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Abstract 
 
This study explores the role of two facets of situational interest, interestingness and 
personal significance, as predictors of the adequate use of three types of cognitive 
learning strategies (rehearsal strategies, organizational strategies, and elaboration 
strategies). In order to attain this goal, it introduces a new measure of the adequacy 
of the use of cognitive learning strategies by using the distance between teachers’ 
estimates of appropriate use of learning strategies for a specific task and students’ 
reported strategic behavior. 
Based on a theoretical model of the use of cognitive learning strategies, the study 
shows, by means of structural equation modeling, that different facets of situational 
interest play different roles in predicting students’ surface and deep processing. In 
summary, it was found that experienced personal significance played a major role 
in predicting deep-processing strategies for a significant proportion of the 34 tasks 
in this study, whereas interestingness fell short of expectations.  
Limitations did arise owing to some missing values, which may blur the findings at 
the lower interest and achievement end for the student sample. Nevertheless, sug-
gestions have been made for future research, which can help teachers of history 
classes to determine components of success, namely experienced personal signifi-
cance, when designing tasks and consequently provide effective learning tasks to 
their classes. 
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1. Statement of the problem 
A huge amount of teachers is interested in providing high-quality learning processes 
to their students. Often, discrepancies between teachers’ ideas for students’ learn-
ing and actual students’ behavior while being involved in learning processes arise 
and as a consequence of this, students’ learning does not meet the teachers’ ex-
pectations. 
When talking to teachers, it can be found that they often assume that their students 
act in different ways while learning from how they were intended to. As a conse-
quence, the quality of their students’ learning decreases substantially. This quality 
of learning is often equated with the deepness of processing and is assumed to be 
crucial for both long-lasting knowledge and skills.  
In light of these considerations, it seems important to clarify whether the teachers’ 
assumptions mentioned above are right and which variables affect the differences 
between teachers and students. 
Therefore, according to existing studies in the literature, motivational variables like 
interest in specific learning material seem to explain the difference in the quality of 
learning processes, which is reflected by the data on learning strategy use. However, 
recent research has brought new factors of interest to the fore that are not yet com-
pletely understood. Particular importance is given to the task-specific interest varia-
bles, which seem to play an important role during involvement in concrete learning 
behavior and deepness of learning.  
Unfortunately, measurement of learning strategies as an indicator of this deepness 
of learning, especially in concrete action, is still problematic. This leads to the need 
for actual research in the field of task-specific interest and the use of learning strat-
egies including new methodological approaches.  
In summary, this study will help explain the links between the interest experienced 
in specific learning situations and the adequate use of learning strategies in these 
situations, explained through the differences between a reference level set up by 
teachers and students’ reported strategic behavior during their involvement in learn-
ing tasks.  
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2. Interest and the use of learning strategies 
For centuries, teachers all over the world have tried to lead their students to rich, 
deep learning experiences and, therefore, long-lasting factual and procedural 
knowledge and skills. Unfortunately, these efforts are not successful for all students. 
Often, groups of students seem to be unable or unwilling to exploit their potential for 
successful and long-lasting learning. As it seems to be easier to influence motiva-
tional aspects as a predictor of learning than students’ general ability to learn, un-
derstanding students’ motivational variables seems to be a promising path for de-
termining deeper individual learning processes.  
Self-regulated learning environments are expected to provide a fruitful basis for in-
dividual learning processes (Baumert, 1993, pp. 349-350). The core tools to stimu-
late these processes could be written learning tasks made available by teachers 
(Zimmerman & Schunk, 2008, p. 2). Through their choice of given tasks or designing 
these tasks themselves, teachers are able to control motivational aspects of stu-
dents’ learning and finally affect the deepness of the learning process. Wild (2000, 
p. 123) developed a framework to explain situational and individual factors influenc-
ing consecutive processes, from the perception of the characteristics of the learning 
material through an individual construction of the learning task, the motivational reg-
ulation, and the regulation of the working process to the individual students’ use of 
cognitive learning strategies. The mid-parts of the model, i.e. individual construction 
of the learning task, motivational regulation, and the pre-actional regulation of the 
working process are influenced by both situational and individual factors, like expe-
rienced interest. Therefore, this model, explained in the following chapter, can pro-
vide a framework for research on the impact of learning material on the quality of 
self-regulated learning, thus forming the basis of the project in this study. 
2.1 Theoretical framework of this study 
The following section reviews this theoretical framework, which offers crucial fac-
tors and links influencing students’ dealing with learning material.  
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Figure 1 shows the ĥThree-Phases-Model of Cognitive Learning Strategy UseĦ 
(3PLS-model; Wild, 2000, p. 123), which offers a model framework explaining the 
use of cognitive learning strategies and their motivational, individual, and situational 
antecedents based on the characteristics of learning material like learning tasks. 
2.1.1 Roots of the model 
In light of the question regarding how student behavior differs while dealing with 
learning material, Wild summed up a lively European (e.g. Scandinavian and Dutch) 
discussion on the theoretical conceptions of the use of learning strategies. He de-
scribed the concepts related to the use of learning strategies, explored their con-
ceptual and theoretical consistency, and determined whether these concepts are 
firmly empirical anchored. Especially, two approaches dominated the discussion in 
this period of time: approaches to learning concepts of Marton and Säljö (1997), 
Pask (1976), Entwistle and Tait (1990), and Biggs (1987) and concepts of the use 
of learning strategies based on findings of cognitive psychologists. Important repre-
sentatives of this approach were Weinstein and Mayer (1986), Pintrich (1988), and 
Schmeck (1988). 
Furthermore, Wild collected findings and hypotheses about predictors and influential 
variables of university students’ use of learning strategies as a basis for his final 
step of the creation of a new integrative model framework. Importantly, the research 
group of The Munich Theory of Interest around Krapp, Schiefele, and Winteler pro-
vided initial impetus for Wild’s work on the model framework. 
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Figure 1: 3PLS-model (Wild, 2000), translated into English by the author of this thesis 
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The model framework originated in the higher education sector and brought - unlike 
previous models - the advantage of explaining strategy use without focusing on 
achievement (Wild, 2000, p. 117). Very often, traditional educational research 
mainly addressed learning outcomes, leaving the path and complex processes of 
learning in the dark. Therefore, the 3PLS-model set the focus on strategic parts of 
these learning processes. In detail, Wild (2000, p. 118) advocates separate exami-
nation of the three dimensions of cognitive learning strategies (rehearsal, organiza-
tion, and elaboration) because it is necessary to determine the differentiated impact 
of predictors on these three dimensions and gain an insight into the learning pro-
cesses.  
2.1.2 Self-regulated learning (SRL) as a basis for the 3PLS-model 
As Wild (2000, p. 229) noted, there are ideal conditions for self-regulated learning 
and the willingness to use a rich amount of cognitive learning strategies in tertiary 
education. Therefore, the tertiary educational sector offers a good basis for the 
3PLS-model, which can be classified as a considerable detailed model of central 
SRL-processes.  
Not surprisingly, there are strong links between SRL theories and theoretical con-
siderations in the area of learning strategies. Therefore, Boekaerts (1999, p. 449) 
and Zimmerman (2008, pp. 166-167) highlighted the selection and deployment of 
strategies as a core process of SRL. Thus, SRL provides a basis for the 3PLS-model 
by explaining the choice, the development, and the use of strategies while being 
involved in the learning processes. In contrast to SRL-models, the underlying model 
of this study explains a more detailed view on the inner core of Boekarts’ (1999, 
p. 449) three-layered model of SRL. 
In addition, there are similarities in theoretical SRL approaches explaining three or 
four different phases of self-regulation and the model on which this dissertation is 
based (Borkowski & Muthukrishna, 1992, p. 487; DiBenedetto & Zimmerman, 2013, 
p. 31; Glogger et al., 2013, p. 2; Schütte, Wirth & Leutner, 2010, p. 251; Zimmerman, 
2000, p. 16, 2008, p. 178; Winne & Hadwin, 1998, p. 280; 2008, p. 299). Using 
phases was beneficial, as in the model of strategy use, to explain the complex pro-
cesses and arrangement of linked variables.  
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The phases of the 3PLS-model are framed by situational and individual factors, 
which exert their influence through different variables. These factors can be found 
in initial SRL research as the dependence on context (Järvelä, Järvenoja & Näykki, 
2013, p. 171; Wegner, Luft & Nückles, 2014, p. 134), individual factors like emotions 
(Ahmed, van der Werf, Greetje, Kuyper & Minnaert, 2013) or motivation (Järvelä, 
Järvenoja & Malmberg, 2012), the level of previous knowledge, beliefs about learn-
ing and thinking, and variables of cognitive processing (Svinicki, 1999, pp. 16-18). 
 
Thus, individual factors of the learner like cognitive conditions and operations and 
environmental factors like task conditions seem to be vital to both, the success of 
SRL seems to be affected and the successful use of learning strategies.  
 
Furthermore, SRL researchers found that the level of perceived self-regulation is a 
crucial predictor of achievement (Boekaerts, 1997; Helle, Laakkonen, Tuijula & Ver-
munt, 2013; Moschner, 2003, p. 56), conceptual change (Greene, Costa & Dellinger, 
2011), and engagement in inquiry (Knowles, 1975, p. 99), even if the level of SRL 
seems to be decreasing over the years (Helle et al., 2013). Hence, providing a fruit-
ful SRL learning environment seems be the important foundation for motivational 
influences and quality of individual learning processes. In some cases, SRL re-
search found that the level of SRL development can be surmounted by fostering 
situational interest or creating relevance for students (Guthrie & Knowles, 2001, 
p. 159). Nevertheless, SRL remains a broad term in most studies and there is a lack 
of data on the exact processes, starting at the perception of learning material. This 
gap is filled by the 3PLS-model. 
Unfortunately, it is obvious that learning environments differ markedly between ter-
tiary education as the basis for the 3PLS-model and secondary education as the 
basis for this study. Learning environments in secondary education are more closed 
and imposed from outside. Thus, these less optimal conditions place restrictions for 
the success of SRL and the use of learning strategies as explained in the 3PLS-
model. Nevertheless there are promising SRL-elements even in the secondary sec-
tor of education. Precisely written learning tasks for individual seatwork as parts of 
open learning environments build the backbone of successful SRL in secondary ed-
ucation.  
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Thus, the 3PLS-model seems suitable even for the secondary educational sector.  
2.1.3 Explanation goals of the 3PLS-model 
Wild (2000, p. 119) proposed three explanation goals for his model framework: 
Firstly, he tried to integrate known postulated and evident predictors to allow a gen-
eral grasp of cognitive learning strategy use. Secondly, he assimilated possible in-
fluential factors, which did not receive much emphasis earlier, to evince promising 
perspectives for future research. Thirdly, Wild identified the factors influencing the 
teaching and learning environment. In sum, the 3PLS-model provides a good over-
view of influential factors on the use of cognitive learning strategies as an important 
part of learning processes. 
By highlighting situational factors in 2000, he anticipated a major growth in their 
popularity. Until this point, primary focus on factors influenced by the individual 
learner shaped the research on learning strategy use. Furthermore, stressing on the 
impact of learning materials seems to be a crucial innovative part of the model 
framework. In this way, the model bears a high degree of practical personal signifi-
cance for task designers and teachers. 
2.1.4 Content structure of the 3PLS-model 
It is important to note that according to Wild (2000, p. 123), it is not necessary for 
every learner to go through each of the three phases completely. In addition, learn-
ing strategy use can benefit from different individual and situational determinants in 
each single phase of the model. The author also pointed out that students need not 
be conscious of each single process taking place according to the model. 
From a constructivist view on learning, it is reasonable to place the phase of ĥIndi-
vidual construction of the learning taskĦ before the phase of ĥMotivational regulationĦ. 
This segment emphasizes the value of social aspects, previous factual and proce-
dural knowledge, and beliefs about knowledge and learning (Wild, 2000, p. 125).  
The second phase of ĥMotivational regulationĦ plays a vital role in the model for two 
reasons: Firstly, a huge amount of contextual and individual influences affects this 
phase of motivational regulation. Therefore, these factors and the phases of the 
model for guidance of learner’s action are important. Secondly, these influences are 
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proven by evidence to a large extent (Wild, 2000, p. 124). Hence, this thesis covers 
the elements of the model explaining the path from phase of motivational regulation, 
the pre-actional regulation of the working process, to students’ use of cognitive 
learning strategies. 
Table 1: Determinants of the three phases of the 3PLS-model 
Phase I: 
Individual construction of 
the learning task 
Phase II: 
Motivational regulation 
Phase III: 
Pre-actional regulation of 
the working process 
Situational 
factors 
Individual fac-
tors 
Situational 
factors 
Individual 
factors 
Situational 
factors 
Individual fac-
tors 
Teachers as 
good models 
Factual previ-
ous 
knowledge 
Interesting-
ness of the 
learning ma-
terial 
Topic inter-
est 
Interesting-
ness of the 
learning ma-
terial 
Volitional 
control 
Explicit in-
struction 
Procedural 
previous 
knowledge 
(strategic 
knowledge) 
Personal 
significance 
Inclinations 
for learning 
strategy use 
Personal 
significance 
Goal orienta-
tions 
Methods of 
monitoring 
learning pro-
gress 
Beliefs about 
learning 
Personal 
leeway for 
decisions 
Extrinsic 
motives 
Personal 
leeway for 
decisions 
Domain-spe-
cific previous 
knowledge 
Workload Epistemologi-
cal beliefs 
Measure-
ment of per-
formance 
Self-concept 
according to 
learning 
strategies 
Measure-
ment of per-
formance 
Cognitive 
skills 
 
 Rewards Locus of 
control 
Rewards Intelligence 
 
 Usefulness Self-concept 
according to 
the domain 
Usefulness Procedural 
skills 
 
 Task com-
plexity 
 Task com-
plexity 
 
 
 Workload  Workload  
 
 Professional 
support 
 Professional 
support 
 
 
The third phase is the ĥPre-actional regulation of the working processĦ. Whether an 
action tendency being displayed at the end of phase II will be indeed carried out is 
decided upon during this phase (Wild, 2000, p. 126). This is important, because the 
third phase is crucial for preparing students to use cognitive learning strategies. 
With great care and precision, Wild notes all possible factors influencing each of the 
three phases of the 3PLS-model (Wild, 2000, p. 127-164). A summary of these 
notes can be found in Table 1. 
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Crucial parts of the current study can be found in Phase II: The interestingness of 
the learning material and the personal significance of a specific learning task. There-
fore, these two situational factors of the second phase will lead to different experi-
ences of interestingness and levels of personal significance for each student partic-
ipating in this study.  
In summary, the 3PLS-model is a useful framework to explain students’ use of cog-
nitive learning strategies through dealing with learning material and their motiva-
tional regulation in tertiary education. However, these processes may take very dif-
ferent forms for different groups of people or in primary and secondary education.  
2.2 Interest 
The current study focuses on a specific facet of interest as a predictor of discrepan-
cies between the strategic task potential and the reported use of cognitive learning 
strategies in conjunction with the involvement in learning tasks in the domain of his-
tory. Thus, it is essential to present the facets of the concept of interest, which influ-
ence, according to the underlying 3PLS-model (Figure 1), the use of cognitive learn-
ing strategies.  
As Renninger and Hidi (2011, pp. 168Ġ169) stated, there is still a lack of an ade-
quate theory on interest but there are many theory-driven concepts of interest. In 
order to understand these concepts, it seems appropriate to follow the history of 
research on interest. Hence, we shall go back to the beginning of the notion of in-
terest. 
2.2.1 History of research on interest 
According to Waldis (2012, pp. 27Ġ28), the notion of ĥinterestĦ has been used in 
philosophical considerations for a long time before representatives of the French 
enlightenment like Jean-Jacques Rousseau used the term against the backdrop of 
pedagogical reflections. These pedagogical reflections paved the way for the first 
attempts of reflecting and research on interest in the early 19th and 20th centuries 
(Ferdinand, 2014; Waldis, 2012, pp. 27Ġ28). As a result, there was an increase in 
research interest on the construct. Thus, Schiefele and Winteler (1988, pp. 5Ġ12) 
identified the first heydays of research on interest from 1900 to 1930.  
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At that time, Dewey (1913, p. 90) used the term ĥinterestĦ in a multifaceted way. He 
stated that every impulse or habit which has enough power to force a person into 
taking action can be seen as an interest. According to Schiefele and Winteler (1988, 
pp. 5Ġ12), Dewey can be considered the father of extrinsic, intrinsic, and flow as-
pects of motivation. When studying the sources of motivation and impulses, which 
are connected to motivation, Dewey prepared the ground for further research on the 
object-specificity of interest. 
In this regard, Todt (1978, p. 12) offered an overview of the underlying considera-
tions of the first decades of research on interest. According to him, Rubinštejn (1958) 
was one of the first to describe a specific person-object relation as a core component 
of interest, even if Herbart (1806; 1841), Lunk (1926; 1927) and Kerschensteiner 
(1928) had been thought leaders in object-specificity of interest from an educational 
point of view.  
However, with behaviorism becoming the dominant school of thought in psychology, 
the first zenith of research on interest was over. This force of behaviorism was se-
verely detrimental to the development of research on interest (Schiefele & Winteler, 
1988, pp. 5Ġ12) because some of the underlying constructs of interest were not ob-
servable as behavior. Owing to this fact, the construct of interest quickly lost mo-
mentum during the period of behaviorism. Only researchers looking at interest as 
vocational interest went against this international trend and have been disentangling 
a discrete strand of research nowadays (Ferdinand, 2014). This strand of research 
has been focusing on the influence of interest on career decisions and occupies an 
exceptional position.  
The cognitive turn in educational research in the 1970s brought about the change 
in research on interest. During this period, Todt (1978, p. 14) highlighted interest as 
a relatively stable disposition of a person to behave or act but also felt it important 
to readdress the person-object approach to interest. Years after, he distinguished 
between aspects of disposition like self-perception, attitude, values, and skills on 
the one hand and state aspects like degree of activation, attention and concentration, 
curiosity, feeling, needs, and willingness on the other hand (Todt, 1990, p. 222). 
Nevertheless, there was still a lack of scientific examination of the underlying pro-
cesses and variables influencing and explaining the construct of interest. 
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Systematic analyses of constructs in the field of interest had only 30 years of history 
behind them (Renninger & Hidi, 2011, pp. 168-169). After this point, our current un-
derstanding of interest and its underlying processes appeared. According to Hidi 
(2007, p. 311), interest may be seen as a behavioral trend, a motivational adjust-
ment, and character or personality traits. In her eyes, the term interest is most com-
monly used as a psychological state or individual disposition (Krapp, Hidi, & Ren-
ninger, 1992). Schiefele (1996, p. 253) added that interest could be classified as an 
outlasting motivational belief too.  
There are several overlapping areas with a number of related subjects due to prob-
lems of delamination of the term ĥinterestĦ, such as ĥenjoymentĦ or ĥcuriosityĦ. Re-
garding enjoyment, Reeve (1989, p. 83) noted that ĥ[…] interest and enjoyment have 
differential determinants and differential contributions to intrinsically motivated be-
haviorĦ. ĥCuriosityĦ is closely associated with a specific facet of interest, i.e. ĥsitua-
tional interestĦ.  
According to the historical evolution mentioned above, different strands of research 
on interest appeared at different points of time. 
2.2.2 Main strands of actual research on interest 
Before attempting to define different research areas within the growing field of re-
search on interest, this thesis will briefly note which academic disciplines are dealing 
with the underlying construct. Hidi and Ainley (2008, p. 77) placed emphasis on 
three major academic disciplines: educational psychology, developmental psychol-
ogy, and social psychology. In addition, there is an upward interest of educational 
researchers in original psychological constructs, which can help explain students’ 
learning as processes instead of pure outcomes and became the focus of their in-
quisitive observation. Therefore, there is a growing overlap between these disci-
plines according to the construct of interest. As Renninger and Hidi (2011, pp. 168Ġ
169) explained, researchers are making efforts in the field of neuroscience to ex-
plore research questions concerning interest variables. 
According to recent research (Renninger & Hidi, 2011; Renninger, Nieswandt, & 
Hidi, 2015a) on the concept of interest, five main areas of research on the construct 
of interest can be distinguished: Firstly, some researchers focused on the develop-
ment of interest. Secondly, some researchers looked into interest as an emotion. 
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Thirdly, research involving multimedia learning environments focused on task fea-
tures triggering interest. Fourthly, some researchers highlighted the value aspect of 
interest. Fifthly, as mentioned above, there was a discrete strand of research on 
interest as part of vocational training, which is not being pursued in this thesis. 
2.2.2.1 Interest as development 
One basic premise of interest is built on its development throughout the years. Es-
pecially in the education field, where processes of development are of high signifi-
cance, it is important that developmental aspects of interest receive the necessary 
consideration. Moreover, there is a huge and active research community dealing 
with interest as development. 
This community, initially consisting of Suzanne Hidi and K. Ann Renninger and a 
research group of Andreas Krapp (Renninger & Hidi, 2011, pp. 170-174), cooper-
ated closely for a long period. Both groups describe interest as a psychological state 
or individual disposition to engage in content-specific activity, which results from 
interaction with the environment (Hidi, 2006, p. 70; Krapp, 1992a, p. 297, 1996, 
p. 44; Krapp & Ryan, 2002, p. 69; Schiefele, 2009, p. 197; Schiefele, Prenzel, Krapp, 
Heiland & Kasten, 1983, p. 4). Little by little, different priorities and, as a conse-
quence, different concepts of interest were developed. 
To clarify potential contradictions, several models of interest development proposed 
by these groups will be explained in the following course of this thesis. 
2.2.2.1.1 Four-Phase Model of Interest Development 
A huge amount of attention was given to the ĥFour-Phase-Model of Interest Devel-
opmentĦ (Hidi & Ainley, 2008, pp. 88Ġ89; Hidi & Renninger, 2006; Renninger, 2009, 
p. 108; Renninger & Riley, 2013, pp. 354Ġ355; Renninger & Su, 2012, p. 170). The 
model provides insight into four different phases of interest development: The first 
phase of ĥTriggered Situational InterestĦ, the second phase of ĥMaintained Situa-
tional InterestĦ, the third phase of ĥEmerging Individual InterestĦ, and the last phase 
of ĥWell-Developed Individual InterestĦ (Lipstein & Renninger, 2007, p. 120; Ren-
ninger & Su, 2012, p. 169). In addition, the model assigns learner characteristics 
and needs to each of the four phases for both closed and open learning environ-
ments.  
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It is to the great merit of the providers of this model that these four phases could 
form a basis for teachers’ considerations about their students’ learning behavior. 
These considerations can viewed as adequate because of the fact that interest and 
behavior undergo changes at different stages of interest development. Teachers 
could observe behavior as an indicator of interest development. Thus, these phases 
could provide explanations for the impact of different types of learning environments 
on the needs of individual students.  
In accordance with Hidi and Renninger’s model, Renninger and Su (2012, p. 169) 
highlighted some important aspects of interest development: First, the components 
of emotion and affect predominate in early phases of interest development, while 
there is a lack of knowledge components. Second, further development of interest 
is characterized by growing knowledge and an additional value component. The af-
fect component remains at the same level. Third, as a consequence of the second 
point, previous knowledge about the content differs for the phases. Therefore, it can 
be assumed that learners passing through different phases need different learning 
materials. In the same line, Krapp and Ryan (2002, p. 69), highlighted the im-
portance of the emotion component of interest because it implies positive emotions 
and quality of experience during realization of interest-specific action. As a conse-
quence, learning materials need to affect emotion in a positive way in early stages 
of interest development. 
Ferdinand (2014, pp. 29-30) summed up the key points of the model: Firstly, in each 
of the four phases, interest consists of varying degrees of knowledge, positive af-
fective components, and positive value components. Secondly, these phases follow 
each other cumulatively. Thirdly, the higher the level of interest development the 
lower the level of needed support for maintenance of interest. This affects the ne-
cessity of scaffolding elements in learning materials for each phase of interest de-
velopment.  
In line with the points mentioned above, Hidi and Ainley (2008, p. 85) stated, "[…] 
for interest to develop, the affective component has to change from negative to pos-
itive […]" and "[…] self-regulation is an integral aspect of later phases of interest 
development" (Hidi & Ainley, 2008, p. 100). However, this does not mean that a lack 
of self-efficacy, goals, and self-regulation inhibits interest development (Renninger 
& Hidi, 2011, p. 168).  
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Furthermore, it is important to note that "[…] developing interest is beneficial to mo-
tivation, engagement, and learning, and that learners in different phases of interest 
engage differently with the opportunities that the environment providesġ and, as 
such, are differently positioned to learn. Moreover, they suggest that how the envi-
ronment responds to the learner in terms of the scaffolding that is (or is not) provided 
contributes to whether and how interest develops" (Renninger, 2014, p. 1). 
According to Hidi and Renninger’s ĥFour Phase-Model of Interest DevelopmentĦ, 
Renninger and Su (2012, p. 169) conceptualized a further important point related to 
interest: They stated that interest is ĥ[…] referring to both a learner’s state as well 
as his or her predisposition to return to engagement with a particular class of ideas 
[…], events, or objects […]Ħ. The end result of this will be a more self-perpetuating 
process of interest development in the highest stages.  
Recent research confirmed the aspects of ĥThe Four-Phase Model of Interest De-
velopmentĦ described above (Ainley & Ainley, 2011; Basu & Barton, 2007; Nolen, 
2007). 
In summary, it is important to mention "[…] that understanding the processes acti-
vated when interest is triggered is central for the productive application of interest 
research in educational settings. This is equally the case when the focus is on a 
newly triggered interest or a well-developed individual interest" (Ainley, 2010, 
pp. 235-236).  
For this thesis, it is remarkable that Hidi and Renninger stated that situational inter-
est is an earlier stage of interest development than individual interest and that there 
are two phases of situational interest, which can be distinguished.  
Based on the assumption that situational interest is important for both, development 
of interest in early and later phases and based on the findings that repeated expe-
rience of situational interest could lead to individual interest, this thesis will focus on 
the aspect of interest which is most easily influenced through learning environments 
and teachers: situational interest. 
Both the American and German research groups on interest development provided 
a theoretical framework on which they based their research. In the following sections, 
the German approach will be discussed. 
  
25 
2.2.2.1.2 Munich Theory of Interest 
The ĥMunich Theory of InterestĦ can be traced back to Hans Schiefele’s book 
Lernmotivation und Motivlernen, which was published in 1974. One goal of this pub-
lication was to establish a theory of learning motivation, based on pedagogic re-
quirements. This was an intriguing thought because at that time, approaches to 
achievement motivation still dominated the field (Universität der Bundeswehr Mün-
chen, 1999).  
As a consequence of this book, a research program focusing on the role of interest 
in learning and development was set up. Inter alia, Andreas Krapp, Manfred Prenzel, 
and Alfred Heiland shared this idea as members of the research group involved in 
that program. They published their basic ideas for a new theory of interest in 1983 
(Schiefele, Prenzel, Krapp, Heiland & Kasten, 1983). These ideas were expanded 
in the following years (Krapp, 1998; 2002a; 2007; Krapp & Prenzel, 1992; 2011; 
Krapp, Schiefele, Wild, & Winteler, 1993; Wild, Krapp, Schreyer & Lewalter, 1998). 
The ĥMunich Theory of InterestĦ’ addresses two central issues: Firstly, research con-
siders the underlying mechanisms of interest and their theoretical foundations cen-
tral. This leads to research on the role of interest for learning and achievement in 
different learning environments. Secondly, the central issues in the ĥMunich Theory 
of InterestĦ are the beginnings and the development of interest (Universität der Bun-
deswehr München, 1999). This second issue provides a link to researchers using 
the ĥFour-Phase Model of Interest DevelopmentĦ. Indeed, there were fruitful collab-
orations between these two main strands of research on interest development (Hoff-
mann, Baumert, Krapp & Renninger, 1998; Knogler, Harackiewicz, Gegenfurtner & 
Lewalter, 2015; Krapp et al., 1992). 
Nowadays, the ĥMunich Theory of InterestĦ dominates German-speaking countries 
(Ferdinand, 2014, p. 20). Another core aspect of this theory of interest is that activity 
according to interest is seen as an actual relation between the individual and an 
object of interest (Krapp, 1992a, p. 308). The object of interest must be perceived 
as a cohesive unit to offer the possibility of building up a relation with it (Ferdinand, 
2014, pp. 21-23). Reference to an object of interest has been adapted to ĥMunich 
Theory of InterestĦ in response to a lack of discussion about this topic in former 
times (Krapp, 1992b, p. 10). Therefore, there is an assumed exchange between the 
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individual interest of a person as a disposition and the interestingness as a charac-
teristic of an object or context. Both of these aspects mentioned above are crucial 
for actualized individual interest and situational interest (Krapp, 2007, p. 9). This 
understanding of interest is a basic requirement for the underlying 3PLS-framework 
of this thesis.  
Krapp (2005) noted additionally that interest consists of cognitive and emotional 
components, which could be harnessed even unconsciously. New research re-
vealed that cognitive and emotional components of interest can be distinguished by 
empirical proof (Ferdinand, 2014). Therefore, basic needs such as experience of 
competence, autonomy support, and social integration become highly relevant.  
Furthermore, Krapp (2003) mentioned that interest is in constant interaction with 
self-development and is an essential requirement for learning. Through integration 
of environmental experiences, the self of an individual and, coupled with this, indi-
vidual interest expands (Ferdinand, 2014, pp. 28, 29).  
On the basis of the main issues of ĥThe Munich Theory of InterestĦ, it can be as-
sumed that this theory is still very important for researchers who are trying to explore 
learning processes. Recent research connected features of ĥThe Munich Theory of 
InterestĦ with the ĥThe Four-Phase Model of Interest DevelopmentĦ (Knogler et al., 
2015). While ĥThe Four-Phase Model of Interest DevelopmentĦ brings developmen-
tal aspects of interest in the prime focus, ĥThe Munich Theory of InterestĦ centers 
on situations of interaction with an object of interest, which lead to interest develop-
ment.  
Hence, this thesis follows the ĥMunich Theory of InterestĦ approach as the dominant 
approach in German-speaking countries and links it particularly with the assump-
tions of the ĥFour-Phase Model of Interest DevelopmentĦ.  
At first sight, one might assume that interest is growing throughout the schooling of 
children, but recent research (Daniels, 2008) found quantitative decline in interest 
during the schooling period, which will be described as another aspect of interest 
development in the following section of this thesis. 
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2.2.2.2 The emotion-related aspect of interest 
Some researchers on interest focus mainly on interest as an emotion. As a result of 
comparison to the strand of research which focuses on interest development, there 
is some overlapping, because, as mentioned in the ĥFour-Phase Model of Interest 
DevelopmentĦ, emotional aspects play a very important role in early phases of in-
terest development. As a consequence of this overlapping, findings of the strand of 
ĥInterest as an emotionĦ are also important for the theoretical background of this 
thesis. 
Recent research found emotions like happiness, hope, love, playfulness, surprise, 
challenge, and relief to be correlated with interest (Ainley, Corrigan, & Richardson, 
2005, p. 434; Ellsworth & Smith, 1988, p. 316; Tulis & Ainley, 2011, p. 787), espe-
cially enjoyment is highly correlated with interest (Shernoff, 2013, p. 142).  
Silvia (2006) attached a great deal of importance to interest as an experience of an 
emotion, curiosity, or situation-specific motivation. This situation-specific aspect of 
interest opens the door to the idea that interest can be influenced by situations in 
different contexts, e.g. learning environments in schools. As a consequence, even 
this strand of research assumes a connection between interest and learning: "As a 
basic emotion, interest may be understood as a coordinated feeling-purposive-ex-
pressive-bodily reaction to an opportunity to acquire new information and to learn" 
(Reeve, Lee, & Won, 2015, p. 79). Further research notes that emotional compo-
nents of interest are crucial for positive interest development and a lack of emotions 
or negative emotions can lead to a drop in the level of interest (Sansone & Harackie-
wicz, 1996). 
In addition to emotion, cognitive facets of interest act as part of this strand of the 
research on interest: "As an emotion schema, interest may be understood as a com-
plex knowledge structure that integrates interest phenomenology with cognitions 
such as appraisal, value, and topical knowledge" (Reeve et al., 2015, p. 79).  
The overlapping mentioned above and considerations about theoretical foundations 
raised the question about the levels of importance of different aspects of interest. A 
possible answer was given by Harp and Mayer (1997). They stated that elements 
triggering cognitive components of interest outperform those which trigger emotional 
  
28 
elements. It remains unclear whether this point of view has general application for 
all levels of interest development as starting points for learning processes.  
2.2.2.3 Interest triggered through a task feature 
As researchers in the tradition of ĥThe Munich Theory of InterestĦ are dealing with 
the impact of interest on learning processes, another group is focusing on the origin 
of these processes by exploring interest being triggered through a task feature or a 
feature of a learning environment. Studies of this group are mainly conducted by 
cognitive psychologists in experimental designs using computer-supported learning 
environments, especially screen-based multimedia learning environments are com-
mon milieus for these learning experiments. Often, the researchers of this group 
conduct their studies in laboratories. These scientists are able to use promising 
methods like eye-tracking or fMRI (functional magnetic resonance imaging) to ex-
plain links between interestingness and behavior of participants or learners. Further-
more, owing to the experimental design, there is the possibility of finding stronger 
effects. 
Unfortunately, the findings of this group are normally harder to transfer to real life 
school situations. In addition, some methods are unrealizable even today in the 
fieldwork area. Therefore, there is a lack of conclusions for the designing of learning 
environments based on these findings: "Thus, there is a need to explain the im-
portance of learner interest and potential impact of multimedia design; essentially 
the way in which cognitive science research about visual images can be effectively 
applied to learning designs" (Dousay, 2014, p. 69). 
In addition, most studies which focused on task features shared achievement as a 
dependent variable. As a consequence, interest preponderantly played a minor role. 
Furthermore, experimental "[…] studies on the effects of task characteristics on stu-
dents’ situational interest are also infrequent and have mainly focused on text-based 
learning tasks" (Tapola, Veermans & Niemivirta, 2013, p. 1048). However, learning 
materials in schools usually go beyond texts and use illustrations or combinations 
of pictures and texts or even multimedia learning environments. Further research 
stated that ĥ[…] little attention has been given to the use of specific multimedia model 
principles and their effect on learner interestĦ (Dousay, 2014, p. 69). Thus, there is 
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still a lack of studies using more complex learning materials and those that are lo-
cated in the fieldwork area.  
Nevertheless, there is again some overlapping of research on interest as triggered 
through a task feature with the field of researchers in the tradition of the ĥMunich 
Theory of InterestĦ. As the underlying framework of this study, the 3PLS-model, 
notes features of the learning material as a starting point of learning processes, the 
ĥMunich Theory of InterestĦ explains the perceived interestingness of a task feature, 
although not as detailed as the researchers on ĥinterest as triggered through a task 
featureĦ do. 
In addition, research identified further limitations of existing approaches: Unfortu-
nately, students with different levels of developed interest in a domain apparently 
seem to perceive different design features of learning task in different ways. Low-
interest students seem to be triggered by task features which catch attention to in-
crease their interest, and high-interest students suffer from these attention-catching 
features and show a decrease in their interest (Durik, Hulleman & Harackiewicz, 
2015). Therefore, in sum, approaches to interest research taking into consideration 
different levels of interest as starting points were often only poorly represented in 
the past. 
However, research on interest as a task feature provides fruitful insights into the 
effects of learning material as a starting point for learning processes. It is foreseea-
ble that there will need to be a convergence in field and laboratory settings for future 
studies trying to transfer the advantages of innovative research technology from la-
boratory settings to research in the fieldwork area. 
2.2.2.4 Value-related aspect of interest  
In addition to an emotional facet of interest, there is a proven (e.g. Ferdinand, 2014) 
value component of this construct, which is attracting the attention of researchers 
on interest. According to the ĥFour-Phase Model of Interest DevelopmentĦ, increas-
ing importance is given to the value-related facet of interest in later phases of inter-
est development. Therefore, if the focus of attention of researchers on interest is 
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extended beyond the lowest stages of development in which interest is strongly in-
fluenced by emotional components, there is a possibility of other components taking 
over a leading role. 
Considering the perspective of researchers on interest as a value, interest may be 
called an ĥ[…] instrument of satisfaction of needs […]Ħ (Todt & Schreiber, 1998, 
p. 25). This point of view influenced the models of value-expectancy processes. 
Against the background of these value-expectancy processes, Sansone and Smith 
(2007, p. 344) suggested a model of self-regulation, which includes the role of inter-
est. From their point of view, interest is influenced by the motivation to reach goals, 
initial actions, maintained actions, and outcomes of evaluation processes. In addi-
tion, interest predicts maintenance of actions. This supports the view mentioned 
above: there is a link between personal goals and the maintenance of interest-re-
lated action. 
In the following course of this dissertation, personal significance will be explained 
as a value-related facet of situational interest. Therefore, personal significance can 
be seen as building a bridge between features of learning material and personal 
goals. Again, there is some overlapping with other strands of research on interest 
because relevance as an expression of a similar meaning is often used as an inde-
pendent variable in experimental research on the impact of task features on 
achievement (Anmarkrud, McCrudden, Bråten & Strømsø, 2013, p. 889).  
In connection with the considerations about the value aspect of interest, the term 
ĥbeliefĦ is used very often. Thus, researchers studying students’ value beliefs also 
focused on relevance. They stated that relevance may be seen as a key factor to 
increase value beliefs in mathematics classrooms. Therefore, they shed light on rel-
evance aspects of learning material (Gaspard et al., 2015, p. 1). As beliefs are men-
tioned to be relatively stable traits, it would be interesting to explore the power of 
personal significance as a value aspect of interest in higher levels of interest devel-
opment, where stability is considered a significant aspect.  
To sum up, research on the value aspect of interest can be assumed to provide 
fruitful insights into the learning processes of students’ with higher levels of interest 
development. The finding that there is a value component in both individual and 
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situational interest is a very important starting point for further consideration in this 
study.  
2.2.3 Further graduations of interest 
Other suggestions have been made to distinguish between different research 
strands on interest: In contrast to Renninger and colleagues, Dan and Todd (2014, 
p. 801) distinguished between one-dimensional constructs of interest like affect or 
intrinsic motivation, two dimensional constructs of interest (emotion and value), and 
three-dimensional constructs of interest (emotion, value, and knowledge). This the-
sis follows the two-dimensional approach because, as mentioned above, there is 
empirical proof of emotion- and value-related components of both the situational and 
individual interest. 
2.2.4 Definitions of interest 
On the basis of the history of research on interest and the explanation of different 
strands of research on interest, the following section establishes a specific frame-
work for the construct of interest, which will form the foundation of the current study. 
Similar to textual overlapping of different strands of research on interest, there is a 
huge overlap in their specific definitions of the construct of interest. As a starting 
point, these common elements in the majority of interest definitions will be presented 
in detail. 
Renninger and Hidi (2011, p. 169; 2015b, pp. 1Ġ2) noted five aspects of interest, 
which have been agreed to by all research traditions on interest: Firstly, it is common 
sense that interest is content or object specific (Hidi, 2006, p. 70; Krapp, 1992a, 
p. 297; Krapp et al., 1992, p. 5; Krapp, 1996, p. 44; Krapp & Ryan, 2002, p. 69; 
Schiefele et al., 1983, p. 4; Schiefele, 2009, p. 197), which means that there is a 
focus on person’s attention to a specific object or engagement in an activity (Hidi, 
1990, 2006, p. 70; Todt & Schreiber, 1998, p. 25). Secondly, interest includes an 
interaction between a person and the environment (Hidi, 2006, p. 70; Krapp & Ryan, 
2002, p. 69; Renninger & Hidi, 2002, p. 174), which means that environmental fea-
tures may have an impact on interest. Thirdly, interest consists of cognitive and af-
fective motivational components (Daniels, 2008, p. 322; Renninger, 1990, p. 128). 
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Fourthly, interest need not be conscious for all stages of development or situations. 
Fifthly, there is a physiological and neurological basis of interest.  
The first four aspects mentioned above provide the basis of the conceptual frame-
work for interest which will be used in the following course of this dissertation. Thus, 
this study takes into account the object-specificity of interest which represents an 
important link between learning material and interest. In addition, the interaction be-
tween this learning material, or learning tasks, and the individual student is repre-
sented as an essential part in the second aspect of the interest framework men-
tioned above. Furthermore, interest is seen as a multidimensional construct. This 
means that it is important to take into consideration different facets when dealing 
with interest during learning. This is crucial because, according to the ĥFour-Phase 
Model of Interest DevelopmentĦ, different facets act in different ways during different 
phases of interest development. Moreover, taking into account that there are differ-
ent facets of interest, it is important to know that not all individual learners may be 
conscious of all these facets. Indeed, there are physiological and neurological bases 
of interest. In this research in the fieldwork area, as intended by this study, it is 
difficult to collect data for these facets. As a consequence, physiological and neuro-
logical facets of interest will not be explored in the current piece of research. 
In addition to common elements of various definitions of interest, this thesis refers 
to findings of researchers on developmental aspects of interest. By doing so, further 
aspects of interest are included in the framework for this study. In addition to the 
characteristics mentioned above, interest is seen as a variable which can lead to 
development and learning. Furthermore, interest can be developed and, therefore, 
is changeable with aging and during schooling. In addition, there are relatively stable 
facets of interest which represent higher and lower levels of interest development 
and facets which may be influenced by situational factors (e.g. those of the learning 
environment). Therefore, it can be assumed that there are state and trait compo-
nents of interest, which consist of various proportions of facets of interest. 
As Ferdinand (2014, pp. 23-25) summed up, interest consists of emotion-related 
valences like fun, personal involvement, or curiosity and value-related valences. Ac-
cording to this theory, every single object has got value-related adjuncts which are 
dependent on the person focusing his or her attention on the object of interest. It is 
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important to note that value-related adjuncts, such as personal significance for an 
individual’s life, are neutral about emotions.  
In order to explore the learning processes in the history classes of German schools, 
it is essential to link a framework for interest to learning. For this purpose, evidences 
for theoretical links between interest and learning will be shown in the following sec-
tion. 
According to some studies, interest can influence learning and is linked to specific 
content or an idea (Ferdinand, 2014, pp. 11, 12; Renninger & Su, 2012, p. 172). 
Furthermore, it "[…] guides attention […], facilitates learning in different content ar-
eas […] and for learners of all ages […], and develops through experience […]" 
(Renninger & Hidi, 2011, p. 169).  
In sum, the working framework of interest used in the following course of this thesis 
is as follows: 
The construct of interest consists of both relatively enduring and situational variable 
facets of disposition to attend and engage in certain activities, which may be con-
scious or unconscious. In addition, interest is object-specific, and the facets of inter-
est can be developed to different degrees.   
 
2.2.5 Individual interest as an independent variable 
This section will provide a brief overview of the variables, which are influenced by 
individual interest, and the most important link of individual interest to the use of 
learning strategies will be explained in detail as being the most relevant to this thesis.  
The discussion on individual interest as an independent variable seems to be ap-
propriate for this thesis because recent research found that there are several de-
grees of interaction between individual interest and situational interest. In addition, 
not all studies differentiate between state and trait components of interest. As a 
consequence, it seems to be appropriate for a rigorous approach to include both 
state and trait components of interest into the theoretical section of this study.  
Table 2 lists the studies in the literature reporting individual interest as an independ-
ent variable. 
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Table 2: Variables influenced by individual interest 
Dependent varia-
ble 
Literature references 
Perceived difficulty Fulmer and Tulis (2013), Durik and Matarazzo (2009) 
Domain interest Durik and Matarazzo (2009) 
Achievement Alexander and Murphy (1999), Baumert, Schnabel, and Lehrke 
(1998), Hay, Callingham, and Carmichael (2015), Köller and 
Baumert (2001), Rhöneck, Grob, Schnaitmann, and Völker 
(2001), Schiefele and Winteler (1988), Schiefele, Krapp, and Win-
teler (1992), Durik and Matarazzo (2009), Dan and Todd (2014), 
Kim, Jiang, and Song (2015), Schiefele (1990), Walkington 
(2013), Schiefele, Krapp, and Schreyer (1993), Maurice, Dörfler, 
and Artelt (2014), Schiefele (1988), Fulmer and Tulis (2013), 
Entwistle and Ramsden (1983) 
Goals Harackiewicz, Durik, Barron, Linnenbrink-Garcia, and Tauer 
(2008), Hidi and Renninger (2006), Lent, Brown, and Hackett 
(1994),  
Attention/ Engage-
ment/ Persistence 
Issa, Morgan-Short, Villegas, and Raney (2015), Hidi and Ren-
ninger (2006), Shernoff (2013), Urhahne (2002), Schiefele (1990), 
Trautwein et al. (2015), Sansone, Fraughton, Zachary, Butner, 
and Heiner (2011), Wijnia, Loyens, Derous, and Schmidt (2014) 
Self-regulation Lee, Lee, and Bong (2014) 
Use of learning 
strategies 
Alexander and Murphy (1999), Alexander, Kulikowich, and Jetton 
(1994), Alexander, Sperl, Buehl, Fives, and Chiu (2004), Dan and 
Todd (2014), Artelt (2000) 
Buffer against neg-
ative outcomes 
Fulmer and Frijters (2011) 
Situational Interest Fechner (2009), Jonas, Mägdefrau, Michler, and Böhm (2017) 
 
It is important to note that the major part of the studies mentioned above focus on 
achievement as a dependent variable. Nevertheless, educators and teachers are 
strongly interested in the quality of learning processes. This is taken account of in 
this thesis by following the tradition of ĥMunich Theory of InterestĦ and focusing on 
learning strategies as an outcome variable, which may explain the quality of learning 
processes and the differences between the task potential and students’ strategy use.  
Although the study reported in the following section does not cover the use of learn-
ing strategies, it is important for this thesis because it explores the impact of individ-
ual interest on self-regulation for a large sample and for four different school sub-
jects. 
For the subjects of Korean, mathematics, English, and science, Lee et al. (2014, 
p. 94) found that interest is an important predictor of the level of self-regulation, and 
self-regulation mediated the impact of interest on achievement for all of these school 
subjects. For the evaluation of the data of their study, they used a structural equation 
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modeling approach and their sample consisted of 500 Korean middle school stu-
dents, approximating the age of the sample in this thesis. Interestingly, they found 
the largest regression coefficients for Science (β = .69, p < .01), followed by English 
as a foreign language (β = .56, p < .01), mathematics (β = .50, p < .01), and Korean 
(β = .45, p < .01). In addition, there were significant gender effects for the subjects 
of mathematics, English, and science, with higher prediction values for the boys. 
Considering what has been reported so far, there might be a different impact of 
individual interest on the use of learning strategies in different subjects and, in ad-
dition, there might be a gender effect. 
Much earlier, Alexander et al. (1994, p. 217) mentioned that interest is ĥ[…] particu-
larly one’s personal investment in the topic or domain, stimulates depth of pro-
cessing in the content and, thus, enhances subject-matter learningĦ. Later on, Alex-
ander and Murphy (1999, p. 422) proved again that there is a significant correlation 
between interest and the use of strategies. In addition, Alexander et al. (2004, p. 553) 
added that deep-processing strategies increase with growing interest in a domain. 
As a result of the research of Alexander and her colleagues, it can be concluded 
that individual interest may have different levels of impact on different types of learn-
ing strategies. Especially, deep-processing strategies, which are assumed to re-
quire long-lasting attention, endurance, and engagement, seem to be affected by 
individual interest. This is in line with studies reported in Table 2. 
Especially for the domain of history, there is an effect of interest on the choice of 
learning strategies. Therefore, Dan and Todd (2014, p. 799) found that for 208 sev-
enth graders from Eastern China, interest in History favors deep-learning strategies, 
whereas surface-learning strategies are reduced through increasing interest. It is 
important to know that this piece of research followed a global approach by not ex-
amining task-level motivational processes. Furthermore, they found that learning 
strategies can act as a mediator between history interest and achievement. In con-
trast, Artelt (2000, p. 236) stated that interest is a predictor of poor surface pro-
cessing only if learning strategy data are collected shortly after action. She found no 
significant positive effect of interest on deep processing for working with text-based 
material (Artelt, 2000, p. 237). In sum, the effect of individual interest on the use of 
learning strategies seems to be dependent on the timing of the measurement and 
the research subjects. There are indications that there is a higher effect of individual 
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interest on the reduced use of surface strategies than on the increased use of deep-
processing strategies, if learning strategy data are collected close to learning action. 
2.2.6 Graduations of individual interest 
As mentioned in the definition section above, the construct of interest is linked to a 
certain object or activity. As a consequence, differences in individual interest be-
tween domains are simply explainable. Recent research (Ainley et al., 2005, p. 443; 
Alexander et al., 1994, p. 217; Del Favero, Boscolo, Vidotto & Vincentini, 2007, 
p. 646) focused on domain-specificity and coined new expressions such as ĥdo-
main-specific interestĦ, ĥtopic interestĦ, ĥsubject interestĦ, i.e., interest in a school 
subject, and ĥtask interestĦ. In the given order, the situative proportion of the under-
lying interest construct of each of these four expressions grows. Therefore, task 
interest seems to be the one with the largest proportion of situation-specific facets 
of interest. 
In sum, there is a wide range of particularly overlapping terms in the area of individ-
ual interest. In relation to the state and trait proportion of the underlying constructs, 
both extremes, i.e. situational interest and individual interest, mark the endpoints of 
this range. Even these endpoints are proven to interact with each other (Ferdinand, 
2014). Thus, it can be assumed that all constructs lying between these endpoints 
are important to explain experienced interest in learning tasks.  
As the link between individual interest and domain-specific interest is strong as per 
the feature of interest mentioned above, the question regarding the exact role of a 
growing situative proportion of this construct arises. Therefore, the constructs situ-
ated in between will be explained in the following sections. 
2.2.6.1 Topic interest 
Early on, Benton, Corkill, Sharp, Downey, and Khramtsova (1995, p. 71) found cor-
relations between individual interest and text interestingness. Thus, it can be as-
sumed that they found a link between individual interest and topic interest. Ainley et 
al. (2005, p. 443) stated, a few years later, that domain-specific individual interest 
predicts the level of topic-specific interest for science texts. In the following course, 
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Durik and Matarazzo (2009) noted that individual interest in biology is a reliably pre-
dictor of topic interest and added that this effect is mediated by previous knowledge 
in that domain. Therefore, there is evidence for a connection between individual 
interest in the domain of biology and topic-specific interest for topics in the same 
domain.  
In the following course, the underlying construct of ĥtopic interestĦ will be conceptu-
ally explained. 
"Topic interest refers to the interest elicited by a word or paragraph that presents 
the reader with a topic. This form of interest is particularly relevant for educators 
because students are often given topics about which they will be expected to learn 
or to write" (Ainley, Hidi & Berndorff, 2002, p. 546).  
Schiefele (1990, p. 309) suggested two dimensions of topic interest: Firstly, he 
noted an emotion-specific component. Hereby, individuals link detailed examination 
of a topic with positive feelings, in particular, excitation and fun. Secondly, he high-
lighted a value-specific component, which means that individuals consider content 
relevant to their own life. As mentioned above, this separation could be proven by 
actual research (Ferdinand, 2014). 
Further research (Fulmer & Frijters, 2011, p. 197) found that topic interest is highly 
correlated to individual interest in a specific subject in school or a specific domain.  
Some studies raised the question whether the link between individual interest and 
topic interest is restricted to concrete and clearly definable domains like biology and 
mathematics or has a more general validity. If so, for example, individual interest in 
an activity should at least predict interest in that activity in a specific domain. Some 
researchers even went further by proving that even individual interest in learning 
can predict topic interest (Ainley et al., 2002, p. 554). Thus, interest in an activity 
could superimpose the effect of individual interest in a topic of this domain.  
2.2.6.2 Subject Interest 
Häußler and Hoffmann (2000) suggested distinguishing between domain interest 
(object of interest is related to the content of the domain) and subject interest (object 
of interest is related to the way content is taught and the teacher). However, there 
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is a lack of empirical proof for this distinction. Nevertheless, the expression of sub-
ject interest opens a complex field consisting of a huge amount of influencing vari-
ables. It can be assumed that students’ interest in a school subject depends not only 
on individual interest in the domain of the subject but in the way the teachers act 
while teaching or the way content is provided in class. In addition, the influence of 
other socially indicated variables is also highly likely.  
Renninger, Costello Kensey, Stevens, and Lehman (2015, p. 99) found considera-
ble differences between students’ ratings of subject interest for seven school sub-
jects. This finding is similar to findings for individual interest, suggesting a similar 
system of dependencies for individual interest and subject interest. In addition, ac-
tual research found a correlation between mean interest in classes interest and de-
velopment of subject interest (Ferdinand, 2014). As a consequence, there might be 
class influence on subject interest.  
Considering the links between individual interest, interest in a domain, subject inter-
est, and interest in a topic, the question arising is whether there is another link be-
tween subject interest and situational interest in specific learning situations. 
Following ĥThe Munich Theory of InterestĦ approach, Ferdinand (2014) found for a 
German sample that individuals’ subject interest is different from situational interest. 
More precisely, interest experienced in classroom lessons is predicted by individual 
subject interest, mediated by competence experience, autonomy support, social in-
tegration, and personal significance for the individual student.  
Therefore, it can be assumed that there is a strong link between individual interest, 
interest in a specific domain, subject interest, topic interest, and situational interest. 
Especially, connections and dependencies of the variables seem to be alike in each 
case. 
2.2.6.3 Task interest 
The following section explains the most situation-specific form of individual interest 
Ġ interest in a specific task. Depending on the scope of the task, there is more or 
less overlapping with the construct of situational interest. It can be expected that 
complex multi-part tasks lead to a specific range of situational interests because it 
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cannot be assumed that the level of situational interest remains constant during long 
periods of work on a task. In line with this point, Boscolo, Ariasi, Del Favero, and 
Ballarin (2011) found that task interest can change during reading of learning mate-
rial. 
First, an explanation of the expression ĥtask interestĦ’ will be suggested as follows: 
"Interest as the immediate reaction to a new learning task is an affective state that 
involves feelings of arousal, alertness, attention and concentration and is a key vari-
able in the motivation of learning. In new situations, perceptual and appraisal 
processes draw on the content of salient affectiveĠcognitive processing structures 
to generate interest" (Ainley, 2006, p. 402). 
Based on the question of links between individual interest and task interest, Senko 
(2005, p. 1745) stated that baseline individual interest, perceived competence, and 
type of goal orientation predict task interest. Thus, the influencing variables of indi-
vidual interest once again take the top spot in the agenda. 
In sum, the studies in the literature differentiate between several gradations of indi-
vidual interest, which differ in their specific proportion of situational aspects. How-
ever, these gradations need to be proven with empirical evidence. Nevertheless, 
they are important for a practical imagination of the facets of the construct of interest 
and relevant to teachers and educators. For the current study, it is important to note 
that interest data collection in schools in the domain of history is probably linked to 
students’ subject interest in history. Therefore, it is not appropriate to expect pure 
interest data for each participant without any influences by level 2 factors, namely 
teachers or peers. 
2.2.7 Individual and situational interest  
As mentioned above, different gradations of individual interest are reported in the 
literature. These gradations vary in the proportion of their situation-specific feature. 
The highest degree of situational influence is represented by the construct of situa-
tional interest. In order to follow the ĥMunich Theory of InterestĦ approach, this thesis 
focuses on a highly situative perspective. It uses the strengths of this approach to 
describe the path from features of the situative factor learning material to students’ 
experienced interest. However, as mentioned above, there is a strong link between 
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different types or graduations of interest. Therefore, it is important to clarify the link 
between the most important graduations of interest, i.e., individual and situational 
interest, before explaining situational interest in detail. 
Even in the early stages of research, Hidi (1990) distinguished between individual 
interest and a text-based form of interest (Hidi, 1990). There seemed to be an aspect 
of individual interest, which could be activated or evoked while reading interesting 
passages or words of a text. From such ideas, the construct of situational interest 
evolved. In the meantime, the major part of interest theorists distinguished between 
individual and situational interest (Ainley, 2006; Eccles & Wigfield, 2002; Hidi & Ren-
ninger, 2006; Krapp, 1992b; Linnenbrink-Garcia et al., 2010; Renninger & Su, 2012; 
Schiefele, 2009). 
The different roles of individual and situational interest are demonstrated impres-
sively in the ĥFour-Phase Model of Interest DevelopmentĦ. Based on this, Renninger 
and her colleagues stated that individual ĥ[…] interest, in contrast, refers to an on-
going and possible deepening of a person's relation to particular content. It includes 
a more enriched kind of value than situational interest, as well as an increasingly 
consolidated base of discourse knowledgeĦ (Renninger & Su, 2012, p. 169). 
Zimmerman and Schunk (2008, p. 9) added that the stable facet ĥindividual interestĦ 
is a "[…] relatively enduring predisposition to attend and engage in certain activities 
(objects, stimuli, ideas)Ħ. Even for that relatively stable facet, research found that 
affective reactions are an important component (Ainley et al., 2005, p. 435). In line 
with this point, a "[…] high level of interest in a particular subject area involves close 
associations between that subject area and positive feeling - and value-related at-
tributes (e.g., excitement)" (Schiefele, 2009, p. 198). As a result, it is important to 
note that the link between interest, feeling, and value is not a unidirectional but a 
bidirectional one in any possible combination.  
ĥThe Four-Phase Model of Interest DevelopmentĦ pursues a similar approach by 
suggesting two different stages of situational and individual interest. While compar-
ing these two approaches, the question about the role of situational interest in higher 
levels of interest development arises. Is there still the possibility of fostering individ-
ual interest through experience of situational interest? A possible answer to this 
question is provided by research on competence development in specific domains. 
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Alexander (2005, p. 420) stated that there are different degrees of development of 
situational and individual interest in three stages of competence in a specific domain 
like reading. This means that growing individual interest leads to a decrease in the 
level of situation interest Ġ a position that researchers of the ĥMunich Theory of In-
terestĦ school of thought would question as explained below. 
Schraw and Lehman (2001, p. 28) distinguished in their ĥTaxonomy of personal and 
situational interestĦ between personal interest, consisting of a latent (feeling and 
value) and an actualized component and situational interest, which can be text 
based (seductiveness, vividness, and coherence), task based (encoding task or 
change-of-text), or knowledge based.  
In addition, the ĥMunich Theory of InterestĦ suggested that on the one hand, individ-
ual interest as a characteristic variable of the person can influence situational inter-
est as a psychological state within the person and, on the other hand, situational 
interest can influence individual interest as well (Krapp et al., 1992, p. 10). According 
to this line, individual interest can be actualized in a specific situation. By experienc-
ing situational interest often, an individual learner could raise his or her level of indi-
vidual interest.  
In this context, researchers of ĥThe Munich Theory of InterestĦ distinguish between 
three approaches of interest research: Krapp (1992b, p. 15; Krapp, 2002a, p. 406) 
and Schunk, Pintrich and Meece (2009, pp. 212-215) consider individual interest as 
a disposition, interestingness as a contextual factor, and situational interest as a 
psychological state (see Figure 2).  
 
Figure 2: Three approaches to interest research (Krapp et al., 1992, p. 10) 
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Therefore, situational interest as a psychological state within the person is influ-
enced by a person’s traits and individual interest and interestingness as character-
istics of the learning environment. The adding of interestingness represents the Mu-
nich approach to interest as a factor influencing learning. However, if one only looks 
at factors of the individual learner, the distinction between situational and individual 
interest of other research groups remains unchanged.  
Schiefele (2009, p. 204) illustrated, as an extension of the considerations of Figure 
2, the interaction between situational interest, individual interest, and intrinsic moti-
vation. According to his model, situational and individual interest affect each other 
and interact with situational characteristics like novelty, complexity, or coping poten-
tial. Moreover, both situational interest and individual interest predict intrinsic moti-
vation to learn. Fechner (2009, p. 100) proposed similar connections. Jonas et al. 
(2017) proved that individual interest in the domain of history predicts situational 
interest and showed that this effect differs for two facets of situational interest: the 
emotion-related valence and the valence related to personal significance. In addition, 
they showed that there are level 2 effects on this link. 
Ferdinand (2014, p. 100) confirmed that an external trigger can lead to situational 
interest, which may become domain-specific individual interest after various experi-
ences. This was confirmed by other researchers (Linnenbrink-Garcia et al., 2010, 
p. 648). Furthermore, according to her model, this type of individual interest can 
affect re-engagement in action. Elster (2007, p. 244) proposed that the link between 
situational and individual interest is influenced by autonomy support, feeling of com-
petence, and degree of social integration.  
Reeve et al. (2015, p. 83) pointed out that the developmental path from activated 
situational interest to matured individual interest is balanced by cognitive internali-
zations like acquired value of the task, acquired topic knowledge, and acquired ap-
praisals. Accordingly, Renninger and Hidi stated that two distinctive features of this 
path are stored knowledge and stored value: "[…] a situational interest may involve 
little knowledge and is not necessarily associated with positive value" (Renninger 
& Hidi, 2002, p. 174). Therefore, knowledge and value take time to evolve on the 
path of interest development. Given the considerations mentioned above, it can be 
noted that a value aspect of situational interest may be more important to predict 
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individual interest in a domain. Therefore, the value aspect could be very important 
for the further path through the 3PLS model to the use of learning strategies. 
These links between situational and individual interest have been proven for differ-
ent subjects, even for the subject of history. Del Favero et al. (2007, p. 650) found 
that situational interest in classroom situations predicts individual interest in history 
but not all studies found large effect sizes depending on their design. According to 
Alexander, it is not surprising that pieces of research with cross-sectional design 
found little correlation between situational and individual interest (Chen & Darst, 
2002), whereas longitudinal studies found more powerful predictor effects (Linnen-
brink-Garcia, Patall & Messersmith, 2013, p. 606). 
Similar to Todt and Schreiber (1998, p. 38), Alexander (2005, p. 420; 1995, p. 560) 
described three stages of expertise development (acclimation, competence, and 
proficiency/expertise) and explained the developmental course of situational to indi-
vidual interest for a different domain such as reading. To sum up, situational interest 
loses its initially high level in the phase of acclimation throughout the various phases 
relative to individual interest, which dominates the third phase (proficiency/exper-
tise). Alexander conducted studies to prove this model for different domains or 
groups of students (Alexander et al., 2004). 
In sum, it can be assumed that the importance of different facets of situational inter-
est change through interest development. In addition, there are interdependencies 
between these two variables. For the following course of this thesis, it must be noted 
that even while measuring situational interest, there might be influences of individual 
interest. Furthermore, according to the ĥFour-Phase Model of Interest DevelopmentĦ, 
there might be some students in a large sample with high scores for individual inter-
est, which show extremely low scores of situational interest. This will have some 
impact on the facets of situational interest as well. The construct of situational inter-
est and its manifold appearances will be theoretically conceptualized in the following 
chapter.  
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2.2.8 Situational interest 
A growing number of educational researchers require a situated approach in re-
search on learning motivation (Anderson, 2010, p. 61; Järvenoja, Järvelä, & Malm-
berg, 2015, p. 204; Turner & Patrick, 2008, p. 119) and interest (Knogler et al., 2015; 
Nolen, 2007, p. 220). There are several reasons for this: 
We "[…] claim that much motivation research to date has separated individuals and 
their contexts and has failed to capture the dynamic and situational nature of moti-
vation. These tendencies have limited researchers' ability to provide explanations of 
development and change in students' motivation to learn" (Turner & Patrick, 2008, 
p. 121). Especially for learning contexts, it is necessary to focus on these develop-
mental processes because teachers mainly target improvement of learning and 
achievement. If one wishes to determine the features in specific learning environ-
ments that are crucial for development of interest, he/she must bear in mind situa-
tional aspects. 
Results of recent research show that situation-specific factors have a strong influ-
ence on self-reported situational interest (Knogler et al., 2015). Further analysis re-
vealed that components varying substantially in situational interest were not con-
founded with preexisting individual interest. Based on these two criteria, the findings 
support defining the psychological state of interest as ĥsituational interestĦ (Knogler 
et al., 2015). The research group behind that study based its research on a latent 
state-trait theory, which is rooted in three fundamental considerations: Firstly, ob-
servation of behavior contains errors because they do not take place in a situational 
vacuum. Secondly, results of observation differ between used methods. Thirdly, the 
results of observation are strongly linked to the past of every individual involved in 
the process of observation (Steyer, Mayer, Geiser & Cole, 2015). As a consequence, 
even if conducted only for the sake of validity, research in interest has to take into 
account situational influences in the past and the present learning situation. 
This discussion about trait and state components of a phenomenon has not got its 
origins in research on interest. Basically, the ongoing discussion on individual and 
situational interest reflects an older debate of researchers on personality, which fo-
cused, for a long time, primarily on the trait component (Buss, 1989, p. 1378). Social 
psychologists and a new interpretation of genetics reinforced the importance of state 
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variables because a growing group of researchers realized that individuals’ behavior 
does not remain consistent across different situations (Deinzer et al., 1995, p. 1; 
Fleeson & Jayawickreme, 2015, p. 86; Fleeson & Noftle, 2009). As a consequence, 
both sides of the medal, state and trait components of a phenomenon, must be 
considered together as a group (Mischel, 2009). 
There are at least three expressions with some kind of overlapping which focus 
mainly on situational aspects of interest. Firstly, in the early stages of interest re-
search, a strand of research used the term ĥtext-based interestĦ instead of situational 
interest (Hidi & Baird, 1988). As concentrating on textual triggers of interest, this 
approach defines situational interest rather narrowly because interest may even be 
evolved by other objects or activities. Secondly, task-based interest, as mentioned 
above, is used as an expression which overlaps to a varying degree with situational 
interest depending on the complexity of the task to be solved. No doubt there is a 
huge degree of situational influence on that kind of interest. Thirdly, ĥsituational in-
terestĦ is widely accepted as the precise term which should be clarified in the follow-
ing section: 
An early definition states that situational "[…] interest is a temporary state aroused 
by specific features of a situation, task, or object (e.g., vividness of a text passage). 
This state has been described as focused and effortless attention accompanied by 
a positive emotional tone […]Ħ (Krapp, Hidi, & Renninger, 1992).  
Later on, Hidi and Renninger added that situational "[…] interest describes those 
interests that are triggered in the moment, such as by a sudden sound, the oppor-
tunity to work with friends on a project, a cartoon illustrating a text". (Renninger 
& Hidi, 2002, p. 174).  
The third researcher of the group mentioned above added that like ĥ[…] individual 
interest, situational interest can be described from the perspective of either the 
cause, the conditions that induce interest, or the perspective of the person who is 
interested" (Krapp et al., 1992, p. 8). According to the underlying framework of this 
thesis, the 3PLS-model, all perspectives matter. Therefore, these definitions stress 
on the temporary aspect of this kind of interest and that it can be evolved by an 
object or an activity. However, not every object or activity works equally well in every 
student. Hence, the question about sources for individual differences arises here. 
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A possible answer to this question is provided by an actual definition: "Situational 
interest is construed as a motivational response to a perceived knowledge deficit. It 
is triggered in situations where this knowledge deficit becomes manifest, such as in 
the confrontation with a problem" (Rotgans, 2014, abstract). This definition sees 
things from a different perspective, but raises another important question: Is it pos-
sible to experience situational interest even if there is no perceived knowledge def-
icit? According to Alexander (2005, p. 423), situational interest loses weight with 
growing individual interest. 
As a consequence, it is only reasonable to distinguish between different develop-
mental levels of situational interest. In this regard, Linnenbrink-Garcia et al. (2010, 
p. 648) noted that situational interest, firstly, is both an attentional and affective re-
action to a specific situation. Secondly, triggered and maintained situational interest 
can be distinguished. Thirdly, triggered situational interest is similar to the ĥcatchĦ-
component according to Mitchell (1993) and enhances affective experiences. In the 
words of Schiefele (2009, pp. 200Ġ201), it ĥ[…] describes the induction of attention 
and arousal for only a short termĦ. Fourthly, maintained interest refers to Mitchell’s 
ĥholdĦ-component of situational interest and is a more precious form of interest. 
Therefore, the link between individuals and the object of interest is stronger and for 
this component of situational interest, ĥ[…] it is necessary to emphasize the mean-
ingfulness of subject content and facilitate students’ involvementĦ (Schiefele, 2009, 
pp. 200, 201).  
In sum, the research stated that there are, in line with the ĥFour-Phase Model of 
Interest DevelopmentĦ, two stages of situational interest with different proportions of 
emotional and cognitive components. However, there is a lack of research on these 
two levels of situational interest and their influence on interest development and 
learning. In line with this point, Schiefele (2009, p. 198) complained about the fact 
that the difference between situational interest triggered by factors of the environ-
ment and actualized individual interest is left in the dark. 
As mentioned in the section about task interest, it cannot be assumed that students’ 
situational interest remains constant while solving complex and time-consuming 
tasks. The findings of recent research focusing on this phenomenon are presented 
in the following section. 
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2.2.8.1 Change of situational interest during involvement in a task 
During involvement in tasks, students’ self-concept changes and in connection with 
this construct, situational interest also changes (Niemivirta & Tapola, 2007, p. 241). 
Boscolo et al. (2011, p. 476) added that even while reading texts of learning tasks, 
the level of situational interest can change. On the contrary, Tapola et al. (2013, 
p. 1047) found overall rather stable ratings of situational interest during involvement 
with a task, but the picture varies between different studies.  
The first pieces of research tried to investigate which factors lead to changes in 
situational interest. Their findings suggest that some factors influencing situational 
interest, like interest in a domain, seem to appear only at the beginning of the in-
volvement with a task and then loses its importance (Tapola et al., 2013, p. 1056). 
Given this finding, on the one hand, a loss of situational interest could be explained, 
but on the other hand, other components, like an interesting activity required by that 
task, could fill that gap. In addition, temporal aspects could act as a part of explana-
tion. In this regard, it has been found that there seems to be no correlation between 
length of breaks while solving a task and situational interest (Veermans & Gegen-
furtner, 2014).  
In sum, it can be noted that there might be features of a task which could lead to a 
change in situational interest during involvement with that task.  
However, the effects on the change of situational interest are not fully clarified. One 
reason could be the difficulty to measure situational interest in real time without in-
terfering in students’ activity.  
2.2.8.2 Stages and components of situational interest 
As mentioned above, recent research distinguishes between two components of 
situational interest. The ĥMunich Theory of InterestĦ group also mentioned two steps 
before individual interest is developed (Krapp, 2002b; 2007, p. 14): They noted that 
the first occurrence of situational interest will be followed by stabilized situational 
interest and individual interest. Importantly, a growing number of researchers refer 
to two levels of situational interest to the ĥcatchĦ and ĥholdĦ components of situational 
interest according to Mitchell (1993). 
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Recent research raised the question about the links between these two stages of 
situational interest and individual interest, but the pictures they obtained varied: 
Some research found higher correlations (r = .60) between individual interest and 
hold components than for catch components (rø = .30) of situational interest (Hara-
ckiewicz et al., 2008, p. 110), whereas other studies found the opposite (Lewalter & 
Willems, 2009, p. 249; Willems, Geyer et al., 2010, p. 24, 2010). Taking into account 
the findings around ĥThe Four-Phase-Model of Interest DevelopmentĦ, these differ-
ent correlations may be dependent on the sample’s structure and therefore may 
depend on the sample’s average level of interest development. 
In addition to links between these two facets of situational interest, it might be inter-
esting to clarify the differences in predictors and effects of the ĥcatchĦ and ĥholdĦ 
component.  
In this regard, some research (Lewalter & Geyer, 2009, p. 38; Minnaert, Boekaerts, 
Brabander & Opdenakker, 2011, p. 175; Willems, Lewalter, Schwarz, Nenniger & 
Jäger, 2010) found that, firstly, perceived competence, autonomy support, and so-
cial relatedness of teachers and students are related to the ĥcatchĦ component of 
situational interest and secondly, motivational experience and content relevance 
(Lewalter & Geyer, 2009, p. 39) are related to the ĥholdĦ component of situational 
interest. In addition, relevance or personal significance seems to be joining in the 
second stage.  
In addition, Kim and Schallert (2014, p. 140) noted that initial interest is a more ac-
curate predictor for the hold interest than for the catch interest. Furthermore, back-
ground knowledge seems to be predictive for the ĥholdĦ component of situational 
interest only.  
However, the ĥcatchĦ and ĥholdĦ components of situational interest differ not only in 
their predictors but also in their effects. Very important for this thesis are different 
effect sizes on the quality of learning processes. Willems, Geyer et al. (2010, p. 33) 
found similar correlations between the ĥcatchĦ and the ĥholdĦ components of situa-
tional interest and deep-processing learning activities. However, as expected, for 
surface processing, there was a higher correlation for the ĥcatchĦ component than 
for the ĥholdĦ component.  
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In sum, it is important to know that there are two components of situational interest, 
which are influenced by different variables and therefore can be triggered through 
different features of learning material.  
As a consequence of the findings mentioned above, recent research suggests a 
distinction between two components of situational interest, when collecting data: An 
emotion-related component, experienced through emotions like fun, and a value-
based component, individually experienced as personal significance (Krapp, 2007; 
Mitchell, 1993, p. 426; O'Keefe & Linnenbrink-Garcia, 2014, p. 70). The latter deals 
with constructs related to expectancy-value models. Also, Renninger and Su (2012, 
p. 172) consider this a basis for operationalization of interest.  
Until now, personal significance has been noted as an important task feature for 
maintained situational interest but, in addition, a conceptual classification of per-
sonal significance should also be provided. Unfortunately, there are only sugges-
tions to improve personal significance which could help clarify this expression. 
Schiefele (2009, p. 216) noted some relationships between other variables and per-
sonal significance that could help narrow down this term: Firstly, practical implica-
tions for daily life are related to personal significance. Secondly, personal signifi-
cance can be evoked by providing links between pre-existing domain-specific indi-
vidual interest and new content. Furthermore, Fusco (2001) brought in two further 
relationships with personal significance: On the one hand, he highlighted a link to 
teachers’ permission for the students to contribute their ideas and the aspect of so-
cial integration.  
In sum, it can be assumed that the value-based personal significance might be in-
fluenced by providing links to daily life of the students and by people in the social 
environment of the learner.  
As mentioned above, it can be concluded that the emotion-related facet of situa-
tional interest (interestingness) and the value-related facet of interest (personal sig-
nificance) interact with variables of the learning environment and the learners in 
different ways.  
Unfortunately, a major proportion of studies dealing with situational interest does not 
explicitly distinguish between these two facets. In order to put this right, this study 
  
50 
tries to explore different functions of these two facets of situational interest sepa-
rately. Before doing so, existing studies clarifying the link between situational inter-
est as the independent variable and other variables should be explained. 
2.2.8.3 Situational interest as an independent variable 
The current section will provide a brief overview of variables which are influenced 
by situational interest. Table 3 illustrates the studies in the literature reporting indi-
vidual interest as an independent variable. 
Again, Table 3 is not claimed to be exhaustive. It is important to note that similar to 
the findings for individual interest, the major part of the studies mentioned above 
focus on achievement as the dependent variable. Particularly striking is the fact that 
a huge amount of research focuses on variables reflecting on motivational aspects. 
Nevertheless, there is a lack of studies on the role of situational interest as a pre-
dictor of the quality of learning processes. 
2.2.8.4 The use of learning strategies as a dependent variable of situational 
interest 
Because learning strategies can provide information about the quality of learning 
processes, it is remarkable that only a few studies examining the impact of situa-
tional interest have used learning strategies as the dependent variable. This can be 
attributed to two reasons: 
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Table 3: Variables influenced by situational interest 
Dependent variable Literature references 
Achievement Rotgans and Schmidt (2011), Bleicher et al. 
(2001), Morgan (2010), Randler and Bogner 
(2007), Del Favero et al. (2007), Nieswandt 
(2007), Schiefele and Winteler (1988), Wade 
and Adams (1990), Hidi and Anderson (1992) 
Length of response to ques-
tions 
Schiefele (1990) 
Choice Patall (2013) 
Use of learning strategies Anmarkrud et al. (2013), Mägdefrau and Michler 
(2017, in press), Artelt (2000) 
Individual interest Del Favero et al. (2007), Subramaniam (2009), 
Randler and Bogner (2007) 
Self-concept Nieswandt (2007) 
Attitude Nieswandt (2007) 
Engagement Ainley (2007), Böhm, Mägdefrau, Michler, and 
Gegenfurtner (2015), Eseryel, Law, Ifenthaler, 
Ge, and Miller (2014), Fulmer, D'Mello, Strain, 
and Graesser (2014), Morgan (2010), Schraw 
(1997) 
Attention Böhm et al. (2015), McDaniel, Waddill, Finstad, 
and Bourg (2000), Morgan (2010) 
Effort Flum and Kaplan (2006), Schwinger and 
Stiensmeier-Pelster (2012) 
Persistence Rozendaal, Minnaert, and Boekaerts (2003) 
 
Firstly, there is still a lack of studies which focus on situational aspects of interest 
and learning strategies. Investigations using individual interest and tendencies of 
learning strategy use in university or school contexts are much more widespread 
(Alexander et al., 1994; Dan & Todd, 2014; Lee et al., 2014). In this kind of research, 
retrospective reports about a university or school term are usually used. From this 
point of view, it makes sense to collect data on individual interest instead of situa-
tional interest.  
Only in some cases, personal significance as one possible facet of situational inter-
est is reported as a predictor of the use of learning strategies. Glynn, Taasoobshirazi, 
and Brickman (2007) mentioned more general links between relevance and motiva-
tion in science education. Anmarkrud et al. (2013, p. 889) verified a connection be-
tween relevance of text segments and the use of learning strategies of 51 university 
students in southeast Norway. They mainly found three crucial points for this thesis: 
Firstly, they reported that readers distinguish between more and less relevant text 
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segments. Secondly, the frequency of use of learning strategies ĥlinkingĦ, ĥevalua-
tionĦ, and ĥmonitoringĦ increased with relevance. Thirdly, they found a chain of im-
pact from relevance via the use of learning strategies to achievement. It is important 
to note that this research group used a computer-based learning environment and 
therefore might have achieved more striking results than it would have been possi-
ble in the fieldwork area. In addition, it should be noted that the group did not focus 
on cognitive learning strategies but mainly on meta-cognitive strategies. 
In contrast, there is a study using situational interest as a predictor of the use of 
cognitive learning strategies in the domain of history, inside which this thesis is also 
located (Mägdefrau & Michler, 2017, in press). This piece of research found for a 
sample of 248 eighth graders of 10 history classes that situational interest predicts 
rehearsal, organizational, and elaboration learning strategies with best results for 
deep-processing strategies. Here, students reported their strategy use directly after 
having solved the given task. Data on situational interest were collected after first 
scanning of the task but before students take action. In addition, these researchers 
from Germany compared students’ reported strategy use with opinions of experts 
and found a significant difference leading to the fundamental idea for this thesis. 
Further studies exploring the relation between interest variables and the use of 
learning strategies are reported in the ĥLearning StrategyĦ section of this thesis. 
In sum, there are two different facets of situational interest reported in the literature 
which seem to affect different motivational variables in different ways. There is still 
a lack of studies exploring the link between these different facets and the use of 
cognitive learning strategies. As mentioned above, measuring the facets of situa-
tional interest is quite difficult because it can be assumed that, especially while being 
involved in complex tasks, students’ experienced situational interest could change 
more than once. In addition, there are several issues which should be remembered 
while measuring facets of this variable. These issues will be reported in the following 
section. 
2.2.9 Summary of the interest variable 
After a short summary of the history of research on interest, this thesis explained 
the main strands of research on the construct of interest and attempted to find a 
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balance between different definitions. Here, the ĥMunich Theory of InterestĦ (Univer-
sität der Bundeswehr München, 1999) and ĥThe Four Phase Model of Interest „e-
velopmentĦ (Hidi & Renninger, 2006) formed the central themes. 
Then, this chapter explained differences and similarities between individual interest 
and situational interest. Also, this thesis differentiated between expressions of indi-
vidual interest like domain-specific interest, subject interest, topic interest, and task 
interest according to their specific proportions of state and trait components. Fur-
thermore, according to Hidi and Renninger (2006), this chapter distinguished be-
tween triggered and maintained situational interest and explained the catch compo-
nent and the hold component (Mitchell, 1993). As a consequence, this thesis ex-
plained the role of interestingness as an emotion-related facet of situational interest 
and personal significance as a value-related component of situational interest. 
Furthermore, the links between individual interest, situational interest, and the use 
of learning strategies were outlined.  
 
2.3 Learning Strategies 
According to the 3PLS-model (Wild, 2000, p. 123), which is a framework for major 
parts of this study, experienced situational interest while being involved in a task is 
an important predictor of the use of learning strategies.  
In addition, it is important to know that the use of some learning strategies is as-
sumed to be central to deep processing of and long-lasting knowledge (Friedrich, 
1995, pp. 15, 16; Malmberg, Järvenoja & Järvelä, 2013). As this thesis is interested 
in explaining the quality of learning processes and exploring differences between 
teachers’ estimates of necessary learning processes and students’ real behavior 
according to these processes, learning strategies are a key aspect of the consider-
ations in this piece of research.  
First of all, this thesis reflects on the main strands of research on learning strategies. 
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2.3.1 Fields of research on learning strategies 
Oxford et al. (2014) quoted three fields of research on learning strategies: Firstly, 
psychologists and educational researchers deal with learning strategies focusing on 
the use of cognitive and meta-cognitive strategies. Secondly, applied linguists en-
gage themselves in research on strategies for language learning. Thirdly, there is a 
socio-cultural perspective on learning strategies, which is based on the assumption 
of important social influences on learning strategies. This thesis will be located in 
the first field mentioned above and will focus on cognitive aspects of learning strat-
egies. Nevertheless, findings of the other fields will also be reported in the following 
sections. 
Wild (2000, p. 10) pointed out two main strands of research on learning strategies 
in the area of psychology and educational research. He distinguished between the 
line of ĥapproaches to learningĦ and concepts of learning strategies based on find-
ings of cognitive psychology. Both sides will be explained in the following course of 
this thesis. 
2.3.1.1 Approaches to learning (ATL) 
The original aim of this approach, particularly based on a Swedish group of re-
searchers (Marton & Säljö, 1976a; 1976b; 1997), was to explain qualitative differ-
ences in learning; they suggested different grades of learning strategies. Studies in 
this line were mainly based on students’ work with texts. „ifferences in learning 
outcomes were explained through differences in learning processes between indi-
viduals. As a result, this strand of research distinguished between two different types 
of processing, which are still in widespread use: ĥsurface-level processingĦ and 
ĥdeep-level processingĦ, which will be explained in the following course of this thesis.  
At the same time, a British group of researchers (Entwistle, 1988; Entwistle & Rams-
den, 1983; Entwistle & Tait, 1990) favored a similar approach and suggested three 
dimensions (meaning orientation, reproducing orientation, and achieving orientation) 
of orientation to learning, which were impossible to substantiate in empirical re-
search. In the end, similar to the Swedish group, a two-factorial model, consisting 
of a deep and a surface approach to learning remained. 
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Furthermore, the Australian researcher Biggs (1979, 1987, 1989) suggested three 
dimensions (surface approach, deep approach, and achieving approach) of stu-
dents’ orientation to learning, experienced difficulties in empirically verifying a three-
factorial structure, but nevertheless found a distinction between surface and deep 
approach of orientation to learning. He states that the motive of surface processing 
is instrumental and its ĥ[…] main purpose is to meet requirements minimally: a bal-
ance between working too hard and failingĦ (Biggs, 1987, p. 11). In contrast, the 
motive of deep processing ĥ[…] is intrinsic: study to actualize interest and compe-
tence in particular academic subjectsĦ (Biggs, 1987, p. 11). The strategies used in 
both approaches to learning are, according to Biggs, reproductive (surface) or 
meaningful (deep). Hence, teachers should try to improve their students’ use of 
strategies for deep processing. 
As an essential part of these three groups of research on approaches to learning, a 
two-factorial model of orientations to learning remained in scientific discussion. It 
has been proven that these two factors can be different for both younger and older 
students (Tragant, Thompson & Victori, 2013).  
In addition, researchers of ATL-groups distinguished between different qualities of 
learning processes. As surface processing results mainly in minimalistic outcomes, 
deep processing is what teachers should strive for while teaching students because 
it leads to long-lasting knowledge and understanding of causalities.  
Alongside these quality aspects of learning strategies, the question arose whether 
there is a specific sequence of learning strategies when working on a task. However, 
ATL-groups did not address this question.  
2.3.1.2 Concepts of learning strategies based on findings of cognitive 
psychology  
In contrast to ATL groups, concepts of learning strategies based on findings of cog-
nitive psychology provided answers to the question of a sequence of learning strat-
egies used during a specific task. In further contrast, this group does not distinguish 
between different qualities of strategies. 
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The methodological basis of a cognitive psychologist’s view on learning strategies 
is mainly experimental research in laboratories (Wild, 2000) and this research 
strives to explore learning processes. Hence, the representatives of this approach 
can reach higher effect sizes than approaches-to-learning researchers and identify 
correlations like the one between the use of strategies and achievement, which can-
not be detected clearly in fieldwork areas. This means it is possible to achieve more 
obvious results through a focus on environmental factors in experimental settings. 
However, there are studies in the fieldwork area which used the concepts mentioned 
in this section. This thesis will explicitly follow these studies and will be located in 
the fieldwork area. 
Wild (2000, pp. 29-46) summarized three major strands of cognitive psychologists’ 
research on learning strategies focusing on different facets of learning strategies. 
Firstly, Schmeck, Ribich, and Ramanaiah (1977) dealt with individual differences in 
learning processes and therefore suggested a questionnaire consisting of the di-
mensions of deep processing, elaborative processing, fact retention, and methodi-
cal study. After a few revisions, deep learning, elaborative learning, agentic learning, 
literal memorization, and methodical learning remained. 
Secondly, Weinstein and Mayer (1986) differentiated between strategies for 
knowledge acquisition, comprehension monitoring, active study strategies, and sup-
port strategies. It is important to note that this research group did not distinguish 
between different degrees of usefulness of strategy groups. They assumed that all 
kinds of strategies have important functions within the process of learning.  
Thirdly, Pintrich (1988) and colleagues found in their research, based on Weinstein 
and Mayer’s (1986) work, the dimensions of rehearsal, elaboration, critical thinking, 
organization, and metacognition of learning strategies. Alongside with Weinstein 
and Mayer, they stated that learning strategies are not a relatively stable trait of a 
person and are influenced by the learner and the learning environment. Therefore, 
it can be assumed that learning strategies depend, in addition to preferences of the 
person, on specific situations. 
All three approaches mentioned describe cognitive activities in the learning process. 
As a consequence, an assumption of a typical sequence of dealing with new infor-
mation and knowledge arose (Fiorella & Mayer, 2015, p. 7), focusing on cognitive 
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processes taking place during a student’s task involvement. Therefore, Fiorella and 
Mayer distinguished between three cognitive processes happening after perception 
and storage of instruction and learning material in the ĥsensory memoryĦ. Firstly, 
there is a selection process, which means that the student attends to relevant ma-
terial to hand this over to the working memory. Secondly, an organizational process 
takes place in the working memory where the incoming material is transferred ĥ[…] 
mentally into a coherent cognitive structureĦ (2015, p. 7). Thirdly, this organizational 
process builds a basis to facilitate the integration of information into long-term 
memory. Thus, cognitive structures were connected ĥ[…] with each other and with 
relevant material activated from long-term memoryĦ (2015, p. 7; see Figure 3).  
 
Figure 3: The SOI Model of Generative Learning (Fiorella & Mayer, 2015, p. 7) 
Although this model follows a particular technical view on learning processes, it can 
help locate different types of learning strategies within different facets of memory. 
In addition, this model helps explain why the organizing strategies could be seen as 
a ĥfeederĦ of rehearsal and elaboration strategies because without organizing, the 
integration of information or knowledge into the long-term memory will not be easily 
possible. Thus, as a consequence of a lack of organizing, the performance will de-
crease. In other words, the use of organizing strategies could be a key factor of 
successful learning. 
In sum, there are differences between these two main approaches to the use of 
learning strategies. Firstly, as mentioned above, ATL approaches suggest a grade 
difference between surface and deep levels of processing, whereas the cognitive 
psychologists’ line mainly does not commit this grade difference. Secondly, Wild 
(2000, pp. 47-57) noted that the ATL approach uses mainly inductive methods for 
gaining knowledge whereas cognitive psychologists use deductive methods. Thirdly, 
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he stated that cognitive psychologists assume there are no differences in learning 
strategy groups in importance but in the position within an individual’s learning pro-
cess.  
In the end, both strands are close to each other because each assumes the impacts 
of situational and stable factors on the use of learning strategies, but differ in details 
of their mechanism or importance. 
2.3.2 The question of consciousness  
Before dealing with the whole construct of learning strategies, it seems to make 
sense to take a closer look at strategies. Hasselhorn and Gold (2013, pp. 91, 92) 
noted six characteristics of these strategies: They are intentional, conscious, spon-
taneously applicable, chosen, and controlled by the individual and requiring parts of 
the working memory capacity. It is important to note that one crucial point for strat-
egies is consciousness. A problem arises from this specific feature because this 
would go against some researchers’ ideas of learning strategies. 
Therefore, Strube (1990) states that learning strategies may include conscious and 
unconscious procedures of processing and therefore are not in line with a key fea-
ture of strategies. Pressley (2008, p. 77) discussed this aspect of intentionality and 
consciousness, but it is an unresolved question. Wernke (2013, pp. 17, 18) was 
convinced that no solution has been found yet because there are still supporters of 
both the strictly conscious (Hasselhorn, 1996, p. 59; 2004, p. 18; Hasselhorn & Gold, 
2013, pp. 91, 92; Pressley & McCormick, 1995, p. 27) and the possibly unconscious 
position (Artelt, 2004, p. 61; Bjorklund, Dukes & Douglas Brown, 2009, p. 145; 
Pressley, Forrest-Pressley, Elliott-Faust & Miller, 1985, p. 4).  
As a resolution to this problem, some researchers (Artelt, 2004, p. 61; Artelt, Nau-
mann & Schneider, 2010, p. 78; Bråten, 1993; Paris, Byrnes & Paris, 2001; Pressley, 
2008; Schneider & Weinert, 1990) suggest that learning strategies are initially con-
scious and can become unconscious when used more often. 
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2.3.3 The question of situational influences on learning strategies  
Siegler (1996, pp. 144, 145) mentioned that learning strategies are variable, adap-
tive, characterized by change, individually different, and showing a trend of gener-
alization. As a consequence, learning strategies can be seen as situation-specific 
and differing between individuals but there are tendencies of re-use of a specific set 
of strategies in assimilable situations. Thus, there seem to exist, similar to interest, 
state and trait facets of the use of learning strategies. 
To clarify the difference between state and trait components of learning strategies, 
a distinction between learning styles and learning strategies had been suggested: 
Learning styles are stable ways of approaching tasks and are characteristics of in-
dividuals, ĥ[…] while strategies are ways of handling particular tasks: Styles are fo-
cused on a person, strategies on the task" (Biggs, 1988, p. 185). However, this sug-
gestion did not last for long. In the meanwhile, it is widely accepted that learning 
styles do not exist, because there is a huge amount of variety in learning processes 
between topics, domains, and learning situations (Calleja, 2015; Coffield, Moseley, 
Hall & Ecclestone, 2004). However, even if there are no learning styles, there still 
seem to be more stable facets of the use of learning strategy. Therefore, their sta-
bility should depend on further variables.  
Often, the assumption of the existence of learning styles contains a grain of truth: 
Although Vermetten, Lodewijks, and Vermunt (1999) suggested a situational ap-
proach, on the one hand, they found that rehearsal strategy as one type of cognitive 
learning strategy seems to be quite insensitive to situational influences, and on the 
other hand, strategies of deep processing seem to strongly depend on the impact 
of specific situations. However, there still is a repertoire of strategies remaining con-
stant across situations. In addition, they found differences in the degree of variability 
of strategy use. 
As a consequence, the question about the exact proportions of state or trait compo-
nents in the use of learning strategies still remains open. 
Nonetheless, there is strong evidence that students use several learning activities 
and strategies when they are involved in tasks (Donche, Maeyer, Coertjens, van 
Daal & van Petegem, 2013, p. 239). Individual differences are sometimes explained 
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by personal traits (Chamorro-Premuzic, Tomas, Furnham, Adrian, Lewis, & Martin, 
2007; Nijhuis, 2006, p. 7) or by cultural differences (Purdie & Hattie, 1996, p. 845).  
Some researchers stated that approaches to learning can vary between situations 
(Creß, 1999, p. 31; Zeegers, 2001, p. 115). Similarly, Justice and Weaver-McDou-
gall (1989) found that the use of strategies is specific to each situation. This weak-
ens the position of supporters of rather stable use of learning strategies. Thus, at 
least, it can be assumed that there is a significant part of the use of learning strate-
gies, which is situation specific. 
Although there have been several approaches to providing further input like the term 
ĥpatterns of learningĦ (Donche, Coertjens & van Petegem, 2010, p. 256; Vermunt & 
Vermetten, 2004) to the debate on the sustainability of the use of learning strategies 
across situations, Donche et al. (2013, p. 239) stated that the use of learning strat-
egies is a mainly adaptive aspect of students’ learning.  
Therefore, it cannot be assumed that students prefer one type of strategy. In this 
regard, Artelt et al. (2010, p. 95) noted that students seem to use learning strategies 
independently from the type of learning strategy.  
2.3.4 Definitions of learning strategies 
The following section describes different suggestions for defining the construct of 
learning strategies. Also, the problems in pinpointing this construct are shown.  
While some researchers still follow the idea of learning strategies being a relatively 
stable tendency of a person, some groups and this thesis focus mainly on situational 
influences on learning processes.  
Early definitions stated that "[…] the phrase learning strategy will signify the collec-
tion of mental tactics employed by an individual in a particular learning situation to 
facilitate acquisition of knowledge or skill" (Derry & Murphy, 1986). Therefore, a cen-
tral point has been raised: Early learning strategies are aligned to successful learn-
ing. Unfortunately, there are several aspects of learning strategies which lead to 
disagreement, so Wild (2005, p. 193) highlighted that the term of ĥlearning strategiesĦ 
is just a roughly outlined concept. However, this thesis will first shed light on com-
monly accepted features: 
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Although Wernke (2013, pp. 15, 16) noted that there is no common accepted defi-
nition of the construct of learning strategies, he offered an overview of few mainly 
accepted facets of learning strategies: Firstly, they seem to be cognitive or behav-
ioral activities. As a consequence, only a part of the learning strategies may be ob-
servable, but there is, as mentioned above, a lively discussion about that topic till 
today. Secondly, these activities are related to learning processes. It is widely ac-
cepted that the use of learning strategies can be embedded into considerations 
about self-regulated learning. As a consequence, thirdly, the active role of the 
learner is a precondition for the use of learning strategies (Wild, 2000, p. 8). Even 
newer research especially noted the active role of the learners: 
ĥLearning strategies are processes or activities, which attempt to the aim of learning 
or retaining and are superior to obligatory processes required by involvement in 
learning tasks. Learning strategies feature at least one of the following characteris-
tics and are intentional, conscious, spontaneous, selective, controlled or requiring 
parts of working memory capacityĦ (Hasselhorn & Gold, 2013, p. 92).  
It is important to note that this definition concedes that one of the characteristics is 
enough. Therefore, the authors take into account the discussion about conscious-
ness of strategies. 
Next to the features of the active role, Hasselhorn and Gold (2013) were taking the 
position that learning strategies require parts of the working memory and therefore 
can cost time and energy. Following these considerations, it can be assumed that 
the use of learning strategies, which costs time and energy, is dependent on moti-
vational variables to a high degree.  
Other researchers relativized that a learning strategy is a behavior, which is actively 
used by students to influence and regulate their learning process and their motiva-
tion. Therefore, in addition to cognitive processes, learning strategies cover meta-
cognitive processes of regulation and assessment of behavior and motivational pro-
cesses and affective the states of the learner (Wernke, 2013, p. 18). In addition to 
the commonly accepted points mentioned above, this definition noted metacognition, 
motivation, and affect. Indeed, there is considerable research focusing on metacog-
nition, but this thesis will focus on cognitive learning strategies.  
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As an additional point, further research noted that learning strategies are goal-ori-
ented activities (Schellings & Hout-Wolters, 2011). Consequently, one can even dis-
cern a connection to the consciousness of learning strategies here.  
Therefore, this thesis discussed different features of definitions of learning strate-
gies. As a commonly accepted definition falls at the stumbling block posed by the 
question ĥAre learning strategies conscious?Ħ, this thesis does not provide its own 
definition at this point. In fact, it tries to help clarify the existence and importance of 
different features of that construct. 
Obviously, there are expressions discussed in literature, which cover similar con-
structs as learning strategies. Wernke (2013) dealt with these expressions and 
noted that learning techniques, learning procedures, and learning methods can be 
seen as a part of learning strategies, a view supported by this thesis. 
2.3.5 Classification systems for learning strategies 
While providing particular insights into different groups of learning strategies at this 
point, a holistic overview of the main suggestions to classify learning strategies will 
be given in this section. 
Although there are some doubts about the possibility to do so in a pedagogically 
appropriate and valid way (Swan, 2008, p. 262), there are many different classifica-
tion systems for learning strategies. It is important to mention for the further course 
of this thesis that there are both classification systems representing approaches-to-
learning theory and systems representing the approach based on findings of cogni-
tive psychologists. For an overview of all classification systems based on Wernke’s 
work (2013, p. 31), see Figure 4. 
Dansereau was the first to distinguish between primary strategies and support strat-
egies (Dansereau, 1978, pp. 3, 4; 1985, p. 210). He noted (1985, p. 219) that there 
are two main functions of learning strategies: Firstly, there are strategies for pro-
cessing subject matter (primary strategies for comprehension, retention, retrieval, 
and utilization) and secondly, there are strategies to maintain and regulate learning 
(support strategies for planning and scheduling, concentration management, and 
monitoring). Friedrich (1995, pp. 4-7) expanded on this idea and defined primary 
strategies as ĥ[…] strategies, which lead to rearrangement of cognitive structures 
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and processes by influencing subject matter with the goal of better comprehension, 
storage, recall, and transferĦ. He classified rehearsal strategies, elaboration strate-
gies, and reductive organizational strategies as primary strategies, thus forming the 
basis of the definition of cognitive learning strategies. Supporting strategies have 
their counterpart mainly in a group called as ĥmetacognitive strategiesĦ. According 
to him, the main purpose of these strategies is to establish a framework for moti-
vated undisturbed learning (Friedrich, 1995, pp. 7, 8). 
Weinstein and Mayer (1986, p. 316) suggested eight types of learning strategies: 
Basic and complex rehearsal strategies, basic and complex elaboration strategies, 
basic and complex organizational strategies, comprehension monitoring strategies, 
and affective and motivational strategies. In the end, the differentiation between 
basic and complex strategies was not sufficiently valid. Hence, Weinstein suggested 
a classification of learning strategies according to their aim. Thus, there is a new 
differentiation between selecting strategies, organizing strategies, and integrating 
strategies (Fiorella & Mayer, 2015, p. 13). 
Following a particularly similar approach, Pintrich (1988, p. 71) distinguished be-
tween three types of strategies: Firstly, cognitive strategies consisting of rehearsal 
strategies, elaboration strategies, and organizational strategies. Secondly, meta-
cognitive strategies consisting of planning strategies, monitoring strategies, and reg-
ulating strategies. Thirdly, resource management strategies, which cover time man-
agement, study environment management, effort management, and support of oth-
ers. Similar to Mayer and colleagues, he grouped metacognitive strategies and dif-
ferent cognitive strategies into the construct of learning strategies. This composition 
is uncontested until today, even if it seems harder to detect different facets of meta-
cognitive strategies, as mentioned below. 
Hellmich and Wernke (2009) mainly trailed that approach but replaced resource 
management strategies with supporting strategies, which include self-instruction 
during learning, involve motivation, effort, attention, and coping strategies for failure. 
This shows that there is a huge amount of different and particularly overlapping ex-
pressions in the area of research on learning strategies. 
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After explaining some of the classification systems and the background of cognitive 
psychologists’ findings, the classification systems of ATL theories will be clarified in 
the next section. 
Recently, the question about a hierarchy of learning strategies arose mainly in ATL 
approaches. Therefore, whether learning strategies lead to an improved learning 
process and therefore to superior learning outcomes needs to be explored. 
Marton and Säljö (1976a; 1984) differentiated between two approaches to learning: 
Firstly, they noted the use of surface-processing strategies for learning data and 
facts by heart. Secondly, they observed deep-processing strategies when striving 
for deeper understanding, elaboration of knowledge, and drawing conclusions. The 
important thing about this is that this Swedish approach was restricted to cognitive 
strategies (Wernke, 2013, pp. 24, 25).  
Biggs (1987, p. 11) took up this idea and explained the motives behind using both 
approaches to learning. For surface approach, he stated that there is an instrumen-
tal type of motive: Main ĥ[…] purpose is to meet requirements minimally […]Ħ and 
find ĥ[…] a balance between too hard and failingĦ. Interestingly, Alexander (2016), 
while working on a very different area of research, reached a similar conclusion and 
distinguished between information management and knowledge building and noted 
that not only student factors but also factors of the learning environment and tradi-
tions of educational systems are crucial for the question about which of these two 
ways of dealing with information and knowledge will be chosen by the students.  
Against the background of the open question about whether there are two or three 
separable groups of learning strategies, many research groups opted to use the 
terms ĥsurface processing strategiesĦ and ĥdeep processing strategiesĦ.  
Some pieces of research do not see surface and deep processing as two opposing 
viewpoints but as a continuum between these points (Creß, 1999, p. 31; Rozendaal, 
Minnaert & Boekaerts, 2001). 
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Figure 4: Classification systems of strategies for learning based on Wernke (2013, p. 31) 
Because studies in the field of learning strategies are manifold and sometimes not 
precise, this piece of research focuses on cognitive strategies as suggested by Pin-
trich & Garcia (1994). Hence, this thesis follows findings and conclusions which 
were influential in the construction of the 3PLS-model. Considering that cognitive 
and metacognitive strategies are interdependent, according to the design of the 
study as mentioned below, a limitation to the use of cognitive strategies is indicated.  
2.3.6 Cognitive learning strategies 
After providing insights into the group of learning strategies, this thesis will now fo-
cus on subgroups of cognitive learning strategies. Again, a distinction can be made 
between ATL approaches and concepts mainly based on the findings of cognitive 
psychologists.  
Firstly, there are main functions which could help clarify the differences between 
these subgroups. Friedrich and Mandl (2006, p. 2) provided five functions of cogni-
tive learning strategies: Assimilation of information, processing of information, stor-
age of information, recall of information, and transfer of information to new situations. 
Therefore, these functions mainly emphasize the processes of dealing with infor-
mation.  
  
Expanding on this view, other researchers (Hasselhorn & Gold, 2013; Mayer, 2008) 
suggested three different types of cognitive learning strategies: mnemonic strate-
gies, structuring strategies, and generative strategies, whereas Pintrich (1988, p. 71) 
provided expressions like rehearsal strategies, elaboration strategies, and organi-
zational strategies. The notable difference in the expressions mentioned above is 
that the authors noted in this section not only placed information in the center but 
also included processes dealing with the building of knowledge. In this way, they 
seem to be suitable for explaining learning processes. As a consequence of these 
conclusions, this thesis will follow their considerations and use these kinds of ex-
pressions for cognitive learning strategies in the following course while taking a 
closer look at each of the three kinds of cognitive learning strategies separately. 
2.3.6.1 Rehearsal strategies 
Artelt et al. (2010, p. 79) mentioned that rehearsal strategies aim at learning a text 
preferably verbatim by heart, so it is not necessary to comprehend the content of 
the text. Bjorklund et al. (2009, p. 145) added that rehearsal strategies "[…] are gen-
erally conceived as mentally effortful, goal-directed processes that are adopted to 
enhance memory performance". This notion challenges the assumption that the use 
of rehearsal strategies is linked to very little effort. Nevertheless, Wood, Motz, and 
Willoughby (1998) found for two samples of high school and university students that 
rehearsal strategies are the most frequently used strategies. 
Some authors tend to insert rehearsal strategies in the area of elaboration strategies 
because they show an increase in their proportion in elaboration (Friedrich & Mandl, 
2006, pp. 1, 2). According to Wernke (2013, p. 19), rehearsal strategies aim at safe 
storage of knowledge and ideally transfer knowledge to long-term memory. In addi-
tion, rehearsal strategies serve in the learning of simple data, facts, and complex 
structures of content by heart. This leads to a first assumption that there is a strong 
link between rehearsal and elaboration strategies. 
Nevertheless, it is still unclear whether the pure use of rehearsal strategies leads to 
better learning outcomes, even in the field of memorization. Therefore, Bjorklund, 
Miller, Coyle, and Slawinski (1997, p. 411) examined the lack of rehearsal strategy 
use and found that there are situations in which the use of rehearsal strategies does 
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not lead to better memorization. In general terms, if one questions the assumption 
that learning strategies are used as a set of single strategies from different groups 
like rehearsal, organizational, or elaboration strategies, doubts might arise regard-
ing whether rehearsal strategies are used as an isolated group in a task in the field-
work area.  
Recently, cases of implementing rehearsal strategies have been shown. Recent re-
search noted the following examples of rehearsal strategies: Learning vocabulary, 
learning lyrics by heart (Wernke, 2013, p. 19), writing rhymes (Chamot, Barnhardt, 
Beard El-Dinary & Robbins, 1999, p. 162), finding key words (Chamot et al., 1999, 
p. 162), placing something in a context (Chamot et al., 1999, p. 162), and repeating 
(Steiner, 2006, pp. 102-106). 
In sum, rehearsal strategies seem to be the most frequently used form of strategies, 
but it cannot be assumed that rehearsal strategies are linked to low-quality learning 
outcomes. In fact, they are strongly connected to elaboration strategies. Therefore, 
whether the ATL view on different qualities of learning strategies is untouchable is 
doubtful.  
2.3.6.2 Organizational strategies 
Friedrich (1995, p. 49) stated that the goal of organizational strategies is to achieve 
drastic reduction in the amount of knowledge. The advantages of this feature are 
better understanding and easier comprehension of knowledge. In the same line, 
Friedrich and Mandl (2006, pp. 4, 5) mentioned that the core of organizational strat-
egies is to find the structure of knowledge organization or to generate and learn this 
structure as a plan for knowledge.  
In order to sum up the detailed insights, Wernke (2013, p. 20) listed several im-
portant characteristics of organizational strategies: Firstly, he noted that organiza-
tional strategies are used to assemble detailed information into self-contained units. 
As a consequence, these units would be easier to process. Secondly, organizational 
strategies serve in the mental transfer of content in a more understandable arrange-
ment. Thirdly, he noted that the use of organizational strategies leads to a re-ar-
rangement; reduction; and preparation of knowledge to improve understanding, 
storage, and recall of information. Fourthly, Wernke highlighted the importance of 
  
68 
an active, deep-processing, and engaging interaction with the subject matter. Fifthly, 
he noted that elaboration is a precondition for organizational strategies. Sixthly, he 
states that it is difficult to separate organizational strategies from elaboration strate-
gies and rehearsal strategies. Consequently, some researchers do not consider or-
ganizational strategies as an independent group of cognitive learning strategies. As 
mentioned above, organizational strategies may be seen as strongly linked to re-
hearsal and elaboration strategies, as they are crucial for adjusted processing of 
information. Hence, the use of organizational strategies might act as a precondition 
for other groups of learning strategies to affect achievement. Taken as an indication 
of this point, Schlagmüller and Schneider (2002, p. 298) found that once ĥ[…] chil-
dren began using organizational strategies, their recall performance improved im-
mediatelyĦ.  
Following these considerations, it can be assumed that the use of organizational 
strategies facilitates the use of rehearsal and elaboration strategies. From this point 
of view, it would be interesting to determine from which age level these strategies 
could be detected. 
Hasselhorn (1996, p. 65) found that organizational strategies tend to appear in stu-
dents aged 8 to 10 years. As Schneider and Bjorklund (2003, p. 377) pointed out, 
organizational strategies develop with age and get increasingly complex.  
Examples of organizational strategies are finding topics, grouping of content, under-
lining of text, taking notes, creating classifications, creating diagrams, and creating 
memory lists (Wernke, 2013, p. 20).  
In the following course, this dissertation will provide insight into the last group of 
cognitive learning strategies. 
2.3.6.3 Elaboration strategies 
Friedrich and Mandl (2006, p. 2) stated that elaboration strategies serve as eleva-
tors of comprehension and long-lasting retention of knowledge. A core aspect of 
elaboration strategies is the integration of new knowledge in prior structures of 
meaning.  
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Artelt et al. (2010, pp. 78, 79) highlighted two core aspects of elaboration strategies: 
Firstly, they should support active processing of new information and knowledge 
and secondly, they should enable integration of new knowledge into previous struc-
tures of meanings. In addition, they stated that achievement motivation is a better 
predictor of elaboration (deep processing) strategies than of rehearsal (surface pro-
cessing) strategies. This statement seems especially important for this thesis be-
cause it aims to explore a motivational prediction of the use of learning strategies. 
Thus, the predictive power of situational interest in the group of elaboration strate-
gies is higher than that in rehearsal and organizational strategies. 
Wernke (2013) added further important aspects of elaboration strategies: Firstly, 
they serve as a constructor of new structures of meaning. Secondly, they enable 
ideal transfer to further context. Thirdly, elaboration strategies are learning activities 
indicating deeper processing of content. Fourthly, visualization seems to support the 
use of elaboration strategies. 
However, there is a lack of research exploring organizational strategies as a pre-
condition for successful use of elaboration strategies. In addition, there are some 
researchers, as mentioned above, who raise doubts about whether rehearsal and 
elaboration strategies should be seen as separated groups. 
Again, some cases of the use of elaboration strategies reported in the literature 
should be noted: 
Recent research found examples of elaboration strategies like finding of illustrating 
examples (Fiorella & Mayer, 2015, p. 14), visual imagination (Fiorella & Mayer, 
2015, p. 14; Friedrich & Mandl, 2006, p. 2), forming of analogies (Wernke, 2013), 
circumscribing of a fact in one’s own words (Wernke, 2013), activation of prior 
knowledge (Friedrich & Mandl, 2006, p. 2), asking questions (Fiorella & Mayer, 
2015, p. 14; Friedrich & Mandl, 2006, p. 2), taking notes (Friedrich & Mandl, 2006, 
p. 2), summarizing (Fiorella & Mayer, 2015, p. 14), (concept-)mapping (Fiorella 
& Mayer, 2015, p. 14), self-explaining (Fiorella & Mayer, 2015, p. 14), teaching (Fio-
rella & Mayer, 2015, p. 14), and enacting (Fiorella & Mayer, 2015, p. 14). 
Some studies have also focused on the impact of single elaboration strategies. For 
a sample of 93 tenth graders, De Smet, Milou J.R., Brand-Gruwel, Leijten, and 
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Kirschner (2014) found that electronic outlining of texts affects the structure of argu-
mentation and leads to longer working time. However, there was no impact of elab-
oration on students’ written answers.  
Fiorella and Mayer (2015, p. 49) compiled a list of studies on the elaboration strat-
egy of concept-mapping and found remarkable effect sizes for the subjects of biol-
ogy, language learning, chemistry, science, statistics, medicine, geology, health, 
and history (dMedian = 1.07). For the strategy of drawing, by comparing several studies, 
they found a median effect size of 0.40 for the independent variables of transfer and 
comprehension (Fiorella & Mayer, 2015, p. 70). 
In sum, recent research, mainly in experimental settings, has found links between 
the use of elaboration strategies and achievement, but research in fieldwork areas 
is lagging behind (Wild, 2005, p. 198). As a consequence, there still is a lack of 
research exploring the links between the three groups of cognitive learning strate-
gies and achievement in real school situations. By following the assumption of the 
important role of organizational strategies as ĥfeedersĦ of rehearsal and elaboration 
strategies mentioned above, it could be promising to take a closer look at the inter-
dependencies between these constructs.  
2.3.6.4 Further cognitive strategies 
According to Friedrich and Mandl’s (2006, pp. 6, 7) classification of cognitive learn-
ing strategies, there is a further cognitive strategy for learning, which can foster the 
transfer of knowledge into new situations. These kinds of strategies serve to avoid 
inert knowledge and can for example be realized in text production or problem-solv-
ing activities. As this group is difficult to separate from elaboration strategies, few 
researchers have looked into this approach until now. In the following course, this 
thesis deals with only three groups of cognitive learning strategies: rehearsal strat-
egies, organizational strategies, and elaboration strategies.  
2.3.7 Links between different types of strategies 
For a sample of high-school students, Cheema and Kitsantas (2015, p. 11) found 
significant correlations between elaboration and memorization strategies (r = .59), 
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between control and memorization strategies (r = .69), and between control and 
elaboration strategies (r = .59) in math lessons. 
Several studies found a broad range of correlations (r = -.48 through r = .38) be-
tween surface approach and deep approach to learning (Artelt, 2000, p. 226; Rosá-
rio, et al., 2013, p. 61; Rozendaal et al., 2001, p. 280; Wernke, 2013, pp. 198-205). 
Friedrich and Mandl (2006, pp. 1, 2) noted that rehearsal strategies show a high 
proportion of elaboration. As a consequence, some degree of correlation can be 
assumed. Artelt (1999) found negative correlations for samples of different ages in 
schools in Brandenburg/Germany for the area of German language. Later on, she 
and her colleagues used cluster analysis for a sample of the PISA-2000-study and 
found that there was a cluster of students that reported high levels of elaboration 
and rehearsal strategies (Artelt, Demmrich & Baumert, 2001, p. 294). Hence, 
whether some strategies are of higher or lower valence is still an open question.  
In subsequent research, Artelt et al. (2010, p. 79) noted that nothing can be said 
about the quality of students’ use of learning strategies. Hence, correlations based 
on quantitative reports of use of strategy groups may be misleading. 
At an earlier point of time, Wild (2000, p. 60) highlighted that the three groups of 
cognitive learning strategies are differently based on underlying procedures. There 
are far fewer procedures for rehearsal activities than for organization and elabora-
tion of information. This consideration leads to consequences for the comparison 
and classification of different groups of strategies. 
Hasselhorn (2004, p. 19) pointed out that even young children use different strate-
gies simultaneously and fell back on a theory of Siegler (1996). In line with this as-
sumption, Glogger, Schwonke, Holzäpfel, Nückles, and Renkl (2012) underlined 
that often combinations of strategies matter. This seems to boost the assumption 
that there are sets of learning strategies which matter and strong links between 
these different groups of strategies. 
However, there are indicators that the interdependencies between different learning 
strategies are more complex than previously thought. Nevertheless, it is doubtful 
whether there are ĥgoodĦ and ĥbadĦ groups of strategies at all. 
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2.3.8 Use of learning strategies 
As illustrated in Figure 1, the 3PLS-model explains the antecedents of the use of 
cognitive learning strategies. Many researchers have provided evidence for the links 
shown in that framework.  
The 3PLS-model highlights ĥCharacteristics of the learning materialĦ as a starting 
point. Schiefele, Streblow, Ermgassen, and Moschner (2003, p. 186) explained a 
possible impact of this starting point. They stated that the degree of pre-structuring 
of a learning material is crucial for the quality and frequency of the use of learning 
strategies. As a consequence, ill-structured learning situations, like the ones during 
university studies, open up stronger possibilities for the use of learning strategies 
than well pre-structured learning situations at schools. 
Garner (1990, p. 517) noted five major barriers facing the use of strategies: students’ 
poor cognitive monitoring, the availability of primitive routines that result in satisfying 
results, meager knowledge bases, counterproductive attribution and classroom 
goals, and weak transfer skills. This means if teachers uphold the tradition of primi-
tive routines leading to satisfying results, it will be difficult to verify the use of learning 
strategies, which lead to deeper understanding in their classes. With these results, 
Garner covered both situational and individual factors, which influence major parts 
of the model framework. 
Another important part of the 3PLS-model is marked by motivational variables. 
These variables could help explain differences in strategy use. Often, researchers, 
especially when conducting research following experimental designs, seem to focus 
on learning outcomes and assume idealized conditions for learning processes: Mo-
tivated students, who want to build knowledge. However, practitioners report that 
they often found themselves confronted with teenagers unwilling to engage in deep 
learning. Alexander (2014) seizes upon this phenomena and distinguished between 
ĥinformation managementĦ and ĥknowledge buildingĦ. By means of the 3PLS-model, 
her considerations will be put into the perspective of this thesis. 
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2.3.8.1 Information management versus knowledge building 
These two concepts represent different student goals for learning, which apparently 
influence both the choice of strategies and the success of self-regulated learning 
(SRL). It is important to note that these students’ goals for learning do not 
necessarily match the teachers’ intention for students’ learning. From the view of a 
researcher on theory of knowledge, Alexander distinguished between ĥinformation 
managementĦ and ĥknowledge buildingĦ within the context of higher education 
(Alexander, 2014, p. 28; 2016). Even when this thesis focuses on the processes of 
learning, Alexander’s work provides remarkable insights into two main approaches 
to dealing with information and knowledge adopted by students. As a consequence, 
her work can help uncover key enablers of discrepancies between students and 
teachers.  
ĥ“roadly speaking, information management can be defined as the manipulation of 
data from multiple sources and the organization, regulation, and communication of 
that data to multiple audiences in multiple forms and for multiple purposesĦ 
(Alexander, 2016, p. 4). ĥInformation managementĦ means that students bear 
information in mind as long as necessary (Alexander, 2014, p. 7). Under these 
circumstances, it is the students’ aim to mainly pass a test or exam. Thus, it is not 
necessary to build knowledge. 
"In contrast to information management, knowledge building typically pertains to the 
analysis and processing of data with the intent of testing its veracity and utility and 
with the implicit or explicit goal of retaining its representation for use at a future time 
for both known and unknown or unspecified purposes […]" (Alexander, 2016, p. 7). 
Therefore, knowledge building can be considered the crucial element of successful 
and sustainable SRL. Interestingly, Alexander (2016, p. 7) presents factors of the 
learning environments, which are intended to stimulate knowledge building. These 
factors can be seen as situational factors of the 3PLS-model. 
In addition, practitioners’ field reports mentioned above give reasons to suspect that 
motivational variables like interest lead to a difference between these two forms of 
dealing with information and knowledge. These may be influential in the middle 
phase of the 3PLS-model of ĥmotivational regulationĦ as well as an individual factor 
influencing all three phases. 
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However, both forms of dealing with information and knowledge are important for 
learning and life in today’s society, but it cannot be assumed that learners often want 
to build knowledge (Alexander, 2014, p. 47). As a consequence, it can be expected 
that a significant proportion of students does not feel the need to go through deep-
processing stages while being involved in tasks. This general statement seems to 
be confirmed by research on different subjects. For example, one science research 
suggested that only 74% of all students actively want to build knowledge, even if 
they could choose science as a school subject according to their demands (Baumert 
& Köller, 2000a, p. 186; Seidel, 2003, p. 158). Seidel (2003, p. 158) found, for a 
sample of German 8th and 9th graders in physics classes, that only 53 % reported 
the use of deep-processing strategies, which are considered important for elabora-
tion and, therefore, for knowledge building. Considering these studies in science, 
there seems to be an obvious link between electoral freedom of course taking and 
the percentage of students willing to build knowledge in science.  
In sum, there seem to be fundamentally different approaches to dealing with infor-
mation and knowledge. The main reason behind these different approaches seems 
to be the diversity in the goals for learning and learning processes which results in 
different choices of cognitive learning strategies as explained by the 3PLS-model 
framework.  
2.3.8.2 Use of learning strategies in different domains 
Chi (1981) suggested that strategies are generalized forms of specific content 
knowledge and therefore depend on domains. Indeed, there are domains like text-
learning, which use their own terms for groups of strategies (Merchie, van Keer & 
Vandevelde, 2014). However, the issue of domain-specificity of learning strategies 
is still largely unresolved. Unfortunately, the question whether the use of learning 
strategies is influenced by the domain of the learning task’s topic has hitherto been 
under-discussed. 
Bannert, Reimann, and Sonnenberg (2014, p. 170) addressed the issue of which 
strategy groups or types of strategies are used frequently. They found that meta-
cognitive strategies like monitoring and regulation are used most frequently, fol-
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lowed by cognitive strategies like reading and repeating. In addition, it can be rea-
sonably assumed that successful learners use a broader range of strategies (Ban-
nert et al., 2014, p. 174). However, it remains unclear whether a specific set of learn-
ing strategies, which is assumed to be crucial for success, could be reflected in the 
preference of groups for learning strategies. 
There are several subjects in which studies related to the use of learning strategies 
were conducted. They provide insights into the specificities of learning processes in 
different domains. Unfortunately, there is a lack of studies in the humanity area, 
where the main parts are focusing on STEM (science, technology, engineering, and 
mathematics) subjects, text comprehension, or language learning. In the following 
section, some results from these areas are outlined. 
In her PhD thesis for mathematics, Anthony (1994) reported that there is a vast 
difference in strategy use between different tasks and different goals for learning. 
Therefore, the use of learning strategies in mathematics education varies between 
different types of tasks and goals set either by the students themselves, which 
seems to be supportive for self-regulated learning, or by the teachers, which is the 
most common case. Baumert and Köller (2000a, p. 210) found for a German TIMSS 
(Third International Mathematics and Science Study) sample that monitoring strate-
gies dominated the domains of physics and mathematics, being well ahead of strat-
egy groups like memorizing or elaboration. Interestingly, these results did not de-
pend on the participants’ course level. 
Griffiths (2008, p. 92) found, in the area of language learning, that high achievers 
reported a large number of regulating strategies. Later on, she found that high 
achievers reported a more than nine times higher level of learning strategies and 
especially metacognitive skills than weak learners, who reported higher levels of 
basic strategies like memorizing (Griffiths, 2013, p. 57). In line with this, Bialystok 
(1981, p. 31) mentioned that monitoring is an important predictor of the quality of a 
written task for 10th and 12th graders. Furthermore, the importance of this predictor 
increased with age.  
  
In addition to STEM-subjects and the area of language learning, some studies dealt 
with texts, with topics from different domains. As a consequence, the results accord-
ing to the use of learning strategies could be challenging to compare. 
Magliano, Trabasso, and Graesser (1999) noted that the use of strategies crucially 
depends on the type of the text. These findings suggest that it is important to specify 
whether students get a narrative or an informative text. In addition to factual 
knowledge like prior knowledge in a domain of text, procedural knowledge like read-
ing skills are assumed to be influential for text comprehension. Thus, Artelt et al. 
(2010, pp. 90, 91) noted that findings from PISA 2009 suggest that there is a corre-
lation between the use of control strategies and reading skills. In line with this, Baker 
and Brown (1984, pp. 43, 44) previously mentioned the importance of the frequent 
use of control strategies for successful reading.  
As mentioned above, there is still a dearth of studies on subjects of the humanities. 
The same is also true for the domain of history. However, there are some interesting 
findings in these areas. For Turkish secondary school students (grades 9 through 
11, N = 346), Akinoğlu and Saribayrakdar (2007) stated that rehearsal strategies 
dominate the strategic behavior of students in this domain. They found these results 
by combining qualitative and quantitative approaches. Furthermore, they mentioned 
that a large proportion of students (19.7%) got bored. Thus, it can be assumed that 
in the domain of history, there is a high proportion of students who show low levels 
of interest. In addition, it can be assumed that there is a more dominant role of re-
hearsal strategies than seen in other areas such as those mentioned above. 
In sum, there are indeed differences in the use of learning strategies between dif-
ferent domains and even types of texts, which are very important as sources for the 
area of history, in which this thesis is located. While STEM subjects seem to be 
mainly influenced by metacognitive strategies, there seem to be indications of a 
strong effect of rehearsal strategies in the domain of history.  
  
2.3.9 Cognitive learning strategies as a dependent variable  
After an overview of variables, which are influenced by the use of learning strategies, 
this thesis will now focus on learning strategies as a dependent variable. 
As a summary, Table 4 presents a selection of studies on these predictors. It is 
important to note that not all studies mentioned below found significant links be-
tween the respective predictor and the use of learning strategies. Therefore, at the 
surface, this table can be seen as a trend board of research on predictors of learning 
strategies. 
It is especially striking that many studies are trying to provide evidence for a link 
between teachers’ behavior and learners’ strategy use. Indeed, there is proof that 
teachers can influence the quality of their students’ learning processes. There seem 
to be several ways to do so: Firstly, teachers could offer procedural knowledge 
about the use of learning strategies. Secondly, the application of instructional 
prompts can lead to success. Thirdly, choice of adequate tasks seems to be crucial 
for the quality of learning. Therefore, the instructional parts of tasks, their personal 
significance, perceived value, and provided feedback matter. 
In addition to factors of the learning environment, which could be mainly affected by 
teachers, there are some crucial variables affecting the use of learning strategies 
which are located in the individual student. The variables of cultural background, 
strategic knowledge, and beliefs received much attention in this research. In addi-
tion, a large proportion of research dealt with motivational variables influencing the 
use of learning strategies. Besides intrinsic/extrinsic motivation and engagement, 
the factor of interest seems to be a core element of influencing variables of this 
construct, as suggested by the underlying model of this study. 
As mentioned in the section about individual interest, it has been found that individ-
ual interest predicts self-regulation (Lee et al., 2014) and that there is a high corre-
lation between self-regulation and the use of learning strategies and between inter-
est and the use of strategies (Alexander & Murphy, 1999). Even in the domain of 
this study, i.e., history, research found interest as a factor that positively influenced 
the use of deep-learning strategies and negatively influenced the use of surface- 
processing strategies (Dan & Todd, 2014).  
  
Table 4: Possible predictors of learning strategies 
Predicting variable Literature references 
Variables of the learning environment 
Teachers’ instructional strategies Borkowski, Carr, Rellinger, and Pressley (1990), Moely et al. (1992), Baeten, M., Kyndt, E., Struyven, K., and Do-
chy, F. (2010), Baumert and Köller (2000b), Donche et al. (2013), Evans and Vermunt (2013), Kember and Gow 
(1994), Postareff, L., and Lindblom-Ylänne, S. (2008), Prosser, Ramsden, Trigwell, and Martin (2003), Bijker, 
Wynants, and Buuren (2006), Nijhuis (2006) 
Task complexity Doyle (1983), Schellings and Broekkamp (2011), Malmberg et al. (2013) 
Task instruction Baker (2004), Anderman and Anderman (2010), Borkowski and Thorpe (1994), Alexander, Graham, and Harris 
(1998), Gunning and Oxford (2014), Kobayashi (2009) 
Domain of the task Alexander et al. (1998), Wolters and Pintrich (1998), Okada, Oxford, and Abo (1996), Anthony, Clayton, and Zusho 
(2013), Alexander and Judy (1988) 
Time limit Alexander et al. (1998) 
Instruction/prompts Astleitner and Pasuchin (2007), Marton and Säljö (1976b), Roelle, Berthold, and Renkl (2014), Alexander, Murphy, 
Woods, Duhon, and Parker (1997), Künsting (2013), Glogger, Holzäpfel, Schwonke, Nückles, and Renkl (2009), 
Roelle, Müller, Roelle, and Berthold (2015), van der Meij, J. and Jong (2011) 
Teacher training Brown, Pressley, van Meter, and Schuder (1996) 
Relevance/meaningfulness/ 
personal significance 
McCrudden, Magliano, and Schraw (2010), Aarnoutse and Schellings (2003), Entwistle and Tait (1990), Köller, 
Baumert, and Neubrand (2000), Aarnoutse and Schellings (2003),  
Task value Pintrich (2003), Bong (2001), Pintrich and De Groot (1990), Wolters and Pintrich (1998) 
Task usefulness Rosário, Núñez, Valle, González-Pienda, and Lourenço (2013) 
Task purpose Bråten and Samuelstuen (2004) 
Feedback Llorens, Cerdán, and Vidal-Abarca (2014), Schunk and Cox (1986) 
Clear classroom goals Nijhuis (2006) 
Variables of the individual learner 
Self-efficacy Cheema and Kitsantas (2015), Artelt (2000) 
Self-concept McInerney et al. (2012), Rosário, Núñez, Ferrando et al. (2013), Pokay and Blumenfeld (1990) 
Perceived task value Alexander et al. (1998), Boer, Donker, and van der Werf, Margaretha P. C. (2014) 
Giftedness/Capacity of memory DeMarie et al. (2004), Jonsson et al. (2014), Zimmerman and Pons (1986), Friedrich (1995) 
Achievement motivation Artelt (2000), Ames and Archer (1988), Ferretti, Lewis, and Andrews-Weckerly (2009), Ishiwa, Sanjosé, and Otero 
(2013), Liem, Gregory Arief D., Lau, and Nie (2008), Neuenhaus, Artelt, Lingel, and Schneider (2013), Valle et al. 
(2003), Wolters (1998), Zimmerman (2013) 
  
Intrinsic/extrinsic motivation Streblow and Schiefele (2006), Wolters (1998), Schmitz and Wiese (1999), Baumert (1993), Ames and Archer 
(1988), Meece, Blumenfeld, and Hoyle (1988), Nolen (1988), Nolen and Haladyna (1990), Pintrich and De Groot 
(1990), Pintrich and Schrauben (1992), Wild, Krapp, and Winteler (1992), Baeten, M., Kyndt, E., Struyven, K., and 
Dochy, F. (2010), Donche et al. (2013), Guthrie et al. (1996), Pintrich and Garcia (1993), Schiefele and Schreyer 
(1994), Schiefele et al. (2003), Seidel (2003), Wolters (1998) 
Engagement Dufresne and Kobasigawa (1989), Ainley (1993), Nolen (1988), Entwistle and McCune (2013), Johnson, Taasoob-
shirazi, Kestler, and Cordova (2014) 
Emotions Artelt (2000), Michou, Matsagouras, and Lens (2014), Obergriesser and Stoeger (2014), Op 't Eynde, Corte, and 
Verschaffel (2007) 
Strategic knowledge Boer et al. (2014), Lodico and Ghatala (1983), Dignath and Büttner (2008), Clift, Ghatala, Naus, and Poole (1990), 
Coffman, Ornstein, McCall, and Curran (2008), Nijhuis (2006), Peacock (2000), Alexander and Murphy (1998), Ar-
telt, Schiefele, Schneider, and Stanat (2002), Borkowski, Chan, Lorna K. S., and Muthukrishna (2000), Bråten 
(1993), Burton and Daneman (2007), Friedrich (1995), Huet and Mariné (1996), Artelt et al. (2010), Artelt and 
Schellhas (1996), Artelt et al. (2001), Alexander and Murphy (1999)  
Prior knowledge Artelt (2000), Chevalier, Parrila, Ritchie, and Deacon (2015), Alexander (2005), Samuelstuen and Bråten (2005), 
Taub, Azevedo, Bouchet, and Khosravifar (2014) 
Past successes/failure Porte (1988), Rhöneck, Grob, Schnaitmann, and Völker (1996) 
Beliefs  Donche et al. (2013), Vermunt and Vermetten (2004), Bråten and Olaussen (1998), Bråten and Strømsø (2005), 
Chan (2008), Dahl, Bals, and Turi (2005), Law, Chan, and Sachs (2008), Loyens, Rikers, Remy M. J. P., and 
Schmidt (2009), Tsai (1998), Marton and Säljö (1997), Köller et al. (2000) 
Technology Arnone, Small, Chauncey, and McKenna (2011) 
Gender Whitebread (1996), Ziegler and Dresel (2006), Wernke (2013), Bund (2008), Griffiths (2013), Law et al. (2008), Ar-
telt et al. (2010) 
Cultural background Chiu et al. (2007), Aharony (2006), Artelt et al. (2010), Byrne, Flood, and Willis (2009), Wittmann (2011), Purdie 
and Hattie (1996), Donche et al. (2013), Cano and Cardelle-Elawar (2008) 
Interest Wild et al. (1992), Artelt (2000), Schiefele (1990), Willems, Geyer et al. (2010), Schiefele, Wild, and Winteler 
(1993), Anmarkrud et al. (2013), Mägdefrau and Michler (2017, in press), Köller et al. (2000), Fechner (2009), Jo-
nas et al. (2017)  
  
Wild et al. (1992, p. 279), as part of the ĥMunich Theory of InterestĦ group, stated 
that for university students both individual interest in a studied subject and interest 
in a specific topic of this subject predict the use of elaboration strategies. This is the 
first indication of a link between the use of elaboration strategies and different facets 
of individual interest. Schiefele (1990, p. 324) previously achieved similar results for 
interest in a specific topic by focusing on text comprehension. In addition, he found 
that students showing a higher level of topic interest were using more strategies like 
ĥnote takingĦ or ĥunderliningĦ, which could be seen as an indicator of a higher level 
of organizational strategies.  
Köller et al. (2000) found that interest was a stronger predictor of elaboration strat-
egies (β = .33) than of memorizing strategies (β = -.17). This difference suggests 
that interest variables could lead to an increased level of strategies for deep pro-
cessing and to a decreased level of surface processing. However, not all studies 
were in line with this point. 
While Artelt (2000, p. 237) found no significant effect for interest as a predictor of 
deep-processing strategies, she was able to demonstrate that interest can hinder 
the use of strategies for surface processing. Her sample consisted of 4th, 6th, and 8th 
graders. Important to note that Artelt collected strategy data close to action.  
In summary of the findings reported above, it can be ascertained that there is an 
influence of different forms of individual interest on all the three groups of cognitive 
learning strategies. Furthermore, the effect on elaboration strategies could depend 
on the measurement procedure of the use of learning strategies. However, there is 
another factor probably responsible for contradictory results: Different facets of in-
terest development or different forms of interest.  
In order to explore whether there is a different effect of various forms of interest on 
the use of learning strategies, it is necessary to deal with studies, which focus on 
these different forms.  
Willems, Geyer et al. (2010) found the effects of two components of situational in-
terest on cognitive learning strategy use: While they found different degrees of cor-
relation between the catch component (r = .46), hold component (r = .21), and the 
usage of surface-level strategies, they found a high correlation (r = .46) between 
both components of situational interest and the use of deep-processing strategies. 
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Hence, there is a stronger link between the ĥcatchĦ component of situational interest 
and surface processing than between the ĥholdĦ component and surface processing.  
As mentioned in the chapter about situational interest, an essential facet of the ĥholdĦ 
component of situational interest can be understood as the personal significance of 
a task. For a sample of 52 undergraduates, McCrudden et al. (2010, p. 229) under-
lined that instructional prompts and focus on the relevance aspects of a task can 
lead to better learning behavior. They used a mixed-methods design and found that 
these prompts led to more thorough reading of relevant information and enabled the 
studetns to focus on important parts of the content. As a result, they stated that 
information processing was efficient. Therefore, the level of prompt specification 
seems to be crucial for students’ prompt acquisition. As a consequence, the acqui-
sition of students’ use of strategies can be influenced positively (2010, p. 237). Thus, 
the prompts focusing on the ĥholdĦ component could lead to an increased level of 
strategy use.  
Aarnoutse and Schellings (2003) followed a similar: They succeeded in making an 
intervention in the meaningfulness of the content to foster 3rd graders’ use of reading 
strategies in a problem-oriented learning environment. Consequently, the students’ 
purpose of reading changed. Hence, it can be assumed that there is indeed a link 
between personal significance and the level of learning strategy use for different 
sample structures. 
In line with these results, Mägdefrau and Michler (2017, in press) found, for a sample 
of 248 eighth graders in German history classes, that situational interest consisting 
of an emotional (ĥcatch" component) and a cognitive facet (ĥhold" component) pre-
dicts all three kinds of learning strategies (rehearsal, organizational, and elabora-
tion). In addition, the predictive power of situational interest for deep-processing 
strategies outperformed that for surface-processing strategies. In line with Artelt 
(2000), this research group collected strategic data close to action. 
Entwistle and Tait (1990, p. 169) reported, in a discussion on their approaches-to-
learning theory, a link between deep approaches and individuals’ perceptions of rel-
evance of subject matter. In addition to this, Köller et al. (2000, p. 266) stated that 
the relevance of subject matter to daily life predicts the use of elaboration strategies.  
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As reported above, the variable of personal significance reflects the value aspect of 
a task. Even for the variable called ĥtask valueĦ a string connection to the use of 
learning strategies can be assumed. Pintrich (2003, p. 101) found that link and 
stated that perceived task value predicts the usage of cognitive learning strategies 
of all different kinds. He recommended advising the teachers to reflect about and to 
control possible task values to enhance interest and the use of deep-processing 
strategies in their classes. Further research confirmed this link between value and 
strategy use (Pintrich & De Groot, 1990, p. 35; Wolters & Pintrich, 1998, p. 38) for 
the subjects mathematics, English, and social sciences. 
In sum, it can be stated that there are different links between the two facets of situ-
ational interest (triggered situational interest/"catchĦ component and maintained sit-
uational interest/ĥholdĦ component). Although there is still a dearth of research in the 
social sciences exploring the link between these variables, there are indications that 
the ĥcatchĦ component of situational interest is crucial for the use of surface-pro-
cessing strategies like rehearsal strategies whereas the ĥholdĦ component is a 
stronger predictor of deep-processing strategies like elaboration strategies. 
The role of organizational strategies is still an open question. Are they prerequisites 
for the use of the other two groups of strategies as suggested by the model of Fio-
rella and Mayer (2015)? Nevertheless, this thesis is dedicated to provide a deeper 
insight into this question and the consequences of these findings for the discrepan-
cies between teachers’ intentions for learning tasks and students’ quality of learning 
processes while being involved in these tasks. A crucial factor for achieving sustain-
able results seems to be the approach to measuring the learning strategy data, 
which will be discussed in the following section. 
2.4 Summary of this chapter 
Firstly, this chapter focused on the different fields of research on learning strategies. 
Thereby, two main strands were distinguished: The approach-to-learning concept 
and ideas based on findings of cognitive psychologists. Then, the purpose of this 
thesis following the latter approach was explained.  
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Secondly, two key issues concerning learning strategies were discussed: The ques-
tion about the consciousness of learning strategies and the query about the degree 
of state and trait influences on learning strategy use. Hereby, this thesis followed 
the common assumption that strategies are conscious in the beginning in their use 
and can partially become unconscious if they are used in automated processes. 
Considering the question of state and trait components of learning strategies, this 
study follows a highly situative approach because there is a growing body of evi-
dence showing that tendencies or even styles of the use of learning strategies were 
wrongly in the focus of research for decades. 
Thirdly, attempts to define learning strategies were presented, which often faltered 
owing to the issue of consciousness mentioned above. Therefore, this thesis merely 
tried to narrow the key aspects of learning strategies. 
Fourthly, different classification systems for learning strategies were explained fol-
lowed by reasons for this thesis to focus on cognitive learning strategies in three 
forms: rehearsal strategies, organizational strategies, and elaboration strategies. 
Then, the links and relationships between these three sorts of cognitive learning 
strategies were discussed. Hence, the special role of organizational strategies has 
been brought to light. Finally, this section was rounded off with the presentation of 
examples of the use of learning strategies in different domains including history.  
Fifthly, the impact on interest variables, including interestingness and personal sig-
nificance as facets of situational interest on the use of learning strategies was clari-
fied.   
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3. Objectives and research questions 
The key issue of this thesis arises in the question of how different facets of situa-
tional interest are able to predict the use of rehearsal, organizational, and elabora-
tion strategies. With this in mind, the 3PLS-model (Wild, 2000, p. 123) was ex-
plained as a possible framework to clarify these links between situational interest 
and the use of cognitive learning strategies. As the 3PLS-model aims to explain why 
individuals use cognitive learning strategies, this thesis concentrates on a detail of 
this model framework. It focuses on situational interest as an individual factor in the 
3PLS-model and tries to explain the impact of this factor through the phases of ĥmo-
tivational regulationĦ and the ĥpre-actional regulation of the working processĦ with 
regard to the use of cognitive learning strategies. By doing so, the aim of this thesis 
is to provide a more detailed view of the links within this area of the 3PLS-model.  
Therefore, this followed the ĥMunich Theory of InterestĦ (Universität der Bundeswehr 
München, 1999) to explain situational interest. As mentioned in the chapter about 
situational interest, there is growing evidence that the two facets of situational inter-
est (facet experienced as emotion and facet experienced as personal significance) 
affect the subsequent course of students’ learning processes in different ways. 
While there are indications, from other areas of research, that personal significance 
plays a major role in predicting deep-processing learning activity, the role of this 
facet in predicting cognitive learning strategies remains unclear to a great extent. 
As a consequence, this thesis scopes on the role of both facets individually and tries 
to confirm results of other research areas. Additionally, the interaction between in-
terestingness and personal significance is still unclear to a great extent. While there 
is evidence that these constructs are correlated, it is not confirmed whether these 
correlations change if interestingness and personal significance act as predictors of 
different groups of learning strategies in different learning tasks. 
Thus, the dependent variable of this study, i.e., the use of cognitive learning strate-
gies, was discussed as well. For this purpose, a short outline of the history of re-
search on learning strategies has been given and a distinction has been made be-
tween the ATL theory and concepts based on the research of cognitive psycholo-
gists. It is well-known that thinking in black and white terms about learning strategies 
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is somewhat misleading. Instead, in the light of today’s knowledge, strategies seem 
to be more complex. 
This thesis follows the latter approach of cognitive psychologists, differentiating be-
tween rehearsal strategies, organizational strategies, and elaboration strategies, 
which behave in different ways if they are affected by the two facets of situational 
interest. By doing so, this work sheds more light on the question regarding how 
these three groups interact with each other and whether they are influenced by the 
two facets of situational interest in different ways.  
In addition, the 3PLS-model highlights the characteristics of the learning material as 
an influential factor for the choice of learning strategies. In this context, it must be 
assumed that interdependencies between situational interest and the use of learn-
ing strategies change when the learning material changes. Unfortunately, many 
studies in this area used very few learning materials. Hence, the transferability of 
the results to other learning tasks seems to be limited. In addition, previous research 
shows that, as mentioned above, there is an effect of the area or even the topic in 
which the learning task is situated in, but very few studies deal with different topics. 
This dissertation aims at gradually filling these two research gaps by covering a 
huge amount of learning tasks and different topics.  
When dealing with the use of cognitive learning strategies as the dependent variable 
of this study, this thesis is faced with question which is still in discussion: The ques-
tion about the adequacy of learning strategy use. As learning strategies can be seen 
as ĥ[…] certain combinations of […] activities applied to learning […]Ħ (Schellings 
& Hout-Wolters, 2011, p. 83), it can be assumed that different learning tasks need 
different combinations of these strategies. This also includes the assumption that 
there are strategies in all three groups of cognitive learning strategies, which are not 
required for a specific task. As a consequence, this thesis establishes a reference 
level for combinations of strategies set up by teachers and compares students’ re-
ported strategy use with this reference level. By doing so, the appropriateness of 
strategy use acts as a measure for the task-specific quality of the use of cognitive 
learning strategies. In the following course of this dissertation, this reference level is 
also called as task potential. The preceding considerations and the underlying pro-
cedure are explained in detail in the method section of this thesis. 
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3.1 Objectives 
The objectives of this thesis are as follows: 
1. According to the 3PLS-framework, this study will explore the role of different 
facets of situational interest as predictors of appropriate use of the three cog-
nitive learning strategies, i.e., rehearsal strategies, organizational strategies, 
and elaboration strategies.  
2. Additionally, this thesis will explore how facets of situational interest and the 
appropriate use of different groups of cognitive learning strategies interact 
with each other. 
3.2 Hypotheses 
The aim of this thesis is to test a theoretical model of the influence of different facets 
of situational interest on adequate learning strategy use empirically. To fulfill this 
aim, several assumptions about the structure of the involved concepts need to be 
tested. The assumed links are also illustrated in Figure 5. 
Considering the findings, which revealed a low level of individual interest in history 
topics (Del Favero et al., 2007, p. 646), it can be assumed that students prefer strat-
egies, which they are familiar with and which can be addressed without too much 
effort. Because of a strong relation between effort and deep-processing strategies 
(Entwistle & McCune, 2013), it can be assumed that students most likely reach the 
task potential for the group of rehearsal strategies. Additionally, analyses of history 
classes in Germany led to the finding that the use of rehearsal strategies seems to 
be sufficient for the given requirements in these history classes (Heuer, 2010, p. 92). 
This leads to the following hypothesis: 
Hypothesis 1.1: The distance between the reference level and the level of students’ 
reported strategy use is, on average, smaller for the group of rehearsal strategies 
than for the groups of organizational and elaboration strategies. 
It can be assumed that the use of different groups of cognitive learning strategies is 
associated with different levels of effort. Especially, organizational strategies are 
supposed to be strenuous. Therefore, it can be assumed that the level of students’ 
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reported strategy use in this strategy group is below the reference level. This con-
sideration builds the basis for the following hypothesis:  
Hypothesis 1.2: The level of students’ reported organizational strategy use falls be-
hind the organizational task potential on average. 
This hypothesis is associated with findings presented for ĥHypothesis 1.1Ħ. As elab-
oration strategies are connected to deep-processing strategies and therefore can 
be considered as effortfulness, it can be assumed that samples of students with low 
reported levels of interest fall behind teachers’ expectations regarding the use of 
elaboration strategies of an ideal student. This leads to the subsequent hypothesis: 
Hypothesis 1.3: The level of students’ reported elaboration strategy use falls behind 
the elaboration task potential on average. 
The hypotheses refer to the model presented in Figure 5. It shows the assumed 
relationships between facets of situational interest (interestingness and personal 
significance) and the measure of the distance between a reference level for learning 
strategy use and the reported task-specific students’ strategy use.  
As both, experienced interestingness and experienced personal significance, are 
part of the same construct of situational interest, it might be reasonably assumed 
that there is a relation between these two dimensions. For example, Ferdinand 
(2014) found high correlations (r1 = .60, r2 = .73, r3 = .74) for these facets in the 
concept of individual interest. Even if understood as the first two stages of the ĥFour-
Phases of Interest DevelopmentĦ (ĥtriggered situational interestĦ and ĥmaintained 
situational interestĦ), correlations between these phases were found (Knogler et al., 
2015), which are formulated as hypothesis 2.1: 
Hypothesis 2.1: The experienced interestingness as the emotional component of 
situational interest is related to experienced personal significance, the value-related 
component. 
  
88 
Figure 5: Model of the influence of situational interest on the use of cognitive learning strategies 
 
As mentioned above, there are several correlations between the different groups of 
cognitive learning strategies. These effects could be shown for tendencies of strat-
egy use but not for the appropriateness of the use of three different groups of cog-
nitive learning strategies as measured in this study. Especially, the special status of 
the group of organizational strategies would arise in the data for this study. Hypoth-
esis 2.2 deals with these correlations: 
Hypothesis 2.2: The three groups of learning strategies are related to each other in 
terms of appropriate use. 
As mentioned above, several pieces of research found links between interest varia-
bles and measures of learning strategies (Alexander & Murphy, 1999; Dan & Todd, 
2014; Schiefele, 1990; Wild et al., 1992). It was found that interest affects surface 
and deep-processing strategies in different ways. Furthermore, some studies pre-
sented a stronger link between variables of interest and the use of elaboration strat-
egies (Köller et al., 2000), whereas Artelt (2000) stated that an increased level of 
interest leads to a reduced use of surface strategies. 
In general, most studies focused on individual interest or topic interest. As a conse-
quence, the task-specific perception of features of the learning material experienced 
as situational interest is not a widespread approach these days. Few researchers 
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found that the ĥcatchĦ component (interestingness) and ĥholdĦ component have dif-
ferent influences on surface and deep processing (Willems, Geyer et al., 2010). 
However, even in the area of situational interest, it can be assumed that aspects of 
personal significance or value mainly affect reported deep-processing strategies, 
whereas experienced interestingness, as a reflection of the catch component, 
mainly affects surface components. 
Thus, it can be concluded that experienced interestingness as a reflection of the 
ĥcatchĦ component leads to a smaller distance between the students’ reported strat-
egy use and the reference level for the adequate use of rehearsal strategies. 
Hypothesis 2.3: An increase in experienced interestingness has a negative effect 
on the distance variable based on rehearsal strategy use. 
The discussion on the group of organizational strategies has been controversial in 
the past. Although the three-factorial structure of cognitive learning strategies had 
been proven repeatedly, not all strands of research consider organizational strate-
gies as an independent group of cognitive learning strategies (Boekaerts, 1999). As 
a consequence, many researchers distinguish between surface and deep-pro-
cessing strategies following an ATL approach. Therefore, the exact role of the or-
ganizational strategies is unclear. Even though strong links to rehearsal and elabo-
ration strategies have been described (Wernke, 2013), some approaches (Fiorella 
& Mayer, 2015) convey the image of organizational strategies as a precondition for 
both the rehearsal and elaboration strategies. 
This study assumes an intermediate position of the organizational strategies be-
tween the other two cognitive learning strategies. As a consequence of this assump-
tion, an increased level of interestingness should lead to a reduced distance be-
tween students’ reported learning strategy use and the reference level in the area 
of organizational strategies. 
Hypothesis 2.4: An increase in experienced interestingness has a negative effect 
on the distance variable based on organizational strategy use.  
According to the findings mentioned above, there is a high correlation between the 
two facets of situational interest and among the cognitive learning strategies; it can 
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be assumed that even the emotion-related part of situational interest affects the ap-
propriateness of elaboration strategy use in a positive way. Therefore, the distance 
between the reference level and the reported strategy use should be smaller in the 
case of stronger experienced interestingness: 
Hypothesis 2.5: An increase in experienced interestingness has a negative effect 
on the distance variable based on elaboration strategy use.  
Based on the findings of Artelt (2000) and Willems, Geyer et al. (2010), it can be 
assumed that an increase in the experienced ĥholdĦ component of situational inter-
est, reflected as experienced personal significance, leads to reduced use of re-
hearsal strategies and therefore a larger distance between teachers’ reference level 
and students’ reported task-specific use of rehearsal strategies.  
Hypothesis 2.6: An increase in experienced personal significance has a positive ef-
fect on the distance variable based on rehearsal strategy use.  
As mentioned in the explanation of hypothesis 3.3, it can be assumed that even the 
personal significance component of situational interest affects the distance between 
the reference level and the reported strategy use in the area of organizational strat-
egies. The direction of this relationship is assumed to be the same as stated above. 
Hypothesis 2.7: An increase in experienced personal significance has a negative 
effect on the distance variable based on organizational strategy use. 
McCrudden et al. (2010) and Köller et al. (2000) highlighted the importance of per-
sonal significance aspects of a task for the use of learning strategies. Considering 
this and the assumptions mentioned above, it can be argued that an increased level 
of experienced personal significance as the hold component of situational interest 
leads to a reduced distance between the teachers’ reference level for adequate 
strategy use and students’ reported level of strategy use in the area of elaboration 
strategies.  
Hypothesis 2.8: An increase in experienced personal significance has a negative 
effect on the distance variable based on elaboration strategy use.  
  
4. Method 
In 2012, the working group ALGe (ĥAdaptive Lernaufgaben im Geschichtsun-
terrichtĦ/ĥAdaptive learning task in the domain of historyĦ) was founded at the Uni-
versity of Passau.  
The overall goal of this research group was to test whether the underlying model 
(3PLS-model) is applicable to processes of historical learning. Therefore, all the way 
through, the model will be covered by different researchers and their work. Addition-
ally, historical reasoning as a measure for performance, was included as a variable 
of the main study. 
After acquiring administrative authorization, the group sent a request for cooperation 
to all ĥRealschulenĦ (middle track secondary schools) in Bavaria (a southern Ger-
man state). Finally, 30 classes and teachers from 19 schools supported the re-
searchers and participated in the study. Both rural and urban districts were covered. 
An inner circle of about eight teachers additionally offered practical help in creating 
the learning material used in this study. 
Since the foundation of the ALGe-group, nine conferences have been held between 
the researchers and the teachers to adopt the various sequences in schools and 
universities. Moreover, the researchers arranged weekly meetings to design the 
study and prepare the learning materials for all classes. In addition, the researchers 
produced four short movies to keep close contact with the students and to keep 
them on board during the study. 
As mentioned above, three research assistants were involved in this project doing 
their Ph.D. thesis, covering a wide range of research questions. While one of them 
is carrying out a research in the field of learning history and another is trying to 
manipulate motivating features of the learning tasks, this thesis is mainly about the 
students’ use of cognitive learning strategies and about the question of what teach-
ers think of appropriate use of these strategies.  
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4.1 Setting 
The major goal of the study was to explore the impact of several history learning 
tasks on students’ motivation. Therefore, 34 tasks had been designed in 3 different 
history topics (ĥImperialism in EuropeĦ, 12 tasks; ĥThe Beginnings of the Republic of 
WeimarĦ, 12 tasks; ĥResistance against National SocialismĦ, 10 tasks). These his-
torical topics cover parts of the ninth grade curriculum in Bavarian middle track 
schools. The sample consisted of middle track students because this school track 
was a major line of research of the chair of Educational Science at the University of 
Passau. 
The sample consisted of ninth graders because the researchers had to ensure the 
students had the appropriate level of argumentation skills, which are needed to deal 
with the tasks requiring historical reasoning.  
Early in the school year, starting in September 2013, the participants were asked to 
complete a questionnaire about their interest in history; their academic self-concept 
of history; and their grades in English, German, Mathematics, and History given to 
them as 8th graders. Over that school year, ending in July 2014, the three topics 
mentioned above were taught in the following way: 
At the beginning of each topic, an advance organizer was presented to the students 
of 30 classes. These organizers consisted of an activation of prior knowledge, an 
overview on the topic, reasons for learning this theme, a summary of the tasks of 
the topic, and finally a brief outline of the underlying procedures. All teachers had 
been trained during the teachers’ conferences at the university to achieve conformity 
as far as possible in presenting these advance organizers to students. This was 
required because of the large sample of students. It was impossible for the research-
ers to visit every school during the working sequences. With the same aim of con-
firmation, the researchers produced four short movies to keep in touch with the stu-
dents. Advance organizers and movies were provided free on DVDs for each class. 
Furthermore, two movie sequences for two tasks were made available for all classes. 
After watching the presentation of the advance organizer and the movie, students 
began to work on this topic by choosing one of the tasks (some of them were oblig-
atory to cover important areas of the curriculum), which had been provided as a 
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learning buffet on a long table on one side of the classroom. The intention of this 
presentation of tasks was to promote self-regulated learning and to foster skill de-
velopment, which will be a core set in the new curriculum of Bavarian middle track 
schools.  
After scanning one task, the students were asked to complete a written question-
naire about their situational interest. Then, the learning task was to be accomplished 
by the students individually. Because the students were engaged in individual work, 
this study did not include a laboratory experiment.  
After that, the participants reported their use of cognitive learning strategies during 
the task by completing a written questionnaire again. They were asked to place both 
questionnaires into an answer box located at the learning buffet mentioned above. 
Some tasks called for effort on a learning portfolio, supporting the learning through-
out that school year. Work on the first two topics could take up to 6 lessons (45 
minutes each), whereas the last topic consisted of 5 lessons. The students did not 
have to solve all tasks, so everyone could learn at his or her own pace. 
Late in the school year, the students were again asked to complete a questionnaire 
about their individual interest in history and their academic self-concept. In February 
2015, they received a keynote with the first results of the study of the ALGe project 
including a film showing the drawing of the winners of five cinema vouchers in the 
group. 
Prior to the start of each working sequence, teachers were asked to complete an 
online survey of cognitive learning strategies for each task, which they thought were 
necessary to complete the task in a successful way. The online survey was imple-
mented on www.soscisurvey.de by SoSci Survey GmbH in Munich. 
As explained above, the tasks were designed by researchers in close cooperation 
with about 10 history teachers working at Bavarian middle track schools. Hence, 
they had some idea of ensuring the right degree of complexity and length of the 34 
tasks. After each topic sequence, all teachers were asked to provide feedback. By 
using this knowledge, the researchers were able to improve the design of the tasks 
for the following topic. For a chronological overview, see Figure 6. 
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Figure 6: Chronological overview of the ALGe project 
 
 
4.1.1 Key design decisions of this study  
After an earlier pilot study, the ALGe group decided to carry out the current study in 
school year 2013/2014 in Bavarian middle track secondary schools. One of the out-
standing hallmarks in these schools is the diversity in the student body attending 
these schools Ġ e.g. diversity of interests and talents. Therefore, this sample cov-
ered a wide range of Bavarian students. It is only reasonable to focus mainly on one 
school track because there are diverse curricula for history on different tracks and 
learning tasks have to cover the curriculum. 
4.1.2 Topics 
The second important point is the selection of the history topics for the tasks. The 
sequences of tasks had to cover three separate periods of the school year to cater 
to and challenge the full spectrum of students’ interests and fulfill the “avarian mid-
dle track curriculum adequately. A further advantage of using three different topics 
was the possibility of testing the hypotheses independently of the topics. In addition, 
it would be possible to see long-term changes in students’ motivational aspects.  
In addition, the researchers were able to adapt future tasks of the following topic to 
new circumstances reported back from teachers and students. The ALGe group re-
quested for these reports after each sequence of students’ work and during confer-
ences with the teachers at university. 
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Finally, ĥImperialism in EuropeĦ, ĥThe Beginnings of the Republic of WeimarĦ, and 
ĥResistance against National SocialismĦ were chosen in consultation with the teach-
ers involved as issues of the current study. These topics cover areas of the curricu-
lum at the beginning, middle, and end of the school year. A problem that could have 
occurred here is the non-completion of all topics for various reasons, e.g., because 
of being ill or participating in school trips.  
4.1.3 Learning tasks 
As researchers on history education placed the focus of future lessons and curricula 
in history on learning instead of teaching and listening (Borries, 2009, p. 109; Bracke, 
Flaving, Köster & Zülsdorf-Kersting, 2014; Howson, 2007, p. 47; Wineburg & Reis-
man, 2014, p. 314), it is often bemoaned that "[…] knowledge of students both be-
fore and after instruction is characterized by simple associations and a lack of con-
nected structures" (McKeown & Beck, 1990, p. 688). Therefore, Monte-Sano sug-
gests "[…] cultivating students’ interpretive and evidence-based thinking […]" as a 
key factor for acquiring competences in history lessons (Monte-Sano, 2011, p. 260).  
Numerous researchers in history education consider historical reasoning as an es-
sential component of competences that students should develop ideally during their 
schooling (Huijgen, van Boxtel, van de Grift, Wim & Holthuis, 2014, p. 655; Körber, 
p. 77; Seixas, Morton, Colyer & Fornazzari, 2013, p. 4). Writing of arguments in his-
torical context might help students achieve this skill (Monte-Sano & De La Paz, Su-
san, 2012). Therefore, learning tasks in history lessons should be designed to foster 
and support the development of these skills. In addition, the argument parts should 
be used to assess performance. For these reasons, the ALGe group designed 34 
learning tasks. Six of them Ġ mainly at the end of each topic Ġ were intended to be 
used as writing arguments.  
Another aspect of the study dealt with the aim to evoke students’ learning strategies 
while solving the task. Thus, learning tasks causing the use of all kinds of cognitive 
learning strategies were needed. This led to the task of rehearsal, organization, and 
elaboration being covered in each of the three topics. Therefore, the demand for 
variation in the possible uses of learning strategies was satisfied.  
The designing of the learning tasks took place in the following manner: First of all, 
the teaching and learning goals were set by the researchers in collaboration with 
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the teachers. After that, the teachers sent learning materials for the topic to the uni-
versity. Then, the researchers designed the learning tasks in cooperation with the 
inner circle of teachers. Subsequently, the teachers decided whether they found the 
level of complexity and length of the work on that task appropriate for their students. 
If necessary, final changes were made. Once these inspections were passed, the 
ALGe group produced the tasks for the students and gave them to their teachers.  
4.1.4 Self-regulated learning environment of this study 
Relevant sources consider self-regulated learning as a relevant condition for ade-
quate use of learning strategies (Boekaerts, 1999, p. 449; Boekaerts & Corno, 2005, 
p. 199; Chamot et al., 1999, p. 160; García-Sánchez & Fidalgo-Redondo, 2006; Jä-
rvelä et al., 2013, p. 171; Zimmerman, 1999, p. 545; 2008, pp. 166, 167). Hence, 
freedom of choice had to be a key factor in presenting the learning tasks of each 
topic to the students. While such freedom of choice had to be restricted by the needs 
of the curriculum, students were nevertheless free to choose between most of the 
tasks.  
To do justice to this demand, the ALGe researchers had to create numerous learn-
ing tasks for each individual topic. On the one hand, this may have been advanta-
geous for collecting additional data sets but on the other hand, this may have led to 
difficulties to keep students onboard for a long time.  
As Winne and Hadwin (1998, p. 277) suggested, the level of teacher interventions 
should be low while engaging in self-regulated learning. For that reason, learning 
tasks had to be handled in individual work by each student and all teachers had to 
present the advance organizer of each topic in the same way. Therefore, they had 
to practice giving this presentation during the conferences at university. In addition, 
the teachers were not allowed to influence students’ motivation during sequences 
of work.  
Taking part in this study on learning tasks and working individually for six history 
lessons is not the reality for students in history classrooms in Germany and other 
countries (Shernoff, 2013, p. 182), something that might distort the results of some 
aspects of the current study. Nevertheless, weighing up all aspects led to this deci-
sion.  
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4.1.5 Written questionnaires 
The ALGe group opted for written questionnaires because of several reasons: First, 
this type of data collection only needs poor technical equipment, which were avail-
able for each class participating in this study. Each single questionnaire and a learn-
ing task were placed in a transparent envelope, whilst ensuring that there is no con-
fusion about using the suitable questionnaire for each learning task. After dealing 
with the task, students were asked to drop the completed questionnaire into a spe-
cially marked box in the classroom. Second, the questionnaires were machine-read-
able so as to ensure efficient processing at university. Third, each student had to 
use an individual code to guarantee data being part of the correct subject. This code 
was additionally used to preserve the anonymity of all participants in the ALGe study. 
Fourth, written questionnaires were classified as time efficient in schools by the 
ALGe group. Therefore, the researchers expected the written questionnaires to be 
less disruptive to the students’ workflow than an online survey or face-to-face inter-
view.  
4.2 Study participants 
This section considers the population and sample selection for the ALGe study, 
which consists of two different groups: students of Bavarian middle track schools 
and a teacher group consisting of teachers of the history classes involved in the 
study and teaching staff of middle track schools in Germany in the discipline of his-
tory. 
4.2.1 Students 
The student sample comprised 801 ninth graders aged between 14 and 17 years. 
The sex distribution was 35% male and 57% female, while 7% refused giving infor-
mation about their gender. The subjects attended 30 history classes at 19 Bavarian 
middle track schools covering 5 of 7 Bavarian districts. The high proportion of female 
subjects was a result of the participation of two girls-only schools at the study.  
The governmental administration of schools asked all Bavarian middle track schools 
to participate in the study; 5% of all schools in this track replied to this call and 
participated voluntarily in this study. Then, the school principals asked their history 
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teachers whether they would be willing to take part in this research; finally, 30 clas-
ses supported the present study. Furthermore, every individual subject had the right 
to refuse participation, and only three students did so.  
4.2.2 Teachers 
The teacher sample consisted of 47 teachers, whereby 68.1% were female. Nobody 
refused disclosing information about gender. This part of the sample included 23 
history teachers of the participating students. A part of this sample was formed by 
seven training teachers, who were structuring the training of novice history teachers 
at schools. Moreover, 24 history teachers from participating and other schools in 
Bavaria expressed their willingness to cooperate. This teacher sample maybe bi-
ased in favor of highly dedicated teachers.  
4.3 Ethics 
Researchers in the ALGe project observed some rules to give substance to the pro-
visions of governmental administration of schools. Firstly, all participants in the study 
had to participate voluntarily. Secondly, all data had to be collected anonymously 
and had to be kept confidential and secure. Thirdly, all feed-back of the results had 
to be anonymized. These steps ensured that no student, class, teacher, or school 
suffered any exposure.  
4.4 Instrumentation 
This section presents preliminary considerations for the construction and use of 
questionnaires in the study of the ALGe project. Besides these survey instruments, 
explicit or working definitions of the constructs under investigation will be provided. 
Furthermore, the source and background of the items used in the questionnaires 
will be outlined in detail. In the case of the measurement of cognitive learning strat-
egies, a pilot study was needed to test the underlying questionnaire.  
The current piece of research covered different groups of subjects, teachers, and 
students. For both groups, the measurements used remained broadly similar in item 
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wording but differed in the perspective; the subjects provided the data for the study 
via different methods of data collection (paper & pencil vs. online survey). 
4.4.1 Student questionnaires 
The students had to complete the questionnaire about their individual interest in 
history prior to the start and by a clear margin after the learning period of this study. 
In addition to that, they had to specify their experienced situational interest and their 
use of cognitive learning strategies for each of the 34 learning tasks they completed 
individually.  
To do so, they followed these steps: After an initial scanning and reading of the 
learning task, they were asked to report their experienced situational interest. Ac-
cording to the 3PLS-model (Wild, 2000, p. 123), data collection of situational interest 
is recommended to be carried out prior to the learning action. In this way, there is a 
stronger link between experienced situational interest and features of the learning 
material triggering this kind of interest, whereas data collection after the learning 
action would specifically focus on the process and activities while being involved 
with a task. 
4.4.1.1 Measurement of individual interest in history 
Individual interest in history as a relatively enduring facet of disposition to attend 
and engage in activities in conjunction with historical topics can be measured in two 
different dimensions: Emotion and value.  
In the area of individual interest, the ALGe-group adopted a proven questionnaire 
for individual interest of the PISA 2003-study (Ramm & Adamsen, 2006) and 
adapted six items to the subject of history. These items were rated on a 4-point 
Likert scale (1: ĥStimmt gar nichtĦ/ĥI strongly disagreeĦ to 4: ĥStimmt ganz genauĦ/ĥI 
strongly agreeĦ). An overview of this scale for individual interest is presented below. 
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Table 5: Scale of individual interest in history 
Item  n M (SD) 
Ich mag Bücher über Geschichte. (I like books on history.) 722 2.14 (.79) 
Ich freue mich auf meine Geschichtsstunden. (I am looking forward to 
my history classes.) 
721 2.56 (.73) 
Ich beschäftige mich mit Geschichte, weil es mir Spaß macht. (I 
spend time on history topics because it is fun.) 
720 2.23 (.82) 
Mich interessiert das, was ich in Geschichte lerne. (I am interested in 
topics of my history classes.) 
721 2.79 (.69) 
Die Beschäftigung mit Geschichte gehört zu meinen Lieblingstätig-
keiten. (Spending time on history topics is one of my favorite activities.) 
720 1.68 (.70) 
Ich sehe mir gerne Geschichtsdokumentationen im Fernsehen an. (I 
like watching history documentations on television.) 
721 2.26 (.98) 
Note. Items were originally in German language. Translation in parentheses. 
The internal consistency achieves a ”ronbach’s-α of .79, which can be interpreted 
as an acceptable near good fit (George & Mallery, 2003).  
4.4.1.2 Measurement of situational interest 
Because of the highly situation-specific character of this variable, recent research-
ers argue that there is a need for real-time or online-measurement of situational 
interest, which could minimize the impact of confounding variables (Hidi, 2001; Jet-
ton & Alexander, 2001). In addition, Ainley and Hidi (2002, pp. 45, 46) described the 
processes of spending time with a task as ĥebb and flowĦ and therefore suggest 
dynamic measurements for interest. They note that monitoring ĥ[…] the dynamics of 
student motivation within a learning episode requires development of techniques 
that allow us to observe what students are actually feeling, deciding, and doing as 
they engage with and disengage from the specific activityĦ (Ainley & Hidi, 2002, 
p. 53). As a consequence, they suggest computer-based online measures in real 
time. 
However, a majority of researchers is still using retrospective questionnaires to col-
lect situational interest data leading to similar problems, which occur during meas-
urement of individual interest: The problem of object-specificity of interest (difficul-
ties in operationalization) and the problem of consciousness. Solely, the problem of 
keeping interest experience in mind until completing a retrospective questionnaire 
cleared up a little bit because the situational interest was measured directly after the 
first ĥscanningĦ of a task.  
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It seems to be important to represent all facets of interest, which could be easily 
solved through retrospective questionnaires (Durik & Harackiewicz, 2007; Hulleman, 
Godes, Hendricks & Harackiewicz, 2010). However, if situational interest is as-
sumed to change during involvement in a task, this method of measurement does 
not appear viable because students’ work on the specific task is disturbed too often. 
Hence, initial ideas of data collection via eye tracking appeared. Böhm et al. (2015) 
showed for a small sample of German university students that this approach could 
be particularly promising, but this is still at an early stage. 
Unfortunately, such ideas are not realizable in the fieldwork area to date, which 
leads to the use of computer-based measurements in online learning environments 
or retrospective questionnaires in the fieldwork area. The latter approach is adopted 
by this thesis. 
Nevertheless, the decision of the exact juncture of the measurement of situational 
interest has to be taken by each researcher. With research suggesting different ef-
fects in pre-actional, actional, and post-actional phases of dealing with a task (Schie-
fele, 1991, p. 315; Wild, 2000, p. 123), the correct priorities have to be set for the 
specific research questions. Two different approaches seem to be promising: As a 
pre-actional approach for measuring situational interest is emphasized for task fea-
tures rather than for activities and to avoid disturbance during the phase of action, 
ongoing research of the ALGe-group seems to support the view that activity and 
anticipated activity play a strong role. This would be one reason behind the actional 
approach of measuring situational interest. 
In summary, there is no generally accepted method for measuring situational inter-
est (Renninger & Hidi, 2011, pp. 175-177). The following table summarizes quoted 
instruments for measurement of situational interest. 
  
Table 6: Instruments for the measurement of situational interest 
Author(s) Year Aspect of measurement No of 
factors 
No of 
items 
Calibration sample (N) 
Schiefele, Win-
teler, and 
Krapp 
1991 Situational subject interest    
Chen, Darst, 
and Pangrazi 
1999 Situational interest 5 24 N = 202; 6th graders 
Ainley, Hillman 
et al.; Ainley, 
Hidi et al. 
  
2002 Situational interest via log-files; 
knowledge, value (dynamic 
measurement of situational in-
terest) 
   
Durik and 
Harackiewicz 
2007 Catch- and hold-component of 
situational interest 
2 4 N = 145  
Lewalter and 
Geyer 
2009 Catch, Hold 2 12  
Willems, Geyer 
et al. 
2010 Catch, Hold 2 12 N1 = 344; 7th and 8th graders high track (Mage = 13.32);  
N2 = 125 (Mage = 14.7); N3 = 951; 8th graders high track (Mage 
= 13.5); N4 = 345 university students 
Rotgans and 
Schmidt 
2009, 
2011 
Situational interest in relation 
to knowledge acquisition 
5 6 N = 32 secondary school students 
Hulleman et al. 2010 Utility value, situational inter-
est, maintained situational in-
terest 
3 9 N1 = 107 undergraduate students 
N2 = 350 psychology students 
Linnenbrink-
Garcia 
2010 Triggered situational interest, 
maintained situational interest 
(feeling), maintained situational 
interest (value) 
3 12 N1 = 858 undergraduate students  
N2 = 284 adolescents N3 = 246 students 
Dousay 2014 Triggered situational interest, 
maintained situational interest 
2 12 Adaption of the Linnenbrink-Garcia (2010) scales for multime-
dia learning 
  
The construct of interest covers relatively stable dimensions and situation-specific 
facets (Knogler et al., 2015). The latter can be influenced by features of the learning 
environment. A pilot study of the ALGe-group (Mägdefrau & Michler, 2017, in press) 
showed that the construct of situational interest can be measured in two sub-dimen-
sions: Interestingness as an intrinsic (5 items), emotion-related component and per-
sonal significance as a value-related component (4 items). The internal consistency 
achieved a level of α = .87 for the subscale of task interest and α = .75 for the 
subscale of personal significance in the pilot study (Interscale-correlation r = .51). 
As task interest and personal significance were part of the same construct of situa-
tional interest, the high value of the interscale-correlation is in theoretical conformity. 
As this thesis covers data for 34 learning tasks, there will be 34 different values for 
the internal consistency of the situational interest scale and the subscales of task 
interestingness and personal significance, which are presented in Appendix A. 
These items were rated on a 5-point Likert scale (1: ĥStimmt nichtĦ/ĥI fully disagreeĦ 
to 5: ĥStimmt sehrĦ/ĥI fully agreeĦ). In summary, the average overall scale for situa-
tional interest reached a good level of fit (αa = .87) as did the subscales for interest-
ingness (αa = .87) and personal significance (αa = .85). Thus, the average interscale-
correlation (ra = .47) is in theoretical conformity. A table consisting of values for in-
ternal consistency of the situational interest scale, its subscales, and the interscale-
correlation for each of the 34 tasks is included in Appendix A.  
To answer the question, whether the data are suitable for factor analyses, the Kai-
ser-Meyer-Olkin-criterion was calculated for each of the tasks and provided an av-
erage value of 0.872 [0.836, 0.901]. Therefore, the data of this study’s sample are 
very well suited (Weiber & Mühlhaus, 2014) for conducting a factor analysis. In ad-
dition, the Barlett-test criterion confirmed this result for every single task. Because 
of the large sample size, it is not surprising that tests of normality, like the K-S-test, 
reveal a problem with the normal distribution (Field, 2016). After an inspection of the 
Q-Q-plots, no adjustments of data were necessary for the planned procedures of 
factor analyses. In addition, absolute values for skewness and kurtosis on item level 
were below 1, which suggest an univariate normal distribution (West, Finch & Curran, 
1995). 
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A factor analysis, using an oblimin rotation ( = -2) because of an expected theoret-
ical correlation between the factors (Janssen & Laatz, 2013), revealed two compo-
nents for all of the 34 tasks, which explained 69% of the variance. For the average 
factor loadings for each item, see Table 7. 
Table 7: Scales of situational interest and results of factor analyses 
 Factor 
Scale Ia PSa 
Ich denke, diese Aufgabe wird interessant sein. (I think this task will be 
interesting.) 
.81 .14 
Bei dieser Aufgabe werde ich mich leicht konzentrieren können. (While 
solving this talk I will be able to concentrate easily.) 
.68 .07 
Ich denke, das Material zu dieser Aufgabe ist langweilig. (I think the 
learning material presented in this task is boring.) (rev.) 
.84 .08 
Aufgaben wie diese machen mir Spaß. (I enjoy tasks like this.) .79 .11 
Um ehrlich zu sein, finde ich die ganze Aufgabe langweilig. (To be hon-
est, I think the whole task is boring.) (rev.) 
.88 .07 
Ich finde es wichtig, als Jugendliche/r von heute, sich mit Fragen wie 
dieser auseinanderzusetzen. (It is important for today’s adolescents to deal 
with tasks like this.) 
.32 .67 
Ich glaube, dass das, was in dieser Aufgabe vorkommt, in meinem spä-
teren Leben wichtig sein wird. (I think, the content of this task will be im-
portant for my further life.)  
.14 .81 
Der Inhalt dieser Aufgabe hat irgendwie auch mit meinem Leben etwas 
zu tun, obwohl es eine andere Zeit war. (The content of this task is related 
to my life, even if it was another time.) 
.08 .81 
Was ich bei dieser Aufgabe lerne, kann ich auf mein Leben übertragen. 
(Things learned by having solved this task, I can apply in life.) 
.08 .81 
Note. Factor loadings >.40 are in boldface. Items were originally in German language. Translation in parenthe-
ses. I = interestingness; PS = personal significance; rev = reverse item. a Average factor loadings of all 34 
tasks 
A detailed summary of the scales of situational interest for all 34 tasks is presented 
in Appendix A and in Appendix B (table 6 - 9) for the ESEM-procedure. 
4.4.1.3 Measurement of learning strategies 
Wernke (2013, p. 10) summed up several problems arising in the measurement of 
learning strategies based on the ideas of Schiefele (2005, pp. 14Ġ15): Because it is 
not clear whether learning strategies are fully conscious or unconscious, reporting 
learning strategies retrospectively through questionnaires, which are widely used, 
may be problematic. Secondly, even if learning strategies are mainly assumed to be 
conscious, the further problem of oblivion will arise, when the questionnaire is pre-
sented sometime after the concrete strategic action. Thirdly, the question arises 
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whether students are able to report usage of learning strategies at all. If yes, at what 
stage of individual development are they able to report the usage?  
Concerning the question at what stage in individual development are students able 
to report the usage of learning strategies, Wernke (2013, p. 158) found that even 3rd 
and 4th graders at elementary school were able to report strategies in questionnaires 
based on Likert-scales if data were collected close to learning behavior. Participants 
understood the items, could explain them correctly, and could deal with the format 
of the answers. Reed, Stevenson, Broens-Paffen, Kirschner, and Jolles (2015) 
achieved similar results for 3rd graders’ verbal reports. In contrary, Nerheim 
Hopfenbeck (2009, pp. 237, 238) found that poorest learners achieved the lowest 
level of validity because they were not able to understand each item correctly. Con-
sidering the findings of these two studies, it seems important to verify the compre-
hensibility of strategy items and to collect data close to action. However, if data are 
collected so close to repetitive action as intended for this thesis, some other meth-
ods of measurement, like verbal reports, can be eradicated for economic reasons. 
In addition, Schiefele (2005, pp. 14, 15) mentioned three points, which seem to be 
linked to complications during measurement of learning strategies: Firstly, he stated 
that there could be a ceiling effect for the use of learning strategies. Secondly, an 
optimal mix of learning strategies could be crucial for success, but common ques-
tionnaires cannot focus on this mix. Thirdly, he noted that questionnaires tend to 
overestimate the usage of strategies in comparison to strategy reports in learning 
diaries. In sum, these points cast doubts on the validity of strategy data collected by 
retrospective self-reports. Therefore, it seemed reasonable to compare behavioral 
data and self-reports. 
Nonetheless, questionnaires are still the most common standard for enquiring about 
the retrospective perception of the usage of learning strategies, which enable large 
samples through high efficacy. Baumert (1993, p. 349) stated that self-reports have 
a poorer reputation than they deserve and pointed to a number of studies which 
showed high correlation between behavioral data and self-reports (Nolen, 1988). In 
sum, there still are supporters of the use of questionnaires and other methods of 
data collection. 
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In addition to observation of behavior and questionnaires, Wernke (2013, pp. 45, 46) 
summed up other methods of data collection of learning strategy use: Interviews, 
verbal reports, interpretation of learning diaries, or log-files. In addition, Won, Yoon, 
and Treagust (2014) presented a method to encode learning strategies in continu-
ous texts. These methods are used to different degrees. 
Some pieces of research recommend combinations of different methods (Moschner, 
2007, pp. 586-589). Frequently, a combination of strategic knowledge data and use 
of learning strategies is measured (Artelt et al., 2010, p. 78). Thus, the influence of 
background and culture can be minimized (Artelt et al., 2010, p. 80). Coyle (2001) 
suggested a different approach by combining measurement of strategic range and 
strategic change. Jamieson-Noel and Winne (2003) found that for tactics of SRL 
self-reports differ from observed behavior and suggested the use of a combination 
of both methods. 
As a consequence of similar considerations and findings reported above, Gläser-
Zikuda (2001, p. 154) recommended a subject-specific and learning environment-
specific data collection of learning strategies. Baumert (1993, p. 349) suggested fo-
cusing on one specific aspect of learning content to get a clearer view of the use of 
learning strategies. Hence, this thesis focuses on a task-specific collection of stra-
tegic data in the full knowledge that this would not solve all the problems of learning 
strategy measurement.  
4.4.1.3.1 Task-specific collection of strategic data 
This thesis trails recent research, suggesting task-specific data collection of learning 
strategy use chronologically close to action (Dinsmore & Alexander, 2016; Glogger 
et al., 2013, p. 2; Moschner, 2007, pp. 586-589; Schiefele, 2005, p. 36; Wernke, 
2013, p. 10) even if further difficulties, such as an onerous application or poorer 
reliability (Wernke, 2013, pp. 47-50), arise as a result.  
Samuelstuen and Bråten (2007) found three advantages of task-specific data col-
lection in comparison to global collection of strategic approaches: Firstly, task-spe-
cific data collection achieved higher levels of criteria validity. Secondly, as Wernke 
(2013) stated, they found higher correlations between text comprehension and task-
specific strategic data than with global collected data. Thirdly, this means, as a result, 
that construct validity of task-specific measurement is second to none.  
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Even if learning strategy data collected are task specific, there still is the problem of 
consciousness. If there are some learning strategies, which are not conscious or 
become unconscious while being automated, their use will not be reported in verbal 
self-reports or retrospective questionnaires. As a result, the first group of research-
ers tried to collect data of strategies by new methods of diagnostics like eye-tracking 
(Haselhuhn, Schmid & Wild, 2015; Wild, Haselhuhn & Schmid, 2015) or multimedia 
learning environments (Gil, Martinez & Vidal-Abarca, 2015; Lust, Elen & Clarebout, 
2012). Unfortunately, these methods are not suitable for the fieldwork area. 
Glogger et al. (2013, p. 1) took a different approach to collecting strategy data chron-
ologically close to students’ action in a computer-based learning environment. They 
searched for traces of learning strategies in learning journals which enabled them 
to assess learning strategies according to cyclical process models. In addition, they 
proved that teachers can be trained to detect these traces of strategies in students’ 
learning journals. Furthermore, learning diaries have advantages over traditional 
methods of collecting strategy data: Firstly, they are ideal for the use in school situ-
ations. Secondly, they can support the use of strategies. Thirdly, by the use of learn-
ing journals, it is possible to collect qualitative and quantitative strategy data (2013, 
pp. 2, 3). Owing to economic reasons and preconditions set up by the ALGe-re-
search team, it was not possible to analyze learning diaries in this study to collect 
learning data. Nonetheless, it seems to be a promising approach. 
Artelt et al. (2010, p. 79) discussed the question whether the frequency of strategy 
use is an adequate indicator of the quality of learning processes. She concludes 
that it is impossible to predict the complexity of behavioral shapes through meas-
urement of frequencies. In addition, these measures are not able to establish a link 
between the specific singular situation and strategy use. Furthermore, nothing can 
be said about the quality of action behind each strategy use. 
In sum, it can be said that the question about the best measurement of the use of 
learning strategies has found no satisfactory answer yet. In recent years, a task-
specific approach took priority, which indeed can compensate for the disadvantages 
of common retrospective questionnaires like oblivion. However, task-specific data 
collection implies problems as mentioned above. Furthermore, data collection 
seems to be influenced by economic reasons, e.g., if there are many learning situ-
ations, in which strategic data are measured, participants could become tired or 
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bored by reporting their strategy use and, as a consequence, the results of the study 
could be skewed.  
4.4.1.3.2 Instruments for measuring learning strategies 
As a first step, this thesis will provide a table, which is separated into two sections. 
The first section presents instruments following approaches-to-learning theories, 
whereas the second one presents instruments following cognitive psychologists’ ap-
proaches.  
The table above presents the most used instruments for measuring the use of learn-
ing strategies. Indeed, there are many more which provide further development of 
the ideas of the instruments mentioned in this table. In the following course, a small 
selection of these instruments, representing cornerstones of research on learning 
strategies, will be explained. 
4.4.1.3.2.1 Study Process Questionnaire (SPQ/R-SPQ-2F) 
Biggs (1979) presented his questionnaire based on considerations of Marton and 
Säljö (1976a, 1976b). He distinguished between three different approaches to learn-
ing (deep approach, surface approach, achieving approach) and separated a stra-
tegic dimension and a motive dimension for each approach. His goal was to predict 
the quality of learning outcomes. He adopted two versions, the LPQ for secondary 
students and the SPQ for tertiary students. However, research on SPQ found that 
merely the factors of surface-level processing and deep-level processing could be 
detected accurately (Dan & Todd, 2014, p. 803). As a consequence, he involved a 
two-dimensional factor structure consisting of ĥsurface-achievingĦ and ĥdeep-
achievingĦ (Biggs, 1987) and proved the validity of the revised two-factor Study Pro-
cess Questionnaire (Biggs et al., 2001).  
  
  
Table 8: Common instruments for the measurement of learning strategies 
Name Author / Year Dimensions Scales/Items Reliability Comment 
Approaches-to-learning and similar concepts 
Inventory of Learning 
Processes (ILP) 
Schmeck, Ribich 
and Ramanaiah 
(1977) 
Deep-level processing, elaboration, 
surface processing, learning tech-
niques 
 .58 ≤ α ≤ .82 Conflicting data for empirical evidence 
of factor structure 
Study Process Ques-
tionnaire (SPQ) 
Biggs (1979) Reproducing, Internalizing, Organiz-
ing 
2 scales for each dimension .51 ≤ α ≤ .75 Deep and surface approach clearly 
proven 
Approaches to Study-
ing Inventory (ASI) 
Entwistle and 
Ramsden (1983) 
Reproducing orientation, meaning 
orientation, 
achieving orientation 
12 scales  .59 ≤ α ≤ .79 Deep and surface approach clearly 
proven 
Learning an Studying 
Questionnaire (LSQ) 
ETL project 
(2001-2005) 
General approaches to learning and 
studying (deep, surface, organized 
effort) 
   
Experiences of 
Teaching and Learn-
ing Questionnaire 
(ETLQ) 
ETL project 
(2001-2005) 
Approaches to learning and study-
ing (deep, surface, organized effort) 
   
R-SPQ-2F Biggs, Kember, 
and Leung, Do-
ris Y. P. (2001) 
Deep approach, surface approach 4 subscales for each dimen-
sion (deep motive, deep 
strategy, surface motive, sur-
face strategy), 20 items 
.57 ≤ α ≤ .72  
Approaches to Learn-
ing and Study Ques-
tionnaire  
Hounsell and 
McCune (2002) 
Deep approach, monitoring study-
ing, surface approach, organized 
studying, effort management 
  A combination of Learning and Study 
Questionnaire (LSQ) and Experiences 
of Teaching and Learning Question-
naire (ETLQ) 
History learning strat-
egy inventory (HLSI) 
Dan and Todd 
(2014, p. 817) 
Surface learning strategy, deep 
learning strategy  
10 items of 2 subscales .81 ≤ α ≤ .83 “ased on LPQ’s cognitive items 
Text-Learning Strate-
gies Inventory (TLSI) 
Merchie et al. 
(2014) 
Overt, covert, surface-level, deep-
level, cognitive, metacognitive 
37 items of 9 subscales    
Cognitive psychologists’ concepts 
Learning and Study 
Strategies Inventory 
(LASSI) 
Weinstein 
(1987) 
Elaboration, rehearsal, organizing 10 scales .68 ≤ α ≤ .86 Based on a cognitive model of learning, 
lack of empirical evidence 
Motivated Strategies 
for Learning Ques-
tionnaire (MSLQ) 
Pintrich and De 
Groot (1990) 
Rehearsal, elaboration, critical 
thinking, planning, organizing, moni-
toring, regulation, management of 
time, learning environment and ef-
fort, collaboration, help seeking 
12 scales, 56 items, 5 sub-
scales (self-efficacy, intrinsic 
value, test anxiety, cognitive 
strategy use, self-regulation) 
.74 ≤ α ≤ .89 Good fit for cognitive learning strate-
gies, metacognition subscales incon-
sistent 
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Kieler Lernstrategie-
inventar (KSI) 
Baumert, Heyn, 
and Köller 
(1992) 
Rehearsal, elaboration, transform-
ing, planning, monitoring, regulation 
 .59 ≤ α ≤ .91 Based on MSQL, LASSI, 
meta-cognition subscales inconsistent 
Inventory of Learning 
Styles (ILS) 
Vermunt (1994) Processing strategies, regulation 
strategies, mental models of learn-
ing, and learning orientations 
   
Inventar zur Erfas-
sung von Lernstrate-
gien im Studium 
(LIST) 
Wild & Schiefele 
(1994) 
German adapted version of MSLQ Based on MSLQ but only 
one scale for metacognition 
.64 ≤ α ≤ .90 Critical thinking integrated in elabora-
tion strategies, internal and external 
management of resources separated 
ĥWie lernst du?Ħ Lompscher 
(1996) 
Text comprehension, classroom 
communication, problem solving, in-
ternalizing/reproducing, organizing, 
collaboration 
 .75 ≤ α ≤ .85  
ĥWie lerne ich?Ħ (WLI) Metzger, Wein-
stein, and 
Palmer (2002) 
8 dimensions of learning strategies  .72 ≤ α ≤ .85 
Retest: 79 ≤ α 
≤ .91 
 
ĥWie lernen Sie?Ħ 
(WLS) 
Souvignier and 
Gold (2004) 
Cognitive primary and supporting 
strategies (effort, time management) 
6 scales .81 ≤ α ≤ .85  
Revised version of 
MSLQ 
Dunn, Lo, Mul-
venon, and Sut-
cliffe (2012) 
New scales: general strategies for 
learning and clarification strategies 
for learning 
  Modified scales for metacognitive self-
regulation and effort regulation  
 Wernke (2013, 
p. 179) 
Rehearsal, organizational, and elab-
oration strategies, 
planning, monitoring, regulation, as-
sessment 
7 scales, 42 items .62 ≤ α ≤ .80  
  
4.4.1.3.2.2 Learning and Study Strategies Inventory (LASSI) 
Weinstein (1987; 1986) developed a questionnaire consisting of the subscales in-
formation processing, selecting main ideas, anxiety, time management, concentra-
tion, study aids, self-testing, test-strategies, motivation, and attitude (Entwistle & 
McCune, 2004, p. 330). According to recent research (Flowers, Bridges & Moote, 
2012; Olaussen & Bråten, 1998; Prevatt, 2006; Wernke, 2013, pp. 60, 61), there is 
a lack of evidence on the factor structure and links between the concept and ques-
tionnaire. As a consequence, new questionnaires such as the Motivated Strategies 
for Learning Questionnaire (MSLQ) were established by other researchers. 
4.4.1.3.2.3 Motivated Strategies for Learning Questionnaire 
Pintrich and De Groot (1990) developed a questionnaire, which ĥ[…] dominated self-
regulated learning research since the early 1990sĦ (Dunn et al., 2012, p. 313). It 
contained subscales for elaboration, critical thinking, organization, intrinsic goal ori-
entation, task value, self-regulation, rehearsal, test anxiety, time/study environment, 
self-regulation, effort regulation, extrinsic goal orientation, peer learning/help seek-
ing, self-efficacy, and control beliefs about learning (Entwistle & McCune, 2004, 
p. 331). A huge amount of studies focused on reliability and predictive validity of the 
MSLQ (Anthony et al., 2013, p. 368; Dunn et al., 2012; Pintrich, Smith, Garcia & 
McKeachie, 1993, p. 807). In summary, scales and factors stood up to scrutiny. Only 
the scales for metacognitive self-regulation and effort regulation indicated scope for 
improvement (Dunn et al., 2012, p. 313; Wernke, 2013, pp. 61, 62). As a conse-
quence, Dunn et al. (2012, p. 313) presented a revised version of these subscales. 
Furthermore, the MSLQ-instrument had been adapted to different languages. Wild 
and Schiefele (1994) presented a German version (LIST), which served as a basis 
for the instrument used in this study. A short explanation of this instrument is given 
below. 
4.4.1.3.2.4 Approaches to Studying Inventory (ASI) 
Entwistle and Ramsden (1983) designed a measuring instrument consisting of sub-
scales for deep approach (intention), relating ideas, use of evidence, intrinsic moti-
vation, surface approach, syllabus boundness, operation learning, extrinsic motiva-
tion, fear of failure, strategic approach, achievement motivation, negative attitudes, 
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improvidence, globetrotting, and self-rating of performance (Entwistle & McCune, 
2004, p. 330), representing three main dimensions Ġ reproducing orientation, mean-
ing orientation, and achieving orientation. Recent research has proven a two-factor 
structure of the surface-level and deep-level approaches (Harper & Kember, 1989).  
4.4.1.3.2.5 Inventory of Learning Styles (ILS) 
Vermunt (1994) presented a questionnaire consisting of four components of learn-
ing (processing strategies, regulation strategies, regulation strategies, and mental 
models of learning and learning orientations). Recent findings provided evidence for 
Vermunt’s four-factor model of learning styles (Boyle, Duffy & Dunleavy, 2003; Van-
thournout et al., 2011, pp. 79, 80, 2011, p. 87). 
4.4.1.3.2.6 Inventory of Learning Processes (ILP/ILP-R) 
Schmeck et al. (1977) introduced a four-factor questionnaire consisting of synthesis-
analysis, study methods, fact retention, and elaborative processing. The revised 
version consisted of the subscales for deep semantic, elaborative self-actualization, 
elaborative episodic, deep critical thinking, self-efficient critical thinking, motivation 
and interest, literal memorization, self-efficient fact retention, self-efficient organiza-
tion, agentic serial, agentic analytic, methodical study, motivation-effort, self-asser-
tion, and motivation-responsibility (Entwistle & McCune, 2004, p. 330). 
4.4.1.3.2.7 Inventar zur Erfassung von Lernstrategien im Studium (LIST) 
Wild and Schiefele (1994, p. 185) designed a questionnaire on the usage of learning 
strategies during higher education. They distinguished between three parts: 
cognitive strategies, metacognitive strategies, and strategies according to resources. 
In doing so, they presented a German adaption of the MSLQ and separated internal 
and external strategies according to resources. A three-factorial structure of the 
metacognitive strategy dimension could not stand up to scrutiny so they formed only 
one group out of them (Wernke, 2013, p. 62). Lind and Sandmann (2003, p. 171) 
found that data collection by the LIST questionnaire led to a systematic overesti-
mation of learning strategy use in comparison to data collection chronologically 
close to student’s action. 
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As a result of these findings and the considerations about measurement of learning 
strategies, this study used a task-specific version of the LIST-questionnaire. 
4.4.1.3.2.8 Task-specific questionnaire of Stephan Wernke 
Wernke (2013) designed a German task-specific learning strategy questionnaire by 
adopting different items of the LIST inventory, questionnaire of Artelt et al. (2001), 
and KSI items. He included subscales for elaboration strategies (6 items), rehearsal 
strategies (7 items), organizational strategies (5 items), planning (7 items), monitor-
ing (6 items), regulation (5 items), and assessment (6 items). In his thesis, he found 
three factors for the group of cognitive learning strategies but failed to reach satis-
factory internal consistencies (George & Mallery, 2003) for all cognitive strategy 
subscales (elaboration-subscale: α = .80; rehearsal-subscale: α = .70; organiza-
tional-subscale: α = .60).  
Corrections were needed with regard to the attribution of items to subscales as a 
result of factor analysis: While all six items for elaboration loaded mainly on the 
theoretically indicated factor, two items of the organizational subscale had to be 
eliminated because of loading mainly on elaboration. In addition, three items of the 
rehearsal subscale loaded mainly on the elaboration subscale. It must be noted that 
the tasks Wernke used in his study had been created for primary school students 
and focused on work with text. 
To sum up, Wernke showed that retrospective task-specific questionnaires are able 
to measure cognitive learning strategies for primary school students. However, the 
instruments for task-specific data collection of cognitive learning strategies need 
further improvement. 
4.4.1.3.2.9 Summary 
Commonly used instruments like the MSLQ or the LIST for data collection of tenden-
cies of the use of learning strategies have undergone adaptation (Wernke, 2013) to 
task-specific measurement of learning strategies recently. This seems to be a prom-
ising strategy because it responds to some main points of criticism of common 
measurements mentioned above. 
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Unfortunately, task-specific measurement leads to a problem of economic of data 
collection. Measuring learning strategies that are task specific means that partici-
pants have to respond to a huge number of items after each task. As a consequence, 
participants could become unmotivated throughout the duration of longer examina-
tion processes. In addition, these first attempts of task-specific data-collection need 
further improvements in validity and reliability. Hence, new scales need to be cre-
ated and tested. 
As mentioned above, many problems were observed with regard to the reliability 
and validity of retrospective measurement of learning strategies. Firstly, it is not sure 
which cognitive learning strategies are conscious and, as a consequence, can be 
reported using written questionnaires. Secondly, the distance of measurement to 
the learning phase seems to be crucial for data quality. As a consequence, the 
ALGe-group decided to use a task-specific version of the LIST questionnaire, called 
as ALSI (ĥAufgabenbezogenes Lernstrategie-InventarĦ/ ĥTask-specific learning 
strategy inventoryĦ), focusing on cognitive learning strategies only. In the area of the 
construct of learning strategies, this is an approach beyond common methods of 
measurements. In Germany, Wernke (2013) also dealt with task-specific measure-
ment of learning strategies but faced a range of difficulties in assigning a few items 
of his questionnaire to the three theoretical built factors of cognitive learning strate-
gies and reached satisfactory results for the reliability of only two subscales of cog-
nitive learning strategies (rehearsal and organizational strategies). 
In order to answer the question regarding whether there are learning strategies of 
different grades or different qualities, one must determine whether these strategies 
are used as isolated groups, single strategies, or even sets of strategies consisting 
of single strategies out of different groups. 
Wernke’s (2013, p. 219) term of reference was to consider whether strategies were 
used separately or as a set of strategies in a given learning situation. His research 
on learning tasks and use of strategies provided evidence for the latter. As a con-
sequence, determining whether the ĥcorrectĦ learning strategy is almost impossible. 
This has an impact on the measurement of strategies as well. If it is a set of strate-
gies, which leads to an optimum of learning in a specific situation, researchers need 
a reference level of an expert in that situation to assess the quality of an individual’s 
strategy use. This means that researchers have to compare the task-specific level 
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of each facet of student’s strategy use to an expert’s level. As a consequence, the 
imperative will not be ĥMore for more!Ħ but rather ĥThe closer to the expert the bet-
ter!Ħ. 
Thus, the ALGe-group created the ALSI questionnaire mentioned above, which is 
based on the LIST-R-inventory (Wild, 2013; Wild & Schiefele, 1994) consisting of 
subscales for rehearsal strategies (10 items), organizational strategies (10 items), 
and elaboration strategies (10 items). This instrument formed the basis for both the 
reference level reported by the teachers and the use of cognitive learning strategies 
reported by the students.  
During the construction of the new instrument, the ALGe-group chose items of the 
LIST-R from a school-specific view of learning environments. As LIST-R is an in-
ventory meant to collect data from tertiary students, items mainly based on behavior 
of university students had to be eliminated. As the next step, items were reformu-
lated in a task-specific manner. In addition, the originally 5-point Likert scale of the 
LIST-R was replaced by a 4-point scale (1 – ĥgar nichtĦ/ĥnot at allĦ; 2 = ĥeher 
nichtĦ/ĥmore NOĦ; 3 – ĥeher jaĦ/ĥmore YESĦ; 4 – ĥjaĦ/ĥYESĦ), taking into account that 
single strategies seem to be touched in fewer ways when reporting learning strategy 
use while being involved in a single task instead of many tasks (Mägdefrau & Mich-
ler, 2017, in press).  
To test this new instrument, a pilot study was conducted. The pilot study (Mägdefrau 
& Michler, 2017, in press) had been conducted in 2013 with 10 German middle-track 
history classes (8th graders, N = 248, 69% female) and covered 3 tasks. The new 
questionnaire reached acceptable internal consistencies for all three tasks (organi-
zational subscale: α = [.72, .74]; rehearsal subscale: α = [.81, .84]; elaboration sub-
scale: α = [.72, .85]). The following significant (p < .001) interscale-correlations were 
reported: rehearsal-organization: r = .68, rehearsal-elaboration: r = .52, and organ-
ization-elaboration: r = .61. These results were in line with expectations based on 
theory, so the ALGe-group decided to use this instrument in the main study.  
Unfortunately, the question about the factorial structure of the data remained open 
because of two reasons. Firstly, it cannot be assumed that every single strategy 
represented by an item of a questionnaire will arise in every task. Hence, a larger 
amount of learning tasks is needed to test the factorial structure of a task-specific 
  
116 
questionnaire. Secondly, because of the amount of 30 items and the design of the 
pilot study (only 1/3rd of the sample solved each task), the underlying sample 
seemed to be too small for providing definitive results for the factorial structure of 
the data. The main study provided a database, which was able to answer these 
questions. 
To answer the question regarding whether the data are suitable for factor analyses, 
again the Kaiser-Meyer-Olkin-criterion was calculated for each of the tasks, provid-
ing an average value of 0.900 [0.852, 0.935]. Additionally, the Measures of Sample 
Adequacy (MSA) test was conducted for all tasks, showing an average MSA of 
0.810 [0.731, 0.872]. According to Bühner (2011, p. 348), only items showing a 
value below 0.500 need to be checked. Therefore, the data for this study’s sample 
were very well suited (Weiber & Mühlhaus, 2014) for conducting a factor analysis. 
The Barlett-test criterion confirmed this result for every single task. Because of the 
large sample size, it is not surprising that tests of normality, like the K-S-test, re-
vealed a problem with the normal distribution (Field, 2016). Again, the Q-Q-plots 
show no need for adjustments in the data for the planned procedures of factor anal-
yses.  
Factor analyses (oblimin-rotation) yielded the following results: The data of 28 out 
of 34 learning tasks showed, using the Scree-test (Cattell, 1966), the theoretically 
expected three-factorial structure. The data of the eight remaining tasks (Nos. 11, 
26, 27, 28, 30, 31) showed, following the Scree-test, a two-factorial structure.  
The three factors of the 28 tasks explained, on average, 40% of the variance of the 
data. According to the Kaiser-Guttmann-criteria (Guttman, 1954; Kaiser & Dickman, 
1959), the data of these 28 tasks showed, on average, 6 factors with an Eigen value 
above 1. According to Lee and Comrey (1979), the orientation on the Eigen-value 
leads to the condition of a large number of variables overestimating the number of 
the extracted factors. In order to secure this structure, this thesis followed the sug-
gestion by Bühner (2011, p. 328) to conduct a Minimum-Average-Partial-Test 
(MAP-Test) and a Parallel Analysis, as suggested by Horn (1965). After conducting 
these analyses by using the psych-package (Revelle, 2016) of R (R Core Team, 
2016), the MAP-test showed a three-factorial structure for 22 out of the remaining 
28 tasks, whereas the parallel analyses delivered the theoretical expected structure 
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for 24 out of 28 tasks. On the whole, these two additional tests supported the facto-
rial structure delivered from the Scree-plot and theoretical assumptions. Thus, in the 
further course of this thesis, data for the tasks showing a three-factorial structure by 
reference to the Scree-test were analyzed in detail. For the average factor loadings 
for each item, see Table 9. 
As a result of the data analysis in this step, it can be stated that not all items of the 
three sub-dimensions of the scale loaded on the theoretically indicated factor. All 
items of the rehearsal-subscale loaded on the 28 remaining learning tasks with the 
highest score on the rehearsal factor.  
The subscale of organizational strategies achieved the following results: Six items 
received a clear allocation to the organizational factor, whereas os01, os02, os04, 
and os07 showed higher factor loadings on other factors. 
The subscale of elaboration strategies showed clear results: All items achieved the 
highest loading on the elaboration factor, but item es05 showed at the task-specific 
level the highest loadings on theoretically not-indicated factors for 15 out of the re-
maining 28 tasks. Hence, this item was eliminated. 
After having conducted these analyses, items showing the highest factor loadings 
on factors, which were not understandable in theory were eliminated in a task-spe-
cific manner. An overview of all eliminated items is presented in Table 10. 
The items os01, os02, os04, and os07 were eliminated because they loaded on 
theoretically indicated factors for less than three tasks. These four items did not 
seem capable of measuring the use of organizational learning strategies in the top-
ics of the given sample in the ALGe-study.  
These three factors explained 40% of the variance of the data for the remaining 28 
tasks. The remaining 25 items showed, on average, the highest loadings on the 
theoretically indicated factor.  
  
Table 9: Scale and subscales of task-specific use of learning strategies and results of the oblimin rotated factor analysis of the remaining 28 tasks 
 
Factor 
Scale RHa OSa ESa 
rh01 Ich habe mir den Lernstoff durch Wiederholen eingeprägt. (I memorized the subject matter through repetition.) 0.63 0.12 0.08 
rh02 Ich habe meine Ergebnisse hintereinander durchgelesen, um sie mir einzuprägen. (I read my results successively to memorize them.) 
0.57 0.11 0.08 
rh03 Ich habe Schlüsselbegriffe auswendiggelernt, um mich später besser an wichtige Inhaltsbereiche erinnern zu können. (I memorized key 
words to better recall important content later.) 0.41 0.37 0.08 
rh04 Ich habe einen Abschnitt oder eine Teilaufgabe bearbeitet und dann versucht, das Wichtigste auswendig wiederzugeben. (I solved a 
section or a part of the learning task and tried to reproduce the most important content by heart.) 0.39 0.34 0.12 
rh05 Ich habe Fachbegriffe auswendiggelernt. (I learned technical terms by heart.) 0.51 0.19 0.12 
rh06 Ich habe versucht, mir die wichtigsten Punkte einzuprägen. (I tried to memorize the most important aspects.) 0.59 0.12 0.14 
rh07 Ich habe mir alles Neue möglichst so eingeprägt, dass ich darüber sprechen könnte. (I tried to memorize new information in a way I could 
report about it.)  0.41 0.14 0.32 
rh08 Ich habe besonders darauf geachtet, mir die wichtigsten historischen Fakten zu merken. (I paid particular attention to memorizing the 
most important historical facts.) 0.45 0.12 0.16 
rh09 Ich bin in Gedanken noch einmal alles durchgegangen, um zu sehen, ob ich alles Wesentliche behalten habe. (I went through important 
content in my mind to find out if I had learned all important facts.) 0.46 0.09 0.22 
rh10 Bei solchen Aufgaben versuche ich, mir alles durch langsames Lesen einzuprägen. (When solving tasks like this, I am trying to memorize 
everything through slow reading.) 0.61 0.13 0.09 
os01 Bevor ich angefangen habe, habe ich mir klar gemacht, wie ich am besten bei der Lösung der Aufgabe vorgehe. (Before starting to solve 
the task, I tried to find out how to approach the task best.) 0.34 0.17 0.33 
os02 Ich habe mir im Kopf kurze Zusammenfassungen der wichtigsten Inhalte gemacht. (I made short summaries of the most important con-
tent in my mind in advance.) 0.37 0.12 0.24 
os03 Ich habe mir eine Gliederung mit den wichtigsten Punkten gemacht. (I made a structure covering the most important aspects.) 0.07 0.67 0.06 
os04 Ich habe versucht, den Stoff zu ordnen. (I tried to organize the subject matter.) 0.29 0.16 0.25 
os05 Ich habe mir aus dem Lernmaterial eine kurze Zusammenfassung mit den Hauptideen geschrieben. (I extracted key points for a short 
summary from the learning material.) 0.06 0.70 0.09 
os06 Ich habe mir für wichtige Fachausdrücke und Definitionen eine eigene Liste zusammengestellt. (I made my own list with important key 
words and definitions.) 0.12 0.68 0.09 
os07 Ich habe mir während der Arbeit bewusst gemacht, was bei dieser Aufgabe zu lernen ist. (I tried to become aware of what to learn while 
solving this task.) 0.29 0.08 0.41 
os08 Ich habe beim Arbeiten Notizen gemacht, um Ideen festzuhalten. (I made notes to retain ideas.) 0.07 0.68 0.08 
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os09 Ich habe wichtige Begriffe markiert oder unterstrichen. (I highlighted or underlined important terms.) 0.16 0.54 0.08 
os10 Ich habe mir eine Skizze der wichtigsten Inhalte gefertigt. (I made a sketch of the essential points.) 0.09 0.70 0.07 
es01 Ich habe versucht, den Inhalt besser zu verstehen, indem ich Verbindungen zu anderen Themen aus Geschichte hergestellt habe. (I 
tried to understand the main contents by making connections to further topics in history.) 0.13 0.06 0.58 
es02 Ich habe mir überlegt, an welchen Stellen das Thema etwas mit meiner Gegenwart zu tun hat. (I reflected upon links between the con-
tent and my present life.) 0.11 0.09 0.65 
es03 Ich habe in Gedanken versucht, das Gelernte mit dem zu verbinden, was ich schon darüber weiß. (I tried to connect the acquired 
knowledge to what I had known before.) 0.14 0.11 0.58 
es04 Ich habe mir konkrete Beispiele zu diesen Lerninhalten ausgedacht. (I came up with concrete examples for the content.) 0.10 0.29 0.44 
es05 Ich habe überlegt, ob Behauptungen im Text ausreichend belegt und begründet sind. (I considered carefully if assertions made in the 
text were proven conclusively.) 0.22 0.26 0.31 
es06 Ich habe über Alternativen zu den Behauptungen oder Schlussfolgerungen nachgedacht. (I reflected on alternatives for assertions or 
conclusions.) 0.16 0.23 0.43 
es07 Ich habe mir überlegt, ob mir die Informationen im wirklichen Leben nützlich sein könnten. (I speculated about the usefulness of the infor-
mation given for my life.) 0.08 0.08 0.63 
es08 Diese Aufgabe hat mir als Ausgangspunkt für eigene Ideen und Überlegungen gedient. (This task was a starting point for my own ideas 
and reflections.) 0.11 0.24 0.47 
es09 Ich habe versucht, neue Begriffe auf bereits bekannte Begriffe zu beziehen. (I tried to relate new terms to those I had already known 
before.) 0.23 0.08 0.46 
es10 Ich habe versucht, den Inhalt dieser Aufgabe mit Dingen zu verbinden, die ich in anderen Fächern gelernt habe. (I tried to relate the con-
tent of this task to knowledge acquired in other subjects.) 0.08 0.06 0.60 
Note. Factor loadings >.40 are in boldface. Items were originally in German language. Translation in parentheses. RH = rehearsal strategies; OS = organizational strategies. a 
Average factor loadings of all 26 tasks showing a three-factorial data structure.
  
After erasing the items mentioned above, factor analyses were carried out again. 
The average values for the KMO-criterion (.879 [.823, .923]) and the smallest MSA-
value (.692) showed the suitability of the data for these types of analyses. The re-
sults showed a remarkable increase in the height and uniqueness of factor loading 
(Table 11). The remaining data showed the theoretically indicated three-factorial 
structure in the Scree plot-criterion for each single task. These three factors ex-
plained, on average, 44% of the variance in learning strategy data. 
 
Table 10: Eliminated items of students’ learning strategy scales after the exploratory factor analyses  
 Items for rehearsal Items for organization Items for elaboration 
Task-No. 1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10 
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Note. x = Eliminated item; t = eliminated task  
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Table 11: Scales for learning strategies and results of EFA after item elimination 
 
Factor 
Scale RHa OSa ESa 
rh01 I memorized the subject matter through repetition. 0.65 0.13 0.07 
rh02 I read my results successively to memorize them. 0.61 0.11 0.08 
rh03 I memorized key words to better recall important content later. 0.52 0.30 0.06 
rh04 I solved a section or a part of the learning task and tried to reproduce 
the most important content by heart. 0.46 0.30 0.10 
rh05 I learned technical terms by heart. 0.56 0.17 0.09 
rh06 I tried to memorize the most important aspects. 0.63 0.13 0.11 
rh07 I tried to memorize new information in a way I could report about it.  0.48 0.14 0.27 
rh08 I paid particular attention to memorizing the most important historical 
facts. 0.52 0.10 0.14 
rh09 I went through important content in my mind to find out if I had learned 
all important facts. 0.54 0.07 0.19 
rh10 During solving tasks like this, I am trying to memorize everything 
through slow reading. 0.63 0.14 0.06 
os03 I made a structure covering the most important aspects. 0.07 0.71 0.05 
os05 I extracted key points for a short summary from the learning material. 0.05 0.70 0.10 
os06 I made my own list with important key words and definitions. 0.10 0.68 0.08 
os08 I made notes to retain ideas. 0.06 0.69 0.09 
os09 I highlighted or underlined important terms. 0.17 0.56 0.07 
os10 I made a sketch of the essential points. 0.07 0.71 0.06 
es01 I tried to understand the main contents by making connections to fur-
ther topics in history. 0.14 0.06 0.60 
es02 I reflected upon links between the content and my present life. 0.10 0.08 0.66 
es03 I tried to connect the acquired knowledge to what I had known before. 0.12 0.13 0.62 
es04 I came up with concrete examples for the content. 0.09 0.23 0.52 
es06 I reflected on alternatives for assertions or conclusions. 0.18 0.19 0.45 
es07 I speculated about the usefulness of the information given for my life. 0.05 0.08 0.65 
es08 This task was a starting point for my own ideas and reflections. 0.10 0.22 0.51 
es09 I tried to relate new terms to those I had already known before. 0.22 0.09 0.49 
es10 I tried to relate the content of this task to knowledge acquired in other 
subjects. 0.11 0.08 0.60 
Note. Factor loadings >.40 are in boldface. Items were originally in German language. RH = rehearsal strate-
gies; OS = organizational strategies. a Average factor loadings of all 28 tasks showing a three-factorial data 
structure. Items os01, os02, os04, os07, and es05 were eliminated because they showed theoretically indi-
cated loadings for less than three tasks. 
In summary, the average overall scale for the ALSI-questionnaire reached a good 
level of fit (αa = .85), as did the subscales for rehearsal strategies (αa = .77), organ-
izational strategies (αa = .78) ,and elaboration strategies (αa = .78). The average 
interscale-correlation between the rehearsal-scale and the organizational scale (ra 
= .33), the rehearsal-scale and the elaboration-scale (ra = .50), and the organiza-
tional scale and the elaboration scale (ra = .28) was in theoretical conformity. A table 
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illustrating the values for internal consistency of the learning strategy scale, its sub-
scales, and the interscale-correlation for each of the remaining 28 tasks is included 
in Appendix A. 
In sum, the changes made after the first exploratory factor analyses showed that the 
adapted version of the ALSI-questionnaire can be used as a task-specific inventory 
for the measurement of cognitive learning strategies for the given subject (history) 
and the given population.  
The validity of the learning strategies scale was investigated by means of confirma-
tory factor analyses (CFA). Again, low absolute values for skewness and kurtosis 
on item-level allowed the maximum-likelihood estimation to be used for the CFAs 
(Homburg & Giering, 1996) to test the fit of the data to the a priori determined model 
illustrated in Figure 7. Because of the Likert-scale design of the learning strategy 
questionnaire, the observed dependent variables were treated as ordinal data using 
the weighted least square based WLSMV estimator with Mplus (Muthén & Muthén, 
2016). The results of the CFAs are reported in Table 4 of Appendix A.  
  
Figure 7: Theoretically determined measurement model of learning strategies (example for Task No. 1) 
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Note. rh = Rehearsal strategies; os = organizational strategies; es = Elaboration strategies; e = error terms; 
rh01 = rehearsal strategy’s item No. 1 
 
The χ2-related significance testing provided evidence for a bad fit of the underlying 
model. Owing to the large sample size in this study, further fit indices needed to be 
inspected to assess the goodness-of-fit of the determined model.  
The χ2 /df- value showed a different image: The average values (3.34 [1.58, 6.92]) 
were below the more restrictive cut-off criterion of Wheaton, Muthén, Alwin, and 
Summers (1977). At task level, all tasks except Task No. 6 achieved values below 
ĥ5Ħ. 
The RMSEA, one of the most powerful criterion for the model fit, showed, on aver-
age, values (.064 [.054, .097]) below the cut-off criterion of 0.08, which is reported 
often (Bühner, 2011; Byrne, 2016; Urban & Mayerl, 2014). Again on task level, only 
for Task No. 6, the value was above the ĥ0.08Ħ criterion. In addition, the average 
Bentler Comparative Fit Index ([CFI] .908 [.852, .954]) and the average Tucker 
Lewis Index ([TLI] .900 [.852, .947]) suggest acceptable or good model fit (Bühner, 
2011; Byrne, 2016; Urban & Mayerl, 2014) only for the average level of the model 
fits. 
Thus, data for this sample seem to support the hypothetical model in Figure 6, even 
if there are weaker values of model-fit at task level. 
4.4.2 Teachers’ online survey of appropriate use of learning strategies 
The teacher participants completed the online questionnaire mentioned above using 
exactly the same items as the student questionnaire. Nevertheless, there was a 
major difference in the instructions for completing the questionnaire. While the stu-
dents had to report their real strategy use, the teachers were asked to think about a 
student completing the task in a very successful way and reflect on this student’s 
possible strategy use for the current task. In doing so, they set up a reference strat-
egy level for each individual task, which could be compared with the students’ re-
ported strategy use later. 
It is important to know that teachers had to complete the online survey before the 
underlying tasks were presented to their students. This was done to ensure that the 
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teachers’ perceptions of their students’ actual involvement in that task did not affect 
their rating of learning strategies. 
A summary for each individual item including means and standard deviations is pre-
sented in Appendix A Ġ Table 6. 
According to Bühner (2011), a sample consisting of less than 55Ġ60 participants 
may not be large enough for carrying out a factor analysis with the teacher sample. 
As a consequence, nothing can be said about the factor loadings for the teacher 
sample.  
However, Table 6 shows the sample sizes of the teacher sample for each task, 
which is necessary to calculate the distance between the reference level of strategy 
use set up by the teachers and students’ strategy use for each task. Tasks missing 
in this table conform to the results of the exploratory factor analyses of the student 
sample, which was large enough. 
Furthermore, a high degree of reliability was found between the teachers’ reports of 
appropriate use of cognitive learning strategies. The average measure ICC was .769; 
values including confidence intervals and F-test statistics for each specific task can 
be found in Table 8 of Appendix A. 
In addition, Table 7 of Appendix A showed internal consistencies of the entire learn-
ing strategy scale and each of the three subscales. Furthermore, correlations be-
tween the subscales are included. 
Because of the small sample size of the teacher sample, outliers could affect the 
mean. According to the following fences (lower inner fence: lower quartile Ġ 1.5 x 
interquartile range; upper inner fence: upper quartile + 1.5 x interquartile range), 54% 
of all tasks were affected by outliers. In order to get tailor-made means for an ade-
quate calculation of the distance measures, some authors (Field, 2016; Wilcox, 
2010, 2016) suggest using a 20% trimmed mean. In the following course of this 
piece of research, these values will be used to calculate the distance between the 
reference level for strategy use for each individual task and the real strategy use of 
the students. 
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4.5 Calculation of the distance between the teachers’ reference level and 
students’ reported strategy use 
This chapter deals with the question of the calculation measures used in this study. 
As mentioned above, it is important to compare actual task-specific strategy use 
reported by the students with a reference level. It is also necessary to take into 
account the specific nature of every single learning task in this study.  
This approach is backed by the assumption that the general principle ĥThe more Ġ 
the betterĦ is not applicable to a task-specific capturing of learning strategy data. 
Also, there is no sense in using all three facets of cognitive learning strategies (re-
hearsal, organizational, and elaboration) to the same extent for every task. 
Given these considerations, the procedure followed for calculating the teachers’ ref-
erence level should be presented first. 
4.5.1 Teachers’ reference level of appropriate strategy use 
As mentioned above, the teachers were asked to complete an online questionnaire 
for each of the 34 learning tasks, which were presented in learning buffets to the 
students. A summary of all items (means and standard deviations) of the learning 
strategy scale and subscales is reported in Table 5 of Appendix A.  
Because of the small sample size of this online part of the study, factor analyses of 
the teacher data were not feasible. Owing to a lack of alternative solutions, factor 
analyses of the large student sample served as a guide for the assumed factorial 
structure of the teacher sample data. These factor analyses delivered both unam-
biguous and clear results and therefore, some tasks and items had to be excluded, 
as reported in Table 10 of this chapter.  
In the following course of this study, the means of teachers’ responses to each re-
maining item were used as the reference level for these items. 
4.5.2 Calculation of the item-specific distances 
The item-specific distance was determined from the individual student’s response 
to each single item minus the teachers’ reference level. As a consequence, the dis-
tance assumed a positive value if the student’s reported strategy use was above the 
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teachers’ reference level and assumed a negative value if the reported strategy use 
for that task/item by the student was below the teacher’s reference level. 
To gain an insight into the underlying procedure, the task-specific distances were 
calculated for tasks 1Ġ10 (Figure 8). Tasks 11Ġ34 are presented in Appendix A (Fig-
ures 1 & 2). 
Figure 8: Overview of the means of item-specific distances of all students for tasks 1–10 
 
Note. On the right: Task No.; rh = distance means for rehearsal strategies; os = distance means for organiza-
tional strategies; es = distance means for elaboration strategies. Further tasks are presented in Appendix A 
(Figures 1 and 2) 
After inspecting the task-specific bars, certain tendencies were observed: 
◦ There are remarkable variances in distance values between items of the sub-
scales and the entire learning strategy scale (intra-task variance). 
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◦ There are notable variances in distance values between the tasks (inter-task 
variance).  
This first exploration provides a foundation for a task-specific, subscale-sensitive 
approach to investigate the adequate use of students’ cognitive learning strategies. 
4.6 Data cleaning 
In the current study, the data were eliminated if the participants showed one of the 
following patterns: Firstly, data were eliminated if they fell under strong suspicion of 
meaningless completion of the questionnaire. Secondly, data were considered 
voided if additional notes on questionnaires aroused suspicion of the student not 
answering truly. For an overview of meaningless responses on questionnaires per 
class, see Figure 9. In both situations, data from the questionnaire had been han-
dled as missing data. Important to note, there are huge differences between classes. 
Extreme outliers were eliminated using the following procedure: If the z-scores of a 
scale variable showed values greater than 3.00, the data were eliminated as an 
extreme outlier. For this reason, eight values of the ALSI-questionnaire had to be 
deleted as they were identified as outliers according to the rules explained above. 
This approach led to a data set of up to 801 student and 47 teacher participants for 
34 learning tasks in the domain of history in the current study.  
4.7 Missing data 
A long study duration increases the likelihood of facing the issue of missing data. 
Systematically, missing data leads to a bias in the range of results and results them-
selves. Thus, by taking a whole school year, the ALGe study is exposed to the dan-
ger of being biased by missing data. In addition, ergonomic and complex design 
goals had to be defined in order to realize the implementation of the current study. 
Because of the guidelines of self-regulated learning, students had freedom of choice 
while working at each set of tasks. Therefore, not all students transmitted the data 
for all tasks.  
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A common way of dealing with missing data is to use the classification system of 
Rubin and colleagues (Rubin, 1976), which "[…] is widely used in the literature todayĦ 
(Enders, 2010, p. 5). A distinction is made between three classes of missing data: 
Missing completely at random (MCAR), missing at random (MAR), and missing not 
at random (MNAR).  
"The formal definition of MCAR requires that the probability of missing data on a 
variable Y is unrelated to other measured variables and is unrelated to the values 
of Y itselfĦ (Enders, 2010, p. 7). This class of missing data causes no problems even 
when using the procedure of excluding cases list wise (Ferdinand, 2014, p. 125). 
Data are considered "[…] missing at random (MAR) when the probability of miss-
ing data on a variable Y is related to some other measured variable (or variables) in 
the analysis model but not to the values of Y itselfĦ (Enders, 2010, p. 6). This class 
of missing data may lead to a misinterpretation of results, especially when they are 
based on mean values. Furthermore, the range of results according to different 
groups of subjects will be reduced. 
Data are "[…] missing not at random (MNAR) when the probability of missing data 
on a variable Y is related to the values of Y itself, even after controlling for other 
variablesĦ (Enders, 2010, p. 8). The MNAR class of missing data may lead to wrong 
interpretation of results as well.  
Usually, each research seeks to clarify which classes of missing data are present in 
the individual study. Unfortunately, "[…] M”AR is the only missing data mechanism 
that yields testable proportions" (Enders, 2010, p. 17). MCAR class of missing data 
could be tested by the use of a series of independent t tests or Little’s M”AR Test 
(Little, Roderick J. A., 1988). Beyond that, theoretical reflections are, for the most 
part, the only possible way to deal with that phenomenon.  
The steps taken to deal with missing data classes in the current study are reported 
below. 
In the first instance, a distinction must be made between missing history classrooms, 
missing questionnaires of a subject, and missing items in a questionnaire. In the 
latter case, items were linked to each other to form a scale if only one item was 
missing. In the case of learning strategies, two missing items out of ten was ac-
ceptable to build a scale. In both the former cases, it should be borne in mind that 
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there are different situations in terms of missing data for student and teacher sam-
ples, which will be explained below. 
4.7.1 Students 
In the current study, there are two different situations to distinguish: Firstly, missing 
data for whole history classroom could occur at several tasks in the data set. There 
are two reasons behind this: The first one is that some teachers no longer wished 
to participate in the project during the school year. The second one is that a couple 
of classrooms could not cover the whole curriculum in history for ninth graders within 
the prescribed timeframe. This led to them dropping-out in the last topic. In volume 
terms, 1 class did not participate in tasks 13Ġ24 (topic II) and 10 classes did not join 
tasks of topic III (tasks 25Ġ34).  
As being mainly caused by teachers, it would be interesting to determine whether 
these missing data could be treated like M”AR. Little’s Test will answer this question 
below.  
Secondly, questionnaires for individual subjects were missing. There are several 
reasons behind this: The first may be a lack of students’ motivation. This lack could 
occur because it takes a long time to work on each task and this kind of individual 
work could be demanding, especially for students with poor skills or a low level of 
individual interest in history. In addition, completing the ALSI-questionnaire takes a 
long time. Hence, this lack of motivation could lead to a missing or meaningless 
completed questionnaire.  
Figure 9 shows the percentage of meaningless completed questionnaires per class 
covering all 34 tasks. Because the reasons behind complete missing or meaningless 
completed questionnaires are considered very similar, both situations are treated 
equally. Interviews with the teachers, who participated in this study, during meetings 
in Passau University confirmed this assumption. There is a reason to suspect that 
motivation-caused missing data are not MCAR.  
Furthermore, participants could choose some tasks for each topic. Thus, there is no 
complete dataset for each task except for some obligatory tasks. The subsamples 
for each task are reported in the instruments-section of this chapter. This raises the 
suspicion of MAR or MNAR datasets. 
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Figure 9: Percentage of meaningless completed questionnaires 
 
Note. x-axis contains class-number 
The second reason for missing questionnaires of individual subjects could be that 
some students changed their class or school or some new members may have 
joined the schools or classes. In total, 46% of the student questionnaires showed 
some kind of missing data.  
The global variables showed the following percentages of missing values: sex: 6.9%, 
individual interest in history: 10.7%.  
For an overview of missing data for different variables with reference to tasks, see 
Figure 10. 
As you can see in Figure 10, obligatory and free of choice tasks led to large diver-
gence in the amount of missing data for different tasks. As mentioned above, an 
overall upward trend for missing data can be seen within each of the three topics 
and in the whole study, caused mainly by the drop-out rate of classes and students’ 
motivation. With these scores, checks must be carried out for each hypothesis to 
determine whether missing data for students were MCAR or not. 
  
Figure 10: Missing values for students with reference to tasks 
 
Note. Obligatory tasks are tagged by a star. The boxes below the pillars contain absolute numbers of missing values. 
  
4.7.2 Teachers 
In the case of teachers, missing data were caused by three reasons: Firstly, some 
teachers could not cover the whole curriculum and could not participate in topic III 
(task 25-34). Secondly, there were motivational reasons for teachers as well. Be-
cause it took a long time to complete the online survey for each of the 34 tasks, 
some teachers could not stand this demand of the study. In total 818 of 1,598 
teacher questionnaires were missing data (51%). For details, see Figure 11.  
It can be reasonably assumed that the underlying reasons for missing data for the 
teacher sample are somewhat similar to those for the student sample: Motivational 
reasons may lead to an upward trend of drop-out rates in the study.  
There is not much divergence in the amount of missing data within each topic be-
cause unlike for students, there were no obligatory or free-of-choice tasks for teach-
ers.  
4.7.3 MCAR analysis 
To get understand the underlying reasons for missing data, 3,978 independent t 
tests were conducted to identify subgroups of students, which showed more missing 
data. Because of the huge amount of t tests, a low level of significance (p < .01) 
seemed appropriate to avoid receiving too many incidental matches. For details, 
see Table 12. 
Table 12 shows the independent, dependent, and additional collected variables of 
the study and significant between-groups (missing data vs. non missing data) differ-
ences in variables subject to other variables according to task numbers.  
In can be seen that sex, grade in history, class, and cognitive performance were the 
variables used to build subgroups of students with a large amount of missing data. 
Especially, male students with low levels of cognitive performance and grades in 
history showed more missing data. However, these abnormalities were not detected 
in every combination of variables. 
  
Figure 11: Missing values for teachers 
 
Note. The boxes below the pillars contain absolute numbers of missing values 
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Table 12: Variables with significance between groups’ differences for missing vs. non-missing values (Student Sample) 
Task 
No 
Ind. Interest Interestingness Personal Significance Rehearsal Organizational Elaboration 
1 
 
sex sex cogPF, sex cogPF, sex cogPF, sex 
2 
 
cogPF, grH cogPF, sex, grH sex cogPF, sex cogPF, sex 
3 
   
cla cla cla 
4 
 
reh, org, ela 
  
cla 
 
5 
 
cogPF cogPF cogPF, sex cogPF, cla cogPF 
6 
 
cogPF, PS, sex cogPF, sex cogPF, I, cla, sex cogPF, I, sex cogPF, I, sex 
7 
 
cogPF, cla cogPF cogPF, I, PS, cla cogPF, I, PS, cla cogPF, I, PS, cla 
8 
 
cogPF, II, cla, grH cogPF, II, cla, grH I, cla I, cla I, cla 
9 
 
cogPF, sex cogPF, sex cogPF, I, PS, sex cogPF, I, sex cogPF, I, PS, sex 
10 
 
cogPF, sex, grH cogPF, sex, grH I, sex, grH cogPF, I, sex, grH cogPF, I, sex, grH 
11 
 
cla cla org, sex 
 
SC1 
12 
 
sex sex cogPF, I, grH cogPF, I, grH cogPF, I, PS, grH 
13 
 
sex 
 
I, sex I I, PS 
14 
  
cla cla, sex cla cla 
15 
 
cogPF, grH cogPF cogPF, I, grH I cogPF, I, grH 
16 
 
org, cla II, cla, sex I, cla I, cla cla 
17 
 
II, grH II, II2 
   
18 reh PS, sex reh, sex, grH cla sex cla, sex 
19 
 
cogPF, PS, cla, sex, grH cogPF, cla, sex, grH cogPF, cla, sex cogPF, cla, sex, grH cogPF, cla, sex, grH 
20 
 
sex cla, sex, grH cla, sex cogPF, cla, sex, grH cla, sex 
21 
 
PS, org II, sex II, sex II, sex II, sex 
22 
 
sex II, sex sex sex sex 
23 
 
sex 
 
cla, sex cogPF, sex cla, sex 
24 
 
cla cla cla cla cla 
25 
 
cla cla, sex I, cla I, PS, cla I, cla 
26 
 
II, cla, sex ela, cla, sex cla cla cla 
27 
 
PS, cla cla, sex cla cla cla 
28 
 
sex cla, sex cla, sex cla, sex cla, sex 
29 
 
reh cla, sex cla cla PS, cla 
30 
 
cla cla, sex cla cla cla 
31 
 
cla cla, sex I, cla I, cla cla 
32 
  
sex 
  
reh 
33 
  
sex 
   
34 
 
cla cla, sex I, cla PS, cla PS, cla 
Note. sex = gender, cogPF = cognitive performance based on grades, grH = grade in history, II = individual interest in history, I = interestingness, PS = personal significance, cla = 
class, reh = use of rehearsal strategies, org = use of organizational strategies, ela = use of elaboration strategies 
 
  
Furthermore, Table 12 shows almost no significant difference in the variables ex-
amined for groups formed of missing values for the variable ĥIndividual interest in 
history” (II). Regarding other variables, the picture is unclear. However, proportional 
distribution of missing data patterns will be shown below to get an idea. For a de-
tailed view of variables which affected the pattern of missing values, see Table 13. 
Table 13: Percentage of tasks with affected patterns of missing values 
 Sex Class cogPF grH II I PS reh org ela 
Interes-
tingness 
38% 35% 26% 6% 13%  15% 6% 0% 0% 
Personal 
Significa-
nce 
65% 44% 26% 18% 15% 0%  3% 0% 3% 
Rehearsal 44% 56% 24% 9% 3% 0% 0%  0% 0% 
Organiza-
tion 
35% 53% 32% 12% 3% 32% 6% 0%  0% 
Elabora-
tion 
35% 53% 29% 12% 3% 26% 18% 3%  0% 
Note. Patterns of missing values of the variables in the table row are affected by the variables in columns; 
cogPF = cognitive performance; grH = grade in history; II = individual interest in history; I = interestingness; 
PS = personal significance; reh = rehearsal; org = organizational; ela = elaboration. 
Viewed horizontally, the picture of all three types of use of cognitive learning strate-
gies is very similar with regard to missing data patterns. Here, missing data for some 
tasks seem to depend to a certain degree on belonging to individual classes, being 
male or female, and the level of cognitive performance. 
4.7.4 Imputation of missing data 
In order to meet the challenges of a specific data set, it is important to consider the 
objectives and the research question even for the choice of a single or a combination 
of imputation methods as suggested by Cheema (2014, p. 488). As earlier research 
recommend the use of Multiple Imputation or Maximum Likelihood Imputation (Bar-
aldi & Enders, 2010), this thesis combined different methods of dealing with missing 
data as suggested for educational research (Cheema, 2014, p. 505). This thesis 
combined list-wise deletion of cases based on complete missing tasks or non-rea-
sonable completed questionnaires as described below and a weighted kNN-impu-
tation method, which showed promising results in different simulation studies (Hron, 
Templ & Filzmoser, 2008; Wang, Zhang, Chen & Yuan, 2015). The kNN-imputation 
is an ĥ[…] aggregation of the k values of the nearest neighbors […]Ħ to be used as 
the imputed value (Kowarik & Templ, 2016, p. 6). 
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The missing data were supplemented after the subsequent reported procedure in 
order to conduct structural equation modeling: 
Firstly, all cases with completely missing learning strategy data had been erased 
because the ALSI questionnaire is a good indicator of the motivation of the partici-
pants to complete the questionnaires of this study in a meaningful way, as the ALSI 
questionnaire consisted of 30 items. For an overview of the number remaining par-
ticipants for each task, see Table 1 of Appendix A. 
Secondly, single missing values of the variables interestingness, personal signifi-
cance, the use of rehearsal strategies, organizational strategies, and elaboration 
strategies had been imputated following a weighted kNN-imputation method using 
the VIM-package (Kowarik & Templ, 2016) of R.  
As mentioned above, this thesis considered the bias of the data caused by MNAR-
values that could not be addressed by this procedure or any other combination of 
imputation methods. Nevertheless, this procedure was the lesser of two devils, be-
cause accepting an outlined extent of bias has the advantage of the use of more 
accurate calculation methods to test the hypotheses.  
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5. Results 
This chapter presents the results of the current piece of research. The results are 
arranged according to the order of the hypotheses presented in Chapter 3. This 
thesis will especially place emphasis on the hypotheses describing the links be-
tween the independent variables interestingness and personal significance as fac-
ets of situational interest and the dependent variables, i.e., appropriate use of re-
hearsal, organizational, and elaboration strategies.  
Hypothesis 1.1: The distance between the reference level and the level of students’ 
reported strategy use is smaller for the group of rehearsal strategies than for the 
groups of organizational and elaboration strategies. 
In order to test this hypothesis, subscales for the distances of each group of cogni-
tive learning strategies were calculated using the following formula (example for the 
distance of rehearsal strategy use): 
��ݏݐ̅̅ ̅̅ ̅̅ �ℎ� = ∑ |��ݏݐ�ℎ�|��=1 �  
Note. rh = rehearsal strategies; j = index for the remaining rehearsal strategy items; m = number of the re-
maining rehearsal strategy items; M = Manhattan Distance 
This formula is based on the Manhattan Distance metrics (Singh, Yadav & Rana, 
2013), which is grounded on absolute differences. Absolute values are necessary 
because the levels of students’ reported strategy use can be above (positive values) 
or below (negative values) the teachers’ reference level.  
For the exploration of this hypothesis, the absolute sum of distances is the focus. 
Therefore, absolute values for all distances, based on the remaining rehearsal (rh) 
items for a task, were summed up in the nominator of the fraction presented above 
and divided by the number of the remaining items (m) for this subscale. As a result, 
the Manhattan-Distance-based mean of the distances for the subscale of rehearsal 
strategies was obtained. The same procedure was adopted for organizational and 
elaboration strategies.  
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Note. RH = subscale rehearsal strategies; OS = subscale organizational strategies; ES = subscale elaboration 
strategies. On the horizontal axis: Task No. 
Figure 12 presents a graphical overview of subscale-specific distance for each of 
the remaining 28 tasks. The scales were calculated as explained above. 
After that, a repeated-measures ANOVA was conducted for each of the remaining 
28 tasks. Mauchly’s test indicated that the assumption of sphericity was violated for 
the main effects for all tasks except Task No. 17. Therefore, the degrees of freedom 
were corrected using Greenhouse-Geisser estimates of sphericity (ε Ġ values and 
Mauchy’s test values can be found in Table 14). 
   
Figure 12: Mean Manhattan Distance for each strategy group and all remaining tasks 
  
Table 14: Summary of the distance scales for learning strategy use 
  Mauchly's test Repeated-measures ANOVA Contrast1 (reh <-> org) Contrast2 (reh <-> ela) 
Task n χ2 df p ε F df1 df2 p F df p r F df p r 
1 719 65.44 2 .000 0.92 46.76 1.84 1320.80 .000 56.69 1 .000 .27 64.69 1 .000 .29 
2 683 52.11 2 .000 0.93 709.57 1.86 1270.40 .000 849.60 1 .000 .74 5.97 1 .015 .09 
3 534 18.09 2 .000 0.97 158.46 1.93 1031.50 .000 266.90 1 .000 .58 21.32 1 .000 .20 
4 513 68.18 2 .000 0.89 5.03 1.78 910.29 .009 6.61 1 .010 .11 0.32 1 .570 .02 
5 429 159.51 2 .000 0.76 45.93 1.52 652.58 .000 9.67 1 .002 .15 76.55 1 .000 .39 
6 632 223.56 2 .000 0.77 98.46 1.54 971.72 .000 50.38 1 .000 .27 131.60 1 .000 .41 
7 413 175.98 2 .000 0.74 1.06 1.48 611.14 .331 0.96 1 .326 .05 1.31 1 .252 .06 
8 363 26.17 2 .000 0.93 48.83 1.87 676.68 .000 90.29 1 .000 .45 0.40 1 .526 .03 
9 614 60.86 2 .000 0.91 486.12 1.83 1120.00 .000 574.80 1 .000 .69 13.42 1 .000 .15 
10 553 132.41 2 .000 0.82 84.13 1.65 909.68 .000 127.20 1 .000 .43 2.27 1 .132 .06 
12 541 177.45 2 .000 0.78 42.96 1.56 843.41 .000 78.24 1 .000 .35 29.67 1 .000 .23 
13 702 13.78 2 .001 0.98 73.39 1.96 1375.20 .000 52.74 1 .000 .26 19.96 1 .000 .17 
14 345 96.63 2 .000 0.80 56.80 1.61 552.38 .000 46.29 1 .000 .34 20.61 1 .000 .24 
15 638 205.71 2 .000 0.78 650.20 1.57 998.16 .000 883.60 1 .000 .76 0.10 1 .749 .01 
16 413 20.53 2 .000 0.95 87.32 1.91 785.71 .000 76.73 1 .000 .40 18.67 1 .000 .21 
17 256 2.66 2 .260 1 29.38 2.00 510.00 .000 62.57 1 .000 .44 8.07 1 .005 .17 
18 628 40.55 2 .000 0.94 501.80 1.88 1180.00 .000 751.80 1 .000 .74 76.71 1 .000 .33 
19 625 89.61 2 .000 0.88 14.46 1.76 1100.60 .000 39.02 1 .000 .24 6.58 1 .000 .10 
20 534 41.57 2 .000 0.93 201.28 1.86 991.47 .000 415.50 1 .000 .66 32.51 1 .000 .24 
21 225 58.74 2 .000 0.81 65.37 1.62 363.77 .000 9.54 1 .002 .20 99.14 1 .000 .55 
22 199 7.18 2 .028 0.96 40.85 1.93 382.31 .000 90.92 1 .000 .56 13.36 1 .000 .25 
23 625 72.42 2 .000 0.90 273.31 1.80 1124.60 .000 525.10 1 .000 .67 357.20 1 .000 .60 
24 430 77.37 2 .000 0.86 108.26 1.72 736.24 .000 151.70 1 .000 .51 138.30 1 .000 .49 
25 453 15.12 2 .001 0.97 66.52 1.94 875.14 .000 3.712 1 .055 .09 94.22 1 .000 .41 
29 421 7.10 2 .029 0.98 294.57 1.97 826.12 .000 238.40 1 .000 .60 59.30 1 .000 .35 
32 376 33.18 2 .000 0.92 80.89 1.84 691.30 .000 57.45 1 .000 .36 131.40 1 .000 .51 
33 363 123.82 2 .000 0.77 48.47 1.55 561.08 .000 1.16 1 .281 .06 42.33 1 .000 .32 
34 391 31.31 2 .000 0.93 134.25 1.86 724.00 .000 280.40 1 .000 .65 108.10 1 .000 .46 
Note. reh = subscale rehearsal strategies; org = subscale organizational strategies; ela = subscale elaboration strategies. 1 No correction needed.
  
For 27 of the remaining 28 learning tasks, there was a significant difference between 
the scales for distance in rehearsal, organizational, and elaboration strategy use. 
Additionally, the analyses showed that the distance of rehearsal strategy use was 
significantly smaller than the distance of organizational strategy use for 25 tasks. 
Similarly, the distance of rehearsal strategy use was significantly smaller than the 
distance of elaboration strategy use for 23 tasks. 
Figure 13: Group differences between the mean distances of cognitive learning strategies 
 
Note. reh = subscale rehearsal strategies; os = subscale organizational strategies; es = subscale elaboration 
strategies. 
 
For a graphical overview of the group differences of the mean distances of learning 
strategies, see Figure 13. 
At task level, these results offered no grounds for rejecting hypothesis 1.1 for 23 of 
28 tasks. Therefore, the data supported the assumption that, for these tasks, dis-
tances between students’ reported strategy use were significantly smaller for the 
group of rehearsal strategies than for the two remaining groups of cognitive learning 
strategies (organizational and elaboration strategies). 
In order to combine these results on a more general level, a meta-analysis was 
conducted using the R-package metacor (Laliberté, 2011). This procedure indicated 
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an overall r = .44 [.35, .53], p < .001 for the difference between the distance scales 
of reported rehearsal and elaboration strategy use and an overall r = .27 [.20, .33], 
p < .001 for the difference in the area of organizational strategies. 
At a general level of this study, the results offered no grounds to reject hypothesis 
1.1. 
Based on the assumption about the structure of missing values made in the methods 
chapter, there is a reduced explanatory power of this finding for male students with 
a reduce level of cognitive performance in some classes of this study. This bias 
affected the reported cognitive strategy use. Nevertheless, as 63% of the tasks in 
this study (Table 12) are free from this bias, the result can be accepted for a major 
proportion of the tasks.  
Hypothesis 1.2: The level of students’ reported organizational strategy use falls be-
hind the reference level on average. 
As a first step, a new data frame was created including the average distances for all 
items and tasks. Then, a Shapiro-Wilk-test was conducted, revealing a significant 
difference (p < .001) between the distances of the organizational learning strategies 
group and a normal distribution. The Mann-Whitney test indicated that students re-
ported a significantly (p < .001) lower level (M = 1.69, SE = .03) of organizational 
strategy use than the teacher’s reference level (M = 2.18, SE = .10), indicated by U 
(28,28) = 162.  
As a consequence, there is no reason to reject hypothesis 1.2. 
Again, based on the findings with regard to the missing values of variables used for 
the results of this hypothesis testing, 63% of the tasks were not biased through 
missing values affected by gender, class, or cognitive performance. 
Hypothesis 1.3: The level of students’ reported elaboration strategy use falls behind 
the elaboration task potential on average. 
Similar to the procedure followed for hypothesis 1.2, the Shapiro-Wilk-test was con-
ducted. Significant differences (p < .001) were noted between the distance-date for 
the elaboration strategies and normal distribution.  
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Then, the Mann-Whitney test revealed that students reported a significantly (p 
= .001) lower level (M = 2.30, SE = .02) of elaboration strategy use than the teacher’s 
reference level (M = 2.65, SE = .08), indicated by U (28,28) = 186. 
As a consequence, there is no reason to reject hypothesis 1.3. 
In order to test the following hypotheses, structural equation modeling analyses 
were conducted in Mplus (Muthén & Muthén, 2016). In addition to the procedures 
reported in the methods section of this thesis, assumptions of links between the 
variables covered by this study were tested by a combined measurement and struc-
tural model as shown in Figure 14.  
On the left hand side, Figure 14 shows the measurement model of situational inter-
est using an ESEM-approach. On the right hand side, there are scales of appropri-
ate use of the three groups of cognitive learning strategies as manifest variables. 
The distance measure lying behind these manifest variables consists of latent stu-
dents’ variables of reported strategy use and a reference level set up by teachers. 
Owing to the large number of tasks and, as a consequence, a large number of anal-
yses, most of the tables are presented in Appendix B. As the first step, the average 
goodness-of-fit indices were calculated (Table 1 of Appendix B). 
The χ2-related significance testing provided a p-value which was corrected by the 
Bollen-Stine-Bootstrap-procedure. On average, across the 28 tasks, the results of 
these procedures provided evidence for a bad fit of the underlying model. As a con-
sequence of the possibility of a sample-size bias of this index, further fit indices had 
to be inspected to assess the goodness-of-fit of the determined model.  
The χ2 /df- value gave a different image: The average value (2.86 [1.31, 4.52]) across 
all 28 tasks was below the cut-off criterion ĥ5Ħ of Wheaton et al. (1977). In addition, 
this model fit criterion fell behind that criterion for the models of all single tasks. 
Furthermore, models for 17 out of 28 remaining tasks showed values even below 
the Homburg and Giering (1996) criterion of ĥ3Ħ.  
The average RMSEA (.062 [.035, .095]) across all the models of all 28 tasks was 
below the cut-off criterion of .080 (Bühner, 2011; Byrne, 2016; Urban & Mayerl, 
2014). Only the model fits for 3 out of 28 tasks showed values above this criterion. 
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Furthermore, the average SRMR (.025 [.018, .035]) showed values lower than 0.10 
(Bühner, 2011). Furthermore, the SRMR value for every single task fell behind that 
value. In addition, the average Bentler Comparative Fit Index (.968 [.935, .990]) and 
the Tucker Lewis Index (.948 [.892, .984]) suggested acceptable or good model fit 
(Bühner, 2011; Byrne, 2016; Urban & Mayerl, 2014) for the average values and the 
values of every single task for both indices with the exception of task 32 for the TLI-
index. On the whole, these values represented a good fit of the data to the model. 
For a more detailed view, Table 15 provides information about the numbers of tasks 
which did not fulfill the requirements of goodness-of-fit indices.  
Table 15: Number of tasks out of 28 not clearing the goodness-of-fit hurdle 
 χ2 /df RMSEA SRMR CFI TLI 
Criterion  3  5  .080  .100  .900  .950  .900  .950 
No. of tasks not clear-
ing the hurdle  
11 0 3 0 0 3 1 14 
Note. χ2 = Model chi-square with its degrees of freedom (df); RMSEA = Steiger Lind Root Mean Square Error of Approxi-
mation; SRMR = Standardized Root Mean Square Residual; CFI = Bentler Comparative Fit Index; TLI = Tucker Lewis Index 
The majority of the tasks showed acceptable values for these indices.  
 
  
Figure 14: Measurement and structural model used in this study 
 
Note. si = items for both components of situational interest; e = different error terms. On the left side, this figure shows the ESEM-measurement model of situational interest.
  
Hypothesis 2.1: The experienced interestingness as the emotional component of 
situational interest is related to experienced personal significance, the value-related 
component. 
Structural equation modeling analyses provided the results presented in Table 16. 
Table 16: Covariance and correlation between interestingness and personal significance for 28 tasks 
Task n r S.E. C.R. p 
1 719 .45 0.05 9.48 .000 
2 683 .34 0.05 6.38 .000 
3 534 .31 0.08 4.02 .000 
4 513 .39 0.07 5.82 .000 
5 429 .33 0.08 4.39 .000 
6 632 .47 0.05 9.98 .000 
7 413 .52 0.06 9.12 .000 
8 363 .52 0.05 10.88 .000 
9 614 .39 0.05 7.82 .000 
10 553 .50 0.12 4.12 .000 
12 541 .44 0.05 9.09 .000 
13 702 .50 0.04 12.36 .000 
14 345 .32 0.06 5.03 .000 
15 638 .38 0.05 7.96 .000 
16 413 .39 0.06 6.78 .000 
17 256 .53 0.07 7.15 .000 
18 628 .52 0.04 12.18 .000 
19 625 .46 0.04 10.27 .000 
20 534 .48 0.04 10.82 .000 
21 225 .53 0.07 8.09 .000 
22 199 .39 0.08 4.761 .000 
23 625 .57 0.04 13.40 .000 
24 430 .54 0.05 11.23 .000 
25 453 .41 0.06 6.42 .000 
29 421 .42 0.05 7.63 .000 
32 376 .35 0.06 5.76 .000 
33 363 .27 0.06 4.18 .000 
34 391 .60 0.05 11.17 .000 
Note. r = correlation between interestingness and personal significance 
In sum, there was a significant relationship between the experienced interestingness 
and the experienced personal significance for all tasks.  
In order to provide more meaningful results, a meta-analysis was conducted for all 
28 remaining learning tasks in this study using the R-package metacor (Laliberté, 
2011). This procedure indicated an overall r of .44 [.41, .47], p < .001. A graphical 
overview of the results is presented in Figure 15. 
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Figure 15: Results of the meta-analysis for correlations between interestingness and personal signifi-
cance 
 
Note. Each box represents the correlation of one task as named on the left. The size of the box represents the 
sample sizes for this task. 
Given these findings, there is no reason to reject hypothesis 2.1. 
Based on the findings with regard to the missing values of variables used for the 
results of this hypothesis testing, 66% of the tasks were not biased through missing 
values affected by gender, class, or cognitive performance. 
Hypothesis 2.2: The three groups of learning strategies are related to each other in 
terms of appropriate use. 
Again, Mplus was used for the SEM-procedure, which led to the results shown in 
Table 17. 
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Table 17: Correlations between the three groups of learning strategies in terms of appropriate use for 
28 tasks 
Task n rRH-OS S.E. C.R. p rRH-
ES 
S.E. C.R. p rOS-
ES 
S.E. C.R. p 
1 719 .013 0.00 5.58 .000 .019 0.03 6.31 .000 .012 0.00 6.41 .000 
2 683 .034 0.00 7.64 .000 .027 0.00 9.14 .000 .015 0.00 4.79 .000 
3 534 .050 0.01 8.17 .000 .021 0.00 5.68 .000 .028 0.00 6.19 .000 
4 513 -.006 0.00 -1.78 .074 .031 0.00 8.67 .000 .008 0.00 2.63 .009 
5 429 -.016 0.00 -3.53 .000 .031 0.00 8.45 .000 -.001 0.00 -0.31 .759 
6 632 -.013 0.00 -5.14 .000 -.032 0.01 -5.86 .000 .033 0.00 6.39 .000 
7 413 .013 0.00 2.73 .006 -.048 0.01 -6.78 .000 .009 0.00 2.44 .015 
8 363 .091 0.01 8.91 .000 .016 0.01 2.96 .003 -.003 0.00 -0.53 .599 
9 614 .044 0.01 7.77 .000 .032 0.00 8.69 .000 .023 0.00 5.13 .000 
10 553 .012 0.00 3.52 .000 -.018 0.00 -4.00 .000 .008 0.00 2.69 .007 
12 541 -.018 0.01 -3.13 .002 -.040 0.01 -6.00 .000 .064 0.01 10.36 .000 
13 702 .006 0.00 2.75 .006 .027 0.00 9.45 .000 .005 0.00 2.55 .011 
14 345 .001 0.00 0.13 .899 .037 0.00 7.65 .000 -.011 0.00 -2.01 .044 
15 638 .031 0.01 4.93 .000 .006 0.00 2.17 0.03 -.015 0.01 -2.66 .008 
16 413 .116 0.01 7.94 .000 -.022 0.01 -3.03 .002 -.010 0.01 -1.66 .097 
17 256 .006 0.00 1.69 .091 .012 0.00 2.58 0.01 .008 0.00 2.03 .042 
18 628 .016 0.00 4.12 .000 .035 0.00 9.50 .000 .027 0.00 7.59 .000 
19 625 .020 0.00 5.33 .000 .059 0.01 9.75 .000 .014 0.00 2.91 .004 
20 534 .010 0.00 3.15 .002 .039 0.00 9.23 .000 .015 0.00 3.65 .000 
21 225 .007 0.00 1.86 .063 .012 0.01 1.91 .048 -.008 0.01 -1.35 .176 
22 199 .040 0.01 4.46 .000 .064 0.01 5.69 .000 .027 0.01 2.89 .004 
23 625 .008 0.00 2.56 .010 .001 0.00 0.35 .729 .016 0.00 3.61 .000 
24 430 -.014 0.01 -2.46 .014 -.038 0.01 -5.04 .000 .037 0.01 5.12 .000 
25 453 .005 0.00 1.79 .074 .018 0.00 5.64 .000 -.002 0.00 -0.79 .428 
29 421 .029 0.01 2.25 .024 .001 0.01 0.15 .877 -.009 0.01 -1.21 .224 
32 376 .017 0.00 4.84 .000 .019 0.00 4.10 .000 .028 0.00 6.04 .000 
33 363 .008 0.00 1.95 .050 -.038 0.01 -5.44 .000 .000 0.00 -0.10 .922 
34 391 -.007 0.01 -1.25 .210 -.011 0.01 -1.57 .116 .050 0.01 6.03 .000 
Note. r = correlation-coefficient; rh =rehearsal strategy; os = organizational strategy; es = elaboration strategy 
As it can be seen in the table, the correlation coefficients differ significantly between 
single tasks. In order to test the hypotheses for all 28 tasks, meta-analyses were 
conducted again, leading to the following results: 
Table 18: Results of correlational meta-analyses for the groups of appropriate strategy use 
Correlation rmean p zmean SEz 
RH  OS .02 [.00, .03] .02 .02 [.00, .03] .01 
RH  ES .01 [-.01, .03] .13 .01 [-.01, .03] .01 
OS  ES .01 [.00, .03] .05 .01 [.00, .03] .01 
Note. RH = rehearsal; OS = organizational; ES = elaboration 
Firstly, the data show that there is a significant correlation between the appropriate 
rehearsal and organizational strategy use for 22 out of 28 tasks. Additionally, there 
is a significant correlation between appropriate rehearsal and elaboration strategy 
use for 25 tasks and between appropriate organizational and elaboration strategy 
for 21 tasks. It is important to note that the correlation is sometimes negative, which 
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makes overall conclusion unclear. Hence, the results of Table 18 must be inter-
preted with caution. 
As a core finding, it can be stated that the relationship between different groups of 
strategies differs substantially between tasks. 
In general, hypothesis 2.2 is rejected because there is no significant correlation be-
tween the appropriate use of rehearsal and organizational strategies, even when 
there are low correlations between the appropriate use of rehearsal and organiza-
tional strategies and between organizational and elaboration strategies. 
Based on the findings with regard to the missing values of variables used for the 
results of this hypothesis testing, 63% of the tasks were not biased through missing 
values affected by gender, class, or cognitive performance. 
The following hypotheses refer to regression coefficients of the underlying structural 
equation model shown in Figure 16. 
Figure 16: Structure model with labeled paths 
 
Note. dRH = Distance of rehearsal strategies; dOS = Distance of organizational strategies; dES = Distance of 
elaboration strategies; I = Interestingness; PS = Personal significance 
Detailed results for each path and each of the 28 tasks can be found in Appendix B. 
In order to gain a first-hand impression of the effect sizes across the tasks, boxplots 
of the distribution of the values for each coefficient are presented in Figure 17. The 
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regression coefficient for the path dES  PS covers a relatively wide range of mainly 
negative values across the 28 tasks. This means a higher level of experienced per-
sonal significance of a task leads to a reduction in the distance between the refer-
ence level and students’ reported strategy use. 
All three paths originating in interestingness (dOS  I; dRH  I; dES  I) cover a 
relatively small range of values showing both, positive and negative rates across all 
tasks. Similarly, the remaining paths originating in personal significance (dOS  PS, 
dRH  PS) cover both positive and negative values across all tasks, but the path 
dRH  PS shows a wider range of values than dOS  PS. 
As a consequence, personal significance seems to be, based on the data of this 
study, a more powerful predictor of the learning strategy distance between the ref-
erence level and students’ reported strategy use. However, this rough overall finding 
warrants a closer look at each task and testing of the following hypotheses sepa-
rately for every task. 
Figure 17: Distribution of the standardized regression coefficients for each path across 28 tasks 
 
Note. I = interestingness; PS = personal significance; dRH = distance rehearsal strategies; dOS = distance 
organizational strategies; dES = distance elaboration strategies; β = standardized regression coefficients; 
ESEM = models based on ESEM-like procedures  
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To provide a general overview of the possible effects, six meta-analyses were car-
ried out (Table 19). 
Table 19: Results of meta-analyses for the groups of appropriate strategy use 
Path βmean p SE 
dES ← I .02 [.00, .05] .03 .01 
dES ← PS -.13 [-.22, -.04] .001 .04 
dOS ← I -.03 [-.07, .02] .13 .02 
dOS ← PS .04 [.00, .08] .04 .02 
dRH ← I .00 [-.04, .04] .50 .02 
dRH ← PS .03 [-.03, .10] .15 .03 
Note. RH = rehearsal; OS = organizational; ES = elaboration 
 
Hypothesis 2.3: An increase in experienced interestingness has a negative effect 
on the distance variable based on rehearsal strategy use. 
Structural equation modeling analyses provided the results presented in Table 20. 
In sum, interestingness significantly predicted the distance between the reference 
level of the rehearsal strategies and students’ strategy use for 9 out of 28 tasks; for 
5 tasks, an increasing level of experienced interestingness led to a significantly re-
duced distance in the area of rehearsal strategies, and 4 tasks showed the opposite 
effect.  
For all 28 tasks, no significant effect of this path was found by the meta-analyses, 
as shown in Table 19. 
Overall, hypothesis 2.3 is rejected for 21 of 26 tasks. 
The variables used for testing this hypothesis were not prone to bias by MNAR val-
ues for 67% of the tasks. 
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Table 20: Regression coefficients for the path dRH  I for 28 tasks 
Task 
No. BdRH<-I SE C.R. p β 
1 -0.06 0.01 -4.02 .000 -0.19 
2 -0.03 0.01 -2.41 .016 -0.11 
3 0.00 0.02 0.26 .791 0.01 
4 0.03 0.01 1.87 .062 0.10 
5 0.00 0.01 0.15 .880 0.01 
6 0.02 0.01 1.19 .233 0.06 
7 -0.05 0.03 -1.89 .059 -0.12 
8 -0.09 0.03 -2.98 .003 -0.20 
9 -0.00 0.02 -0.27 .786 -0.01 
10 0.01 0.02 0.76 .447 0.04 
12 0.06 0.02 2.80 .005 0.15 
13 -0.02 0.01 -1.35 .177 -0.07 
14 0.03 0.02 1.72 .086 0.11 
15 0.01 0.01 0.50 .618 0.02 
16 -0.07 0.03 -2.04 .041 -0.12 
17 -0.00 0.02 -0.19 .846 -0.02 
18 0.00 0.02 -0.02 .985 0.00 
19 -0.06 0.02 -3.69 .000 -0.18 
20 -0.01 0.01 -1.08 .280 -0.06 
21 0.00 0.02 0.19 .851 0.02 
22 0.03 0.03 0.85 .396 0.07 
23 0.03 0.01 1.79 .073 0.10 
24 -0.01 0.02 -0.31 .759 -0.02 
25 0.02 0.01 1.35 .178 0.08 
29 -0.03 0.03 -0.95 .342 -0.05 
32 0.01 0.02 0.93 .354 0.06 
33 0.04 0.02 1.88 .006 0.11 
34 0.08 0.02 3.31 .001 0.23 
 
Note. B = unstandardized regression coefficient; I = interestingness; dRH = distance rehearsal strategies 
 
Hypothesis 2.4: An increase in experienced interestingness has a negative effect 
on the distance variable based on organizational strategy use.  
The results of analyses conducted for this path are presented in Table 21. 
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Table 21: Regression coefficients for the path dOS  I for 28 tasks 
Task 
No. BdOS<-I SE C.R. p β 
1 -0.01 0.01 -0.82 .412 -0.04 
2 -0.00 0.02 -0.23 .815 -0.01 
3 -0.08 0.02 -4.17 .000 -0.21 
4 -0.04 0.01 -2.87 .004 -0.15 
5 -0.08 0.02 -4.23 .000 -0.24 
6 0.01 0.01 0.67 .501 0.03 
7 -0.01 0.01 -0.52 .602 -0.03 
8 -0.15 0.03 -5.52 .000 -0.37 
9 0.04 0.02 1.81 .070 0.09 
10 0.02 0.01 1.81 .070 0.10 
12 0.03 0.02 1.92 .054 0.10 
13 0.01 0.01 1.00 .316 0.05 
14 -0.02 0.02 -0.96 .336 -0.06 
15 0.00 0.02 0.17 .866 0.01 
16 -0.12 0.03 -4.10 .000 -0.24 
17 0.03 0.02 1.85 .064 0.16 
18 0.01 0.02 0.55 .581 0.03 
19 -0.01 0.01 -0.73 .464 -0.04 
20 -0.01 0.01 -0.39 .698 -0.02 
21 -0.03 0.02 -1.50 .136 -0.13 
22 0.02 0.03 0.72 .473 0.06 
23 -0.01 0.01 -0.36 .720 -0.02 
24 0.03 0.02 1.64 .101 0.10 
25 -0.05 0.01 -3.51 .000 -0.20 
29 0.04 0.03 1.39 .165 0.08 
32 0.03 0.02 1.82 .069 0.11 
33 0.03 0.01 2.05 .041 0.12 
34 0.00 0.03 0.19 .850 0.01 
 
Note. B = unstandardized regression coefficient; I = interestingness; dOS = distance organization strategies 
 
In sum, interestingness significantly predicted the distance between reference level 
of the organizational strategies and students’ strategy use for 7 out of 28 tasks; for 
6 tasks, an increasing level of experienced task interestingness led to a reduced 
distance in the area of organizational strategies, and 1 task showed the opposite 
effect.  
As the result of the meta-analysis, it can be stated that there is no significant effect 
of this path.  
At task level, hypothesis 2.4 is rejected for 21 of 28 tasks. 
The variables used for hypothesis testing were not biased by MNAR values for 66% 
of the tasks. 
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Hypothesis 2.5: An increase in experienced interestingness has a negative effect 
on the distance variable based on elaboration strategy use. 
The results of structural equation modeling analyses for the path dES  I can be 
found in Table 22. 
Table 22: Regression coefficients for the path dES  I for 28 tasks 
Task 
No. BdOS<-I SE C.R. p β 
1 -0.01 0.01 -0.78 .435 -0.04 
2 -0.01 0.01 -0.61 .544 -0.03 
3 0.02 0.01 1.31 .190 0.06 
4 0.02 0.01 1.73 .084 0.09 
5 -0.01 0.01 -0.56 .575 -0.03 
6 0.01 0.03 0.22 .822 0.01 
7 0.04 0.02 1.91 .057 0.12 
8 0.02 0.02 1.49 .136 0.10 
9 0.05 0.01 3.60 .000 0.17 
10 0.04 0.02 2.24 .025 0.12 
12 0.02 0.02 0.96 .339 0.05 
13 0.01 0.01 0.51 .611 0.03 
14 0.01 0.02 0.76 .449 0.05 
15 0.00 0.01 -0.00 .999 0.00 
16 0.02 0.01 1.05 .294 0.06 
17 0.02 0.02 1.00 .319 0.08 
18 -0.01 0.01 -0.43 .667 -0.02 
19 -0.03 0.02 -1.45 .147 -0.07 
20 -0.02 0.02 -1.15 .250 -0.06 
21 -0.00 0.03 -0.13 .894 -0.01 
22 -0.03 0.03 -0.80 .425 -0.06 
23 0.01 0.02 0.31 .756 0.02 
24 -0.00 0.03 -0.12 .903 -0.01 
25 0.03 0.01 1.86 .062 0.11 
29 0.00 0.02 0.33 .741 0.02 
32 -0.01 0.02 -0.68 .496 -0.04 
33 -0.01 0.02 -0.30 .763 -0.02 
34 -0.02 0.03 -0.54 .591 -0.04 
 
Note. B = unstandardized regression coefficient; I = interestingness; dES = distance elaboration strategies 
 
In sum, interestingness significantly predicted the distance between the reference 
level of the elaboration strategies and students’ strategy use for 2 out of 28 tasks, 
and for none of the tasks did an increasing level of experienced task interestingness 
lead to a reduced distance in the area of organizational strategies.  
As the result of the meta-analysis, it can be stated that there is no significant effect 
of this path.  
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Hypothesis 2.5 is rejected for all tasks. 
The variables used for hypothesis testing were not biased by MNAR values for 67% 
of the tasks. 
Hypothesis 2.6: An increase in experienced personal significance has a positive ef-
fect on the distance variable based on rehearsal strategy use.  
The results of structural equation modeling analyses for the path dRH  PS can be 
found in Table 23. 
Table 23: Regression coefficients for the path dRH  PS for 28 tasks 
Task 
No. BdRH<-PS SE C.R. p β 
1 -0.05 0.02 -2.92 .003 -0.14 
2 -0.04 0.01 -2.69 .007 -0.12 
3 0.05 0.02 3.17 .001 0.16 
4 -0.04 0.01 -2.81 .005 -0.15 
5 -0.00 0.01 -0.25 .802 -0.01 
6 0.01 0.01 0.68 .496 0.03 
7 0.08 0.03 2.87 .004 0.19 
8 0.12 0.03 4.20 .000 0.29 
9 -0.06 0.02 -3.91 .000 -0.19 
10 0.04 0.02 2.04 .042 0.12 
12 0.04 0.02 1.91 .055 0.10 
13 -0.02 0.01 -1.65 .098 -0.08 
14 -0.02 0.02 -0.94 .345 -0.06 
15 -0.05 0.01 -3.50 .000 -0.17 
16 0.20 0.03 5.90 .000 0.34 
17 0.04 0.02 1.69 .090 0.14 
18 -0.01 0.02 -0.59 .558 -0.03 
19 -0.02 0.02 -1.43 .153 -0.07 
20 -0.02 0.01 -1.42 .156 -0.08 
21 0.03 0.02 1.47 .141 0.13 
22 -0.09 0.03 -2.83 .005 -0.23 
23 0.05 0.01 3.27 .001 0.18 
24 0.08 0.02 3.81 .000 0.24 
25 0.04 0.01 2.93 .003 0.17 
29 -0.19 0.03 -6.47 .000 -0.37 
32 0.06 0.02 3.83 .000 0.23 
33 0.09 0.02 4.08 .000 0.24 
34 0.04 0.02 1.65 .098 0.12 
Note. B = unstandardized regression coefficient; PS = personal significance; dRH = distance rehearsal strate-
gies 
In sum, personal significance significantly predicted the distance between the ref-
erence level of the rehearsal strategies and students’ strategy use for 17 out of 28 
tasks; for 10 tasks, an increasing level of experienced personal significance led to 
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an increased distance in the area of rehearsal strategies, and 10 tasks showed the 
opposite effect.  
As the result of the meta-analysis, it can be stated that there is no significant effect 
of this path.  
Overall, hypothesis 2.6 is rejected for 18 of 28 tasks. 
The variables used for hypothesis testing were not biased by MNAR values for 62% 
of the tasks. 
Hypothesis 2.7: An increase in experienced personal significance has a negative 
effect on the distance variable based on organizational strategy use. 
The results of analyses conducted for this path are presented in Table 24. 
Table 24: Regression coefficients for the path dOS  PS for 28 tasks 
Task 
No. BdOS<-PS SE C.R. p β 
1 0.01 0.01 0.86 .389 0.04 
2 -0.02 0.02 -1.45 .147 -0.07 
3 0.07 0.02 3.33 .001 0.17 
4 0.04 0.01 2.44 .015 0.13 
5 0.05 0.02 2.28 .023 0.13 
6 0.03 0.01 2.61 .009 0.13 
7 0.04 0.01 2.45 .014 0.16 
8 0.13 0.03 4.68 .000 0.32 
9 -0.09 0.02 -4.16 .000 -0.20 
10 0.00 0.01 0.01 .992 0.00 
12 0.01 0.02 0.42 .675 0.02 
13 -0.01 0.01 -0.80 .426 -0.04 
14 0.07 0.02 3.21 .001 0.20 
15 -0.02 0.03 -0.72 .472 -0.04 
16 0.08 0.03 2.78 .005 0.16 
17 -0.04 0.02 -1.95 .051 -0.17 
18 0.00 0.02 0.24 .812 0.01 
19 0.03 0.01 2.25 .025 0.11 
20 0.02 0.01 1.12 .260 0.06 
21 0.02 0.02 1.17 .242 0.10 
22 -0.06 0.03 -2.29 .022 -0.19 
23 -0.01 0.02 -0.66 .510 -0.04 
24 -0.03 0.02 -1.67 .095 -0.11 
25 0.03 0.01 2.20 .028 0.13 
29 -0.08 0.03 -2.46 .014 -0.15 
32 0.04 0.02 2.72 .007 0.16 
33 0.02 0.01 1.44 .149 0.09 
34 -0.00 0.02 -0.20 .843 -0.01 
Note. B = unstandardized regression coefficient; PS = personal significance; dOS = distance organization 
strategies 
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In sum, experienced personal significance significantly predicted the distance be-
tween the reference level of the organizational strategies and students’ strategy use 
for 14 out of 28 tasks; for 3 tasks, an increasing level of experienced personal sig-
nificance led to a reduced distance in the area of organizational strategies, and 11 
tasks showed the opposite effect.  
The meta-analysis result shows that there is a significant effect of this path, but not 
as expected. An increase in experienced personal significance leads to a slight in-
crease in the distance between the reference level of organizational strategy use 
and students’ reported strategy use.  
Overall, hypothesis 2.7 is rejected for 25 of 28 tasks. 
The variables used for hypothesis testing were not biased by MNAR values for 62% 
of the tasks. 
Hypothesis 2.8: An increase in experienced personal significance has a negative 
effect on the distance variable based on elaboration strategy use.  
The results of analyses conducted for the path dES  PS are presented in Table 
25.  
In sum, personal significance significantly predicted the distance between the refer-
ence level of the elaboration strategies and students’ strategy use for 18 out of 28 
tasks; for 14 tasks, an increasing level of experienced personal significance led to 
a reduced distance in the area of elaboration strategies, and 4 tasks showed the 
opposite effect.  
In sum, personal significance is a possible predictor of the distance in the area of 
elaboration strategies. Increasing experienced personal significance can lead to a 
reduced distance between the students’ reported elaboration strategy and the ref-
erence level set by teachers. 
In general, there is a significant effect of this path per the meta-analyses.  
Overall, there is no reason to reject hypothesis 2.8 for 14 of 28 tasks.  
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Table 25: Regression coefficients for the path dES  PS for 28 tasks 
Task 
No. BdES<-PS SE C.R. p β 
1 0.01 0.01 0.54 .591 0.03 
2 -0.02 0.01 -1.57 .117 -0.07 
3 0.07 0.01 5.61 .000 0.28 
4 0.03 0.01 2.06 .039 0.11 
5 -0.02 0.01 -1.21 .227 -0.07 
6 -0.20 0.03 -7.41 .000 -0.36 
7 -0.04 0.02 -1.89 .058 -0.12 
8 0.03 0.02 1.59 .111 0.11 
9 -0.01 0.01 -0.94 .348 -0.05 
10 -0.11 0.02 -6.35 .000 -0.36 
12 -0.14 0.02 -6.75 .000 -0.35 
13 -0.05 0.01 -3.72 .000 -0.19 
14 -0.10 0.02 -5.09 .000 -0.31 
15 0.08 0.01 6.16 .000 0.29 
16 0.00 0.01 0.32 .747 0.02 
17 0.01 0.02 0.39 .697 0.03 
18 -0.01 0.01 -0.38 .701 -0.02 
19 -0.15 0.02 -6.96 .000 -0.33 
20 -0.07 0.02 -3.96 .000 -0.21 
21 -0.17 0.03 -4.80 .000 -0.40 
22 -0.16 0.03 -4.71 .000 -0.37 
23 -0.17 0.02 -7.80 .000 -0.41 
24 -0.22 0.03 -7.67 .000 -0.45 
25 0.00 0.01 0.30 .764 0.02 
29 0.11 0.02 6.70 .000 0.39 
32 -0.06 0.02 -3.02 .003 -0.18 
33 -0.13 0.02 -5.97 .000 -0.35 
34 -0.14 0.03 -4.46 .000 -0.30 
Note. B = unstandardized regression coefficient; PS = personal significance; dES = distance elaboration stra-
tegies 
 
The variables used for hypothesis testing of this hypothesis were not biased by 
MNAR values for 61% of the tasks. Figure 18 shows the range of the significant 
regression coefficients covering all 28 tasks.  
In sum, there is a significant level of covariance and as a consequence, a significant 
level of correlation between the two components of situational interest, i.e., interest-
ingness and personal significance, for all 28 tasks.  
In contrast to this finding, results of the regression paths of the model provide more 
complex results. While interestingness is only a weak predictor of distances be-
tween reference level and the reported students’ use of learning strategies, personal 
significance was found to be more powerful, especially for deep-processing strate-
gies, like the group of elaboration strategies.  
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In addition, personal significance can, depending on specific task features, increase 
or decrease the distance between the reference level and the reported strategy use 
in the area of rehearsal strategies. 
Figure 18: Meta-analytic estimation of the standardized regression coefficients and correlations for 
each path across 28 tasks (95% confidence intervals) 
 
Note. I = interestingness; PS = personal significance; dRH = distance rehearsal strategies; dOS = distance 
organizational strategies; dES = distance elaboration strategies; n.s. = non-significant paths (p > .05). 
  
  
  
159 
6. Discussion, implications, and conclusion 
6.1 Summary of the results 
The central question of this study was regarding the role of situational interest as a 
predictor of the reported appropriate use of cognitive learning strategies in the field 
of learning tasks in the subject of history. As the measure of appropriate use of 
strategies, an adapted version of the Manhattan distance between the students’ re-
ported task-specific strategy use and a reference level set by teacher assessments 
was used. It has been assumed that an increase in situational interest leads to a 
reduced distance especially in the area of deep-processing strategies. By means of 
structural equation modeling, different impacts of different facets of situational inter-
est (interestingness and personal significance) on the three kinds of cognitive learn-
ing strategies (rehearsal, organization, and elaboration) have been explored. It was 
found that the personal significance facet of situational interest is an important pre-
dictor of the distance in the area of elaboration strategies.  
Overall, interestingness as the emotion-related component of situational interest 
played a minor role as a predictor of adequate learning strategy use and led, in 
general, to a significant reduction in the appropriateness of the use of elaboration 
strategies. 
Interestingly, it could be said that, overall, the appropriateness of strategy use is at 
a higher level for the group of rehearsal strategies than for the groups of organiza-
tional and elaboration strategies. This point supports the assumption that former 
traditions in German history classrooms based on data and facts and memorizing 
them (Heuer, 2010, p. 92) can close the gaps between teachers’ intended strategy 
use and students’ reported strategy use for the surface-processing strategies but 
not for deep-processing strategies.  
In addition, the level of students’ reported strategy use falls behind the reference 
level for the tasks for the group of organizational and elaboration strategies. There-
fore, results of this study call for changes in German history education in schools 
(Barricelli, Gautschi & Körber, 2011, pp. 230, 231; Gautschi, Bernhardt & Mayer, 
2011, pp. 345, 346; Heuer, 2012, p. 102).  
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Table 26: Summary of the results of hypotheses testing 
 Hypothesis Support 
in general  
% of support on 
task level 
1.1 The distance between the reference level 
and the level of students’ reported strategy 
use is, on average, smaller for the group of 
rehearsal strategies than for the groups of 
organizational and elaboration strategy. 
Yes 82 % 
1.2 The level of students’ reported organiza-
tional strategy use falls behind the reference 
level on average. 
Yes  
1.3 The level of students’ reported elaboration 
strategy use falls behind the elaboration task 
potential on average. 
Yes  
2.1 The experienced interestingness as the 
emotional component of situational interest 
is related to experienced personal signifi-
cance, the value-related component. 
Yes 100% 
2.2 The three groups of learning strategies are 
related to each other in terms of their appro-
priate use. 
rehorg Yes 
rehela No 
orgela Yes 
rehorg 79 % 
rehela 89 % 
orgela 75% 
2.3 An increase in experienced interestingness 
has a negative effect on the distance varia-
ble based on rehearsal strategy use. 
No 18% 
2.4  An increase in experienced interestingness 
has a negative effect on the distance varia-
ble based on organizational strategy use. 
No 21% 
2.5  An increase in experienced interestingness 
has a negative effect on the distance varia-
ble based on elaboration strategy use. 
No 0% 
2.6 An increase in experienced personal signifi-
cance has a positive effect on the distance 
variable based on rehearsal strategy use. 
No 36% 
2.7 An increase in experienced personal signifi-
cance has a negative effect on the distance 
variable based on organizational strategy 
use. 
No 11% 
2.8 An increase in experienced personal signifi-
cance has a negative effect on the distance 
variable based on elaboration strategy use. 
Yes 50% 
Note. ĥ% of supportĦ – percentage of the learning tasks covered by this study supporting the hypothesis; reh = 
appropriateness of rehearsal strategy use; org = appropriateness of organizational strategy use; ela = appro-
priateness of elaboration strategy use 
Table 26 provides an overview of the hypotheses and the results of hypothesis test-
ing. 
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6.2 Methodological challenges 
With further developments in task-specific data collection in the area of cognitive 
learning strategies, this study faced some methodological challenges. On the one 
hand, the large number (34) of tasks and topics covered by this study led to an 
increased transferability of the results to other topics or tasks. On the other hand, 
the students and teachers needed a long period of time for completing a huge 
amount of questionnaires, in some cases, leading to missing values. Although there 
was a considerable amount of MNAR-values for some tasks, the majority of the 
tasks were not biased by them.  
Per the theory of self-regulated learning, in which this study is positioned, students 
should be given the opportunity to choose between tasks. This was realized by of-
fering tasks in three learning buffets from which students could choose tasks. This 
led to a reduced sample for each task and an increased likelihood of missing values 
for both dependent and independent variables. In order to address this issue, oblig-
atory tasks were included in the buffets. 
One reason for missing values in the data sets of this study was the task-specific 
ALSI questionnaire, which required a reasonable time for completion. In order to 
reach a higher level of exploratory power, 30 items had to be used for this study. 
Although this huge number of items may have led to more missing values in the 
data, this enabled the ALGe group to cast a glance on the function of specific re-
ported strategy action and allowed further development of this questionnaire within 
this study. 
However, there were some other possible influences on the quality of this study: In 
order to get valid results, teachers should prevent cooperation between students of 
their classes while working on the learning tasks of this study. In order to ensure the 
success of the teachers in doing so, the ALGe-group asked them to produce reports 
for each topic, specifying whether this goal of individual work was reached.  
Another issue deals with the variable of situational interest: In conjunction with the 
problem of the length of questionnaires mentioned above, the exact time of meas-
urement can influence the validity of the measurement. According to Ainley and Hidi 
(2002), interest variables can change while working on tasks. However, owing to 
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economic and motivational reasons, it was not possible to collect task-specific inter-
est and learning strategy data more often than once per task. Thus, situational in-
terest data were collected after the participants’ first scanning of the task. This pro-
cedure provides the advantage of drawing conclusions for the impact of task fea-
tures on motivation, but it cannot be safely assumed that additional perceptions dur-
ing the working process influenced situational interest after data collection. However, 
this point of measurement fulfilled the requirements of this study in the best way. 
In the case of data collection in the area of learning strategies, further limitations 
were observed. These limitations are related to open questions in the theory of cog-
nitive learning strategies. First of all, it is not clear whether learning strategies are 
fully conscious and therefore reportable by participants. Secondly, actually used 
learning strategies may be forgotten until they must be reported. In order to exclude 
these influences, the participants were asked to report their strategy use directly 
after solving each individual task. However, it cannot be assumed that data collected 
through the ALSI questionnaire covered cognitive learning strategies in their whole 
range. However, this type of data collection is highly economical and the develop-
ment of this questionnaire within this study ensured a satisfying level of exploratory 
power.  
6.3 Dimensions of the constructs  
A well-studied theoretical framework provides a solid basis for valid and reliable 
instruments to collect the data for the variables included in a study. Unfortunately, 
the constructs of reported cognitive learning strategies showed considerable weak-
ness in some parts. Therefore, this study also looked at the factorial structure of 
both constructs mentioned above. 
6.3.1 Situational interest 
As an important finding, situational interest data of all tasks showed a high proba-
bility of a two-factorial structure. Previous research sometimes failed to clarify this 
point. The difference in the current study is that the situational interest questionnaire 
of this study separated the items for interestingness and personal significance in 
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two separate blocks. Possibly, this procedure helped students to think of two differ-
ent aspects of the construct of situational interest. Anyhow, these findings confirm 
the results of prior research following the same procedure (Mägdefrau & Michler, 
2017, in press). 
As mentioned above, the two-factorial structure of situational interest could be clar-
ified statistically for the data pertaining to all 34 tasks of this study. Of note, these 
two factors explained on average 68.4% of the variance.  
As these two components cover different aspects of situational interest (interesting-
ness as the emotion-related facet and personal significance as the value-related 
facet), their importance for different stages of interest development as described by 
the Four-Phase Model of Interest Development (Hidi & Renninger, 2006) might be 
different.  
Ferdinand (2014) found that there is an effect of individual interest on experienced 
situational interest. Therefore, experienced facets of situational interest which mark 
different levels of interest development could provide indications of current stages 
of interest development in a sample. As a consequence, the assumption of very low 
level of individual interest in history of the sample of this study seems to be con-
firmed by the data. Importantly, this conclusion is strictly limited to this sample be-
cause high and low track students significantly differ from the middle track sample 
of this study. Nevertheless, the findings of actual levels of interest development 
seem to be crucial for teachers, who try to design adequate learning tasks for indi-
vidual students of their classes. 
Another important aspect to note is the unattended influence of peers in the class 
on situational interest. Even if the ALGe-group asked participating teachers to 
strictly demand individual work to minimize peer influences, there seem to be pos-
sible effects at classroom level, which might influence the individuals’ experience of 
situational interest. 
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6.3.2 Cognitive learning strategies 
However, results of the factor analyses were less clear for the construct of cognitive 
learning strategies. Only data for 82% of the tasks showed the theoretically indicated 
three-dimensional structure. There were several attempts to explain these findings: 
• An exploration of the activities required by the tasks, which showed a deviat-
ing factorial structure, showed that a huge amount of different student activi-
ties was covered (essays, short answers, asking questions, hands-on activ-
ity). As a result, it is unlikely that student activity recommended by the task 
was a crucial factor for the results of the factorial structure analysis of the 
learning strategy data. 
• In addition, the sample size of the individual task played no role in explaining 
the different factorial structures because a huge variety of sample sizes can 
be found in tasks with a different structure. 
• The third attempt followed the assumption that there could be too many items 
with an extremely low or high level of responses. Again, there was a wide 
range of items which showed extremely low or high scores. As a conse-
quence, no reasonable differences could be found in comparison with the 
tasks showing the expected three-dimensional structure. 
While these attempts might have been unsuccessful, theoretical considerations 
could provide a possible explanation for the findings of this study. Even though many 
researchers focusing on cognitive learning strategies believe that there are three 
different sorts, other strands of research (ATL approaches) assume that organiza-
tional strategies are no distinct group. Indeed, the excluded eight tasks showed a 
two-factorial structure. Perhaps, there are task features, which have a significant 
influence on the importance of the third group of strategies. As organizational strat-
egies represent the worst value-cost relationship of all three types of cognitive learn-
ing strategies (Karabenick, 2016), there are probably some tasks which are too easy, 
too boring, or even too less or too much demanding that lead to reduced importance 
of a whole group of learning strategies. Another possible explanation is that organ-
izational strategies act Ġ under circumstances which are not clarified until today Ġ 
as a feeder for rehearsal and elaboration strategies. The ALGe group presented 
recent research (Böhm et al., 2016) suggesting this assumption. 
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6.4 Task specific use of cognitive learning strategies 
This study focused on the task-specific use of learning strategies in the subject of 
history. Alexander (2016) suggests that a significant proportion of students does not 
strive for the goal of knowledge building but simply tries to manage information. This 
might lead to a surface-level processing of information. This assumption was con-
firmed by the results of this study. In addition, for the groups of organizational and 
elaboration strategies, the students’ reports did not reach the teachers’ expectations 
for appropriate strategy use. 
A possible explanation of this finding can be found in a recently revived discussion 
(Karabenick, 2016) about the importance of learning strategy motivation. In his key-
note at the Conference on Motivation in Thessaloniki, Stuart A. Karabenick high-
lighted the importance of the value-cost relationship for reported strategy use. He 
further explained that the group of organizational strategies has the worst value-cost 
relationship. Thus, it is not surprising that this group of strategies has been reported 
in this study at the lowest level, more so as the average individual interest of the 
participants was not at an impressively high level. In addition, according to the key-
note mentioned above, elaboration strategies seem to have a very positive value-
cost relationship, which might explain the unexpectedly high level of this cognitive 
learning strategy use in this group. 
6.5 Task-specific reference levels of cognitive learning strategy use 
As mentioned in the section about methodological implications, a huge challenge in 
prior research consisted of tasks-specific data collection of cognitive learning strat-
egy use (Artelt, 2000; Wernke, 2013). One possible reason behind this is the chal-
lenge of designing a valid and reliable questionnaire for task-specific strategy use. 
Common instruments often lack validity because items covering strategy-related ac-
tivities are not relevant for all tasks in the same manner. In addition, it is plausible 
to assume that not showing the highest level of strategy use but showing an ade-
quate level of strategy use is the best way to deal with a task. To deal with these 
problems, this study suggested the use of a reference level set up by teachers for 
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adequate learning strategy use for each task. Therefore, the teachers were asked 
to think of an ideal student who solves the task in a good way. 
Subsequently, the teachers’ ratings were averaged to provide a reference level for 
each item and each task. This procedure raises the following questions: 
• First of all, it should be discussed whether teachers are able to set up such 
a reference level for ideal use of learning strategies. Although, for example, 
university lecturers, as experts in the area of learning strategies, might have 
deeper knowledge about strategies, teachers of history classes are experts 
in actual strategic behavior of students involved in this study. In addition, they 
have been involved in appropriate theoretical and practical training. Thus, it 
was hard to find a better fitting group to set up the reference level. This point 
is supported by the findings of Hinds (1999), who found that experts like uni-
versity lecturers are not necessarily experts in empathizing in thinking of nov-
ices as students rather than as intermediates. 
• As a second point, the question regarding how to deal with variance between 
teachers in learning strategy expectations for ideal students arises. It can be 
assumed that teachers’ expectations in the area of learning strategies are 
based on prior experiences and studies of each teacher, which might differ. 
Nevertheless, the mean of these expectations provides the best possible 
measure for such a reference level if it is the goal of a study to achieve gen-
eralizable results. 
• In recent times, the first trends of de-generalization can be observed, which 
are not followed by the idea of a reference level as done in this study. Nev-
ertheless, it would be an interesting aspect to compare students’ individual 
strategy use with their individual teacher’s expectations of good strategy use. 
According to models of determinants of achievement (Helmke & Schrader, 
2006), interactions between students and their teachers are important pre-
dictors of learning. As a consequence, it might be beneficial to take a closer 
look at the quality of interaction between teachers and their students in each 
individual classroom. 
In sum, this study attempted to highlight the necessity of a task-specific reference 
level to assess the adequacy of learning strategy use and say goodbye to the con-
cept of ĥThe more Ġ the betterĦ in the area of task-specific learning strategies.  
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6.6 Adequate task-specific learning strategy use 
As a consequence of the considerations mentioned above, the measure of adequate 
task-specific learning strategy use was reported. This study tested hypotheses, 
which deal with this measure. Thus, it could be stated that the distance between the 
reference level and the level of students’ reported strategy use is, on average, 
smaller for the group of rehearsal strategies than for the groups of organizational 
and elaboration strategies. The background of this hypothesis was the predominant 
instruction style in German history classrooms, which is still based mainly on data 
and facts although there is a growing group of teachers who pursue alternative paths 
in instruction.  
Even for the subject of history, there are calls for a new learning and task culture in 
the classrooms. Self-regulation, self-organization, autonomy-support, individual re-
sponsibility, and reflection are demanded to build a new basis of history instruction 
in German-speaking countries (Barricelli, Gautschi & Körber, 2011, pp. 230, 231; 
Heuer, 2010, pp. 88, 89, 2011, pp. 43, 44; 2012, p. 102; Wenzel, 2011, p. 23). Ac-
cording to Wenzel (2011, p. 24), teachers serve as the basis for the establishment 
of this new learning and task culture. These ideas are considered important by stu-
dents as well (Waldis & Buff, 2007, p. 204). 
The reality, however, is quite different: It can be seen that clearly structured tasks 
and the reproduction of knowledge (Heuer, 2010, p. 92) are dominating history clas-
ses (Wenzel, 2011, pp. 28, 29) and tasked-based learning is underdeveloped 
(Messner & Buff, 2007, p. 150). In addition, history tasks were leading mainly to 
writing activities, such as comprehension, report, and explanation. Reflection and 
comparison seem to be underdeveloped (Thünemann, 2010, p. 57). The location of 
this study, Bavaria, a southern state of Germany, shows a similar picture: Analyses 
of history school text books showed that included tasks did not meet the require-
ments mentioned above (Wild, 2012, p. 81). 
Data and facts as subjects of instruction seem to facilitate the use of rehearsal strat-
egies in a more efficient way than the use of other strategy groups. Because this 
strategy group reflects real life in German history classrooms, it was plausible to 
assume that teachers and students are rather united in the area of this strategy 
group. 
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In addition, there were two further hypotheses which dealt with the relation between 
the reference level and the students’ reported strategy use. Firstly, the data sup-
ported the assumption that students reported less use of organizational strategies 
than the reference level scheduled. Again, this finding can be explained by the find-
ings of Karabenick (2016). It is understandable that teachers require activities with 
higher costs than students are willing to pay. 
Secondly, there was a similar assumption for the group of elaboration strategies. 
Again, the reference level surpassed the average reported use of the student group. 
In addition to the reasons mentioned in the prior section about organizational strat-
egies, one further possible explanation can be found in students’ behavior as a 
group. It is plausible that not all members of a group act like the ideal student. There-
fore, on average, there might be a lower level of deep-processing strategy use and 
therefore a lower level of reported elaboration strategy use. 
6.7 The problem of causal relationships 
As Ferdinand (2014) stated, structural equation modeling facilitates causal conclu-
sions but there are requirements of data quality and study design which limit the 
possibility of these conclusions. Although the data for the dependent variables (cog-
nitive learning strategies) of this study were collected after collecting the data for the 
independent variables, i.e., interestingness and personal significance, caution must 
be exercised when interpreting the effects.  
In addition, the current study used means of variables to interpret relationships be-
tween variables, which may lead to a loss of information. Nevertheless, much effort 
has been made to ensure that the data and methods are as reliable as possible to 
achieve a high probability of the following results. 
6.8 Situational interest as a predictor of adequate strategy use 
The core of this study is formed by the relationships between the facets of situational 
interest and the three groups of cognitive learning strategies. In this case, it has 
been assumed that interestingness mainly affects the distance in the area of surface 
strategies and personal significance in the area of deep-processing strategies. 
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While personal significance data supported an effect on elaboration strategy use for 
69% of the tasks, interestingness did not meet the expectations and showed very 
little effect. In addition, personal significance showed an impact on rehearsal strat-
egies for data for 31% of the tasks. 
In sum, it can be stated that the two components of situational interest affect the 
adequate use of cognitive learning strategies in different ways. While personal sig-
nificance predicted the use of deep-processing strategies, interestingness played a 
minor role.  
One possible explanation could be that students hold different levels of individual 
interest in history which affect, as suggested by Ferdinand (2014), their experienced 
situational interest and therefor, as suggested by the 3PLS-model, the use of learn-
ing strategies.  
Another explanation could be given by a chronology of situational interest experi-
ences: While interestingness, as the catch component, could lead a student to 
choose a task, personal significance could lead to a deeper engagement while solv-
ing that task. Thus, which component predominates depends on the time of data 
collection and is influenced by the last activity the student did before completing the 
questionnaire.  
Additionally, hypothesis including the variable of organizational strategies showed 
less widespread support than hypothesis covering rehearsal or elaboration strate-
gies. This seems to prove the special status of this strategy group. 
Aside from these findings, the most important finding of this thesis is that there is a 
huge amount of variance between the tasks in this study. Even when some findings 
seem to be generalizable, it seems even more important in the future to take a closer 
look at specific task features and circumstances.  
6.9 Practical relevance of the findings 
Given the collaboration with history teachers when designing the tasks and the im-
plementation of their instructions, practitioners in schools would need to consider 
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the practical relevance of the findings of this study. Unfortunately, there are limita-
tions for the conclusions related to the structure of the sample and the structure of 
missing values in this study. 
 
1. Similar to prior research, this study supported the view that it is very important 
for teachers to know their students very well. Not only knowledge about their 
prior factual and procedural knowledge but also knowledge about the struc-
ture of their interest seem to be important. Thus, it can be assumed that stu-
dents of different levels of interest development need different learning tasks 
to fulfill their motivational needs. Teachers are only able to design adequate 
learning materials if they have this knowledge about their students. Ferris, 
Brown, Liu, Eugenia, and Stine (2011, p. 219) and Barkhuizen (1998, p. 85) 
concluded that teachers often know far too little about the initial situations of 
their students. Den Brok, Bergen, and Brekelmans (2006) put this into per-
spective and argued that teachers’ knowledge about students’ perceptions 
depends largely upon their style of instruction. Hence, a critical reflection of 
one’s instructional style could help reduce discrepancies between teachers 
and students even in the area of learning strategies. Nunan (1995, p. 154) 
suggested strategies to overcome these discrepancies: Firstly, students’ 
goals should be set explicitly and made visible by themselves. Secondly, 
teachers should enable a link to the real world outside the classroom. Thirdly, 
students should receive strategic training. Fourthly, teachers should notice 
when one approach is funny. Fifthly, teachers should enable choice and al-
ternative approaches to solving tasks. Sixthly, tasks should be designed to 
hold a high potential of adaptiveness. Seventhly, the tasks should enable 
self-directed learning. Hence, this thesis supports major parts of these re-
quirements.  
2. This point again deals with some of Nunan’s suggestions: The link to the real 
world outside of the classroom and the setting of individual goals. If teachers 
want to reach the goal of deep processing for their students, it might be a 
huge step forward to ask them about relevant topics and activities. Imple-
mentation of these findings in learning material and instruction should be the 
most promising way to reach the goal of gaining long-lasting knowledge. This 
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confirms the findings of Harackiewicz, Canning, Tibbetts, Priniski, and Hyde 
(2015, p. 1), who found that utility value interventions can help close achieve-
ment gaps. In addition, recent research showed good results by context per-
sonalization (Ku & Sullivan, 2000, p. 49; López & Sullivan, 1992). ĥContext 
personalization refers to matching instructions to students' out-of-school in-
terests and experiences" (Walkington, Petrosino & Sherman, 2013, p. 89). 
This may help increase students’ perception of subject matter, as suggested 
by Broekkamp, Hout-Wolters, Van den Bergh, and Rijlaarsdam (2004). In ad-
dition, there is a huge amount of evidence for the impact of value-related 
components in tasks: Eccles, Wigfield, and Schiefele (1998, p. 1026) identi-
fied interest as a component of subjective task value and refer to the connec-
tion between task values and academic self-concept. Low and Jin (2009, 
p. 161) highlighted relevance, attractiveness, and right degree of challenge 
as important task factors. Furthermore, Caulfield (2010, p. 1) proved the ĥ[…] 
relationship between perceived value of the learning task, perceived effort 
put forth in achieving the learning task and perceived student engagement in 
learning.Ħ Anmarkrud and Bråten (2009, p. 254) found correlations between 
task value of a reading task and topic knowledge (r = .37), reading efficacy (r 
= .37), and reading comprehension (r = .46). Gendolla (1999) found a con-
nection between self-relevance of performance and task engagement, quan-
tified as cardiovascular response, for a sample of university students only for 
difficult tasks. Johnson and Sinatra (2013) provided a way to foster task en-
gagement through induction of task-value instruction. Tiruneh et al. (2015) 
found in a sample of Ethiopian university students that relevance interven-
tions in task design can foster critical thinking. Similarly, Gwizdka (2014, 
p. 283) stated that documents perceived as relevant are read continuously 
whereas irrelevant documents are scanned.  
3. In the subject of history, it could be dangerous to assume very high levels of 
students’ individual interest and therefore waive the optical features of tasks. 
Especially when establishing self-regulated learning environments, the catch 
component is very important to trigger situational interest and establish a 
starting point for deep-learning processes. In order to determine which task 
features provide interestingness as the emotion-related component of situa-
  
172 
tional interest, Nunan’s fourth point can be considered. Anderman and An-
derman (2010, pp. 17, 18) pointed out that six aspects may lead to higher 
interestingness: Firstly, students should be able to choose between various 
learning tasks. Secondly, elements of the tasks, such as texts, should be well 
structured. Thirdly, these texts should provide a vivid description of the sub-
ject matter. Fourthly, texts should enable a connection to students’ previous 
knowledge. Fifthly, learning tasks should foster deep-learning strategies and 
lastly provide relevant hints for students. For the domain of chemistry, Har-
bach (2013) mentioned that tasks with a connection to day-to-day terms lead 
to a higher degree of topic-specific interest. Artzt, Armour-Thomas, and Cur-
cio (2012, p. 158) found this for mathematics. In this context Erdmann, 
Höpfner, and Schedel (1998, p. 97) stressed on the importance of real-world 
tasks. Other pieces of research proved that simulation of real-world scenarios 
(Ronen & Eliahu, 2000), classroom discussions (Del Favero et al., 2007), or 
stimulating tasks (Guthrie et al., 2006, p. 232) attain the same result. Liu, 
Toprac, and Yuen (2009) inter alia found choice, identity, interactivity, novelty, 
sensory engagement, authenticity, and challenge as important factors for 6th 
graders’ motivation while solving a task in a multimedia-learning environment. 
4. As suggested by the data from this study, there is a huge amount of variance 
between single tasks. Thus, there are many possible ways in which students 
may reach their goals. As a consequence, providing different possible ap-
proaches and solutions might help close the gap between teachers and stu-
dents.   
6.10 Additional research 
6.10.1 Task-specific approaches 
Despite methodological problems, a task-specific approach to explaining the rela-
tionship between several variables which lead the way from perception of a learning 
material to the quality of learning seems to be promising. In addition, it makes sense 
to explore different tasks in different classes to cover a wide range of possible situ-
ations. 
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Furthermore, a huge step forward would be to analyze the impact of specific task 
features on situational interest and learning strategies by the means of experimental 
methods in field research because only under this condition, it can be ensured that 
motivational influences are not neglected from the outset.  
6.10.2 Classification systems for learning tasks 
For this approach, it would be helpful to establish a reliable classification system of 
history tasks. Unfortunately, there are no common rules for classification of tasks. 
Taxonomies differ according to the specific tradition or perspective of research. In 
addition, there is often no scientific evidence for these single classifications. Cohen, 
Manion, and Morrison (2012, p. 88) focused on students’ activity during task solving. 
They distinguished between incremental tasks (purpose of knowledge growth), re-
structuring tasks (purpose of new knowledge structures), enrichment tasks (transfer 
of knowledge from familiar to new task settings), practice tasks, and revision tasks 
(reflection about tasks already done). Per a constructivist view on learning, it re-
mains unclear whether these types of tasks are distinct or overlapping. It may be 
assumed that incremental tasks and restructuring tasks, for example, have some 
degree of overlapping. Tulodziecki, Herzig, and Blömeke (2004, p. 83) took a similar 
path by making a distinction between complex problems, complex decision cases, 
complex creation tasks, and finally complex reasoning tasks. Tulodziecki and col-
leagues consider these four types of tasks important for learning processes. Leisen 
(2006, p. 260) classified many different students’ activities during tasks solving in 
mathematics into two main groups of learning tasks and assessment/achievement 
tasks. Again, it would appear difficult to draw a dividing line between these types of 
tasks. Other researchers combined students’ activity with teachers’ intentions and 
goals relating to the tasks. Wittmann (1981, p. 154) combined teachers’ intentions 
and students’ activities during mathematical lessons to eight types of tasks: Renew-
ing tasks, central problems, transfer problems, exercises, simple application tasks, 
ill-structured problems of application, challenging problems, and tests. Unfortunately, 
learning tasks and tasks for testing were mixed up in this classification scheme. 
Later on, research on learning mathematics offered a different view with a focus on 
mathematical skills. Büchter and Leuders (2011, p. 17) developed a classification 
system consisting of the skills of modeling, problem solving, reasoning, and building 
a network of knowledge. These suggestions of classification underline the plight of 
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these attempts: Given the mixture of perspectives (of teachers or students), under-
lying research interests, and internal and external (observable) processes, providing 
evidence for these types of skills is a nearly impossible thing to do.  
From a learning style perspective Silver, Jackson, and Moirao (2011, p. 1) devel-
oped four types of tasks for their task rotation program: mastery activities (revision 
and describing of knowledge), understanding activities (focus on concepts, ideas, 
and generalizations), self-expressive activities (stimulate the imagination), and fi-
nally interpersonal activities (making personal connections to the content).  
Indeed, categories of these taxonomies mentioned above leave too much room for 
uncertainty. As a consequence of having a huge amount of possible activities, 
teachers are having trouble using these schemes in classrooms. Considering the 
view of research on motivation, it is often a simple activity like reading, writing, view-
ing pictures, listening to sounds, or drawing activity that makes the difference be-
tween enjoyment and frustration while being involved in a task.  
6.10.3 Level 2 variables 
It seems to be promising to include level 2 variables in studies about situational 
interest because the research of the ALGe group (Jonas et al., 2017) suggests an 
important influence in that area. In addition, classroom variables, e.g., the predomi-
nant instructional style, seem to influence the variables relevant to individual stu-
dent’s level.  
6.10.4 Area of history 
In German-speaking countries, there is, generally speaking, no well-established tra-
dition of quantitative data collection methods in research on the subject of learning 
history. As a consequence, research on learning tasks in this domain have huge 
gaps till date (Brauch, 2014, p. 217). However, further research is necessary be-
cause even in history, instructional goals like critical thinking in the context of history, 
historical reasoning, or historical awareness (Brauch, 2014, p. 219) are frequently 
not achieved (Mägdefrau & Michler, 2012, p. 231). Therefore, research groups 
should recognize the need for studies in the context of learning history.  
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Some early pieces of research bemoaned the lack of well-designed learning tasks 
(Brauch, Westphal & Sternheim, 2011, p. 237; Heuer, 2011, p. 56; Mägdefrau & 
Michler, 2014, p. 112; Waldis, Hodel & Fink, 2012, p. 151) and imposed require-
ments for learning tasks in history as a contact point for history and student (Wenzel, 
2007, p. 77): Brauch (2014, p. 219) listed relevance of content, the value of content 
being new, and the possibility of providing diverse approaches. In addition, Thüne-
mann (2013, pp. 144, 145) stated clarity of instruction, degree of openness, ade-
quate level of challenge, the possibility to differentiate and collaborate, and a narra-
tive nature of the task as being crucial for success.   
With new demands for content and instruction (Seixas et al., 2013, p. 3) of a subject, 
new methods for assessment are needed (Heuer, 2014, p. 232). Some studies 
tested the impact of training programs on task design for student-teachers in history 
(Wäschle, Lehmann, Brauch & Nückles, 2015).  
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7. Conclusion 
This study tried to explore the role of two facets of situational interest, interesting-
ness and personal significance, as predictors of the adequate use of the three types 
of cognitive learning strategies. It attained this goal and introduced a new measure 
of the adequacy of the use of cognitive learning strategies by means of establishing 
an advanced Manhattan distance-based measure. 
A reference level for the task-specific measurement of learning strategies considers 
the idea that a specific set of learning strategies is needed for each specific task to 
learn successfully. Unlike previous research in this area, this thesis takes into ac-
count this idea and implements a suitable measurement procedure. 
Thus, a procedure is available, which can be applied to the measurement of learning 
strategies in further topics and domains and even in research areas where a selec-
tion of different tools matters. 
In light of the 3PLS-model, this thesis showed, by means of structural equation mod-
eling using an ESEM-measurement model, that different facets of situational interest 
play different roles in predicting students’ appropriate use of cognitive learning strat-
egies.  
In sum, the reference-based measurement of cognitive learning strategies as a de-
pendent variable could verify the findings of previous research and provide a deeper 
insight into the underlying links.  
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Appendix A 
Table 1 
Internal consistency of the situational interest scales for the student sample 
Task No. n α SI α I α PS r* 
1 719 .81 .82 .75 .41 
2 683 .83 .86 .79 .34 
3 534 .84 .86 .83 .34 
4 513 .87 .88 .85 .42 
5 429 .85 .86 .85 .36 
6 632 .89 .88 .87 .52 
7 413 .88 .87 .86 .49 
8 363 .86 .85 .86 .43 
9 614 .86 .87 .82 .45 
10 553 .88 .87 .86 .54 
11 324 .90 .89 .88 .54 
12 541 .88 .88 .87 .49 
13 702 .86 .85 .82 .49 
14 345 .85 .86 .84 .37 
15 638 .87 .90 .82 .44 
16 413 .86 .87 .87 .40 
17 256 .89 .88 .86 .57 
18 628 .90 .90 .86 .54 
19 625 .89 .90 .88 .48 
20 534 .90 .92 .87 .51 
21 225 .91 .89 .89 .58 
22 199 .89 .88 .89 .47 
23 625 .90 .90 .87 .56 
24 430 .90 .91 .88 .51 
25 453 .88 .87 .84 .51 
26 435 .88 .88 .85 .47 
27 438 .88 .89 .86 .47 
28 242 .88 .87 .86 .50 
29 421 .88 .87 .86 .52 
30 177 .88 .84 .86 .55 
31 399 .87 .86 .86 .44 
32 376 .87 .86 .86 .46 
33 363 .87 .84 .86 .46 
34 391 .90 .88 .91 .55 
Note. SI = whole situational interest scale; I = subscale interestingness; PS = subscale personal significance; r = interscale-
correlation of the subscales for I and PS; *p < .001 for all tasks 
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Table 2 
Summary of all items of the situational interest scale for all learning tasks for the student sample 
 I1 I2 I3 I4 I5 PS1 PS2 PS3 PS4 
Task 
No. M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) 
1 3.20 (0.89)  3.38 (0.89)  3.60 (0.91) 2.97 (1.03)  3.73 (1.11) 3.29 (1.09) 2.66 (1.08) 2.77 (1.17) 2.68 (1.00) 
2 2.96 (1.06)  3.12 (0.97)  3.27 (1.07) 2.75 (1.10)  3.37 (1.24) 2.85 (1.04) 2.32 (0.96) 2.40 (1.07) 2.32 (0.94) 
3 3.40 (1.15)  3.52 (1.04)  3.65 (1.03) 3.27 (1.13)  3.81 (1.17) 2.89 (1.11) 2.58 (1.06) 2.54 (1.12) 2.50 (1.10) 
4 2.94 (1.21)  3.23 (1.13)  3.33 (1.16) 2.91 (1.17)  3.38 (1.31) 2.65 (1.08) 2.44 (1.01) 2.50 (1.10) 2.32 (1.04) 
5 3.04 (1.17)  3.14 (1.03)  3.48 (1.09) 2.94 (1.10)  3.53 (1.19) 2.76 (1.04) 2.60 (1.06) 2.59 (1.08) 2.51 (1.10) 
6 2.76 (1.27)  2.86 (1.16)  3.10 (1.22) 2.47 (1.16)  3.12 (1.36) 2.93 (1.25) 2.68 (1.16) 2.85 (1.28) 2.73 (1.23) 
7 3.28 (1.23)  3.35 (1.09)  3.59 (1.11) 3.19 (1.10)  3.65 (1.22) 3.15 (1.17) 2.86 (1.15) 2.94 (1.26) 2.83 (1.20) 
8 3.34 (1.18)  3.34 (1.09)  3.66 (1.13) 3.26 (1.14)  3.74 (1.24) 2.90 (1.11) 2.67 (1.13) 2.73 (1.14) 2.71 (1.17) 
9 2.96 (1.22)  3.00 (1.10)  3.31 (1.13) 2.71 (1.09)  3.38 (1.26) 2.77 (1.12) 2.43 (1.03) 2.51 (1.11) 2.38 (1.10) 
10 3.27 (1.18)  3.27 (1.05)  3.63 (1.09) 3.05 (1.06)  3.66 (1.21) 3.01 (1.14) 2.67 (1.12) 2.85 (1.25) 2.64 (1.14) 
11 2.73 (1.21)  2.91 (1.12)  3.12 (1.22) 2.60 (1.12)  3.13 (1.30) 2.74 (1.14) 2.60 (1.02) 2.62 (1.15) 2.52 (1.09) 
12 2.25 (1.15)  2.54 (1.14)  2.76 (1.25) 2.21 (1.12)  2.67 (1.31) 2.73 (1.18) 2.61 (1.15) 2.72 (1.22) 2.53 (1.14) 
13 3.33 (0.96)  3.30 (0.87)  3.49 (1.02) 2.89 (0.99)  3.68 (1.16) 3.38 (1.04) 3.28 (1.19) 3.32 (1.23) 3.03 (1.13) 
14 3.19 (1.07)  3.30 (0.99)  3.50 (1.05) 2.96 (1.08)  3.54 (1.20) 2.92 (1.01) 2.84 (1.06) 2.93 (1.19) 2.76 (1.11) 
15 2.90 (1.12)  3.04 (1.02)  3.22 (1.10) 2.70 (1.11)  3.30 (1.23) 2.74 (1.01) 2.53 (1.03) 2.55 (1.11) 2.46 (1.09) 
16 3.34 (1.22)  3.51 (1.06)  3.70 (1.07) 3.22 (1.11)  3.81 (1.17) 2.92 (1.10) 2.76 (1.13) 2.87 (1.18) 2.73 (1.21) 
17 2.96 (1.16)  3.15 (1.12)  3.30 (1.19) 2.91 (1.12)  3.39 (1.25) 2.86 (1.14) 2.80 (1.09) 2.89 (1.14) 2.79 (1.13) 
18 3.57 (1.10)  3.37 (0.95)  3.79 (1.03) 3.22 (1.03)  3.92 (1.14) 3.01 (1.10) 2.72 (1.11) 2.83 (1.22) 2.61 (1.15) 
19 3.19 (1.17)  3.05 (0.99)  3.45 (1.10) 2.80 (1.02)  3.51 (1.23) 3.27 (1.11) 3.31 (1.19) 3.30 (1.22) 3.17 (1.19) 
20 2.63 (1.12)  2.71 (0.98)  2.98 (1.09) 2.47 (1.02)  3.02 (1.22) 2.79 (1.02) 2.69 (1.08) 2.77 (1.15) 2.64 (1.08) 
21 3.62 (1.07)  3.56 (0.97)  3.84 (1.02) 3.35 (1.04)  3.89 (1.10) 3.25 (1.12) 3.18 (1.14) 3.29 (1.20) 3.01 (1.18) 
22 3.04 (1.14)  3.16 (1.01)  3.44 (1.13) 2.93 (1.09)  3.50 (1.18) 2.96 (1.09) 2.92 (1.07) 2.98 (1.09) 2.77 (1.17) 
23 2.64 (1.13)  2.72 (1.05)  3.01 (1.13) 2.40 (1.08)  2.99 (1.27) 2.76 (1.07) 2.63 (1.12) 2.79 (1.12) 2.54 (1.15) 
24 3.13 (1.24)  3.21 (1.14)  3.59 (1.16) 3.21 (1.20)  3.50 (1.30) 2.97 (1.16) 2.87 (1.14) 2.98 (1.17) 2.85 (1.19) 
25 3.43 (1.09)  3.44 (0.98)  3.77 (1.01) 3.22 (1.04)  3.90 (1.15) 3.21 (1.10) 3.05 (1.10) 3.06 (1.18) 2.86 (1.11) 
26 2.81 (1.21)  3.01 (1.10)  3.35 (1.17) 2.85 (1.17)  3.34 (1.31) 2.54 (1.07) 2.33 (1.04) 2.54 (1.15) 2.36 (1.12) 
27 3.23 (1.15)  3.28 (1.03)  3.61 (1.10) 3.12 (1.13)  3.64 (1.24) 2.90 (1.14) 2.76 (1.12) 2.88 (1.17) 2.72 (1.11) 
28 3.07 (1.19)  3.44 (1.13)  3.55 (1.12) 3.12 (1.11)  3.52 (1.23) 2.84 (1.05) 2.83 (1.12) 2.86 (1.16) 2.77 (1.17) 
29 2.69 (1.15)  2.89 (1.08)  3.13 (1.19) 2.62 (1.06)  3.14 (1.29) 2.73 (1.08) 2.74 (1.12) 2.77 (1.15) 2.64 (1.17) 
30 3.15 (1.25)  3.21 (1.06)  3.53 (1.16) 2.97 (1.11)  3.46 (1.15) 2.95 (1.14) 2.85 (1.10) 2.97 (1.19) 2.78 (1.26) 
31 3.02 (1.16)  3.09 (1.07)  3.43 (1.10) 2.96 (1.10)  3.49 (1.21) 2.83 (1.09) 2.71 (1.06) 2.82 (1.16) 2.68 (1.15) 
32 2.70 (1.13)  2.84 (1.04)  3.22 (1.12) 2.62 (1.09)  3.16 (1.21) 2.76 (1.12) 2.69 (1.12) 2.81 (1.18) 2.68 (1.14) 
33 2.81 (1.10)  2.93 (1.05)  3.26 (1.14) 2.73 (1.06)  3.26 (1.19) 2.74 (1.06) 2.75 (1.12) 2.87 (1.19) 2.75 (1.21) 
34 2.40 (1.13)  2.54 (1.15)  2.90 (1.18) 2.19 (1.06)  2.83 (1.26) 2.77 (1.22) 2.77 (1.20) 2.81 (1.26) 2.70 (1.27) 
          
Note. I(1-5) = Items of the subscale ͚interestingness͛; PS(1-4) = Iteŵs of the suďsĐale ͚personal significance͛  
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Table 3 
Internal consistency and subscale correlations of the learning strategy scales for the student sample 
Task-
No. n α LST α ‘H α OS α ES rRH-OS rRH-ES rOS-ES 
1 719 .78 .73 .77 .76 .11 .25 .24 
2 683 .84 .76 .71 .76 .28 .51 .27 
3 534 .88 .82 .82 .75 .44 .58 .43 
4 513 .89 .83 .79 .82 .29 .61 .39 
5 429 .90 .85 .87 .82 .36 .64 .32 
6 632 .87 .84 .78 .74 .57 .40 .16 
7 413 .89 .85 .86 .79 .58 .46 .31 
8 363 .91 .85 .84 .80 .64 .61 .43 
9 614 .86 .79 .68 .79 .29 .58 .34 
10 553 .87 .82 .79 .82 .35 .55 .18 
12 541 .85 .74 .83 .79 .38 .47 .24 
13 702 .81 .70 .82 .76 .12 .45 .18 
14 345 .87 .76 .84 .83 .26 .54 .34 
15 638 .83 .78 .69 .80 .25 .42 .26 
16 413 .85 .79 .80 .76 .45 .45 .21 
17 256 .82 .72 .77 .76 .23 .47 .28 
18 628 .83 .74 .74 .78 .21 .51 .25 
19 625 .80 .74 .77 .73 .23 .44 .06 n.s. 
20 534 .83 .76 .77 .75 .25 .50 .17 
21 225 .85 .78 .84 .79 .25 .47 .21 
22 199 .86 .73 .75 .84 .29 .46 .38 
23 625 .85 .78 .79 .76 .30 .50 .20 
24 430 .85 .74 .79 .77 .47 .44 .34 
25 453 .83 .73 .82 .75 .33 .49 .17 
29 421 .84 .68 .76 .81 .16 .44 .41 
32 376 .87 .77 .81 .81 .37 .56 .33 
33 363 .86 .77 .80 .75 .40 .60 .31 
34 391 .86 .80 .78 .81 .38 .50 .25 
Note. LST = whole learning strategies scale; RH = subscale rehearsal strategies; OS = subscale organizational strategies; ES = 
subscale elaboration strategies; r = interscale-correlation between subscales for TI and RE; n.s.= non significant (p > .05) 
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Table 4 
Results of the confirmatory factor analyses for the learning strategies data 
Task n χ2 df p χ2 /df RMSEA CFI TLI 
1 719 1034.72 272 .000 3.80 .062 .852 .836 
2 683 971.52 272 .000 3.57 .061 .895 .884 
3 534 865.01 249 .000 3.47 .068 .923 .915 
4 513 981.50 249 .000 3.94 .076 .909 .899 
5 429 971.18 249 .000 3.75 .082 .916 .907 
6 632 1424.82 206 .000 6.92 .097 .882 .868 
7 413 965.84 249 .000 3.88 .083 .922 .914 
8 363 631.45 227 .000 2.78 .070 .952 .947 
9 614 648.07 186 .000 3.48 .064 .928 .919 
10 553 963.35 272 .000 3.54 .068 .913 .904 
12 541 613.22 167 .000 3.67 .070 .933 .924 
13 702 1055.37 227 .000 4.65 .072 .869 .854 
14 345 512.10 227 .000 2.25 .060 .938 .931 
15 638 913.42 272 .000 3.36 .061 .888 .877 
16 413 528.05 206 .000 2.56 .062 .925 .916 
17 256 346.18 186 .000 1.86 .058 .918 .907 
18 628 729.59 206 .000 3.54 .064 .905 .893 
19 625 806.07 186 .000 4.33 .073 .880 .865 
20 534 571.80 186 .000 3.07 .062 .915 .904 
21 225 487.89 206 .000 2.37 .078 .882 .867 
22 199 235.49 149 .000 1.58 .054 .954 .948 
23 625 903.20 249 .000 3.49 .065 .899 .888 
24 430 384.59 149 .000 2.58 .061 .938 .929 
25 453 830.66 206 .000 4.03 .082 .868 .852 
29 421 512.93 167 .000 3.07 .070 .903 .890 
32 376 588.24 227 .000 2.59 .065 .924 .915 
33 363 648.47 227 .000 2.86 .072 .896 .884 
34 391 589.45 227 .000 2.60 .064 .919 .909 
Note. χ2 = Model chi-square with its degrees of freedom (df) and p value; RMSEA = Steiger Lind Root Mean Square Error of 
Approximation; CFI = Bentler Comparative Fit Index; TLI = Tucker Lewis Index.  
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Table 5 
Summary of all items of the learning strategy scale for all learning tasks after task-specific elimination of items for the student sample  
Task 
No 
rh01 rh02 rh03 rh04 rh05 rh06 rh07 rh08 rh09 rh10 os01 os02 os03 os04 os05 os06 os07 os08 os09 os10 es01 es02 es03 es04 es05 es06 es07 es08 es09 es10 
 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
1 
2.72 
(0.89) 
2.67 
(0.94) 
2.29 
(0.98) 
2.18 
(0.89) 
2.26 
(0.97) 
3.19 
(0.82) 
2.77 
(0.85) 
2.52 
(0.90) 
2.61 
(0.97) 
3.03 
(0.93) 
2.43 
(0.92) 
2.93 
(0.93) 
1.40 
(0.72) 
2.86 
(0.93) 
1.40 
(0.67) 
1.34 
(0.63) 
2.70 
(0.88) 
1.31 
(0.62) 
1.45 
(0.78) 
1.27 
(0.61) 
2.01 
(0.93) 
1.95 
(0.96) 
2.78 
(0.93) 
2.05 
(0.90) 
1.93 
(0.83) 
2.05 
(0.84) 
2.29 
(1.00) 
1.95 
(0.79) 
2.50 
(0.96) 
2.30 
(1.00) 
2 
2.07 
(0.83) 
2.31 
(0.96) 
1.79 
(0.84) 
1.95 
(0.84) 
1.78 
(0.85) 
2.71 
(0.96) 
2.54 
(0.88) 
2.34 
(0.90) 
2.25 
(0.96) 
2.80 
(1.01) 
2.20 
(1.00) 
2.44 
(0.96) 
1.41 
(0.79) 
2.49 
(0.93) 
1.57 
(0.80) 
1.43 
(0.70) 
2.51 
(0.93) 
1.63 
(0.85) 
1.95 
(1.12) 
1.39 
(0.71) 
2.08 
(0.88) 
1.99 
(1.00) 
2.43 
(0.89) 
1.94 
(0.89) 
2.02 
(0.83) 
2.11 
(0.87) 
2.15 
(0.93) 
1.87 
(0.84) 
2.28 
(0.94) 
2.10 
(0.94) 
3 
2.19 
(0.88) 
2.28 
(0.94) 
1.85 
(0.88) 
1.87 
(0.82) 
1.84 
(0.87) 
2.57 
(0.94) 
2.46 
(0.97) 
2.23 
(0.89) 
2.26 
(0.96) 
2.39 
(1.01) 
2.55 
(0.96) 
2.26 
(0.95) 
1.43 
(0.71) 
2.33 
(0.90) 
1.63 
(0.82) 
1.53 
(0.73) 
2.55 
(0.91) 
1.59 
(0.80) 
1.74 
(0.87) 
1.49 
(0.75) 
2.22 
(0.89) 
2.06 
(0.84) 
2.36 
(0.92) 
1.87 
(0.85) 
2.00 
(0.92) 
2.02 
(0.89) 
2.26 
(0.91) 
1.95 
(0.84) 
2.11 
(0.91) 
2.23 
(0.97) 
4 
2.46 
(1.01) 
2.35 
(0.93) 
1.92 
(0.89) 
2.12 
(0.96) 
1.97 
(0.93) 
2.49 
(0.91) 
2.45 
(0.92) 
2.13 
(0.88) 
2.29 
(0.92) 
2.57 
(0.99) 
2.50 
(0.95) 
2.30 
(0.93) 
1.74 
(0.87) 
2.34 
(0.97) 
1.82 
(0.93) 
1.66 
(0.81) 
2.51 
(0.92) 
1.83 
(0.95) 
2.07 
(1.01) 
1.62 
(0.81) 
2.30 
(0.97) 
2.13 
(0.97) 
2.49 
(0.90) 
1.98 
(0.84) 
2.05 
(0.89) 
2.10 
(0.94) 
2.28 
(0.95) 
2.03 
(0.87) 
2.21 
(0.89) 
2.14 
(0.95) 
5 
2.34 
(0.87) 
2.42 
(0.95) 
2.14 
(0.94) 
2.09 
(0.94) 
2.14 
(0.98) 
2.62 
(0.94) 
2.47 
(0.98) 
2.25 
(0.86) 
2.32 
(0.96) 
2.63 
(0.98) 
2.58 
(0.95) 
2.34 
(0.96) 
1.69 
(0.86) 
2.56 
(1.00) 
1.83 
(0.97) 
1.80 
(0.88) 
2.46 
(0.94) 
1.78 
(0.89) 
1.70 
(0.85) 
1.69 
(0.89) 
2.44 
(0.90) 
2.25 
(0.99) 
2.52 
(0.98) 
2.12 
(0.92) 
2.10 
(0.92) 
2.19 
(0.93) 
2.33 
(0.92) 
2.00 
(0.84) 
2.44 
(0.93) 
2.31 
(1.00) 
6 
2.04 
(0.95) 
2.05 
(0.97) 
1.67 
(0.81) 
1.75 
(0.78) 
1.55 
(0.76) 
2.36 
(0.96) 
2.48 
(1.03) 
2.03 
(0.93) 
2.30 
(1.01) 
2.41 
(1.07) 
2.61 
(1.03) 
2.49 
(1.10) 
1.54 
(0.73) 
1.99 
(1.01) 
1.80 
(0.93) 
1.53 
(0.73) 
2.63 
(0.99) 
1.73 
(0.88) 
1.76 
(0.98) 
1.47 
(0.75) 
2.31 
(1.02) 
3.09 
(1.06) 
2.69 
(1.12) 
2.75 
(1.07) 
2.12 
(0.93) 
2.44 
(1.03) 
2.85 
(1.04) 
2.35 
(1.03) 
2.16 
(0.96) 
2.42 
(1.04) 
7 
2.16 
(0.90) 
2.14 
(0.91) 
1.89 
(0.91) 
1.99 
(0.95) 
1.69 
(0.81) 
2.30 
(0.96) 
2.50 
(0.97) 
2.10 
(0.92) 
2.10 
(0.92) 
2.19 
(1.02) 
2.60 
(0.93) 
2.29 
(0.94) 
1.84 
(0.92) 
2.32 
(0.99) 
1.89 
(0.97) 
1.68 
(0.77) 
2.41 
(0.92) 
1.94 
(0.95) 
1.72 
(0.84) 
1.78 
(0.93) 
2.35 
(0.94) 
2.62 
(0.94) 
2.57 
(0.93) 
2.29 
(0.97) 
1.99 
(0.86) 
2.25 
(0.98) 
2.54 
(0.94) 
2.29 
(0.98) 
2.18 
(0.96) 
2.44 
(1.03) 
8 
2.15 
(0.83) 
2.14 
(0.92) 
2.04 
(0.94) 
1.93 
(0.84) 
1.66 
(0.74) 
2.39 
(0.93) 
2.54 
(0.90) 
2.19 
(0.91) 
2.27 
(1.01) 
2.21 
(1.02) 
2.59 
(0.97) 
2.20 
(0.92) 
1.91 
(1.03) 
2.49 
(1.17) 
1.95 
(0.94) 
1.66 
(0.75) 
2.59 
(1.01) 
1.76 
(0.83) 
1.80 
(0.83) 
1.70 
(0.79) 
2.40 
(0.97) 
2.46 
(0.95) 
2.53 
(0.93) 
2.17 
(0.92) 
2.09 
(0.90) 
2.33 
(1.00) 
2.45 
(0.93) 
2.23 
(1.07) 
2.29 
(1.02) 
2.37 
(1.02) 
9 
2.38 
(0.90) 
2.29 
(0.96) 
2.08 
(0.96) 
2.14 
(1.00) 
1.87 
(0.90) 
2.72 
(0.99) 
2.72 
(0.96) 
2.44 
(0.95) 
2.43 
(0.93) 
2.74 
(1.03) 
2.59 
(0.98) 
2.67 
(0.96) 
1.91 
(0.96) 
2.58 
(1.01) 
2.06 
(1.05) 
1.66 
(0.80) 
2.66 
(0.98) 
1.93 
(0.96) 
2.01 
(1.04) 
2.25 
(1.14) 
2.31 
(0.87) 
2.37 
(0.96) 
2.46 
(0.95) 
2.24 
(1.03) 
2.10 
(0.88) 
2.21 
(0.90) 
2.41 
(0.97) 
2.15 
(0.91) 
2.33 
(0.94) 
2.26 
(0.97) 
10 
2.23 
(0.83) 
2.26 
(0.93) 
1.92 
(0.86) 
2.03 
(0.88) 
1.82 
(0.84) 
2.56 
(0.90) 
2.69 
(1.00) 
2.30 
(0.95) 
2.36 
(0.93) 
2.48 
(0.97) 
2.65 
(0.99) 
2.36 
(0.99) 
1.54 
(0.82) 
2.32 
(0.91) 
1.80 
(0.91) 
1.61 
(0.75) 
2.61 
(0.95) 
1.75 
(0.87) 
1.63 
(0.75) 
1.64 
(0.78) 
2.35 
(0.91) 
2.55 
(0.95) 
2.60 
(0.95) 
2.25 
(0.95) 
2.09 
(0.88) 
2.25 
(0.93) 
2.54 
(0.96) 
2.16 
(0.92) 
2.29 
(0.92) 
2.30 
(0.97) 
12 
1.96 
(0.80) 
2.20 
(0.95) 
1.89 
(0.88) 
2.03 
(0.93) 
1.79 
(0.84) 
2.41 
(0.97) 
2.45 
(0.96) 
2.17 
(0.93) 
2.25 
(0.94) 
2.35 
(1.01) 
2.44 
(0.97) 
2.38 
(1.00) 
1.84 
(0.94) 
2.09 
(0.90) 
1.89 
(1.01) 
1.67 
(0.80) 
2.46 
(0.94) 
1.85 
(0.90) 
1.66 
(0.80) 
1.64 
(0.81) 
2.45 
(0.93) 
2.72 
(1.04) 
2.54 
(0.99) 
2.27 
(0.97) 
2.11 
(0.92) 
2.30 
(0.99) 
2.39 
(0.97) 
2.20 
(0.96) 
2.30 
(0.93) 
2.38 
(1.03) 
13 
1.98 
(0.84) 
2.21 
(0.98) 
1.70 
(0.87) 
1.75 
(0.83) 
1.76 
(0.87) 
2.69 
(0.99) 
2.64 
(0.96) 
2.15 
(0.90) 
2.24 
(0.94) 
2.77 
(1.03) 
2.39 
(0.92) 
2.43 
(0.98) 
1.33 
(0.70) 
2.50 
(0.99) 
1.46 
(0.76) 
1.40 
(0.73) 
2.62 
(0.94) 
1.46 
(0.75) 
1.62 
(0.92) 
1.35 
(0.70) 
2.07 
(0.93) 
2.41 
(1.05) 
2.53 
(0.94) 
1.97 
(0.91) 
2.01 
(0.87) 
2.17 
(0.92) 
2.70 
(1.00) 
1.95 
(0.87) 
2.30 
(0.97) 
2.27 
(0.98) 
14 
2.18 
(0.92) 
2.29 
(1.03) 
1.81 
(0.91) 
1.90 
(0.94) 
1.74 
(0.87) 
2.59 
(1.00) 
2.62 
(0.98) 
2.10 
(0.99) 
2.32 
(1.00) 
2.51 
(1.04) 
2.44 
(0.98) 
2.22 
(0.99) 
1.58 
(0.87) 
2.38 
(1.00) 
1.57 
(0.84) 
1.51 
(0.78) 
2.54 
(0.96) 
1.63 
(0.87) 
1.70 
(0.93) 
1.49 
(0.85) 
2.30 
(0.96) 
2.41 
(1.02) 
2.46 
(1.01) 
1.93 
(0.90) 
1.93 
(0.89) 
2.02 
(0.91) 
2.46 
(0.99) 
1.97 
(0.96) 
2.28 
(0.96) 
2.27 
(1.03) 
15 
2.26 
(0.87) 
2.34 
(0.97) 
1.89 
(0.88) 
1.88 
(0.89) 
1.78 
(0.86) 
2.68 
(0.95) 
2.64 
(0.97) 
2.39 
(0.95) 
2.38 
(0.97) 
2.71 
(1.04) 
2.72 
(0.98) 
2.56 
(0.98) 
1.86 
(1.07) 
2.47 
(1.00) 
1.95 
(1.07) 
1.63 
(0.86) 
2.54 
(0.95) 
2.02 
(1.09) 
2.41 
(1.24) 
2.24 
(1.22) 
2.28 
(0.91) 
2.16 
(0.93) 
2.45 
(0.93) 
1.94 
(0.92) 
1.92 
(0.86) 
2.16 
(0.94) 
2.24 
(0.95) 
1.97 
(0.93) 
2.21 
(0.95) 
2.15 
(1.00) 
16 
2.00 
(0.88) 
2.05 
(1.02) 
1.80 
(0.90) 
1.82 
(0.89) 
1.64 
(0.82) 
2.33 
(1.02) 
2.40 
(1.04) 
1.98 
(0.94) 
2.16 
(0.97) 
2.07 
(1.03) 
2.47 
(1.00) 
2.21 
(1.01) 
1.55 
(0.78) 
2.09 
(0.96) 
1.64 
(0.90) 
1.61 
(0.85) 
2.40 
(1.02) 
1.79 
(0.95) 
1.63 
(0.88) 
1.57 
(0.86) 
2.27 
(0.96) 
2.43 
(1.06) 
2.54 
(1.01) 
2.18 
(1.04) 
1.85 
(0.89) 
2.14 
(1.00) 
2.39 
(1.03) 
2.16 
(1.06) 
2.14 
(1.01) 
2.20 
(1.03) 
17 
2.17 
(0.92) 
2.25 
(1.06) 
1.79 
(0.90) 
1.92 
(0.91) 
1.63 
(0.82) 
2.54 
(1.02) 
2.60 
(1.07) 
2.07 
(0.99) 
2.27 
(1.01) 
2.60 
(1.08) 
2.45 
(1.00) 
2.20 
(1.02) 
1.56 
(0.87) 
2.18 
(1.00) 
1.64 
(0.90) 
1.56 
(0.85) 
2.46 
(0.97) 
1.75 
(0.98) 
1.91 
(1.04) 
1.57 
(0.88) 
2.27 
(0.93) 
2.32 
(1.05) 
2.40 
(0.98) 
1.96 
(0.92) 
1.94 
(0.93) 
2.17 
(1.00) 
2.28 
(1.01) 
2.08 
(1.00) 
2.04 
(0.95) 
2.16 
(1.04) 
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18 
2.11 
(0.87) 
2.22 
(1.03) 
1.77 
(0.88) 
1.87 
(0.92) 
1.66 
(0.83) 
2.60 
(0.99) 
2.57 
(1.03) 
2.19 
(0.98) 
2.22 
(0.96) 
2.62 
(1.07) 
2.59 
(1.03) 
2.43 
(1.01) 
1.59 
(0.85) 
2.23 
(0.99) 
1.71 
(0.94) 
1.56 
(0.83) 
2.58 
(0.98) 
1.75 
(0.93) 
1.83 
(1.06) 
1.55 
(0.86) 
2.35 
(0.98) 
2.36 
(1.02) 
2.48 
(0.99) 
2.10 
(1.01) 
2.03 
(0.92) 
2.17 
(0.96) 
2.39 
(0.98) 
2.16 
(1.00) 
2.16 
(0.94) 
2.25 
(1.01) 
19 
2.22 
(0.89) 
2.33 
(0.94) 
1.91 
(0.88) 
1.96 
(0.94) 
1.76 
(0.86) 
2.65 
(0.96) 
2.51 
(0.97) 
2.17 
(0.91) 
2.22 
(0.93) 
2.51 
(1.06) 
2.37 
(0.98) 
2.25 
(0.94) 
1.59 
(0.83) 
2.14 
(1.01) 
1.67 
(0.92) 
1.54 
(0.80) 
2.50 
(0.96) 
1.73 
(0.91) 
1.89 
(1.04) 
1.53 
(0.85) 
2.31 
(0.91) 
2.59 
(1.03) 
2.57 
(0.97) 
1.99 
(0.94) 
1.99 
(0.86) 
2.13 
(0.92) 
2.63 
(1.00) 
2.04 
(0.88) 
2.36 
(0.98) 
2.32 
(1.03) 
20 
2.15 
(0.91) 
2.25 
(1.00) 
1.85 
(0.89) 
1.94 
(0.92) 
1.74 
(0.87) 
2.55 
(0.97) 
2.54 
(0.98) 
2.19 
(0.95) 
2.22 
(0.93) 
2.58 
(1.06) 
2.46 
(0.99) 
2.25 
(1.00) 
1.54 
(0.85) 
2.21 
(0.99) 
1.65 
(0.94) 
1.57 
(0.85) 
2.45 
(1.01) 
1.71 
(0.92) 
1.83 
(1.03) 
1.53 
(0.83) 
2.27 
(1.01) 
2.34 
(1.00) 
2.46 
(0.96) 
1.95 
(0.94) 
2.06 
(0.92) 
2.13 
(0.92) 
2.40 
(0.98) 
1.99 
(0.95) 
2.28 
(0.98) 
2.24 
(1.05) 
21 
2.11 
(0.85) 
2.16 
(0.95) 
1.93 
(1.05) 
1.80 
(0.86) 
1.67 
(0.86) 
2.48 
(0.98) 
2.54 
(0.99) 
2.10 
(0.94) 
2.34 
(0.96) 
2.33 
(1.03) 
2.52 
(1.00) 
2.23 
(1.00) 
1.63 
(0.90) 
2.16 
(1.00) 
1.65 
(0.91) 
1.62 
(0.89) 
2.56 
(0.97) 
1.65 
(0.86) 
1.63 
(0.86) 
1.52 
(0.85) 
2.29 
(0.94) 
2.56 
(0.99) 
2.38 
(0.98) 
1.99 
(0.94) 
2.09 
(0.91) 
2.24 
(1.04) 
2.68 
(0.97) 
2.22 
(1.03) 
2.27 
(1.02) 
2.36 
(1.06) 
22 
2.28 
(0.96) 
2.27 
(0.97) 
2.01 
(1.01) 
1.92 
(0.87) 
1.87 
(0.92) 
2.43 
(1.01) 
2.53 
(1.04) 
2.13 
(0.98) 
2.22 
(0.93) 
2.52 
(1.04) 
2.57 
(1.03) 
2.17 
(1.01) 
1.72 
(0.97) 
2.10 
(1.01) 
1.72 
(0.97) 
1.65 
(0.90) 
2.39 
(1.01) 
1.82 
(1.01) 
2.02 
(1.13) 
1.61 
(0.89) 
2.22 
(0.98) 
2.34 
(1.03) 
2.35 
(1.03) 
1.97 
(1.03) 
2.04 
(0.82) 
2.12 
(0.96) 
2.40 
(1.00) 
1.99 
(0.90) 
2.18 
(1.05) 
2.17 
(1.00) 
23 
2.05 
(0.87) 
2.12 
(0.95) 
1.76 
(0.87) 
1.77 
(0.87) 
1.68 
(0.85) 
2.41 
(0.99) 
2.45 
(1.02) 
2.16 
(0.97) 
2.24 
(0.96) 
2.40 
(1.08) 
2.52 
(0.96) 
2.32 
(1.02) 
1.55 
(0.82) 
2.24 
(1.00) 
1.63 
(0.92) 
1.54 
(0.80) 
2.42 
(1.01) 
1.71 
(0.94) 
1.59 
(0.86) 
1.49 
(0.82) 
2.45 
(1.02) 
2.35 
(1.04) 
2.56 
(1.02) 
2.00 
(0.94) 
2.06 
(0.94) 
2.15 
(0.97) 
2.38 
(1.01) 
2.02 
(1.01) 
2.22 
(0.97) 
2.28 
(1.05) 
24 
1.93 
(0.90) 
2.02 
(0.95) 
1.91 
(0.95) 
1.91 
(0.90) 
1.73 
(0.90) 
2.39 
(1.02) 
2.37 
(1.00) 
2.14 
(0.97) 
2.14 
(0.95) 
2.26 
(1.09) 
2.70 
(1.07) 
2.34 
(1.04) 
1.82 
(0.98) 
2.49 
(1.07) 
1.85 
(1.00) 
1.67 
(0.85) 
2.41 
(1.01) 
1.94 
(1.01) 
1.76 
(1.00) 
1.88 
(1.02) 
2.32 
(0.96) 
2.53 
(1.05) 
2.49 
(1.03) 
2.16 
(0.97) 
2.00 
(0.89) 
2.10 
(0.98) 
2.43 
(1.03) 
2.19 
(1.02) 
2.26 
(1.00) 
2.28 
(1.06) 
25 
1.82 
(0.81) 
1.94 
(0.95) 
1.70 
(0.83) 
1.80 
(0.87) 
1.55 
(0.80) 
2.52 
(0.99) 
2.49 
(0.98) 
2.16 
(0.93) 
2.07 
(0.93) 
2.30 
(1.00) 
2.29 
(0.94) 
2.35 
(0.97) 
1.44 
(0.81) 
2.17 
(0.96) 
1.55 
(0.86) 
1.47 
(0.75) 
2.42 
(0.94) 
1.53 
(0.82) 
1.55 
(0.86) 
1.47 
(0.82) 
2.37 
(0.99) 
2.39 
(1.00) 
2.68 
(0.98) 
1.94 
(0.95) 
1.98 
(0.89) 
2.08 
(0.93) 
2.45 
(1.00) 
2.09 
(0.96) 
2.26 
(0.99) 
2.37 
(1.03) 
29 
2.32 
(0.91) 
2.38 
(1.00) 
1.98 
(0.92) 
2.12 
(0.96) 
1.77 
(0.86) 
2.54 
(1.00) 
2.56 
(1.00) 
2.19 
(0.97) 
2.22 
(0.99) 
2.62 
(1.08) 
2.51 
(1.01) 
2.35 
(1.00) 
1.95 
(1.07) 
2.40 
(1.00) 
1.98 
(1.08) 
1.71 
(0.91) 
2.41 
(0.95) 
1.89 
(1.01) 
1.88 
(1.00) 
1.60 
(0.82) 
2.32 
(0.93) 
2.26 
(0.97) 
2.45 
(1.00) 
2.06 
(0.98) 
1.94 
(0.85) 
2.09 
(0.95) 
2.33 
(0.99) 
2.05 
(0.96) 
2.22 
(1.00) 
2.22 
(1.01) 
32 
2.08 
(0.84) 
2.17 
(0.94) 
1.90 
(0.92) 
2.02 
(0.90) 
1.73 
(0.80) 
2.37 
(0.94) 
2.39 
(1.02) 
2.08 
(0.93) 
2.16 
(0.94) 
2.32 
(1.01) 
2.45 
(0.96) 
2.10 
(1.03) 
1.75 
(0.90) 
2.08 
(0.98) 
1.82 
(0.93) 
1.69 
(0.88) 
2.28 
(0.93) 
1.89 
(0.97) 
1.78 
(0.93) 
1.67 
(0.87) 
2.39 
(0.97) 
2.30 
(1.01) 
2.40 
(1.05) 
2.15 
(1.02) 
2.01 
(0.87) 
2.15 
(0.96) 
2.35 
(1.03) 
2.14 
(0.98) 
2.21 
(1.06) 
2.29 
(1.05) 
33 
2.05 
(0.82) 
2.15 
(0.97) 
1.95 
(0.91) 
2.08 
(0.95) 
1.73 
(0.83) 
2.37 
(0.97) 
2.39 
(1.01) 
2.04 
(0.94) 
2.21 
(0.94) 
2.29 
(1.01) 
2.36 
(0.96) 
2.18 
(0.99) 
1.80 
(0.92) 
2.26 
(0.97) 
1.95 
(1.03) 
1.75 
(0.92) 
2.42 
(0.97) 
1.87 
(0.96) 
1.88 
(0.99) 
1.75 
(0.94) 
2.35 
(0.94) 
2.50 
(1.04) 
2.37 
(1.00) 
2.09 
(1.00) 
1.94 
(0.87) 
2.13 
(0.98) 
2.47 
(1.01) 
2.19 
(1.00) 
2.25 
(0.98) 
2.31 
(1.05) 
34 
2.07 
(0.87) 
2.10 
(0.96) 
1.95 
(0.95) 
1.93 
(0.93) 
1.66 
(0.84) 
2.30 
(1.08) 
2.50 
(1.01) 
2.14 
(0.97) 
2.20 
(0.95) 
2.37 
(1.03) 
2.62 
(1.02) 
2.36 
(1.12) 
1.82 
(0.99) 
2.31 
(1.02) 
2.03 
(1.04) 
1.63 
(0.84) 
2.51 
(1.01) 
1.81 
(0.97) 
1.84 
(1.03) 
1.53 
(0.86) 
2.57 
(1.02) 
2.76 
(1.10) 
2.61 
(1.07) 
2.28 
(1.06) 
2.18 
(0.96) 
2.37 
(1.11) 
2.51 
(1.00) 
2.36 
(1.04) 
2.31 
(1.03) 
2.46 
(1.08) 
Note. rh = Items of the subscale ͚rehearsal strategies͛; os = Iteŵs of suďsĐale ͚orgaŶizatioŶal strategies͛; es = Iteŵs of the suďsĐale ͚elaďoratioŶ strategies͛  
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Table 6 
Summary of all items of the learning strategy scale for all learning tasks for the teacher sample 
Task 
No 
rh01 rh02 rh03 rh04 rh05 rh06 rh07 rh08 rh09 rh10 os01 os02 os03 os04 os05 os06 os07 os08 os09 os10 es01 es02 es03 es04 es05 es06 es07 es08 es09 es10 
 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
M 
(SD) 
1 
3.33 
(0.85) 
2.67 
(1.11) 
3.22 
(1.04) 
2.36 
(1.17) 
3.38 
(0.89) 
3.62 
(0.68) 
3.18 
(0.78) 
2.73 
(1.18) 
3.36 
(0.68) 
3.42 
(0.78) 
3.22 
(0.88) 
3.42 
(0.78) 
1.93 
(1.01) 
3.02 
(1.10) 
1.80 
(0.92) 
2.09 
(1.10) 
3.13 
(0.89) 
2.02 
(0.97) 
2.71 
(1.20) 
1.64 
(0.88) 
2.44 
(0.99) 
2.56 
(0.97) 
3.07 
(0.86) 
2.33 
(1.09) 
1.60 
(0.84) 
1.64 
(0.93) 
2.24 
(0.88) 
1.93 
(0.86) 
2.89 
(0.80) 
2.38 
(1.01) 
2 
2.53 
(1.04) 
2.73 
(1.04) 
2.35 
(1.21) 
2.25 
(1.03) 
2.18 
(1.06) 
3.33 
(0.76) 
3.18 
(0.81) 
2.88 
(0.94) 
2.88 
(0.94) 
3.15 
(0.92) 
3.50 
(0.75) 
2.85 
(1.05) 
2.38 
(1.31) 
3.45 
(0.88) 
2.78 
(1.19) 
2.03 
(1.12) 
3.13 
(0.88) 
2.90 
(1.10) 
3.60 
(0.81) 
2.43 
(1.32) 
2.35 
(0.86) 
2.45 
(1.01) 
3.08 
(0.76) 
1.95 
(0.93) 
1.73 
(0.88) 
1.53 
(0.78) 
2.30 
(0.99) 
1.80 
(0.82) 
2.78 
(1.00) 
2.18 
(0.87) 
3 
1.29 
(0.61) 
1.66 
(0.99) 
1.21 
(0.58) 
1.37 
(0.67) 
1.18 
(0.56) 
2.16 
(1.08) 
2.26 
(0.98) 
1.92 
(0.97) 
1.95 
(1.01) 
1.97 
(1.13) 
3.39 
(0.89) 
1.50 
(0.86) 
1.24 
(0.43) 
1.89 
(1.03) 
1.24 
(0.54) 
1.21 
(0.58) 
2.66 
(1.05) 
1.58 
(1.00) 
1.61 
(0.92) 
1.37 
(0.71) 
1.76 
(1.02) 
1.74 
(0.89) 
2.42 
(0.98) 
1.37 
(0.59) 
1.87 
(1.21) 
1.53 
(0.83) 
1.95 
(1.01) 
1.61 
(0.79) 
1.63 
(0.79) 
2.53 
(1.06) 
4 
2.56 
(1.16) 
2.61 
(1.15) 
2.25 
(1.11) 
1.69 
(0.95) 
2.06 
(1.07) 
2.94 
(1.12) 
3.03 
(0.77) 
2.75 
(1.08) 
2.94 
(1.09) 
2.72 
(1.26) 
3.69 
(0.52) 
2.69 
(1.14) 
1.47 
(0.74) 
2.53 
(1.08) 
1.75 
(1.13) 
1.58 
(1.02) 
3.00 
(0.99) 
1.67 
(0.93) 
2.92 
(1.18) 
1.56 
(0.94) 
2.14 
(0.90) 
1.69 
(0.79) 
3.14 
(0.96) 
1.50 
(0.74) 
2.00 
(1.10) 
2.28 
(1.28) 
1.81 
(0.86) 
1.75 
(0.84) 
2.92 
(0.94) 
2.11 
(0.98) 
5 
2.58 
(1.08) 
1.94 
(0.95) 
2.33 
(1.15) 
1.78 
(0.80) 
2.36 
(1.15) 
2.86 
(0.96) 
2.75 
(0.91) 
2.39 
(1.08) 
2.50 
(0.94) 
2.39 
(1.10) 
3.50 
(0.81) 
2.78 
(1.02) 
1.42 
(0.65) 
3.31 
(0.98) 
1.44 
(0.73) 
1.78 
(1.05) 
2.69 
(0.98) 
1.75 
(0.94) 
1.94 
(1.09) 
1.36 
(0.68) 
2.72 
(0.97) 
2.03 
(0.97) 
3.78 
(0.54) 
1.94 
(0.95) 
1.78 
(0.90) 
1.86 
(1.02) 
1.97 
(0.81) 
1.81 
(0.75) 
3.50 
(0.77) 
2.28 
(0.88) 
6 
1.66 
(0.84) 
1.57 
(0.92) 
1.46 
(0.74) 
1.34 
(0.68) 
1.60 
(0.91) 
2.11 
(1.05) 
2.54 
(1.17) 
1.60 
(0.55) 
2.00 
(1.08) 
2.17 
(1.15) 
3.66 
(0.68) 
2.69 
(0.99) 
2.63 
(1.06) 
2.89 
(1.08) 
2.00 
(1.14) 
1.34 
(0.76) 
2.60 
(1.09) 
2.80 
(1.11) 
2.51 
(1.07) 
1.80 
(1.05) 
2.66 
(1.06) 
3.89 
(0.53) 
3.29 
(0.89) 
3.80 
(0.58) 
2.11 
(1.13) 
2.63 
(1.11) 
3.43 
(0.95) 
3.80 
(0.47) 
2.51 
(1.04) 
3.23 
(0.94) 
7 
1.47 
(0.83) 
1.62 
(0.92) 
1.29 
(0.76) 
1.26 
(0.67) 
1.41 
(0.89) 
1.76 
(1.02) 
2.06 
(1.01) 
1.50 
(0.79) 
1.65 
(0.88) 
1.35 
(0.69) 
3.59 
(0.86) 
2.50 
(1.24) 
2.56 
(1.26) 
2.85 
(1.13) 
2.00 
(1.15) 
1.24 
(0.65) 
2.44 
(1.08) 
3.09 
(1.03) 
1.21 
(0.54) 
2.06 
(1.20) 
2.41 
(0.96) 
3.29 
(0.91) 
2.91 
(0.93) 
2.88 
(1.15) 
1.56 
(0.96) 
2.06 
(1.10) 
2.53 
(1.02) 
3.21 
(0.88) 
1.62 
(0.89) 
2.65 
(0.95) 
8 
1.44 
(0.70) 
1.50 
(0.90) 
1.35 
(0.81) 
1.26 
(0.62) 
1.47 
(0.93) 
1.88 
(1.01) 
2.41 
(0.92) 
1.44 
(0.75) 
1.74 
(0.90) 
1.35 
(0.81) 
3.32 
(0.88) 
2.03 
(1.09) 
1.38 
(0.74) 
2.06 
(1.04) 
1.65 
(1.04) 
1.12 
(0.33) 
2.62 
(0.92) 
2.15 
(1.05) 
1.09 
(0.29) 
1.44 
(0.82) 
2.76 
(1.05) 
1.71 
(0.80) 
3.41 
(0.82) 
1.62 
(0.85) 
1.18 
(0.52) 
1.79 
(0.91) 
1.79 
(0.84) 
2.35 
(1.10) 
1.76 
(0.99) 
2.53 
(0.93) 
9 
2.41 
(1.05) 
2.56 
(0.96) 
2.03 
(0.97) 
1.97 
(0.97) 
1.76 
(0.92) 
3.32 
(0.81) 
3.26 
(0.79) 
2.97 
(0.83) 
3.15 
(0.89) 
3.00 
(0.98) 
3.53 
(0.83) 
3.29 
(0.52) 
2.97 
(1.03) 
3.50 
(0.83) 
2.68 
(1.07) 
1.59 
(0.92) 
2.85 
(0.93) 
3.26 
(0.90) 
3.38 
(0.89) 
3.41 
(1.13) 
2.53 
(0.75) 
2.65 
(0.98) 
3.21 
(0.64) 
1.88 
(1.01) 
1.88 
(1.04) 
2.03 
(1.11) 
2.32 
(0.84) 
2.50 
(1.13) 
2.62 
(0.95) 
2.35 
(1.01) 
10 
1.52 
(0.83) 
1.67 
(0.89) 
1.33 
(0.78) 
1.36 
(0.60) 
1.30 
(0.64) 
2.09 
(1.16) 
2.88 
(0.99) 
1.52 
(0.83) 
1.82 
(0.92) 
1.52 
(0.83) 
3.55 
(0.79) 
2.39 
(1.00) 
1.97 
(1.02) 
2.58 
(1.12) 
2.03 
(1.05) 
1.33 
(0.78) 
2.82 
(0.98) 
2.64 
(1.11) 
1.39 
(0.56) 
1.94 
(1.03) 
2.70 
(0.88) 
3.55 
(0.75) 
3.39 
(0.66) 
2.24 
(1.15) 
1.52 
(0.83) 
2.27 
(1.10) 
3.12 
(1.05) 
3.21 
(0.93) 
2.12 
(1.17) 
3.12 
(0.99) 
11 
1.85 
(0.97) 
2.09 
(1.07) 
1.36 
(0.78) 
1.64 
(0.82) 
1.24 
(0.61) 
2.39 
(1.06) 
2.85 
(0.91) 
1.88 
(0.99) 
2.21 
(0.99) 
2.64 
(1.08) 
3.67 
(0.60) 
3.30 
(0.73) 
2.70 
(1.10) 
3.21 
(0.93) 
2.55 
(1.20) 
1.21 
(0.48) 
2.70 
(0.85) 
3.09 
(1.10) 
3.00 
(0.94) 
2.03 
(1.16) 
2.82 
(0.88) 
2.45 
(1.18) 
3.58 
(0.66) 
2.36 
(1.11) 
3.09 
(1.04) 
2.85 
(1.09) 
2.36 
(1.06) 
3.09 
(0.95) 
2.39 
(1.14) 
2.70 
(0.95) 
12 
1.94 
(1.12) 
1.85 
(1.00) 
1.52 
(0.87) 
1.42 
(0.61) 
1.39 
(0.79) 
2.00 
(1.06) 
2.64 
(1.19) 
1.82 
(0.85) 
2.45 
(1.06) 
1.39 
(0.79) 
3.67 
(0.74) 
3.30 
(0.95) 
3.27 
(1.04) 
3.55 
(0.75) 
2.76 
(1.17) 
1.48 
(0.83) 
2.64 
(0.90) 
3.15 
(1.00) 
1.73 
(0.88) 
2.27 
(1.18) 
2.88 
(1.14) 
3.61 
(0.66) 
3.39 
(0.97) 
3.12 
(0.93) 
2.24 
(1.23) 
2.76 
(1.25) 
2.73 
(0.98) 
3.30 
(0.81) 
2.42 
(1.23) 
3.21 
(0.82) 
13 
2.53 
(1.07) 
2.16 
(1.12) 
2.26 
(0.81) 
1.89 
(0.99) 
2.42 
(0.96) 
3.42 
(0.51) 
3.16 
(0.76) 
2.32 
(0.95) 
2.68 
(0.95) 
3.00 
(0.82) 
3.47 
(0.77) 
3.26 
(0.81) 
1.32 
(0.58) 
3.16 
(0.96) 
1.68 
(0.89) 
1.74 
(0.81) 
2.63 
(1.01) 
1.89 
(0.94) 
3.11 
(0.74) 
1.37 
(0.60) 
2.11 
(0.88) 
2.63 
(1.12) 
3.00 
(0.82) 
2.21 
(1.08) 
1.74 
(0.93) 
1.16 
(0.37) 
2.79 
(0.98) 
2.32 
(0.82) 
2.63 
(0.96) 
3.47 
(0.61) 
14 
1.84 
(0.76) 
2.37 
(0.90) 
1.42 
(0.61) 
1.84 
(0.90) 
1.53 
(0.70) 
2.79 
(0.85) 
3.11 
(0.81) 
2.16 
(0.83) 
2.42 
(0.77) 
2.26 
(1.05) 
2.79 
(1.18) 
2.37 
(0.90) 
1.26 
(0.73) 
3.26 
(0.87) 
1.53 
(0.84) 
1.21 
(0.42) 
2.84 
(0.60) 
2.05 
(1.03) 
2.00 
(1.15) 
1.42 
(0.69) 
2.16 
(0.69) 
2.47 
(1.07) 
3.32 
(0.58) 
2.32 
(0.89) 
1.58 
(0.77) 
2.11 
(0.99) 
2.63 
(0.96) 
2.89 
(0.99) 
2.63 
(1.07) 
2.95 
(0.85) 
15 
2.37 
(1.07) 
2.53 
(0.96) 
2.21 
(0.79) 
2.16 
(1.07) 
1.79 
(0.98) 
3.32 
(0.67) 
3.37 
(0.68) 
3.00 
(0.94) 
3.05 
(0.85) 
3.16 
(0.76) 
3.68 
(0.48) 
3.58 
(0.51) 
3.32 
(0.58) 
4.00 
(0.00) 
3.47 
(0.61) 
1.95 
(0.97) 
3.05 
(0.85) 
3.68 
(0.48) 
3.84 
(0.37) 
4.00 
(0.00) 
2.16 
(0.90) 
1.53 
(0.51) 
3.00 
(0.75) 
1.63 
(0.83) 
1.53 
(0.70) 
1.58 
(0.69) 
1.42 
(0.61) 
1.95 
(0.91) 
2.47 
(0.70) 
1.95 
(0.71) 
16 
1.21 
(0.54) 
1.05 
(0.23) 
1.00 
(0.00) 
1.00 
(0.00) 
1.05 
(0.23) 
1.42 
(0.69) 
1.74 
(0.81) 
1.21 
(0.42) 
1.74 
(0.93) 
1.11 
(0.32) 
2.89 
(1.05) 
2.00 
(0.88) 
1.16 
(0.50) 
1.68 
(0.82) 
1.26 
(0.73) 
1.00 
(0.00) 
2.26 
(0.93) 
2.05 
(1.08) 
1.00 
(0.00) 
1.16 
(0.50) 
2.05 
(1.03) 
2.26 
(0.99) 
3.37 
(0.68) 
3.16 
(0.96) 
1.05 
(0.23) 
1.68 
(1.11) 
2.16 
(1.21) 
3.42 
(0.77) 
1.42 
(0.77) 
2.47 
(1.12) 
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17 
1.83 
(0.86) 
1.78 
(0.94) 
1.44 
(0.70) 
1.61 
(0.78) 
1.22 
(0.55) 
2.83 
(0.92) 
2.56 
(0.86) 
2.11 
(1.02) 
2.22 
(0.81) 
3.22 
(0.88) 
3.44 
(0.86) 
3.33 
(0.77) 
1.72 
(0.89) 
2.89 
(0.76) 
2.50 
(1.04) 
1.06 
(0.24) 
2.72 
(0.67) 
2.67 
(0.91) 
3.39 
(0.85) 
1.61 
(0.92) 
2.44 
(0.78) 
2.06 
(0.73) 
3.06 
(0.80) 
2.33 
(1.33) 
1.89 
(1.23) 
2.33 
(1.33) 
2.06 
(0.80) 
3.11 
(0.83) 
2.28 
(0.89) 
2.17 
(0.92) 
18 
1.94 
(0.64) 
2.11 
(0.83) 
1.50 
(0.71) 
1.72 
(0.83) 
1.50 
(0.62) 
2.94 
(0.73) 
2.72 
(0.89) 
2.39 
(1.04) 
2.33 
(0.91) 
2.94 
(1.06) 
3.61 
(0.61) 
3.56 
(0.62) 
2.39 
(0.50) 
3.28 
(0.57) 
3.00 
(0.84) 
1.17 
(0.38) 
2.78 
(0.65) 
3.33 
(0.69) 
3.61 
(0.61) 
1.78 
(0.81) 
2.94 
(1.00) 
1.78 
(0.65) 
3.22 
(0.55) 
2.61 
(1.20) 
1.83 
(0.92) 
2.17 
(1.15) 
1.89 
(0.83) 
2.94 
(0.94) 
2.44 
(0.86) 
2.11 
(0.68) 
19 
2.56 
(0.92) 
2.67 
(0.84) 
2.72 
(0.96) 
2.33 
(0.97) 
2.78 
(1.00) 
3.50 
(0.62) 
3.50 
(0.79) 
2.56 
(0.78) 
3.11 
(0.83) 
3.00 
(0.77) 
3.39 
(0.98) 
3.22 
(0.88) 
2.11 
(0.76) 
3.44 
(0.70) 
2.44 
(1.10) 
1.67 
(0.91) 
3.00 
(0.49) 
3.06 
(0.94) 
3.56 
(0.62) 
1.72 
(0.89) 
3.00 
(0.84) 
3.44 
(0.51) 
3.33 
(0.77) 
2.72 
(0.89) 
1.56 
(0.70) 
1.67 
(0.84) 
3.44 
(0.70) 
3.06 
(0.87) 
3.28 
(0.83) 
3.17 
(0.79) 
20 
2.22 
(1.06) 
2.28 
(0.89) 
1.89 
(0.96) 
1.67 
(0.77) 
1.78 
(1.00) 
2.78 
(0.88) 
2.89 
(0.68) 
2.83 
(0.92) 
2.50 
(0.92) 
3.00 
(1.03) 
3.44 
(0.98) 
3.33 
(0.69) 
2.11 
(0.83) 
3.17 
(0.92) 
2.39 
(1.14) 
1.50 
(0.62) 
3.06 
(0.73) 
3.06 
(0.94) 
3.67 
(0.59) 
1.78 
(0.94) 
2.78 
(0.73) 
2.89 
(1.13) 
3.11 
(0.83) 
1.78 
(0.88) 
2.44 
(1.15) 
2.11 
(1.08) 
2.50 
(1.04) 
2.61 
(1.14) 
2.83 
(0.86) 
2.39 
(0.85) 
21 
1.78 
(0.88) 
1.67 
(0.91) 
1.44 
(0.78) 
1.72 
(1.02) 
1.33 
(0.59) 
2.83 
(1.04) 
2.78 
(0.88) 
2.39 
(0.98) 
2.22 
(1.00) 
2.44 
(1.20) 
3.44 
(0.86) 
3.06 
(1.00) 
1.78 
(0.94) 
2.33 
(0.97) 
1.89 
(0.83) 
1.28 
(0.57) 
2.94 
(0.73) 
2.56 
(1.04) 
2.61 
(0.98) 
1.50 
(0.71) 
2.72 
(1.07) 
3.89 
(0.32) 
3.39 
(0.70) 
2.72 
(1.18) 
2.39 
(1.09) 
2.22 
(1.06) 
3.72 
(0.57) 
3.56 
(0.62) 
2.78 
(1.06) 
2.89 
(0.96) 
22 
2.65 
(1.11) 
2.59 
(1.12) 
2.35 
(1.22) 
2.59 
(1.28) 
2.35 
(1.17) 
3.12 
(1.05) 
3.06 
(0.83) 
2.24 
(0.83) 
2.94 
(0.97) 
2.94 
(0.97) 
3.59 
(0.80) 
3.18 
(0.88) 
2.59 
(1.18) 
3.00 
(0.87) 
2.47 
(1.01) 
1.71 
(0.99) 
3.06 
(0.56) 
3.18 
(0.73) 
3.24 
(1.09) 
2.29 
(1.21) 
2.76 
(0.90) 
3.00 
(0.87) 
3.35 
(0.49) 
2.53 
(1.12) 
1.94 
(1.09) 
2.06 
(1.14) 
3.18 
(0.64) 
3.00 
(0.87) 
2.59 
(0.80) 
2.94 
(0.75) 
23 
2.00 
(1.14) 
2.00 
(0.97) 
1.50 
(0.71) 
1.28 
(0.57) 
1.39 
(0.70) 
2.17 
(0.92) 
2.78 
(1.06) 
2.00 
(0.69) 
2.28 
(0.96) 
1.67 
(0.84) 
3.72 
(0.57) 
3.11 
(0.90) 
2.89 
(1.13) 
3.44 
(0.70) 
2.50 
(1.10) 
1.50 
(0.86) 
3.06 
(0.73) 
3.22 
(0.81) 
2.17 
(0.99) 
2.39 
(1.14) 
2.89 
(0.90) 
3.11 
(0.83) 
3.72 
(0.57) 
3.11 
(0.96) 
2.56 
(1.20) 
3.50 
(0.86) 
3.17 
(0.71) 
3.72 
(0.46) 
2.28 
(1.02) 
2.94 
(0.94) 
24 
1.83 
(0.99) 
1.72 
(0.96) 
1.67 
(0.84) 
1.44 
(0.70) 
1.44 
(0.51) 
2.44 
(1.10) 
2.94 
(0.64) 
1.89 
(0.90) 
2.22 
(1.00) 
1.61 
(0.70) 
3.89 
(0.32) 
3.06 
(1.06) 
2.83 
(1.15) 
3.72 
(0.75) 
2.22 
(1.17) 
1.83 
(1.04) 
3.39 
(0.61) 
3.17 
(0.99) 
2.11 
(0.90) 
3.28 
(1.07) 
2.61 
(1.04) 
3.89 
(0.32) 
3.50 
(0.62) 
2.56 
(1.04) 
1.72 
(0.83) 
2.11 
(1.08) 
3.44 
(0.62) 
3.61 
(0.61) 
2.72 
(0.96) 
3.39 
(0.61) 
25 
1.77 
(0.73) 
1.77 
(0.93) 
1.46 
(0.78) 
1.31 
(0.48) 
1.31 
(0.63) 
2.15 
(1.07) 
2.62 
(1.04) 
2.15 
(0.99) 
2.15 
(1.21) 
2.31 
(1.25) 
3.31 
(0.85) 
2.54 
(1.13) 
1.62 
(0.77) 
2.77 
(1.09) 
1.69 
(1.11) 
1.38 
(0.65) 
2.62 
(0.77) 
2.08 
(1.04) 
2.46 
(1.27) 
1.31 
(0.63) 
2.38 
(0.96) 
2.31 
(1.25) 
2.38 
(1.04) 
1.69 
(0.95) 
1.77 
(1.17) 
1.69 
(0.95) 
2.31 
(1.18) 
3.08 
(0.86) 
1.85 
(0.90) 
2.15 
(0.69) 
26 
1.77 
(1.24) 
1.38 
(0.77) 
1.00 
(0.00) 
1.38 
(0.87) 
1.00 
(0.00) 
1.46 
(0.97) 
2.00 
(1.00) 
1.62 
(0.96) 
1.62 
(0.96) 
1.15 
(0.55) 
3.62 
(0.65) 
2.69 
(1.32) 
2.23 
(1.30) 
2.85 
(0.90) 
2.15 
(1.34) 
1.15 
(0.55) 
1.77 
(0.73) 
3.00 
(1.08) 
1.31 
(0.85) 
2.54 
(1.33) 
1.54 
(0.66) 
1.62 
(0.96) 
2.08 
(1.19) 
2.62 
(1.19) 
1.15 
(0.55) 
1.54 
(0.88) 
1.62 
(0.87) 
2.85 
(1.14) 
1.15 
(0.55) 
2.15 
(1.07) 
27 
2.15 
(0.69) 
1.92 
(1.19) 
1.69 
(0.63) 
1.46 
(0.66) 
1.31 
(0.63) 
2.92 
(0.86) 
2.92 
(0.76) 
2.38 
(0.96) 
2.00 
(0.91) 
2.85 
(1.07) 
3.54 
(0.66) 
2.92 
(1.04) 
1.54 
(0.78) 
3.46 
(0.97) 
1.46 
(0.66) 
1.46 
(0.88) 
2.77 
(0.60) 
1.77 
(0.83) 
2.15 
(1.07) 
1.54 
(0.66) 
2.15 
(0.69) 
2.15 
(0.90) 
2.77 
(1.01) 
1.69 
(0.85) 
1.77 
(1.09) 
1.77 
(0.93) 
1.85 
(1.14) 
2.23 
(0.93) 
2.00 
(1.08) 
2.23 
(1.01) 
28 
1.15 
(0.38) 
1.23 
(0.44) 
1.00 
(0.00) 
1.00 
(0.00) 
1.00 
(0.00) 
1.54 
(0.97) 
1.92 
(1.04) 
1.31 
(0.48) 
1.54 
(0.97) 
1.15 
(0.55) 
2.92 
(1.04) 
1.62 
(1.12) 
1.15 
(0.55) 
1.08 
(0.28) 
1.38 
(0.87) 
1.00 
(0.00) 
2.62 
(0.65) 
2.23 
(1.24) 
1.00 
(0.00) 
1.15 
(0.38) 
2.15 
(0.99) 
2.23 
(0.93) 
2.92 
(0.95) 
2.08 
(1.19) 
1.38 
(0.77) 
2.00 
(1.41) 
2.08 
(1.04) 
3.08 
(0.95) 
1.38 
(0.77) 
2.08 
(1.32) 
29 
2.85 
(1.14) 
2.92 
(1.19) 
2.92 
(1.19) 
2.15 
(0.99) 
1.92 
(0.95) 
3.69 
(0.63) 
3.77 
(0.44) 
3.31 
(0.95) 
3.15 
(0.80) 
3.46 
(0.66) 
3.69 
(0.48) 
3.69 
(0.48) 
3.38 
(0.96) 
3.85 
(0.38) 
3.92 
(0.28) 
2.38 
(0.96) 
2.69 
(0.85) 
3.38 
(0.87) 
3.62 
(0.87) 
2.92 
(1.19) 
1.92 
(0.86) 
1.77 
(0.93) 
3.08 
(0.86) 
2.00 
(0.91) 
1.92 
(1.04) 
2.00 
(1.22) 
1.77 
(0.93) 
1.62 
(0.87) 
2.23 
(1.09) 
1.92 
(1.04) 
30 
1.83 
(0.94) 
2.33 
(0.98) 
1.75 
(0.75) 
1.42 
(0.51) 
1.25 
(0.62) 
2.75 
(0.97) 
2.75 
(0.97) 
2.08 
(0.90) 
2.25 
(1.06) 
2.42 
(1.00) 
3.75 
(0.45) 
3.00 
(0.95) 
2.25 
(1.22) 
3.58 
(0.67) 
2.17 
(1.03) 
1.33 
(0.89) 
2.58 
(0.90) 
2.58 
(1.08) 
2.75 
(1.14) 
1.83 
(0.83) 
2.33 
(0.98) 
2.67 
(0.89) 
2.83 
(0.58) 
2.00 
(1.21) 
1.92 
(1.16) 
1.92 
(1.00) 
2.25 
(0.97) 
2.83 
(1.03) 
2.33 
(1.15) 
2.08 
(1.08) 
31 
3.69 
(0.63) 
1.85 
(1.14) 
3.38 
(0.87) 
2.62 
(1.45) 
2.69 
(1.03) 
3.85 
(0.38) 
3.23 
(0.93) 
3.85 
(0.38) 
3.15 
(1.28) 
3.31 
(0.95) 
2.92 
(1.19) 
3.38 
(1.12) 
1.15 
(0.55) 
2.31 
(1.18) 
1.46 
(0.88) 
1.23 
(0.60) 
2.92 
(1.19) 
1.69 
(1.03) 
2.00 
(1.15) 
1.54 
(0.97) 
2.31 
(1.32) 
1.31 
(0.48) 
3.54 
(0.78) 
2.15 
(1.14) 
1.54 
(1.13) 
1.62 
(0.96) 
1.92 
(1.04) 
1.77 
(0.83) 
3.23 
(0.60) 
2.08 
(0.95) 
32 
1.85 
(0.69) 
1.92 
(0.86) 
1.62 
(0.77) 
1.46 
(0.66) 
1.31 
(0.48) 
2.46 
(1.20) 
2.62 
(0.96) 
2.15 
(0.99) 
2.08 
(0.95) 
2.15 
(1.07) 
3.69 
(0.63) 
3.15 
(0.80) 
2.08 
(1.19) 
3.38 
(0.65) 
2.31 
(1.11) 
1.31 
(0.48) 
2.92 
(0.95) 
3.00 
(0.91) 
2.38 
(0.96) 
1.69 
(0.85) 
2.69 
(0.85) 
2.31 
(1.03) 
3.31 
(0.48) 
3.15 
(1.14) 
2.54 
(1.27) 
2.85 
(1.28) 
2.15 
(0.99) 
3.23 
(0.83) 
2.23 
(1.01) 
2.85 
(1.28) 
33 
1.23 
(0.44) 
1.69 
(0.95) 
1.31 
(0.63) 
1.38 
(0.51) 
1.00 
(0.00) 
1.46 
(0.66) 
2.31 
(1.03) 
1.31 
(0.48) 
1.69 
(0.75) 
2.54 
(1.27) 
3.69 
(0.48) 
2.62 
(1.04) 
2.31 
(1.25) 
2.62 
(1.12) 
2.08 
(1.04) 
1.31 
(0.85) 
2.77 
(0.60) 
2.54 
(1.27) 
2.77 
(1.42) 
1.46 
(0.97) 
2.54 
(1.05) 
3.85 
(0.38) 
3.15 
(0.69) 
3.54 
(0.52) 
2.08 
(0.95) 
2.38 
(1.04) 
3.15 
(0.90) 
3.69 
(0.63) 
2.23 
(0.93) 
3.15 
(0.69) 
34 
1.77 
(0.93) 
1.69 
(0.75) 
1.62 
(0.77) 
1.31 
(0.48) 
1.23 
(0.44) 
2.08 
(0.95) 
2.69 
(0.95) 
1.77 
(0.73) 
2.23 
(0.93) 
2.31 
(1.11) 
3.92 
(0.28) 
3.31 
(0.85) 
3.23 
(0.60) 
3.69 
(0.63) 
3.38 
(0.65) 
1.62 
(0.96) 
3.23 
(0.60) 
3.38 
(0.96) 
2.46 
(1.13) 
2.08 
(1.12) 
2.69 
(1.03) 
3.77 
(0.60) 
3.69 
(0.48) 
3.31 
(0.63) 
3.00 
(1.08) 
3.15 
(1.07) 
3.54 
(0.52) 
3.77 
(0.44) 
2.31 
(1.18) 
2.92 
(0.76) 
Note. rh = Items of the subscale ͚rehearsal strategies͛; os = Iteŵs of suďsĐale ͚orgaŶizatioŶal strategies͛; es = Iteŵs of the suďsĐale ͚elaďoratioŶ strategies͛  
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Table 7 
Internal consistency, trimmed means, standard deviations and subscale correlations of the learning 
strategy scales for the teacher sample 
Task-
No. n α LST α ‘H α OS α ES MtrRH (SD) MtrOS (SD) MtrES (SD) rRH-OS rRH-ES rOS-ES 
1 45 .80 .79 .80 .76 3.16 (0.55) 2.00 (0.72) 2.38 (0.55) .15 .01 .41 
2 40 .84 .78 .68 .79 2.75 (0.57) 2.67 (0.72) 2.28 (0.54) .27 .55 .26 
3 38 .90 .87 .70 .76 1.64 (0.60) 1.31 (0.46) 1.85 (0.55) .65 .51 .53 
4 36 .84 .86 .60 .60 2.56 (0.72) 1.78 (0.58) 2.21 (0.49) .50 .29 .23 
5 36 .80 .84 .80 .55 2.37 (0.65) 1.54 (0.62) 2.46 (0.42) .46 -.10 .11 
6 35 .81 .88 .69 .54 1.75 (0.64) 2.15 (0.65) 3.51 (0.44) .43 -.06 .10 
7 34 .82 .94 .74 .67 1.41 (0.69) 2.01 (0.67) 2.73 (0.55) .27 .01 .05 
8 34 .83 .90 .72 .63 1.38 (0.63) 1.41 (0.50) 2.25 (0.49) .29 .12 .40 
9 34 .79 .77 .69 .74 2.80 (0.56) 2.96 (0.66) 2.37 (0.58) .26 .09 .42 
10 33 .90 .91 .71 .83 1.61 (0.64) 1.88 (0.60) 2.90 (0.64) .31 .45 .43 
12 33 .76 .86 .52 .65 1.61 (0.77) 2.46 (0.56) 3.04 (0.51) .53 .01 .31 
13 19 .75 .73 .70 .73 2.69 (0.54) 1.82 (0.49) 2.50 (0.49) .18 .07 .21 
14 19 .76 .77 .43 .66 2.32 (0.52) 1.57 (0.43) 2.63 (0.47) .36 .04 .43 
15 19 .66 .74 .49 .64 2.70 (0.49) 3.38 (0.31) 1.97 (0.37) .18 -.07 .11 
16 19 .76 .52 .26 .66 1.08 (0.11) 1.24 (0.28) 2.44 (0.51) .48 .59 .42 
17 18 .78 .74 .70 .58 2.11 (0.51) 2.17 (0.54) 2.44 (0.46) .32 .29 .38 
18 18 .61 .86 .25 .66 2.49 (0.65) 2.55 (0.30) 2.45 (0.46) -.03 -.11 -.03 
19 18 .71 .85 .69 .58 2.95 (0.56) 2.43 (0.55) 3.29 (0.42) -.05 .12 .02 
20 18 .74 .87 .53 .86 2.44 (0.64) 2.41 (0.47) 2.76 (0.70) .30 -.22 .03 
21 18 .91 .91 .87 .68 2.04 (0.75) 1.91 (0.67) 3.18 (0.46) .65 .38 .55 
22 17 .82 .88 .74 .74 2.76 (0.90) 2.59 (0.69) 2.87 (0.49) .59 .04 .12 
23 18 .80 .81 .70 .58 1.94 (0.56) 2.47 (0.64) 3.18 (0.40) .55 .10 .22 
24 18 .82 .75 .82 .52 1.60 (0.53) 2.57 (0.77) 3.30 (0.36) .70 .01 .17 
25 13 .91 .91 .81 .79 2.00 (0.79) 1.68 (0.67) 2.25 (0.62) .72 .37 .55 
29 13 .81 .57 .62 .86 3.38 (0.52) 3.27 (0.53) 1.96 (0.67) .62 -.05 .33 
32 13 .84 .88 .81 .68 2.00 (0.67) 2.12 (0.68) 2.74 (0.53) .24 .11 .61 
33 13 .83 .78 .65 .71 1.53 (0.47) 2.03 (0.69) 3.07 (0.43) .44 .24 .59 
34 13 .88 .86 .68 .70 1.74 (0.58) 2.65 (0.57) 3.22 (0.43) .69 .53 .55 
Note. LST = whole learning strategy scale; RH = subscale rehearsal strategies; OS = subscale organizational strategies; ES = 
subscale elaboration strategies; r = interscale-correlation between subscales for TI and RE; Mtr = trimmed (10%) mean  
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Table 8 
Intraclass-Correlation for the teacher sample 
Task-
No.  95 % CI F-Test statistic 
 ICC lower upper df Value p 
1 .752 .640 .843 1276 5.46 .000 
2 .813 .721 .886 1131 6.84 .000 
3 .871 .803 .923 1073 10.50 .000 
4 .809 .711 .887 1015 6.96 .000 
5 .758 .636 .856 1015 5.74 .000 
6 .785 .672 .874 986 7.50 .000 
7 .795 .686 .881 957 7.32 .000 
8 .809 .707 .889 957 7.68 .000 
9 .819 .721 .895 957 7.50 .000 
10 .844 .755 .911 928 10.66 .000 
12 .763 .638 .862 928 6.30 .000 
13 .666 .451 .839 522 4.16 .000 
14 .728 .543 .871 522 5.01 .000 
15 .502 .259 .737 522 3.32 .000 
16 .675 .747 .841 522 5.30 .000 
17 .791 .638 .904 493 7.01 .000 
18 .651 .428 .833 493 4.27 .000 
19 .671 .449 .846 493 4.11 .000 
20 .738 .549 .880 493 4.86 .000 
21 .866 .761 .940 493 12.83 .000 
22 .868 .763 .943 464 8.96 .000 
23 .717 .525 .868 493 5.38 .000 
24 .788 .635 .903 493 8.34 .000 
25 .908 .820 .966 348 14.28 .000 
29 .805 .635 .926 348 8.48 .000 
32 .814 .648 .930 348 7.50 .000 
33 .727 .510 .893 348 6.22 .000 
34 .792 .614 .920 348 9.34 .000 
Note. ICC = Intraclass Correlation Coefficient using Average Measures in a two-way random effects model where both people 
effects and measures effects are random  
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Table 9 
Summary of all item-speĐifiĐ distaŶĐes ďetǁeeŶ refereŶĐe leǀel for learŶiŶg strategy use aŶd studeŶts͛ reported strategy use 
Task 
No 
drh01 drh02 drh03 drh04 drh05 drh06 drh07 drh08 drh09 drh10 dos01 dos02 dos03 dos04 dos05 dos06 dos07 dos08 dos09 dos10 des01 des02 des03 des04 des05 des06 des07 des08 des09 des10 
 M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) 
1 
-0.74 
(0.89) 
-0.04 
(0.94) 
-1.09 
(0.98) 
-0.15 
(0.89) 
-1.28 
(0.97) 
-0.57 
(0.82) 
-0.47 
(0.85) 
-0.26 
(0.90) 
-0.83 
(0.97) 
-0.51 
(0.93) 
-0.90 
(0.92) 
-0.61 
(0.93) 
-0.41 
(0.72) 
-0.28 
(0.93) 
-0.30 
(0.67) 
-0.66 
(0.63) 
-0.52 
(0.88) 
-0.63 
(0.62) 
-1.31 
(0.78) 
-0.21 
(0.61) 
-0.42 
(0.93) 
-0.62 
(0.96) 
-0.38 
(0.93) 
-0.24 
(0.9) 
0.47 
(0.83) 
0.54 
(0.84) 
0.10 
(1.00) 
0.09 
(0.79) 
-0.41 
(0.96) 
-0.05 
(1.00) 
2 
-0.46 
(0.83) 
-0.47 
(0.96) 
-0.52 
(0.84) 
-0.24 
(0.84) 
-0.32 
(0.85) 
-0.73 
(0.96) 
-0.71 
(0.88) 
-0.59 
(0.90) 
-0.69 
(0.96) 
-0.48 
(1.01) 
-1.42 
(1.00) 
-0.49 
(0.96) 
-0.93 
(0.79) 
-1.16 
(0.93) 
-1.27 
(0.8) 
-0.47 
(0.70) 
-0.68 
(0.93) 
-1.37 
(0.85) 
-1.86 
(1.12) 
-1.02 
(0.71) 
-0.24 
(0.88) 
-0.44 
(1.00) 
-0.70 
(0.89) 
0.09 
(0.89) 
0.42 
(0.83) 
0.73 
(0.87) 
-0.10 
(0.93) 
0.15 
(0.84) 
-0.56 
(0.94) 
-0.06 
(0.94) 
3 
1.00 
(0.88) 
0.78 
(0.94) 
0.76 
(0.88) 
0.62 
(0.82) 
0.77 
(0.87) 
0.48 
(0.94) 
0.25 
(0.97) 
0.39 
(0.89) 
0.41 
(0.96) 
0.52 
(1.01) 
-0.98 
(0.96) 
0.92 
(0.95) 
0.24 
(0.71) 
0.54 
(0.90) 
0.51 
(0.82) 
0.44 
(0.73) 
-0.14 
(0.91) 
0.18 
(0.80) 
0.27 
(0.87) 
0.27 
(0.75) 
0.60 
(0.89) 
0.43 
(0.84) 
-0.05 
(0.92) 
0.59 
(0.85) 
0.25 
(0.92) 
0.61 
(0.89) 
0.38 
(0.91) 
0.45 
(0.84) 
0.55 
(0.91) 
-0.30 
(0.97) 
4 
-0.10 
(1.01) 
-0.28 
(0.93) 
-0.28 
(0.89) 
0.58 
(0.96) 
0.00 
(0.93) 
-0.54 
(0.91) 
-0.65 
(0.92) 
-0.67 
(0.88) 
-0.75 
(0.92) 
-0.19 
(0.99) 
-1.27 
(0.95) 
-0.44 
(0.93) 
0.40 
(0.87) 
-0.19 
(0.97) 
0.22 
(0.93) 
0.26 
(0.81) 
-0.59 
(0.92) 
0.30 
(0.95) 
-0.93 
(1.01) 
0.22 
(0.81) 
0.24 
(0.97) 
0.50 
(0.97) 
-0.78 
(0.90) 
0.58 
(0.84) 
0.15 
(0.89) 
-0.14 
(0.94) 
0.58 
(0.95) 
0.36 
(0.87) 
-0.79 
(0.89) 
0.08 
(0.95) 
5 
-0.26 
(0.87) 
0.56 
(0.95) 
-0.16 
(0.94) 
0.39 
(0.94) 
-0.20 
(0.98) 
-0.31 
(0.94) 
-0.33 
(0.98) 
-0.12 
(0.86) 
-0.18 
(0.96) 
0.26 
(0.98) 
-1.05 
(0.95) 
-0.49 
(0.96) 
0.39 
(0.86) 
-0.91 
(1.00) 
0.50 
(0.97) 
0.17 
(0.88) 
-0.27 
(0.94) 
0.14 
(0.89) 
-0.13 
(0.85) 
0.45 
(0.89) 
-0.32 
(0.90) 
0.31 
(0.99) 
-1.38 
(0.98) 
0.29 
(0.92) 
0.40 
(0.92) 
0.45 
(0.93) 
0.36 
(0.92) 
0.26 
(0.84) 
-1.19 
(0.93) 
0.04 
(1.00) 
6 
0.49 
(0.95) 
0.64 
(0.97) 
0.36 
(0.81) 
0.54 
(0.78) 
0.14 
(0.76) 
0.33 
(0.96) 
-0.07 
(1.03) 
0.44 
(0.93) 
0.41 
(1.01) 
0.30 
(1.07) 
-1.18 
(1.03) 
-0.24 
(1.10) 
-1.11 
(0.73) 
-0.98 
(1.01) 
-0.09 
(0.93) 
0.35 
(0.73) 
0.01 
(0.99) 
-1.13 
(0.88) 
-0.75 
(0.98) 
-0.19 
(0.75) 
-0.38 
(1.02) 
-0.91 
(1.06) 
-0.72 
(1.12) 
-1.19 
(1.07) 
0.08 
(0.93) 
-0.22 
(1.03) 
-0.77 
(1.04) 
-1.55 
(1.03) 
-0.36 
(0.96) 
-0.93 
(1.04) 
7 
0.84 
(0.90) 
0.67 
(0.91) 
0.78 
(0.91) 
0.89 
(0.95) 
0.51 
(0.81) 
0.66 
(0.96) 
0.50 
(0.97) 
0.74 
(0.92) 
0.57 
(0.92) 
0.98 
(1.02) 
-1.19 
(0.93) 
-0.21 
(0.94) 
-0.73 
(0.92) 
-0.61 
(0.99) 
0.00 
(0.97) 
0.61 
(0.77) 
-0.02 
(0.92) 
-1.28 
(0.95) 
0.65 
(0.84) 
-0.18 
(0.93) 
-0.04 
(0.94) 
-0.81 
(0.94) 
-0.43 
(0.93) 
-0.67 
(0.97) 
0.60 
(0.86) 
0.29 
(0.98) 
0.01 
(0.94) 
-1.03 
(0.98) 
0.68 
(0.96) 
-0.24 
(1.03) 
8 
0.83 
(0.83) 
0.82 
(0.92) 
0.90 
(0.94) 
0.79 
(0.84) 
0.41 
(0.74) 
0.64 
(0.93) 
0.15 
(0.90) 
0.90 
(0.91) 
0.63 
(1.01) 
1.07 
(1.02) 
-0.84 
(0.97) 
0.27 
(0.92) 
0.70 
(1.03) 
0.53 
(1.17) 
0.49 
(0.94) 
0.63 
(0.75) 
-0.06 
(1.01) 
-0.31 
(0.83) 
0.80 
(0.83) 
0.45 
(0.79) 
-0.42 
(0.97) 
0.85 
(0.95) 
-1.01 
(0.93) 
0.70 
(0.92) 
1.05 
(0.90) 
0.61 
(1.00) 
0.74 
(0.93) 
-0.09 
(1.07) 
0.65 
(1.02) 
-0.16 
(1.02) 
9 
-0.01 
(0.90) 
-0.28 
(0.96) 
0.16 
(0.96) 
0.28 
(1.00) 
0.19 
(0.90) 
-0.71 
(0.99) 
-0.67 
(0.96) 
-0.56 
(0.95) 
-0.82 
(0.93) 
-0.37 
(1.03) 
-1.09 
(0.98) 
-0.61 
(0.96) 
-1.16 
(0.96) 
-1.10 
(1.01) 
-0.66 
(1.05) 
0.27 
(0.80) 
-0.27 
(0.98) 
-1.50 
(0.96) 
-1.52 
(1.04) 
-1.35 
(1.14) 
-0.26 
(0.87) 
-0.31 
(0.96) 
-0.79 
(0.95) 
0.49 
(1.03) 
0.35 
(0.88) 
0.28 
(0.90) 
0.13 
(0.97) 
-0.35 
(0.91) 
-0.31 
(0.94) 
-0.06 
(0.97) 
10 
0.89 
(0.83) 
0.74 
(0.93) 
0.77 
(0.86) 
0.77 
(0.88) 
0.63 
(0.84) 
0.56 
(0.90) 
-0.27 
(1.00) 
0.93 
(0.95) 
0.66 
(0.93) 
1.15 
(0.97) 
-1.05 
(0.99) 
-0.01 
(0.99) 
-0.35 
(0.82) 
-0.28 
(0.91) 
-0.13 
(0.91) 
0.46 
(0.75) 
-0.28 
(0.95) 
-0.92 
(0.87) 
0.30 
(0.75) 
-0.18 
(0.78) 
-0.39 
(0.91) 
-1.16 
(0.95) 
-0.88 
(0.95) 
0.06 
(0.95) 
0.72 
(0.88) 
0.03 
(0.93) 
-0.72 
(0.96) 
-1.21 
(0.92) 
0.25 
(0.92) 
-0.96 
(0.97) 
12 
0.15 
(0.80) 
0.49 
(0.95) 
0.52 
(0.88) 
0.70 
(0.93) 
0.57 
(0.84) 
0.52 
(0.97) 
-0.22 
(0.96) 
0.43 
(0.93) 
-0.20 
(0.94) 
1.13 
(1.01) 
-1.42 
(0.97) 
-1.10 
(1.00) 
-1.61 
(0.94) 
-1.61 
(0.90) 
-0.93 
(1.01) 
0.34 
(0.80) 
-0.21 
(0.94) 
-1.45 
(0.90) 
0.03 
(0.80) 
-0.58 
(0.81) 
-0.51 
(0.93) 
-0.98 
(1.04) 
-1.05 
(0.99) 
-0.99 
(0.97) 
-0.08 
(0.92) 
-0.51 
(0.99) 
-0.39 
(0.97) 
-1.21 
(0.96) 
-0.10 
(0.93) 
-0.91 
(1.03) 
13 
-0.55 
(0.84) 
0.09 
(0.98) 
-0.53 
(0.87) 
-0.07 
(0.83) 
-0.65 
(0.87) 
-0.73 
(0.99) 
-0.54 
(0.96) 
-0.14 
(0.90) 
-0.47 
(0.94) 
-0.29 
(1.03) 
-1.14 
(0.92) 
-0.92 
(0.98) 
0.10 
(0.70) 
-0.74 
(0.99) 
-0.12 
(0.76) 
-0.30 
(0.73) 
-0.02 
(0.94) 
-0.37 
(0.75) 
-1.50 
(0.92) 
0.06 
(0.70) 
-0.05 
(0.93) 
-0.23 
(1.05) 
-0.53 
(0.94) 
-0.20 
(0.91) 
0.36 
(0.87) 
1.05 
(0.92) 
-0.13 
(1.00) 
-0.35 
(0.87) 
-0.34 
(0.97) 
-1.26 
(0.98) 
14 
0.41 
(0.92) 
-0.06 
(1.03) 
0.45 
(0.91) 
0.14 
(0.94) 
0.27 
(0.87) 
-0.23 
(1.00) 
-0.56 
(0.98) 
-0.08 
(0.99) 
-0.09 
(1.00) 
0.27 
(1.04) 
-0.38 
(0.98) 
-0.13 
(0.99) 
0.46 
(0.87) 
-0.98 
(1.00) 
0.15 
(0.84) 
0.33 
(0.78) 
-0.28 
(0.96) 
-0.37 
(0.87) 
-0.25 
(0.93) 
0.14 
(0.85) 
0.12 
(0.96) 
-0.06 
(1.02) 
-0.89 
(1.01) 
-0.36 
(0.9) 
0.40 
(0.89) 
-0.04 
(0.91) 
-0.19 
(0.99) 
-0.98 
(0.96) 
-0.37 
(0.96) 
-0.73 
(1.03) 
15 
-0.09 
(0.87) 
-0.19 
(0.97) 
-0.35 
(0.88) 
-0.24 
(0.89) 
0.07 
(0.86) 
-0.67 
(0.95) 
-0.77 
(0.97) 
-0.67 
(0.95) 
-0.73 
(0.97) 
-0.52 
(1.04) 
-0.99 
(0.98) 
-1.03 
(0.98) 
-1.50 
(1.07) 
-1.53 
(1.00) 
-1.57 
(1.07) 
-0.26 
(0.86) 
-0.58 
(0.95) 
-1.69 
(1.09) 
-1.48 
(1.24) 
-1.76 
(1.22) 
0.17 
(0.91) 
0.63 
(0.93) 
-0.55 
(0.93) 
0.41 
(0.92) 
0.45 
(0.86) 
0.63 
(0.94) 
0.89 
(0.95) 
0.08 
(0.93) 
-0.32 
(0.95) 
0.21 
(1.00) 
16 
0.89 
(0.88) 
1.05 
(1.02) 
0.80 
(0.90) 
0.82 
(0.89) 
0.64 
(0.82) 
0.98 
(1.02) 
0.70 
(1.04) 
0.81 
(0.94) 
0.52 
(0.97) 
1.01 
(1.03) 
-0.47 
(1.00) 
0.26 
(1.01) 
0.49 
(0.78) 
0.50 
(0.96) 
0.52 
(0.90) 
0.61 
(0.85) 
0.17 
(1.02) 
-0.21 
(0.95) 
0.63 
(0.88) 
0.51 
(0.86) 
0.27 
(0.96) 
0.20 
(1.06) 
-0.87 
(1.01) 
-1.05 
(1.04) 
0.85 
(0.89) 
0.55 
(1.00) 
0.28 
(1.03) 
-1.31 
(1.06) 
0.78 
(1.01) 
-0.27 
(1.03) 
17 
0.36 
(0.92) 
0.57 
(1.06) 
0.42 
(0.90) 
0.36 
(0.91) 
0.50 
(0.82) 
-0.34 
(1.02) 
0.04 
(1.07) 
0.01 
(0.99) 
0.02 
(1.01) 
-0.71 
(1.08) 
-1.11 
(1.00) 
-1.24 
(1.02) 
-0.06 
(0.87) 
-0.69 
(1.00) 
-0.86 
(0.90) 
0.56 
(0.85) 
-0.22 
(0.97) 
-0.93 
(0.98) 
-1.59 
(1.04) 
0.07 
(0.88) 
-0.16 
(0.93) 
0.26 
(1.05) 
-0.73 
(0.98) 
-0.36 
(0.92) 
0.13 
(0.93) 
-0.14 
(1.00) 
0.28 
(1.01) 
-1.04 
(1.00) 
-0.28 
(0.95) 
0.03 
(1.04) 
18 
0.17 
(0.87) 
0.16 
(1.03) 
0.33 
(0.88) 
0.18 
(0.92) 
0.22 
(0.83) 
-0.40 
(0.99) 
-0.18 
(1.03) 
-0.18 
(0.98) 
-0.09 
(0.96) 
-0.38 
(1.07) 
-1.10 
(1.03) 
-1.20 
(1.01) 
-0.78 
(0.85) 
-1.08 
(0.99) 
-1.36 
(0.94) 
0.43 
(0.83) 
-0.17 
(0.98) 
-1.63 
(0.93) 
-1.86 
(1.06) 
-0.20 
(0.86) 
-0.65 
(0.98) 
0.61 
(1.02) 
-0.77 
(0.99) 
-0.53 
(1.01) 
0.22 
(0.92) 
0.04 
(0.96) 
0.58 
(0.98) 
-0.84 
(1.00) 
-0.28 
(0.94) 
0.12 
(1.01) 
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19 
-0.34 
(0.89) 
-0.36 
(0.94) 
-0.84 
(0.88) 
-0.35 
(0.94) 
-1.05 
(0.86) 
-0.91 
(0.96) 
-1.12 
(0.97) 
-0.39 
(0.91) 
-0.97 
(0.93) 
-0.49 
(1.06) 
-1.13 
(0.98) 
-1.06 
(0.94) 
-0.54 
(0.83) 
-1.36 
(1.01) 
-0.77 
(0.92) 
-0.08 
(0.8) 
-0.50 
(0.96) 
-1.39 
(0.91) 
-1.74 
(1.04) 
-0.10 
(0.85) 
-0.69 
(0.91) 
-0.85 
(1.03) 
-0.8 
(0.97) 
-0.76 
(0.94) 
0.49 
(0.86) 
0.57 
(0.92) 
-0.87 
(1.00) 
-1.09 
(0.88) 
-1.01 
(0.98) 
-0.86 
(1.03) 
20 
-0.04 
(0.91) 
0.00 
(1.00) 
0.04 
(0.89) 
0.32 
(0.92) 
0.05 
(0.87) 
-0.26 
(0.97) 
-0.40 
(0.98) 
-0.69 
(0.95) 
-0.28 
(0.93) 
-0.48 
(1.06) 
-1.10 
(0.99) 
-1.13 
(1.00) 
-0.52 
(0.85) 
-1.04 
(0.99) 
-0.72 
(0.94) 
0.13 
(0.85) 
-0.61 
(1.01) 
-1.41 
(0.92) 
-1.92 
(1.03) 
-0.16 
(0.83) 
-0.48 
(1.01) 
-0.60 
(1.00) 
-0.66 
(0.96) 
0.27 
(0.94) 
-0.38 
(0.92) 
0.07 
(0.92) 
-0.10 
(0.98) 
-0.63 
(0.95) 
-0.59 
(0.98) 
-0.14 
(1.05) 
21 
0.42 
(0.85) 
0.59 
(0.95) 
0.62 
(1.05) 
0.18 
(0.86) 
0.42 
(0.86) 
-0.40 
(0.98) 
-0.27 
(0.99) 
-0.27 
(0.94) 
0.15 
(0.96) 
-0.10 
(1.03) 
-1.04 
(1.00) 
-0.90 
(1.00) 
-0.06 
(0.90) 
-0.16 
(1.00) 
-0.23 
(0.91) 
0.43 
(0.89) 
-0.44 
(0.97) 
-0.91 
(0.86) 
-1.00 
(0.86) 
0.08 
(0.85) 
-0.46 
(0.94) 
-1.38 
(0.99) 
-1.06 
(0.98) 
-0.76 
(0.94) 
-0.28 
(0.91) 
0.05 
(1.04) 
-1.13 
(0.97) 
-1.41 
(1.03) 
-0.55 
(1.02) 
-0.58 
(1.06) 
22 
-0.39 
(0.96) 
-0.33 
(0.97) 
-0.32 
(1.01) 
-0.68 
(0.87) 
-0.46 
(0.92) 
-0.77 
(1.01) 
-0.60 
(1.04) 
-0.07 
(0.98) 
-0.78 
(0.93) 
-0.48 
(1.04) 
-1.09 
(1.03) 
-1.10 
(1.01) 
-0.88 
(0.97) 
-0.97 
(1.01) 
-0.75 
(0.97) 
0.05 
(0.90) 
-0.68 
(1.01) 
-1.38 
(1.01) 
-1.31 
(1.13) 
-0.66 
(0.89) 
-0.58 
(0.98) 
-0.73 
(1.03) 
-0.98 
(1.03) 
-0.56 
(1.03) 
0.17 
(0.82) 
0.12 
(0.96) 
-0.80 
(1.00) 
-1.08 
(0.90) 
-0.42 
(1.05) 
-0.77 
(1.00) 
23 
0.12 
(0.87) 
0.19 
(0.95) 
0.32 
(0.87) 
0.58 
(0.87) 
0.37 
(0.85) 
0.28 
(0.99) 
-0.36 
(1.02) 
0.16 
(0.97) 
-0.01 
(0.96) 
0.78 
(1.08) 
-1.29 
(0.96) 
-0.87 
(1.02) 
-1.39 
(0.82) 
-1.26 
(1.00) 
-0.87 
(0.92) 
0.16 
(0.80) 
-0.64 
(1.01) 
-1.60 
(0.94) 
-0.53 
(0.86) 
-0.88 
(0.82) 
-0.48 
(1.02) 
-0.77 
(1.04) 
-1.25 
(1.02) 
-1.19 
(0.94) 
-0.50 
(0.94) 
-1.48 
(0.97) 
-0.81 
(1.01) 
-1.73 
(1.01) 
-0.03 
(0.97) 
-0.72 
(1.05) 
24 
0.18 
(0.9) 
0.40 
(0.95) 
0.29 
(0.95) 
0.54 
(0.90) 
0.29 
(0.90) 
-0.05 
(1.02) 
-0.57 
(1.00) 
0.33 
(0.97) 
-0.05 
(0.95) 
0.70 
(1.09) 
-1.24 
(1.07) 
-0.79 
(1.04) 
-1.06 
(0.98) 
-1.38 
(1.07) 
-0.34 
(1.00) 
-0.08 
(0.85) 
-1.03 
(1.01) 
-1.31 
(1.01) 
-0.30 
(1.00) 
-1.50 
(1.02) 
-0.31 
(0.96) 
-1.40 
(1.05) 
-1.07 
(1.03) 
-0.40 
(0.97) 
0.31 
(0.89) 
0.04 
(0.98) 
-1.07 
(1.03) 
-1.49 
(1.02) 
-0.49 
(1.00) 
-1.16 
(1.06) 
25 
0.09 
(0.81) 
0.21 
(0.95) 
0.33 
(0.83) 
0.52 
(0.87) 
0.37 
(0.8) 
0.43 
(0.99) 
-0.15 
(0.98) 
0.07 
(0.93) 
-0.02 
(0.93) 
0.03 
(1.00) 
-1.16 
(0.94) 
-0.20 
(0.97) 
-0.10 
(0.81) 
-0.65 
(0.96) 
0.00 
(0.86) 
0.20 
(0.75) 
-0.22 
(0.94) 
-0.47 
(0.82) 
-0.90 
(0.86) 
0.29 
(0.82) 
0.01 
(0.99) 
0.12 
(1.00) 
0.32 
(0.98) 
0.39 
(0.95) 
0.34 
(0.89) 
0.54 
(0.93) 
0.18 
(1.00) 
-1.00 
(0.96) 
0.44 
(0.99) 
0.19 
(1.03) 
29 
-0.59 
(0.91) 
-0.62 
(1.00) 
-1.02 
(0.92) 
0.03 
(0.96) 
-0.05 
(0.86) 
-1.28 
(1.00) 
-1.26 
(1.00) 
-1.26 
(0.97) 
-0.96 
(0.99) 
-0.92 
(1.08) 
-1.22 
(1.01) 
-1.38 
(1.00) 
-1.60 
(1.07) 
-1.51 
(1.00) 
-2.02 
(1.08) 
-0.66 
(0.91) 
-0.32 
(0.95) 
-1.57 
(1.01) 
-1.94 
(1.00) 
-1.40 
(0.82) 
0.41 
(0.93) 
0.63 
(0.97) 
-0.73 
(1.00) 
0.16 
(0.98) 
0.12 
(0.85) 
0.18 
(0.95) 
0.69 
(0.99) 
0.60 
(0.96) 
0.04 
(1.00) 
0.40 
(1.01) 
32 
0.26 
(0.84) 
0.26 
(0.94) 
0.35 
(0.92) 
0.66 
(0.90) 
0.46 
(0.80) 
-0.08 
(0.94) 
-0.25 
(1.02) 
-0.01 
(0.93) 
0.16 
(0.94) 
0.23 
(1.01) 
-1.37 
(0.96) 
-1.17 
(1.03) 
-0.25 
(0.90) 
-1.37 
(0.98) 
-0.45 
(0.93) 
0.41 
(0.88) 
-0.72 
(0.93) 
-1.20 
(0.97) 
-0.59 
(0.93) 
0.13 
(0.87) 
-0.34 
(0.97) 
0.03 
(1.01) 
-0.87 
(1.05) 
-1.12 
(1.02) 
-0.54 
(0.87) 
-0.76 
(0.96) 
0.26 
(1.03) 
-1.13 
(0.98) 
0.03 
(1.06) 
-0.62 
(1.05) 
33 
0.87 
(0.82) 
0.52 
(0.97) 
0.77 
(0.91) 
0.72 
(0.95) 
0.73 
(0.83) 
1.00 
(0.97) 
0.12 
(1.01) 
0.76 
(0.94) 
0.58 
(0.94) 
-0.26 
(1.01) 
-1.37 
(0.96) 
-0.45 
(0.99) 
-0.47 
(0.92) 
-0.37 
(0.97) 
-0.05 
(1.03) 
0.66 
(0.92) 
-0.31 
(0.97) 
-0.68 
(0.96) 
-0.94 
(0.99) 
0.48 
(0.94) 
-0.20 
(0.94) 
-1.41 
(1.04) 
-0.82 
(1.00) 
-1.45 
(1.00) 
-0.06 
(0.87) 
-0.23 
(0.98) 
-0.81 
(1.01) 
-1.63 
(1.00) 
0.07 
(0.98) 
-0.87 
(1.05) 
34 
0.43 
(0.87) 
0.46 
(0.96) 
0.41 
(0.95) 
0.66 
(0.93) 
0.48 
(0.84) 
0.21 
(1.08) 
-0.23 
(1.01) 
0.42 
(0.97) 
0.02 
(0.95) 
0.10 
(1.03) 
-1.38 
(1.02) 
-1.09 
(1.12) 
-1.45 
(0.99) 
-1.50 
(1.02) 
-1.43 
(1.04) 
0.18 
(0.84) 
-0.76 
(1.01) 
-1.73 
(0.97) 
-0.61 
(1.03) 
-0.47 
(0.86) 
-0.16 
(1.02) 
-1.15 
(1.10) 
-1.12 
(1.07) 
-1.08 
(1.06) 
-0.91 
(0.96) 
-0.90 
(1.11) 
-1.04 
(1.00) 
-1.46 
(1.04) 
0.04 
(1.03) 
-0.45 
(1.08) 
Note. drh = distance for the items of the subscale ͚rehearsal strategies͛; dos = distance for the items of the suďsĐale ͚orgaŶizatioŶal strategies͛; des = distance for the items of the 
suďsĐale ͚elaďoratioŶ strategies͛ 
224 
 
 
Figure 1: Overview of the means of item-specific distances of all students for tasks 12-21  
 
Figure 1. On the right: Task No.; rh = distance-means for rehearsal strategies; os = distance means for organizational strategies; 
es = distance means for elaboration strategies 
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Figure 2: Overview of the means of item-specific distances of all students for tasks 22-34  
 
Figure 2. On the right: Task No.; rh = distance means for rehearsal strategies; os = distance means for organizational strategies; 
es = distance means for elaboration strategies 
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Appendix B 
Table 1 
Goodness-of-fit for the models based on the ESEM-procedure 
Task n χ2 df p χ2 /df RMSEA SRMR CFI TLI AIC 
1 719 90.28 40 .000 2.26 .042 .023 .978 .963 16545.95 
2 683 109.56 40 .000 2.74 .050 .025 .974 .957 16290.44 
3 534 101.86 40 .000 2.55 .054 .022 .974 .957 13264.29 
4 513 83.42 40 .000 2.08 .046 .019 .983 .972 12224.78 
5 429 116.33 40 .000 2.91 .067 .027 .962 .937 10286.19 
6 632 152.37 40 .000 3.81 .067 .023 .966 .944 16542.10 
7 413 126.86 40 .000 3.17 .073 .029 .958 .931 10436.27 
8 363 130.99 40 .000 3.27 .079 .035 .950 .917 9349.09 
9 614 164.67 40 .000 4.12 .071 .027 .956 .928 15505.08 
10 553 137.74 40 .000 3.44 .066 .029 .963 .939 13516.08 
12 541 137.06 40 .000 3.43 .067 .026 .967 .946 14108.81 
13 702 83.12 40 .000 2.08 .039 .019 .985 .976 15949.33 
14 345 101.04 40 .000 2.53 .067 .029 .961 .935 8371.71 
15 638 89.22 40 .000 2.23 .044 .019 .985 .975 15545.90 
16 413 124.23 40 .000 3.10 .071 .032 .959 .933 10944.77 
17 256 52.27 40 .093 1.31 .035 .023 .990 .984 6110.32 
18 628 94.28 40 .000 2.36 .046 .019 .985 .975 14295.49 
19 625 117.26 40 .000 2.93 .056 .020 .979 .966 15124.52 
20 534 93.71 40 .000 2.34 .050 .018 .984 .974 11697.85 
21 225 84.97 40 .000 2.12 .071 .025 .965 .943 5116.12 
22 199 69.05 40 .003 1.73 .060 .028 .975 .959 4883.08 
23 625 148.42 40 .000 3.71 .066 .023 .970 .951 14826.02 
24 430 87.93 40 .000 2.20 .053 .019 .983 .971 10848.83 
25 453 91.16 40 .000 2.28 .053 .025 .976 .960 10318.42 
29 421 174.44 40 .000 4.36 .089 .031 .940 .901 11187.24 
32 376 163.94 40 .000 4.10 .091 .033 .935 .892 9113.50 
33 363 93.55 40 .000 2.34 .061 .030 .969 .948 9009.48 
34 391 180.87 40 .000 4.52 .095 .029 .943 .906 10003.19 
 Note. χ2 = Model chi-square with its degrees of freedom (df) and p value (Bollen Stine Bootstrap corrected); RMSEA = Steiger 
Lind Root Mean Square Error of Approximation; SRMR = Standardized Root Mean Square Residual; CFI = Bentler Comparative Fit 
Index; TLI = Tucker Lewis Index; AIC = Akaike Information Criterion 
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Table 2 
Results of the ESEM procedure for the regression path coefficients  
No. 
BdRH
I SE C.R. p 
BdRH
PS SE C.R. p 
BdOS
I SE C.R. p 
BdOS
PS SE C.R. p BdESI SE C.R. p 
BdES
PS SE C.R. p  
1 -0.06 0.01 -4.02 .000 -0.05 0.02 -2.92 .003 -0.01 0.01 -0.82 .412 0.01 0.01 0.86 .389 -0.01 0.01 -0.78 .435 0.01 0.01 0.54 .591 
2 -0.03 0.01 -2.41 .016 -0.04 0.01 -2.69 .007 -0.00 0.02 -0.23 .815 -0.02 0.02 -1.45 .147 -0.01 0.01 -0.61 .544 -0.02 0.01 -1.57 .117 
3 0.00 0.02 0.26 .791 0.05 0.02 3.17 .001 -0.08 0.02 -4.17 .000 0.07 0.02 3.33 .001 0.02 0.01 1.31 .190 0.07 0.01 5.61 .000 
4 0.03 0.01 1.87 .062 -0.04 0.01 -2.81 .005 -0.04 0.01 -2.87 .004 0.04 0.01 2.44 .015 0.02 0.01 1.73 .084 0.03 0.01 2.06 .039 
5 0.00 0.01 0.15 .880 -0.00 0.01 -0.25 .802 -0.08 0.02 -4.23 .000 0.05 0.02 2.28 .023 -0.01 0.01 -0.56 .575 -0.02 0.01 -1.21 .227 
6 0.02 0.01 1.19 .233 0.01 0.01 0.68 .496 0.01 0.01 0.67 .501 0.03 0.01 2.61 .009 0.01 0.03 0.22 .822 -0.20 0.03 -7.41 .000 
7 -0.05 0.03 -1.89 .059 0.08 0.03 2.87 .004 -0.01 0.01 -0.52 .602 0.04 0.01 2.45 .014 0.04 0.02 1.91 .057 -0.04 0.02 -1.89 .058 
8 -0.09 0.03 -2.98 .003 0.12 0.03 4.20 .000 -0.15 0.03 -5.52 .000 0.13 0.03 4.68 .000 0.02 0.02 1.49 .136 0.03 0.02 1.59 .111 
9 -0.00 0.02 -0.27 .786 -0.06 0.02 -3.91 .000 0.04 0.02 1.81 .070 -0.09 0.02 -4.16 .000 0.05 0.01 3.60 .000 -0.01 0.01 -0.94 .348 
10 0.01 0.02 0.76 .447 0.04 0.02 2.04 .042 0.02 0.01 1.81 .070 0.00 0.01 0.01 .992 0.04 0.02 2.24 .025 -0.11 0.02 -6.35 .000 
12 0.06 0.02 2.80 .005 0.04 0.02 1.91 .055 0.03 0.02 1.92 .054 0.01 0.02 0.42 .675 0.02 0.02 0.96 .339 -0.14 0.02 -6.75 .000 
13 -0.02 0.01 -1.35 .177 -0.02 0.01 -1.65 .098 0.01 0.01 1.00 .316 -0.01 0.01 -0.80 .426 0.01 0.01 0.51 .611 -0.05 0.01 -3.72 .000 
14 0.03 0.02 1.72 .086 -0.02 0.02 -0.94 .345 -0.02 0.02 -0.96 .336 0.07 0.02 3.21 .001 0.01 0.02 0.76 .449 -0.10 0.02 -5.09 .000 
15 0.01 0.01 0.50 .618 -0.05 0.01 -3.50 .000 0.00 0.02 0.17 .866 -0.02 0.03 -0.72 .472 0.00 0.01 -0.00 .999 0.08 0.01 6.16 .000 
16 -0.07 0.03 -2.04 .041 0.20 0.03 5.90 .000 -0.12 0.03 -4.10 .000 0.08 0.03 2.78 .005 0.02 0.01 1.05 .294 0.00 0.01 0.32 .747 
17 -0.00 0.02 -0.19 .846 0.04 0.02 1.69 .090 0.03 0.02 1.85 .064 -0.04 0.02 -1.95 .051 0.02 0.02 1.00 .319 0.010 0.02 0.39 .697 
18 0.00 0.02 -0.02 .985 -0.01 0.02 -0.59 .558 0.01 0.02 0.55 .581 0.00 0.02 0.24 .812 -0.01 0.01 -0.43 .667 -0.010 0.01 -0.38 .701 
19 -0.06 0.02 -3.69 .000 -0.02 0.02 -1.43 .153 -0.01 0.01 -0.73 .464 0.03 0.01 2.25 .025 -0.03 0.02 -1.45 .147 -0.15 0.02 -6.96 .000 
20 -0.01 0.01 -1.08 .280 -0.02 0.01 -1.42 .156 -0.01 0.01 -0.39 .698 0.02 0.01 1.12 .260 -0.02 0.02 -1.15 .250 -0.07 0.02 -3.96 .000 
21 0.00 0.02 0.19 .851 0.03 0.02 1.47 .141 -0.03 0.02 -1.50 .136 0.02 0.02 1.17 .242 -0.00 0.03 -0.13 .894 -0.17 0.03 -4.80 .000 
22 0.03 0.03 0.85 .396 -0.09 0.03 -2.83 .005 0.02 0.03 0.72 .473 -0.06 0.03 -2.29 .022 -0.03 0.03 -0.80 .425 -0.16 0.03 -4.71 .000 
23 0.03 0.01 1.79 .073 0.05 0.01 3.27 .001 -0.01 0.01 -0.36 .720 -0.01 0.02 -0.66 .510 0.01 0.02 0.31 .756 -0.17 0.02 -7.80 .000 
24 -0.01 0.02 -0.31 .759 0.08 0.02 3.81 .000 0.03 0.02 1.64 .101 -0.03 0.02 -1.67 .095 -0.00 0.03 -0.12 .903 -0.22 0.03 -7.67 .000 
25 0.02 0.01 1.35 .178 0.04 0.01 2.93 .003 -0.05 0.01 -3.51 .000 0.03 0.01 2.20 .028 0.03 0.01 1.86 .062 0.00 0.01 0.30 .764 
29 -0.03 0.03 -0.95 .342 -0.19 0.03 -6.47 .000 0.04 0.03 1.39 .165 -0.08 0.03 -2.46 .014 0.00 0.02 0.33 .741 0.11 0.02 6.70 .000 
32 0.01 0.02 0.93 .354 0.06 0.02 3.83 .000 0.03 0.02 1.82 .069 0.04 0.02 2.72 .007 -0.01 0.02 -0.68 .496 -0.06 0.02 -3.02 .003 
33 0.04 0.02 1.88 .006 0.09 0.02 4.08 .000 0.03 0.01 2.05 .041 0.02 0.01 1.44 .149 -0.01 0.02 -0.30 .763 -0.13 0.02 -5.97 .000 
34 0.08 0.02 3.31 .001 0.04 0.02 1.65 .098 0.00 0.03 0.19 .850 -0.00 0.02 -0.20 .843 -0.02 0.03 -0.54 .591 -0.14 0.03 -4.46 .000 
Note. I = interestingness; PS = personal significance; dRH = distance rehearsal strategies; dOS = distance organizational strategies;  dES = distance elaboration strategies; B = 
unstandardized regression coefficient 
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Table 3 
Results of the ESEM-procedure for the correlation coefficients  
No. rI<->PS SE C.R. p 
rdRH<->
OS SE C.R. p 
rdES<->
RH SE C.R. p 
rdES<->
OS SE C.R. p 
1 .455 0.05 9.48 .000 .013 0.00 5.58 .000 .019 0.03 6.31 .000 .012 0.00 6.41 .000 
2 .340 0.05 6.38 .000 .034 0.00 7.64 .000 .027 0.00 9.14 .000 .015 0.00 4.79 .000 
3 .310 0.08 4.02 .000 .050 0.01 8.17 .000 .021 0.00 5.68 .000 .028 0.00 6.19 .000 
4 .395 0.07 5.82 .000 -.006 0.00 -1.78 .074 .031 0.00 8.67 .000 .008 0.00 2.63 .009 
5 .335 0.08 4.39 .000 -.016 0.00 -3.53 .000 .031 0.00 8.45 .000 -.001 0.00 -0.31 .759 
6 .467 0.05 9.98 .000 -.013 0.00 -5.14 .000 -.032 0.01 -5.86 .000 .033 0.00 6.39 .000 
7 .517 0.06 9.12 .000 .013 0.00 2.73 .006 -.048 0.01 -6.78 .000 .009 0.00 2.44 .015 
8 .518 0.05 10.88 .000 .091 0.01 8.91 .000 .016 0.01 2.96 .003 -.003 0.00 -0.53 .599 
9 .387 0.05 7.82 .000 .044 0.01 7.77 .000 .032 0.00 8.69 .000 .023 0.00 5.13 .000 
10 .503 0.12 4.12 .000 .012 0.00 3.52 .000 -.018 0.00 -4.00 .000 .008 0.00 2.69 .007 
12 .439 0.05 9.09 .000 -.018 0.01 -3.13 .002 -.040 0.01 -6.00 .000 .064 0.01 10.36 .000 
13 .500 0.04 12.36 .000 .006 0.00 2.75 .006 .027 0.00 9.45 .000 .005 0.00 2.55 .011 
14 .317 0.06 5.03 .000 .001 0.00 0.13 .899 .037 0.00 7.65 .000 -.011 0.00 -2.01 .044 
15 .381 0.05 7.96 .000 .031 0.01 4.93 .000 .006 0.00 2.17 0.03 -.015 0.01 -2.66 .008 
16 .395 0.06 6.78 .000 .116 0.01 7.94 .000 -.022 0.01 -3.03 .002 -.010 0.01 -1.66 .097 
17 .534 0.07 7.15 .000 .006 0.00 1.69 .091 .012 0.00 2.58 0.01 .008 0.00 2.03 .042 
18 .523 0.04 12.18 .000 .016 0.00 4.12 .000 .035 0.00 9.50 .000 .027 0.00 7.59 .000 
19 .465 0.04 10.27 .000 .020 0.00 5.33 .000 .059 0.01 9.75 .000 .014 0.00 2.91 .004 
20 .478 0.04 10.82 .000 .010 0.00 3.15 .002 .039 0.00 9.23 .000 .015 0.00 3.65 .000 
21 .533 0.07 8.09 .000 .007 0.00 1.86 .063 .012 0.01 1.91 .048 -.008 0.01 -1.35 .176 
22 .393 0.08 4.761 .000 .040 0.01 4.46 .000 .064 0.01 5.69 .000 .027 0.01 2.89 .004 
23 .570 0.04 13.40 .000 .008 0.00 2.56 .010 .001 0.00 0.35 .729 .016 0.00 3.61 .000 
24 .539 0.05 11.23 .000 -.014 0.01 -2.46 .014 -.038 0.01 -5.04 .000 .037 0.01 5.12 .000 
25 .409 0.06 6.42 .000 .005 0.00 1.79 .074 .018 0.00 5.64 .000 -.002 0.00 -0.79 .428 
29 .423 0.05 7.63 .000 .029 0.01 2.25 .024 .001 0.01 0.15 .877 -.009 0.01 -1.21 .224 
32 .354 0.06 5.76 .000 .017 0.00 4.84 .000 .019 0.00 4.10 .000 .028 0.00 6.04 .000 
33 .267 0.06 4.18 .000 .008 0.00 1.95 .050 -.038 0.01 -5.44 .000 .000 0.00 -0.10 .922 
34 .602 0.05 11.17 .000 -.007 0.01 -1.25 .210 -.011 0.01 -1.57 .116 .050 0.01 6.03 .000 
Note. I = interestingness; PS = personal significance; dRH = distance rehearsal strategies; dOS = distance organizational 
strategies; dES = distance elaboration strategies; B = unstandardized regression coefficient 
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Table 4 
Results of the ESEM procedure for the regression path coefficients (standardized) 
No. 
β 
dRHI SE C.R. p 
β 
dRHPS SE C.R. p 
β 
dOSI SE C.R. p 
β 
dOSPS SE C.R. p 
β 
dESI SE C.R. p 
β 
dESPS SE C.R. p  
1 -0.19 0.05 -4.09 .000 -0.14 0.05 -2.95 .003 -0.04 0.05 -0.82 .411 0.04 0.05 0.86 .389 -0.04 0.05 -0.78 .435 0.03 0.05 0.54 .591 
2 -0.11 0.04 -2.43 .015 -0.12 0.05 -2.71 .007 -0.01 0.05 -0.23 .815 -0.07 0.05 -1.45 .146 -0.03 0.04 -0.61 .543 -0.07 0.05 -1.57 .116 
3 0.01 0.05 0.27 .791 0.16 0.05 3.22 .001 -0.21 0.05 -4.27 .000 0.17 0.05 3.38 .001 0.06 0.05 1.31 .189 0.28 0.05 5.86 .000 
4 0.10 0.05 1.88 .060 -0.15 0.05 -2.84 .004 -0.15 0.05 -2.91 .004 0.13 0.05 2.46 .014 0.09 0.05 1.74 .082 0.11 0.05 2.08 .038 
5 0.01 0.06 0.15 .880 -0.01 0.06 -0.25 .802 -0.24 0.05 -4.36 .000 0.13 0.06 2.30 .021 -0.03 0.06 -0.56 .574 -0.07 0.06 -1.21 .226 
6 0.06 0.05 1.20 .232 0.03 0.05 0.68 .496 0.03 0.05 0.67 .501 0.13 0.05 2.63 .008 0.01 0.05 0.23 .822 -0.36 0.05 -7.89 .000 
7 -0.12 0.06 -1.90 .057 0.19 0.06 2.91 .004 -0.03 0.06 -0.52 .602 0.16 0.06 2.47 .013 0.12 0.06 1.92 .055 -0.12 0.06 -1.91 .057 
8 -0.20 0.07 -3.03 .002 0.29 0.07 4.36 .000 -0.37 0.06 -5.86 .000 0.32 0.07 4.88 .000 0.10 0.07 1.50 .134 0.11 0.07 1.60 .109 
9 -0.01 0.05 -0.27 .786 -0.19 0.05 -3.99 .000 0.09 0.05 1.82 .069 -0.20 0.05 -4.25 .000 0.17 0.05 3.66 .000 -0.05 0.05 -0.94 .348 
10 0.04 0.06 0.76 .446 0.12 0.06 2.05 .041 0.10 0.06 1.82 .068 0.00 0.06 0.01 .992 0.12 0.05 2.26 .024 -0.36 0.05 -6.69 .000 
12 0.15 0.05 2.83 .005 0.10 0.05 1.93 .054 0.10 0.05 1.94 .053 0.02 0.05 0.42 .675 0.05 0.05 0.96 .338 -0.35 0.05 -7.18 .000 
13 -0.07 0.05 -1.35 .176 -0.08 0.05 -1.66 .097 0.05 0.05 1.00 .316 -0.04 0.05 -0.8 .425 0.03 0.05 0.51 .611 -0.19 0.05 -3.77 .000 
14 0.11 0.06 1.73 .084 -0.06 0.06 -0.95 .344 -0.06 0.06 -0.96 .335 0.20 0.06 3.29 .001 0.05 0.06 0.76 .448 -0.31 0.06 -5.39 .000 
15 0.02 0.05 0.50 .618 -0.17 0.05 -3.54 .000 0.01 0.05 0.17 .866 -0.04 0.05 -0.72 .472 0.00 0.05 0.00 .999 0.29 0.05 6.44 .000 
16 -0.12 0.06 -2.05 .040 0.34 0.05 6.28 .000 -0.24 0.06 -4.22 .000 0.16 0.06 2.82 .005 0.06 0.06 1.05 .293 0.02 0.06 0.32 .747 
17 -0.02 0.08 -0.19 .846 0.14 0.08 1.71 .087 0.16 0.08 1.87 .061 -0.17 0.08 -1.97 .049 0.08 0.08 1.00 .317 0.03 0.08 0.39 .697 
18 0.00 0.05 -0.02 .985 -0.03 0.05 -0.59 .558 0.03 0.05 0.55 .581 0.01 0.05 0.24 .812 -0.02 0.05 -0.43 .667 -0.02 0.05 -0.38 .701 
19 -0.18 0.05 -3.76 .000 -0.07 0.05 -1.43 .152 -0.04 0.05 -0.73 .464 0.11 0.05 2.26 .024 -0.07 0.05 -1.45 .146 -0.33 0.05 -7.36 .000 
20 -0.06 0.05 -1.08 .279 -0.08 0.05 -1.42 .155 -0.02 0.05 -0.39 .698 0.06 0.05 1.13 .260 -0.06 0.05 -1.15 .249 -0.21 0.05 -4.05 .000 
21 0.02 0.09 0.19 .851 0.13 0.09 1.48 .138 -0.13 0.09 -1.50 .133 0.10 0.09 1.18 .240 -0.01 0.08 -0.13 .894 -0.40 0.08 -5.16 .000 
22 0.07 0.08 0.85 .395 -0.23 0.08 -2.92 .004 0.06 0.08 0.72 .472 -0.19 0.08 -2.34 .019 -0.06 0.08 -0.80 .424 -0.37 0.07 -5.10 .000 
23 0.10 0.05 1.80 .072 0.18 0.05 3.32 .001 -0.02 0.05 -0.36 .720 -0.04 0.06 -0.66 .510 0.02 0.05 0.31 .756 -0.41 0.05 -8.37 .000 
24 -0.02 0.06 -0.31 .759 0.24 0.06 3.91 .000 0.10 0.06 1.65 .099 -0.11 0.06 -1.68 .094 -0.01 0.06 -0.12 .903 -0.45 0.05 -8.46 .000 
25 0.08 0.06 1.35 .176 0.17 0.06 2.97 .003 -0.20 0.06 -3.58 .000 0.13 0.06 2.22 .026 0.11 0.06 1.88 .061 0.02 0.06 0.30 .764 
29 -0.05 0.06 -0.95 .341 -0.37 0.05 -6.95 .000 0.08 0.06 1.39 .164 -0.15 0.06 -2.48 .013 0.02 0.06 0.33 .741 0.39 0.05 7.24 .000 
32 0.06 0.06 0.93 .353 0.23 0.06 3.94 .000 0.11 0.06 1.83 .068 0.16 0.06 2.76 .006 -0.04 0.06 -0.68 .495 -0.18 0.06 -3.08 .002 
33 0.11 0.06 1.90 .058 0.24 0.06 4.22 .000 0.12 0.06 2.07 .039 0.09 0.06 1.45 .147 -0.02 0.06 -0.30 .763 -0.35 0.05 -6.42 .000 
34 0.23 0.07 3.38 .001 0.12 0.07 1.66 .096 0.01 0.07 0.19 .850 -0.01 0.07 -0.20 .843 -0.04 0.07 -0.54 .591 -0.30 0.07 -4.63 .000 
Note. I = interestingness; PS = personal significance; dRH = distance rehearsal strategies; dOS = distance organizational strategies; dES = distance elaboration strategies; β = 
unstandardized regression coefficient 
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Table 5 
Results of the ESEM-procedure for the correlation coefficients (standardized) 
No. rI<->PS SE C.R. p 
rdRH<->
OS SE C.R. p 
rdES<->
RH SE C.R. p 
rdES<->
OS SE C.R. p 
1 .455 0.05 9.48 .000 .214 0.04 5.98 .000 .244 0.04 6.90 .000 .246 0.04 7.03 .000 
2 .340 0.05 6.38 .000 .307 0.04 8.83 .000 .375 0.03 11.37 .000 .187 0.04 5.05 .000 
3 .310 0.08 4.03 .000 .382 0.04 10.26 .000 .257 0.04 6.29 .000 .283 0.04 7.01 .000 
4 .395 0.07 5.82 .000 -.080 0.04 -1.80 .071 .416 0.04 11.31 .000 .117 0.04 2.68 .007 
5 .335 0.08 4.40 .000 -.174 0.05 -3.69 .000 .447 0.04 11.57 .000 -.015 0.05 -0.31 .759 
6 .467 0.05 9.98 .000 -.209 0.04 -5.49 .000 -.243 0.04 -6.40 .000 .266 0.04 7.08 .000 
7 .517 0.06 9.12 .000 .136 0.05 2.81 .005 -.357 0.04 -8.27 .000 .121 0.05 2.49 .013 
8 .518 0.05 10.89 .000 .553 0.04 14.87 .000 .159 0.05 3.07 .002 -.028 0.05 -0.53 .598 
9 .387 0.05 7.82 .000 .334 0.04 9.25 .000 .377 0.04 10.83 .000 .213 0.04 5.50 .000 
10 .503 0.12 4.12 .000 .152 0.04 3.64 .000 -.175 0.04 -4.19 .000 .117 0.04 2.75 .006 
12 .439 0.05 9.09 .000 .136 0.04 -3.22 .001 -.270 0.04 -6.71 .000 .503 0.03 15.43 .000 
13 .500 0.04 12.37 .000 .104 0.04 2.79 .005 .384 0.03 11.89 .000 .097 0.04 2.59 .010 
14 .317 0.06 5.03 .000 .007 0.05 0.13 .899 .458 0.04 10.64 .000 -.111 0.05 -2.05 .040 
15 .381 0.05 7.97 .000 .200 0.04 5.24 .000 .087 0.04 2.19 .029 -.107 0.04 -2.70 .007 
16 .395 0.06 6.78 .000 .434 0.04 10.71 .000 -.153 0.05 -3.14 .002 -.083 0.05 -1.68 .093 
17 .534 0.08 7.15 .000 .107 0.06 1.72 .086 .164 0.06 2.69 .007 .129 0.06 2.08 .037 
18 .523 0.04 12.18 .000 .167 0.04 4.29 .000 .410 0.03 12.34 .000 .318 0.04 8.86 .000 
19 .465 0.05 10.28 .000 .219 0.04 5.73 .000 .428 0.03 12.99 .000 .118 0.04 2.96 .003 
20 .478 0.04 10.82 .000 .138 0.04 3.24 .001 .438 0.04 12.48 .000 .161 0.04 3.80 .000 
21 .533 0.07 8.09 .000 .125 0.07 1.90 .057 .135 0.07 2.03 .042 -.092 0.07 -1.37 .170 
22 .393 0.08 4.76 .000 .336 0.06 5.31 .000 .449 0.06 7.85 .000 .213 0.07 3.11 .002 
23 .570 0.04 13.41 .000 .103 0.04 2.61 .009 .014 0.04 0.35 .729 .148 0.04 3.73 .000 
24 .539 0.05 11.23 .000 -.120 0.05 -2.51 .012 -.257 0.05 -5.61 .000 .260 0.05 5.68 .000 
25 .409 0.06 6.42 .000 .085 0.05 1.81 .070 .276 0.04 6.34 .000 -.038 0.05 -0.80 .427 
29 .423 0.06 7.63 .000 .112 0.05 2.30 .021 .008 0.05 0.15 .877 -.060 0.05 -1.22 .221 
32 .354 0.06 5.76 .000 .260 0.05 5.37 .000 .217 0.05 4.38 .000 .329 0.05 7.11 .000 
33 .267 0.06 4.18 .000 .104 0.05 1.99 .047 -.305 0.05 -6.31 .000 -.005 0.05 -0.10 .922 
34 .602 0.05 11.18 .000 -.064 0.05 -1.26 .207 -.080 0.05 -1.59 .112 .322 0.05 7.07 .000 
Note. I = interestingness; PS = personal significance; dRH = distance rehearsal strategies; dOS = distance organizational 
strategies; dES = distance elaboration strategies. 
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Table 6 
Results of the ESEM procedure for the regression path coefficients  
No. 
BInter
si01 SE C.R. p 
BInter
si02 SE C.R. p 
BInter
si03 SE C.R. p 
BInter
si04 SE C.R. p 
BInter
si05 SE C.R. p 
BInter
si06 SE C.R. p  
1 0.58
9 
0.03
5 
16.7
67 
.000 0.30
7 
0.04
1 
7.56
6 
.000 0.69
8 
0.03
7 
18.7
54 
.000 0.73
1 
0.04
1 
17.6
22 
.000 0.97
2 
0.03
6 
27.2
15 
.000 0.14
4 
0.05 2.88
5 
.000 
2 0.82
4 
0.03
8 
21.
89 
.000 0.58
7 
0.03
8 
15.4
42 
.000 0.76
2 
0.04
1 
18.8
17 
.000 0.86
2 
0.03
7 
23.1
33 
.000 1.04
6 
0.04
5 
23.0
26 
.000 0.20
2 
0.04
2 
4.83
8 
.000 
3 0.91
6 
0.04
8 
19.0
55 
.000 0.61 0.04
3 
14.0
32 
.000 0.77
6 
0.04
5 
17.0
79 
.000 0.86
4 
0.04
7 
18.
78 
.000 0.94
5 
0.0  18.7
42 
.000 0.25
8 
0.05 5.11
1 
.000 
4 0.93 0.06
2 
14.9
4 
.000 0.68
1 
0.06
1 
11.1
46 
.000 0.90
4 
0.04
6 
19.5
02 
.000 0.90
3 
0.06
1 
14.
48 
.000 1.18
6 
0.05
8 
20.6
19 
.000 0.20
3 
0.04
5 
4.52
9 
.000 
5 0.88
4 
0.05
4 
16.2
39 
.000 0.65
7 
0.04
7 
13.8
58 
.000 0.82 0.05
5 
14.9
1 
.000 0.8
4 
0.05
1 
16.3
49 
.000 0.94
4 
0.05
8 
16.1
86 
.000 0.17
7 
0.0
3 
3.36 .000 
6 0.88
4 
0.05
3 
16.5
71 
.000 0.66
7 
0.05
3 
12.5
74 
.000 0.94
2 
0.04
3 
21.6
74 
.000 0.80
9 
0.04
9 
16.4
02 
.000 1.15 0.05
4 
21.4
01 
.000 0.14
9 
0.05
7 
2.59 .010 
7 1.00
7 
0.06
6 
15.2
16 
.000 0.70
2 
0.05
3 
13.2
4 
.000 0.93
2 
0.06
4 
14.6
45 
.000 0.87
1 
0.05
9 
14.6
45 
.000 1.00
5 
0.07 14.3
41 
.000 0.45 0.06
2 
7.23
3 
.000 
8 0.95
5 
0.05
9 
16.2
83 
.000 0.70
7 
0.06
1 
11.5
06 
.000 0.89
2 
0.06
6 
13.4
24 
.000 0.89
9 
0.06
1 
14.7
83 
.000 1.02
3 
0.07
3 
14.0
6 
.000 0.26
1 
0.06 4.31
7 
.000 
9 0.88
6 
0.05 17.8
67 
.000 0.59
9 
0.05 11.9
39 
.000 0.87
6 
0.04
5 
19.
27 
.000 0.76
7 
0.04
4 
17.6
09 
.000 1.04
8 
0.04
4 
23.
81 
.000 0.2  0.04
8 
4.36
9 
.000 
10 0.85 0.10
6 
7.99
2 
.000 0.64 0.08
9 
7.20
8 
.000 0.79
2 
0.06
5 
12.1
16 
.000 0.76
3 
0.09
4 
8.10
3 
.000 1.00
2 
0.08
3 
12.0
45 
.000 0.28
6 
0.06
4 
4.4
1 
.000 
12 0.74
9 
0.04
8 
15.5
38 
.000 0.61 0.05
4 
11.3
49 
.000 0.99 0.0
4 
18.4
51 
.000 0.80
4 
0.0
8 
16.9
03 
.000 1.10
3 
0.04
9 
22.6
54 
.000 0.11
1 
0.05 2.23
4 
.020 
13 0.71
3 
0.03
8 
18.9
7 
.000 0.39
6 
0.0  9.91
5 
.000 0.78
4 
0.03
8 
20.8
05 
.000 0.77
2 
0.04 19.1
81 
.000 0.99
6 
0.03
8 
26.0
08 
.000 0.32
6 
0.04
2 
7.77
9 
.000 
14 0.81 0.05
4 
15.0
05 
.000 0.47
7 
0.05
6 
8.4  .000 0.78
9 
0.05
2 
15.2
22 
.000 0.73
8 
0.05
5 
13.5 .000 1.03
3 
0.05
6 
18.3
61 
.000 0.13
6 
0.05
1 
2.64 0.00
8 15 0.94
8 
0.0  23.7
64 
.000 0.56
2 
0.04
2 
13.2
75 
.000 0.95
3 
0.03
6 
26.
69 
.000 0.77
4 
0.04
2 
18.4
79 
.000 1.12 0.04
1 
27.2
71 
.000 0.31
8 
0.04 7.85
8 
.000 
16 1.01
2 
0.05
1 
19.7
14 
.000 0.67
3 
0.05
3 
12.6
47 
.000 0.78
9 
0.05
5 
14.4
74 
.000 0.85
1 
0.05
2 
16.3
34 
.000 0.95
2 
0.05
7 
16.5
72 
.000 0.22
9 
0.04
9 
4.63 .000 
17 0.81
8 
0.07
7 
10.6
69 
.000 0.54
7 
0.08
5 
6.
4 
.000 0.96
1 
0.06
5 
14.8
81 
.000 0.74
2 
0.07
6 
9.69
7 
.000 1.11
3 
0.08
2 
13.5
16 
.000 0.1  0.08 2.38
1 
.017 
18 0.86
8 
0.04
2 
20.5
85 
.000 0.50
4 
0.04
3 
11.6
94 
.000 0.9
1 
0.03
3 
27.4
47 
.000 0.73
6 
0.04 18.4
17 
.000 1.04
9 
0.04
4 
23.9
94 
.000 0.24
3 
0.04
5 
5.34
5 
.000 
19 0.97 0.04
4 
22.2
56 
.000 0.59
4 
0.04
3 
13.8
8 
.000 0.95
8 
0.04
2 
23.0
46 
.000 0.73
2 
0.04
3 
17.1
83 
.000 1.07
8 
0.0  26.7
68 
.000 0.26
3 
0.04
4 
6.0
3 
.000 
20 0.89
4 
0.0
4 
20.3
15 
.000 0.59 0.04
6 
12.9
13 
.000 0.96
9 
0.04 24.3
18 
.000 0.81 0.04
1 
19.8
57 
.000 1.1 0.04
4 
25.1
8 
.000 0.19
3 
0.0
3 
4.54
2 
.000 
21 0.79
7 
0.07
7 
10.3
66 
.000 0.58
8 
0.07
3 
8.04
2 
.000 0.86
4 
0.06
7 
12.
88 
.000 0.68
7 
0.07
7 
8.94
8 
.000 0.93
9 
0.06
2 
15.0
78 
.000 0.24
1 
0.07
5 
3.20 .000 
22 0.72
7 
0.0
3 
10.0 .000 0.56
6 
0.07
4 
7.69
2 
.000 0.96
9 
0.0
5 
12.
45 
.000 0.6
8 
0.0
5 
9.03
4 
.000 1.05
6 
0.06
8 
15.5
24 
.000 0.13
8 
0.07
4 
1.86
7 
.062 
23 0.91
7 
0.05
1 
18.1
47 
.000 0.62
8 
0.05
3 
11.8
85 
.000 0.92
7 
0.03
9 
24.0
21 
.000 0.83
9 
0.0
1 
16.5
06 
.000 1.15
9 
0.05
3 
21.8
19 
.000 0.27
2 
0.0
3 
6.2
1 
.000 
24 1.04
9 
0.05
7 
18.5
6 
.000 0.80
8 
0.05
4 
15.0
44 
.000 0.94
2 
0.05
1 
18.5
99 
.000 0.97
3 
0.05
7 
17.1
22 
.000 1.21
3 
0.06
1 
19.8
47 
.000 0.2
7 
0.05 4.53
9 
.000 
25 0.78
5 
0.05
1 
15.3
19 
.000 0.51
8 
0.05 10.3
95 
.000 0.81
6 
0.04
1 
19.6
92 
.000 0.68
3 
0.04
9 
13.8
38 
.000 0.97
2 
0.05
3 
18.2
96 
.000 0.35
9 
0.05
4 
6.64
9 
.000 
29 0.72
9 
0.05
4 
13.3
8 
.000 0.57
8 
0.06 9.67
6 
.000 0.9
2 
0.05
1 
18.8
62 
.000 0.69
8 
0.05
2 
13.4
35 
.000 1.11
1 
0.06
2 
18.0
34 
.000 0.26
8 
0.0
5 
6.02
2 
.000 
32 0.74
8 
0.05
8 
12.
24 
.000 0.54
9 
0.05
9 
9.32
1 
.000 0.8
7 
0.06 13.8
6 
.000 0.76
3 
0.05
8 
13.1
54 
.000 0.98
5 
0.05
7 
17.2
37 
.000 0.15
3 
0.0
2 
2.93
6 
.000 
33 0.73
2 
0.05
6 
13.0
84 
.000 0.53
9 
0.05
9 
9.18
3 
.000 0.85 0.05
9 
14.3
55 
.000 0.65
9 
0.05
5 
11.9
02 
.000 0.96
5 
0.05
7 
16.9
96 
.000 0.35
9 
0.05 7.13
6 
.000 
34 0.93 0.07
8 
11.9
66 
.000 0.77
6 
0.06
5 
11.8
46 
.000 0.93
2 
0.06
9 
13.
09 
.000 0.80
6 
0.07
2 
11.1
37 
.000 1.09
1 
0.0
2 
15.0
5 
.000 0.15
9 
0.05
9 
2.70
3 
.000 
Note. Inter = interestingness; B = unstandardized regression coefficient; si01 = situational interest item No 1 
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Table 6 - continued 
Results of the ESEM-procedure for the regression coefficients  
No. 
BInter
si07 SE C.R. p 
BInter
si08 SE C.R. p 
BInter
si09 SE C.R. p 
1 -0.03 0.05 -0.53 .594 0.01 0.05 0.24 .807 0.00 0.01 0.27 .790 
2 -0.00 0.00 -1.86 .062 -0.04 0.04 -1.00 .318 0.06 0.04 1.57 .117 
3 0.06 0.05 1.23 .219 -0.01 0.00 -1.63 .103 -0.05 0.05 -0.97 .330 
4 -0.01 0.03 -0.35 .727 -0.00 0.02 -0.13 .896 0.01 0.03 0.27 .789 
5 0.07 0.05 1.48 .139 -0.06 0.05 -1.23 .217 -0.00 0.00 -0.78 .436 
6 0.05 0.05 1.07 .286 -0.03 0.04 -0.70 .486 -0.02 0.02 -0.98 .325 
7 0.14 0.06 2.44 .015 0.00 0.01 0.58 .558 -0.02 0.06 -0.42 .673 
8 -0.01 0.04 -0.28 .778 0.00 0.02 0.15 .884 0.04 0.06 0.61 .542 
9 0.02 0.04 0.45 .650 -0.01 0.01 -0.58 .562 -0.03 0.04 -0.64 .524 
10 0.00 0.00 -0.10 .918 0.08 0.06 1.22 .221 -0.03 0.05 -0.66 .508 
12 0.02 0.04 0.55 .581 -0.07 0.05 -1.32 .187 -0.01 0.01 -1.04 .297 
13 0.01 0.04 0.35 .723 -0.02 0.05 -0.46 .646 -0.00 0.01 -0.27 .789 
14 0.01 0.04 0.20 .843 -0.10 0.06 -1.72 .086 -0.00 0.06 -0.13 .894 
15 0.03 0.04 0.73 .462 -0.01 0.01 -0.81 .416 -0.02 0.04 -0.53 .596 
16 -0.02 0.04 -0.46 .647 0.01 0.04 0.24 .810 0.00 0.02 0.04 .971 
17 0.00 0.00 -0.93 .355 0.06 0.08 0.79 .427 -0.07 0.08 -0.84 .399 
18 0.00 0.01 0.05 .962 0.02 0.05 0.38 .702 -0.07 0.05 -1.33 .182 
19 0.03 0.05 0.68 .494 -0.01 0.00 -1.81 .071 -0.06 0.05 -1.25 .210 
20 -0.05 0.05 -1.07 .287 -0.00 0.00 -0.56 .577 0.02 0.05 0.45 .650 
21 0.08 0.08 1.12 .261 -0.01 0.06 -0.22 .823 -0.01 0.02 -0.23 .818 
22 0.08 0.07 1.03 .305 -0.01 0.00 -1.50 .134 -0.11 0.08 -1.34 .180 
23 0.01 0.03 0.25 .800 0.00 0.02 0.09 .928 -0.05 0.05 -1.11 .268 
24 0.01 0.04 0.24 .810 -0.09 0.06 -1.61 .106 -0.00 0.02 -0.07 .942 
25 0.03 0.06 0.46 .643 -0.00 0.01 -0.80 .423 -0.05 0.06 -0.91 .365 
29 -0.01 0.03 -0.19 .846 0.01 0.04 0.16 .870 -0.01 0.04 -0.18 .859 
32 0.01 0.03 0.52 .613 -0.02 0.04 -0.40 .688 -0.04 0.05 -0.82 .411 
33 0.11 0.05 2.03 .042 -0.01 0.02 -0.63 .526 -0.02 0.04 -0.46 .644 
34 0.00 0.00 -1.30 .195 -0.09 0.07 -1.41 .158 0.03 0.06 0.52 .600 
Note. Inter = interestingness; B = unstandardized regression coefficient; si01 = situational interest item No 1 
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Table 7 
Results of the ESEM procedure for the regression path coefficients  
No. 
BPSsi
01 SE C.R. p 
BPSsi
02 SE C.R. p 
BPSsi
03 SE C.R. p 
BPSsi
04 SE C.R. p 
BPSsi
05 SE C.R. p 
BPSsi
06 SE C.R. p  
1 0.13 0.04 3.48 .001 0.06 0.04 1.42 .155 -0.09 0.04 -2.38 .017 0.03 0.04 0.68 .497 -0.01 0.00 -2.61 .009 0.61 0.05 11.95 .000 
2 0.07 0.04 1.82 .068 -0.01 0.04 -0.25 .803 0.03 0.04 0.62 .538 0.00 0.01 -0.11 .915 -0.07 0.05 -1.41 .157 0.57 0.04 13.30 .000 
3 0.10 0.07 1.47 .142 0.00 0.00 0.45 .651 -0.07 0.06 -1.07 .285 0.13 0.07 1.89 .059 -0.05 0.07 -0.70 .482 0.65 0.05 12.97 .000 
4 0.16 0.09 1.72 .085 0.09 0.08 1.11 .268 -0.04 0.05 -0.65 .517 0.10 0.09 1.06 .288 -0.13 0.09 -1.44 .150 0.71 0.05 13.83 .000 
5 0.20 0.07 2.86 .004 0.01 0.01 1.04 .300 -0.11 0.07 -1.63 .102 0.17 0.07 2.52 .012 -0.08 0.07 -1.14 .256 0.62 0.05 12.03 .000 
6 0.29 0.06 5.29 .000 0.17 0.06 3.05 .002 -0.01 0.01 -1.21 .228 0.17 0.05 3.32 .001 -0.03 0.05 -0.64 .520 0.92 0.05 17.03 .000 
7 0.06 0.08 0.79 .428 0.01 0.02 0.61 .542 -0.23 0.07 -3.27 .001 0.04 0.07 0.57 .570 -0.24 0.08 -3.14 .002 0.54 0.07 8.16 .000 
8 0.02 0.04 0.61 .545 0.02 0.05 0.42 .673 -0.22 0.06 -3.70 .000 0.05 0.06 0.80 .424 -0.32 0.07 -4.93 .000 0.61 0.06 9.95 .000 
9 0.26 0.05 4.75 .000 0.10 0.05 1.95 .051 -0.05 0.04 -1.21 .228 0.21 0.05 4.52 .000 -0.02 0.01 -1.53 .127 0.66 0.05 13.55 .000 
10 0.17 0.17 0.99 .322 0.14 0.14 1.01 .311 -0.05 0.12 -0.36 .716 0.13 0.15 0.87 .384 -0.06 0.16 -0.38 .707 0.67 0.08 8.50 .000 
12 0.31 0.05 6.45 .000 0.23 0.05 4.32 .000 -0.04 0.05 -0.75 .453 0.18 0.05 3.73 .000 -0.01 0.01 -1.78 .075 0.86 0.05 16.82 .000 
13 0.07 0.04 1.97 .049 -0.02 0.04 -0.40 .689 0.01 0.03 0.21 .837 -0.04 0.04 -0.93 .351 0.00 0.02 -0.02 .984 0.53 0.04 12.52 .000 
14 0.16 0.05 2.95 .003 0.17 0.06 2.87 .004 -0.02 0.03 -0.54 .591 0.22 0.06 3.92 .000 -0.02 0.03 -0.63 .526 0.72 0.05 13.30 .000 
15 0.06 0.04 1.54 .124 0.09 0.04 2.11 .035 -0.02 0.01 -1.57 .117 0.14 0.04 3.37 .001 -0.03 0.03 -1.07 .284 0.58 0.04 14.52 .000 
16 0.01 0.00 1.75 .080 0.10 0.05 1.81 .071 -0.07 0.05 -1.30 .193 0.08 0.05 1.59 .113 -0.07 0.06 -1.22 .224 0.72 0.05 14.25 .000 
17 0.22 0.08 2.74 .006 0.17 0.09 2.01 .045 0.00 0.01 -0.49 .622 0.21 0.08 2.62 .009 -0.04 0.08 -0.47 .642 0.79 0.08 10.13 .000 
18 0.13 0.04 3.02 .003 0.11 0.04 2.55 .011 -0.01 0.00 -2.33 .020 0.17 0.04 4.26 .000 -0.07 0.04 -1.70 .090 0.69 0.05 14.78 .000 
19 0.12 0.04 2.67 .008 0.08 0.04 1.88 .060 -0.07 0.04 -1.74 .083 0.06 0.04 1.40 .163 -0.02 0.01 -1.96 .051 0.74 0.04 17.24 .000 
20 0.15 0.04 3.72 .000 0.09 0.05 1.92 .054 -0.02 0.02 -0.97 .333 0.12 0.04 3.04 .002 -0.02 0.02 -1.11 .265 0.73 0.04 16.93 .000 
21 0.14 0.08 1.80 .071 0.12 0.07 1.67 .096 -0.02 0.06 -0.38 .702 0.16 0.08 2.11 .035 -0.01 0.01 -0.75 .455 0.75 0.08 9.53 .000 
22 0.37 0.07 5.48 .000 0.13 0.07 1.76 .078 -0.13 0.07 -1.91 .056 0.27 0.07 3.75 .000 0.00 0.00 -0.37 .709 0.87 0.07 12.42 .000 
23 0.12 0.06 2.08 .038 0.08 0.06 1.33 .185 -0.02 0.01 -1.35 .178 0.05 0.06 0.87 .385 -0.09 0.06 -1.57 .116 0.71 0.05 15.42 .000 
24 0.07 0.06 1.35 .178 0.00 0.04 -0.04 .970 -0.01 0.03 -0.14 .889 0.05 0.06 0.94 .347 -0.10 0.06 -1.80 .071 0.82 0.05 15.28 .000 
25 0.19 0.05 3.43 .001 0.21 0.05 4.03 .000 -0.01 0.00 -1.58 .114 0.22 0.05 4.31 .000 -0.05 0.05 -0.93 .354 0.64 0.05 12.44 .000 
29 0.35 0.06 6.27 .000 0.13 0.06 2.09 .036 -0.01 0.01 -0.90 .366 0.23 0.05 4.34 .000 -0.03 0.06 -0.57 .570 0.73 0.05 14.84 .000 
32 0.36 0.06 5.94 .000 0.30 0.06 4.93 .000 -0.06 0.06 -1.02 .306 0.16 0.06 2.68 .007 -0.01 0.01 -1.34 .179 0.86 0.05 15.78 .000 
33 0.31 0.06 5.41 .000 0.25 0.06 4.16 .000 -0.05 0.06 -0.86 .389 0.26 0.06 4.58 .000 -0.01 0.01 -1.35 .178 0.71 0.05 13.98 .000 
34 0.06 0.09 0.64 .520 0.02 0.04 0.42 .675 -0.08 0.07 -1.13 .258 0.08 0.08 0.95 .344 -0.12 0.07 -1.55 .121 0.94 0.06 15.09 .000 
Note. PS = personal significance; B = unstandardized regression coefficient; si01 = situational interest item No 1 
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Table 7 - continued 
Results of the ESEM-procedure for the regression path coefficients  
No. 
BPSsi
07 SE C.R. p 
BPSsi
08 SE C.R. p 
BPSsi
09 SE C.R. p 
1 0.82 0.05 15.75 .000 0.65 0.05 12.11 .000 0.69 0.04 17.11 .000 
2 0.75 0.04 20.66 .000 0.76 0.05 16.55 .000 0.65 0.04 16.56 .000 
3 0.86 0.05 19.02 .000 0.83 0.05 18.39 .000 0.86 0.05 18.02 .000 
4 0.81 0.04 18.68 .000 0.85 0.05 18.61 .000 0.80 0.05 17.88 .000 
5 0.84 0.05 17.21 .000 0.91 0.05 17.96 .000 0.87 0.05 18.47 .000 
6 0.95 0.05 19.67 .000 0.97 0.05 19.52 .000 0.96 0.04 21.76 .000 
7 0.90 0.06 15.16 .000 1.01 0.06 18.41 .000 0.99 0.06 16.18 .000 
8 1.00 0.06 17.43 .000 0.89 0.06 16.32 .000 0.88 0.07 13.56 .000 
9 0.84 0.04 20.07 .000 0.82 0.04 19.10 .000 0.81 0.05 17.53 .000 
10 0.93 0.04 22.24 .000 0.93 0.06 14.66 .000 0.92 0.05 17.26 .000 
12 0.97 0.05 20.99 .000 0.95 0.05 17.38 .000 0.93 0.04 21.57 .000 
13 0.97 0.05 18.99 .000 0.90 0.05 17.08 .000 0.83 0.04 19.46 .000 
14 0.81 0.06 14.80 .000 0.93 0.07 14.37 .000 0.82 0.06 14.40 .000 
15 0.80 0.04 18.71 .000 0.79 0.04 18.90 .000 0.82 0.05 18.20 .000 
16 1.02 0.05 19.87 .000 0.90 0.06 16.49 .000 0.90 0.06 16.47 .000 
17 0.88 0.06 14.68 .000 0.83 0.08 10.26 .000 0.89 0.08 10.52 .000 
18 0.86 0.04 21.38 .000 0.94 0.05 17.54 .000 0.95 0.05 18.35 .000 
19 1.02 0.05 21.92 .000 0.97 0.04 22.58 .000 0.97 0.05 19.98 .000 
20 0.90 0.05 18.74 .000 0.93 0.04 21.31 .000 0.81 0.05 16.58 .000 
21 0.88 0.08 10.96 .000 1.00 0.08 13.00 .000 0.99 0.07 14.45 .000 
22 0.83 0.07 11.62 .000 0.88 0.07 13.31 .000 0.99 0.08 12.39 .000 
23 0.92 0.05 20.16 .000 0.83 0.04 18.98 .000 0.97 0.05 18.70 .000 
24 0.97 0.05 18.58 .000 0.96 0.06 15.82 .000 0.95 0.05 18.32 .000 
25 0.90 0.06 16.36 .000 0.85 0.05 16.30 .000 0.88 0.06 15.77 .000 
29 0.94 0.05 18.79 .000 0.86 0.06 15.75 .000 0.91 0.06 16.37 .000 
32 0.89 0.05 17.22 .000 0.85 0.06 14.30 .000 0.92 0.06 16.24 .000 
33 0.85 0.05 15.60 .000 0.94 0.06 16.80 .000 0.94 0.06 16.05 .000 
34 1.06 0.05 21.51 .000 1.09 0.07 15.51 .000 1.05 0.07 15.51 .000 
Note. PS = personal significance; B = unstandardized regression coefficient; si01 = situational interest item No 1 
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Table 8 
Results of the ESEM procedure for the standardized regression path coefficients  
No. 
βInter
si01 SE C.R. p 
βInter
si02 SE C.R. p 
βInter
si03 SE C.R. p 
βInter
si04 SE C.R. p 
βInter
si05 SE C.R. p 
βInter
si06 SE C.R. p  
1 0.66 0.03 21.0
8 
.000 0.35 0.04 8.01 .000 0.77 0.03 25.7
6 
.000 0.71 0.03 23.1
9 
.000 0.87 0.02 56.2
0 
.000 0.13 0.05 2.90 .004 
2 0.78 0.02 33.9
9 
.000 0.61 0.03 19.8
7 
.000 0.71 0.03 26.8
2 
.000 0.79 0.02 41.7
0 
.000 0.84 0.02 37.9
5 
.000 0.19 0.04 4.91 .000 
3 0.80 0.03 28.4
0 
.000 0.59 0.03 18.5
1 
.000 0.75 0.03 24.6
6 
.000 0.77 0.03 26.7
5 
.000 0.81 0.03 28.4
3 
.000 0.23 0.05 5.20 .000 
4 0.80 0.05 17.8
8 
.000 0.60 0.05 13.
1 
.000 0.78 0.02 33.8
9 
.000 0.77 0.04 18.8
8 
.000 0.91 0.03 34.5
5 
.000 0.19 0.04 4.57 .000 
5 0.75 0.03 22.6
3 
.000 0.64 0.03 19.3
7 
.000 0.75 0.04 21.0
8 
.000 0.76 0.03 23.1
7 
.000 0.80 0.03 23.9
7 
.000 0.17 0.05 3.39 .001 
6 0.70 0.03 20.4
5 
.000 0.58 0.04 14.6
8 
.000 0.78 0.02 37.9
6 
.000 0.70 0.03 20.
9 
.000 0.85 0.03 33.2
0 
.000 0.12 0.05 2.60 .009 
7 0.82 0.04 20.1
7 
.000 0.65 0.04 18.0
0 
.000 0.84 0.04 19.9
7 
.000 0.79 0.04 19.4
7 
.000 0.83 0.04 19.3
5 
.000 0.39 0.05 7.62 .000 
8 0.81 0.03 25.5
0 
.000 0.65 0.04 14.7
3 
.000 0.79 0.04 18.4
9 
.000 0.79 0.04 20.8
5 
.000 0.83 0.04 19.7
1 
.000 0.24 0.05 4.40 .000 
9 0.73 0.03 23.1
3 
.000 0.55 0.04 13.9
6 
.000 0.78 0.03 29.5
0 
.000 0.71 0.03 23.0
8 
.000 0.83 0.02 47.2
9 
.000 0.19 0.04 4.42 .000 
10 0.72 0.09 8.40 .000 0.61 0.08 7.59 .000 0.73 0.05 13.8
6 
.000 0.72 0.08 8.55 .000 0.83 0.06 13.5
3 
.000 0.25 0.06 4.53 .000 
12 0.65 0.03 19.3
1 
.000 0.54 0.04 13.1
0 
.000 0.80 0.03 27.7
5 
.000 0.72 0.03 22.6
9 
.000 0.84 0.02 46.0
3 
.000 0.10 0.04 2.24 .025 
13 0.74 0.03 25.6
5 
.000 0.46 0.04 10.9
6 
.000 0.77 0.02 31.3
5 
.000 0.78 0.03 26.6
6 
.000 0.86 0.02 50.2
1 
.000 0.31 0.04 8.06 .000 
14 0.76 0.03 22.0
1 
.000 0.48 0.05 9.70 .000 0.75 0.03 25.0
5 
.000 0.68 0.04 18.4
1 
.000 0.86 0.02 36.9
2 
.000 0.14 0.05 2.65 .008 
15 0.84 0.02 41.8
6 
.000 0.55 0.03 16.1
0 
.000 0.87 0.01 65.0
0 
.000 0.70 0.03 25.9
9 
.000 0.91 0.01 63.0
5 
.000 0.32 0.04 8.12 .000 
16 0.83 0.02 39.9
2 
.000 0.63 0.04 16.3
6 
.000 0.74 0.04 20.4
6 
.000 0.77 0.03 24.5
3 
.000 0.81 0.03 25.
0 
.000 0.21 0.04 4.70 .000 
17 0.71 0.05 13.3
0 
.000 0.49 0.07 7.18 .000 0.81 0.03 29.0
9 
.000 0.66 0.06 11.7
7 
.000 0.89 0.05 19.6
7 
.000 0.17 0.07 2.40 .017 
18 0.79 0.03 29.6
2 
.000 0.53 0.04 13.4
7 
.000 0.88 0.01 76.4
9 
.000 0.72 0.03 24.6
8 
.000 0.92 0.02 40.4
9 
.000 0.22 0.04 5.42 .000 
19 0.83 0.02 34.1
6 
.000 0.60 0.04 17.0
5 
.000 0.87 0.02 40.2
8 
.000 0.72 0.03 23.2
3 
.000 0.88 0.01 71.0
9 
.000 0.24 0.04 6.14 .000 
20 0.80 0.03 30.8
1 
.000 0.60 0.04 15.8
7 
.000 0.89 0.02 55.6
1 
.000 0.80 0.03 30.1
2 
.000 0.90 0.01 65.1
0 
.000 0.19 0.04 4.58 .000 
21 0.75 0.06 13.2
7 
.000 0.61 0.06 9.58 .000 0.85 0.04 20.2
0 
.000 0.66 0.06 10.9
1 
.000 0.86 0.03 32.6
5 
.000 0.22 0.07 3.24 .001 
22 0.64 0.05 12.6
1 
.000 0.56 0.06 9.38 .000 0.86 0.04 22.3
6 
.000 0.62 0.06 11.3
6 
.000 0.90 0.02 39.4
0 
.000 0.13 0.07 1.87 .061 
23 0.81 0.04 23.2
5 
.000 0.60 0.04 13.7
2 
.000 0.82 0.02 51.0
6 
.000 0.78 0.04 20.9
9 
.000 0.91 0.03 33.
8 
.000 0.25 0.04 6.37 .000 
24 0.85 0.03 28.
8 
.000 0.71 0.03 21.8
6 
.000 0.82 0.03 32.5
3 
.000 0.81 0.03 25.4
4 
.000 0.94 0.03 32.
4 
.000 0.20 0.04 4.59 .000 
25 0.72 0.04 20.3
1 
.000 0.53 0.04 12.0
2 
.000 0.81 0.02 37.9
8 
.000 0.66 0.04 17.
5 
.000 0.85 0.03 28.9
1 
.000 0.33 0.05 6.86 .000 
29 0.64 0.04 16.2
9 
.000 0.54 0.05 11.
0 
.000 0.81 0.02 35.6
0 
.000 0.66 0.04 16.9
0 
.000 0.86 0.03 28.5
8 
.000 0.25 0.04 6.15 .000 
32 0.66 0.04 15.5
6 
.000 0.53 0.05 10.5
8 
.000 0.74 0.04 19.5
2 
.000 0.70 0.04 17.1
6 
.000 0.81 0.03 29.
7 
.000 0.14 0.05 2.95 .003 
33 0.67 0.04 16.
4 
.000 0.51 0.05 10.6
0 
.000 0.75 0.04 21.
4 
.000 0.62 0.04 14.8
7 
.000 0.81 0.03 29.8
2 
.000 0.34 0.05 7.35 .000 
34 0.82 0.06 14.1
3 
.000 0.67 0.05 15.
2 
.000 0.79 0.05 17.7
1 
.000 0.76 0.06 13.0
5 
.000 0.87 0.04 20.5
9 
.000 0.13 0.05 2.71 .007 
Note. Inter = interestingness; β = standardized regression coefficient; si01 = situational interest item No 1 
236 
 
 
Table 8 - continued 
Results of the ESEM-procedure for the standardized regression path coefficients  
No. 
βInter
si07 SE C.R. p 
βInter
si08 SE C.R. p 
βInter
si09 SE C.R. p 
1 -0.02 0.05 -0.53 .594 0.01 0.04 0.24 .807 0.00 0.01 0.27 .790 
2 0.00 0.00 -1.87 .062 -0.04 0.04 -1.00 .318 0.07 0.04 1.57 .116 
3 0.06 0.05 1.23 .219 -0.01 0.00 -1.63 .103 -0.05 0.05 -0.97 .330 
4 -0.01 0.03 -0.35 .727 0.00 0.02 -0.13 .896 0.01 0.03 0.27 .789 
5 0.07 0.05 1.48 .139 -0.06 0.05 -1.23 .217 0.00 0.00 -0.78 .436 
6 0.05 0.04 1.07 .285 -0.02 0.03 -0.70 .486 -0.02 0.02 -0.98 .325 
7 0.12 0.05 2.45 .014 0.00 0.01 0.59 .558 -0.02 0.05 -0.42 .673 
8 -0.01 0.04 -0.28 .778 0.00 0.02 0.15 .884 0.03 0.05 0.61 .542 
9 0.02 0.04 0.45 .650 -0.01 0.01 -0.58 .562 -0.03 0.04 -0.64 .524 
10 0.00 0.00 -0.10 .918 0.06 0.05 1.22 .221 -0.03 0.05 -0.66 .508 
12 0.02 0.03 0.55 .581 -0.06 0.04 -1.32 .187 -0.01 0.01 -1.04 .297 
13 0.01 0.04 0.36 .723 -0.02 0.04 -0.46 .645 0.00 0.01 -0.27 .789 
14 0.01 0.04 0.20 .843 -0.09 0.05 -1.72 .086 0.00 0.02 -0.13 .894 
15 0.03 0.04 0.74 .462 -0.01 0.01 -0.81 .416 -0.02 0.04 -0.53 .596 
16 -0.02 0.04 -0.46 .647 0.01 0.04 0.24 .810 0.00 0.02 0.04 .971 
17 0.00 0.00 -0.93 .355 0.06 0.07 0.80 .426 -0.06 0.08 -0.85 .398 
18 0.00 0.01 0.05 .962 0.02 0.04 0.38 .702 -0.06 0.04 -1.33 .182 
19 0.03 0.04 0.68 .494 -0.01 0.00 -1.81 .071 -0.05 0.04 -1.26 .209 
20 -0.05 0.04 -1.07 .286 0.00 0.00 -0.56 .577 0.02 0.04 0.45 .650 
21 0.08 0.07 1.13 .260 -0.01 0.05 -0.22 .823 -0.01 0.02 -0.23 .818 
22 0.07 0.07 1.03 .304 -0.01 0.01 -1.50 .135 -0.09 0.07 -1.34 .179 
23 0.01 0.03 0.25 .800 0.00 0.02 0.09 .928 -0.05 0.04 -1.11 .268 
24 0.01 0.03 0.24 .810 -0.08 0.05 -1.62 .106 0.00 0.02 -0.07 .942 
25 0.03 0.05 0.46 .643 0.00 0.01 -0.80 .423 -0.05 0.05 -0.91 .364 
29 -0.01 0.03 -0.19 .846 0.01 0.03 0.16 .870 -0.01 0.03 -0.18 .859 
32 0.01 0.02 0.51 .613 -0.01 0.04 -0.40 .688 -0.04 0.04 -0.82 .411 
33 0.10 0.05 2.03 .042 -0.01 0.02 -0.63 .526 -0.02 0.04 -0.46 .644 
34 0.00 0.00 -1.30 .195 -0.07 0.05 -1.41 .158 0.03 0.05 0.53 .600 
Note. Inter = interestingness; β = standardized regression coefficient; si01 = situational interest item No 1 
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Table 9 
Results of the ESEM procedure for the standardized regression path coefficients  
No. 
βPSsi
01 SE C.R. p 
βPSsi
02 SE C.R. p 
βPSsi
03 SE C.R. p 
βPSsi
04 SE C.R. p 
βPSsi
05 SE C.R. p 
βPSsi
06 SE C.R. p  
1 0.14 0.04 3.49 .000 0.07 0.05 1.42 .154 -0.10 0.04 -2.38 .017 0.03 0.04 0.68 .497 -0.01 0.00 -2.63 .009 0.56 0.04 13.50 .000 
2 0.07 0.04 1.82 .068 -0.01 0.04 -0.25 .803 0.02 0.04 0.62 .538 0.00 0.01 -0.11 .915 -0.05 0.04 -1.42 .157 0.55 0.04 15.61 .000 
3 0.09 0.06 1.47 .142 0.00 0.00 0.45 .651 -0.06 0.06 -1.07 .285 0.11 0.06 1.89 .059 -0.04 0.06 -0.70 .482 0.59 0.04 15.57 .000 
4 0.13 0.08 1.72 .085 0.08 0.07 1.11 .268 -0.03 0.05 -0.65 .517 0.08 0.08 1.06 .288 -0.10 0.07 -1.44 .149 0.65 0.04 17.31 .000 
5 0.17 0.06 2.87 .004 0.01 0.01 1.04 .300 -0.10 0.06 -1.64 .102 0.15 0.06 2.53 .011 -0.07 0.06 -1.14 .256 0.60 0.04 14.87 .000 
6 0.23 0.04 5.34 .000 0.15 0.05 3.07 .002 -0.01 0.01 -1.21 .228 0.15 0.05 3.34 .001 -0.02 0.04 -0.64 .520 0.73 0.03 21.89 .000 
7 0.05 0.06 0.79 .428 0.01 0.02 0.61 .542 -0.21 0.06 -3.29 .001 0.03 0.06 0.57 .570 -0.20 0.06 -3.15 .002 0.46 0.05 8.82 .000 
8 0.02 0.03 0.61 .544 0.02 0.04 0.42 .673 -0.20 0.05 -3.73 .000 0.04 0.05 0.80 .424 -0.26 0.05 -4.99 .000 0.56 0.05 11.64 .000 
9 0.21 0.04 4.79 .000 0.09 0.05 1.96 .050 -0.05 0.04 -1.21 .227 0.20 0.04 4.55 .000 -0.01 0.01 -1.53 .127 0.59 0.04 16.24 .000 
10 0.15 0.15 0.99 .321 0.13 0.13 1.01 .310 -0.04 0.11 -0.36 .716 0.13 0.15 0.87 .384 -0.05 0.14 -0.38 .707 0.59 0.06 9.17 .000 
12 0.27 0.04 6.58 .000 0.20 0.05 4.38 .000 -0.03 0.04 -0.75 .453 0.16 0.04 3.75 .000 -0.01 0.00 -1.79 .074 0.73 0.03 23.08 .000 
13 0.07 0.04 1.97 .048 -0.02 0.05 -0.40 .689 0.01 0.03 0.21 .837 -0.04 0.04 -0.93 .351 0.00 0.01 -0.02 .984 0.51 0.04 14.02 .000 
14 0.15 0.05 2.96 .003 0.17 0.06 2.90 .004 -0.02 0.03 -0.54 .591 0.20 0.05 3.97 .000 -0.02 0.03 -0.64 .526 0.71 0.04 18.18 .000 
15 0.05 0.03 1.54 .125 0.09 0.04 2.11 .035 -0.02 0.01 -1.57 .116 0.13 0.04 3.38 .001 -0.03 0.03 -1.07 .284 0.58 0.03 17.15 .000 
16 0.01 0.00 1.75 .080 0.09 0.05 1.81 .070 -0.07 0.05 -1.30 .193 0.07 0.05 1.59 .113 -0.06 0.05 -1.22 .223 0.66 0.04 18.92 .000 
17 0.19 0.07 2.76 .006 0.16 0.08 2.02 .043 0.00 0.00 -0.49 .621 0.19 0.07 2.64 .008 -0.03 0.07 -0.47 .642 0.69 0.06 12.47 .000 
18 0.11 0.04 3.03 .002 0.12 0.05 2.56 .010 -0.01 0.00 -2.35 .019 0.16 0.04 4.28 .000 -0.06 0.04 -1.70 .090 0.62 0.04 17.78 .000 
19 0.10 0.04 2.67 .008 0.08 0.04 1.88 .060 -0.06 0.04 -1.74 .082 0.06 0.04 1.40 .162 -0.02 0.01 -1.96 .050 0.67 0.03 22.02 .000 
20 0.14 0.04 3.72 .000 0.09 0.05 1.93 .054 -0.02 0.02 -0.97 .333 0.12 0.04 3.04 .002 -0.02 0.02 -1.12 .265 0.72 0.03 22.42 .000 
21 0.13 0.07 1.81 .071 0.13 0.08 1.67 .094 -0.02 0.06 -0.38 .702 0.15 0.07 2.12 .034 -0.01 0.01 -0.75 .454 0.67 0.06 11.68 .000 
22 0.33 0.06 5.69 .000 0.13 0.07 1.77 .076 -0.11 0.06 -1.92 .055 0.24 0.06 3.83 .000 0.00 0.00 -0.37 .709 0.80 0.04 19.16 .000 
23 0.10 0.05 2.08 .038 0.07 0.05 1.33 .185 -0.02 0.01 -1.35 .178 0.05 0.05 0.87 .385 -0.07 0.04 -1.58 .115 0.66 0.04 18.41 .000 
24 0.06 0.04 1.35 .177 0.00 0.03 -0.04 .970 0.00 0.03 -0.14 .889 0.04 0.05 0.94 .347 -0.08 0.05 -1.80 .071 0.71 0.04 20.10 .000 
25 0.17 0.05 3.44 .001 0.21 0.05 4.09 .000 -0.01 0.00 -1.58 .113 0.21 0.05 4.35 .000 -0.04 0.05 -0.93 .354 0.59 0.04 14.62 .000 
29 0.31 0.05 6.43 .000 0.12 0.06 2.10 .035 0.00 0.00 -0.91 .366 0.22 0.05 4.39 .000 -0.03 0.05 -0.57 .570 0.67 0.04 19.43 .000 
32 0.32 0.05 6.07 .000 0.28 0.06 5.06 .000 -0.05 0.05 -1.03 .306 0.15 0.06 2.69 .007 -0.01 0.01 -1.34 .179 0.77 0.03 23.15 .000 
33 0.29 0.05 5.51 .000 0.24 0.06 4.25 .000 -0.04 0.05 -0.86 .389 0.25 0.05 4.66 .000 -0.01 0.01 -1.35 .176 0.67 0.04 17.85 .000 
34 0.05 0.08 0.64 .520 0.02 0.04 0.42 .675 -0.07 0.06 -1.13 .258 0.07 0.08 0.95 .344 -0.09 0.06 -1.55 .121 0.77 0.04 20.22 .000 
Note. PS = personal significance; β = standardized regression coefficient; si01 = situational interest item No 1 
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Table 9 - continued 
Results of the ESEM-procedure for the standardized regression path coefficients  
No. 
βPS 
si07 SE C.R. p 
βPS 
si08 SE C.R. p 
βPS 
si09 SE C.R. p 
1 0.76 0.04 19.1
3 
.000 0.56 0.04 13.91 .000 0.69 0.03 22.39 .000 
2 0.78 0.03 31.1
1 
.000 0.71 0.03 21.48 .000 0.69 0.03 21.33 .000 
3 0.81 0.03 28.4
9 
.000 0.74 0.03 29.19 .000 0.78 0.03 26.96 .000 
4 0.81 0.03 28.
4 
.000 0.77 0.03 29.87 .000 0.77 0.03 27.22 .000 
5 0.80 0.03 26.2
1 
.000 0.84 0.03 28.98 .000 0.79 0.02 33.57 .000 
6 0.83 0.03 27.
9 
.000 0.76 0.03 29.27 .000 0.78 0.02 37.64 .000 
7 0.78 0.04 20.1
6 
.000 0.80 0.02 33.66 .000 0.83 0.04 23.46 .000 
8 0.88 0.03 28.0
0 
.000 0.78 0.03 27.63 .000 0.75 0.04 18.48 .000 
9 0.82 0.03 29.4
0 
.000 0.74 0.03 29.07 .000 0.74 0.03 24.39 .000 
10 0.83 0.02 42.6
2 
.000 0.74 0.04 18.43 .000 0.81 0.03 23.55 .000 
12 0.84 0.02 34.5
5 
.000 0.77 0.03 25.08 .000 0.81 0.02 41.09 .000 
13 0.82 0.03 24.9
6 
.000 0.73 0.03 22.11 .000 0.74 0.03 28.01 .000 
14 0.77 0.03 22.7
8 
.000 0.78 0.04 21.42 .000 0.74 0.03 22.01 .000 
15 0.78 0.03 25.9
8 
.000 0.72 0.03 28.31 .000 0.75 0.03 25.47 .000 
16 0.90 0.03 34.5
1 
.000 0.77 0.03 25.98 .000 0.75 0.03 26.70 .000 
17 0.81 0.03 27.
4 
.000 0.73 0.06 13.03 .000 0.79 0.06 13.59 .000 
18 0.78 0.02 35.9
8 
.000 0.77 0.03 23.41 .000 0.83 0.03 24.95 .000 
19 0.86 0.03 33.2
8 
.000 0.79 0.02 42.14 .000 0.82 0.03 29.88 .000 
20 0.84 0.03 27.7
8 
.000 0.81 0.02 40.34 .000 0.75 0.03 22.96 .000 
21 0.78 0.05 14.6
9 
.000 0.84 0.04 20.80 .000 0.85 0.03 28.05 .000 
22 0.78 0.04 17.7
3 
.000 0.81 0.03 26.89 .000 0.85 0.04 20.57 .000 
23 0.82 0.03 29.6
1 
.000 0.74 0.03 28.33 .000 0.84 0.03 25.55 .000 
24 0.85 0.03 30.2
4 
.000 0.82 0.04 22.69 .000 0.80 0.03 31.99 .000 
25 0.81 0.04 22.8
3 
.000 0.72 0.03 25.03 .000 0.79 0.04 22.19 .000 
29 0.84 0.03 32.8
5 
.000 0.75 0.03 23.52 .000 0.77 0.03 25.22 .000 
32 0.80 0.03 30.0
1 
.000 0.72 0.03 21.06 .000 0.81 0.03 25.91 .000 
33 0.76 0.03 24.
0 
.000 0.79 0.03 29.74 .000 0.78 0.03 26.60 .000 
34 0.88 0.02 56.
9 
.000 0.86 0.04 22.01 .000 0.83 0.04 21.67 .000 
Note. PS = personal sigŶifiĐaŶĐe; β = staŶdardized regressioŶ ĐoeffiĐieŶt; siϬϭ = situatioŶal iŶterest iteŵ No ϭ 
 
 
 
