Abstract The Vestibulo-Ocular Reflex (VOR) stabilizes images of the world on our retinae when our head moves. Basic daily activities are thus impaired if this reflex malfunctions. During the past few decades, scientists have modeled and identified this system mathematically to diagnose and treat VOR deficits. However, traditional methods do not analyze VOR data comprehensively because they disregard the switching nature of nystagmus; this can bias estimates of VOR dynamics. Here we propose, for the first time, an automated tool to analyze entire VOR responses (slow and fast phases), without a priori classification of nystagmus segments. We have developed GNL-HybELS (Generalized NonLinear Hybrid Extended Least Squares), an algorithmic tool to simultaneously classify and identify the responses of a multimode nonlinear system with delay, such as the horizontal VOR and its alternating slow and fast phases. This algorithm combines the procedures of Generalized Principle Component Analysis (GPCA) for classification, and Hybrid Extended Least Squares (HybELS) for identification, by minimizing a cost function in an optimization framework. It is validated here on clean and noisy VOR simulations and then applied to clinical VOR tests on controls and patients. Prediction errors were less than 1 deg for simulations and ranged from .69 deg to 2.1 deg for the clinical data. Nonlinearities, asymmetries, and dynamic parameters were detected in normal and patient data, in both fast and slow phases of the response. This objective approach to VOR analysis now allows the design of more complex protocols for the testing of oculomotor and other hybrid systems.
Introduction
The vestibular system detects head movement and orientation in space (Kandel et al. 2000; Purves et al. 2001 ). Damage to this system can cause such symptoms as vertigo, dizziness, blurred vision, and imbalance (Neuhauser et al. 2008; Agrawal et al. 2009 ). The Vestibulo-Ocular Reflex (VOR), in particular, moves the eyes to stabilize images on the retinae when the head moves. The VOR has been studied mathematically for several decades (Sugie and Jones 1971; Cohen et al. 1981; Robinson 1981; Galiana and Outerbridge 1984; Schmid and Zambarbieri 1988; Cullen 1998, 2002) , leading to many models in the literature (Coenen and Sejnowski 1996; Ramat et al. 2000; Raphan and Cohen 2002; Dieterich et al. 2003 ). Here we focus on the angular VOR in the horizontal plane, but the results apply to any nystagmic response.
Earlier models of the VOR improved our insight into vestibular processes, but there remain many unresolved issues. The most important issue concerns data analysis and the "switched" nature of VOR responses. While VOR trajectories contain segments of fast and slow eye velocity (Galiana 1991; Rey and Galiana 1993) , most studies disregard the fast phases and link slow phase segments to estimate VOR dynamics. Assuming correct pre-classification of nystagmus segments, clinical analysis of the VOR is limited to calculating the gain, time constant, and asymmetry of the envelope of the slow-phase response during step or harmonic rotations (Juhola et al. 2006; Wuyts et al. 2007 ). This "envelope" approach results in the loss or misinterpretation of information, especially since the fast phases of nystagmus can also carry clinically relevant information (Burov et al. 1993) . Furthermore, envelope estimates are only valid (unbiased) for a continuous system while the VOR is clearly discontinuous in its response dynamics.
Indeed, the VOR falls into a class of systems called hybrid systems, exhibiting multiple response strategies (e.g. slow compensation and fast saccadic redirection of the eye). We have previously shown that treating a hybrid system as a non-hybrid, leads to errors in identifying reflex dynamics (Ghoreyshi and Galiana 2009 ), which clearly impacts on diagnostic decisions and on interpretations of neural data. In recent work, we improved the estimation of VOR dynamics by pooling selected slow phase segments and separating the synergistic effects of fast phase end-points from the common head-driven VOR dynamics (MELS (Kukreja et al. 2005) and HybELS (Ghoreyshi and Galiana 2009) ). This improves the accuracy of estimated parameters, but requires correct pre-classification of the data.
Therefore, another important issue is the need to classify nystagmus segments before applying any analysis techniques, preferably non-subjectively. Existing algorithms are based on ad-hoc measures (see Section 2) and are not objective, since they require manual corrections especially for non-harmonic stimuli. We present here hybrid analysis of VOR responses which treats classification (i.e. segmentation of the data record into fast and slow phase pieces, and possibly artifacts or outliers) and identification concurrently and objectively. It results in validated models for both slow and fast phases in a nystagmus record responding to single or multi-sensory stimuli.
Methods

GNL-HybELS algorithm
The classification/identification of VOR responses can be translated into a multivariate optimization problem. In this section we describe this translation mathematically. But let us first build some intuitive basis before getting into the mathematical details. In the past, a classification step always preceded any analysis of nystagmus responses. Prior methods were not very objective and relied on a priori assumptions: forcing the slow phase eye velocity segments to belong to an envelope resembling the profile of head velocity (Barnes 1982) ; segregation according to a priori criteria on eye trajectories such as direction relative to the head and velocity thresholds (Behrens and Weiss 1992; Faucheux et al. 2007 ); or more recently classification according to reduced model predictions (Rey and Galiana 1991) .
Researchers have developed methods to perform the dual task of classification/identification in other contexts such as computer vision (Ghoreyshi and Vidal 2007) . However, they have not yet come up with an appropriate algorithm for the VOR, possibly due to the short length of data segments. Since no easy-to-use tool has been provided to researchers and clinicians to handle the complexities of this system, experts continue to use the existing oversimplifying methods (Tangorra et al. 2004; Peterka 2005; Juhola et al. 2006; Wuyts et al. 2007) .
The classification/identification of VOR responses seems to be a chicken and egg problem: If one is provided with perfect classification of the data, algorithms exist to optimally identify system dynamics. Inversely, if one is provided with perfect knowledge of mode dynamics, optimal classification can be achieved by comparing the responses at each point in the data record with the provided model predictions. Therefore, iterating between classification and identification could improve the overall results.
We will now present the steps of our iterative optimization algorithm, which involves mutual correction of classification and identification at each iteration (Ghoreyshi and Galiana 2010a) .
Algorithm initialization
To start our iterative optimization algorithm, we need to have an "initial estimate" of the segment (slow vs. fast) classification in the data record. To do this, we use GPCA, an unsupervised subspace segmentation method, which is widely applied to computer vision problems. GPCA finds an algebrogeometric solution to the problem of segmenting a number of subspaces of potentially varying dimensions and their normals from sample data points (Vidal et al. 2005) . GPCA has been shown to provide a good initialization to iterative techniques such as K-subspaces and Expectation Maximization (Lu and Vidal 2006) [for a tutorial on GPCA refer to http://www. vision.jhu.edu/gpca/cvpr07-tutorial-gpca.htm]. In this work, we use it to initialize our Least-Squares based iterative method as described in this section.
Assuming linearity and time-invariance, we can write the input-output equation of our hybrid system in mode m k in the Laplace domain as:
Or in the z-domain as:
In (Ghoreyshi and Galiana 2009) we showed that since our responses are continuous, we can write the discrete-time input-output equation for a data segment of length L in mode m k , in the noise-free case, as:
yðiÞ; uðiÞ for all i < 0 substituted from the previous segment:
Or:
This translates into:
uðnÞ . . . uðn À rÞ yðn À 1Þ . . . yðn À qÞ yðnÞ ½ :
where q m k ! is the parameter vector corresponding to the mode m k . If we define our regressor vector R ! n as uðnÞ . . . uðn À rÞ yðn À 1Þ . . . yðn À qÞ yðnÞ ½ , the above equation would mean that the data points corresponding to mode m k lie on a hyper-plane in R rþqþ2 .We can repeat the same procedure and write Eqs. (1) to (5) for other modes of the system as well. Therefore, in the case of the VOR where we have two modes m 1 and m 2 , for all the data record, the data points lie on either of the hyper-planes:
Hence, all data points in the record satisfy:
We can now use a proper embedding to map these hyperplanes to a single hyper-plane in a higher dimensional space. One such embedding is called the Veronese map (Harris 1992) . Using this map, we will have:
where T is the length of the whole data record. We can solve for q emb ! using regression and then map it back to the original space to attain the classification and subspace normal vectors q m 1 ! and q m 2 ! (Vidal et al. 2005) . Note that this procedure can be performed for hybrid systems with more than two modes as well.
Delay detection
It is well-known that there is a delay of about 5 ms associated with the VOR (Tabak et al. 1997) . Therefore, before mapping q emb ! back to the original low-dimensional space to solve for subspace normal vectors, we search for possible input transport delays. We do this by substituting in (9), delayed versions of the input and searching for the one that yields minimum root mean squared regression error, regardless of the estimated parameter vector:
where D is the maximum delay value. Once we have found the optimal delay value, we replace u(n) with u(n−d 0 ) for the rest of the analysis, and proceed with the canal time constant detection, followed by the GPCA to obtain the classification and parameter estimation. Since the delay of the VOR is reported to be about 5 ms (Tabak et al. 1997) , we constrain the search for the estimated delay to the range of 0-20 ms.
Semi-Circular Canal (SCC) time constant detection
After detecting the input delay, we search for the SCC time constant. SCCs sense the head velocity during both fast and slow phases, and are a non-switching component of the VOR system. In order to study the dynamics of the switching components of the system, we first need to estimate the dynamics of the SCC. SCCs are high-pass filters of head velocity with a first order transfer function approximation of the form TC:s TC:sþ1 (Robinson 1981) , where TC is the SCC time constant. Therefore, we only need to search for TC to identify the dynamics of the SCCs.
To do this, we filter the input signal through a unity gain high pass filter with a variable time constant. We then use this filtered input signal, and compare the goodness of fit for different time constants of the high pass filter. Just like the delay detection step, here we only care about the time constant which results in the minimum fitting error, and not the actual value of the parameters. The optimal time constant is thus taken to be
where h TC is the impulse response function of a unity gain high pass filter with a time constant of TC. Once again, we replace u(n) with u » h TC 0 ð ÞðnÞ (the convolution of the input with the estimated canal impulse response function) for the rest of the analysis. Since the cupula time constant is about 5-7 s (Robinson 1977; Cohen et al. 1981) , and is reported to be 12-15 s (Raphan and Sturm 1991) with velocity storage, we constrain the estimated time constant between 2 s and 20 s.
Iterative optimization
GPCA is a powerful unsupervised tool for simultaneous classification and identification of hybrid systems in noiseless and low dimensional conditions. However, its performance can deteriorate significantly in the presence of noise, or when model orders increase. Therefore, in these cases, we can only use GPCA for initialization, and should then correct for possible errors. In our case, we do this by minimizing the (1-step) prediction errors iteratively using repeated classification/identification steps.
Note that in the presence of noise, considering an ARMAX (AutoRegressive Moving Average with eXogenous input) structure for the system, Eq. (3) changes to:
where z(n) is the observed noisy output and e(n) is the additive noise. The regressors also change in turn f r o m uðnÞ . . . uðn À rÞ yðn À 1Þ . . . yðn À qÞ yðnÞ ½ t o uðnÞ . . . uðn À rÞ zðn À 1Þ . . . zðn À qÞ zðnÞ ½ , and Eqs. (6)-(7) change to:
Equations (13)- (14) yield the output prediction errors. Therefore, estimating the parameter vectors q m 1 ! and q m 2 ! translates into finding the parameter vectors that minimize prediction errors.
We formulate this into an optimization problem by defining our cost function as:
where μ(n) is a membership function which assigns a mode to each data point: 
The solution to these equations are given by
Identification step With some reflection on the above equations, we recognize that the first solution (when μ(n)
is known and q m 1 ! ; q m 2 ! n o is sought after) is given by the well known least squares method. However, for the hybrid case, some modifications need to be made, which give rise to Hybrid Least Squares. Hybrid Least Squares is in essence the same as HybELS (Hybrid Extended Least Squares) introduced in (Ghoreyshi and Galiana 2009) , only without the iterations.
Classification step The second solution (now
o is known and μ(n) is sought after) is achieved by assigning each data point to the mode that results in the smallest (1-step) prediction error; in other words, μ(n) is 2 when the prediction error assuming m 2 , R ! ðnÞ
, is smaller than the prediction error assuming m 1 , or R ! ðnÞ
, is smaller than the prediction error assuming m 2 , R ! ðnÞ T : q m 2 ! . In summary, to minimize our cost function, we take the initial classification and parameters given by GPCA, and optimize them iteratively using Eqs. (19) and (20). Given the identified parameters, at every point in the data record, we compare the errors given by the two models, and choose the model resulting in the least error as the correct one. This gives us a new classification. Using this classification, we now estimate the parameters of the two modes of the system, and improve the identification. We iterate until convergence of the residuals.
At every iteration, in order to avoid the biasing effects of outliers or artifacts, we take out the points from the data record whose prediction errors are greater than 2 standard deviations (STDs) of the residuals. However, each pass reevaluates all prediction errors and a new associated set of outliers (they are not accumulated).
Nonlinearity estimation and parameter tuning
Following the step above, it is assumed that the classification of data segments is now complete. Previous research shows that there are nonlinearities associated with the VOR, especially in abnormal cases (Paige 1989; Brantberg et al. 1995; Broussard et al. 1999; Galiana et al. 2001; Zhou et al. 2005) . Therefore, with the classification vector fixed, the HybELS method (Ghoreyshi and Galiana 2009 ) is then used to fine-tune the estimated parameters and to detect possible non-linearities. We postpone the nonlinearity detection until the classification is finalized, because incorporating the nonlinearities in the model from the beginning increases the complexity of the model, and affects the correct convergence of the classification. We use the NARMAX (Nonlinear ARMAX) framework to model nonlinearities (Chen and Billings 1989; Kukreja et al. 2005) . Assuming a static nonlinearity of the polynomial form:
before the linear time-invariant system described in Section 2.1.4., representing central premotor dynamics, according to Eq. (12):
Replacing for w(n) from (21) yields:
We can now modify HybELS (Ghoreyshi and Galiana 2009 ) to account for nonlinearities by changing the regressor vectors accordingly. Apart from this change, HybELS can be used as before (Ghoreyshi and Galiana 2010b) to fine-tune the parameter estimation for the dynamics of the system, and to estimate coefficients of the nonlinearity.
In the end, we discard the outliers again by removing the data points with extreme residuals, and re-estimate the parameters as above, to prevent the outliers from biasing our results. A flowchart of GNL-HybELS is shown in Fig. 1. 2.2 A conventional VOR analysis method: the "envelope" method It has been explained previously (Galiana 1991; Ghoreyshi and Galiana 2009 ) that conventional VOR analysis methods which use the envelope of eye velocity yield biased results.
In order to compare the performance of the envelope method with GNL-HybELS, we tested the envelope method on noise-free simulated data, estimating the canal time constant, and a static nonlinearity (Galiana et al. 1995; Minor et al. 1999) . In this method, the assumption is that the eye velocity is a high-pass filtered version of the head velocity in the slow phase mode, sampled through slow phase intervals. Therefore, the plot of eye velocity versus head velocity would appear as an ellipse, due to the phase difference between the signals. If the head velocity signal is high-pass filtered by the correct transfer function, or shifted by the right amount in sinusoidal cases (Galiana et al. 1995) , the loop will collapse onto a line (which as we will see later on, is not always feasible, especially if gaze holding is defective). Therefore, to find the correct canal time constant, one would look for the time shift that best reduces the elliptical pattern into a single curve. If the VOR seems linear, the slope of the remaining line represents the gain of the VOR, while the shape of a resulting curve describes the static nonlinearity of the system.
Note that even in optimal cases, this method is incapable of estimating the hybrid dynamics of the system, and identifies only one global time constant (a global vestibular time constant) at best. Figure 2 demonstrates the system structures identified by GNL-HybELS and the envelope method.
Input signal design
The conventional head position or velocity signals are mainly sinusoids, steps, and ramps. However, as we have mentioned before (Ghoreyshi and Galiana 2010a) , these signals are far from optimal for system identification purposes. Such signals are band-limited, and therefore, would not allow for correct estimation of dynamical parameters of a system with potentially more than one time constant. Furthermore, when pure sinusoids are used as input signals, any transmission delay cannot be differentiated from a phase shift due to dynamics (poles), since in steady-state, both processes will appear as delays in responses.
To improve the capacity to identify VOR dynamics, we designed a richer head trajectory profile that covers the bandwidth of the VOR, which is limited to about 1 Hz in the slow phase and about 30 Hz in the fast phase. We used a low-pass filtered white noise signal with a 5 Hz bandwidth, or 1/6 Hz sinusoidal signals as the head position input (Note that the switching increases the effective bandwidth of the input, because of the existence of initial conditions at every switching instance). We had an acceleration limitation of 350 deg/s 2 for the rotating chair, which we had to consider when designing the input. The sampling rate was variable between 100 Hz and 1,000 Hz; however, we low-pass filtered the data at 35 Hz (digital filtering) and decimated it down to 100-200 Hz. We used experimentally observed data on stimuli and eye responses to define an estimated switching pattern, and then used this pattern and input profile in simulation runs to make them as 'natural' and pertinent as possible.
Results
Simulation results
In order to validate our method, we first tested it on simulated data where the correct classification and identification parameters are available. We use a previously established model of the oculomotor system (Prsa and Galiana 2007) to simulate VOR data. Correct identification also requires that the stimulus have a sufficiently high bandwidth to cover the expected system dynamics. Hence we use a pseudo-random head velocity profile (see Section 2). In this setting, the parameters of system dynamics as well as the switching instances between fast and slow modes are known, and precise evaluation of the performance of our algorithm, in terms of identification and classification, can be done.
Noise-free simulation
We used the same head input as our experimental head input, to be as close to real conditions as possible. Figure 3 depicts a sample of both simulated and experimental eye positions, as well as the head position. We chose the delay to be 10 ms and the nonlinearity to be of third order:
3 . The system dynamics (last filter in Fig. 2(a) ) was of first order with a transfer function (eye position versus head velocity) of Results are summarized quantitatively in Table 1 .
Envelope method In order to compare GNL-HybELS with the classic envelope method, the latter was also applied to the same noise-free simulated data, to estimate the canal time constant, gain, and the nonlinearity. The envelope method resulted in an estimated canal time constant of 19 s, and an estimated gain of −.69±.003, whereas the correct canal time constant used in the simulation was 15 s, and the correct gain −.72. This result confirms previous studies that the envelope method yields biased estimates. Note that since we were using simulated data, we knew exactly when the switching between fast and slow phases occurred. Therefore, we had perfect classification of the data at hand, which is impossible to achieve with experimental data. The result of the envelope method in the estimation of the nonlinearity is shown in Fig. 5 . Even with perfect classification of the data at hand, the envelope method fails to correctly identify the canal time constant, gain, and the nonlinearity in the noise-free case. In addition, it does not It is also important to mention that the estimated time constant and nonlinearity using the envelope method also depend on the switching pattern between slow and fast phase modes, which alters fast phase end points. Hence results of analysis on experimental data cannot be expected to be robust or repeatable.
Noisy simulation
To test our method in noisy conditions, we added Gaussian white noise of 1 deg standard deviation to the simulation output and evaluated the performance of our algorithm. The results of our method in nonlinearity and delay detection, and the estimation of the LTI system's dynamics are demonstrated in Fig. 6 . The quantitative errors are listed in Table 1 , and the estimated parameters are very close to the nominal values, with small standard deviations.
Most classification errors are located over a few points at the switching boundaries between slow and fast phases, i.e. at the edges of the segments rather than the middle of them. (See Fig. 7 for an example of classified data in an experimental data record). Therefore, its effect on the estimation of system parameters is minimal. Furthermore, it is mainly the fast phase edge data points that are misclassified as belonging to the slow phase; as a result, the estimation of fast phase dynamics is the most accurate, but the slow phase dynamics are still very close to the correct dynamics (Fig. 6 , blue curve in transfer functions).
It is worthwhile to mention that GPCA's accuracy deteriorates significantly with noise. On the noise-free simulation, GPCA resulted in 6.9% classification error, and 3.7 deg of prediction error. However, in the noisy case, the classification error increased to 46%, and the prediction error to 1.6e05 deg, which means that GPCA basically fails in the noisy case. This is why we only use it for initialization, and fine-tune the results using the steps that follow GPCA.
Experimental results
We then evaluated the performance of our method on experimental data from 6 normal subjects and 6 patients. Since no ground truth is available for the correct classification and identification, we used root mean squared (rms) prediction errors as measures of the accuracy of our results. The order of the estimated static nonlinearity was again 3. The results of the analyses are listed in Table 2 for normal subjects and Table 3 for patients. Figure 7 shows an example of GNL-HybELS performance in classification, nonlinearity estimation, and prediction when applied to one of the normal data sets. Predictions are made by applying the identified models to the head input signal in the corresponding modes, which are separated by the switching instances estimated through the classification step. Figures 8 and 9 contain the estimated transfer functions and their 1 STD error bounds for all normal and patient data. The estimated nonlinearities using GNL-HybELS are plotted along with nonlinearities estimated using the envelope method in Figs. 10 and 11 for both normal and patient data.
Estimated transfer functions
The most robust result here is that in normals the fast phase has larger bandwidths than the slow phase (Fig. 7) . That is, the time constant of the fast phase process is always smaller than the slow phase (Table 2 ). In addition, the time constant Correct simulation values are written in brackets when applicable Fig. 4 GNL-HybELS results on noiseless simulated data, compared to the correct simulation parameters. Top: Bode plots of the identified transfer functions in both slow and fast phases, as well as the correct transfer function used in the simulation. 1 STD error bounds are also marked for the identified transfer functions. Bottom: Identified nonlinearity in slow phase and fast phase, as well as the correct nonlinearity used in the simulation of the slow phase ranges from 0.6 s to 3.2 s in 5/6 subjects, a far cry from the expected near perfect integrator assumed in the envelope method. Only 1/6 normal subjects exhibited a large time constant (subject 4 with 52 s), though this is traditionally assumed apriori for the envelope analysis method. The fast phase dynamics are relatively robust given only 6 subjects, with time constants ranging from 125-455 ms (mean 242 ms±140 ms). The results in patients are more variable (Fig. 9 ), but as indicated in Table 3 , there is a clear trend towards slower fast phases. As in normals, the fast phase transfer function has a larger bandwidth than that of the associated slow phase for each patient, but the distinction is attenuated. This is because the patients exhibit larger time constants for fast phases than those found in normals: patients' mean fast phase time constant is 460±172 ms versus mean of 242± 140 ms in normal subjects (significant difference at p=.02).
Estimated vestibular non-linearities
Considering estimated central non-linearities, the hybrid method supports some degree of non-linearity in the VOR of normal subjects though with consistent symmetry (low quadratic coefficients in Table 2 ). The envelope method on the other hand typically estimates more linear relationships in normals (Fig. 10, blue curves) . There is agreement at lower head velocities for both methods, with overlap of slope in the lower ranges of head velocity, between± 50 deg/s.
In our patient pool, patients 1-5 had right lesions and patient 6 had a left lesion. Our results with the hybrid method are consistent with the side of these lesions; the slow phase quadratic coefficients listed in Table 3 are negative for patients 1-5 and positive for patient 6. More intuitively in Fig. 11 , the estimated nonlinear curves show an earlier saturation effect on the side of the lesion (positive head velocity values correspond to right-ward motion and negative values to left-ward motion). Admittedly, this is a small sample set, and requires a broader study to confirm lesion detection even in compensated patients. However, it is interesting that in all these cases, the hybrid method is more sensitive to sensory asymmetries (see Section 4).
A closer look at Fig. 11 , Patient 5 is required. The nonlinearity estimated by the envelope method is noninjective for the larger part of its domain (blue curve). This is not the kind of sensory non-linearity we would expect, because it does not make physiological sense given sigmoid-like neural behavior. We were interested to find out why this occurred. Therefore, we examined the eyehead velocity trajectories during slow phases that led to this nonlinearity estimate.
As shown in Fig. 12(a) , the eye velocity trajectories during slow phases are very irregular, compared to the simple head velocity harmonic. As a result, the x-y plot of eye velocity versus head velocity, using these slow phase segments, is very irregular due to the patient's nystagmus pattern-the envelope method thus provides a very unreliable and unphysiological estimate of the non-linearity (Fig. 12(b) , right panel with large STD bounds). Yet the same data segments are well fitted with a robust nonlinearity using the hybrid method-it is less sensitive to classification errors as demonstrated in the simulation tests above. In fact, the hybrid method produced reliable estimates in all cases presented, with small STD bounds similar to those in Fig. 12(b) , while the envelope estimates of the non-linearities always have much larger bounds.
Discussion and future work
Envelope versus hybrid analysis of the VOR-clinical implications
In the past, VOR studies have been restricted by the need to preclassify nystagmus records, before applying the intended metric estimation. Protocols had to be restricted to simple head trajectories, in order to facilitate the classification step based on subjective a priori criteria. More complex protocols were avoided, since difficult manual scanning/ correction of classification was then required. Yet complex In addition, even given pre-classification, VOR analysis is generally based on fitting 'envelopes' through the ensemble of ocular slow-phase segments. Fast phases are not considered part of the clinical VOR. The envelope approach continues to be used to evaluate the compensatory function of the VOR in almost all clinics and laboratories. Yet it has been demonstrated previously, and again in this study, that envelopes provide unreliable estimates of the VOR's function (Galiana 1991; Ghoreyshi and Galiana 2010a ). This approach is only applicable under specific conditions: 1) The so-called neural integrator (NI) in oculomotor pathways must be very effective ( Fig. 2(b) ) with a time constant larger than~5 s before variable initial conditions on each slow phase segment can be reasonably ignored in the eye velocity traces; 2) The rotational profiles used in testing the VOR must only contain harmonics above the expected break frequency of the VOR. This means that envelope analysis of the VOR should never be used with steps of head rotation, for example, even if the NI satisfies condition 1. Also, if the NI does not satisfy condition 1, then envelope analysis will produce noisy and biased estimates of VOR function-they may be qualitatively useful in coarse evaluations, but quantitative estimates will miss potential reflex non-linearities, and overestimate the effective time constant of the vestibular process. Nevertheless, envelopes are still commonly used in the clinic for the diagnosis of abnormalities (Paige 1989; Broussard et al. 1999; Wuyts et al. 2007 ). The clinical consequences are that some vestibular patients may be judged to have compensated for a unilateral vestibular lesion when in fact the deficit remains. This can be seen in the plots of Fig. 10 where envelope estimates of VOR symmetry are often more linear than a more appropriate hybrid analysis. Interestingly, when the assumptions of the envelope method are valid, then the envelope and hybrid methods give similar estimates for the slow phase nonlinearity (e.g. subject 4 with larger slow phase time constant, Fig. 10 ). On the other hand, the methods give more disparate results when the slow phase time constants are much smaller (e.g. subjects 3 or 6, Fig. 10) . Instead, the method proposed here performs classification and VOR reflex identification simultaneously and objectively-The results of GNL-HybELS have been demonstrated to be accurate and robust to both measurement noise and to moderate classification errors. Most importantly, it can identify simultaneously all modes embedded in a system response (here the slow and fast phases of the VOR, see also next section). The method can produce estimates of input delays, static non-linearities, and the linear dynamics of modes in a hybrid system, while classifying the data at the same time. It can also estimate the effective vestibular time constant in VOR applications or other sensory preprocessing stages in more general ocular reflexes. One only needs to propose reasonable orders for dynamic stages, and decide which stage can be time continuous, and which can be hybrid or switching. For example in the VOR, the vestibular sensory signals can be considered continuous, while the premotor areas in the brainstem are known to switch or change their characteristics during slow and fast phases of nystagmus. In addition, this approach now makes it possible to use any testing protocols (without considering the difficulties of classification), and instead focus on the best tests to unmask dynamics.
Our experimental results are very promising from the clinical point of view. Since the components being estimated are better aligned to the known physiology, results are more robust and appear to have more diagnostic power than the parameters available from envelope analysis. For example, normal subjects were shown in Fig. 10 to generally have a smaller quadratic term in their identified non-linearity, which means their VOR system is more "symmetric". They also have a more pronounced difference between their slow and fast phase time constants, which means the VOR dynamics in the two modes are more distinct. Plotting the ratio of identified slow and fast time constants, versus the level of the quadratic term in the non-linear curve segregates well the 6 normal subjects from the 6 patients (Fig. 13, left  panel) . In contrast, the envelope method only provides a noisy non-linear estimate, a vestibular time constant and gain, all for the slow-phase. X-Y plots of the related quadratic terms and VOR gain in this case cannot separate patients from normals.
Extensions to probing VOR central subsystems
Our method can be used in a much richer variety of clinical applications. Besides the above-mentioned bimodal ap- Fig. 10 Nonlinear curves estimated using the hybrid system approach (GNL-HybELS) and the envelope method for 6 normal subjects. Note that the envelope method tends towards linear behavior in normal subjects, while the hybrid method instead predicts internal symmetric non-linearities Fig. 11 Nonlinear curves estimated using GNL-HybELS (slow and fast phases) and the envelope method (slow phase only) for 6 patients proach, we can probe the nystagmus records to pose questions related to the sites of deficits and/or the pathways affected (e.g. slow phases versus fast phases, or directional deficits). Inferences can then be made on potential connections in VOR pathways that have not yet been documented experimentally by neurophysiologists. Also, GNL-HybELS can be used to classify the data into any number of classes until identification and prediction errors are optimal. For instance, the dynamics of the rightward and leftward eye movements could in principle be different since they rely on a different subset of burst cells ipsilateral to the fast phase direction (Ramat et al. 2007) . Similarly, the dynamics of slow phases in different directions could be different, since the premotor cells in the brainstem are interconnected with other nuclei such as the Prepositus Hypoglossi and cerebellar sites, all driven by ipsilateral canal signals (Roy and Cullen 2002) . Therefore, especially in patients with unilateral lesions or deficits, one might expect that dividing the nystagmus records into more classes would provide better modeling accuracy. Figure 14 demonstrates one such case for Patient 6. GNL-HybELS is set to automatically classify the data into 4 classes: these turn out to be rightward and leftward slow, and rightward and leftward fast phases. The resulting classification groups (Fig. 14(a) ) are associated with a broad range of head velocities (histograms in Fig. 14(b) )-e.g. classified leftward fast phases are not all associated with leftward head velocity! This again demonstrates that a manual classification likely would have failed, given the usual assumption that fast phases are always in the direction Table 4 lists the identified linear dynamics in the form of transfer functions for all the classes. It is evident from these results that this patient has abnormalities in the rightward slow phase, and the leftward fast phase, both of which correspond to activation of premotor cells on the left brainstem, typically during left head movements. The gains in these cases are very low compared to normal subjects, and the leftward fast phase time constant is much higher than that of normal subjects, i.e. the leftward fast phase is quite slow. This is consistent with the fact that this patient has a left lesion and would imply a unilateral vestibular role in driving rapid eye movements. In other words, this type of result asks the question whether vestibular signals are involved during fast phases, and whether they might be arising from a single canal. This has not yet been tested by neurophysiologists, and in fact it is often assumed that the VOR is turned off during saccades. Such inferences are actually only possible when dealing with patients with known unilateral deficits, and with the help of hybrid identification tools. In normals, the bilateral vestibular systems are similar enough to make it impossible to ask such questions.
4.3 Extensions to multi-sensory convergence and multiple classes of response modes GNL-HybELS can be used to identify other neural systems with similar behavior, such as balance-related or reaching movements that exhibit discrete dynamics in given time intervals (Melvill Jones et al. 2002; Rohrer and Hogan 2003) . It can also be extended to multiple-input settings, e.g. when various oculomotor subsystems such as the VOR, smooth pursuit, or the saccadic systems are active simultaneously (visual-vestibular interactions) . This would enable us to study and compare the dynamics of these systems when operating in isolation and in cooperation. Preliminary extensions of HybELS to such sensory interactions have been published, and validation with simulated data has shown reliable results (Ghoreyshi and Galiana 2010a ).
In conclusion, GNL-HybELS is a new general tool that will allow much more freedom in the design of experimental protocols for research and clinical investigations into sensory-motor integration. Protocols need no longer be kept simple, in order to facilitate manual classification of nystagmus records-instead classification and identification can be done in complex tasks, based simply on the detection of dynamic consistency across subintervals in a data record.
Extensions to non-peripheral nonlinearities
The structure used in this paper to model the dynamics and non-linearities of the VOR is a Hammerstein or NL (static Nonlinear-dynamic Linear) descriptive model. There exist also the Wiener or LN (dynamic Linear-static Nonlinear) model, and the sandwich (NLN or LNL) models. In this work, we found that this Hammerstein formulation captures the Left: Slow phase quadratic coefficient of the non-linearity, versus the ratio of slow and fast phase time constants estimated using GNL-HybELS for normal subjects and patients. Right: Quadratic coefficient of the non-linearity versus the gain estimated using the envelope method for normal subjects and patients. Note how patient and normal populations can be distinguished using GNL-HybELS nonlinearities well enough for the clinical applications of the VOR. Moreover, this formulation is the only one that allows for the implementation of our extended least squares (HybELS) method. However, one of the future directions of our work is to extend the method for NLN models as well, which would expand clinical applications to non-peripheral deficits.
Interested users of this approach can contact us for a copy of the software soon to be released-IP right protection is currently underway. 
