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Abstract
We present an expression for the four-point conformal blocks of symmetric traceless operators
of arbitrary spin as an integral over a pair of geodesics in Anti-de Sitter space, generalizing the
geodesic Witten diagram formalism of Hijano et al [1] to arbitrary spin. As an intermediate step
in the derivation, we identify a convenient basis of bulk three-point interaction vertices which give
rise to all possible boundary three point structures. We highlight a direct connection between
the representation of the conformal block as geodesic Witten diagram and the shadow operator
formalism.
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1 Introduction
The study of conformal field theory in general spacetime dimension d has enjoyed a renaissance in
recent years in part stimulated by the conformal bootstrap program (see [2–10] for example). In this
approach, pioneered by Mack and Salam [11], Ferrara, Gatto, Grillo, Parisi [12–16], and Polyakov
[17], and recently reviewed in [18–20], the consequences of conformal and crossing symmetry are
combined to derive important constraints on dynamics. The AdS/CFT correspondence has also
played a significant role for CFT’s that possess a gravity dual in d+ 1 dimensions.
Both approaches focus on the properties and computation of correlation functions of primary
operators. Conformal symmetry determines the spacetime dependence of two- and three-point
correlators, but does not fix the OPE coefficients which are dynamical quantities. Four-point
functions are more complicated. They are in principle fixed by conformal symmetry along with
knowledge of the OPE coefficients. In practice, however, one must compute the kinematic, four-
point conformal blocks, to carry this out.
In the context of the AdS/CFT correspondence, the four-point function can be computed by
summing bulk Witten diagrams with the four points xi located on the AdS boundary and internal
vertices integrated over the entire AdS geometry. In the series of papers, [1, 21, 22], the authors
asked and answered the question, “What is the bulk dual of the conformal block?” The elegant
answer is that the block is precisely given by considering the tree-level exchange Witten diagram
and restricting the bulk integrals to two geodesics, γ12 and γ34 which terminate at the boundary
points x1, x2 and x3, x4, respectively. This structure is called a geodesic Witten diagram. This
picture was established in [1] for external scalar operators and in [23] for the case of a single external
operator with spin exchanging a scalar. In this paper the formalism is extended to internal and
external operators of general integer spin `. It should be noted that geodesic Witten diagrams give
valid representations of conformal blocks whether or not the CFT has a holographic dual.
In our work we combine three main sources of information. We use a modification of the
general basis for three-point correlators of spinning operators obtained in [24] and the general
treatment of bulk propagators and their split representation in [25]. We develop the connection
between the bulk geodesic Witten diagram presentation of the block and the shadow formalism used
in [26]. Our main technical innovation is the construction of a set of bulk vertices for which the
geodesic Witten diagram is easily evaluated. For the general case of external operators with spin,
this results in 1:1 correspondence between a set of preferred bulk structures and the three-point
correlators. Ultimately, we use these novel three point bulk vertices to write an expression for the
spinning conformal block as an integral over bulk geodesics. We cast our discussion in terms of the
embedding space formalism [11, 16, 27–29] throughout. Other recent work on spinning conformal
blocks can be found in [26,30–42].
The paper is organized as follows. Section 2 begins with a review of the conformal block decom-
position and then summarizes the scalar geodesic Witten diagram of [1] in a notation conducive to
generalization. The section concludes with a connection between the geodesic Witten expression
for the block and the shadow formalism of [12–15,26]. In Section 3 we present the map between a
preferred set of bulk three point vertices and boundary three point structures. Section 4 is our main
result, where we use the bulk three point vertices to construct spinning geodesic Witten diagrams
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for arbitrary external spins, and prove that this gives the spinning conformal block. In Section 5
we conclude with discussion and future directions. We have also have included three appendices.
In Appendix A we establish conventions and collect identities for the various bulk-to-bulk and
bulk-to-boundary propagators used throughout. In Appendix B we elaborate on the monodromy
projection used to isolate the contribution of an operator rather than its shadow to the conformal
block. In the final appendix, Appendix C, we collect a few derivations which did not fit in the main
text.
While completing this work we became aware of a related paper by Alejandra Castro, Eva Llabre´s,
and Fernando Rejon-Barrera [43]. The authors use different techniques to address similar questions.
2 Review
It has been understood since the work of Dirac, that the d-dimensional conformal group, SO(d +
1, 1), is quite powerful in fixing local correlation functions.1 Two-point functions of (normalized)
primary scalar operators are completely fixed, and their three-point functions are determined up
to a constant:
〈O(P1)O(P2)〉 = 1
P∆12
〈O1(P1)O2(P2)O3(P3)〉 = C123
P
∆1+∆2−∆3
2
12 P
∆1+∆3−∆2
2
13 P
∆2+∆3−∆1
2
23
,
(2.1)
where we have used the embedding space notation for the distance between two points: Pij =
(yi − yj)2. In principle, the set of all three point coefficients, Cijk (and analogous couplings for
spinning fields), completely fixes all local correlation functions in a conformal field theory.
In practice, it is useful to decompose higher point functions in terms of structures which are
invariants of the conformal symmetry. For example, the four-point function of primary scalar
operators may be written as2
〈O1(P1)O2(P2)O3(P3)O4(P4)〉 =
(
P14
P13
)∆3−∆4
2
(
P24
P14
)∆1−∆2
2 g∆i(u, v)
P
∆1+∆2
2
12 P
∆3+∆4
2
34
= gˆ∆i(Pi) ,
(2.2)
where g∆i(u, v) depends only on the conformal cross ratios, u =
P12P34
P13P24
, v = P14P23P13P24 . The quantity
1We will be concerned exclusively with Euclidean theories. We use the notation of the embedding space formalism
which is explained in Sec. 2.3.
2We will frequently use a hatted notation where, fˆ =
(
P14
P13
) τ3−τ4
2
(
P24
P14
) τ1−τ2
2 f
P
τ1+τ2
2
12 P
τ3+τ4
2
34
, with τ = ∆ + `.
3
g(u, v) can be further decomposed into the sum of conformal blocks.3
g∆i(u, v) =
∑
∆,`
C12∆C34∆G∆i;∆,`(u, v) . (2.3)
Each conformal block contains the contribution of a given primary labelled by its dimension,
∆, and spin, `, as well as its descendants, viz.
Gˆ∆i;∆,`(u, v) =
1
C12∆,`C34∆,`
∑
α∈MO∆,`
〈O1(P1)O2(P2)|α〉〈α|O3(P3)O4(P4)〉 , (2.4)
and is entirely determined by conformal symmetry, while the dynamical information is contained
in the three-point OPE coefficients. In writing (2.4) we have chosen an orthonormal basis for the
states α in the conformal family of O∆. The hatted object, Gˆ∆,`(Pi), is typically referred to as the
conformal partial wave.
For operators with spin, the essential structure is the same, although the details are more
elaborate.4 The two-point function of an operator with spin is again unique up to normalization,
and is given by,
〈O(P1, U1)O(P2, U2)〉 = H
`
12
P τ12
. (2.5)
Here we have introduced the notation, τ = ∆+`, and contracted the indices of O with a polarization
vector O(P,U) ≡ UA1UA2 . . . UA`OA1A2...A`(P ). The scalar, Hij , depends on the positions, Pi, and
polarization vectors, Ui.
Hij = −tr (CiCj) = −2[(Ui · Uj)(Pi · Pj)− (Ui · Pj)(Uj · Pi)] . (2.6)
This is written in terms of the useful intermediate structure, CiAB = UiAPiB−UiBPiA. We elaborate
on this notation and the analogue for bulk fields in Section 2.3.
For three-point functions of operators with fixed, non-zero spin, we no longer have a single
conformal invariant as in (2.1). Instead, as explained in [24] and reviewed in Sec. 3 below, there is
a finite-dimensional space of three-point functions spanned by a set of three-point structures. De-
noting the independent structures by VI(P1, U1;P2, U2;P3, U3), we can write the general expression
for a three point function of spinning operators as the sum
〈O1(P1, U1)O2(P2, U2)O3(P3, U3)〉 = C123;I V
I(P1, U1;P2, U2;P3, U3)
P
τ1+τ2−τ3
2
12 P
τ1+τ3−τ2
2
13 P
τ2+τ3−τ1
2
23
. (2.7)
As in the scalar case, we can decompose the four-point function of spinning operators in terms of
the three-point coefficients, which specify the dynamical data, and the spinning conformal blocks,
3Explicit formulas for scalar blocks can be found in the work of Dolan and Osborn [44,45].
4In this paper, we will discuss symmetric traceless tensor operators. However we believe the results will extend to
conformal blocks of all representations.
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Figure 1: A geodesic Witten diagram (GWD) for a scalar conformal block. The GWD consists
of a regular exchange Witten diagram, where the interaction vertices are restricted to lie on the
geodesics γ12,γ34 connecting the boundary operators.
which encapsulate the kinematics.
〈O1(P1, U1)O2(P2, U2)O3(P3, U3)O4(P4, U4)〉 =
(
P14
P13
) τ3−τ4
2
(
P24
P14
) τ1−τ2
2 g∆i,`i(Pi, Ui)
P
τ1+τ2
2
12 P
τ3+τ4
2
34
. (2.8)
The function g∆i,`i can be decomposed in terms of spinning conformal blocks.
g∆i,`i(Pi, Ui) =
∑
∆,`
C12∆,`;IC34∆,`;JG
IJ
∆i,`i;∆,`
(Pi, Ui) . (2.9)
In this paper, we present an expression for GIJ∆i,`i;∆,` in terms of geodesic Witten diagrams. The
technology of geodesic Witten diagrams was first developed for scalar four-point functions in [1],
and we review this construction below.
2.1 Geodesic Witten Diagrams
The geodesic Witten diagram (GWD) provides a dual, bulk description of the conformal block. The
simplest example is the GWD corresponding to the conformal block for four scalars exchanging an
intermediate scalar operator. This is represented in terms of an exchange Witten diagram where
the vertices are integrated over geodesics connecting the boundary points, rather than over the
entire bulk, see Figure 1.
Quantitatively, the relationship is,
Gˆ∆i,∆(u, v) =
∫
γ12
dσ
∫
γ13
dσ′K∆1(P1;Xσ)K∆2(P2;Xσ)G∆(Xσ;Xσ′)K∆3(P3;Xσ′)K∆4(P4;Xσ′) .
(2.10)
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Here, the paths γ12 and γ34 are geodesics between the pairs of boundary points, parametrized by
the proper lengths, σ and σ′. K∆(P ;X) is a bulk-to-boundary propagator, defined in Appendix A,
and in a suggestive abuse of notation, Gˆ on the LHS of the equation represents the partial-wave,
and on the RHS represents the bulk-to-bulk propagator.
In [1], the authors show that the GWD gives the conformal block by demonstrating that it
satisfies the correct Casimir equation,
1
2
(L1AB + L2AB)2Gˆ∆i,∆(u, v) = −C2(∆, 0)Gˆ∆i,∆(u, v) , (2.11)
and that it gives the correct behavior in the limit u→ 0;
G∆i,∆(u, v) ∼ u∆/2 . (2.12)
Here, C2(∆, `) = ∆(∆− d) + `(`+ d− 2).
We will demonstrate that the spinning GWD also has the correct short-distance behavior, and
satisfies the Casimir equation. We also introduce an alternative perspective on why the geodesic
Witten diagram gives the conformal block. This involves a natural relation between the expression
for the conformal block as a geodesic Witten diagram, and the shadow formalism introduced in
[12–15], and used in [26], which we discuss below.
2.2 Connection to Shadow Formalism
In [26], conformal blocks were expressed as a projector acting on a product of three-point functions
integrated over the boundary of AdSd+1. For the case of scalar conformal blocks, this is done by
first introducing an object, Ω with simple scaling properties,
Ωˆ∆i;∆(u, v) =
∫
ddP 〈O1(P1)O2(P2)O(P )〉〈O˜(P )O3(P3)O4(P4)〉 . (2.13)
Here, O is a scalar operator of dimension ∆, and O˜ is its shadow with dimension d − ∆. This
integral can be evaluated in terms of the conformal blocks, see Appendix C.2
Ω∆i;∆(u, v) ∝ (G∆i;∆(u, v)−G∆i;d−∆(u, v)) . (2.14)
The expression in parenthesis is the sum of the conformal block for the operator, O, and the shadow.
The direct block and shadow both satisfy the same Casimir equation, but can be distinguished by
their behavior in the limit u→ 0.
In order to pick out the block rather than the shadow, one can project onto the correct singular
behavior. This is done by introducing a monodromy projection (selecting the term with the correct
monodromy as u circles zero). Said more concretely, this projection picks the terms of the form
u∆/2 and sets to zero the terms of the form u(d−∆)/2 in the expansion around u = 0.
G∆i;∆(u, v) = P∆Ω∆i;∆(u, v) . (2.15)
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Figure 2: The geodesic Witten diagram (GWD) for the harmonic function. On the LHS, the bulk
propagator in the regular GWD has been replaced by a bulk harmonic function, represented by the
double line. On the RHS, an equivalent representation for the bulk harmonic function is given in
the ‘split representation’ where bulk-to-boundary operators for the bulk field and its shadow are
integrated over the boundary, as in Eq. (2.18).
To make connection with the GWD formalism, we describe the bulk diagram which reproduces
Ω∆i;∆(u, v), depicted in Fig. 2 and given by the integral
Ωˆ∆i,∆(u, v) =
∫
γ12
dσ
∫
γ34
dσ′K∆1(P1;Xσ)K∆2(P2;Xσ)Ω∆(Xσ;Xσ′)K∆3(P3;Xσ′)K∆4(P4;Xσ′) .
(2.16)
This is similar to (2.13), except that the bulk-to-bulk propagator is replaced by the bulk harmonic
function, Ω∆(X;X
′), defined as the difference between the bulk propagators of the fields dual to
O∆ and its shadow Od−∆:
Ω∆(X;X
′) = G∆(X;X ′)−Gd−∆(X;X ′) . (2.17)
To show that this reproduces the boundary shadow integral, (2.13), we use the split representation of
the bulk harmonic function whose integrand contains the product of bulk-to-boundary propagators
for the operator of interest and its shadow,
Ω∆(X;X
′) = (d− 2∆)
∫
ddPK∆(P ;X)Kd−∆(P ;X ′) . (2.18)
With this representation, the integrals over the bulk geodesics can be easily performed. The product
of three bulk-to-boundary propagators integrated over a bulk geodesic connecting two boundary
points is proportional to a boundary three-point function.∫
γ12
dσK∆1(P1;Xσ)K∆2(P2;Xσ)K∆3(P3, Xσ) ∝ 〈O2(P2)O1(P1)O3(P3)〉 . (2.19)
Using this relation, and plugging (2.18) into (2.16), the first integral, over γ12, produces the three
point function of O1, O2, and O, while the other, over γ34, produces the three point function of
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the shadow, O˜ with O3, O4. The remaining integral over the boundary is exactly the integral in
(2.13).
We are now in a position to compare the shadow and GWD presentation of the block. In the
shadow prescription we apply a projector on the boundary selecting the pieces of Ωˆ∆i,∆(u, v) with
the correct behavior around the u→ 0 limit.
In the GWD presentation, we use the bulk-to-bulk propagator, instead of the bulk harmonic
function. But the bulk-to-bulk propagator can also be cast in terms of projectors, in this case
acting on the bulk harmonic function. This projector picks out the direct propagator, rather than
the shadow, in (2.17), by selecting the correct behavior around the −X · X ′ → ∞ limit. In this
limit, the bulk-to-bulk propagator behaves as,
G∆(X;X
′) ∼ 1
(−X ·X ′)∆ , (2.20)
so we can keep the direct propagator, and discard the shadow propagator in (2.17) by projecting
onto terms of the form (−X ·X ′)−∆−2n with integer n.
G∆(X,X
′) = P∆Ω∆(X,X ′) . (2.21)
This looks very similar to the boundary projection (2.15), but now acting on bulk objects. The
geodesic integrals convert the appropriate branch structure in X ·X ′ to the corresponding structure
in u, and thus the bulk and boundary projectors map as
P∆Ωˆ∆i,∆(u, v) =
∫
γ12
dσ
∫
γ34
dσ′K∆1(P1;Xσ)K∆2(P2;Xσ)P∆Ω∆(Xσ;Xσ′)K∆3(P3;Xσ′)K∆4(P4;Xσ′)
=
∫
γ12
dσ
∫
γ34
dσ′K∆1(P1;Xσ)K∆2(P2;Xσ)G∆(Xσ;Xσ′)K∆3(P3;Xσ′)K∆4(P4;Xσ′) ,
(2.22)
where the second line is precisely the geodesic Witten diagram (see Figure 3). This shows how the
split representation of the bulk-to-bulk propagator, (2.18), can be used to demonstrate a simple
equivalence between the GWD and boundary shadow integral presentation of the conformal block.
Though the details become somewhat more elaborate, the same basic relation holds in the spinning
case as well.
2.3 Embedding Space Essentials
The notation of the embedding space formalism has already been used above, and it is essential
in the rest of this paper. Therefore we attempt to give a minimal set of rules for calculations in
embedding space. Our discussion below is a distillation of more detailed reviews in [24–26].
One can extend the d-dimensional physical configuration space of a CFT to the d+2-dimensional
embedding space of signature (d+ 1, 1) so that the SO(d+ 1, 1) group acts linearly on embedding
space vectors XA. One uses the signature + . . .+− Cartesian metric in light cone coordinates, so
8
Figure 3: The geodesic Witten diagram is recovered from acting on the bulk harmonic with a suit-
able projector. This is equivalent to acting with a projector on the shadow-operator representation
of the harmonic function, and demonstrates the connection between the conformal block and the
GWD.
that the scalar product of two vectors is
X ·X ′ = −12(X+X ′− +X−X ′+) +XiX ′i . (2.23)
Points in the physical space of the CFTd correspond to null rays λP
A
∣∣
y
with PA
∣∣
y
= (1, y2, yi),
λ real. Embedding space is also useful for for describing AdS, as Euclidean AdSd+1 (with scale
L = 1) is naturally viewed as the hyperboloid X2 = −1 in the interior of the forward cone. The
mapping from the embedding space to the Poincare´ patch of AdS is realized by vectors of the
form XA = (1, x20 + x
2, xi)/x0 while the ray through P
A can be identified as the AdS boundary.
Scalar products in embedding space are related to familiar quantities in the Poincare´ patch and its
boundary:
P12 ≡ −2P1 · P2 = (y1 − y2)2 − 2X · P = (x20 + (x− y)2))/x0. (2.24)
CFT fields with spin Embedding space methods are especially convenient for fields and op-
erators with spin. A boundary conformal field with scale dimension dimension ∆ and spin ` is
described by a:
• symmetric, traceless rank ` tensor FA1,...,A`(P ).
• This tensor is homogeneous of degree −∆, i.e. FA1,...,A`(λP ) = λ−∆FA1,...,A`(P )
• and transverse, PA1FA1,...,A` = 0.
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The tensor is defined on the cone, and its projection to the physical space is
fi1,...,i`(y) =
∂PA1
∂yi1
. . .
∂PA1
∂yi`
FA1,...,A`
(
P
∣∣
y
)
,
∂PA
∂yi
= (0, 2yi, δ
A
i ). (2.25)
Any tensor FA1,...,A` proportional to PA projects to zero and may be called a ”pure gauge.” The
tensor fi1,...,i` is traceless if its parent FA1,...,A` is traceless and transverse.
AdS fields with spin Likewise, symmetric traceless fields in the Poincare´ patch of AdSd+1 can
be described as
• symmetric, traceless tensors HA1,...A`(X) in embedding space,
• and are transverse, XA1HA1,...A`(X) = 0.
The tensors are defined on the hyperboloid X2 = −1, and any extension away from this AdS
hypersurface is unphysical. Hence tensors that are not explicitly transverse must be projected to
the tangent plane using the induced metric ΠAB = ηAB +XAXB with one index raised to form the
projector ΠA
B = ΠACη
CB. The projection to the Poincare´ patch is given by
hµ1,...µ` =
∂XAi
∂xµi
. . .
∂XA`
∂xµ`
HA1,...A` . (2.26)
Embedding space polynomials Tensor indices are difficult to deal with. Fortunately this
problem can be eased by packaging symmetric traceless tensor fields in both physical and embedding
space in polynomials using polarization vectors. This formalism leads to economies of notation and
calculation. For boundary and bulk fields we write:
F (P,U) = FA1,...,A`(P )U
A1 . . . UA`
H(X,W ) = HA1,...A`(X)W
A1 . . .WA` .
(2.27)
In embedding space it is convenient to encode transversality and traceless-ness by taking the bound-
ary polarization vectors, UA ,to satisfy U · U = P · U = 0, and the bulk polarization vectors, WA,
to satisfy W ·W = X ·W = 0.
Freeing indices To recover a symmetric, traceless boundary tensor from an arbitrary embedding
space polynomial, and free indices, we use the operator
DA =
(
d− 2
2
+ U · ∂
∂U
)
∂
∂UA
− 1
2
UA
∂2
∂U · ∂U . (2.28)
This has the effect of simultaneously freeing the index and inserting a projector. To contract two
tensors, say F (P,U) and G(P,U), we simply evaluate
F (P,D)G(P,U) . (2.29)
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Similarly, we can free bulk indices using an operator KA. This operator, however, is more more
complicated, and its specific form will not be needed in this paper (it can be found in (12) of [25]).
We emphasize only that KA is defined so that
1
`!
(
d−1
2
)
!
KA1 . . .KA`W
B1 . . .WB` = ΠB1{A1 . . .Π
B`
A`} , (2.30)
where again ΠAB = ηAB + XAXB is the projector onto the AdS submanifold, and {. . . } includes
both symmetrization and subtraction of traces.
Covariant derivative The AdS covariant derivative acting on a tensor with free indices can be
formed by projecting the partial derivative onto the transverse subspace using ΠAB.
∇BHA1,...A`(X) = ΠBCΠA1C . . .ΠA`C`∂CHC1,...C`(X), (2.31)
When acting on tensors that have all indices contracted with polarization vectors, this takes the
simple form,
∇A = ∂
∂XA
+XA
(
X · ∂
∂X
)
+WA
(
X · ∂
∂W
)
. (2.32)
The covariant derivative simplifies further when contracted with a polarization vector so that
W · ∇ = W · ∂X . The extra terms in the covariant derivative, which insert the projector, are
then recovered when the indices are later freed by acting with KA.
3 Three-Point Functions
In this section we discuss the possible tensor structures that can appear in the three-point functions
of operators with spin. We then define a set of cubic bulk vertices that generate the same three-point
functions through geodesic Witten diagram computations.
3.1 CFT Three-Point Structures
First, we review the basis of three-point tensor structures introduced in [24], following the treatment
of this paper closely. We then define a modified basis that is more convenient for our purposes.
Let us begin with a few illustrative examples. As the simplest spinning case, consider the three-
point function of two scalars and a spin-1 operator. The form of the three-point function can be
fixed analogously to the scalar case to take the form
〈O1(P1)O2(P2)O3(P3)A〉 = V(Pi)A
P
∆1+∆2−∆3
2
12 P
∆1+∆3−∆2
2
13 P
∆2+∆3−∆1
2
23
. (3.1)
where the numerator accounts for the spin and must be a vector invariant under rescalings. What
can appear in the numerator? Ignoring terms proportional to P3, which vanish when pulled back
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to the physical space, the most general scale-invariant vector takes the form,
V(Pi)A = αP1A
√
P23
P13P12
+ βP2A
√
P13
P23P12
. (3.2)
Enforcing transversality, P3 ·O3(P3) = 0, gives
V(Pi)A ∝
(
P1A
√
P23
P13P12
− P2A
√
P13
P23P12
)
. (3.3)
The unique scalar-scalar-vector three-point function then takes the form,
〈O1(P1)O2(P2)O3(P3)A〉 = C123 V(Pi)A
P
τ1+τ2−τ3
2
12 P
τ1+τ3−τ2
2
13 P
τ2+τ3−τ1
2
23
, (3.4)
where we recall τ = ∆ + ` and we have set
V(Pi)A = P1AP23 − P2AP13
P12
. (3.5)
The next step is obtain the corresponding embedding-space polynomial. In this simple case we just
contract with the polarization vector U3:
V(Pi, U3) = (U3 · P1)P23 − (U3 · P2)P13
P12
. (3.6)
This particular spin structure is an important building block for the general basis, so we label it as
follows:
Vj,ik ≡ Pi · Cj · Pk
Pi · Pk =
(Uj · Pi)(Pj · Pk)− (Uj · Pk)(Pj · Pi)
(Pi · Pk) . (3.7)
Notice that Vj,ik is transverse; it vanishes when Uj → Pj .
This result can be generalized to the slightly more complicated example of the scalar-scalar-spin
` correlator. We immediately find
〈O1(P1)O2(P2)O(`)3 (P3, U3)〉 =
C123 (V3,12)
`
P
τ1+τ2−τ3
2
12 P
τ1+τ3−τ2
2
13 P
τ2+τ3−τ1
2
23
, (3.8)
where the numerator now follows by imposing transversality in all ` indices.
These cases are straightforward since there is unique tensor structure that can appear. What
happens when the three operators have arbitrary spin? This was worked out in [24] and will be
summarized next.
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3.1.1 The General Three-Point Function
A three-point function of three operators of arbitrary spin takes the schematic form
〈O(`1)1 (P1, U1)O(`2)2 (P2, U2)O(`3)3 (P3, U3)〉 =
V(`1,`2,`3)(Pi, Ui)
P
τ1+τ2−τ3
2
12 P
τ1+τ3−τ2
2
13 P
τ2+τ3−τ1
2
23
, (3.9)
The polynomial V(`1,`2,`3)(Pi, Ui) must have the following properties:
• To describe three operators with spin `i, the polynomial must be a homogeneous polynomial
of degree (`1, `2, `3) in (U1, U2, U3);
• Correct scaling under Pi → λPi requires it to be homogeneous of degree `i in each Pi;
• And, it must also be transverse in each Pi.
A basis of for such polynomials can be built from monomials of the scalar structures,
Vi = Vi,jk =
Pj · Ci · Pk
Pj · Pk =
(Ui · Pj)(Pi · Pk)− (Ui · Pk)(Pi · Pj)
(Pj · Pk)
Hij = −tr(CiCj) = −2 [(Ui · Uj)(Pi · Pj)− (Ui · Pj)(Pi · Uj)] , (3.10)
where
Ci AB = Ui APi B − Pi AUi B . (3.11)
Then we have a linear basis of polynomials for spins (`1, `2, `3) given by
VI(Pi, Ui) =
∏
i
V mii
∏
i<j
H
nij
ij , (3.12)
where the integer exponents mi, nij obey
mi +
∑
j 6=i
nij = `i . (3.13)
Letting I denote the set of {mi, njk} obeying this constraint, the three-point function takes the
form
〈O(`1)1 (P1, U1)O(`2)2 (P2, U2)O(`3)3 (P3, U3)〉 =
∑
I C
I
123VI(Pi, Ui)
P
τ1+τ2−τ3
2
12 P
τ1+τ3−τ2
2
13 P
τ2+τ3−τ1
2
23
, (3.14)
and so is determined by a set of OPE coefficients, CI123, one for each possible tensor structure. A
more complete discussion of this basis of boundary structures, including a count of independent
structures, is given in Sec. 4 of [24].
3.1.2 An Alternate Tensor Basis
We will employ an alternate basis, given by a linear combination of the structures of (3.12). In
this basis, the correspondence between boundary structures and bulk geodesic diagrams is much
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simpler. The new basis is
V˜I =
n13∑
a=0
n23∑
b=0
f(κ, κ′; a, b)V m1+a1,23 V
m2+b
2,13 V
m3+a+b
3,12 H
n12
12 H
n13−a
13 H
n23−b
23 , (3.15)
with,
f(κ, κ′; a, b) = (−1)b B(κ+ a, κ
′ + b)
4n12+n13+n23−2a−2b
(
n13
a
)(
n23
b
)
κ = m2 − n13 + τ1 + τ3 − τ2
2
κ′ = m1 − n23 + τ2 + τ3 − τ1
2
.
(3.16)
Here,
B(a, b) =
Γ(a)Γ(b)
Γ(a+ b)
=
∫ 1
0
dααa−1(1− α)b−1 , (3.17)
is the beta function. In this notation, the tensor structure of a three-point function can be written
as
V(P1, U1;P2, U2;P3, U3) =
∑
I
CI123VI =
∑
I
C˜I123V˜I , (3.18)
for some constants C˜I . The reason for selecting this particular basis will become apparent shortly.
3.2 Spinning three-point functions from geodesic Witten diagrams
We now proceed to discuss how the same CFT spinning three-point functions can be obtained via
particular bulk vertices and geodesic Witten diagrams. We will begin with the simplest examples,
where we will lay out some of the techniques and notation, and then move on to discuss the general
structure of a three-point function computed via a bulk geodesic calculation. Finally, we will derive
the particular interaction vertices that produce the desired tensor structures.
As in the previous subsection, consider the simplest example: two scalar operators and one
vector. The bulk calculation of this three-point function is generated by a bulk vertex between
the dual AdS scalar fields, Φ1(X),Φ2(X), and the dual vector field Φ
(1)
3 (X,W ). The vertex that
connects these fields is essentially unique and is given by5
V1 = Φ1(X)∇AΦ2(X)ΦA3 (X) . (3.19)
We connect this vertex to boundary scalar operators at P1 and P2 using the scalar bulk-to-boundary
5We will denote bulk vertices by VI , hopefully this will not be confused with the specific boundary tensor structures,
Vi, or the general boundary structure VI .
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Figure 4: The geodesic witten diagram for two scalar and one vector operator. The vertex VA(Xσ)
is integrated over the geodesic γ12.
propagators,
K∆i(P,X) ≡ a1/2∆i,0〈Oi(P )Φ(X)〉0 =
a∆i,0
(−2P ·X)∆i . (3.20)
Here, we have introduced some notation which will be useful in decluttering expressions later. We
write the bulk-boundary correlator as a free two-point function or as an effective Wick contraction.
We can do the same for the spin-1 bulk-boundary propagator [25],
K∆i, 1(P,U ;X,W ) ≡ a1/2∆i,1〈O
(1)
i (P,U)Φ
(1)(X,W )〉0 = a∆i,1
X · C ·W
(−2P ·X)∆i+1 (3.21)
where
a∆,` =
(`+ ∆− 1)Γ(∆)
2pid/2Γ(∆ + 1− h) . (3.22)
We then consider not the standard Witten diagram computation of [46], but the geodesic
computation where we restrict X to lie on the geodesic connecting the boundary points P1 and P2,
i.e. X → Xσ. This geodesic three-point function is given by
G1 =
∫
γ12
dσ〈O1(P1)O2(P2)O(1)3 (P3, U3)V1(Xσ)〉0
= a
1/2
∆1,0
a
1/2
∆2,0
a
1/2
∆3,1
∫
γ12
dσ [K∆1(Xσ;P1) ∇K∆2(Xσ;P2) ·K∆3, 1(Xσ;U3, P3)] .
(3.23)
Here we define the expectation value notation for multi-point correlators to be equal to the product
of two-point functions, a` la free Wick contractions. We depict this geodesic Witten computation
in Figure 4. To determine the integrand explicitly, note that
∇AK∆(P,X) = 2∆K∆(P,X) PA−2P ·X (3.24)
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so that the integrand can be written
I1 = 2b1
(
1
(−2P1 ·Xσ)τ1(−2P2 ·Xσ)τ2(−2P3 ·Xσ)τ3
)
×
(
Xσ · C3 · P2
−2P2 ·Xσ
)
, (3.25)
where the constant b1 = ∆2a
1/2
∆1,0
a
1/2
∆2,0
a
1/2
∆3,1
. The term in the second parenthesis looks similar to
the tensor structure we found for the scalar-scalar-vector correlator in Eq. (3.6). Indeed, we will
show that it gives precisely this structure when integrated.
To compute the integral, note that two convenient parameterizations of the geodesic are given
by
XAσ =
1√
(−2P1 · P2)
[e−σPA1 + e
σPA2 ] (3.26)
XAα =
1√
(−2P1 · P2)
[√
αP2 · P3
(1− α)P1 · P3 P
A
1 +
√
(1− α)P1 · P3
αP2 · P3 P
A
2
]
. (3.27)
where σ is the proper length.6
This is just the intersection of the plane spanned by {P1, P2} with the AdS hyperbola X2 = −1
(written in the second case so that it remains invariant under rescalings of the Pi). It is then only
a matter of plugging this in to Eq. (3.23) to find
G1 = b1 V3,12
(P12)
τ1+τ2−τ3
2 (P13)
τ1+τ3−τ2
2 (P23)
τ2+τ3−τ1
2
∫ 1
0
dαα
τ1+τ3−τ2
2
−1(1− α) τ2+τ3−τ12 −1
= b˜1〈O1(P1)O2(P2)O(1)3 (P3)〉 ,
where b˜1 = b1B
(
τ1+τ3−τ2
2 ,
τ2+τ3−τ1
2
)×C−1123 and B(x, y) is the standard Beta function. We have thus
reproduced the boundary three-point function in Eq. (3.4) (up to an overall factor that depends
on the operator normalization).
We can repeat this same procedure for a spin-` bulk field. In this case the propagator is [25]
K∆, `(P3, U ;X,W ) = a∆,`
(X · C3 ·W )`
(−2P3 ·X)∆+` , (3.29)
and the vertex is
V` = Φ1(X)∇A1 . . .∇A`Φ2(X)ΦA1...A`3 (X) . (3.30)
6Equality of these two expressions gives the relation eσ =
√
(1−α)P1·P
αP2·P , and one easily computes the measure,
obtaining for any function on the curve.∫ +∞
−∞
dσf(Xσ) =
∫ 1
0
dα
2α(1− α)f(Xα) . (3.28)
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In an exactly analogous fashion to the above calculation, we find
GJ ∝ (V3,12)
`
(P12)
τ1+τ2−τ3
2 (P13)
τ1+τ3−τ2
2 (P23)
τ2+τ3−τ1
2
∫ 1
0
dαα
τ1+τ3−τ2
2
−1(1− α) τ2+τ3−τ12 −1
∝ 〈O1(P1)O2(P2)O(`)3 (P3)〉 .
This perfectly matches the result of the boundary calculation in Eq. (3.8).
In the bulk, as in the dual CFT, the situation becomes far nore complicated when there is no
longer a unique bulk vertex or a unique boundary tensor structure. In the next section, we will
introduce additional tools to organize the bulk calculation. The goal is to obtain a set of bulk
vertices for which geodesic integration produces a 1:1 relation with the boundary tensor structures
of (3.15).7
3.2.1 A better bulk derivative
Bulk calculations are complicated by the fact that, when derivatives act on the bulk-to-boundary
propagators for particles with spin, they pick up two contributions:
〈O(`)i (Pi, U) W˜ · ∇Φ(`)i (X,W )〉 = a−1/2∆i,` K∆i,`(Pi, U ;X,W )
(
2τ
W˜ · Pi
(−2Pi ·X) + `
W˜ · Ci ·W
(X · Ci ·W )
)
,
(3.31)
where we have introduced a new polarization vector, W˜ , satisfying W˜ ·X = W˜ 2 = 0, to keep track
of covariant derivative indices.
Calculations would be much simpler were the second term eliminated. Thus, we will now
design a new linear-operator that gives only the first term. Explicitly, given a spinning bulk field
Φ
(`)
i (X,W ), we will introduce a new degree-m differential operator, D
(m)
`,∆ (W˜ ,W ) such that
〈
O
(`)
i (Pi, U)D
(m)
`,∆i
(W˜ ,W )Φ
(`)
i (X,W )
〉
0
= a
−1/2
∆i,`
(
(W˜ · Pi)
(−2Pi ·X)
)m
K∆i,`(Pi, U ;X,W ) . (3.32)
To see how to construct D(m)`,∆ (W˜ ,W ), consider the case m = 1. In this case, we need to cancel
the second term of (3.31). We can do this by noting that the second terms can be generated by a
combination of X and W derivatives:(
W˜ · ∇ − 1
`
(W · ∇)(W˜ · ∂W )
)
K∆,`(Pi, U ;X,W ) =
(
(`+ 1− τ)W˜ · Ci ·W
X · Ci ·W
)
K∆,`(Pi, U ;X,W ) .
(3.33)
7Note, the vertices constructed here should not be confused with those written down in [47] for the standard three
point Witten diagrams integrated over the entire bulk.
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Thus we can construct a derivative operator
D(1)`,∆(W˜ ,W ) =
1
2τ
(
τ − 1
τ − 1 + `W˜ · ∇+
1
τ − 1 + `(W · ∇)(W˜ · ∂W )
)
, (3.34)
which, inside a bulk-to-boundary correlation function, gives the desired result:
〈O(`)i (Pi, U)D(1)`,∆i(W˜ ,W )Φ
(`)
i (W˜ ,W ;X)〉0 = a−1/2∆i,` W˜ · P
(X · C ·W )`
(−2P ·X)τ+1 . (3.35)
The arbitrary m operator is constructed as
D(m)`,∆ (W˜ ,W ) =
m−1∏
k=0
D(1)`,∆+k(W˜ ,W ) . (3.36)
Although this operator may appear strange when written as an embedding space polynomial, it
is quite standard. For example, the first derivative, when written out in index form, acts on an
embedding polynomial as
DAf∆,`(X,W ) =
ΠA
′
A
2τ
WB1 . . .WB`
(
∇A′f∆,`(X)B1...B` −
`
`+ τ − 1∇[A′f∆,`(X)B1...|Bi|...B`]
)
.
(3.37)
3.2.2 The general spinning bulk geodesic Witten diagram
Armed with our new operator, we are now in a position to write down the general vertex. Consider
a vertex of the form
VI = Φ
A1...Am1B1...Bn12C1...Cn13
1 D
(m3)Φ
D1...Dm3 ;E1...Em2 F1...Fn23
2 B1...Bn12
× D(m1+m2)Φ3A1...Am1E1...Em2 ;D1...Dm3C1...Cn13F1...Fn23 .
(3.38)
We will then insert this vertex into a geodesic Witten correlator of the form
GI =
∫
γ12
dσ〈O(`1)1 (P1, U)O(`2)1 (P2, U)O(`3)1 (P3, U)VI(Xσ)〉 . (3.39)
The integrand of this equation is easy to compute by substituting the differentiated propagators of
(3.32) and contracting indices as specified by the vertex in (3.38). One finds
II = 〈O(`1)1 (P1, U)O(`2)1 (P2, U)O(`3)1 (P3, U)VI(Xσ)〉
= bI
(
Xσ · C1 · P3
−2P3 ·Xσ
)m1 (Xσ · C2 · P3
−2P3 ·Xσ
)m2 (Xσ · C3 · P2
−2P2 ·Xσ
)m3
× (Xσ · C12 ·Xσ)
n12 (Xσ · C13 ·Xσ)n13 (Xσ · C23 ·Xσ)n23
(−2P1 ·Xσ)τ1(−2P2 ·Xσ)τ2(−2P3 ·Xσ)τ3 ,
(3.40)
where the constant bI = a
1/2
∆1,`1
a
1/2
∆2,`2
a
1/2
∆3,`3
.
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Our next task is to integrate this expression over the geodesic. Again, it is simply a matter of
substituting in our geodesic parametrization to find
GI = bI/2
4n12+n13+n23
V m11,23V
m2
2,13V
m3
3,12H
n12
12 H
n13
13 H
n23
23
dτ1,τ2,τ3
×
∫
dαακ−1(1− α)κ′−1
(
1− 8(1− α)V1,23V3,12
H13
)n13 (
1 + 8α
V2,13V3,12
H23
)n23
= bi/2
n13∑
a=0
n23∑
b=0
f(κ, κ′; a, b)
dτ1,τ2,τ3
V m1+a1,23 V
m2+b
2,13 V
m3+a+b
3,12 H
n12
12 H
n13−a
13 H
n23−b
23 .
(3.41)
The reader can now observe that the bulk vertex VI has given us exactly the boundary tensor
structure V˜I defined in (3.15).
We stress that the bulk vertices of (3.38) are kinematic and need not be thought of as coming
from a consistent perturbative theory of higher spin fields in AdS spacetime. Instead, they are
rather like effective field theory couplings which respect the symmetries of interest, in this case the
linear action of the conformal group SO(d + 1, 1) in embedding space. Further these vertices are
shown to generate the complete set of boundary three-point structures only for geodesic Witten
diagrams with the geodesic γ12 between boundary points 1 and 2.
4 Spinning Blocks from Bulk Diagrams
Equipped with our dictionary relating three-point bulk couplings and boundary structures, we are
now in a position to write down an expression for the spinning conformal block as a GWD:
GˆIJ{∆i,`i};∆,`(Pi) =
∫
γ12
dσ
∫
γ13
dσ′〈O1(P1, U1)O2(P2, U2)V I(Xσ)V J(Xσ′)O3(P3, U3)O4(P4, U4)〉0 .
(4.1)
The GWD that is described by the correlator on the right hand side is pictured in Figure 5. The
subscript 〉0 indicates Wick contractions, as in (3.20), that give bulk-boundary propagators, as well
as the contraction 〈Φ3(Xσ)Φ3(Xσ′〉0 that produces a bulk-bulk propagator.
This presentation of the spinning conformal block is our main result. To verify this claim, in the
remainder of this section we will establish that our GWD expression satisfies the conformal Casimir
equation and has the correct short distance behavior. Finally, we will use the split representation
of the bulk-to-bulk propagator, to relate this GWD formula for the block to the shadow integral
formalism of [26].
Before moving on, however, we pause to unpack expression (4.1) which is a compact represen-
tation of a relatively elaborate object in general. As a concrete example, let’s consider the case
`1 = 1; `2 = `3 = `4 = 0; ` = 1 where there is both an external and exchanged operator with spin:
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Figure 5: A geodesic witten diagram for a spinning conformal block. The vertices VI and VJ are
integrated over the geodesics γ12 and γ34 respectively.
Illustration of (4.1) for blocks with `1 = 1; `2 = `3 = `4 = 0; ` = 1: In this case we have
two possible structures for the first vertex, ({n13 = 1, n12 = n23 = mi = 0}, {m1 = m3 = 1,m2 =
nij = 0}) and a unique structure for the second. (The integers nij , mi are defined in (3.12).) The
first two structures are encoded through the bulk vertices at X,
V1(X) = Φ1(X)
AΦ2(X)Φ(X)A
V2(X) = Φ1(X)
ADBΦ2(X)DAΦ(X)B
=
1
2τ(τ − 2)Φ1(X)
A∇BΦ2(X)
(
(τ − 1)∇AΦ(X)B −∇BΦ(X)A
) (4.2)
The unique second structure is given by a vertex at X ′
V (X ′) = Φ3(X ′)DA′Φ4(X ′)Φ(X ′)A
′
= Φ3(X
′)∇A′Φ4(X ′)Φ(X ′)A′ .
(4.3)
Putting these together gives the two possible blocks. The first is given by,
Gˆ1{∆i,`i};∆,1(Pi) =
∫
γ12
dσ
∫
γ13
dσ′〈O1(P1, U1)O2(P2, U2)V1(Xσ)V (Xσ′)O3(P3, U3)O4(P4, U4)〉0
=
∫
γ12
dσ
∫
γ13
dσ′K(P1, Xσ)AK(P2, Xσ)G(Xσ, Xσ′)AA′K(P3, Xσ′)D′A
′
K(P4, Xσ′)
=
∫
γ12
dσ
∫
γ13
dσ′K(P1, Xσ)AK(P2, Xσ)G(Xσ, Xσ′)AA′K(P3, Xσ′)∇′A′K(P4, Xσ′) .
(4.4)
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The second by,
Gˆ2{∆i,`i};∆,1(Pi) =
∫
γ12
dσ
∫
γ13
dσ′〈O1(P1, U1)O2(P2, U2)V2(Xσ)V (Xσ′)O3(P3, U3)O4(P4, U4)〉0
=
∫
γ12
dσ
∫
γ13
dσ′K(P1, Xσ)ADBK(P2, Xσ)DAG(Xσ, Xσ′)BA′K(P3, Xσ′)D
′A′K(P4, Xσ′)
=
τ − 1
2τ(τ − 2)
∫
γ12
dσ
∫
γ13
dσ′K(P1, Xσ)A∇BK(P2, Xσ)∇AG(Xσ, Xσ′)BA′K(P3, Xσ′)∇′A
′
K(P4, Xσ′)
− 1
2τ(τ − 2)
∫
γ12
dσ
∫
γ13
dσ′K(P1, Xσ)A∇BK(P2, Xσ)∇BG(Xσ, Xσ′)AA′K(P3, Xσ′)∇′A
′
K(P4, Xσ′) .
(4.5)
General Case To write out the integrand for a generic block, we need the full machinery of
Section 3.2.2. In this case, the integrand, written out explicitly, is given by
IIJ(σ, σ′) = K(P1, Xσ)A1...Am1B1...Bn12C1...Cn13D(m3)K(P2, Xσ)D1...Dm3 ;E1...Em2 F1...Fn232 B1...Bn12
× D′(m′1+m′2)D(m1+m2)GA1...Am1E1...Em2A′1...A′m′1E
′
1...E
′
m′2
;D1...Dm3C1...Cn13F1...Fn23D
′
1...D
′
m′3
C′1...C
′
n′13
F1...F ′n′23
×K(P3, Xσ′)
A′1...A
′
m′1
B′1...B
′
n′12
C′1...C
′
n′13D′(m
′
3)K(P4, Xσ′)
D′1...D
′
m′3
;E′1...E
′
m′2
F ′1...F
′
n′23
2 B′1...B
′
n′12
.
(4.6)
and the block itself comes from integrating over the pair of geodesics:
GˆIJ{∆i,Ji};∆,J(Pi) =
∫
γ12
dσ
∫
γ13
dσ′IIJ(σ, σ′) . (4.7)
4.1 Casimir Equation
Here, we demonstrate that the spinning GWD presentation of the block, (4.1), satisfies the appro-
priate Casimir equation. The argument is similar to the argument for scalar external operators
presented in [1]. The essential point is that our construction of the spinning block transforms as a
scalar under embedding space rotations. This combined with the fact that the bulk-to-bulk propa-
gator is an eigenfunction of the bulk Laplacian ensures that the block satisfies the correct Casimir
equation. In this subsection we spell out the details of this argument.
Conformal invariance of a correlation function can be presented as the vanishing of commutators
involving the conformal generators:
N∑
i=1
〈O1(P1;U1)O2(P2;U2) . . . [LAB, Oi(Pi;Ui)] . . . ON (PN ;UN )〉 = 0 , (4.8)
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Figure 6: The function F I represents ‘half’ of the geodesic Witten diagram.
or equivalently,
N∑
i=1
LiAB〈O1(P1;U1)O2(P2;U2) . . . ON (PN ;UN )〉 = 0 . (4.9)
Here, LiAB = PiA ∂∂PBi − PiB
∂
∂PAi
+ UiA
∂
∂UBi
− UiB ∂∂UAi , is the differential operator implementing
conformal transformations. The main advantage of the embedding space formalism we have been
using is that these conformal transformations are represented as SO(d+ 1, 1) rotations.
With this notation under our belts, we can write down the Casimir equation satisfied by the
conformal block,
1
2
(L1AB + L2AB)2GˆIJ{∆i,`i};∆,j(Pi) = −C2(∆, `)GˆIJ{∆i,`i};∆,j(Pi) . (4.10)
The Casimir eigenvalue is C2(∆, `) = ∆(∆− d) + `(`+ d− 2).
We would like to show that the GWD presentation of the spinning conformal block satisfies the
Casimir equation, (4.10). To see this, let’s focus on the piece of the GWD that contains dependance
on P1 and P2. If we introduce,
F I(P1, U1;P2, U2;Xσ′ ,W
′) ≡
∫
γ12
dσ〈O1(P1, U1)O2(P2, U2)V I(Xσ)Φ(Xσ′ ,W ′)〉0 , (4.11)
(which we depict in Figure 6) then the full block can be written as,
GˆIJ{∆i,Ji};∆,j(u, v) =
∫
γ34
dσ′K(P3, U3;Xσ′)D′K(P4, U4;Xσ′)D′F I(P1, U1;P2, U2;Xσ′) , (4.12)
where the tensor and derivative indices have been suppressed. They are contracted as in equations
(4.6) and (4.7).
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The object, F I , is invariant under simultaneous rotations of all the arguments,(L1AB + L2AB + L′AB)F I(P1, U1;P2, U2;Xσ′ ,W ′) = 0 , (4.13)
and thus it is easy to compute the action of the Casimir on F .
1
2
(L1AB + L2AB)2 F I(P1, U1;P2, U2;Xσ′ ,W ′) = 12 (L′AB)2 F I(P1, U1;P2, U2;Xσ′ ,W ′)
= − [∇′2 + `(`+ d− 1)]F I(P1, U1;P2, U2;Xσ′ ,W ′)
= −C2(∆, `)F I(P1, U1;P2, U2;Xσ′ ,W ′) .
(4.14)
In the second line we used the fact (see Appendix C.1 or [48]) that the bulk Casimir is simply
related to the bulk Laplacian,
(∇2 + `(d+ `− 1)) = C2(∆, `) when acting on harmonic tensors. In
the third line, we used the action of the Laplacian on the bulk-to-bulk propagator of the exchanged
field, which is implicit in (4.11).
This is progress, but it does not yet establish the Casimir equation for the block. In the block,
F I appears with additional derivatives acting on it, and so to complete the proof that the expression
(4.1) satisfies the Casimir equation, we must establish that,
(L′AB)2D′mF I(P1, U1;P2, U2;X ′,W ′)A1,...,Am = D′m(L′AB)2F I(P1, U1;P2, U2;X ′,W ′)A1...Am .
(4.15)
This can be shown by explicit calculation and is analogous to the the boundary statement, that
the Casimir in the boundary CFT commutes with boundary derivatives.8
There is also a simple heuristic argument, which shows that LABDmG(X,W ;X ′,W ′)A1...Am =
DmLABG(X,W ;X ′,W ′)A1...Am , and thus the corresponding statement for F I . The bulk-to-bulk
propagator is a bulk two point function of free field operators, ie. G(X,W ;X ′,W ′) = 〈Φ(X,W )Φ(X ′,W ′)〉0.
Since (L′AB)2 acts only on these operators, we can write
LABDmG(X,W ;X ′,W ′)A1...Am = 〈[LAB,DmΦ(X,W )A1...Am ]Φ(X ′,W ′)〉0
=
(
Dm〈[LAB,Φ(X,W )]Φ(X ′,W ′)〉0
)
A1...Am
= DmLABG(X,W ;X ′,W ′)A1...Am .
(4.17)
Trusting this heuristic, or relying on the explicit derivation, we now see that the spinning GWD
satisfies the Casimir equation,
−1
2
(L1AB + L2AB)2GˆIJ{∆i,`i};∆,`(u, v) = C2(∆, `)GˆIJ{∆i,`i};∆,`(u, v) . (4.18)
8To see this it is convenient to adopt index free notation by introducing new polarization vectors, {W˜i} for each
derivative in D. By recursively applying the identity,
L′AB
[
W˜CN ∂
′
Cf({W˜i;Xσ,W ;Xσ′ ,W ′)
]
= W˜C∂′CL′AB
[
f({W˜i};Xσ,W ;Xσ′ ,W ′)
]
, (4.16)
to move L′AB = L(Xσ′ )AB +L(W˜ )AB +L(W
′)
AB (the total rotation generator) through each derivative, we arrive at the desired
result. The single derivative identity can be verified by direct computation, using the definitions of the various LAB .
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Figure 7: The geodesic Witten diagram for the spinning harmonic function. On the LHS, the bulk
propagator in the regular spinning GWD has been replaced by a bulk harmonic, represented by the
double line. On the RHS, an equivalent representation for the bulk harmonic is given in the ‘split
representation’ where bulk-to-boundary operators for the bulk field and its shadow are integrated
over the boundary, as in Eq. (4.19).
This is the first step in establishing the GWD presentation of the block.
4.2 Shadows and Short Distances
To finish the argument that the expression, (4.1), gives the spinning conformal block, we need to
show that it has the correct behavior in the u = P12P34P13P24 → 0 limit. We will actually go further,
and explain how the spinning GWD presentation of the block is equivalent to the shadow integral
representation of [26]. The connection is almost identical to that described for the scalar case in
Section 2.2, but now decorated with spin.
The spinning bulk harmonic function of spin ` and dimension ∆ can be written as a difference
of bulk-to-bulk propagators of dimension ∆ and d−∆.
Ω∆,`(X,W ;X
′,W ′) = G∆,`(X,W ;X ′,W ′)−Gd−∆,`(X,W ;X ′,W ′) . (4.19)
Integrating this expression over the two geodesics, γ12 and γ34 connecting P1 to P2 and P3 to P4
respectively (see Figure 7), thus gives a sum of direct and shadow GWDs,∫
γ12
dσ
∫
γ13
dσ′K∆1,`1(P1, U1;Xσ)DK∆2,`2(P2, U2;Xσ)DD
′Ω∆,`(Xσ;Xσ′)K∆3,`3(P3, U3;Xσ′)D
′K∆4,`4(P4, U4;Xσ′)
= GˆIJ{∆i,`i};∆,` − GˆIJ{∆i,`i};d−∆,` .
(4.20)
Index contraction are again suppressed as in (4.12).
The two propagators in (4.20) can be distinguished by their branch structure around −X ·X ′ →
24
∞,
G∆,`(X,W ;X
′,W ′) ∼ (2(W ·X
′)(W ′ ·X)− 2(X ·X ′)(W ·W ′))`
(−2X ·X ′)∆+` . (4.21)
We can thus use, a bulk projector, P∆, to write the bulk-to-bulk propagator for an operator without
its shadow.
G∆,`(X,W ;X
′,W ′) = P∆Ω∆,`(X,W ;X ′,W ′) , (4.22)
and similarly the GWD can be written as,
GˆIJ{∆i,`i};∆,`(Pi) =∫
γ12
dσ
∫
γ13
dσ′K∆1,`1(P1, U1;Xσ)DK∆2,`2(P2, U2;Xσ)P∆DD′Ω∆,`(Xσ;Xσ′)K∆3,`3(P3, U3;Xσ′)D′K∆4,`4(P4, U4;Xσ′) .
(4.23)
To make contact with the shadow formalism, we can rewrite this using the split representation
of the bulk harmonic function,
Ω∆,`(X,W ;X
′,W ′) =
∫
ddPK∆,`(P ;X,W )
{A}Kd−∆,`(P ;X ′,W ′){A}
=
∫
ddPddP ′K∆,`(P ;X,W ){A}T{A}{B}(P, P ′)K∆,`(P ′;X ′,W ′){B} ,
(4.24)
where we have introduced the tensor structure, T{A}{B} needed to convert from the shadow prop-
agator back to the direct, see (A.11), and used a multi-index notation {·}.
Plugging this into (4.20) and performing the bulk geodesic integrals, gives the expression,
Ωˆ∆,`(Pi, Ui) =
∫
ddPddP ′〈O1(P1, U1)O2(P2, U2)O{A}∆,` (P )〉IT{A}{B}(P, P ′)〈O{B}∆,` (P )O3(P3, U3)O4(P4, U4)〉J ,
(4.25)
which is now formulated in terms of CFT quantities only. As in the scalar case, this harmonic
function is the sum of two conformal blocks, the direct and shadow, which are distinguished by
their branch structure around the OPE limit, u = 0. To single out the direct block, we must use a
boundary projector to select the correct behavior around u→ 0.
Gˆ
IJ (CFT )
{∆i,`i};∆,`(Pi, Ui) = P∆Ωˆ∆,`(Pi, Ui) . (4.26)
where we have used the ‘CFT’ superscript to emphasize that this is the true CFT conformal block,
rather than the yet to be equated GWD. This formulation of the block, equations (4.25) and (4.26),
as a boundary projection of the integral of two three-point functions is exactly the shadow integral
representation of the block used in [26].9
9Our equation (4.25) corresponds to (4.4) and (4.6) in [26], with our I, J indices mapping to m,n indices there.
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Figure 8: As in the scalar case, the spinning geodesic Witten diagram is recovered from acting
on the bulk harmonic with a suitable projector. This is equivalent to acting with a projector on
the shadow-operator representation of the harmonic function, and demonstrates the connection
between the spinning conformal block and the spinning GWD.
The equivalence between the GWD formulation and the shadow integral representation is, as
in the scalar case, the equivalence of bulk and boundary projectors (as depicted diagrammatically
in Figure 8). Projecting onto the correct bulk structure in the −X ·X ′ →∞ limit maps precisely
onto the boundary projector selecting the direct block:
Gˆ
IJ (CFT )
{∆i,`i};∆,`(Pi, Ui) = P∆Ωˆ∆,`(Pi, Ui) =∫
γ12
dσ
∫
γ13
dσ′K∆1,`1(P1, U1;Xσ)DK∆2,`2(P2, U2;Xσ)P∆DD′Ω∆,`(Xσ;Xσ′)K∆3,`3(P3, U3;Xσ′)D′K∆4,`4(P4, U4;Xσ′)
=
∫
γ12
dσ
∫
γ13
dσ′K∆1,`1(P1, U1;Xσ)DK∆2,`2(P2, U2;Xσ)DD
′G∆,`(Xσ;Xσ′)K∆3,`3(P3, U3;Xσ′)D
′K∆4,`4(P4, U4;Xσ′)
= Gˆ
IJ (GWD)
{∆i,`i};∆,`(Pi, Ui) .
(4.27)
The immediate result of this equivalence is that the GWD presentation does indeed give the
spinning conformal block. In particular the short distance behavior is correct, since the boundary
projector P∆ selects this behavior.
4.3 Hybrid Presentation
In the above sections, we have stressed how the geodesic Witten diagram presentation of the
block, represented as an integral over two geodesics, and the shadow integral presentation of the
26
block represented as an integral over the d dimensional boundary, can be simply related using the
split representation of the bulk-to-bulk propagator. Here we will outline a hybrid presentation of
the block as a single geodesic integral. For simplicity of presentation, we will mostly discuss the
harmonic function, Ω, and make connection to the block itself at the end of the section.
The GWD presentation of the harmonic function can be written as in (4.1).
ΩˆIJ{∆i,`i};∆,`(Pi) =
∫
γ12
dσ
∫
γ13
dσ′〈〈O1(P1, U1)O2(P2, U2)V I(Xσ)V J(Xσ′)O3(P3, U3)O4(P4, U4)〉〉0
=
d− 2∆
`!(h− 1)`
∫
dσdσ′ddP
[〈O1(P1, U1)O2(P2, U2)V I(Xσ)O∆,`(P,DU )〉
× 〈O˜d−∆,`(P,U)V J(Xσ′)O3(P3, U3)O4(P4, U4)〉0
]
.
(4.28)
Here the double brackets, 〈〈·〉〉0, in the first line indicate that we are using the bulk harmonic
function, rather than the bulk-to-bulk propagator. In the second line we have used the split
representation of the bulk harmonic function (A.10).
As mentioned above, if we wanted to make contact with the shadow formalism, we could perform
the integrals over the bulk geodesics, producing boundary three point functions. Here, however,
we will perform an integral only over the first geodesic, γ12. This produces one of the three point
structures, V˜I , from (3.15).
ΩˆIJ{∆i,`i};∆,`(Pi) =
d− 2∆
`!(h− 1)`
∫
dσ′ddP
[
V˜I(P1, U1;P2, U2;P,DU )
× 〈O˜d−∆,`(P,U)V J(Xσ′)O3(P3, U3)O4(P4, U4)〉0
]
.
(4.29)
We would now like to perform the P integral over the boundary, to produce a one dimensional
integral representation of the harmonic function. The salient piece of this integral takes the form,∫
ddP V˜I(P1, U1;P2, U2;P,DU )Kd−∆,`(P,U ;Xσ′ ,W )
∝
∫
ddP
V˜I(P1, U1;P2, U2;P,DU )(U · C(Xσ′ ,W ) · P )`
(−2P1 · P )
τ+τ12
2 (−2P2 · P )
τ−τ12
2 (−2P ·Xσ′)
d−∆+`
2
.
(4.30)
This integral, like the integral evaluated in Appendix C.2, is an example of the conformal integrals
computed in [26]. It can be evaluated in terms of sums of hypergeometric 2F1 functions, and thus the
harmonic function, (4.29), can be written as a one dimensional integral of sums of hypergeometric
functions.10
A similar statement may be made about the block, rather than the harmonic function, by
acting with projectors, or equivalently by writing the bulk-to-bulk propagator as a sum over bulk
harmonic functions (c.f. [25] e.q. 95).
10Note, a similar one dimensional integral representation is also provided directly by the shadow formalism. In the
shadow presentation of the harmonic function, the P integral over the boundary can be rewritten as an integral over
three Feynman parameters. The integral over two of these parameters produces sums of hypergeometric functions,
leaving one remaining integral. Here we have exchanged a Feynman parameter integral for a geodesic one.
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5 Discussion
In this paper we have constructed geodesic Witten diagrams that compute CFT conformal blocks
with spinning external and internal traceless symmetric tensor fields. To do this, we defined a
new basis of CFT three-point functions and constructed their dual bulk vertices. The equivalence
between the bulk geodesic Witten diagrams and boundary conformal blocks was most easily demon-
strated by the use of the shadow-operator formalism: the shadow-operator representation of a CFT
harmonic function directly translates to the split-representation of a bulk geodesic Witten diagram.
This highlights an advantage of bulk physics for computing conformal blocks. The shadow-
operator methods of [26] give useful, compact expressions for spinning conformal blocks, but are
complicated by the unpleasant necesssity of projecting out the unphysical shadow blocks. The
corresponding bulk field, however, only contains the normalizable, propagating mode in AdS. This
is equivalent to having already projected out the unphysical shadow. Thus, bulk GWD expressions
for conformal blocks do not require us to act with a projector. For some, this may be a raison
d’eˆtre for bulk physics, and GWDs provide a useful packaging of conformal blocks even when the
CFT does not have a bulk dual.
A spinning geodesic Witten diagram can also be viewed as the two point-function of two geodesic
operators. In this way, our GWDs for spinning conformal blocks allow an immediate derivation of
a geodesic operator representation for the corresponding OPE blocks, generalizing the work of [49].
Another advantage of the GWD formalism is that they give relatively palatable two-dimensional
integral expressions for spinning conformal blocks (as was also true of the scalar case [1]). As we
have sketched in Section 4.3, one can do better still and write the spinning blocks as a finite sum of
one dimensional integrals over a single geodesic. It would be interesting to examen these integrals
in greater detail and see if they provide convenient presentations of the spinning conformal blocks.
Geodesic Witten diagrams may illuminate the question of the emergence of bulk geometry since
the interactions of bulk fields with gravity are described in the CFT by the exchange of conformal
blocks containing the stress tensor. A necessary precursor to understanding these exchanges is to
determine the stress-tensor OPE coefficients from appropriate correlation functions.
Lastly, the decomposition of CFT correlation functions into conformal blocks is fixed by kine-
matics and is well-understood as summing contributions from descendant operators. The corre-
sponding decomposition of bulk physics into geodesic Witten diagrams must similarly be fixed by
symmetry. On a case by case basis, it is of course possible to decompose the standard Witten dia-
grams in terms of geodesic Witten diagrams, thus yielding the bulk block decomposition, however
it remains mysterious what the bulk structure that allows such a decomposition is in general. It
would be useful to understand this more directly.
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A Propagators in embedding space
In this Appendix, we present useful information on the bulk-boundary and bulk-bulk propagators
for bulk tensor fields dual to CFT operators with scale dimension and spin ∆, `. This material is
mostly a recapitulation of [25].
The bulk-boundary propagator satisfies the free homogeneous field equation and has vanishing
divergence:
(∇2 −∆(∆− d) + `)K∆,`(X,W ;P,U) = 0 (KA∇A)K∆,`(X,W ;P,U) = 0. (A.1)
(The divergence operator (KA∇A) is defined in (19) of [25].) The explicit embedding space poly-
nomial is
K∆,`(X,W ;P,U) = a∆,`
[(−2P ·X)(W · U) + (2W · P )(U ·X)]`
(−2P ·X)∆+` (A.2)
a∆,` =
(`+ ∆− 1)Γ(∆)
2pih(∆− 1)Γ(∆ + 1− h)) . (A.3)
This is transverse and scales as λ−∆ under P → λP .
The bulk-bulk propagator G∆,`(X,W ;X
′,W ′) is also divergence free, and satisfies the wave
equation with a δ-function source11
(∇2 −∆(∆− d) + `)G∆,`(X,W ;X ′,W ′) = −δ(X,X ′)(W1 ·W2)` . (A.4)
The mass is M2 = ∆(∆− d) + `. This propagator has the representation
G∆,`(X,W ;X
′,W ′) =
∑`
k=0
(W ·W ′)`−k((W ·X ′)(W ′ ·X))kgk(u¯) (A.5)
u¯ = −(1 +X ·X ′) (A.6)
The variable u¯ is the commonly used AdS chordal distance. The polynomial above is not transverse,
and polarization vectors are stripped using the interior derivative operatorKA defined in (12) of [25].
In the limit of large u¯, the leading behavior of gk(u¯) is the power law
gk(u¯) ≈ cku¯−(∆+k), (A.7)
11 We ignore the additional local source terms discussed in [25], because we need this propagator only for separated
points.
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together with subsidiary powers −(∆ + k + j) suppressed by the positive integer j. Therefore,
under the monodromy u¯ → e−2piiu¯, all gk(u¯) acquire the phase e2pii∆. The bulk propagator
G∆,`(X,W ;X
′,W ′) acquires the same phase, and falls as u¯−∆ for large u¯.
The bulk-bulk propagator approaches the bulk-boundary propagator as the bulk point X ′ goes
to the boundary. This limit is implemented by setting X ′ = λP + O(1/λ) to maintain X ′2 = −1
and with W ′ = U . Then
K∆,`(X,W ;P,U) = lim
λ→∞
λ∆G∆,`(X,W ;λP +O(1/λ), U). (A.8)
We see that only the leading term g0(u¯) of (A.2) contributes in this limit.
Given a bulk operator of dimension and spin ∆, ` we also consider its shadow with dimension
and spin d − ∆, `. Its bulk propagator Gd−∆,` also satisfies (A.1-A.2) with the same M2. As
u¯ → ∞, we see that Gd−∆,` has monodromy phase e2pii(d−∆) and has leading power law u¯−(d−∆).
The difference G∆,` − Gd−∆,` is the solution of a partial differential equation with no δ-function
singularity. It is therefore called the bulk harmonic function and is precisely defined as12
Ω∆,`(X,W ;X
′,W ′) ≡ G∆,`(X,W ;X ′,W ′)−Gd−∆,`(X,W ;X ′,W ′). (A.9)
The harmonic function can be expressed as a boundary integral of the bulk-boundary propaga-
tors of the direct and shadow operators via the split representation:
Ω∆,`(X,W ;X
′,W ′) =
d− 2∆
`!(h− 1)`
∫
dP K∆,`(X,W ;P,DU )Kd−∆,`(X ′,W ′;P,U) , (A.10)
where (h− 1)` is the Pochammer symbol, and DU is the differential operator defined in (2.28).
The bulk-boundary propagators of the direct and shadow operators are related by the boundary
integral (see (230) of [25] )
1
(2∆− d)Cd−∆Kd−∆,`(X
′,W ′;P,U) =
∫
dP ′
K∆,`(X
′,W ′;P ′, D′U )(H(U,U
′))`
`!(h− 1)`(−2P · P ′)d−∆ . (A.11)
Here H(U,U ′) is the invariant of (2.6) with U1, P1 → U,P and U2, P2 → U ′,→ P ′. The quantity
T{A}{B}(P, P ′) in (4.25) is obtained from (H(U,U ′))`/`!(h− 1)`(−2P · P ′)d−∆ by stripping polar-
ization vectors.
B Monodromy
The monodromy situation we deal with in Secs.2.2, 4.2, is quite simple. We deal with functions of
the form
f(z) = zαHα(z) + z
βHβ(z), (B.1)
12Note, this normalization differs slightly from that in [25].
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where Hα(z), Hβ(z) are holomorphic at z = 0. If we move z around the branch point, i.e. we
consider the monodromy z → e2piiz, we find
e−2piiβf(e2piiz) = e2pii(α−β)zαHα(z) + zβHβ(z). (B.2)
Then the component of f(z) with monodromy phase e2piiα is
zαHα(z) =
f(z)− e−2piiβf(e2piiz)
1− e2pii(α−β) . (B.3)
Example: the bulk scalar harmonic function Ω∆(X,X
′). From Sec. 4 and App. C of [25]
we learn that the harmonic function (A.9) and bulk propagator G∆(X,X
′) of a scalar field with
mass m2 = ∆(∆− d) are related by
Ω∆(X,X
′) =
∆− d/2
2pi
(
G∆(X,X
′)−Gd−∆(X,X ′)
)
. (B.4)
The direct propagator is
G∆(X,X
′) =
Γ(∆)
2pid/2Γ(∆ + 1− d/2)
1
(2u¯)∆
2F1(∆,∆− (d− 1)/2 ; 2∆− d+ 1;−2/u¯) (B.5)
(2X −∆(∆− d))G∆(X,X ′) = −δ(X,X ′) u¯ = −(1 +X ·X ′) = (x0 − x
′
0)
2 + (xi − x′i)2
2x0x′0
,
where u¯ is the usual chordal distance on AdS. The shadow propagator is obtained from this by the
replacement ∆→ d−∆.
To extract the direct component of Ω∆(X,X
′), we consider the monodromy at u¯ = ∞, since
the hypergeometric functions in (B.4) are holomorphic in a neighborhood of ∞. To relate this to
the toy prototype above we set z = 1/u¯ and define f(z) = F (u¯) = Ω∆(X,X
′). Then F (u¯) has the
structure
F (u¯) =
1
u¯∆
F∆(1/u¯) +
1
u¯d−∆
Fd−∆(1/u¯) (B.6)
The monodromy z → e2piiz is equivalent to u¯→ e−2piiu¯. The direct component of F (u¯) is
u¯−∆F∆(1/u¯) =
F (u¯)− e2pii(∆−d)F (e−2piiu¯)
1− e2pii(2∆−d) . (B.7)
C Selected Derivations
Here we collect two computations we felt would have disrupted the flow of the main text, these
are the derivation of the relation used in (4.14) relating the Casimir and the bulk Laplacian, and
(2.13) giving the shadow integral explicitly as a sum of direct and shadow blocks.
31
C.1 Bulk Laplacian and Casimir
For scalar bulk functions, the laplacian can be written as,
∇2f(X) = GAB∂AGB′B ∂B′f(X)
= GAB
[
ηABX
B′ + δB
′
A XB +G
B′
B ∂A
]
∂B′f(X)
=
[
(D − 1)X · ∂ +GAB∂A∂B
]
f(X) .
(C.1)
Note that this is simply related to the Casimir under bulk Lorentz rotations.
LABLABf(X) =
(
XA∂B −XB∂A) (XA∂B −XB∂A) f(X)
= −2 [(D − 1)X · ∂ +GAB∂A∂B]
= −2∇2f(X) .
(C.2)
This relation can be generalized to operators with spin. For spinning operators,
∇2f(X,W ) =
[
(D − 1)X · ∂ +GAB∂A∂B +WA ∂
∂WA
]
f(X,W ) , (C.3)
while the Casimir gives,
LABLABf(X,W ) =
[
L(X)ABL(X)AB + L(W )ABL(W )AB + 2L(X)ABL(W )AB
]
f(X,W ) . (C.4)
Each of these three terms give,
L(X)ABL(X)AB f(X,W ) = −2
(
∇2 −WA ∂
∂WA
)
f(X,W )
= −2 (∇2 − `) f(X,W )
L(W )ABL(W )AB f(X,W ) = −2
(
WA
∂
∂WA
WB
∂
∂WB
+ (D − 2)WA ∂
∂WA
)
f(X,W )
= −2` (`+D − 2) f(X,W )
L(X)ABL(W )AB f(X,W ) = −2XAWB
∂
∂WA
∂Bf(X,W )
= 2`f(X,W ) .
(C.5)
Putting these together,
LABLABf(X,W ) = −2
(∇2 + `(d+ `− 1)) f(X,W ) . (C.6)
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C.2 Conformal Integrals
Here we review the scalar shadow integral which produces a sum of direct and shadow conformal
blocks. The result is equation (2.13) in the main text. We want to evaluate the four-point integral,
Ω∆i;∆(Pi) =
∫
ddP 〈O1(P1)O2(P2)O(P )〉〈O˜(P )O3(P3)O4(P4)〉
Ω∆i;∆(Pi) =
1
P
∆1+∆2−∆
2
12 P
∆3+∆4+∆−d
2
34
×
∫
ddP
1
(−2P1 · P )
∆1+∆−∆2
2 (−2P2 · P )
∆2+∆−∆1
2 (−2P3 · P )
∆3+d−∆−∆4
2 (−2P4 · P )
∆4+d−∆−∆3
2
.
(C.7)
Let’s start by evaluating the auxiliary integral,
I4 =
∫
ddP
1
(−2P1 · P )a1(−2P2 · P )a2(−2P3 · P )a3(−2P4 · P )a4
=
Γ(d)∏4
i=1 Γ(ai)
∫
ddP
∫ 4∏
i=2
dαi
αi
∏4
i=2 α
ai
i(
−2P · (P1 +
∑4
i=2 αiPi)
)d
=
pid/2Γ(d/2)∏4
i=1 Γ(ai)
∫ 4∏
i=2
dαi
αi
∏4
i=2 α
ai
i
(α2P12 + α3P13 + α4P14 + α2α3P23 + α2α4P24 + α3α4P34)d/2
=
pid/2Γ(a4)Γ(d/2− a4)∏4
i=1 Γ(ai)
∫ 3∏
i=2
dαi
αi
∏3
i=2 α
ai
i
(α2P12 + α3P13 + α2α3P23)d/2−a4(P14 + α2P24 + α3P34)a4
=
pid/2Γ(a4)Γ(d/2− a4)∏4
i=1 Γ(ai)
P
a4− d2
13 P
a2+a3− d2
14
P a224 P
a3+a4− d2
34
∫ 3∏
i=2
dαˆi
αˆi
∏3
i=2 αˆ
ai
i
(αˆ2u+ αˆ3 + αˆ2αˆ3v)d/2−a4(1 + αˆ2 + αˆ3)a4
=
pid/2Γ(a4)Γ(d/2− a4)∏4
i=1 Γ(ai)
P
a4− d2
13 P
a2+a3− d2
14
P a224 P
a3+a4− d2
34
×
∫
dαˆ2
(
f
(
a2, a3, a4; αˆ2;u, v) + u
a3+a4− d2 f(a2 + a3 + a4 − d
2
,
d
2
− a4, d
2
− a3; αˆ2;u, v
))
,
(C.8)
where, u = P12P34P13P24 , v =
P14P23
P13P24
, and
f(a2, a3, a4; αˆ2;u, v) =
pid/2Γ
(
d
2 − a3
)
Γ
(
d
2 − a4
)
Γ
(−d2 + a3 + a4)
Γ(d)
αa2−12 (α2 + 1)
a3− d2 (α2v + 1) a4−
d
2
× 2F1
(
d
2
− a3, d
2
− a4;−a3 − a4 + d
2
+ 1;
α2u
(α2 + 1) (α2v + 1)
)
.
(C.9)
Plugging this into (C.7), the two terms in the last line of (C.8) become the direct and shadow
33
block respectively,
Ω∆i;∆(Pi) =
(
P14
P13
)∆3−∆4
2
(
P24
P14
)∆1−∆2
2 N{∆i}
P
∆1+∆2
2
12 P
∆3+∆4
2
34
(G∆i;∆(u, v)−G∆i;d−∆(u, v)) , (C.10)
with N{∆i} = 1∆− d
2
Γ( 12 (∆+∆3−∆4))Γ( 12 (∆−∆3+∆4))
Γ( 12 (∆+∆1−∆2))Γ( 12 (∆−∆1+∆2))
, and
G∆i;∆(u, v) =
(∆− d/2)Γ (d2 −∆)
Γ
(
1
2 (d−∆ + ∆3 −∆4)
)
Γ
(
1
2 (d−∆−∆3 + ∆4)
)
× u∆2
∫
dα2 (α2 + 1)
1
2
(−∆+∆3−∆4) (α2v + 1)
1
2
(−∆−∆3+∆4)α
1
2
(∆−∆1+∆2−2)
2
× 2F1
(
(∆ + ∆3 −∆4)
2
,
(∆−∆3 + ∆4)
2
;−d
2
+ ∆ + 1;
α2u
(α2 + 1) (α2v + 1)
)
.
(C.11)
Up to the overall normalization, This integral expression matches previous expressions in the liter-
ature (for example, [1] equation (2.10)).
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