Abstract-In this paper, we consider the problem of providing fault tolerant operation for multicast networks with multiple sources, e.g., sensors, and delivering data to a pre-defined set of destinations, e.g., sinks. We propose an algorithm that combines network and erasure coding to provide resilience against a predefined number of link failures. For sources unable to meet the flow constraints, support is provided at the cost of reduced throughput and if required, reduced protection. The necessary and sufficient flow conditions for network resource verification are proved. We also prove that the field size for coding coefficients is bounded by the amount of protection offered for erasure coding and equal to 2 for network coding.
I. INTRODUCTION
Information theoretic techniques are widely used to implement Forward Error Correction (FEC) strategies, which include the general class of erasure codes that is used in binary erasure channels to recover from errors or losses. Erasure coding scales a small message of k symbols into a larger one of say n symbols such that a subset of k symbols is adequate to recover the original message. Authors in [2] applied this scheme for fault tolerance in multicast networks where n disjoint multicast trees carry packets containing the original and redundant data. Recovery of original encoded data at receivers is effected through reception of a minimum of k out of the n transmitted packets, enabling recovery from failures of at most n-k paths.
Network coding, which was introduced in [1] , is being increasingly employed to provide protection. The authors in [3] established the algebraic framework for linear network coding discussing recovery based on prior knowledge of edge failure patterns. Polynomial time construction of network codes that could handle such failures was discussed in [4] . In [5] , an information theoretic framework for network management in the presence of edge failures was presented. Authors in [6] employed network coding to protect against node failures.
While network coding for a single source multicast session has been well-researched, results on multi-source multicast sessions have been very limited. For example, reference [7] proposed a constructive scheme that provided achievability theorems for multi-source multicast sessions. The authors in [8] partition the graph into sub graphs and transform the multisource problem into a combinatorial optimization problem.
Network coding has been sparingly exploited to provide protection to multi-source multicast sessions, which incidentally is gaining prominence with the increase in the density and multitude of online real time applications involving group communication. Consider, as an example, a wireless sensor network environment where a group of sensors needing to send back data to a set of sinks in a sensor network, or the sinks sending commands to all sensors. Another example is many users in a dense environment, who are receiving the same content from multiple sources, such as users of a social network, or multi-user online gaming. If the communication links are vulnerable, and may fail, it is important that provisions be made in order to guarantee the delivery of information even if there are such failures. We propose a hybrid erasure coding + network coding (EC+NC) scheme to provide protection against such failures in an agile, and resource efficient manner. Using an erasure coding approach, e.g., Reed-Solomon codes, Regenerating codes, etc, n shares of a message are generated such that any k of them are sufficient to recover the message. Additionally the n-k shares from each source are combined at intermediate nodes using the technique network coding in order to reduce the cost of transmitting redundancies. We prove that the field size for the erasure coding strategy is limited by the amount of protection (n-k) that is required, and for network coding, coefficient selection from a binary field will suffice.
The rest of this paper is organized as follows: In Section II we discuss the problem formulation followed by the flow constraints that need to be satisfied by participating nodes in Section III. The algorithm for verification of these constraints, along with the algorithms for implementation of the scheme, is discussed in Section IV. Section V discusses the coding strategy and proofs of field bounds for network and erasure coding. This is followed by simulation results and conclusion in Section VI and VII, respectively.
II. PROBLEM FORMULATION

A. Problem Statement
The multiple source multicast fault tolerance problem can be formally defined as follows: The network is represented by the undirected graph G(V,E), with V being the set of nodes and E being an undirected set of undirected edges, with N being the number of nodes (|V|). Each edge is assumed to have a unit capacity. There are s sources and r receivers, with every receiver requesting data from every source. We define multicast flow (M F ) through one multicast tree as the sum of the flows received by all the destinations, with each receiver receiving equal flow. So, if there are r destinations in one multicast tree (made of unit edges), the multicast flow (a flow of one is received by each destination from the source) is r. We would like to provision a set of n multicast session connection paths between every source and each of the receivers such that  Every receiver receives at least k shares on k edge disjoint paths from each source.
 Every receiver receives an additional n-k shares on n-k paths, which can be shared with other sources, and therefore shares can be linearly combined with shares from multiple sources.
 At most n-k paths between any source and any receiver may fail at any point of time.
 Protection is provided against failures, where each receiver will be able to recover k shares from each source, and hence recover all data.
 Minimum cost is required for provisioning sessions, and is defined in terms of the number of edges used  In the event of the network being unable to support all sources, a maximum number of sources are supported at reduced throughput (exceeding K th ), and if necessary reduced protection, where, K th is the minimum threshold throughput required by each source
B. Solution Approach
The solution involves constructing two sets of multicast trees at the various sources. The first set consists of s*k multicast trees (k trees from each source) edge disjoint from each other transmitting the data shares to the destinations for guaranteeing the requested throughput. The second set consisting of n-k multicast trees which are shared amongst various source sessions. The data on these trees are coded and aid in recovery at the receiver, supporting a failure of up to n-k trees. The steps followed in the solution approach can be briefly described as follows:
1. Validation of necessary and sufficient flow constraints 2. Establishing actual multicast trees (both disjoint and shared) for sources satisfying the conditions 3. Throughput and protection compromise approach for sources not meeting the constraints.
4. Determining the coefficients for erasure and network coding. These coefficients will be exchanged between the sources and receivers, and are encoded in the metadata of the packets To further elaborate on the third step above, depending on the network graph, some sources that cannot satisfy the requirement of n paths (k disjoint and n-k shared paths), and several approaches can be taken, which include:
 Throughput only compromise: Compromising the throughput (k) to provide the guaranteed protection (n-k) while not going below a source specified minimum threshold throughput, K th .
 Protection only compromise: Compromising protection (nk) by reducing n (and keeping k constant) and decreasing the number of shared trees (n-k) of which the source is a part.
 Joint Throughput and Protection compromise: A combination of both approaches which involves reducing the throughput (k) and also protection (reducing n-k). A reduced protection is provided only if the source cannot meet the constraints in spite of throughput reduction.
The various symbols used in this paper are listed in Table 1 . The flow incoming to node x from sources in S f out (x) The flow outgoing from node x to all nodes in T f max (x,y) The
maximum flow from node x to node y f m r (S i ,T) Multicast flow from S i to each of the destinations in T. U x Set containing sources with a protection of n-k-x n i Number of total paths for a source i k i Number of disjoint paths for a source i G d
Si,T
Multicast Tree (disjoint) from i th source to T G h S,T Multicast Tree (shared) from source set S to destination set T f p (x , y) Flow path p of a tree from source x to destination y f w (S i ,T j ) Flow path from S i to T j .The superscript w can take two values: w← d , context of disjoint trees w← h, context of shared trees f(S,t) Flow on a tree from source set S to destination t d, h Quantities with superscripts of d and h imply the meaning of the term in the context of disjoint and shared trees respectively e m edge of a flow or a tree
III. Flow Constraints
A. Necessary Conditions
The below flow theorems are necessary and need to be satisfied by nodes to become a part of the scheme. The theorems are proved by assuming the existence of k disjoint and n-k shared trees and finding the necessary conditions at the nodes.
Theorem 1:
The following three conditions are necessary:
Sketch of Proof: a)
We need k disjoint trees between every source and destination in addition to n-k trees which can be shared with other sources. Since an incoming edge to a destination from any tree corresponds to a flow of one (every edge capacity is one), therefore every destination will need an incoming flow of at least k*s for the s sources. Additionally there is a shared flow of n-k which will come from all the sources put together. Hence the total incoming flow to any destination should at least be k *s + (n-k). b) Since, for any given source n packets have to be sent on n different trees, we need an outgoing flow of at least n from each source. c) Similar to the above reasoning since there needs to be n packets sent from any source to any destination on n disjoint paths, a minimum flow of n is required between any source and any destination.
Part (c) is needed to guarantee the max flow from each source to each receiver, but does not provide us with disjoint paths across sources. Therefore, it is only necessary, but not sufficient.
B. Necessary and Sufficient Conditions
The below theorem is necessary and sufficient for the source nodes to be able to be a part of the scheme.
Theorem 2:
The following are necessary and sufficient conditions:
Sketch of proof:
Part (a) of the theorem states that the disjoint flow from a source to a destination can share links with a disjoint flow going from the same source to any other destination, but cannot share links going from any other source to any destination, including itself. In this case, the disjoint flow must be at least equal to k. Part (b) of the theorem states that the shared flow from a source to a destination, shall not share any link with any of the disjoint flows, and shall be at least equal to n-k. Proof: First we prove that (a) and (b) are necessary conditions, and we prove this by contradiction. Assume that k disjoint flows can be established from some source S i to some destination T j , over which k explicit shares can be sent. Now assume that (a) does not hold, e.g., (S i ,T j ) = k-1, for at least one source, or one destination. This means that k disjoint paths cannot be established from source S i to destination T j , which means the destination cannot receive k explicit shares from S i . This contradicts the assumption, which means that
Similarly, let there be n-k redundant shares sent from S i to T j , which can be combined with redundant shares from other sources. If (b) did not hold,
there are not enough paths over which the n-k redundant combinations can be delivered to the destination T j . Therefore, (b) must hold. Next, we prove that these are sufficient conditions. We start by assuming the satisfaction of (a) and (b). Since (a) is satisfied, then each source can deliver k shares on k disjoint paths. These paths can be shared with paths from the same source to another destination, hence forming k trees that are used to send the explicit shares. Since (b) is satisfied, then it is possible for each source to transmit an additional n-k shares on an additional n-k paths. Since these paths are not necessarily disjoint for each source, then a share from each source can be combined with up to n-k-1 other shares, such that no more than one share is generated by the same source on a given path. The reason for this last condition, namely, no more than one share from a source on a given path, is because if there is more than one share, then another source will have fewer than n-k paths which can be shared, which contradicts the assumption. This proves that if these conditions are satisfied, then it is possible to transmit from each source to a destination on k disjoint paths, and also on n-k paths, which are necessarily disjoint from shares sent by other sources. Therefore, the conditions are both necessary and sufficient.
An example network is shown in Fig.1 (a) and consists of 21(N) nodes. There are three sources (s=3) A, B and C and two destinations (r=2) T, U. n is 4 and k is 2. Hence two disjoint trees for each of the sources are shown in Fig.1 (b) . The two shared trees are shown in Fig. 1(c) . For the shared tree represented by the following edges {A-F, B-F, C-F, F-N, N-T, N-U}, the erasure coded packets from the sources A, B and C will be network coded at the node F. For the shared tree {A-I, B-I, I-Q, C-Q, Q-T, Q-U}, erasure coded packets from A and B are combined at node I which is then combined with the packet from node C at node Q.
IV. MULTICAST TREE PROTECTION ALGORITHM
The protection algorithm consists of heuristic algorithms for flow constraint verification and creation of multicast trees.
A. Flow Verification Algorithms
The flow verification step consists of heuristic algorithms that verify Theorems 1 and 2. Without the destination and source nodes being able to support the required flow (incoming, outgoing and max), we cannot include them as a part of the scheme. Hence the first step of flow verification is filtering out those nodes with flow lesser than the minimum required. The next step is to examine sources which meet the minimum flow constraint but do not have enough disjoint flow to the destination nodes. Since finding the disjointedness in a network is not a linear time task, we employ heuristics using flow constraints mentioned in Theorem 2. The heuristics also indirectly effect an algorithm called grouping to account for sources not satisfying Theorem 2. Grouping is the process of segregating sources based on the amount of compromise in throughput and protection they require. Sources are ordered based on increasing average max flow to all the destinations. This ensures sources possessing lesser resources are prioritized for finding trees as the algorithm for the estimation of multicast flow is asymptotic, and whose calculation by definition cannot be accomplished in linear time. The sources which have a higher max flow have more flexibility for choosing their paths. In this stage, sources undergo three steps, as explained below:
a) Evaluation of multicast flow constraint for disjoint trees
The algorithm for this step is Disjoint Tree based Source Filtering (DTSF), and is shown below. This algorithm consists of three steps. 1) Calculate flow paths from a given source to various destinations and generate all possible combinations of flow paths by taking only one flow each from every destination's flow path set. 2) Rearrange the flow combination set based on the assumption that the best flow combination is the one which has the least percentage of edges common with any other flow combination. 3) Every flow combination contributes to a multicast flow a value equal to r. Find if source has enough multicast flow.
b) Grouping based on the amount of protection offered (n-k)
Grouping also forms an implicit part of DTSF. Sources are divided into groups, based on the amount of protection they can afford. Sources which can meet the constraint of M F = k*r are grouped into the default set U 0 . Protection at reduced cost is made available to sources that cannot meet the previous constraint. The U j th group offers a protection of n-k-j. Compromising throughput and protection may require k.n iterations.
Algorithm Disjoint Tree based Source Filtering (DTSF) Input
B. Steiner Tree approach for Multicast tree Generation
Algorithms Connections have to be provisioned on the disjoint and shared path sessions once the feasibility of the scheme is verified. This is accomplished by establishing multicast trees based on Steiner tree approach from every source to the predefined set of destinations. Since multicast trees shared between sources require higher connectivity, the shared tree connections are established prior to the disjoint set of trees. Since the Steiner Minimum Tree problem is known to be an NP-hard problem, we use the heuristic greedy steiner tree algorithm by Takahashi [13] .
a)Shared Tree Generation .
Algorithm Shared Tree Generation Algorithm(STGA)
This algorithm is used to establish the shared multicast trees.
for(all shared trees) Determine the sources and destinations which need to be a part of this tree (V) while ensuring that every source gets the required protection by being a part of the required number of shared trees Find a Steiner tree for V end for b)Disjoint Tree Generation
In this step, the k primary disjoint set of trees required by every source are established. The multicast trees required are generated using the Steiner tree approach.
V. COEFFICIENT SELECTION AND CODING
Throughput improvements are obtained by using network coding on the shared trees. This requires selection of coefficients from the Vandermonde matrix. We exploit the matrix structure in order to reduce the field size for network coding at intermediate nodes and for erasure coding at the source. A Vandermonde matrix of size x*y consists of the coefficients (λ) that are chosen randomly from a finite field (F) of size v ≥ x. Every group of packets from different sources which are used to form one combination to be delivered to destinations is assigned a unique λ i . However, data packets belonging to different sources that will be combined together use the λ i. assigned to it, albeit with a different power of λ i for each packet, i.e., ∀λ i1 j1 , λ i2 j2 ∈λ i j , such that i1 = i2, for all packets coded on the same shared tree, j1 ≠j2, for all packets coded on the same shared tree. i1 ≠ i2, for packets coded on different shared tree, At source node j, the following operations are performed: Let packet matrix entries: x ji ,0<i≤ k,0≤ j< s Also let coefficient matrix entries: λ p i+k*j , 0<p≤n-k, 0<i≤ k, 0≤j<s, λ p i ∈ F A. Data packets are sent according to the following: a) On shared Trees, 1,2……n-k
At intermediate node w, on shared multicast tree p with data packets from source set S, where S represents all the sources whose share is present in the data on edges incoming to node w, the following is performed: Network coded data on the output edge of node w (Y h (w)) will be formed as:
C. At each receiver, the following combinations will be received:
where x j1, x j2……. x jk, 0≤ j≤ s are the explicit k data units from source node j. D. The field size required for coefficient selection is established as follows. There are a total of s sources with k disjoint paths and n-k shared paths to a given destination. Since there are k unknowns for every source, k*s equations are obtained from the various disjoint paths. Additionally, the shared paths will contribute another n-k equations in the best case (where all the source packets are combined into one packet for every shared path) or in worst case (n-k)*s equations. Either way, this results in n-k linearly independent equations at the receiver (because the (n-k)*s equations can be always combined at the receiver to form n-k equations where every equation includes one share from every source). Hence the field size required would be n-k+1. We note here that given the structure of the transmitted data matrix on the shared path, at a common node packet entries from different sources can be combined in an exclusive manner (no coding coefficients are required at the intermediate nodes). Hence network coding at intermediate nodes is an XOR operation and can be accomplished in F 2 .
VI. SIMULATION RESULTS
We compare the proposed scheme against the original (k,n) scheme of erasure coding. The performance improvement is demonstrated via throughput, cost of provisioning multicasts sessions and the number of sources that the proposed approach can support in different network conditions.
A.Cost of Provisioning Sessions
Since the number of disjoint trees has decreased because of sharing trees across source sessions, substantial reduction is seen in the cost of provisioning multicast sessions. To compare with erasure coding fairly, neither throughput compromise nor protection compromise is employed in this example. Cost was averaged over 50 randomly generated graphs with N = 45 with an average nodal degree equal to 24. The total number of paths supported was six (n=6) and the number of disjoint paths was four (k=4). Fig. 2(a) compares the cost of provisioning multicast sessions using the proposed approach to the erasure coding only method. Fig. 2 (b) shows the savings obtained in terms of cost by the proposed scheme over conventional erasure coding. It can be observed that as the number of sources and destinations in the network increase, the savings also increase. For s=4, the savings for the proposed scheme increases from 5% all the way up to 20% as destinations are added. This is understandable since the difference between the number of edges in the shared trees and the erasure coding's extra disjoint trees will keep increasing with increase in the number of nodes that need to be supported.
B. Throughput
The proposed approach allows for compromising throughput and protection. If the number of sources is large and cannot be supported at the requested protection and throughput, the scheme allows:
1) Reduction in throughput in order to accommodate the source (Tc), 2) Reduction in the amount of protection offered to the source (Pc), or 3) Reducing throughput and protection (Tc+Pc).
The benefits are best measured using mean throughput obtained in supporting as many sources and destinations as possible. We generated 50 random graphs with N=40 and average nodal degree of 20, and averaged the throughput over all 50 networks. To simulate real time source throughput requirements K th was randomly generated for every source such that 1≤K th ≤k. Two types of simulations are considered: a) In the first case, the number of destinations was increased and the variance in throughput was observed. This has four sources and n=5 and k=3. In the second case, the number of sources was changed. There are four destinations to which data has to be multicasted and n=6, k=4. For case (a), the results are plotted in Fig. 2(c) , and the mean throughput for the proposed scheme is shown to be better than the original erasure coding scheme. Our approach involving throughput and protection compromise performs better than all the other approaches.
For case (b), as the results plotted in Fig. 2(d) show, there is a substantial drop in throughput as the number of sources increases, and for all approaches. For the ones which involve decreasing throughput to support more sources, the mean throughput is bound to be less. The approach which performs best here is the one where only protection is compromised to support more sources. EC+NC+Pc does better than EC and EC+NC because it supports more sources than both of these approaches. It does better than EC+NC+Tc and EC+NC+PC+Tc because it does not compromise throughput to support more sources which either approaches do. As is evident from Fig. 2(d) , EC+NC+Pc always does better than the other approaches.
C. Sources supported for multicasting
While the basic scheme of EC+NC attempts to decrease the cost of provisioning the multicast sessions, other approaches like EC+ NC+ Tc try to maximize the number of sources that could be supported by considering the sources that cannot meet the required constraints of EC+NC. Since throughput compromise can be implemented for the original erasure coding too, it is interesting to see how EC and EC+NC fare with respect to supporting maximum number of sources given both are allowed to compromise their throughput.
Random network graphs with N=40 and average nodal degree is 22 were generated. The results were averaged over 50 iterations with r=3. If the number of destinations is allowed to be reduced, then both approaches would be able to support more sources. Hence the comparison is given for both cases, with and without destination reduction: a) The focus is on supporting as many sources as possible in spite of reduction in supported destinations. b) Max number of sources that can be supported such that all the destinations are still part of the scheme. For case (a), EC+NC+Tc is able to support around 10 sources when the protection n-k is 1, whereas EC+Tc is able to support only 8 sources. As the protection increases, the EC+NC+Tc supports more sources than EC+Tc. For a protection level of n-k =3, EC+NC+Tc is able to support more than 135% of what EC+Pc can support. Fig.2(e) shows these results.
For case (b), EC+ NC+ Tc is able to support an average of around 8 sources when the protection n-k is 1, whereas EC+Tc is able to support only 6 sources. This can be seen in the plot shown in Fig.2(f) .As n-k increases, the required disjointedness in the network increases and EC+NC+Tc outperforms EC+Tc since it can leverage on sharing of trees across sources in order to improve performance.
VII. CONCLUSIONS
We proposed an approach that enables packets from multiple multicast sources to be network coded and be sent to multicast destinations in multi-source, multi-sink wireless sensor networks. The approach uses the principle of erasure coding where k out of n copies are required at the receiver to be able to decode the data. The scheme therefore breaks down of any n-k paths of a source at any given time. The recovery is done by utilizing the packets obtained on the primary and shared paths of other sessions. This necessitates that the primary paths of all sources be disjoint. We also proposed a heuristic algorithm for implementing this approach.
The advantages of using our implementation include cost savings obtained by network coding packets belonging to different sources. Simulations show an average of 20% savings in bandwidth (provisioning costs). The approach is also able to support sources that cannot meet the stricter flow constraints of the basic scheme, by way of reduced throughput or protection. Therefore, certain sources can take part in the multicast sessions in spite of having lower connectivity. Network coding at the intermediate nodes is a simple XOR operation. Additionally field size for generating coded packets at the source is small. The recovery of source packets at the receiver can be instantaneous providing proactive protection to the source sessions.
