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Abstract
Using the asymptotic iteration method (AIM) we investigate the variation in the 1s energy levels
of hydrogen and helium-like static ions in fully degenerate electron gas. The semiclassical Thomas-
Fermi (TF), Shukla-Eliasson (SE) and corrected Shukla-Eliasson (cSE) models are compared. It
is remarked that these models merge into the vacuum level for hydrogen and helium-like ions in
the dilute classical electron gas regime. While in the TF model hydrogen ground state level lifts
monotonically towards the continuum limit with increase in the electron concentration, in the SE
and cSE models universal bound stabilization valley through the energy minimization occurs at
a particular electron concentration range for the hydrogen-like ion which for cSE model closely
matches the electron concentrations in typical metals. The later stabilizing mechanism appears
to be due to the interaction between plasmon excitations and the Fermi lengthscales in metallic
density regime. In the case of helium-like ions, however, no such stability mechanism is found.
The application of cSE model with electron exchange and correlation effects reveals that cSE
model qualitatively accounts for the number-density and lattice parameters of elemental metals
within the framework of free electron assumption. According to the cSE model of static charge
screening a simple metal-insulator transition criterion is defined. Current investigation may further
elucidate the underlying physical mechanisms in the formation and dielectric properties of metallic
compounds.
PACS numbers: 52.30.-q,71.10.Ca, 05.30.-d
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I. INTRODUCTION
Electrostatic and electrodynamic response of electron gas to external perturbations is
one of principal subjects in many areas of basic scientific research such as in plasmas, solid
state physics, optics, nanotechnology, plasmonics, low dimensional systems, etc. [1–7]. The
dynamic structure factor of a statistical ensemble, as a fundamental element of the linear re-
sponse theory, provides broad information on dynamic density-density correlations, inelastic
scattering of different types, resonant absorbtion, dynamic charge screening and ion stopping
power of the particle system via the fluctuation-dissipation theorem [8–11]. The dielectric
response of bound electrons has fundamental impact on almost all physical properties of
crystalline and amorphous solids from the optical to electric and thermal aspects [12, 13].
In metallic compounds and semiconductors [14, 15], however, the nearly free electron gas is
responsible for band gap formation and many outstanding characteristic electrical, optical
and magnetic properties due to quantum statistical effects. On the other hand, the static
structure factor gives vital information on the ion-ion correlation strength, elastic scattering
of electromagnetic radiation from crystalline material, and pair distribution function which
provides useful information on liquid-solid phase transitions [16]. The later is also closely
related to the static screening potential around the test charge [17–22].
The most basic theory of dielectric function and quantum static charge screening in the
free electron gas is due to the Thomas-Fermi (TF) theory. This theory uses the Fermi distri-
bution function in order to fully account for the quantum statistical effect. However, the TF
screening theory is an ikonic representation of Debye-like exponential screening effect which
is based on the single electron wavefunction. Due to neglect of the collective effects which
is caused by single electron interaction with a self consistent (Hartree) electrostatic field,
as is considered in the Lindhard’s response theory of random phase approximation (RPA)
[23, 24], the TF theory does not account for important many-body effects [25–27] such as
Friedel oscillations. However, the gradient corrected version of TF theory has been shown
to capture many essential features of the quantum dielectric response and charge screening
[28, 29]. On the other hand, recent developments in quantum kinetic and hydrodynamic
(HD) [30–33] models has provided alternative method of quantum dielectric response mea-
sure. Study of static charge screening using linearized HD model leads to overestimated
account for the quantum Bohm potential [34–36]. However, the kinetic corrected quantum
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potential term in HD model has been shown to lead to identical results to the gradient
corrected TF for the quantum static charge screening [37].
For a classical gas with increase in the temperature or number density of species the
increase in the collision frequency between different species can lead to the ionization and
plasma formation [38, 39]. The Saha criterion provides the estimate of such ionization in
given thermodynamic equilibrium [40]. In the case of quantum plasmas where the inter-
particle spacing compares to the de Broglie thermal wavelength the increase in the electron
number density is the dominant cause of pressure ionization in degenerate matter [41].
However, the electron-electron collisions are prohibited by the Pauli exclusion mechanism
in dense quantum plasmas [42] and can not contribute to the ionization. To investigate the
ionization problem in quantum plasmas it is a good practice to study the atomic energy lev-
els in the quantum electron gas in order to see the effect of electron density on the variation
of bound state with the increase in the density. There has been an increased attention to
this subject over the past few years [43–52]. Use of different numerical algorithms such as
the RayleighRitz variational approach [53] and asymptotic iteration method (AIM) [54, 55]
confirms that the energy of atomic levels when placed in extreme condition such as high
density or temperature are shifted towards the continuum limit. It is seen that more and
more bound states are lost as the number density of electrons increases until all energy levels
become unbound. Recent investigation on quantum plasmas [56] with five different screen-
ing potentials reveals a quite ramarkable behavior for newly suggested potentials by Shukla
and Eliasson (SE) and kinetic corrected Shukla-Eliasson (cSE) version. It is particularly
shown that for the cSE potential around the metallic density of electrons the 1s energy level
of hydrogen and helium move away from the continuum and become more bound. These
finding, if it is further confirmed, can suggest novel stabilization and binding mechanism for
the metallic electron concentration regime. It is however the aim of current study in order
to investigate the atomic bound states for a much wider electron concentration in order to
see if or not such major deviations from standard screening scheme is present for these new
models.
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II. STATIC CHARGE SCREENING
The most familiar and simplest static charge screening effect corresponds to the classical
Debye shielding model which gives rise to the potential around the screened charge Q = Ze
(Z being the ionization number) as ΦD = Q exp(−r/λD)/r where λD =
√
kBTe/(4πe2n0)
with Te and n0 being the screening electron fluid temperature and number density, respec-
tively. This theory relies on the Maxwell-Boltzmann distribution function which predicts
an exponential energy-density relation n(r) = n0(r) exp(eΦ/kBT ) in a thermal equilibrium.
However, as the electron gas around the impurity charge increases to the extent of critical
length-scale ΛD ≃ n−1/30 in which ΛD = h/
√
2πmekBTe is the de Broglie thermal wavelength,
the overlap of single-electron wavefunctions lead to quantum effects deviating the statistical
description of the system from standard Maxwell-Boltzmann theory. The quantum regime
starts at approximate density of n0 ≃ 1018cm−3 with the criteria of quantum coupling param-
eter being the ratio of the potential-to-kinetic energy ration approaching unity, i.e., Qc ≃ 1.
Other criteria may be given based on the Landau length ΛL = e
2/kBTe where λL ≥ d
(d ≃ n−1/30 being the average inter-particle distance) or equivalently kBTe ≤ e2/d coins the
quantum realm. Therefore, the criteria of application of quantum models to a plasma at
equilibrium state may be either d ≤ ΛL or d ≤ ΛD. The simplest quantum static screening
model for plasmas is the well-known Thomas-Fermi model which relies on the generalized
energy density relation ne(r) = n0(r)Li3/2 {− exp [(µ− eΦ) /kBTe]} /Li3/2 [− exp (µ/kBTe)]
where the polylog function Li is defined through the Fermi integrals as
Liν(−ez) = − 1
Γ(ν)
∞
∫
0
xν−1
exp(x− z) + 1dx, ν > 0, (1)
where Γ is the ordinary gamma function and µ stands for the chemical potential of the
electron gas. Note that in the fully degenerate electron gas limit, z ≫ 1, we have
limz→∞ Liν(−ez) = −zν/Γ(ν+1) and in the classical limit, z ≪ −1, we have Liν(−ez) ≈ −ez.
The full degeneracy starts when Te ≪ TF in which TF = EE/kB is the Fermi temperature
with EF = h¯
2(3π2n0)
2/3/2me being the Fermi energy. In the fully degenerate limit the
statistical description of quantum electron gas becomes completely independent of the elec-
tron fluid temperature and it only depends on the number-density of electrons in the Fermi
gas. The screening potential of Thomas-Fermi model is essentially similar to the Debye
model ΦTF = Q exp(−r/λTF )/r with the new definition of the Thomas-Fermi length as
4
λTF = 1/
√
4πe2∂ne/∂µ in which the number density is given by [37]
ne = −NLi3/2 [−exp (µ/kBTe)] . (2)
where N = 2/Λ3D. The Thomas-Fermi wavenumber for arbitrary degenerate electron gas
reads kTF = 1/λTF . In the full degeneracy limit the effect of temperature in (2) becomes in-
significant and the chemical potential equals the Fermi-energy and therefore one obtains the
Thomas-Fermi wavenumber kTF =
√
4mee2kF/π2h¯
2 in which kF =
√
2meEF/h¯ is the Fermi
wavenumber. A simple expression for the Thomas-Fermi wavenumber at zero-temperature
limit is kTF =
√
3ωp/vF where ωp =
√
4πe2n0/me and vF =
√
2EF/me are plasmon fre-
quency and electron Fermi speed, respectively.
The Thomas-Fermi screening theory is a semi-classical one which appropriately incor-
porates the quantum statistical effects to some extent. For instance, the quantum recoil
or diffraction effect due to the quantum potential is ignored in this model. The quantum
potential also known as the Bohm potential is understood to be the origin of many nonlocal
effect in dielectric response of degenerate electron gas. One appropriate alternative to the
conventional Thomas-Fermi models is the quantum kinetic theory which is based on the
Wigner-transformation. The quantum hydrodynamic [30] which is obtained from the mo-
ments of the Wigner-Poisson system [42] is the simplest yet a powerful variation among other
theories in order to investigate plasma response through the interactions of electron via con-
sistent electromagnetic potentials defined by the Maxwell equations. The gradient corrected
Thomas-Fermi model is also another equivalent alternative to the original Thomas-Fermi
model which correctly accounts for the quantum electron diffraction effect. Using the quan-
tum hydrodynamic model Shukla and Eliasson [57] for the first time calculated the dielectric
function and the static charge screening potential in a completely degenerate electron gas
Φ(r) =
Q
2π2
∫
k
exp(ik · r)dk
k2ε(k, 0)
, (3)
where ε(k, 0) is the static longitudinal dielectric response of electron gas and
ε(k, 0) = 1 +
ω2p
k2v2F/3 + h¯
2k4/4m2e
, (4)
where the electron exchange and correlation and effective mass contributions has been ig-
nored for simplicity by setting vXC = 0 and m
∗ = me. They obtained the simple analytic
expression for screening potential of cosine-sine-exponential form as follows
ΦSE(r) =
Q exp(−ASEr)
r
[cos(BSEr) + bSE sin(BSEr)] , (5)
5
where the potential parameters are given as
ASE = kTF
√√
4αSE + 1√
4αSE
, BSE = kTF
√√
4αSE − 1√
4αSE
, bSE =
1√
4αSE − 1
. (6)
The parameter of the potential αSE = 3h¯
2ω2p/(4m
2
ev
4
F ) is critical to the shape of the screening
potential which can be either monotonic when αSE < 1/4 or oscillatory when αSE > 1/4.
Note also that the single potential (19) with the given parameters in (6) is valid for both
potential forms of monotonic and oscillatory. Because of discrepancy between the above
result and the density functional theory (DFT) simulations an intense debate has gone on
the validity of the hydrodynamic or DFT theories [57–62]. This is because the SE potential
gives rise to the Lennard-Jones type attractive potential around the screened ion for a wide
range of the electron number density which is well above the metallic density regime. The
latter phenomenon leads to significant consequences for the inertial confinement scheme at
superdense plasma regime and warm dense matter (WDM) [63].
On the other hand, using the Lindhard theory of dielectric response based on RPA and
quantum kinetic theory in the zero temperature electron gas limit the dielectric function with
corrected α-parameter for hydrodynamic formulation has been recently obtained which leads
to the correct form of screening potential in the low phase speed limit of excitations [35]
ΦcSE(r) =
Q exp(−AcSEr)
r
[cos(BcSEr) + bcSE sin(BcSEr)] , (7)
with the potential parameters given as
AcSE = kTF
√√
4αcSE + 1√
4αcSE
, BcSE = kTF
√√
4αcSE − 1√
4αcSE
, bcSE =
1√
4αcSE − 1
. (8)
The correction applies only to the parameter, α, leading to the expression αcSE =
h¯2ω2p/(4m
2
ev
4
F ). However, the mathematical structure of screening potentials (19) and (7)
may be further simplified as
Φ(r) =
Z exp(−AΓr)
r
[cos(BΓr) + bΓ sin(BΓr)] . (9)
with the potential parameters given as
AΓ =
kTF
k0
√
Γ + 1
Γ
, BΓ =
kTF
k0
√
Γ− 1
Γ
, bΓ =
1√
Γ2 − 1 . (10)
where ΓcSE = Ep/2EF with Ep = h¯ωp being the plasmon energy and ΓSE =
√
3ΓcSE. Note
that the potential (9) is normalized in Rydberg energy unit with r being scaled to the
6
n0(cm
-3)  cSE   SE  cSE  SE AcSE ASE BcSE BSE bcSE bSE
2. × 1016 23.8758 71.6275 9.77258 16.9266 0.0252633 0.0188156 0.0227979 0.017735 0.102867 0.0591819
4. × 1016 18.9503 56.8508 8.70638 15.0799 0.0302136 0.022452 0.0269215 0.0210094 0.115623 0.0664597
6. × 1016 16.5546 49.6638 8.13747 14.0945 0.0335571 0.0249012 0.0296581 0.0231929 0.123827 0.0711289
8. × 1016 15.0408 45.1225 7.7565 13.4347 0.0361562 0.0268016 0.0317598 0.0248756 0.130009 0.0746414
2. × 1017 11.0822 33.2466 6.65798 11.532 0.0458903 0.0338932 0.0394453 0.0310712 0.151919 0.0870434
4. × 1017 8.79594 26.3878 5.93159 10.2738 0.0550077 0.0405025 0.0463982 0.0367347 0.171037 0.0977992
6. × 1017 7.68396 23.0519 5.54399 9.60247 0.0611823 0.0449622 0.0509827 0.0405 0.183383 0.104709
8. × 1017 6.98134 20.944 5.28445 9.15293 0.0659909 0.0484268 0.0544876 0.0433957 0.192717 0.109913
2. × 1018 5.1439 15.4317 4.53603 7.85664 0.0840614 0.0613863 0.0671824 0.0540123 0.226018 0.128325
4. × 1018 4.08271 12.2481 4.04114 6.99947 0.101066 0.0735039 0.0784981 0.0636556 0.255398 0.144349
6. × 1018 3.56658 10.6997 3.77708 6.54209 0.112621 0.0817002 0.0858681 0.0700348 0.274552 0.154674
8. × 1018 3.24045 9.72135 3.60025 6.23582 0.12164 0.0880779 0.0914517 0.0749231 0.289136 0.162467
2. × 1019 2.38758 7.16275 3.09036 5.35266 0.155672 0.112008 0.111286 0.0927145 0.341986 0.190171
4. × 1019 1.89503 5.68508 2.7532 4.76868 0.187878 0.134478 0.128407 0.108695 0.389837 0.21447
6. × 1019 1.65546 4.96638 2.57329 4.45707 0.209848 0.149724 0.139244 0.119169 0.421756 0.230232
8. × 1019 1.50408 4.51225 2.45282 4.24841 0.227041 0.161611 0.147273 0.127143 0.446485 0.242187
2. × 1020 1.10822 3.32466 2.10544 3.64673 0.292231 0.206384 0.174354 0.155761 0.539723 0.285149
4. × 1020 0.879594 2.63878 1.87573 3.24887 0.354309 0.248647 0.195521 0.180896 0.630144 0.323506
6. × 1020 0.768396 2.30519 1.75316 3.03657 0.396845 0.277428 0.207563 0.197058 0.694447 0.348774
8. × 1020 0.698134 2.0944 1.67109 2.89441 0.430224 0.299924 0.215646 0.209183 0.746906 0.368165
2. × 1021 0.51439 1.54317 1.43442 2.48449 0.557436 0.38504 0.235479 0.251319 0.972407 0.439686
4. × 1021 0.408271 1.22481 1.27792 2.21343 0.679376 0.465869 0.237302 0.286277 1.25681 0.506418
6. × 1021 0.356658 1.06997 1.19442 2.06879 0.763304 0.521148 0.227198 0.307555 1.53099 0.552167
8. × 1021 0.324045 0.972135 1.1385 1.97194 0.829351 0.564473 0.211061 0.322807 1.83748 0.588384
2. × 1022 0.238758 0.716275 0.977258 1.69266 1.08234 0.729224 0. + 0.116076 ⅈ 0.369854 0. - 4.71582 ⅈ 0.732232
4. × 1022 0.189503 0.568508 0.870638 1.50799 1.32638 0.886699 0. + 0.3488 ⅈ 0.399062 0. - 2.03283 ⅈ 0.885951
6. × 1022 0.165546 0.496638 0.813747 1.40945 1.49506 0.994877 0. + 0.479097 ⅈ 0.41012 0. - 1.72052 ⅈ 1.00679
8. × 1022 0.150408 0.451225 0.77565 1.34347 1.62816 1.07991 0. + 0.578735 ⅈ 0.413427 0. - 1.58438 ⅈ 1.11462
2. × 1023 0.110822 0.332466 0.665798 1.1532 2.1403 1.4049 0. + 0.958668 ⅈ 0.374738 0. - 1.34025 ⅈ 1.74114
4. × 1023 0.0879594 0.263878 0.593159 1.02738 2.63716 1.71757 0. + 1.33266 ⅈ 0.199606 0. - 1.2421 ⅈ 4.24429
6. × 1023 0.0768396 0.230519 0.554399 0.960247 2.98185 1.9333 0. + 1.59653 ⅈ 0. + 0.275313 ⅈ 0. - 1.20156 ⅈ 0. - 3.5823 ⅈ
8. × 1023 0.0698134 0.20944 0.528445 0.915293 3.25443 2.10333 0. + 1.80766 ⅈ 0. + 0.442334 ⅈ 0. - 1.1779 ⅈ 0. - 2.48269 ⅈ
2. × 1024 0.051439 0.154317 0.453603 0.785664 4.30745 2.75636 0. + 2.6409 ⅈ 0. + 0.954959 ⅈ 0. - 1.12208 ⅈ 0. - 1.61641 ⅈ
4. × 1024 0.0408271 0.122481 0.404114 0.699947 5.33386 3.38842 0. + 3.47474 ⅈ 0. + 1.42357 ⅈ 0. - 1.09324 ⅈ 0. - 1.40018 ⅈ
6. × 1024 0.0356658 0.106997 0.377708 0.654209 6.04806 3.82624 0. + 4.06476 ⅈ 0. + 1.74938 ⅈ 0. - 1.08 ⅈ 0. - 1.3222 ⅈ
8. × 1024 0.0324045 0.0972135 0.360025 0.623582 6.6139 4.17216 0. + 4.53697 ⅈ 0. + 2.0089 ⅈ 0. - 1.07188 ⅈ 0. - 1.27917 ⅈ
2. × 1025 0.0238758 0.0716275 0.309036 0.535266 8.80656 5.50633 0. + 6.39821 ⅈ 0. + 3.02951 ⅈ 0. - 1.05147 ⅈ 0. - 1.18388 ⅈ
4. × 1025 0.0189503 0.0568508 0.27532 0.476868 10.9518 6.80431 0. + 8.25557 ⅈ 0. + 4.04966 ⅈ 0. - 1.0402 ⅈ 0. - 1.13769 ⅈ
6. × 1025 0.0165546 0.0496638 0.257329 0.445707 12.4479 7.70638 0. + 9.56686 ⅈ 0. + 4.77178 ⅈ 0. - 1.03485 ⅈ 0. - 1.1171 ⅈ
8. × 1025 0.0150408 0.0451225 0.245282 0.424841 13.6349 8.42054 0. + 10.6147 ⅈ 0. + 5.34996 ⅈ 0. - 1.03151 ⅈ 0. - 1.10465 ⅈ
2. × 1026 0.0110822 0.0332466 0.210544 0.364673 18.2454 11.1845 0. + 14.7342 ⅈ 0. + 7.63136 ⅈ 0. - 1.02293 ⅈ 0. - 1.07396 ⅈ
FIG. 1: Different parameters for the screening potential in the SE and cSE models for a wide range of electron number density values.
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Bohr radius rB = h¯
2/mee
2 and k0 = 1/rB. The critical screening (Γ = 1) in cSE-model
[18], corresponds to the point where plasmon energy becomes twice the Fermi energy, or
equivalently, when the plasmon wavenumber equals
√
2 times the Fermi-wavenumber. This
is the point where the screening potential turns from monotonic to oscillatory and viceversa.
The critical screening in the cSE model corresponds to the electron number density of
n0 ≃ 64/(81π5r3B) = 1.74×1022cm−3 beyond which the potential becomes oscillatory. In the
SE-model the critical point coincides with the electron number density of n0 ≃ 4.7×1023cm−3
which is almost one order of magnitude larger. The potential parameters of SE and cSE
model are compared in Table 1 (Fig. 1) for a wide range of electron number density.
Figure 2 shows the variation of potential parameters for the SE and cSE screening models.
Figure 2(a) depicts the variations in α parameters. The critical point is indicated by a
horizontal line at α = 1/4. It is seen that for the whole range of electron density the
corresponding parameter for SE model is larger than that of the cSE and intersects the
critical value at larger electron number density. Moreover, Fig. 2(b) shows the parameter
Γ for these screening models in a logarithmic scale. It is clearly remarked that the gamma
parameter meets the critical value for SE model at larger electron density than for the cSE
model. Figure 2(c) shows the variations in the screening wavenumbers A in both models.
It is clear that the screening length of the cSE model is quite smaller compared to the SE
model for the whole range of electron number density. For both models it decreases with
increase of the number density, as expected. The bound potential of the cSE model is shown
in Fig. 2(d) for over-critical, critical and under-critical electron density values. The lowest
potential corresponds to the isolated hydrogen bound potential. The 1s bound state of the
potential is −13.6eV. However as the hydrogen-like ion is introduced in a dense electron
fluid the bound potential shrinks repelling the bound levels towards the continuum limit.
The effect of exchange and correlations which is electron-electron interactions are not
included in the standard RPA dielectric function of Lindhard which has been used to obtain
the cSE quantum screening potential. However, in order to include these important effects on
the dielectric response which play fundamental role on the physical properties of metals we
follow the linearized hydrodynamics treated in Ref. [57]. The exchange-correlation potential
may be written as
VXC(n0) = 0.985e
2n
1/3
0
[
1 +
0.034
rBn
1/3
0
ln
(
1 + 18.37rBn
1/3
0
)]
. (11)
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FIG. 2: Variations of the potential parameters for charge screening in SE and cSE models. The
horizontal line in plots (a) and (b) indicate the critical screening values for potential parameters.
For the cSE model which includes the electron exchange and correlation effects we find the
potential parameters as
AXC =
kTF
k0
√
ΓXC + 1
ΓXC
, BXC =
kTF
k0
√
ΓXC − 1
ΓXC
, bXC =
1√
Γ2XC − 1
, (12)
where the generalized screening parameter in the cSE model including exchange-correlation
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FIG. 3: The variation of 1s energy level of hydrogen-like ion immersed in an electron fluid with
different electron number density in a logarithmic scale in three different screening models, namely,
the TF, SE, and cSE models.
effects reads
ΓXC =
Ep
2(EF + EXC)
, EXC =
1
2
mev
2
XC , vXC =
√√√√0.328e2n1/30
2me
(
1 +
0.62
1 + 18.36rBn
1/3
0
)
.
(13)
III. ENERGY EIGENVALUES FOR TF, SE AND CSE MODELS
The asymptotic iteration method (AIM), as a powerful method of solving the second-
order differential equations, first has been used by Ciftci et al. [54, 55] in order to obtain
the energy eigenvalue problem. The Schro¨dinger equation with different potential profiles
has been used with this method to calculate the energy eigenvalues for in a rather simple
iterative procedure. The results of calculation by AIM has been confirmed by comparison
with other algorithms such as the Ritz variation method. The simple description of the AIM
10
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FIG. 4: The variation of 1s energy level of helium-like ion immersed in an electron fluid with
different electron number density in a logarithmic scale in three different screening models, namely,
the TF, SE and cSE model.
method follows here. Consider the following general second-order homogenous differential
equation
y′′n(r) = λ0(r) y
′
n(r) + s0(r) yn(r), (14)
with λ0(r) 6= 0 and the functions λ0(r) and s0(r) are being sufficiently differentiable with
the prime sign denoting the derivative with respect to r. The equation (21) has a general
solution given as
yn(r) = exp
(
−
∫ r
0
α(r1)dr1
)[
C2 + C1
∫ r
0
exp
(∫ r1
0
[λ0(r2) + 2α(r2)] dr2
)
dr1
]
. (15)
Then, for sufficiently large n, the fractional function limit is obtained
sj(r)
λj(r)
=
sj+1(r)
λj+1(r)
= α(r), (16)
11
n0(cm
-3) αcSE αcSE+XC ΓcSE ΓcSE+XC AcSE AcSE+XC BcSE BcSE+XC bcSE bcSE+XC
2. × 1016 23.8758 0.491139 9.77258 1.40163 0.0252633 0.0831688 0.0227979 0.034011 0.102867 1.01821
4. × 1016 18.9503 0.595665 8.70638 1.54359 0.0302136 0.0872376 0.0269215 0.0403288 0.115623 0.850437
6. × 1016 16.5546 0.664145 8.13747 1.6299 0.0335571 0.0898811 0.0296581 0.0439881 0.123827 0.776951
8. × 1016 15.0408 0.715983 7.7565 1.69232 0.0361562 0.0918893 0.0317598 0.0465966 0.130009 0.732462
2. × 1017 11.0822 0.897767 6.65798 1.89501 0.0458903 0.0991334 0.0394453 0.05512 0.151919 0.621242
4. × 1017 8.79594 1.0489 5.93159 2.04831 0.0550077 0.105636 0.0463982 0.061948 0.171037 0.559403
6. × 1017 7.68396 1.14051 5.54399 2.13589 0.0611823 0.109933 0.0509827 0.0661632 0.183383 0.529847
8. × 1017 6.98134 1.20598 5.28445 2.19634 0.0659909 0.113234 0.0544876 0.0692752 0.192717 0.511383
2. × 1018 5.1439 1.40898 4.53603 2.37401 0.0840614 0.12539 0.0671824 0.0800177 0.226018 0.464443
4. × 1018 4.08271 1.54563 4.04114 2.48647 0.101066 0.136601 0.0784981 0.0891949 0.255398 0.439268
6. × 1018 3.56658 1.61361 3.77708 2.54056 0.112621 0.144145 0.0858681 0.0950832 0.274552 0.428179
8. × 1018 3.24045 1.6549 3.60025 2.57286 0.12164 0.150006 0.0914517 0.0995281 0.289136 0.421839
2. × 1019 2.38758 1.73936 3.09036 2.6377 0.155672 0.172 0.111286 0.115407 0.341986 0.409704
4. × 1019 1.89503 1.74859 2.7532 2.64469 0.187878 0.192738 0.128407 0.129473 0.389837 0.40844
6. × 1019 1.65546 1.73102 2.57329 2.63137 0.209848 0.206878 0.139244 0.138661 0.421756 0.410856
8. × 1019 1.50408 1.70855 2.45282 2.61423 0.227041 0.217945 0.147273 0.145654 0.446485 0.414008
2. × 1020 1.10822 1.58735 2.10544 2.5198 0.292231 0.259956 0.174354 0.170818 0.539723 0.432362
4. × 1020 0.879594 1.45584 1.87573 2.41317 0.354309 0.300034 0.195521 0.193058 0.630144 0.455328
6. × 1020 0.768396 1.36832 1.75316 2.3395 0.396845 0.327525 0.207563 0.207432 0.694447 0.472811
8. × 1020 0.698134 1.30319 1.67109 2.28315 0.430224 0.349109 0.215646 0.21825 0.746906 0.48721
2. × 1021 0.51439 1.0893 1.43442 2.08739 0.557436 0.431386 0.235479 0.256013 0.972407 0.545774
4. × 1021 0.408271 0.931193 1.27792 1.92997 0.679376 0.510184 0.237302 0.287428 1.25681 0.605808
6. × 1021 0.356658 0.843498 1.19442 1.83684 0.763304 0.564338 0.227198 0.306509 1.53099 0.649023
8. × 1021 0.324045 0.784111 1.1385 1.771 0.829351 0.606899 0.211061 0.320129 1.83748 0.684155
2. × 1022 0.238758 0.613157 0.977258 1.56609 1.08234 0.769414 0. + 0.116076 ⅈ 0.361381 0. - 4.71582 ⅈ 0.829703
4. × 1022 0.189503 0.503434 0.870638 1.41906 1.32638 0.92541 0. + 0.3488 ⅈ 0.385167 0. - 2.03283 ⅈ 0.993203
6. × 1022 0.165546 0.447004 0.813747 1.33717 1.49506 1.03281 0. + 0.479097 ⅈ 0.392281 0. - 1.72052 ⅈ 1.1265
8. × 1022 0.150408 0.41029 0.77565 1.28108 1.62816 1.11732 0. + 0.578735 ⅈ 0.392212 0. - 1.58438 ⅈ 1.24887
2. × 1023 0.110822 0.310345 0.665798 1.11417 2.1403 1.44087 0. + 0.958668 ⅈ 0.334839 0. - 1.34025 ⅈ 2.03539
4. × 1023 0.0879594 0.250005 0.593159 1.00001 2.63716 1.75263 0. + 1.33266 ⅈ 0.00372838 0. - 1.2421 ⅈ 235.038
6. × 1023 0.0768396 0.219959 0.554399 0.937997 2.98185 1.9679 0. + 1.59653 ⅈ 0. + 0.351992 ⅈ 0. - 1.20156 ⅈ 0. - 2.8848 ⅈ
8. × 1023 0.0698134 0.20074 0.528445 0.896081 3.25443 2.13762 0. + 1.80766 ⅈ 0. + 0.500439 ⅈ 0. - 1.1779 ⅈ 0. - 2.2528 ⅈ
2. × 1024 0.051439 0.14962 0.453603 0.773616 4.30745 2.78983 0. + 2.6409 ⅈ 0. + 0.996715 ⅈ 0. - 1.12208 ⅈ 0. - 1.57815 ⅈ
4. × 1024 0.0408271 0.119534 0.404114 0.691474 5.33386 3.42139 0. + 3.47474 ⅈ 0. + 1.46122 ⅈ 0. - 1.09324 ⅈ 0. - 1.38427 ⅈ
6. × 1024 0.0356658 0.104753 0.377708 0.64731 6.04806 3.85895 0. + 4.06476 ⅈ 0. + 1.78557 ⅈ 0. - 1.08 ⅈ 0. - 1.31195 ⅈ
8. × 1024 0.0324045 0.095363 0.360025 0.617618 6.6139 4.2047 0. + 4.53697 ⅈ 0. + 2.04431 ⅈ 0. - 1.07188 ⅈ 0. - 1.27149 ⅈ
2. × 1025 0.0238758 0.0706265 0.309036 0.531513 8.80656 5.53843 0. + 6.39821 ⅈ 0. + 3.0632 ⅈ 0. - 1.05147 ⅈ 0. - 1.18057 ⅈ
4. × 1025 0.0189503 0.0562216 0.27532 0.474222 10.9518 6.83615 0. + 8.25557 ⅈ 0. + 4.08255 ⅈ 0. - 1.0402 ⅈ 0. - 1.13584 ⅈ
6. × 1025 0.0165546 0.0491842 0.257329 0.44355 12.4479 7.73809 0. + 9.56686 ⅈ 0. + 4.80431 ⅈ 0. - 1.03485 ⅈ 0. - 1.11576 ⅈ
8. × 1025 0.0150408 0.0447269 0.245282 0.422975 13.6349 8.45216 0. + 10.6147 ⅈ 0. + 5.38228 ⅈ 0. - 1.03151 ⅈ 0. - 1.10358 ⅈ
2. × 1026 0.0110822 0.0330322 0.210544 0.363495 18.2454 11.2159 0. + 14.7342 ⅈ 0. + 7.66318 ⅈ 0. - 1.02293 ⅈ 0. - 1.07343 ⅈ
FIG. 5: Different parameters for the screening potential in the cSE models with and without exchange effect for a wide range of electron
number density values.
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in which λ0(r) and s0(r) follow recursion relations
λj(r) = λ
′
j−1(r) + sj−1(r) + λ0(r)λj−1(r), (17a)
sj(r) = s
′
j−1(r) + s0(r)λj−1(r). (17b)
By definition the following quantization condition leads to the energy eigenvalues
δj(r) = λj+1(r)sj(r)− λj(r)sj+1(r) = 0, (18)
where j denotes the iteration number. The radial Schrdinger equation may be transformed
into the form (21) for a desired potential function leading to the functional forms λ0(r) and
s0(r) and the recurrence relations (17) are used to calculate the consequent iterated func-
tions. The energy eigenvalues are then obtained from the roots of (18) with the consequent
principal quantization numbers n being obtained iteratively from.
The separated radial part of the Schro¨dinger equation may be simplified for eigenfunctions
which are related to the wavefunction by Pnℓ(r) = rΨnℓ(r), as[
− h¯
2
2m
(
d2
dr2
− ℓ(ℓ+ 1)
r2
)
− V (r)
]
Pnℓ(r) = ǫn ℓ Pnℓ(r), (19)
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FIG. 7: The variation of 1s energy level of static hydrogen-like ion in a fully degenerate electron
gas for different electron number density in a logarithmic scale in the cSE model with and without
exchange effect.
in which n, ℓ are the principal and orbital quantum numbers and V (r) is the ambient
electrostatic potential. The transformed wavefunction is taken as the general form of
Pnℓ(r) = r
ℓ+1e−κrf(r) in which f(r) denotes an arbitrary function of radial coordinate.
The Eq. (19) may be normalized in electronvolts units with the radial parameter being
normalized to the Bohr radius as follows
P ′′nℓ(r) +
[
ǫnℓ
13.6
− l (ℓ+ 1)
r2
− 2V (r)
]
Pnℓ(r) = 0. (20)
The characteristic functions f(r) satisfies the following equation
f ′′(r) = λ0(r) f
′(r) + s0(r) f(r), (21)
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with the coefficients given as
λ0(r) = 2
(
κ− ℓ+ 1
r
)
, (22a)
s0(r) =
κ(ℓ+ 1)
r
− κ2 − ǫnℓ
13.6
+ 2V (r). (22b)
The calculation of the energy eigenvalues is possible by the quantization condition, i.e., (18)
and V (r) = −Φ(r) defined already for TF, SE and cSE models. While the variables ǫnℓ
and r both appear in each iteration, by considering the condition δj(r) = 0 the calculated
eigenvalues should be independent from the choice of r. The choice of r can be critical for
speed of convergence but it also should minimized the potential or equivalently maximized
the wave function [64]. Therefore, the best choices can be r = (ℓ+1)/κ. In our calculations
we used the value of κ = 0.6 for all values of energy with ℓ = 0.
IV. NUMERICAL ANALYSIS AND DISCUSSION
Figure 3 shows the 1s energy level of singly ionized hydrogen-like ion in the electron fluid
environment for a wide range of electron number density. Although the used models are
based on the complete degeneracy assumption which limits the application of the theory
for the classical density region, however, the whole range of density is used for a clear
comparison only. The nonrelativistic completely degenerate region starts approximately
from n0 ≃ 1020cm−3 up to n0 ≃ 1024cm−3. It is evident that the 1s energy level for an
isolated hydrogen ion in all models approaches the expected value of ǫ10 = −13.6eV. It
is also remarked that as the electron density increases initially the level lifts up towards
the continuum limit which is also as expected based on the charge screening theory. Note
that the increase in the electron number density leads to decrease/increase in the screening
length/wavenumber. This consequently gives rise to the weakening of the bond strength of
attached electrons and eventually a pressure ionization of neutral atoms take place beyond a
critical electron density. It is therefore expected that the hydrogen ion loses its bound energy
levels as the electron density is increased. Therefore the monotonic increase in the 1s level for
all three models is indeed physical. However, this increase in more rapid for Thomas-Fermi
model as compared to two others. The SE and cSE models show remarkable shift of 1s energy
level at a critical density which coincides with that for metallic elements and are completely
different from the semiclassical Thomas-Fermi model of screening. In the Thomas-Fermi
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model by increase of the electron density 1s energy level increases monotonically up to the
final density of n0 ≃ 1021cm−3 a point where the 1s level becomes unbound. However, in cSE
and SE models the is level increases up to a maximum value beyond which further increase
in electron density leads to decrease of 1s level and after reaching a minimum value it lifts
again. The values of number density corresponding to these maximum and minimum in cSE
model are respectively n0 ≃ 4.45×1021cm−3 and n0 ≃ 1.28×1023cm−3. The 1s level becomes
unbound in the cSE model at the density of n0 ≃ 7.54× 1023cm−3. Moreover, the values of
number density corresponding to the maximum and minimum in SE model are respectively
n0 ≃ 4.1×1022cm−3 and n0 ≃ 6.12×1024cm−3. Also, the level becomes completely unbound
in the SE model at the number density of n0 ≃ 2.04 × 1025cm−3. Recent calculation based
on the Ritz variational method, implemented for smaller range of electron concentration,
does not provide a complete picture for features of SE and cSE potentials and gives rise
to totaly different results for 1s energies of hydrogen and helium ions from ours [56]. The
decrease range of 1s energy level of hydrogen-like ion may be attributed to some underlying
stabilization mechanism for bound ionic states. Particularly, this stabilizing density range
in the cSE model coincides exactly with the metallic bond regime. The stabilization of this
type may be due to the interaction of plasmon and Fermi spheres of metallic compounds.
However, for SE screening model the density range extends beyond the typical metallic
electron density.
Figure 4 shows the 1s energy level corresponding to the bound states of helium-like ion
(Z = 2) for cSE, SE and TF models. It is interesting that for doubly ionized atom the
stabilization mechanism which was found for hydrogen-like ions does not take place. This is
contrary to findings of the recent literature based on the variational approach [56]. However,
for the SE model a deflection around the electron density of n0 ≃ 1024cm−3 takes place which
leads to a shift of unbound density to higher values compared to the two other models. It
is remarked that for isolated in the 1s level has an expected energy of ǫ10 ≃ −54.4eV. With
increase in the electron density a monotonic increase in 1s level up to a final density is
predicted by both TF, SE and cSE models. The density corresponding the points where the
helium 1s level becomes completely unbound in TF, SE and cSE models are, respectively,
n0 ≃ 1022cm−3, n0 ≃ 6.31× 1024cm−3 and n0 ≃ 1023cm−3.
In Table. 2 (Fig. 5) we have shown the parameters corresponding to cSE model with and
without the electron exchange and correlation effects for a wide range of electron number
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density. It is remarked that α and Γ parameters are significantly affected by these effects and
the changes are more pronounced at lower electron density. The variation of the fundamental
potential parameter, Γ, is shown in Fig. 6(a) with respect to the electron number density
in cSE model with and without the exchange-correlation effects. It is remarked that this
parameter in the presence of exchange-correlation effects crosses twice the critical value
Γ = 1 at electron concentrations n0 ≃ 2.08× 1015cm−3 and n0 ≃ 4× 1023cm−3, respectively.
This indicates that the screening potential becomes oscillatory in this electron concentration
range. Beyond this range, however, it becomes monotonic. The oscillatory potential is known
to lead to oscillatory density variations around the screened impurity charge in metals known
as the Frieldel oscillations. In the cSE model the condition Ep < 2EF (n0 ≃ 1.74×1023cm−3)
requires the oscillatory shape of screening potential. However, in the generalized model with
exchange correlation the condition becomes Ep > 2(EF+EXC) with the upper density bound
significantly increased to the electron number density of n0 ≃ 4× 1023cm−3. Moreover, Fig.
6(b) shows a comparison of the screening parameter A in the cSE model with and without
exchange-correlation effects. It is evident that this parameter is greatly effected by these
effect. It is remarked that the exchange-correlation effects lead to sharp increase in the
screening length over the whole range of electron density but more pronounced in the low
electron concentration regime.
Figure 7 depicts the 1s energy level of screened hydrogen-like ion in the cSE model with
and without electron exchange-correlation effects. It is evident that exchange-correlation
effect alters the energy level variation at lower electron concentration. However, these effect
does not alter significantly the stabilization density range. In the presence of the exchange-
correlation effects the stabilization takes place in density range from n0 ≃ 3.69×1021cm−3 to
n0 ≃ 1.32×1023cm−3 which is slightly lower compared to that without exchange-correlation
effects. In the presence of exchange and correlation effects the 1s level becomes unbound
in slightly higher electron concentration of n0 ≃ 8.91 × 1023cm−3. A comparison with real
data for concentration of electron in metals [12] one is convinced that all metallic elements
ranging from cesium with the lowest concentration n0 ≃ 0.9 × 1022cm−3 to beryllium with
the highest electron concentration n0 ≃ 1.2× 1023cm−3 including transition metals reside in
the stable range between the maximum and minimum in Fig. 7. It is interesting to note that
metals closest to the minimum is the minimum which is beryllium is the strongest elemental
metal with the shortest lattice spacing of 2.22 angstrom and the furthest one being cesium is
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the weakest metal with largest lattice spacing of 5.235 angstrom among all metallic elements.
It is remarkable to find that transition metals known to be strong metallic elements have
relatively higher electron concentrations with the nickel being the strongest transition metal
having the highest electron concentration of n0 ≃ 9.14× 1022cm−3 and a lattice parameter
2.49 angstrom slightly higher than that for beryllium. According to the generalized cSE
model the electron concentration corresponding to the turning point of 1s energy level of
hydrogen ion at n0 ≃ 4.45 × 1021cm−3 (rs ≃ 7.13) is where a first-order insulator-to-metal
transition takes place.
V. CONCLUSION
We used the asymptotic iteration method to calculate the first energy level of hydrogen
and helium-like ions in a degenerate electron gas. Based on three different screening models,
namely, the Thomas-Fermi (TF), Shukla-Eliasson (SE) and corrected Shukla-Eliasson (cSE)
the variation of the 1s level with the change in the electron number density was compared and
remarkable differences and similarities between the first and later two models were coined.
The original Thomas-Fermi model predicts a monotonic increase in the 1s level of both
hydrogen and helium-like ions as the electron concentration is increased. However, in SE
and cSE models of screening the 1s level of hydrogen ion first increases then passes through
a maximum and then a minimum and then increases towards the continuum limit. The
existence of the corresponding sudden decrease in energy level with increase in the electron
concentration which occurs for the exact metallic electron concentration for the cSE model
was attributed to a stabilization mechanism which takes place due to the interaction between
the plasmon and Fermi energies. In the case of helium-like ions no stabilization of this kind
was found. The effect of electron exchange and correlations on variation of 1s energy level of
hydrogen-like ion was investigated and has been found that no significant the exchange and
correlation have no significant effect on the stable density range. Finally, a simple criterion
for metal-insulator transition in the cSE quantum charge screening model is given.
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