Parametric uncertainties are encountered in the simulations of many physical systems, and may be reduced by an inverse modeling procedure that calibrates the simulation results to observations on the real system being simulated. Following Bayes' rule, a general approach for inverse modeling problems is to sample from the posterior distribution of the uncertain model parameters given the observations. However, the large number of repetitive forward simulations required in the sampling process could pose a prohibitive computational burden. This difficulty is particularly challenging when the posterior is multimodal. We present in this paper an adaptive importance sampling algorithm to tackle these challenges. Two essential ingredients of the algorithm are: 1) a Gaussian mixture (GM) model adaptively constructed as the proposal distribution to approximate the possibly multimodal target posterior, and 2) a mixture of polynomial chaos (PC) expansions, built according to the GM proposal, as a surrogate model to alleviate the computational burden caused by computational-demanding forward model evaluations. In three illustrative examples, the proposed adaptive importance sampling algorithm demonstrates its capabilities of automatically finding a GM proposal with an appropriate number of modes for the specific problem under study, and obtaining a sample accurately and efficiently representing the posterior with limited number of forward simulations.
Introduction
Accurate simulations of physical systems using numerical models rely on model parameter values that correctly characterize the system being modeled. However, in many applications, the model parameters are subject to uncertainties, due to the lack of prior knowledge and the difficulty in direct measurement of the parameters. One path to parametric uncertainty reduction is to calibrate the simulation results to available observations on the corresponding quantities of the real system, which poses an inverse modeling problem, i.e., estimation of model input (parameters) from model output (simulation results).
Inverse problems usually have non-unique solutions, i.e., there exist different combinations of parameter values that all lead to simulation results matching observations. In such a situation, a regularization criterion may be used to identify a most favored solution. However, there is no guarantee that this solution reflects reality. In fact non-unique solutions indicate that the uncertainty of model parameters cannot be eliminated by the observations. A better treatment for such ill-posed inverse problems is to formulate them within the Bayesian framework, in which we compute the posterior distribution that represents the multiple solutions and quantifies the remaining parametric uncertainties [1, 2] .
By Bayes' rule the posterior distribution is proportional to the product of the prior distribution, which represents the original parametric uncertainty, and the likelihood function, which conveys the information gained from the observations. But in practice, the posterior cannot be analytically derived except for a few simple situations. Instead, the posterior can only be approximated with some numerical approaches. A straightforward approach is to draw a sample of points from the posterior distribution, using a sampling algorithm such as importance sampling or Markov chain Monte Carlo (MCMC). Such algorithms involve two steps to obtain the desired sample points: proposal and correction. In the proposal step, parameter points are randomly generated from a proposal distribution, which may be biased from the target posterior but is easy to sample from. The proposal points are then adjusted in the correction step to represent the target posterior distribution.
One difficulty commonly encountered in the implementation of sampling algorithms is the selection of an appropriate proposal distribution. A common choice for the proposal is the prior distribution. However, in many Bayesian inversion problems, the posterior distribution concentrates only on a small fraction of the region covered by the prior distribution. As a result, most of the proposed points except a few would miss the target, and hence be eliminated from the final sample. This phenomenon, known as sample degeneracy, results in a poor representation of the posterior. Ideally, we prefer a proposal distribution that is close to the target. But this is not trivial because the target distribution itself is unknown in the context of a Bayesian inversion problem. One means to deal with this issue is to construct the proposal such that it gradually approaches the target posterior in an adaptive fashion [3] [4] [5] .
In the correction step, the posterior distribution needs to be evaluated (up to a constant proportionality) at the proposed points, which usually requires a forward model simulation at each point. This poses another major difficulty when the forward model is computationally expensive to solve, which is often the case for real applications. The computational cost for repetitive model simulations could be prohibitively high for the sampling algorithm to be implemented. A straightforward idea to reduce the computational cost in the sampling process is to replace the original forward model with a surrogate, i.e., a computationally inexpensive approximation of the input-output mapping governed by the original forward model. Examples of surrogate models used in solving inverse problems include Gaussian process [6, 7] , radial basis functions interpolation [8] , and neural networks [9] . Among different types of surrogate models, the stochastic spectral representation, known as polynomial chaos (PC) expansion [10] , has been shown to be very efficient in both forward uncertainty propagation [11] [12] [13] and inverse modeling problems [14, 15] . Furthermore, a PC surrogate could be adaptively built for a specific inverse problem so that the necessary approximation accuracy is achieved with relatively small computational effort [16, 5] . Generally, the accuracy of a surrogate may be adaptively improved either globally (e.g., increasing the order of PC expansion) or locally (e.g., refinement of the surrogate adaptively at some important regions) in the parameter space. The latter is preferred in the context of sampling for Bayesian inversion, because what we mainly care about is only the surrogate accuracy within or near the regions of the proposal distribution, where the sample points are generated.
In this paper, we study the adaptive construction of both the proposal distribution and the locally accurate PC surrogate, for efficient sampling from the posterior distribution. In a previous research work [5] , a proposal distribution that is close to the posterior, as well as a PC surrogate with respect to this proposal, is found in a series of re-sampling iterations controlled by an annealing scheme. For simplicity, the proposal is selected from the family of uncorrelated Gaussian distribution, and the PC is correspondingly chosen to be Hermite polynomials. Following this work, we study the use of a more flexible, yet still simple enough, family of distributions, namely Gaussian mixture (GM) models [17] , to be the proposal. The flexibility of GM models allows for close approximations to different posterior distributions, especially when they are multimodal. But on the other hand, there is not a standard form of PC associated with GM distributions. Moreover, it has been shown that building PC representation for multimodal distributions, such as GMs is difficult, usually requiring many high-order terms [18] . To avoid this difficulty, we adopt the idea of mixture of PCs, i.e., to build separate Hermite PCs for each of the Gaussian components in the GM model. This allows for an accurate surrogate built with low-order terms because 1) each component is unimodal and 2) the random perturbation of each component is much smaller than that of the total mixture. This method is similar to multi-element generalized PC [19] . We apply these techniques to facilitate an importance sampling algorithm, though they also can be used in combination with other sampling algorithms such as MCMC.
The structure of the paper is as follows: in Section 2, we state the problem of importance sampling for Bayesian inversion with a briefly review of relative concepts. In Section 3, we present the implementation procedures and the convergence analysis of our proposed adaptive importance sampling algorithm. Specifically, we discuss how to adaptively construct the GM proposal and its corresponding PC surrogate. The algorithm is demonstrated with 3 examples in Section 4, and finally, we conclude the paper in Section 5 with some further discussions.
Importance sampling for Bayesian inversion

Bayesian inversion
We first review the basic concepts of Bayesian inversion. Consider a forward simulation model d = g(m), where m ∈ R n m is a vector that contains all the input parameters, whose values are subject to some uncertainty. d is the vector of simulation output variables which may be compared with the observations of the corresponding real system being simulated. In many applications, g(·) is a nonlinear model and computationally expensive to evaluate.
Because the exact values of the input parameters are not known, m is expressed as a random vector characterized by a prior density function p(m), which reflects our limited knowledge about the system being simulated. One way to reduce the uncertainty associated with m is to calibrate the simulation results to the observations d * of the real system. This poses an inverse problem, which may be formulated with Bayes' theorem,
(1)
The possible values of m given the observations are described by the posterior distribution p(m|d * ), which is equal to the product of the prior pdf p(m), the likelihood function L (g(m) ), and the normalizing factor h = L(g(m))p(m)dm
While h is constant with respect to m, and p(m) is given as known, the key in estimating the posterior is the computation of the likelihood L, which reflects the additional information gained from the observed data.
By definition, the likelihood is the pdf of the observation d * given the condition that m are the true model parameters,
When the observation is free of error and the model is an exact representation of the physical mechanism under study, we have
, which means the observation is an exact mapping from the model parameters.
So the likelihood is given by 
where p e (·) is the pdf of error e. Note that, to evaluate L at a parameter point m, one model simulation of g(·) is needed.
Although Bayes' rule (Eq. (1)) provides the theoretical foundation for computing the posterior pdf, it cannot be analytically and explicitly derived except for a few special cases. A general approximate solution is to draw a sample from the posterior pdf using a sampling algorithm, such as importance sampling.
Importance sampling
Importance sampling draws a sample from a target distribution, e.g., the posterior p(m|d * ), in two steps: proposal and correction. In the first step, a sample of points, {m
}, is generated from a proposal distribution q(m), which satisfies that q(m) > 0, for all m such that p(m|d * ) > 0. q(m) may be different from the target distribution but takes some simple form that is easy to sample from. In the second step, we make this proposed sample reflect the pdf of p(m|d * ) by assigning each sample point a weight
where
With the sample points and weights, the posterior pdf can be approximated by
If equal-weight sample points are preferred (in case they need to be fed to a post-processing algorithm that by default takes equal-weight sample), they can be obtained by re-sampling among the proposed points of {m 
3. Adaptive importance sampling algorithm
Basic idea
As discussed in the introduction section, two issues may arise in the process of importance sampling. The first one is sample degeneracy. When the proposal distribution is not close to the posterior, most proposed points would be off the target and result in nearly zero weights, and hence a poor representation of the posterior. Secondly, repetitive forward model evaluations are required at each proposed point, which could easily exhaust available computational resources for computational-demanding forward models. To address these challenges we propose the following adaptive importance sampling algorithm.
Two techniques, i.e., GM proposal and mixture of PC surrogates, are used to address the challenges of sample degeneracy and computationally expensive forward simulations. As discussed in Section 1, a proposal distribution chosen from GM models is not only easy to sample from, but also flexible enough to approximate non-Gaussian, particularly multimodal posteriors. As for the mixture of PC surrogates, it provides a computationally efficient approximation of the original forward model at the proposed parameter points and can be used instead in the sampling algorithm to greatly speed up the process.
To find a proper GM proposal and the corresponding PC surrogates, the idea of annealed importance sampling [20] is adopted. Starting from an initial sample of points generated from the prior, S 0 = {m
0 }, we loop over a series of re-sampling iterations controlled by an annealing scheme. In the ith iteration, a sample of n S points is drawn from an adjusted posterior pdf,
. . > τ i ≥ 1 are the temperature parameters. As τ i drops from ∞ to 1, Eq. (8) gradually deforms from the prior to the posterior. By careful selection of the temperatures, the adjusted distributions are served as a bridge connecting the prior and the posterior. Since the adjusted distributions in two consecutive iterations are similar to each other, the sample obtained in previous iteration provides a guidance on where to propose new sample points in the current iteration. Specifically, we choose the proposal pdf for the ith iteration to be a GM model that closely fits the sample S i−1 = {m
Once we have a GM proposal in the current iteration, a PC surrogate can be built accordingly to approximate the forward model at the proposed points.
The work flow of the proposed algorithm is illustrated in Fig. 1 , and the implementation details are discussed in following subsections.
Build Gaussian mixture proposals
The first step in the ith re-sampling iteration of our adaptive importance sampling algorithm is to build a GM proposal distribution, which by definition is the superposition of K different multivariate Gaussian pdfs:
A GM model is characterized by the parameters v = {K , π k , μ k , k }, where K is the number of Gaussian components; π k , which sum to 1, are the probabilities of K Gaussian components; μ k and k are the mean vectors and covariance matrices of K Gaussian components, respectively. By adjusting the parameters v, a GM model can flexibly mimic a non-Gaussian, especially a multimodal pdf. A sample point from pdf (Eq. (9)) can be obtained in two steps: 1) randomly pick a component k with probability π k from GM model; and 2) generate a sample point from the Gaussian distribution N (m|μ k , k ).
In the ith re-sampling iteration, we need to find a GM proposal pdf (i.e., to determine the parameter vector v = {K , π k , μ k , k }), which closely fits the sample obtained in the previous iteration. K-means clustering [21] , and expectationmaximization (EM) algorithm [22, 23] are widely used classic methods for building GM models. However, in these commonly used algorithms, the number of components K has to be specified by users. More sophisticated methods, such as the "L" method [24] and variational Bayes [25] , have been proposed to automatically determine K , though they are usually more computationally intensive.
In our study, we adopt the idea of hierarchical clustering [26, 27] , which automatically partitions the sample points into K clusters such that each cluster approximately represents a unimodal component, and meanwhile, remains relatively simple and fast. Starting with K = 1, the sample points S = {m (1) , m (2) , . . . , m (n S ) } are first partitioned into two clusters, S (1) and S (2) , with k-means method. Then a test is implemented to decide whether the partition is necessary. If yes, we accept the partition and increase K by one. Repeat the "partition-test" procedure for each cluster until no more subdivision is needed or a preset maximum K is reached. After determining K by hierarchical clustering algorithm, other parameters characterizing the GM model are determined as follows: probability of the kth component is
n S are the number of points in the kth cluster and in the entire sample, respectively. μ k and k are chosen to be the sample mean and covariance of the kth cluster, respectively. To complete the hierarchical clustering method, we need a criterion to determine whether the partition of the sample S into two clusters S (1) and S (2) should be accepted. Consider the sum of squared error J e (1) of the undivided sample S, and the "within cluster" sum of squared error J e (2) of the two divided clusters S (1) and S (2) :
where C and C (i) are the centers of S and S (i) , respectively. If the two clusters are indeed well separated, the partition of the sample would result in a significant decrease in the sum of squared error. In this paper, we adopt the criterion from [26] that S should be divided if J e (2)/ J e (1) is smaller than a threshold β.
Remark 1.
Note that for multidimensional sample points, the three centers C, C (1) , and C (2) always lie on the same line in the n m dimensional parameter space, which we call the "separation direction". Also, the total sum of squared error can be decomposed into different components associated with each dimension,
Without loss of generality, assume the first dimension is the separation direction (we can always rotate the coordinate system to make it true), then all the components in (12) except the first would not be affected by the separation (because the coordinates of the centers remain unchanged except for the separation dimension). To simplify the test, we only include the components associated with the separation direction when computing J e (1) and J e (2) . Similar idea was used in [27] , where multidimensional data are first projected to the separation dimension before the test.
Remark 2.
A detailed discussion for setting the threshold is seen in Ref. [26] . In the illustrative examples of this paper, we select β = 0.3. If the sample points to be separated are from a two-component (with equal probability) GM distribution,
2 ) , setting β = 0.3 (approximately) implies that we would like to divide the sample into two clusters when the distance between the two modes |μ 1 − μ 2 | > 2.5σ . Choosing smaller/greater β might result in less/more clusters, and hence less/more components in the GM proposal. Nevertheless, this should not lead to a notable difference in the final sampling result because the bias in the proposal distribution would be corrected by the importance sampling weights.
Build mixture of polynomial chaos surrogates
After the proposal distribution is determined, a surrogate model that approximately maps the proposed parameter points to their corresponding output values is needed to reduce the computational cost for computational-demanding forward model evaluation. Here we choose the approach of PC expansion, which is an efficient alternative to Monte Carlo method for uncertainty representation and propagation.
A PC expansion approximates a random variable, or vector x with a polynomial function with respect to a set of inde-
where the PC basis functions ψ i (ξ ) are the multivariate Hermite polynomials with respect to ξ , and c i are the deterministic coefficients that control the distribution of x. For instance, the 2nd-order Hermite PC expansion includes the following terms:
We now show that how PC expansion can be used as a surrogate to speed up the importance sampling process in our proposed algorithm. First, express input parameters m with a PC expansion such that m follows the previously determined GM proposal pdf. For simplicity, we first consider the case of K = 1, q(m) = N (m|μ, ). In this situation, we have the eigen-decomposition: (15) in which λ i and η i are the ith eigenvalue and eigenvector of the covariance matrix , respectively. It is easy to verify that Since the output d depends on m and hence is also a function of ξ , it can be expressed with the same set of Gaussian random variables and the PC basis functions (16) Note that the basis functions are orthogonal and normalized, < ψ i ψ j >= δ ij , where <> denotes the mathematical expectation, and δ ij is the Kronecker delta. So the coefficients can be determined by projections
In stochastic collocation method [28] , Eq. (17) can be approximately solved with a numerical quadrature scheme
where ξ ( j) and γ ( j) are the quadrature nodes and weights, respectively, and d(ξ been demonstrated that building PC expansions for multimodal pdfs is difficult, usually requiring many high order terms in the expansion to achieve needed accuracy [18] . To avoid this difficulty, instead of building one PC surrogate for the entire GM proposal, we construct K separate PC surrogates for different Gaussian components. For each Gaussian component, we build PC expansions for input parameter m and output d like Eq. (15) and Eq. (16), respectively. Because of the separation, the random perturbation in each component is much smaller than that of the entire GM distribution. As a result, the needed approximation accuracy may be achieved with relatively low-order PC expansions. Fig. 2 illustrates an example of building PC surrogates for a two-component GM proposal distribution. It is seen that building separate PC surrogates for different components results in much better approximation accuracy at the proposed points than a single same-order PC surrogate for the entire GM distribution. In the following illustrative examples, for each Gaussian component, we choose the 2nd-order PC expansion without crossing terms, which contains n ψ = 2n ξ + 1 terms. Correspondingly, the first level sparse grid quadrature based on Gauss-Hermite rule, which requires Q = 2n ξ + 1 nodes, is used to resolve the coefficients. The total number of original model evaluations required in this process is Q K . Next, a surrogate for the entire GM proposal is formed from the mixture of the separate PC expansions,
Here
implies that any realization of z has only one element z k taking the value of 1, while other elements have to be 0. We use z k = 1 to indicate the event that the proposed point is generated from the kth component and let the probability 
, j = 1, 2, . . . ,n S . ( 
22)
Cooling scheme
As a final major part of the algorithm, a cooling scheme is set up (i.e., to determine the temperature in each iteration) that renders a smooth transition from the prior to the posterior via the intermediate adjusted distributions. In the ith iteration, the proposed sample points according to their corresponding likelihood are sorted in descending order: L(g (1) ) > L(g (2) ) > . . . > L (g (n S ) ) . To avoid the sample degeneracy, the temperature τ i is selected such that at least the first n ρ points (e.g., let n ρ = 0.15n S ) have an adjusted likelihood greater than or equal to a threshold, e.g., 10% of the largest likelihood value of any proposed point:
which yields
Moreover, to ensure the temperature drops to 1 in finite iterations, a requirement that τ i ≤ ατ i−1 , where α ∈ (0, 1), is imposed.
Summary of the adaptive importance sampling algorithm
After discussing the implementation details of each step in previous subsections, we summarize the adaptive importance sampling algorithm here: Algorithm 1 Adaptive importance sampling using PC surrogates and GM proposal. 5: Propose a new sample of parameter points S q = {m 9: Re-sample from S q with probability that m ( j) q is drawn equal to w j . This yields an equally weighted sample S i .
end while
Convergence analysis
Here we show that the importance sampling results obtained with the mixture of PC surrogates converge in probability to that obtained with the true model following some simple assumptions. 
Assumption 2. Likelihood L(g(m)) is a continuous function with respect to model output g(m).
The first assumption follows the well-known mean-square convergence property of PC approximations for L 2 random variables [11] , which also implies convergence in probability. The second assumption is true when the error e between observation and simulated output follows a continuous pdf p e , e.g., a Gaussian distribution. Also, we recall two lemmas:
Lemma 3 (Continuous mapping theorem). Suppose a sequence of random variables X n → X in probability, and function f (·) has the set of discontinuity points D f such that
Pr[ X ∈ D f ] = 0. Then f (X n ) → f (X) in probability.
Lemma 4. If two sequences of random variables
probability [29] .
With the support of above assumptions and lemmas, we have the following Theorem 5. The results hold for each annealed re-sampling iteration in Algorithm 1, so we drop the temperature parameter τ in the following discussion. Proof. For any positive real number , by law of total probability, we have
By Assumption 1, we have
It follows from Eqs. (25) and (26) that
which means that g (i) converges to g (i) in probability, for i = 1, . . . , n S . Next, by Assumption 2 and Lemma 3, we have 
Illustrative examples
In this section, we demonstrate the accuracy and efficiency of the proposed adaptive importance sampling algorithm with 3 illustrative examples of different physical models. Each physical model includes some uncertain parameters that need to be estimated from some indirect observations. For each observation, we assume a normally distributed error with zero mean and a standard deviation equal to 5% of the observed value.
Example 1: contamination source identification
Consider the process of contaminant diffusion in a two-dimensional domain, which is governed by the (dimensionless) diffusion equation
and is subject to boundary condition
where u(x, t) is the concentration at location x and time t, D is the diffusion coefficient. At time t = 0, a certain amount of contaminant is released into the domain at a location x 0 . Initial concentration distribution is approximated by
where M is the total amount of released contaminant, h is the "radius" of the initially contaminated area. We assume D = 1 and h = 0.025 are known parameters, whereas the two coordinates of the contaminant source x 0 and the released amount M are three unknown parameters subject to uniform prior uncertainties: Our objective is to infer the uncertain parameters from concentrations measurements. In particular, two case studies are considered, in which different measurements are available. In Case 1, two sensors are located at (−0.4, −0.4) and (0, 0.4). In Case 2, one more sensor is located at (0.4, −0.4), as illustrated in Fig. 3 . In both case studies the sensors report the concentration measurements at two time snap shots (t 1 = 0.04 and t 2 = 0.08).
Adaptive sampling processes in Case 1 and Case 2 are shown in Figs. 4 and 5, respectively. The proposed points in the 1st iteration are generated from the prior pdf, whereas in the following iterations, the proposed points are generated from GM models fitted from the sample points obtained in previous iterations. For each Gaussian component, a PC surrogate is built locally to facilitate the sampling process. It is seen from the figures that our algorithm is capable of adaptively selecting different number of Gaussian components in different iterations as well as in different case studies. As temperature drops to 1, samples from the posterior distributions are achieved. In Case 1, a bimodal posterior pdf is finally achieved, which indicates that the concentration observations collected at the two sensors are not sufficient to determine the source location. In Case 2, where 3 sensors are employed, a unimodal posterior pdf is obtained, which reveals a significant reduction of the posterior uncertainty brought by the 3rd sensor.
To verify the accuracy of our proposed algorithm, we also generate a sample from the posterior by running the original forward model. Since this diffusion problem is relatively inexpensive to simulate, we can afford a large number of simulations of the original model. This sample is viewed as the benchmark, because it does not incur a surrogate error. The contours of the 2-dimensional marginal pdfs computed from the two posterior samples (with original and surrogate models, respectively) of Case 1 are plotted in Fig. 6 . As shown in Fig. 6 , the two results are pretty close to each other. To further check the efficiency of our approach, the same problem is solved with 2 more different surrogate models, i.e., the level-2 and level-3 sparse grid interpolations based on Gauss-Patterson rule. Without adaptivity, these two surrogate models are directly built according to the prior distribution. The computational cost and the accuracy of the three surrogate-based sampling methods are shown in Fig. 7 . The accuracy of each method is measured by the relative entropy of the estimated posterior compared to the benchmark. Fig. 7 indicates that our method is more accurate than the sparse grid surrogates with similar computational cost. Furthermore, the adaptive importance sampling method allows for a flexible allocation of computational resources. For example, it uses less Gaussian components, and hence less computational effort, for the unimodal case than the bimodal case.
Example 2: advection-dispersion model calibration with bimodal prior
To further test our algorithm, we apply it to a more complex advection-dispersion model previously studied in [30] . The 2-D model describes a conservative solute transport process in a confined aquifer as shown in Fig. 8 . We assume the aquifer has homogeneous and isotropic conductivity K and effective porosity φ, and is bounded by two rivers with constant head at the left ( 
where h is the hydraulic head. The simulation of the advection-dispersion model is subject to 8 uncertain parameters with uniform prior densities distributed within the intervals listed in Table 2 [10, 16] . Such an assumption yields a bimodal prior. The concentration breakthrough curves are recorded at 6 observation wells located at the downstream of the contamination source, and are used to infer the uncertain model parameters. We apply our adaptive importance sampling algorithm to this problem. From Table 1 , it can be observed that the final sample from the posterior distribution is obtained in 5 iterations, which require a total number of 119 forward model evaluations. Initially, the algorithm chose 2 components in the GM proposal, which correctly reflects the bimodal prior. As the adaptive iteration progressed, the algorithm reduced the number of components to 1, indicating that the posterior uncertainty is reduced to a unimodal distribution with the information gained from the observations. The uncertainty reduction can be also seen from the histograms of the parameters (Figs. 9 and 10 ) plotted from the initial and final samples. The initial sample points follow the uniform prior distributions, and show the two possible types of media, whereas the final sample reveal a much narrower posterior distribution but still incorporates the reference (the synthetic true) parameter point. Furthermore, it is determined correctly that this aquifer is made of the type B media of low porosity and low conductivity. To validate the results, we show the simulated breakthrough curves from the initial and final samples, in comparison with the reference (Figs. 11 and 12 ). It can be observed that the simulations from the prior distribution reveal a great variability and do not correctly predict the observations. But the sample points from the posterior distribution lead to simulations that well match the observations. Table 2 List of uncertain parameters and corresponding uncertain ranges in Example 2. 
Example 3: history matching of a faulted petroleum reservoir
In the third example, we apply our algorithm to the history matching problem of a petroleum reservoir model known as I-C Fault model [31, 32] . We give a short introduction of the model, while more details could be found in the above cited references. The I-C Fault model represents the 2-D vertical cross section of an oil reservoir that is 1000 ft wide and 60 ft thick, and consists of six layers of alternating high-and low-permeable sand (Fig. 13) . The thickness of the six layers is an arithmetic progression from the bottom (7.5 ft) to the top (12.5 ft), and a vertical fault in the middle divides the reservoir into two parts. Oil is recovered from the reservoir by water flooding, which utilizes an injection well injecting water into the reservoir at the left boundary, and a production well producing fluids at the right boundary. Both wells are completed on all layers and are operated at constant pressures. The upper and lower boundaries are bounded by no flow boundary conditions.
The model is characterized with three input parameters, which are associated with independent and uniform prior uncertainties: the fault throw (i.e., the vertical displacement at the fault) h ∈ [0, 60] ft, the permeability of the good-quality sand k g ∈ [100, 200] md, and the permeability of the poor-quality sand k p ∈ [0, 50] md. For each parameter point sampled from the prior distribution, the corresponding production history, i.e., the time series of oil production rate (OPR) and water cut (WCT) (the fraction of water in the total liquids produced), can be simulated from the model. Fig. 15 shows the simulated production histories based on a sample of input parameter points drawn from the prior pdf. We see that the variations of the input parameters cause a large uncertainty in the simulation results. To reduce the uncertainty, the input parameters are calibrated to the observations of the "synthetic true" production history, which is generated from the simulation based on a reference parameter point (h 0 = 10.4 ft, k g0 = 131.6 md, k p0 = 1.3 md). Specifically, the observation data used for calibration are oil production rate and water cut recorded every month in the first three years of production. The adaptive importance sampling algorithm obtained a sample of the posterior in 3 adaptive iterations, as shown in Table 1 . From Fig. 14 , we see that the algorithm started with one component for the GM proposal. 3 components are then detected in the following iterations, and hence a GM of 3 components is used to better approximate the multimodal posterior distribution. To validate the sample, we plot the simulated production history from the posterior sample in comparison with the synthetic true, as shown in Fig. 15 . Again, we see a good match between the simulations and the observation. The total number of simulations of the original model required in this process is 49. We see a great efficiency improvement comparing with a previous study on the same problem using genetic algorithms and artificial neural network approaches, where thousands of model simulations are needed [33] . 
Concluding discussions
We present in this paper an adaptive importance sampling algorithm for Bayesian inverse modeling with multimodal distributions. To tackle the difficulty of sampling from a multimodal posterior and to enhance sampling efficiency, we use a GM model as the proposal distribution. The GM model is adaptively constructed to approximate different posterior distributions in different problems. Furthermore, we study the use of a mixture of PC expansions, built according to the GM proposal, as a surrogate model to alleviate the computational burden caused by forward model evaluations in the sampling process. Tested with three different inverse problems, the developed algorithm shows its capabilities of 1) finding the GM with a proper number of components as the proposal distribution that approximates the target posterior and thus enhance sampling efficiency, 2) building a mixture of locally accurate PC surrogates to avoid the expensive simulations of the original model required in the sampling process, and 3) obtaining a sample of points that well represent the multimodal posterior with limited simulations of the original forward model.
The majority of the computational cost in the algorithm is spent on the model evaluations at the collocation points, which are needed to build the PC surrogate. In our algorithm, we build separate PC expansion for each Gaussian component instead of a single PC expansion for the entire GM proposal. Seemingly, this method causes an extra computational burden since its computational cost is proportional to the number of Gaussian components. However, it in fact could be an economic choice because the separation of different Gaussian component avoids a large number of high-order terms in the PC expansion which would be necessary when approximating multimodal distributions.
PC based approaches are usually sensitive to the dimensionality (the number of input parameters) of the problem because the computational cost grows fast as the dimensionality increases. In our algorithm, the separation of the proposal into different Gaussian component allows for relatively accurate PC expansions with only low-order terms and a low-level collocation scheme, which mitigates the curse of dimensionality to some extent. Nevertheless, characterizing a very highdimensional pdf, especially a multimodal one, with a sample of points is overwhelmingly difficult due to the extreme sparsity of high-dimensional space. As a rule of thumb, we suggest the algorithm being applied to problems with less than 10-20 parameters, depending on how many forward simulations the user can afford. For higher-dimensional problems, it is better to first re-parameterize the problem such that it is represented with fewer parameters (dimension reduction), rather than to directly sampling from the high-dimensional pdf. Our current research is going toward this direction.
Another direction of future work is to implement the algorithm within a sequential importance sampling framework for sequential data assimilation problems.
