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The Markowitz mean-variance optimization procedure is highly appreciated as a
theoretical result in the literature. Given a set of assets, it enables investors to find the
best allocation of wealth incorporating their preferences as well as their expectation of
the return and the risk. It is expected to be a powerful tool for investors to allocate their
wealth efficiently.
However, it has been considered to be less applicable in some practices. The port-
folio formed by using the classical Mean-Variance approach always results in extreme
portfolio weights that fluctuate substantially over time and perform poorly in the out-
of-sample forecasting. The reason for this problem is due to the substantial estimation
error of the inputs of the optimization procedure. The classical mean-variance approach
which uses the sample mean and sample covariance matrix as inputs always results in
Summary vii
serious departure of its estimated optimal portfolio allocation from its theoretical coun-
terpart.
In this thesis, applying large dimensional data analysis, we prove that the plug-in
return is larger than the theoretical optimal return under different conditions when the
dimension of the population goes to infinity with same order of the sample size. This
phenomenon is called “over-prediction” by Bai, Liu, Wong (2009) in which they develop
a bootstrap-corrected estimation to improve the plug-in estimation in the optimal return
estimation. But compared with the plug-in estimation, the performance of the bootstrap-
corrected estimation is not satisfying in the optimal allocation and the corresponding
risk. That is because in the bootstrap-corrected estimation they still use the sample
covariance matrix as the estimation of the population covariance which already is proved
that the empirical spectral distribution (ESP) of the sample covariance matrix deviates
from that of the populations covariance dramatically as p goes to infinity with the same
order of n.
In this thesis we provide a new method to estimate the population covariance matrix
in which the eigenvalues of the sample covariance are replaced by the spectral-corrected
eigenvalues. We deduce the limiting behavior of the eigenvector of the sample covari-
ance matrix. According to the theoretical results, we construct the “spectral-corrected”
estimation I and II for the Markowitz mean-variance model which perform much bet-
ter in the optimal allocation, return and risk than the plug-in and bootstrap-corrected
estimations. So, we recommend investors to use our approach in their estimation.
1CHAPTER 1
Introduction
1.1 Markowitz’s Mean-Variance Principle
The pioneer work of Markowitz (1952, 1959) on the mean-variance (MV) portfolio
optimization procedure is a milestone in modern finance theory for optimal portfolio
construction, asset allocation, and investment diversification. It is expected to be a pow-
erful tool for efficiently allocating wealth to different investment alternatives. This tech-
nique incorporates investors’ preferences all assets considered, as well as diversification
effects, which reduces overall portfolio risk.
1.1 Markowitz’s Mean-Variance Principle 2
More precisely, suppose that there are p-branch of assets, S = (s1, ..., sp)T, whose
returns are denoted by r = (r1, ..., rp)T with mean µ = (µ1, ..., µp)T and covariance matrix
Σ = (σi j). In addition, suppose that an investor invest capital C on the p-branch of assets
S such that s/he wants to allocate her/his investable wealth on the assets to attain either
one of the followings:
1. to maximize return subject to a given level of risk, or
2. to minimize risk for a given level of expected return.
Since the above two cases are equivalent, we just consider the first one in this thesis.
Without loss of generality, we assume C = 1 and her/his investment plan to be c =
(c1, ..., cp)T . Hence, we have Σ
p
i=1ci ≤ 1, where the strict inequality corresponds to the
fact that the investor could invest only part of her/his wealth. Also, her/his anticipated
return, R, will then be cTµ with risk cT Σc. In this thesis, we further assume that short
selling is allowed and hence any component of c could be negative. Thus, the above
maximization problem can be re-formulated as the following optimization problem:
max cTµ, subject to cT 1 ≤ 1 and cT Σc ≤ σ20 (1.1)
where 1 represents the p-dimensional vector of ones and σ20 is a given level risk. We
call R = max cTµ satisfying (1.1) the optimal return and c its corresponding optimal
allocation. One could obtain the solution of (1.1) from the following proposition:
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Proposition 1.1. (Bai, Liu and Wong 2009) For the optimization problem shown in (1.1),









































1.2 The Markowitz Optimization Enigma 4
where
b =
√√ 1T Σ−11σ20 − 1




The set of efficient feasible portfolios for all possible levels of portfolio risk forms
the MV efficient frontier. For any given level of risk, Proposition 1.1 seems to provide
us a unique optimal return and its corresponding MV-optimal investment plan and thus
it seems to provide a solution to Markowitz’s MV optimization procedure. Nonetheless,
it is easy to expect the problem to be straightforward; but, this is not so, since the es-
timation of the optimal return and its corresponding investment plan is a difficult task.
This issue will be discussed in the following sections.
1.2 The Markowitz Optimization Enigma
The conceptual framework of the classical MV portfolio optimization has been set
forth by Markowitz for more than half a century. Several procedures for computing the
relevant estimates have been literally inspired (see, for example, Sharpe (1967,1971),
Stone (1973), Elton, Gruber, and Padberg (1976,1978), Markowitz and Perold (1981)
and Perold (1984)) and have produced substantial experimentations in the investment
community. However, there have been persistent doubts about the performance of the
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estimates. Instead of implementing nonintuitive decisions dictated by portfolio opti-
mizations, it is known anecdotally that a number of experienced investment profession-
als simply disregard the results, or abandon the entire approach, since many studies (see,
for example, Michaud (1989), Canner, Mankiw, and Weil (1997), Simaan (1997)) have
found the MV-optimized portfolios to be unintuitive, thereby making their estimates do
more harm than good. For example, Frankfurther, Phillips, and Seagle (1971) find that
the portfolio selected according to the Markowitz MV criterion is perhap not as effec-
tive as an equally weighted portfolio, while Zellner and Chetty (1965), Brown (1978),
Kan and Zhou (2007) show that the Bayesian rule under a diffuse prior outperforms the
MV optimization. Michard (1989) names MV optimization to be one of the outstanding
puzzles in modern finance, but it is yet to meet with widespread acceptance by the in-
vestment. He terms this puzzle the “Markowitz optimization enigma” and calls the MV
optimizers the “estimation-error maximizers”.
1.3 Existing Approaches In Literature
To investigate the reasons why the MV optimization estimate is so far away from its
theoretical counterpart, different studies have produced different opinions and observa-
tions. So far, all believe that it is because of the substantial estimation error of the inputs
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for portfolio optimization problem. This is particularly trouble one because optimiza-
tion routines are often characterized as error maximization algorithms. Small changes
of the inputs can lead to large changes in the solutions (see, for example, Frankfur-
ther, Phillips, and Seagle (1971)). For the necessary input parameters, Michaud (1989),
Chopra, Hensel, and Turner (1993), Jorion (1992), Hensel and Turner (1998) suggest
that the estimation of the covariance matrix plays an important role in this problem.
Laloux, Cizeau, Bouchaud and Potters (1999) find that Markowitz’s portfolio optimiza-
tion scheme based on a purely historical determination of the correlation matrix is not
adequate because its lowest eigenvalues dominating the smallest risk portfolio are dom-
inated by noise. Pafka and Kondor (2004) further support this argument. Therefore, to
use the Markowitz optimization procedure efficiently depends on whether the expected
return and the covariance matrix can be estimated accurately.
The classical Markowitz mean-variance approach uses the sample mean and sample
covariance as inputs. Many studies have tried to use different approaches to improve the
estimate of these two inputs. In the following sections, we will introduce the spectral-
corrected method to correct the sample covariance matrix to a spectral-corrected covari-
ance matrix.
Employing the large dimensional random matrix theory (LRMT), we develop the
theory of spectral-corrected estimation I and II for Markowitz MV model.
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1.4 Organization of the Thesis
The approach try to estimate the expected return and the covariance matrix and then
plug them into the optimization problem to get the optimal return and the corresponding
asset allocation. The portfolio constructed in this way is highly unreliable since the
estimate in the first step contains substantial estimation error and in the second step, the
optimization step, makes “error maximization.”
In this thesis, we further discover the reasons why the classical MV optimal return
estimation is far away from the real return by adopting random matrix theory. By modi-
fying the eigenvalue of sample covariance matrix to the spectral-corrected eigenvalues, a
more accurate covariance matrix estimator will be provided. Based on the correction, we
then give the corresponding optimal allocation estimator. Our simulation results show
that our method can significantly reduce the estimation error and should be a promising
method to deal with the difficulties in implementing the Markowitz portfolio optimiza-
tion procedure.
In Chapter 2, we introduce relevant concepts and theorems in large dimensional ran-
dom matrix that are useful in solving some outstanding problems in finance. In Chapter
3, we discuss the plug-in and bootstrap-corrected estimation and construct the spectral-
corrected estimation I and II. In the end some simulation results are provided to compare
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their performance. In Chapter 4, we prove some theorems needed in the Chapter 3 and
do some simulations to discuss these results. In the Chapter 5, we provide the summary




The Large Dimensional Random Matrix Theory (LDRMT) traces back to the devel-
opment of quantum mechanics (QM) in the 1940s. Because of its rapid development in
theoretical investigation and its wide application, it has since attracted growing atten-
tion in many areas, such as signal processing, wireless communication, economics and
finance, as well as mathematics and statistics. Wherever the dimension of data is large,
the classical limiting theorems are no longer suitable, since the statistical efficiency will
be substantially reduced when they are employed. Hence, statisticians have to search for
alternative approaches in such data analysis, and thus, the LDRMT is found useful. A
10
major concern of the LDRMT is to investigate the limiting spectrum properties of ran-
dom matrices where the dimension increases proportionally with the sample size. This
turns out to be a powerful tool in dealing with large dimensional data analysis.
We utilize the LDRMT to study MV optimization by analyzing the corresponding
high dimensional data. In the analysis, the sample covariance matrix plays an important
role in examining this type of data. Suppose that {x jk} for j = 1, ..., p and k = 1, ..., n is
a set of double array of independent and identically distributed (i.i.d.) complex random
variables with mean zero and variance σ2 . Let xk = (x1k, ..., xpk)T and X = (x1, ..., xn).










Due to the spectral decomposition, S can be denoted by UnΛnUTn , where Λn =
diag(λ1, ..., λp), Un = (ui j) is a unitary matrix consisting of the orthonormal eigenvectors
of S.
We will introduce some concepts and limiting theorems about the eigenvalues of the
sample covariance in the following sections. The limiting behaviors of the eigenvectors
of S will be provided in Chapter 3 and proved in Chapter 4.
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2.1 Basic Concepts
It is widely recognized that the major difficulty in the estimation of optimal returns is
the inadequacy of using the inverse of the estimated covariance to measure the inverse of
the covariance matrix. The sample covariance as the popular estimation of the popula-
tion covariance has a definite spectral distribution when the dimension p increases with
the sample size n proportionally. According this property, we will correct the eigenval-
ues of the sample covariance to construct a new covariance estimation. Before we do
it, first introduce some fundamental limit theorems (Jonsson (1982), Bai and Yin (1993)
and Bai (1999)) in the LDRMT to take care of the empirical spectral distribution of the
sample covariance matrix.
Definition 2.1. (Empirical Spectral Distribution) Suppose that the sample covariance
matrix S defined in (2.1) is a p × p matrix with eigenvalues {λ j : j = 1, 2, ..., p}. If all
eigenvalues are real, the empirical spectral distribution function, FS, of the eigenvalues




]{ j ≤ p : λ j ≤ x}. (2.2)
Here ]E is the cardinality of the set E. Before introducing the theorems for the empirical
spectral distribution function of the eigenvalues, we first define the Marchenko-Pastur
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Law (MP Law) as follows:
Definition 2.2. (MP Law) Let y be the dimension-to-sample-size ratio, p/n, and σ2 be
the scale parameter. The MP law is defined as:






(b − x)(x − a), if a < x < b
0, otherwise.
(2.3)
where a = σ2(1 − √y)2 and b = σ2(1 + √y)2; and
2. if y > 1, then Fy(x) has a point mass 1 − 1/y at the origin and the remaining mass
of 1/y is distributed over (a, b) by the density py defined in (2.3).
We note that if σ2 = 1, the MP law is called the standard MP law. The MP law is
named after Marcˇenko and Pastur because of their work published in 1967. We are now
ready to introduce the following theorems for the empirical spectral distribution function
of the sample covariance matrix.
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2.2 Results Potentially Applicable to Finance
2.2.1 MP-Law
Proposition 2.1. Suppose that {x jk} for j = 1, ..., p and k = 1, ..., n is a set of iid real
random variables with mean zero and variance σ2 . If p/n → y ∈ (0,∞); then, with
probability one, the empirical spectral distribution function, FS, defined in (2.2) follows
the MP law asymptotically.
One may refer to Bai (1999) for the proof of Proposition 2.1. Proposition shows that
the eigenvalues in the covariance matrix behave undesirably. As indicated by Proposi-
tion 2.1, when the population covariance is an identity; that is, all the eigenvalues are 1,
the eigenvalues of the sample covariance will then spread from (1 − √y)2 to (1 + √y)2.
For example, if n = 500 and p = 5; that is, even the dimension-to-sample-size ratio is
as small as y = p/n = 0.01, the eigenvalues of the sample covariance will then spread
in the interval of (0.81, 1.21). The larger the ratio, the wider the interval. For instance,
for the same n with p = 300, we have y = 0.6 and the interval for the eigenvalues of the
sample covariance will then become (0.05, 3.14) , a much wider interval. The spread of
eigenvalues for the inverse of the sample covariance matrix will be more seriously, for
example, the spreading intervals for the inverses of the sample covariance matrices for
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the above-mentioned two cases will be (0.83, 1.23) and (0.32, 19.68), respectively.
The returns being studied in the MV optimization procedure are usually assumed to
be independently and identically normal-distributed (Feldstein (1969), Hanoch and Levy
(1969), Rothschild and Stiglitz (1970, 1971), Hakansson (1972)). However, in reality,
most of the empirical returns are not identically normal distributed and they are not in-
dependent either. Nonetheless, some investors may choose to invest in assets with small
correlations, and thus, the independence requirement may not be essential. However, the
assumptions of identical distribution and normality may be violated in many cases, for
example, see Fama (1963, 1965), Blattberg and Gonedes (1974), Clark (1973), Fielitz
and Rozelle (1983). Thus, it is of practical interest to consider the situation in which
the elements of matrix X depend on n and for each n, they are independent but not nec-
essarily identically nor normally distributed. For this non-iid and non-normality case,
we introduce the following proposition for the empirical spectral distribution function
of the eigenvalues for the sample covariance matrix:
Proposition 2.2. Suppose that the entries of X are independent variables with a common
mean µ and common variance σ2 but not necessarily identically-distributed. For each
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In addition, with probability one, the empirical distribution function, FS, of the eigen-
values for S defined in (2.2) will follow the MP law defined in Definition 2.2 with the
dimension-to-sample-size ratio index, y, and scale index, σ2.
2.2.2 The limit spectral distribution and some spectral properties
The limit spectral distribution of the sample covariance is MP-Law when the pop-
ulation has a zero mean and an identity covariance matrix. In this subsection, we will
introduce the limit spectral distribution of the sample covariance when the population
covariance matrix is not necessary to be diagonal with one in the entries.
The investigation of convergence of ESD sequence is one of central problems in
random matrix theory. Suppose {Fn(x)} is a convergent ESD sequence for a sequence
of covariance matrices {S n}. The limit of Fn, say F, is called limit spectral distribution
(LSD) of {S n}. For the studies, one of powerful tools is the well-known Stieltjes trans-
form, by which the convergence of Fn may reduce to the convergence of sn under mild
conditions.




x − zdF(x), z ∈ C
+,
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where C+  {z : z ∈ C,=(z) > 0} is the set of complex numbers with positive imaginary










λi − z =
1
n
tr(S n − zI)−1,
from which we see that Stieltjes transform can simply connect the ESD of covariance
matrix and its eigenvalues.




nXn as the com-
panion matrix of S n. It’s obvious that S n and S n have identical nonzero eigenvalues,
therefore,







where Fn and Fn are, respectively, the ESD of S n and that of S n. Taking Stieltjes trans-








We denote Fn, sn, F, s as the companion versions of spectral distribution and Stieltjes
transform in this thesis.
On the research of covariance matrices, one of remarkable works was done by Sil-
verstein (1995), who desired the behavior of LSD of sample covariance matrix, and
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connected it with LSD of population covariance matrix through an equation. The result
is stated in the following propositions.
Proposition 2.3. [Sliverstein (1995)] Suppose that the entries of Xn(p × n) are complex
random variables which are independent for each n and identically distributed for all n
and satisfying E(x11) = 0 and E(|x11|2). Also, assume that Tn is p× p random Hermitian
nonnegative definite independent of Xn, and the empirical distribution FTn converges
almost surely to a probability distribution function H as n → ∞. Set Bn = 1n XnTnX∗n,
when p = p(n) with p/n → y > 0 as n → ∞, then, almost surely, ESD FBn converges
in distribution as n → ∞, to a (non-random) distribution function F, whose companion








Though Proposition 2.3 doesn’t provide explicit expressions for both H and F, much
of analytic behaviors of them can be derived from equation (2.5) (see Silverstein and
Choi (1995)). Particularly, some important properties only involve the form of the equa-
tion on real line.
Proposition 2.4. [Silverstein and Choi (1995)] Let, for LSD F, S F denote its support
and S cF , the complement of its support. If u ∈ S cF , then s = s(u) satisfies:
(1) s ∈ R\{0},
2.2 Results Potentially Applicable to Finance 18
(2) (−s)−1 ∈ S cH,
(3) dz/ds > 0.
Conversely, if s satisfies (1)-(3), then u = z(s) ∈ S cF .
2.2.3 Generalizations
In this section, we first extend Stieltjes transform to a subset of real field R, and
then develop the corresponding version of Propsition 2.3. To distinguish the generalized
formulae from their original ones, the independent variables are written by u instead of
z for taking real values throughout this thesis.
Suppose a sequence of sample covariance matrices has LSD F with support S F .
Since S F is a closed subset of R, 1/(x − u0) is bounded in S F for any u0 ∈ S cF . Thus, we




(x − u)dF(x), u ∈ S
c
F .
According, the companion GST(F), s(u), has explicit form





x − udF(x), ∀u ∈ S
c
F\{0}, (2.6)
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where y is the limit ratio of the dimension to sample size p/n.
Proposition 2.5. Under the condition of Propsition 2.3, denote sn(u), s(u) as the com-
panion GST of FBn and its limit F. Let U = lim infn→∞ S cFn\{0}, and its interior be
◦
U.
Then for any u ∈ ◦U,
(1) sn(u) converges to s(u) almost surely.








(3) Under the restriction of du/ds > 0, the solution is also unique.
(4) For any interval [a, b], 0 < a < b, H is uniquely determined by {(u, s) : s ∈ [a, b]}.
(5) Suppose H has finite support, and [a, b] is an increasing interval of u(s), then H




In the first two subsections, we introduce the traditional plug-in and bootstrap-corrected
estimators and point out some problems when they are used in practice. In the subsection
3.3, we provide spectral-corrected estimation I of Markowitz MV model by plugging the
sample mean and the spectral-corrected covariance matrix into the theoretical optimal al-
location, return and risk in Proposition 1.1. In the subsection 3.4, the spectral-corrected
estimation II is given according some properties of the spectral-corrected covariance. In
the last subsection, we show some simulations to compare the performances of these
estimation methods.
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In the first two estimators, the plug-in estimators are constructed intuitively by plug-
ging the sample means and sample covariance matrix into the formula of the theoretic
optimal return as showed in Proposition 1.1 whereas the bootstrap-corrected estimators
are built by using the bootstrap estimation technique. In our proposed spectral-corrected
estimators, the covariance matrix is estimated by correcting the eigenvalues of the sam-
ple covariance with the eigenvalue estimations using the LDRMT, which is the key tech-
nique of improving the performance of the our estimators. The details are given in the
following subsections.
3.1 Plug-In Estimation
Proposition 1.1 provides the solution for the optimization problem stated in (1.1). In
practice, the parameters µ and Σ are unknown. A simple and natural way to estimate
µ and Σ is to use the corresponding sample mean x and sample covariance matrix S ,
respectively. Thereafter, by “plugging” the sample mean x and the sample covariance
matrix S into the formula of the asset allocation c in Proposition 1.1, we obtain the










1T S −11 + bˆ
(











1T S −11σ20 − 1
xT S −1x1T S −11 − (1T S −1x)2 ,
and, thereafter, obtain the plug-in optimal return estimate Rˆp = cˆTp x.
The “plug-in” return, Rˆp, has been used as the traditional return estimator since
Markowitz introduce the mean-variance portfolio optimization theory. This procedure
is very simple but academics and practitioners have found that this estimate does more
harm than good and its estimate is not even as effective as an equally weighted portfo-
lio estimate (Frankfurther, Phillips, and Seagle, 1971). The problem arises because the
spectral distribution of sample covariance matrix differs from the spectral distribution
of the population covariance matrix dramatically when the dimension p of the covari-
ance increases. This problem is known as “over-prediction” (Bai, Liu and Wong, 2009).
Readers may refer to Figure 3.1 for how severe the “over-prediction” when p and n are
large.
The following theorem 3.1 will explain the “over-prediction” phenomenon by ana-
lyzing the limiting behaviors of xT S −1n x, 1T S −1n x, and 1T S −1n 1.
Theorem 3.1. Suppose that:
(1) Yp = (y1, · · · , yn) = (yi, j)p,n in which yi, j (i = 1, 2.., p, j = 1, · · · , n) are i.i.d.
random variables with Eyi j = 0, E|yi j|2 = 1, E|yi j|4 < ∞, and xk = Σ1/2yk for
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Figure 3.1 Empirical and theoretical optimal returns for different numbers of assets.














Solid line—the theoretical optimal return (R);
Dashed line—the plug-in return (Rˆp);
Dotted line—the estimate of plug-in return ( ˆˆRp).
Note: The dashed and dotted lines are coincidental in the entire.
each n and for k = 1, 2, · · · , n;
(2) Σ is a p × p nonrandom Hermitian nonnegative definite matrix with its spectral
norm bounded in p, with form Σ = UpΛpU∗p, where
Λp = diag( λ1, ..., λ1︸   ︷︷   ︸, λ2, ..., λ2︸   ︷︷   ︸, ......, λL, ..., λL︸    ︷︷    ︸).
p1, p2, ......, pL
λ1 > λ2 > ... > λL and Up = (Up1 ,Up2 , ...,UpL);
(3) x(1)p , x(2)p ∈ Cp1 = {x ∈ Cp}, limp→∞ pn = y ∈ (0,∞), limpi→∞ pin = yi ∈ (0,∞) and
x(1)p UpiU∗pix
(2)
p = ai, i = 1, 2, ..., L.













as p→ ∞, p/n→ y > 0.
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1T Σ−11 + b˜
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Rˆ(1)p , if condition(1),
Rˆ(2)p , if condition(2).






µT Σ−1µ1T Σ−11 − (1T Σ−1µ)2 .
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Obviously, R̂p > R, when p → ∞ and p/n → y ∈ (0, 1). However, when y is
close to zero, R̂p is very close to theoretical optimal return. This property is illustrated
by Tables 1 to 5. There are two problems for the plug-in estimation: One problem is
that the conditions of R̂p are not the same as those of the theoretical return. Obviously,




1 − y, which belongs to condition in (1.2), and σ01T Σ−1µ√
µT Σ−1µ
> 1, which belongs to condition
in (1.5). This means that plug-in estimation may select Rˆ(1)p as the return when (1.5)
is correct. The other problem is about the return estimator in which Rˆ(1)p is
√
γ times
bigger than real return but Rˆ(2)p is bigger than but may not be
√
γ times bigger than the
theoretical optimal return.
3.2 Bootstrap-Corrected Estimation
Bai et al. (2009) propose a bootstrap technique to circumvent the limitation of the
“plug-in” estimators. In their paper, they use the parametric approach of the bootstrap
methodology to avoid possible singularity of the covariance matrix in the bootstrap sam-
ple. Now, the details of this procedure are given as follows. First, draw a resample
χ∗ = {x∗1, ..., x∗n} from the p-variate normal distribution with mean x and covariance ma-
trix S defined in equation (2.1). Then, invoking Markowitz’s optimization procedure
again on the resample χ∗, we obtain the bootstrapped “plug-in” allocation, cˆ∗p, and the
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bootstrapped “plug-in” return, Rˆ∗p = cˆ∗Tp x
∗, where x∗ =
∑n
1 x∗k/n.
For this estimation, the basic theoretical foundation is the following proposition.
Proposition 3.1. Assume that y1, · · · , yn are n independent random p-vectors of iid
entries with zero mean and unit variance. Suppose that xk = µ+zk with zk = Σ
1
2 yk where
µ is an unknown p-vector and Σ is an unknown p×p covariance matrix. Also, we assume
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when a3 > 0 ,







1−y > 1, a = (1 −
√
y)2, and b = (1 +
√
y)2.
By Proposition 3.1, it is not difficult to conclude that when n is large enough, Rˆp '
√
γR. As the relationship Rˆ∗p ' √γRˆp is its dual conclusion, they have
√
γ(R − Rˆp) ' Rˆp − Rˆ∗p. (3.2)
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According to this equation “bootstrap-corrected return” is constructed as








cTµ − cˆT x
)
' cˆTp x − cˆ∗Tp x∗,
and obtain the “bootstrap-corrected allocation” as




The key point of the bootstrap-corrected estimation is to adjust the over prediction
phenomena of the plug-in return. So, our the simulation study shows that the bootstrap-
corrected return is closer to the theoretical return than the plug-in return as expected. In
the allocation part, the bootstrap-corrected estimation just follows the same construction
of the bootstrap-corrected return. We ask whether the bootstrap-corrected allocation
and the bootstrap-corrected risk perform as well as what the bootstrap-corrected return
does. In our simulation study, we find that the bootstrap-corrected allocation is closer
to the theoretical allocation than the plug-in allocation when the covariance matrix of
the population is an identity (see Figure 3.2). However when the population covariance
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Note 1: Here, dbR = Rˆb − R, dpR = Rˆp − R, dbc = ‖cˆb − c‖, and dpc = ‖cˆp − c‖. Solid line is the
absolute value of dcp and d
R





Note 2: The top, middle and bottom two sub-figures are the plots for p = 100, 200, 300 and
n = 500, respectively. The plots on the left are the plots for dpR and d
b
R, while the plots on the
right are the plots for dpc and dbc , respectively. Here, the population is according to a multivariate
normal distribution with µ = (µ1, ..., µp)T and Σ = I.
matrix is not an identity, its performance is worse than that of the plug-in estimation (see
Table 3.2). And in the risk part the bootstrap-corrected estimation performs as bad as or
even worse than the plug-in estimation (see Table 3.2).
From Figure 3.2, we find the desired property that dbR(d
b





in absolute value for all cases. This infers that the estimation obtained by utilizing the
bootstrap-corrected method is much more accurate in estimating the theoretic value than
that obtained by using the plug-in procedure. As p increases, the two lines of dpR and d
b
R
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Table 3.1 Risk of plug-in allocation estimation and bootstrap-corrected allocation es-
timation for different values of p and p/n.
p p/n riskpc riskbc p p/n risk
p
c riskbc
100 0.5 3.1847 3.9066 252 0.5 3.9408 4.2223
200 0.5 3.7771 4.3980 252 0.6 6.2286 6.2474
300 0.5 3.7881 3.8970 252 0.7 12.8308 13.5662
400 0.5 3.9907 4.4726 252 0.8 17.4854 18.7490
500 0.5 3.2959 3.6370 252 0.9 100.1979 103.5917
Note: The table compares the risk between cˆp and cˆb for same p/n ratio with different different
number of assets, p, and for same p with different p/n ratio where n is number of sample.
(or dpc and dbc ) on each level as shown in Figure 3.2 separate further, implying that the
magnitude of improvement from dpR(d
p
c ) to dbR(d
b
c ) is remarkable.
In the plug-in estimation, the sample mean and the sample variance were plugged
into the formulae of the asset allocation c and R in the Proposition 1.1. It is very simple
way to estimate the optimal return R and the corresponding investment plan c, but the
plug-in return is always larger than the theoretical optimal return. In the bootstrap-
corrected estimation, the over-prediction phenomenon is overcome, but the risk of the
bootstrap-corrected allocation is bigger than that of the plug-in allocation (see Table




to be the risk for x allocation approach so that riskp(b)c = cˆTp(b)Σcˆp(b) as the risk for plug-in
(bootstrap-corrected) allocation.
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3.3 Spectral-Corrected I Estimators
In the MV optimization problem, the covariance matrix has been playing an impor-
tant role. When the population mean is estimated by the sample mean, the estimation of
the covariance matrix leads the performance of the whole estimation. For this reason,
the sample covariance matrix is used extensively such as used in the plug-in estimators
and the bootstrap-corrected estimators. But modern Random Matrix Theory indicates
that when the population size p is not negligible with respect to the sample size n, the
sample covariances demonstrate significant deviates from the theoretic values. Here, we
will correct the sample covariance matrix by replacing its eigenvalues with the eigen-
values estimator and construct the spectral-corrected I estimators, which are expected to
avoid both of the two defects—the over-prediction phenomenon and the big risk. The
details are given in the following sections.
3.3.1 Eigenvalue estimation of the population covariance matrix
Let (λ j)1≤ j≤p be the p eigenvalues of the population covariance matrix Σ. We consider
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where δb denotes the Dirac point measure at b. It is obvious that the problem of estimat-
ing the eigenvalues of Σ can be converted to estimate its’ S.D. H.
For this problem, Bai, Chen and Yao (2010) provide an original solution when the
population spectrum is of finite support. They prove the consistence and asymptotical
Gaussian of their estimation when the size k of this limiting support is fixed and known.
And at the same time, when the model order k is unknown, they combine their method
of known k with a cross-validation procedure to select this model order. In their paper,
they construct the moment relationships between the limits of ESD and PSD, and then
develop moment estimation.
In addition, Li, Chen, Qin, Yao, and Bai (2013) make use of the equation for the
limiting spectral distribution of the sample covariance matrix and H and the stietjes
transform tools to develop a series of new techniques to provide consistent estimation
for the population spectrum distribution. Here, we review the details of the estimation
step as follows:
Suppose X = (x1, ..., xn) in which x1, ..., xn are iid p-dimension random vectors with
mean zero and covariance matrix Σ. Set B = 1n XX
T . Using B to estimate S.D. H of Σ is
to estimate the eigenvalues of the population covariance matrix. The details are given in
the following steps:
Step 1: Compute the eigenvalues of matrix B, denoted as λ˜1 ≤ λ˜2 ≤ ... ≤ λ˜p.
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Step 2: Put B in formula (2.6), we have






B(x), ∀u ∈ A ≡ (−∞, λ˜1) ∪ (λ˜p,+∞) \ {0}.
Step 3: Given {u1, u2, ..., uI} ⊂ A. Then, we get {s1, ..., sI} = {s(u1), ..., s(uI)}.
Step 4: Compute Ĥ such that








in which u(si,H) is given by (2.7).
3.3.2 Spectral-corrected covariance.
From the above content, suppose we have the eigenvalue estimators λˆ1 ≤ λˆ2 ≤ ...... ≤
λˆp. According to the spectral theory, the sample covariance matrix can be rewrited as
S n = VpΛ˜VTp , (3.4)
where Λ˜ = diag(λ˜1,n, ..., λ˜p,n) (λ˜1,n ≤ λ˜2,n ≤ ... ≤ λ˜p,n), and the column vectors of Vp are
the orthonormal eigenvectors of S n.
We use Λ̂ = diag{λˆ1 ≤ λˆ2 ≤ ... ≤ λˆp} as the estimation of the eigenmatrix of Σ and
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put Λ̂ into the equation (3.4). This is the spectral-corrected covariance
Σ̂s = VpΛ̂VTp .
3.3.3 Spectral-Corrected I Estimation.
Plugging the sample mean vector x and the spectral-corrected covariance Σ̂s into the




























1T Σ̂−1s 1σ20 − 1
xT Σ̂−1s x1T Σ̂−1s 1 − (1T Σ̂−1s x)2
. (3.6)
Since the estimator Σ̂s is obtained by estimating the eigenvalues of the population co-
variance, we call cˆsi the spectral-corrected I allocation and
Rˆsi = cˆTsiµ (3.7)
the spectral-corrected I return.
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We expect that this estimate would perform well in the optimal return estimation and
the corresponding risk when p increases with the sample number n proportionally.
3.3.4 Some properties about Σ̂s.
Theorem 3.2. Suppose that:
(1) for each n, Yp = (y1, ..., yn) = (yi, j)p,n, in which {yi, j, i = 1, 2.., p, j = 1, ..., n} are
i.i.d. random variables with Ey11 = 0, E|y11|2 = 1, E|y11|4 < ∞, and xk = Σ1/2yk,
k = 1, 2, ..., n.
(2) Σ is a p × p nonrandom Hermitian nonnegative definite matrix with its spectral
norm bounded in p, with form Σ = UpΛpUTp , where
Λp = diag( λ1, ..., λ1︸   ︷︷   ︸, λ2, ..., λ2︸   ︷︷   ︸, ......, λL, ..., λL︸    ︷︷    ︸).
p1, p2, ......, pL
(3.8)
λ1 > λ2 > ... > λL, Up = (Up1 ,Up2 , ...,UpL), and limpi→∞
pi
n = yi ∈ (0,∞).
(3) For sample covariance matrix S n in the form 2.1, the limiting spectral distribu-
tion is spectral separated.
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Then, for any pair of vectors x(1)p , x(2)p ∈
{
x(1)T UpiUTpix















λk(u j − λ j)
λ j(u j − λk)
almost surely as n → ∞, p/n → y. Here, Bp = VpΛpVTp and u j for j = 1, ..., L are the
solutions of 1 + y
∫
t
u−t dH(t) = 0, and λ1 > u1 > λ2 > ... > λL > uL > 0












λk(u j − λ j)
λ j(u j − λk)
almost surely as n → ∞, p/n → y, since the eigenvalue estimation is consistent with





















in which Vpi is a p × pi matrix, i = 1, 2, ..., L. Then, we have the following corollary.
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λ j − λk +
u j
u j − λk
)
+ a j
 u ju j − λ j + 1yc j
1 + y ∑
t, j
ctλt
λ j − λt

 (3.9)
almost surely as p, n→ ∞, and n/p→ y, in which u1, ..., uL are defined in Theorem 3.2.
Proof: From the construction of Bp, λ1, ..., λL can be given to any number set. When
λ j , 0 and all others are zero, we have (3.9).














λ j − λk +
u j
u j − λk
)
+ a j
 λ ju j − λ j + 1yc j
1 + y ∑
t, j
ctλt
λ j − λt

 (3.10)
almost surely as p, n→ ∞, and n/p→ y, in which u1, ..., uL are defined in Theorem 3.2.
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which is equivalent to Ja = b. Here, J is the coefficient matrix in the linear equations
(3.11), a = (a1, ..., aL)T and b = (b1, ..., bL)T . It is obvious that a = J−1b when J













p (k = 1, 2, ..., L). Then, we have aˆ = J−1bˆ, when J is invertible.
Theorem 3.3. Under the conditions of Theorem 3.2, aˆ is the consistent estimation of a,
as J is invertible.
Proof. The proof is obvious. 

















in which aˆk is the entry of aˆ, k = 1, ..., L. So, we have the estimations of µT Σ−1µ, 1T Σ−1µ,
and 1T Σ−11, in which µ can be estimated by x.
3.4 Spectral-Corrected II Estimation.
Pluging the sample mean vector x, the spectral-corrected covariance Σ̂s, and
︷  ︸︸  ︷
µT Σ−1µ,︷  ︸︸  ︷
1T Σ−1µ,
︷  ︸︸  ︷
1T Σ−11 into the formulae of the theoretical optimal allocation c showed in
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︷  ︸︸  ︷
1T Σ−1µ








︷  ︸︸  ︷




︷  ︸︸  ︷
1T Σ−1µ







√√√√√ ︷  ︸︸  ︷1T Σ−11σ20 − 1︷  ︸︸  ︷
µT Σ−1µ
︷  ︸︸  ︷
1T Σ−11−
(︷  ︸︸  ︷
1T Σ−1µ
)2 . (3.13)
Since this allocation estimation is an extension of the spectral-corrected I allocation, we
call it spectral-corrected II allocation and, correspondingly, denote the return for this
allocation as
Rˆsii = cˆTsiiµ. (3.14)
3.5 Simulation Study. 39









︷  ︸︸  ︷
1T Σ−1µ




︷  ︸︸  ︷




︷  ︸︸  ︷
µT Σ−1µ−





︷  ︸︸  ︷
1T Σ−11
 , if σ0
︷  ︸︸  ︷
1T Σ−1µ





In the following simulation part, we will compare Rˆs with the theoretical optimal
return and other 4 returns obtained by using the allocation estimations.
3.5 Simulation Study.
In this section, we will conduct simulation to compare (1) how good the performance
of the spectral-corrected I and II returns R̂si(sii) in the comparison with those of the plug-
in return R̂p and bootstrap-corrected return R̂b, (2) how good the performance of the
spectral-corrected I and II allocations cˆsi(sii) in the comparison with those of the plug-
in allocation cˆp and bootstrap-corrected allocation cˆb, and (3) what are the risks of the
plug-in return R̂p, bootstrap-corrected return R̂b, and spectral-corrected I and II returns
R̂si(sii), and which is the smallest?
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In order to check how good the performance of the spectral-corrected I and II return
R̂si(sii) in the comparison with those of the plug-in return R̂p and bootstrap-corrected
return R̂b, we define
dωR = Rω − R with ω = p, b, si, sii (3.16)
in which we call dsi(sii)R the spectral-corrected I(II) difference for the return which is
the difference between the spectral-corrected I(II) optimal return estimate Rˆsi(sii) and
the theoretic optimal return R. The plug-in difference dpR and bootstrap-corrected
difference dbR for the returns can be defined similarly as stated in (3.16).
To check how good the performance of the spectral-corrected I(II) allocation cˆsi(sii) in
the comparison with those of the plug-in allocation cˆp and bootstrap-corrected allocation
cˆb, we define
dωc = ‖cˆω − c‖ with ω = p, b, si, sii (3.17)
in which we call dsi(sii)c the spectral-corrected I(II) normed difference for the allocation
which is the normed difference between the spectral-corrected I(II) optimal allocation
estimate cˆsi(sii) and the theoretic optimal allocation c. The plug-in normed difference
dpc and bootstrap-corrected normed difference dbc can be defined similarly as stated in
(3.17).
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Among the risks of the plug-in return R̂p, bootstrap-corrected return, and spectral-
corrected I(II) return R̂si(sii), to check which is the smallest, we define
Riskωc = cˆ
′
ωΣcˆω, with ω = p, b, si, sii (3.18)
in which we call Riskbc , Risk
p
c , and Risk
si(sii)
c the plug-in risk, bootstrap-corrected risk,
and spectral-corrected I(II) risk, respectively. We will also compare dωc , dωR , and risk
ω
c




dRR = R − R = 0 , dcc = ‖c − c‖ = 0 , and Riskcc = c′Σc = 1 . (3.19)
Given a p-dimension nonzero vector µ = (µ1, · · · , µp)T and a positive definite ma-
trix Σ = (σi j) which, for simplicity, is assumed to be a diagonal matrix, we state the
simulation procedure as follows:
Step 1: For each round of N times simulation, we will first choose µ = (µ1, · · · , µp)T in








. Thereafter, we set Σ = Λp in which Λp is defined in
equation (3.8).1
Step 2: Generate n vectors of returns r = (r1, · · · , rp)T for the p-branch of assets from a
1How to use λ and Weight described here is suitable to all the simulation conducted in this paper.
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population with mean µ and covariance matrix Σ.
Step 3: Compute the real optimal allocation c from (1.4) or (1.7) and return R from (1.3)
or (1.6).
Step 4: Compute cˆω and Rˆω for ω = p, b, si, sii.
Step 5: Compute dωR , d
ω
c , and riskω for ω = p, b, si, sii.
Step 6: Repeat Steps 2 to 5 N times.
Step 7: Compute the means and standard deviations of Rˆω, dωR , d
ω
c , and riskω for ω =
p, b, si, sii.
We conduct simulations according to the above steps for each µ, λ, and Weight
and exhibit the means and standard deviations (s.d.) of Rˆω, dωR , d
ω
c , and riskω for




c for the theoreti-
cal optimal return R in the tables for comparison. In the three panels of Table 3.2, p
is fixed and y increases from 0.1 to 0.9 for each given p. Here, we compare the per-
formances of the plug-in, bootstrap-corrected, and spectral-corrected I(II) estimations
under three different PSDs. Here, we omit the word “mean” in the following analysis.
We first compare the performance of the plug-in return R̂p, bootstrap-corrected return
R̂b, spectral-corrected I return R̂si, and spectral-corrected II return R̂sii . From Panel A,
B, and C of Table 3.2, one could notice that the performance of the plug-in return R̂p is
not good even for y = 0.1 and its value is always higher than the real theoretical return
R for any y and for any PSD, and thus, the plug-in difference dpR for the return is always
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positive and increases sharply when y increases. This shows how serious the “over-
prediction” problem when one uses the plug-in return R̂p. On the other hand, the s.d. of
dpR (or the s.d. of R̂p) is not too bad for y = 0.1 but it becomes worse when y increases.
From this table, we find that when y = 0.9, R̂p is higher than twice of the value of
R and the s.d. is so big that we are not surprised that academics have commented that
employing R̂p could do more harm than good.
We turn to examining the performance of the bootstrap-corrected return R̂b. From
Table 3.2, we find that the performance of R̂b is reasonable good for small values of
y, say for y ≤ 0.2. Its performance becomes worse when y increases but is still better
than that of R̂p. From Table 3.2, we find that R̂b always underestimates the theoretical
optimal return because dbR is always negative. We call this “under-prediction” problem.
We observe that the absolute value of dbR is less than 10% of R when y ≤ 0.5 in Panel A
and when y ≤ 0.4 in Panels B and C of Table 3.2. Nonetheless, the absolute value of dbR
is more than 37% of R when y = 0.8 and more than 88% of R when y = 0.9 in Panel A,
more than 48% of R when y = 0.8 and more than 104% of R when y = 0.9 in Panel B,
and more than 55% of R when y = 0.8 and more than 110% of R when y = 0.9 in Panel
C of Table 3.2. This shows that R̂b does circumvent the “over-prediction” problem but
it incurs “under-prediction” problem, especially for large values of y. In addition, from
the tables we find that the s.d. of dbR (or the s.d. of R̂b) is higher than that of d
p
R (or R̂p)
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uniformly for any value of y and for any PSD. Thus, we conclude that the bootstrap-
corrected return R̂b is still far from the ideal estimator for the optimal return R.
We now turn to examining the performance of our proposed spectral-corrected I
return R̂si. From Table 3.2, we find that the average of R̂si is smaller than R when y ≤ 0.7
and bigger than R when y ≥ 0.8 in Panels A and B, and when y = 0.8 in Panel C.
Thus, there is no “under-prediction” problem occurs for the spectral-corrected I return.
However, from the table, we find that R̂si is so close to the theoretical optimal return
R that dsiR is smaller than 5% of R when y ≤ 0.7 in Panels A and B and when y ≤ 0.8
in Panel C, smaller than 15% when y = 0.8 and smaller than 43% when y = 0.9 for
any PSD. In addition, from the table we find that the s.d. of dsiR (or the s.d. of R̂si) is
so small when y ≤ 0.7 that it is uniformly less than 3.7% of the value of R for any
PSD, but is a little bigger when y ≤ 0.8 that it is more than 134% of R for any PSD.
Moreover the s.d. of dsiR (or the s.d. of R̂si) is uniformly much smaller than those of d
p
R
and dbR (R̂p and R̂b) when y ≤ 0.7 and the s.d. of dpR is as higher as 26 times of that of
dsR while the s.d. of d
b
R is as higher as 64 times of that of d
s
R when y ≤ 0.7. Thus, it is
not difficult to find that when y ≤ 0.7, our proposed spectral-corrected I return R̂si could
be better than the plug-in and bootstrap-corrected estimators for the high-dimensional
Markowitz MV portfolio optimization and even when y ≥ 0.8, it is still better in the
comparsion of dωR (ω = p, b, si) and most s.d.s of d
ω
R (ω = p, b, si). Thus, we claim our
proposed estimator enables academics and practitioners get closer to obtain the better
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estimation for the high-dimensional MV Markowitz optimization problem, and thus, we
recommend academics and practitioners to use our proposed spectral-corrected I return
R̂si in their estimation.
Now we analysis the performance of our proposed spectral-corrected II return. From
Table 3.2, we find that the average of R̂sii is less than theoretical optimal return except
y = 0.9 in Panel C where there are only 5943 computable results in 10000 repeat times.
The absolute value of dsiiR is uniform less than 1.4% of R for any y from 0.1 to 0.9 and for
any PSD. The s.d. of dsiiR is so small that it is uniform less than 0.06 in all cases. In the
simulation, we note that the R̂sii is not always computable. In 10000 repeat times, there
are 9346 and 9151 computable results when y = 0.8 and y = 0.9, respectively, in Panel
A, 7706 and 9885 computable results when y = 0.8 and y = 0.9, respectively, in Panel
B and 9617 and 5943 computable results, respectively, in Panel C. Though R̂sii is not
computable in every repeat time when y ≥ 0.8, it still performs so well that the average
dsiiR is less than 2.5% of R and the s.d. of d
sii
R is less than 1.3% in these cases. Thus, we
claim that our proposed spectral-corrected II return is better estimation compared with
the plug-in, bootstrap-corrected and spectral-corrected I return for the high-dimensional
Markowitz MV portfolio optimization.
In the last part of the return estimation, we analysis the performance of the spectral-
corrected return. In Table 3.2, we find that almost all R̂s’s are less than the theoretical
optimal return except y = 0.8 in Panel B and y = 0.9 in Panel C. R̂s is so close to the
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theoretical optimal return when y ≤ 0.7 that the absolute value of dsR is less than 7.59%
of R and is the smallest among the absolute values of dωR (ω = p, b, si, sii, s) for the same
y and same PSD. When y ≥ 0.8, R̂s is not always computable in every repeat time.
In 10000 repeat times, there are 9346 and 9151 computable results when y = 0.8 and
y = 0.9, respectively, in Panel A, 7706 and 9885 computable results when y = 0.8 and
y = 0.9, respectively, in Panel B and 9617 and 5943 computable results, respectively, in
Panel C. When y ≥ 0.8, we find that the absolute value of dsR is about 14% or 1.3% of R
except when y = 0.9 in Panel C. However, the s.d. of dsR is so big that they are all larger
than 1 and especially it is equal to 61.59 when y = 0.9 in Panel C, which are totally not
acceptable for our investors. Thus we conclude that when y is large, R̂s is not very stable
as the estimation of the theoretical optimal return. However we can still use it as our
reference estimation of R, since when y is not too large, it performs best not only in the
average but also in the s.d. compared with the other four estimations.
We turn to checking the “allocation estimation problem” by examining dωc defined
in (3.17) for ω = p, b, si, sii. We first examine the performance of the plug-in allocation
cˆp. From Table 3.2, we find that though the plug-in estimator have very serious “over-
prediction” problem, it does not have any “allocation estimation problem” because dpc is
doing very well. From the table, we find that the mean of dpc is smaller than 0.1 for any
y and for any PSD except the value at y = 0.9, in Panels B and C of Table 3.2 in which
they are 0.11 and 0.13, respectively, which are still very small. In addition, most of its
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s.d.’s are smaller than 0.1 with the maximum of 0.053 at y = 0.9 in Panel C of Table
3.2. So, we conclude that the plug-in estimators do not have any problem on “allocation
estimation.”
On the contrary, the bootstrap-corrected estimation is not doing well in the “alloca-
tion estimation problem,” especially for large values of y. From Table 3.2, we find that
dbc is less than 0.1 only for y ≤ 0.6 in Panel A, for y ≤ 0.5 in Panel B and for y ≤ 0.4 in
Panel C. dbc is higher than 1.4 for y = 0.9 in Panel A, higher than 1.8 for y = 0.9 in Panel
B, and higher than 2 for y = 0.9 in Panel C of Table 3.2. This is unacceptably high. In
addition, the s.d. of dsc is higher than 0.31 for y ≥ 0.7 in all panels, higher than 13 for
y = 0.9 in all panels and as high as 23.32 for y = 0.9 in Panel C of Table 3.2. This is
also unacceptably high. Thus, we conclude that the “allocation estimation problem” is
very serious for the bootstrap-corrected estimation for any large value of y.
On the same time, the spectral-corrected I estimation performs even worse than the
bootstrap-corrected estimation in the “allocation estimation problem” for most cases.
From Table 3.2, we find that dsic is so big that it is at least two times bigger than d
b
c except
when y = 0.9 in Panels A and B and even more than 7 times of dbc when y = 0.8 in Panel
B. The s.d. of dsic is less than that of d
p
c when y ≤ 0.7 in Panels A and C and when y ≤ 0.6
in Panel B but still larger than that s.d. of dpc . In the left cases, the s.d. of dsic is even
larger than that of dbc . Thus, we conclude that the spectral-corrected I estimation has
more serious “allocation estimation problem” than the bootstrap-corrected estimation in
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the allocation estimation.
On the other hand, From Table 3.2, we find that sometimes the spectral-corrected
II allocation does perform better than the plug-in allocation but in general the spectral-
corrected II allocation does not perform as good as the plug-in allocation. Nonetheless,
the spectral-corrected II allocation cˆsi(sii) performs reasonably well because (1) the mean
and s.d. of dsiic are around 26% and 10%, respectively; (2) nearly all of the means of d
sii
c
are smaller than those of dbc (except when y = 0.5 and 0.6 in Panel C of Table 5 in which
the difference is still very minimum); (3) all of the s.d.’s of dsiic are smaller than those of
dbc ; (4) d
sii
c are less than 0.1 when y ≤ 0.6 in Panel A, when y ≤ 0.4 in Panels B and C
and the biggest dsiic is still smaller than 0.26 which is only 13% of the largest value of the
mean of dbc ; and (4) the largest s.d. of d
sii
c is still less than 0.11, which is only 0.5% of the
largest value of the s.d. of dbc . Thus, we could conclude that there is also no “allocation
problem” for the spectral-corrected II estimation.
Last, we study the risk problem for the three allocation estimations. We first study the
risk problem for the plug-in estimation. From Table 3.2, we find that the risk problem
is not serious for the plug-in estimation for any small value of y because riskpc is less
than 30% bigger than the theoretical risk when y = 0.1 and it is still less than 1.6 for
y = 0.2 but when y increases, riskpc increases sharply and it is around twice as big as the
theoretical risk when y = 0.3, more than 9 times of the theoretical risk when y = 0.7 and
even more than 79 times when y = 0.9. The s.d. of riskpc is already larger than 1 since
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y ≥ 0.6 and is higher than 5000 when y = 0.9. Since both the mean and the s.d. are
unacceptably high for any large value of y, we conclude that the risk problem is serious
for the plug-in estimation for any large value of y.
We turn to examining the risk problem for the bootstrap-corrected estimation. From
Table 3.2, we find that the risk problem for the bootstrap-corrected estimation is even
more serious than the plug-in estimation because (1) riskbc is uniformly higher than that
of riskpc for any value of y and for any PSD; (2) the s.d. of riskbc is higher than that of
riskpc for more than half (17) of the cases; (3) when y increases, riskbc increases even
more sharply than riskpc ; and (4) the mean and s.d. of riskbc are as high as 154.9 and
29483 (161 and 33492, 164.1 and 34860) for y = 0.9 in Panel A (B and C), respectively.
Thus, we conclude that the risk problem for the bootstrap-corrected estimation is even
more serious than that for the plug-in estimation.
For the spectral-corrected I estimation, the risk of its allocation performs much better
than that of the plug-in and bootstrap-corrected allocations. From Table 3.2, we find that
when y is not very big, risksic is so small that risk
si
c is uniformly less than 1.8 for y ≤ 0.7.
And compared with the other three estimations—the plug-in, bootstrap-corrected and
spectral-corrected estimations, it is the smallest when y ≤ 0.7 in Panel A and when
y ≤ 0.5 in Panels B and C. When y ≥ 0.8, the largest risksic is 14.20 which is around
16% of the largest riskpc and 8.6% of the largest riskbc . For the s.d. of risk
si
c , it performs
so well for not too large y that they are uniformly less than 0.16 when y ≤ 0.7. When
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y ≥ 0.8, it performs not very good but still better than that of the plug-in and bootstrap
allocation risk. In fact, when y ≥ 0.8, the smallest s.d of risksic is around 5.88 which is
not acceptably high, but the largest one is around 51 which is far less than the largest
s.d. 6078 of riskpc and 34860 of riskbc . Thus, we conclude that for not too large y, the
spectral-corrected I estimation is the best choice in the risk part, for large y, it is still
better than the plug-in and bootstrap-corrected estimation.
Finally we examine the risk problem for our proposed spectral-corrected II estima-
tion. From Table 3.2, we find that there is NO risk problem for the spectral-corrected
II estimation because (1) when y = 0.1, risksiic is only around 7% (with s.d. of around
0.003) bigger than the theoretical risk for all panels; (2) when y increases, risksiic still
increases but the speed is so slow that it is negotiable; (3) the mean of the risksiic is uni-
formly less than 2 for any y and any PSD. (4) the risksiic is only 1.87 in Panel A, 1.57 in
Panel B, and 1.37 in Panel C for y = 0.9; and the s.d. of the risksiic is as small as 0.002
for y = 0.1 in all panels, increases when y increases, and as high as 0.23, 0.15, and 0.045
for Panels A, B, and C for y = 0.9. Thus, we conclude that there is NO risk problem for
the spectral-corrected estimation.
According to above analysis, we conclude that
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(1) Spectral-Corrected I estimation is a better choice than the plug-in and bootstrap-
corrected estimation. And when y is not too large, it is very close to the theoreti-
cal optimal structure.
(2) Spectral-Corrected II estimation is the best choice when y is not too large. But
when y is large, it is not always computable.
(3) Spectral-Corrected return is the best estimation for the theoretical optimal return.
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Table 3.2 Comparison of the spectral-corrected I and II estimations with the plug-in
estimation, the bootstrap-corrected estimation.
Panel A: p = 100, N = 10000, λ = [25, 10, 3, 1], w = [0.25, 0.25, 0.25, 0.25].
Return dc Risk
y=0.1 mean dR s.d. mean s.d. mean s.d.
real 3.9604 0 0 0 0 1 0
plug-in 4.1690 0.2086 9.29E-3 8.52E-16 3.07E-31 1.2318 3.73E-3
bootstrap 3.9506 -9.85E-3 0.0188 1.46E-4 1.73E-05 1.2449 6.64E-3
spectral I 3.9413 -0.0190 3.04E-3 0.0336 2.33E-05 1.0708 3.04E-3
spectral II 3.9514 -8.97E-3 3.24E-3 8.08E-16 2.40E-31 1.0749 1.13E-3
spectral 3.9589 -1.51E-3 3.44E-3 0 0 1 0
y=0.2 mean dR s.d. mean s.d. mean s.d.
plug-in 4.4128 0.4523 0.0255 1.84E-3 1.01E-3 1.5544 0.0163
bootstrap 3.9331 -0.0273 0.0545 6.37E-3 5.69E-3 1.5812 0.0235
spectral I 3.9188 -0.0416 0.0061 0.0730 3.70E-4 1.1529 0.0061
spectral II 3.9405 -0.0199 0.0070 2.34E-4 1.83E-4 1.1624 0.0032
spectral 3.9566 -0.0038 0.0081 0 0 1 0
y=0.3 mean dR s.d. mean s.d. mean s.d.
plug-in 4.6943 0.7338 0.0678 5.99E-3 2.78E-3 2.0126 0.0678
bootstrap 3.8973 -0.0631 0.1605 0.0198 0.0174 2.0639 0.0705
spectral I 3.8931 -0.0673 0.0088 0.1240 0.0033 1.2487 0.0088
spectral II 3.9287 -0.0317 0.0113 0.0048 0.0036 1.2649 0.0071
spectral 3.9540 -0.0064 0.0143 0 0 1 0
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y=0.4 mean dR s.d. mean s.d. mean s.d.
real 3.9604 0 0 0 0 1 0
plug-in 5.0380 1.0776 0.1732 0.0087 0.0031 2.7114 0.2509
bootstrap 3.8404 -0.1199 0.4458 0.0364 0.0324 2.8086 0.1888
spectral I 3.8654 -0.0950 0.0115 0.1911 0.0115 1.3555 0.0115
spectral II 3.9167 -0.0437 0.0172 0.0207 0.0153 1.3786 0.0162
spectral 3.9497 -0.0107 0.0243 0 0 1 0
y=0.5 mean dR s.d. mean s.d. mean s.d.
plug-in 5.4512 1.4907 0.4194 0.0092 0.0023 3.8359 0.9130
bootstrap 3.7361 -0.2243 1.0758 0.0551 0.0541 4.0670 0.6108
spectral I 3.8382 -0.1221 0.0158 0.2885 0.0272 1.4650 0.0158
spectral II 3.9068 -0.0535 0.0248 0.0508 0.0367 1.4926 0.0349
spectral 3.9426 -0.0178 0.0399 0 0 1 0
y=0.6 mean dR s.d. mean s.d. mean s.d.
plug-in 5.9876 2.0271 1.1223 0.0072 0.0011 5.9218 4.0618
Bootstrap 3.5141 -0.4463 2.8605 0.0910 0.1174 6.5786 2.9565
spectral I 3.8159 -0.1445 0.0234 0.4374 0.0576 1.5715 0.0234
spectral II 3.9082 -0.0521 0.0318 0.0853 0.0594 1.6038 0.0666
spectral 3.9494 -0.0110 0.0651 0 0 1 0
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y=0.7 mean dR s.d. mean s.d. mean s.d.
real 3.9604 0 0 0 0 1 0
plug-in 6.7409 2.7804 2.6855 0.0089 0.0012 10.41 21.11
bootstrap 3.1853 -0.7751 6.3422 0.1653 0.3196 12.32 21.43
spectral I 3.8004 -0.1600 0.0616 0.7377 0.2139 1.6949 0.0616
spectral II 3.9067 -0.0536 0.0406 0.1199 0.0805 1.6990 0.1121
spectral 3.9444 -0.0159 0.1443 0 0 1 0
y=0.8 mean dR s.d. mean s.d. mean s.d.
plug-in 7.8175 3.8571 7.0449 0.0310 0.0075 21.92 162.3
bootstrap 2.4591 -1.5013 15.36 0.3737 1.1524 29.38 265.9
spectral I 4.2578 0.2974 31.07 2.5296 42.40 10.46 31.07
spectral II 3.9077 -0.0527 0.0470 0.1482 0.0958 1.7844 0.1678
spectral 3.9107 -0.0496 1.9949 0 0 1 0
9346 9346 9346
y=0.9 mean dR s.d. mean s.d. mean s.d.
plug-in 10.16 6.2066 26.52 0.0949 0.0381 84.68 6060
bootstrap 0.4368 -3.5236 56.96 1.4068 13.99 154.9 29483
spectral I 5.6333 1.6729 51.77 1.9981 16.02 8.1566 51.77
spectral II 3.9125 -0.0479 0.0570 0.1720 0.1094 1.8770 0.2335
spectral 3.4166 -0.5438 2.2540 0 0 1 0
9151 9151 9151
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Panel B: p = 100, N = 10000, λ = [10, 3, 1], w = [0.4, 0.3, 0.3].
Return dc Risk
y=0.1 mean dR s.d. mean s.d. mean s.d.
real 4.1877 0 0 0 0 1 0
plug-in 4.4088 0.2211 0.0106 5.34E-4 2.86E-4 1.2314 0.0038
bootstrap 4.1774 -0.0102 0.0221 0.0023 0.0015 1.2427 0.0068
spectral I 4.1683 -0.0193 0.0034 0.0423 4.10E-05 1.0647 0.0034
spectral II 4.1780 -0.0096 0.0037 6.85E-16 2.04E-31 1.0684 0.0011
spectral 4.1852 -0.0024 0.0040 0 0 1 0
y=0.2 mean dR s.d. mean s.d. mean s.d.
plug-in 4.6600 0.4723 0.0363 0.0062 0.0028 1.5470 0.0216
bootstrap 4.1449 -0.0427 0.0890 0.0204 0.0178 1.5727 0.0265
spectral I 4.1472 -0.0404 0.0067 0.0932 0.0012 1.1394 0.0067
spectral II 4.1682 -0.0194 0.0081 0.0030 0.0019 1.1475 0.0031
spectral 4.1833 -0.0043 0.0097 0 0 1 0
y=0.3 mean dR s.d. mean s.d. mean s.d.
plug-in 4.9385 0.7508 0.1170 0.0124 0.0046 1.9857 0.1008
bootstrap 4.0694 -0.1182 0.3255 0.0437 0.0373 2.0454 0.0787
spectral I 4.1244 -0.0632 0.0096 0.1621 0.0069 1.2232 0.0096
spectral II 4.1583 -0.0293 0.0132 0.0205 0.0129 1.234 0.0074
spectral 4.1791 -0.0085 0.0174 0 0 1 0
3.5 Simulation Study. 56
y=0.4 mean dR s.d. mean s.d. mean s.d.
real 4.1877 0 0 0 0 1 0
plug-in 5.2668 1.0791 0.3247 0.0152 0.0041 2.6420 0.3816
bootstrap 3.9444 -0.2432 0.9288 0.0702 0.0621 2.7846 0.1982
spectral I 4.1043 -0.0833 0.0127 0.2542 0.0171 1.3073 0.0127
spectral II 4.1537 -0.0339 0.0195 0.0617 0.0364 1.3160 0.0193
spectral 4.1767 -0.0109 0.0292 0 0 1 0
y=0.5 mean dR s.d. mean s.d. mean s.d.
plug-in 5.6609 1.4732 0.7569 0.0124 0.0022 3.7008 1.3014
bootstrap 3.7588 -0.4288 2.0948 0.0945 0.1037 4.0589 0.6296
spectral I 4.0847 -0.1029 0.0176 0.3729 0.0307 1.3868 0.0176
spectral II 4.1523 -0.0353 0.0267 0.1016 0.0570 1.3890 0.0371
spectral 4.1717 -0.0159 0.0474 0 0 1 0
y=0.6 mean dR s.d. mean s.d. mean s.d.
plug-in 6.1927 2.0050 1.7582 0.0078 8.75E-4 5.6961 5.1021
bootstrap 3.4683 -0.7193 4.5985 0.1418 0.2127 6.6433 3.3215
spectral I 4.0679 -0.1197 0.0286 0.5632 0.0757 1.4612 0.0286
spectral II 4.1581 -0.0295 0.0333 0.1406 0.0740 1.4469 0.0626
spectral 4.1790 -0.0086 0.0852 0 0 1 0
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y=0.7 mean dR s.d. mean s.d. mean s.d.
real 4.1877 0 0 0 0 1 0
plug-in 6.9187 2.7310 3.9661 0.0171 0.0027 9.9387 24.72
bootstrap 3.0058 -1.1818 9.7201 0.2517 0.5308 12.65 26.08
spectral I 4.0884 -0.0992 0.1508 1.0333 2.3052 1.7141 0.1508
spectral II 4.1614 -0.0262 0.0405 0.1731 0.0869 1.4938 0.0904
spectral 4.1558 -0.0318 0.2337 0 0 1 0
y=0.8 mean dR s.d. mean s.d. mean s.d.
plug-in 7.9991 3.8114 9.4569 0.0478 0.0123 20.95 176.4
bootstrap 2.1478 -2.0398 20.66 0.5240 1.8018 30.22 289.6
spectral I 4.7460 0.5583 34.48 4.0419 169.4 14.20 34.48
spectral II 4.1619 -0.0257 0.0447 0.1960 0.0940 1.5345 0.1222
spectral 4.5039 0.3162 8.8094 0 0 1 0
7706 7706 7706
y=0.9 mean dR s.d. mean s.d. mean s.d.
plug-in 10.40 6.2132 32.37 0.1180 0.0477 81.13 5960
bootstrap -0.1448 -4.3325 71.01 1.8103 19.98 161.0 33492
spectral I 5.1547 0.9670 9.2244 1.3310 3.8952 3.0219 9.2244
spectral II 4.1738 -0.0138 0.0520 0.2194 0.1025 1.5768 0.1556
spectral 3.7510 -0.4366 1.0288 0 0 1 0
9885 9885 9885
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Panel C: p = 100, N = 10000, λ = [5, 3, 1], w = [0.4, 0.3, 0.3].
Return dc Risk
y=0.1 mean dR s.d. mean s.d. mean s.d.
real 4.3376 0 0 0 0 1 0
plug-in 4.5662 0.2286 0.0119 0.0019 9.71E-4 1.2306 0.0041
bootstrap 4.3254 -0.0122 0.0259 0.0069 0.0053 1.2410 0.0071
spectral I 4.3128 -0.0248 0.0039 0.0452 4.15E-4 1.0618 0.0039
spectral II 4.3251 -0.0125 0.0045 4.03E-4 2.32E-4 1.0667 0.0012
spectral 4.3350 -0.0025 0.0051 0 0 1 0
y=0.2 mean dR s.d. mean s.d. mean s.d.
plug-in 4.8170 0.4793 0.0492 0.0103 0.0041 1.5380 0.0280
bootstrap 4.2731 -0.0644 0.1349 0.0337 0.0276 1.5639 0.0303
spectral I 4.2862 -0.0514 0.0078 0.1105 0.0076 1.1255 0.0078
spectral II 4.3126 -0.0250 0.0097 0.0113 0.0064 1.1365 0.0034
spectral 4.3321 -0.0055 0.0131 0 0 1 0
y=0.3 mean dR s.d. mean s.d. mean s.d.
plug-in 5.0875 0.7498 0.1675 0.0174 0.0055 1.9593 0.1321
bootstrap 4.1608 -0.1768 0.4995 0.0624 0.0523 2.0300 0.0858
spectral I 4.2989 -0.0387 0.0626 0.4649 0.1138 1.1806 0.0626
spectral II 4.3036 -0.0340 0.0159 0.0438 0.0240 1.2053 0.0086
spectral 4.3167 -0.0209 0.0724 0 0 1 0
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y=0.4 mean dR s.d. mean s.d. mean s.d.
real 4.3376 0 0 0 0 1 0
plug-in 5.4091 1.0714 0.4413 0.0173 0.0039 2.5940 0.4659
bootstrap 4.0008 -0.3368 1.3089 0.0909 0.0826 2.7712 0.2028
spectral I 4.2484 -0.0892 0.0230 0.3835 0.0495 1.2540 0.0230
spectral II 4.3033 -0.0343 0.0236 0.0970 0.0489 1.2595 0.0192
spectral 4.3188 -0.0188 0.0498 0 0 1 0
y=0.5 mean dR s.d. mean s.d. mean s.d.
plug-in 5.7959 1.4582 0.9898 0.0125 0.0018 3.6184 1.5258
bootstrap 3.7726 -0.5650 2.7712 0.1157 0.1329 4.0555 0.6412
spectral I 4.2187 -0.1189 0.0233 0.4904 0.0472 1.2995 0.0233
spectral II 4.3087 -0.0288 0.0316 0.1408 0.0663 1.3009 0.0312
spectral 4.3223 -0.0153 0.0691 0 0 1 0
y=0.6 mean dR s.d. mean s.d. mean s.d.
plug-in 6.3244 1.9868 2.1932 0.0090 9.10E-4 5.5534 5.6755
bootstrap 3.4358 -0.9018 5.8200 0.1730 0.2722 6.6900 3.5753
spectral I 4.1867 -0.1509 0.0337 0.7122 0.1148 1.3465 0.0337
spectral II 4.3177 -0.0198 0.0381 0.1803 0.0784 1.3274 0.0455
spectral 4.3415 0.0039 0.1189 0 0 1 0
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y=0.7 mean dR s.d. mean s.d. mean s.d.
real 4.3376 0 0 0 0 1 0
plug-in 7.0456 2.7079 4.7825 0.0237 0.0040 9.6880 26.63
bootstrap 2.9122 -1.4253 11.64 0.3058 0.6724 12.78 27.38
spectral I 4.1769 -0.1607 0.0949 1.1775 0.6180 1.4501 0.0949
spectral II 4.3260 -0.0116 0.0450 0.2131 0.0872 1.3454 0.0580
spectral 4.3374 -2.46E-4 0.2600 0 0 1 0
y=0.8 mean dR s.d. mean s.d. mean s.d.
plug-in 8.1057 3.7680 11.05 0.0600 0.0161 20.31 182.5
bootstrap 1.9338 -2.4038 24.54 0.6089 2.2049 30.83 312.2
spectral I 4.4927 0.1550 5.8800 3.0105 28.71 3.7371 5.8800
spectral II 4.3304 -0.0072 0.0489 0.2350 0.0913 1.3591 0.0702
spectral 4.2905 -0.0470 1.6554 0 0 1 0
9617 9617 9617
y=0.9 mean dR s.d. mean s.d. mean s.d.
plug-in 10.59 6.2550 36.13 0.1307 0.0531 79.60 6078
bootstrap -0.4562 -4.7939 79.41 2.0249 23.32 164.1 34860
spectral I 3.6663 -0.6713 34.29 4.7276 47.55 5.4114 34.29
spectral II 4.3424 0.0047 0.0552 0.2528 0.0960 1.3777 0.0800
spectral 7.4833 3.1456 61.59 0 0 1 0
5943 5943 5943
Note: p = 100 is the number of the assets, N = 10000 is the repeat time, λ is constructed
by the different eigenvalues of Σ, and w is the corresponding weight vector of λ on the whole
p eigenvalues of Σ. The results are also compared and those of the real counterpart which are
denoted as “real.” Readers may refer to footnote 1 on how to use λ and Weight in the simulation.




In Chapter 3 we introduce the specific steps to construct the Spectral-Corrected Es-
timators for the MV model. In this chapter we will provide the theoretical foundations
for theorems 3.1 and 3.2 and some simulation results for these theorems.
4.1 Introduction
From Proposition 1.1, it is not difficult to find the key point in the limit properties
of the spectral-corrected estimators is located on three limit values of µT Σ−1s µ, 1
T Σ−1s 1,
1T Σ−1s µ. In this thesis, we just consider finite different eigenvalues of the population
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covariance matrix. In this case, we need to find the limiting behavior of the eigenvectors
of the large dimensional random matrices. However, the investigation on eigenvectors
has been relatively weaker than that on eigenvalues in the literature due to the difficulty
of mathematical formulation since the dimension increases with the sample size. In the
literature there are only five papers, from Silverstein, in 1990, concerning real sample
covariance matrices, to Bai, Miao, and Pan (2007).
In this chapter, we will utilize the technology of Bai, Miao and Pan (2007) to provide




p for any pair of vectors x(1)p and x(2)p as n → ∞ and





p and some relevant results to analyze the limiting behavior of
the spectral-corrected estimators. In the last section, we will analysis our results by
simulation.
4.2 Some preparations for the proofs of the theorems.
The limiting properties of the eigenvalues of S n have been intensively investigated in
the literature. Yin, Bai and Krishnaiah (1988) establish the limiting value of the largest
eigenvalue, while Bai and Yin (1993) employ a unified approach to obtain the limiting
value of the smallest and the largest eigenvalues of S n when Σ = I. A break through
on the convergence rate of the ESD of a sample covariance matrix is obtained by Bai
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(1993) and Bai, Miao and Yao (2003). In Bai and Silverstein (1998), it is shown that,
with probability 1, no eigenvalues of S n appear in any interval [a, b] which is contained
in an open interval outside the supports of Fcp,Hp for all large n under the condition of
finite 4th moment (here, cp = p/n and Hp is the ESD of Σp).
However, relatively less work has been done on the limiting behavior of eigenvec-
tors of S n. Some results in this aspect can be found in Silverstein (1990, 1989, 1984).
The more attention has been paid to the ESD of the sample covariance matrix may be
due to the origins of RMT, which lie with quantum mechanics (QM), where the eigen-
values of large dimensional random matrices are used to describe the energy levels of
particles. With the application of RMT to many other areas, such as statistics, wireless
communications—for example, the CDMA (code division multiple access) system and
MIMO (multiple input multiple output) system, finance and economics, and so on, the
importance of the limiting behavior of eigenvectors has been gradually recognized. For
example, in signal processing, for signals received by linearly spaced sensors, the es-
timates of the directions of arrivals (DOA) are based on the noise eigenspace. In the
principal component analysis or factor analysis, the directions of the principal compo-
nents are the eigenvectors corresponding to the largest eigenvalues.
Our research is motivated by the fact that the matrix of eigenvectors (eigenmatrix for
short) of the Wishart matrix has the Haar distribution, that is, the uniform distribution
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over the group of unitary matrices (or orthogonal matrices in the real case). It is conceiv-
able that the eigenmatric of a large sample covariance matrix should be “asymptotically
Haar distributed.” However, we are facing a problem on how to formulate the terminol-
ogy “asymptotically Haar distributed” because the dimensions of the eigenmatrices are
increasing. In this chapter, we shall adopt the method of Bai, Miao, and Pan (2007) and
Silversterin (1990, 1989). If U has a Haar measure over the orthogonal matrices, then
for any unit vector x ∈ Rp, y = Ux = (y1, ..., yp)′ has a uniform distribution over the
unit sphere On = {x ∈ Rp : ‖x‖ = 1}. If z = (z1, ..., zp)′ ∼ N(0, Ip), then y has the same
distribution as z/‖z‖.


























where [a] denotes the greatest integer ≤ a. From the second equality, it is easy to see
that Yp(t) converges to a Brownian bridge (BB) B(t) when p converges to infinity. Thus,
we are interested in whether the same is true for general sample covariance matrices.
Let Xp = (Xi j) be an p × n matrix of i.i.d complex random variables and let Σp be an
p × p nonnegative definite Hermitian matrix with a square root Σ1/2p . In this chapter, we




p . Obviously, Ap has same distribution with
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the sample covariance matrix constructed by n i.i.d p dimension random vector samples
with the population covariance matrix Σ.
Let VpΛ˜pVTp denote the spectral decomposition of Ap, where Λ˜p = diag(λ˜1, λ˜2, ..., λ˜p)
and Vp = (vi j) is unitary matrix consisting of the orthonormal eigen-vectors of Ap. As-
sume that x(1)p , x(2)p ∈ CP are two bounded nonrandom vectors and
y(1) = (y(1)1 , y
(1)
2 , ..., y
(1)
p )
T = VTp x
(1)
p ,
y(2) = (y(2)1 , y
(2)
2 , ..., y
(2)
p )
T = VTp x
(2)
p .






i I(λ˜i ≤ x). (4.2)
Then, its Stieltjes transform is given by
mFAp1
(z) = x(1)p
T (Ap − zI)−1x(2)p z ∈ C+. (4.3)
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4.3 Proof of Theorem 3.1.
Without loss of generality, we assume that ‖Tn‖ ≤ 1, where ‖ · ‖ denotes the spectral
norm on the matrices, that is, their largest singular values. Throughout this paper, K
denotes a universal constant which may take different values at different appearances.
Lemma 4.1. (Lemma 2.5 in Bai and Silverstein (1998)) Let X = (X1, ..., Xp), where
X j’s are i.i.d. complex random variables with zero mean and unit variance. Let B be a
deterministic p × p complex matrix. Then, for any q ≥ 2, we have
E|XT BX − trB|q ≤ Kq
(
(E|X1|4trBBT )q/2 + E|X1|2qtr(BBT )q/2
)
.
For K > 0, let X˜i j = Xi jI(|Xi j| ≤ K) − EXi jI(|Xi j| ≤ K) and A˜ = 1nΣ1/2p X˜pX˜Tp Σ1/2p ,
where X˜p = (X˜i j). Let v = =z > 0. Since Xi j − X˜i j = Xi jI(|Xi j| > K) − EXi jI(|Xi j| > K)
and ‖(Ap − zI)−1‖ is bounded by 1v , by Theorem 3.1 in Yin, Bai and Krishanaiah (1988),
we have
∣∣∣∣x(1)p T (Ap − zI)−1x(2)p − x(1)p T (A˜p − zI)−1x(2)p ∣∣∣∣
≤ ‖(Ap − zI)−1 − (A˜p − zI)−1‖
≤ ‖(Ap − zI)−1‖‖Ap − A˜p‖‖(A˜p − zI)−1‖
≤ 1
Nv2
(‖Xp − X˜p‖‖XTp ‖ + ‖X˜p‖‖XTp − X˜Tp ‖)















the rescaling of X˜i j can be dealt with similarly. Hence, in the sequel, it is enough to
assume that |Xi j| ≤ K, EX11 = 0, and E|X11|2 = 1 (for simplicity, suppressing all super-
and subscripts on the variables Xi j).
Next, we will show that
x(1)p
T (Ap − zI)−1x(2)p − x(1)p T E(Ap − zI)−1x(2)p → 0 a.s. (4.4)
Let s j denote the jth column of 1√nT
1/2
p Xp, A(z) = Ap − zI, A j(z) = A(z) − s jsTj ,
















ξ j(z) = sTj A
−1


























1 + sTj A
−1
j (z)s j




Noting that |β j(z)| ≤ |z|/v and ‖A j(z)−1‖ ≤ 1/v, by Lemma 1, we have




































E|ξ j(z)|r = E
∣∣∣∣∣s jA−1j s j − 1n trΣpA−1j (z)
∣∣∣∣∣r
= E













E ĵ|X1|4trΣpA−1j ΣpA−1j T
)r/2








Here, E ĵ is the conditional expectation, given s1, ..., s j−1, s j+1, ..., sp.
Define the δ-field F j = δ(s1, ..., s j), let E j(·) denote conditional expectation given
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the δ-field F j and let E0(·) denote the unconditional expectation. Note that
x(1)p

















































(E j − E j−1)(β j(z) − b j)sTj A−1j x(2)p x(1)p T A−1j (z)s j −
n∑
j=1






























E jb jγ j(z) − (E j − E j−1)β j(z)b jξ jsTj A−1j x(2)p x(1)p T A−1j (z)s j
Lemma 4.2. (Burkholder inequality) Let {Xk} be a complex martingale difference se-
quence with respect to the increasing σ-fieldFk, and let Ek denote conditional expecta-
tion w.r.t.Fk. Then, for q ≥ 2,
E
∣∣∣∣∑ Xk∣∣∣∣q ≤ Kq (E (∑ Ek−1|Xk|2)q/2 + E ∑ |Xk|q) .
By the fact that 1|z||(1+sTj A−1j (z)s j)|
≤ 1|z(1+sTj A−1j (z)s j)| ≤
1
v and use of the Burkholder inequal-
ity, (4.5),(4.6) and the martingale expression (4.7), we have
E












































E|sTj A−1j (z)x(2)p x(1)p T A−1j (z)s j|r
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≤ K(n−1/2 + n−r+1)
Thus, (4.4) follows from Borel-Cantelli Lemma, by taking r > 2.
Write
A(z) − (−zEmp(z)Σp − zI) =
n∑
j=1
s jsTj − (−zEmp(z)Σp).
Using the identities
sTj A
−1(z) = sTj (A j + s js
T
j )




































































































on the left and x(2)p , we have
x(1)p
T


















































































4.3 Proof of Theorem 3.1. 73
Similar to (4.5,4.6), by Lemma 1, for r ≥ 2, we have







































































∣∣∣∣Eβ1xTp (Emp(z)Σp + I)−1 Σp(A−1(z) − EA−1(z))xp∣∣∣∣












∣∣∣∣xTp (Emp(z)Σp + I)−1 Σp(A−1(z) − EA−1(z))xp∣∣∣∣2)
= o(n−1/2),
where to estimate the second factor, we need to use the martingale decomposition of
A−1(z) − EA−1(z).
Combining the above three results with (4.9), we conclude that
x(1)p
T




x(2)p → 0. (4.10)
In Siverstein, J. W. (1995), it is proved that, under the conditions of Theorem 3.1,
Emp(z)→ m(z), which is the solution of equation (2.4), and we then conclude that
x(1)p
T












−zm(z)λk − z .
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4.4 Proof of Theorem 3.2.
Here, we suppose that the domain of the limit spectral distribution is separated to k
subsections from the low bond to the upper bond. The L + 1 points of the subsections






































































(FAn1 (t2) − FAn1 (t1)) + ... +
1
λˆL

















































Suppose u = −1/m, we have



































(u − t)2 dH(t)
)
du.
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where Γ j is a contour of the image of C j by u. (Note: Because for each z with =(z) , 0,
there is a unique solution to the equation 4.11 whose imaginary part has the same sign
as z. Therefore, the contour Γ j is well defined.)
Recall that












= c jλ2j ,
where ct = limn→∞ ntn , the relative frequency of the distinct eigenvalue λt of Tp.
When k , j, within the contour Γ j, the integrand












u − λt = 0.
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(Note: The equation above has L solutions in total and exact one in each Γ j.) The residue
of u = λ j is
(











yc jλ j(λ j − λk)
= − λ j
λ j − λk .
The residue of u = u j is
(










1 − y ∑Lt=1 ctλ2t(u j−λt)2



















−y ∑Lt=1 ctλt(u j−λt)2 (u j − λk)
=
−y ∑Lt=1 ( ctλtu j−λt + ctλ2t(u j−λt)2 )
−y ∑Lt=1 ctλt(u j−λt)2 (u j − λk)
=
u j













du = − λ j
λ j − λk +
u j
u j − λk .
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When k = j, the integrand has also two poles, one at u j with a residue
u j
u j−λ j since







(u − λ j)2 − y ∑t, j ctλ2t(u−λt)2 (u − λ j)2 − yc jλ2j) (u − λ j)−2(
(u − λ j) + y ∑t, j ctλtu−λt (u − λ j) + yc jλ j) (u − λ j)−1
=
(u − λ j)2 − y ∑t, j ctλ2t(u−λt)2 (u − λ j)2 − yc jλ2j(
(u − λ j) + y ∑t, j ctλtu−λt (u − λ j) + yc jλ j) (u − λ j)
The other pole is at u = λ j with order two, and hence, the residue is




(u−λt)2 (u − λ j)2 − yc jλ2j







1 + y ∑
t, j
ctλt
































λ j − λk +
u j
u j − λk
)
+ a j
 u ju j − λ j + 1yc j
1 + y ∑
t, j
ctλt
















λk − λ j +
a j
yc j
1 + y ∑
t, j
ctλt















λk − λ j +
a j
yc j
1 + y ∑
t, j
ctλt
λ j − λt −
1 + y L∑
j=1
ctλt





















ctλt(u j − λ j)
(λ j − λt)(u j − λt) −
c jλ j
u j − λ j


















ckλk(u j − λ j)





























c jλ j(uk − λk)

















λ j(u j − λk) +
λk
λk − λ j +
c jλ j(uk − λk)














λ j(u j − λk) +
λk
λk − λ j +
c jλ j
ck(λk − λ j) −
c jλ j













(λ j − u j)λk
λ j(u j − λk)(λ j − λk) −
c jλ j(λk − uk)
ck(λk − λ j)(uk − λ j)
)
.
By above equation, we suppose






























u−t )(u − λk)
du



































u−t )(u − λk)
du




λk(λ j − u j)






(λk − λt)(uk − λt) .
That is, ∑
j,k
λk(λ j − u j)





c jλ j(λk − uk)













(λ j − u j)λk
λ j(u j − λk)(λ j − λk) −
c jλ j(λk − uk)















(λ j − u j)λk
λ j(u j − λk)(λ j − λk) −
c jλ j(λk − uk)















(λ j − u j)λk
λ j(u j − λk)(λ j − λk) −
λk(λ j − u j)









λk(u j − λ j)
λ j(u j − λk) .
Note: Since each u j is enclose in Γ j, j = 1, 2, ..., k, we know that λ j+1 < u j < λ j where
λL+1 = 0 by convention. Therefore, any t, we have
λ j
u j − λ j ≤
λt
u j − λt .
Consequently,
λ j
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Hence
(1 − y)λ j ≤ u j < λ j and λ j+1 < u j.
Theorem 4.1. Under the same conditions of Theorem 3.2, further suppose that the pro-















λk(u j − λ j)












p , k = 1, 2, ..., L.
Proof. Suppose x(1)p =
∑L




s=1 Ups$s, in which ϑt and $s are pt and



























































































= I1 + I2 + I3 + I4.
Let us consider the limiting behavior of the vector UTp j B
−1
p Ups$s( j, s = 1, 2, ..., L). When




∥∥∥∥UTp j B−1p Ups$s∥∥∥∥ = limp→∞,p/n→y sup‖ϑ‖=1ϑT UTp j B−1p Ups$s = 0, (4.12)
according to Theorem 3.2.
When j = s, there is a positive number M such that
∥∥∥∥UTp j B−1p Ups$s∥∥∥∥ ≤ M
for all s, j = 1, ..., L.
Then, we have
|I2| =
















∥∥∥∥UTp j B−1p Ups$s∥∥∥∥ = op(1).
By using the same argument, we have |I3| = |I4| = op(1).












p U j$ j.
Since here x(1)p and x(2)p only have finite unzero entries, for any j(= 1, 2, ..., L), Up jUTp jx
(1)
p














p = δ1u j,1 + δ2u j,2 in which Up j = (u j,1, u j,2, ..., u j,p j),
j = 1, 2, ..., L.
Then,

































































p (δ1u j,1 + δ2u j,2)
= J1 + J2 + J3 + J4 + J5.











p (δ1u j,1 + δ2u j,2)
∣∣∣∣∣∣∣
=
∣∣∣∣uTj,1B−1p U˜p jU˜Tp j B−1p (δ1u j,1 + δ2u j,2)∣∣∣∣
≤
∥∥∥∥U˜Tp j B−1p u j,1∥∥∥∥ ∥∥∥∥U˜Tp j B−1p (δ1u j,1 + δ2u j,2)∥∥∥∥
= (op(1))2, (4.13)
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in which U˜p j = (u j,3, u j,4, ..., u j,p j) and (4.13) comes from equation 4.12. For J2,J3, and J4
it is not difficult to prove that they are all op(1) according to Theorem 3.2. Then,











λ j(uk − λk)
λk(uk − λ j)
2 a.s.








λk(u j − λ j)




as p→ ∞, p/n→ y. The proof is done. 
4.5 The limiting behavior of spectral-corrected I and II
estimations
4.5.1 Spectral-Corrected I estimation
In this section, we will discuss the limiting behavior of the spectral-corrected I return
and risk in the Markowitz mean-variance model. From the Section 3.3.3, the return
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which we call spectral-corrected I return. Here bˆsi is given in the equation (3.6).
In this equation, σ0 is estimated by the classical method. It has same order as 1√p ,





. For ‖x‖, it is reasonable to suppose ‖x‖√p = O(1).

































Applying Theorem 4.1, we obtain the following theorem:












λk(u j − λ j)
λ j(u j − λk)  ςx(1)p ,x(2)p a.s. (4.16)
as n→ ∞ and p/n→ y.
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Note: Here ςx(1)p ,x(2)p depends on the construction of the population covariance matrix.
The proof of Theorem 4.2 is deduced easy according to the consistence of the eigen-
values estimations of the population covariance matrix.
We note that ςx(1)p ,x(2)p is a function of ak, λk, and ui (i = 1, · · · , L) in which di, λi, and
ui (i = 1, · · · , L) are given in the conditions of Theorem 4.1. For ςx(1)p ,x(2)p , it is interesting
to find the following result:



















as p, n → ∞ and p/n → y according Theorem 3.1. In this paper we will evaluate the
performance of the spectral-corrected method by simulation and exhibit the simulation











Σ−1x(2)p for a pair of random bounded vectors x(1)p and x(2)p . From these tables,
we notice that ∣∣∣∣x(1)p T Σ−1x(2)p ∣∣∣∣ < ∣∣∣∣x(1)p T Σ̂−1s x(2)p ∣∣∣∣ < ∣∣∣∣x(1)p T S −1n x(2)p ∣∣∣∣ . (4.18)
We also note that the limits of the middle and right terms in equation (4.17) are
the corresponding terms in equation (4.18), because limn,p
∣∣∣∣x(1)p T Σ̂−1s x(2)p ∣∣∣∣ = ςx(1)p ,x(2)p and
limn,p
∣∣∣∣x(1)p T S −1n x(2)p ∣∣∣∣ = ∣∣∣∣x(1)p T Σ−1x(2)p ∣∣∣∣ /(1 − y) as p, n→ ∞ and p/n→ y.
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p for any y. When y increases form 0.1 to


















only because the mean of the former is closer to the theoretical value, but also the s.d.
of the former is smaller. In addition, our simulation shows that the inequalities in (4.17)
hold. Thus, we recommend academics and practitioners to use the spectral-corrected
estimation in their analysis. To obtain further analysis, we first establish the following
theorem:






















(υ1, υ2) : υT1 UpiU
T









→ ς1,1 , 1
′Σ̂−1s µ√
p‖µ‖ → ς1,µ , and
µ′Σ̂−1s µ
‖µ‖2 → ςµ,µ (4.19)
as p, n→ ∞ and p/n→ y. Here ς1,1, ς1,µ, and ςµ,µ are defined in (4.16).
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b.
1′Σ̂−1s x√
p‖x‖ → ς1,µ and
x′Σ̂−1s x
‖x‖2 → ςµ,µ . (4.20)
as p, n→ ∞ and p/n→ y.
Proof. Parts (a) of Theorem 4.3 can be obtained easily and thus we only prove Part (b)




















as p, n → ∞ and p/n → y. Thereafter, as p, n → ∞ and p/n → y, we get the following
results:
∣∣∣∣∣∣ ‖x‖√p − ‖µ‖√p
∣∣∣∣∣∣ ≤
∥∥∥∥∥∥x − µ√p
∥∥∥∥∥∥→ 0, (4.21)∣∣∣∣∣∣ x‖x‖ − µ‖µ‖
∣∣∣∣∣∣ ≤













By equations (4.21) and (4.22), we obtain the results in (4.20). That is, the limits of
(4.19) are same as the limits with the replacement of µ by x and thus the assertions of
Theorem 4.3 hold. 
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Now we turn to analyzing the limit of the spectral-corrected return. Suppose σ0 =
ξσ0/
√
p, ‖µ‖ = ξµ√p. As p, n → ∞ and p/n → y, we first obtain the limit of the




























→ ξσ0ξµ√ςµ,µ as p, n→ ∞ and p/n→ y.

















































Here, as p, n→ ∞ and p/n→ y,
bˆsi‖x‖2 = ‖x‖2
√
1T Σ̂−1s 1σ20 − 1
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Table 4.1 Comparison of a′S −1n b, a′Σ̂−1s b, limp→∞,p/n→y a′Σ̂−1s b and a′Σ−1b.
Panel A: λ = (25, 10, 3, 1), Weight = (0.25, 0.25, 0.25, 0.25).













0.1 2.3661 0.1416 2.1574 0.1047 2.1266 0.1070 2.3629 2.1574 2.1266
0.2 2.6637 0.2353 2.1927 0.1512 2.1262 0.1597 2.6583 2.1931 2.1266
0.3 3.0568 0.3808 2.2378 0.2062 2.1302 0.2269 3.0380 2.2349 2.1266
0.4 3.5789 0.5323 2.2895 0.2379 2.1338 0.2769 3.5444 2.2839 2.1266
0.5 4.2927 0.7500 2.3451 0.2682 2.1286 0.3349 4.2533 2.3424 2.1266
0.6 5.4192 1.3103 2.3978 0.3264 2.0974 0.4766 5.3166 2.4143 2.1266
0.7 7.3858 2.0641 2.4491 0.3292 2.0048 0.6185 7.0888 2.5004 2.1266
0.8 11.148 4.1163 2.5071 0.3498 1.6445 1.4751 10.633 2.5965 2.1266




ςµ,µς1,1 − (ς1,µ)2 .













According the above analysis, we obtain the following theorem:
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Panel B: λ = (10, 3, 1), Weight = (0.4, 0.3, 0.3).













0.1 2.1881 0.1309 1.9901 0.0926 1.9665 0.0958 2.1851 1.9903 1.9666
0.2 2.4635 0.2196 2.0179 0.1348 1.9669 0.1461 2.4583 2.0177 1.9666
0.3 2.8262 0.3530 2.0517 0.1814 1.9690 0.2084 2.8095 2.0499 1.9666
0.4 3.3088 0.4872 2.0916 0.2035 1.9726 0.2526 3.2777 2.0874 1.9666
0.5 3.9706 0.6926 2.1276 0.2264 1.9606 0.3119 3.9333 2.1314 1.9666
0.6 5.0129 1.1970 2.1572 0.2625 1.9123 0.4433 4.9166 2.1841 1.9666
0.7 6.8292 1.9190 2.1873 0.2643 1.7905 0.6488 6.5555 2.2446 1.9666
0.8 10.308 3.8890 2.2193 0.2770 1.0565 2.2727 9.8333 2.3088 1.9666
0.9 22.080 13.749 2.2405 0.2918 2.6018 1.3486 19.666 2.3830 1.9666



















as n→ ∞ and p/n→ y.
Now, we turn to studying the limit of the spectral-corrected return to the theoretical
optimal return. We first obtain the limit of the theoretical optimal return as stated in the
following theorem:
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Panel C: λ = (5, 3, 1), Weight = (0.4, 0.3, 0.3).













0.1 2.5216 0.1528 2.3017 0.1102 2.2668 0.1216 2.5185 2.3016 2.2666
0.2 2.8384 0.2550 2.3396 0.1563 2.2615 0.1949 2.8333 2.3421 2.2666
0.3 3.2562 0.4079 2.3862 0.2061 2.2069 0.5878 3.2380 2.3892 2.2666
0.4 3.8107 0.5633 2.4343 0.2265 2.2908 0.3413 3.7777 2.4435 2.2666
0.5 4.5773 0.8110 2.4757 0.2483 2.2403 0.4053 4.5333 2.5066 2.2666
0.6 5.7787 1.3933 2.5069 0.2810 2.1331 0.5774 5.6666 2.5809 2.2666
0.7 7.8695 2.2318 2.5382 0.2793 1.9198 0.7996 7.5555 2.6643 2.2666
0.8 11.881 4.5272 2.5699 0.2882 1.3968 1.4031 11.333 2.7502 2.2666
0.9 25.446 16.054 2.5890 0.2989 -3.1150 6.2448 22.666 2.8458 2.2666
Note: p = 100 is the dimension of the population, y = p/n, N = 10000 is the repeating times,
λ is the vector with the different eigenvalues of the population covariance matrix, and Weight is
the weight vector of the corresponding eigenvalues over the dimension p. Entries of a and b are
generated from the uniform distribution on (−1, 1). For easily comparison, we normalize a and
b such that a′Σ̂b is fixed. Readers may refer to footnote 1 on how to use λ and Weight in the
simulation.
Theorem 4.5. Under the conditions of the Theorem 4.3,








exist as p, n→ ∞ and p/n→ y.
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Table 4.2 Comparison of a′S −1n b, a′Σ̂−1s b, limp→∞,p/n→y a′Σ̂−1s b and a′Σ−1b.
Panel A: y = 0.2, N = 10000, λ = (10, 3, 1), Weight = (0.4, 0.3, 0.3).













50 2.4705 0.2791 2.0183 0.1704 1.9675 0.1843 2.4583 2.0177 1.9666
100 2.4642 0.1998 2.0187 0.1214 1.9676 0.1315 2.4583 2.0177 1.9666
150 2.4616 0.1651 2.0172 0.1009 1.9660 0.1095 2.4583 2.0177 1.9666
200 2.4601 0.1375 2.0175 0.0841 1.9664 0.0911 2.4583 2.0177 1.9666
250 2.4597 0.1238 2.0177 0.0760 1.9665 0.0822 2.4583 2.0177 1.9666
300 2.4609 0.1142 2.0182 0.0697 1.9671 0.0755 2.4583 2.0177 1.9666






























as n→ ∞, p/n→ y.





orems 4.6 and 4.7 and our simulation results support the conjecture that R̂s is propor-
tionally consistent with the theoretical optimal return R at least under some additional
conditions.
4.5 The limiting behavior of spectral-corrected I and II estimations 95
Panel B: y = 0.5, N = 10000, λ = (10, 3, 1), Weight = (0.3, 0.3, 0.4).













50 4.0086 0.9386 2.1267 0.2917 1.9600 0.4032 2.4583 2.1314 1.9666
100 3.9709 0.6634 2.1255 0.2109 1.9568 0.2929 2.4583 2.1314 1.9666
150 3.9594 0.5323 2.1248 0.1695 1.9556 0.2354 2.4583 2.1314 1.9666
200 3.9526 0.4509 2.1245 0.1457 1.9558 0.2024 2.4583 2.1314 1.9666
250 3.9423 0.4060 2.1245 0.1320 1.9557 0.1829 2.4583 2.1314 1.9666
300 3.9399 0.3619 2.1231 0.1180 1.9534 0.1632 2.4583 2.1314 1.9666
Panel C: y = 0.8, N = 10000, λ = (10, 3, 1), Weight = (0.3, 0.3, 0.4).













50 11.002 5.6907 2.2150 0.3502 0.8290 3.5195 2.4583 2.3134 1.9666
100 10.331 3.6125 2.2102 0.2577 0.9978 2.0953 2.4583 2.3088 1.9666
150 10.207 2.7467 2.2090 0.2064 0.9377 1.7736 2.4583 2.3103 1.9666
200 10.047 2.3499 2.2121 0.1799 1.0263 1.4679 2.4583 2.3088 1.9666
250 10.041 2.1021 2.2117 0.1622 0.9780 1.3551 2.4583 2.3097 1.9666
300 9.9737 1.8929 2.2115 0.1465 1.0067 1.2030 2.4583 2.3088 1.9666
Note:p is the dimension of the population, y = p/n, N is the repeating times, λ is the
vector with the different eigenvalues of the population covariance matrix, and Weight is
the weight vector of the corresponding eigenvalues over the dimension p. Entries of a
and b are generated from the uniform distribution on (−1, 1). For easily comparison, we
normalize a and b such that a′Σ̂b is fixed. Readers may refer to footnote 1 on how to
use λ and Weight in the simulation.
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In this thesis, we also hypothesize the conjecture that R̂isksi is close to the Risk of the
theoretical optimal return under some regularity conditions. To examine this conjecture,
in this section we will study the limiting behavior of the spectral-corrected risk. To do
so, from (4.25), we only need to examine the limiting behavior of apT Σ̂−1s ΣΣ̂
−1
s bp by the
following theorem:
Theorem 4.6. Suppose that the projections on each U j ( j = 1, · · · , L) subspace of
vectors x(1)p and x(2)p only have finite nonzero entries. Then, under the same conditions of














λk(u j − λ j)
λ j(u j − λk)

2
 %x(1)p ,x(2)p , (4.24)
From Theorem 4.6, we notice that %x(1)p ,x(2)p depends only on the information of bk, λk,
and uk (k = 1, · · · , L) about the population. Since it is difficult to obtain the theoreti-












p , and x(1)p
T
Σ−1x(2)p for
each pair of the uniform bounded vector x(1)p , x(2)p , in this paper we conduct simulation













p , and it’s limit are much closer to the
real value x(1)p
T







p converges. Thus, we establish the following theorem for the risk:
Theorem 4.7. Under the conditions of the Theorem 4.3,
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Table 4.3 Comparison of a′S −1n ΣS −1n b, a′Σ̂−1s ΣΣ̂−1s b, limp→∞ a′Σ̂−1s ΣΣ̂−1s b, and a′Σ−1b.
Panel A: λ = (25, 10, 3, 1), Weight = (0.25, 0.25, 0.25, 0.25).















0.1 2.9287 0.3562 2.3659 0.2314 2.1914 2.1266
0.2 4.1816 0.7598 2.6595 0.3718 2.2740 2.1266
0.3 6.3114 1.6365 3.0391 0.5710 2.3809 2.1266
0.4 10.139 3.2253 3.5281 0.7717 2.5198 2.1266
0.5 17.554 6.6398 4.1181 1.0169 2.7045 2.1266
0.6 35.643 19.184 4.7613 1.3859 2.9593 2.1266
0.7 90.808 59.328 5.4097 1.5618 3.3045 2.1266
0.8 313.58 280.67 6.1136 1.8169 3.7423 2.1266
0.9 3422.9 7450.3 6.7951 2.1544 4.3561 2.1266
(1) we have the limits of
1T Σ̂−1s ΣΣ̂−1s 1
p
,





‖µ‖2 , n, p→ ∞, p/n→ y
exist and they are denoted by %1,1, %1,µ and %µ,µ.
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Panel B: λ = (10, 3, 1), Weight = (0.4, 0.3, 0.3).















0.1 2.7086 0.3294 2.1625 0.2026 2.0169 1.9666
0.2 3.8685 0.7095 2.4020 0.3240 2.0828 1.9666
0.3 5.8330 1.5159 2.7037 0.4896 2.1696 1.9666
0.4 9.3717 2.9528 3.0818 0.6354 2.2835 1.9666
0.5 16.243 6.1401 3.4763 0.7940 2.4349 1.9666
0.6 32.984 17.572 3.8436 0.9811 2.6405 1.9666
0.7 83.963 54.907 4.1985 1.0618 2.9098 1.9666
0.8 289.59 263.82 4.5451 1.1707 3.2343 1.9666
0.9 3134.7 6476.9 4.8461 1.2957 3.6602 1.9666
(2) and













as n, p→ ∞, p/n→ y.
(3) Then when ξσ0ς1,µ/ςµ,µ < 1,
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Panel C: λ = (5, 3, 1), Weight = (0.4, 0.3, 0.3).















0.1 3.1210 0.3839 2.5079 0.2419 2.3459 2.2666
0.2 4.4565 0.8244 2.7755 0.3769 2.4587 2.2666
0.3 6.7186 1.7533 3.1020 0.5570 2.6135 2.2666
0.4 10.786 3.4074 3.4696 0.6975 2.8173 2.2666
0.5 18.729 7.1874 3.8066 0.8334 3.0817 2.2666
0.6 38.021 20.461 4.0860 0.9681 3.4268 2.2666
0.7 96.768 63.820 4.3398 1.0042 3.8566 2.2666
0.8 333.82 307.84 4.5702 1.0590 4.3472 2.2666
0.9 3617.4 7589.3 4.7502 1.1209 4.9539 2.2666
Note: p = 100 is the dimension of the population, y = p/n, N = 10000 is the repeating times,
λ is the vector with the different eigenvalues of the population covariance matrix, and Weight is
the weight vector of the corresponding eigenvalues over the dimension p. Entries of a and b are
generated from the uniform distribution on (−1, 1). For easily comparison, we normalize a and
b such that a′Σ̂b is fixed. Readers may refer to footnote 1 on how to use λ and Weight in the
simulation.






















as p, n→ ∞ and p/n→ y.
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Proof.
p · R̂isksi = p · cˆTsiΣcˆsi
=


























41, if 42 < 1
43 + 44 + 45, if 42 > 1.


















→ ξσ0ς1,µ/ςµ,µ a.s. ,










44 = 2p · bˆsi
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ςµ,µς1,1 − (ς1,µ)2 a.s.
45 = p · bˆ2si
(
BT ΣB − 2BT ΣC + CT ΣC
)






















4.5 The limiting behavior of spectral-corrected I and II estimations 101
Table 4.4 Comparison of a′S −1n ΣS −1n b, a′Σ̂−1s ΣΣ̂−1s b, limp→∞ a′Σ̂−1s ΣΣ̂−1s b, and a′Σ−1b.
Panel A: y = 0.2, N = 10000, λ = (10, 3, 1), Weight = (0.4, 0.3, 0.3).















50 3.9044 0.9122 2.4059 0.4122 2.0828 1.9666
100 3.8714 0.6459 2.4044 0.2931 2.0828 1.9666
150 3.8610 0.5319 2.4007 0.2430 2.0828 1.9666
200 3.8529 0.4448 2.3997 0.2033 2.0828 1.9666
250 3.8522 0.3982 2.4007 0.1832 2.0828 1.9666
300 3.8523 0.3665 2.4011 0.1673 2.0828 1.9666






is close to the theoretical risk too. Theorems 4.6, 4.7 and 4.9 and our simulation re-
sults support the conjecture that R̂isksi is proportionally consistent with the theoretical
optimal return Risk at least under some additional conditions.
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Panel B: y = 0.5, N = 10000, λ = (10, 3, 1), Weight = (0.4, 0.3, 0.3).















50 16.895 8.8257 3.4860 1.0219 2.4349 1.9666
100 16.277 5.9371 3.4647 0.7288 2.4349 1.9666
150 16.117 4.6685 3.4617 0.5820 2.4349 1.9666
200 16.007 3.8916 3.4527 0.5018 2.4349 1.9666
250 15.890 3.5150 3.4489 0.4510 2.4349 1.9666
300 15.849 3.1124 3.4408 0.4040 2.4349 1.9666
4.5.2 Spectral-Corrected II estimation
Now we discuss the limiting behavior of the spectral-corrected II return and risk in
the Markowitz mean-variance model. Form the section 3.4, the return estimation of the








︷  ︸︸  ︷
1T Σ−1µ




xT Σ̂−1s 1︷  ︸︸  ︷
1T Σ−11
+ bˆsii
xT Σ̂−1s x −
︷  ︸︸  ︷
1T Σ−1µ︷  ︸︸  ︷
1T Σ−11
xT Σ̂−1s 1
 , if σ0
︷  ︸︸  ︷
1T Σ−1µ
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Panel C: y = 0.8, N = 10000, λ = (10, 3, 1), Weight = (0.4, 0.3, 0.3).















50 376.70 541.66 4.5652 1.5136 3.2589 1.9666
100 296.44 255.90 4.5099 1.0790 3.2343 1.9666
150 281.36 179.01 4.4942 0.8691 3.2424 1.9666
200 266.96 144.99 4.5046 0.7601 3.2343 1.9666
250 265.35 125.61 4.5051 0.6880 3.2392 1.9666
300 258.61 111.32 4.4995 0.6178 3.2343 1.9666
Note : p is the dimension of the population, y = p/n, N is the repeating times, λ is the
vector with the different eigenvalues of the population covariance matrix, and Weight is
the weight vector of the corresponding eigenvalues over the dimension p. Entries of a
and b are generated from the uniform distribution on (−1, 1). For easily comparison, we
normalize a and b such that a′Σ̂b is fixed. Readers may refer to footnote 1 on how to
use λ and Weight in the simulation.
which is called the spectral-corrected II return. Here bˆsii is given in the equation (3.13).





Σ̂−1s ΣΣ̂−1s x︷  ︸︸  ︷
µT Σ−1µ
, if σ0
︷  ︸︸  ︷
1T Σ−1µ
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in which bˆsii is given in the equation (3.13), A˜ =
Σ̂−1s 1︷  ︸︸  ︷
1T Σ−11
, B˜ = B = Σ̂−1s x and C˜ =︷  ︸︸  ︷
1T Σ−1µ︷  ︸︸  ︷
1T Σ−11
Σ̂−1s 1.
Theorem 4.8. Under conditions of Theorem 3.2, if the coefficient matrix J in the linear
equations (3.11) is invertible, then









as p, n→ ∞, p/n→ y.
Proof. According theorem 3.3, vectors aˆ and λ are the consistent estimations of the a
and λ. Then above theorem is proven. 
Theorem 4.9. Under the conditions and definitions stated in Theorem 4.3, we have
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as p, n→ ∞ and p/n→ y.
Proof. The proof just is same as that of Theorem 4.4 and 4.7. 
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CHAPTER 5
Conclusions and Further Research
5.1 Conclusions
The purpose of this thesis is to solve the “Markowitz optimization enigma” by de-
veloping a new covariance estimate to capture the essence of the portfolio selection.
By utilizing the large dimensional data analysis, we theoretically prove that the plug-in
return, obtained by plugging the sample mean and the sample covariance into the for-
mulae of the optimal return, is always larger than its theoretical value when the number
of assets is large. This phenomenon is called as the “over-prediction” phenomenon.
According this phenomenon, Bai, Z.d., Liu H.X. and Wong, W.K. (2009) provide the
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bootstrap-corrected estimation by using the bootstrap technic in which the over predic-
tion is overcame but its performance in the risk and the allocation is not better than that
of the plug-in estimation and even worse sometimes. That is because the sample co-
variance is still used in the construction of the bootstrap-corrected allocation. And this
allocation is constructed according the form of the bootstrap-corrected return so that it
has nothing done with improving the plug-in allocation. It will be reasonable that the
risk of the plug-in and bootstrap-corrected allocations are very close and almost same.
In the Markowitz mean-variance model, the key problem actually is how to esti-
mate the population covariance matrix more exactly. In this thesis, we provide the
spectral-corrected covariance matrix to correct the sample covariance matrix and deduce
some very important theoretical results. According the theoretical results, the spectral-
corrected I estimation and the spectral-corrected II estimation are built and improve the
accuracy of the estimation dramatically. As our approach is easy to operate and imple-
ment in practice, the whole efficient frontier of our estimates can be constructed analyt-
ically. Thus, our proposed estimator allows the Markowitz MV optimization procedure
to be absolutely implementable and practically useful.
We also note that our model includes situations in which one of the assets is a risk-
free asset so that investors can lend and borrow at the same rate. In this situation, the
separation theorem holds and thus our proposed return estimate is the optimal combina-
tion of the riskless asset and the optimal risky portfolio. We further note that the other
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assets listed in our model could be common stocks, preferred shares, bonds and other
types of assets so that the optimal return estimate proposed in this thesis actually rep-
resents the optimal return for the best combination of risk-free rate, bonds, stocks and
other assets. As the estimate developed in this thesis greatly enhances the Markowitz
mean-variance optimization procedure to become practically useful, financial institu-
tions are encouraged to adopt our approach in their quantitative investment processes
and employ quantitatively oriented specialists to take key positions in their investment
team.
In addition, we relax the condition of the assets return distributions which usually
restrict the implementation of Markowitz optimization procedure to the existence of the
second moment for some cases and fourth moment for some other cases. Many studies,
(for example, Fama (1963, 1965), Blattberg and Gonedes (1974), Clark (1973), Fielitz
and Rozelle (1983)), conclude that the normality assumption in the distribution of a secu-
rity or portfolio return is always violated. Fama (1963, 1965) suggests a family of stable
Paretian distributions between normal and Cauchy distributios for stock returns. Blat-
tberg and Gonedes (1974) suggest student-t as an alternative distribution. Clark (1973)
suggests a mixture of normal distributions while Fielitz and Rozelle (1983) suggest that
a mixture of non-normal stable distributions would be a better representation of the dis-
tribution of the returns. The contribution of this thesis is that we do not need to assume
any distribution but only the existence of some moments which are more easily satisfied
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by the asset returns. For example, all distributions mentioned above could be dealt with
by our proposed approach. Besides that, they are not necessarily identically-distributed.
5.2 Further Research
There is still much work to be done to extend the current work.
(1) We study the situation in which short selling is allowed. One could extend our ap-
proach to estimate the optimal portfolio selection with non-negativity constraints
on the weights since short selling sometimes is impossible or too expensive to
carry out.
(2) In our theoretical result, we do not provide the relationship between the limiting
value of a′Σ̂−1e b and the real value a
′Σ−1b. It is needed to analysis further.
(3) On the other hand, the theorems derived and the approach developed in this study
are based on the assumption that the returns are independent. In practice, how-
ever, this is not the case. For example, many studies suggest that the returns are
autocorrelated rather than independent. Hence, one could extend our work by
releasing the independent assumption to make the application of the MV theory
to be more realistic.
(4) Finally, except for the short-selling restriction, the optimization problem could
also be formulated with other restrictions, like trading costs, liquidity constraints,
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turnover constraints and budget constraints, see, for example, Detemple and
Rindisbacher (2005), Muthuraman and Kumar (2006), and Lakner and Ny Gren
(2006). The attainable efficient frontier could also be defined subject to some of
these imposed constraints which could then be incorporated to make MV opti-
mization a more flexible tool.
111
Bibliography
[1] Bai, Z.D. (1999). Methodologies in spectral analysis of large dimensional random
matrices, a review. Statistica Sinica. 9 611-677.
[2] Bai, Z.D. (1993a). Convergence rate of expected spectral distributions of large ran-
dom matrices. Part I. Wigner matrices. Ann. Probab. 21(2) 625-648.
[3] Bai, Z.D. (1993b). Convergence rate of expected spectral distributions of large
random matrices. Part II. Sample covariance matrices. Ann. Probab. 21(2) 649-
672.
[4] Bai, Z.D., Chen, J. and Yao, J.-F., 2010. On estimation of the population spectral
distribution from a high-dimensional sample covariance matrix. Australian & New
Zeland Journal of Statistics , 52, 423-437
[5] Bai, Z.d., Li, H., Liu, H.X. and Wong, W.K. (2011) Test statistics for prospect and
markowitz stochastic dominances with applications. Econometrices Journal 122
1-26.
Bibliography 112
[6] Bai, Z.d., Liu, H.X. and Wong, W.K. (2009). Enhancement of the applicability
of Markowitz’s portfolio optimiation by utilizing random matrix theory. Math. Fi-
nance 19(4) 639-667.
[7] Bai, Z.D., Miao, B.Q. and Pan, G.M. (2007). On asymptotics of eigenvalues of
large sample covariance matrix. Ann. Probab. 35(4) 1532-1572.
[8] Bai, Z.D., Miao, B.Q. and Yao, J.F. (2003) Convergence rates of spectral distri-
butions of large sample covariance matrices. SIAM J. Matrix Anal. Appl. 25(1)
105-127.
[9] Bai, Z.D. and Silvertsein, J. W. (1998). No eigenvalues outside the support of
the limiting spectral distribution of large dimensional sample covariance matrices.
Ann. Probab. 26(1) 316-345.
[10] Bai, Z.D. and Yin, Y.Q. (1993). Limit of the samllest eigenvalue of large dimen-
sional covariance matrix. Ann. Probab. 21 1275-1294.
[11] Blattberrg, R.C. and Gonedes, N.J. (1974). A comparson of stable and student
distribution as statistical models for stock prices. J. Bus. 47 244-280.
[12] Brown, S.J. (1978). The portfolio choice problem: comparison of certainty equiv-
alence and optimal bayes portfolios. Commun. Stat. Simul. Comput. 7 321-334.
[13] Canner, N., Mankiw, N.G. and Weil, D.N. (1997). An asset allocation puzzle. Am.
Econ. Rev. 87(1) 181-191.
[14] Chen, S.N., and Brown, S.J. (1983). Estimation risk and simple rules for optimal
portfolio selection. Journal of finiance. 38(4) 1087-1093.
[15] Chopra, V.K., Hensel, C.R. and Turner, A.L. (1993). Massaging mean-variance
inputs: returns from alternative global investment strategies in the 1980s. Manage-
ment Science. 39(7) 845-855.
[16] Clark, P.K. (1973). A subordinated stochastic process model with finite variance
for speculative prices. Econometrica 37 135-155.
[17] Detemple, J. and Rindisbacher, M. (2005). Closed-Form solutions for optimal
portfolio selection with stochastic interest rate and investment constraints. Math.
Finance 15(4) 539-568.
Bibliography 113
[18] Elton, e.J., Gruber, M.J. and Padberg, M.W. (1976). Simple criteria for optimal
portfolio selection. J. Finance 31(5) 1341-1357.
[19] Elton, E.J., Gruber, M.J. and Padberg, M.W. (1978). Simple criteria for optimal
portfolio selection: tracing out the efficient frontier. J. Finance 33(1) 296-302.
[20] Fama, E.F. (1963). Mandelbrot and the stable paretian hypothesis. J. Bus. 36 420-
429.
[21] Fama, E.F. (1965). Portfolio Analysis in a stable paretian market. Manage. Sc. 11
401-419.
[22] Feldstein, M.S. (1969). Mean variance analysis in the theory of liquidity prefer-
ence and portfolio selection. Rev. Econ. Stud. 36(1) 5-12.
[23] Fielitz, B.D. and Rozelle, J.P. (1983). Stable distributions and mixtures of distri-
butions hypotheses for common stock returns. J. Am. Stat. Assoc. 78 28-36.
[24] Frankfurter, G.M., Phillips, H.E. and Seagle, J.P. (1971). Portofolio selection:
the effects of uncertian means, variances and covariances. J. Finan. Quant. Anal. 6
1251-1262.
[25] Hakasson, N.H. (1972). Mean variance analysis in a finite world. J. Finan. Quant.
Anal. 7(5) 1873-1880
[26] Hanoch, G. and Levy, H. (1969). The efficiency analysis of choices involving risk.
Rev. Econ. Stud. 36 335-346.
[27] Hensel, C. R. and Turner, A. L. (1998). Making Superior Asset Allocation Deci-
sions: A Practitioner’s Guide.” In Worldwide Asset and Liability Modeling, Chap-
ter 4, edited by W. T. Ziemba and J. M. Mulvey. Cambridge, United Kingdom:
Cambridge University Press.
[28] Jorion, P. (1992). Portfolio optimization in practice. Financial Analysts Journal.
48 68-74.
[29] Jonsson, D. (1982). Some limit theorems for the eigencalues of sample covariance
matrix. J. Multivariate Anal. 12 1-38.
Bibliography 114
[30] Kan, R. and Zhou, G. (2007). Optimal portfolio choice with parameter uncertainty.
J. Finan. Quant. 42(3) 621-656.
[31] Lakner, P. and L.M. Nygren (2006). Portfolio optimization with downside con-
straints. Math. Finance 16(2) 283-299.
[32] Laloux, L., Cizeau, P. Bouchaud, J.P. and Potters, M. (1999). Noise dressing of
financial correlation matrices. Phys. Revi. Lett. 83 1467-1470.
[33] Li, W. M., Chen, J. Q., Qin, Y. L., Yao, J. F., Bai, Z. D. (2013) Estimation of
the population spectral distribution from a large dimensional sample covariance
matrix. Working Paper.
[34] Marcˇenko, V.A. and Pastur, L.A. (1967). Distribution of eigenvalues for some
sets of random matrices. Math. USSR-Sb. 1 457-483.
[35] Markowitz, H.M. (1952) Portfolio Selection. J. Finance 7 77-91.
[36] Markowitz, H.M. (1959) Portfolio Selection. New York: John Wiley and Sons.
[37] Markowitz, H.M., and Perold, A.F. (1981). Portfolio analysis with factors and
scenarios. J. Finance 36 871-877.
[38] Michaud, R.O. (1989). The Markowitz optimization enigma: is “optimized” Opti-
mal? Finan. Analy. J. 45 31-42.
[39] Michaud, R.O. (1998). Efficient asset management: a practical guide to stock port-
folio optimization and asset allocation. Cambridge, MA: Harvard Bussiness School
Press.
[40] Muthuraman, K. and Kumar, S. (2006). Multidimensional portfolio optimization
with proportional transaction costs. Math. Fiance 16(2) 301-335.
[41] Pafka, S. and Kondor, I. (2004). Estimated correlation matrices and portfolio op-
timization. Physica A 343 623-634.
[42] Perolod, A.F. (1984). Large-scale portfolio optimization. Manage. Sci 30(10)
1143-1160.
Bibliography 115
[43] Rothschild, M. and Stiglitz, J.E. (1970). Increasing risk: I. A definition. J. Econ.
Theory 2 225-243.
[44] Rothschild, M. and Stiglitz, J.E. (1971). Increasing Risk: II. Its Economic con-
sequences. J. Economic Theory 3 66-84.
[45] Sharpe, W.F. (1967). A linear programming algorithm for mutual fund portfolio
selection. Manage. Sci. 22 499-510.
[46] Sharpe, W.F. (1971). A linear programming approximation for the general portfo-
lio analysis problem. J. Finan. Quant. Anal. 6(5) 1263-1275.
[47] Silverstein, J.W. (1995). Strong convergence of the empirical distribution of eigen-
values of large dimensional random matrices. J. Multivariate Anal. 5 331-339.
[48] Silverstein, J.W. (1990). Weak convergence of random functions defined by the
eigenvectors of sample covariance matrices. Ann. Probab. 18 1174-1194.
[49] Silverstein, J.W. (1989a). On the eigenvectors of large dimensional sample covari-
ance matrices. J. Multivariate Anal. 30 1-16.
[50] Silverstein, J.W. (1989b). On the weak limit of the largest eigenvalue of a large
dimensional sample covariance matrix. J. Multivariate Anal. 30 307-311.
[51] Silverstein, J.W. (1984a). Comments on a result of Yin, Bai and Krishnaiah for
large dimensional multivariate F matrices. J Multivariate Anal. 15408-409.
[52] Silverstein, J.W. (1984b). Some limit theorems on the eigenvectors of large di-
mensional sample covariance matrices. J. Multivariate Anal. 15 295-324.
[53] Silverstein, J.W. and Bai, Z.D. (1995). On the empirical distribution of eigenvalues
of a class of large dimensional random matrices. J. Multivariate Anal. 54 175-192.
[54] Silverstein, J.W. and Choi, S.I. (1995). Analysis of the limiting spectral distribu-
tion of large dimensional random matrices. J. Multivariate Anal. 54 295-309.
[55] Simaan, Y. (1997). Estimation risk in portfolio selection: The mean variance model
versus the mean absolute deviation model. Manage. Sci. 43(10) 1437-1446.
Bibliography 116
[56] Stone, B.K. (1973). A linear Programming formulation of the general portfolio
selection problem. J. Finan. Quant. Anal. 8(4) 621-636.
[57] Yin, Y.Q., Bai, Z.D. and Krishnaiah, P.R. (1988). On the limit of the large eigen-
value of the large-dimensional sample covariance matrix. Probab. Theory Related
Fields 78 509-521.
[58] Zellner, A. and Chetty, V.K. (1965). Prediction and descision problems in regres-
sion models from the bayesian point of view. J. Am. Stat. Assoc. 60 608-616.
