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Abstract
Word2vec is a powerful machine learning tool that emerged from Natural Lan-
guage Processing (NLP) and is now applied in multiple domains, including recom-
mender systems, forecasting, and network analysis. As Word2vec is often used off
the shelf, we address the question of whether the default hyperparameters are suit-
able for recommender systems. The answer is emphatically no. In this paper, we
first elucidate the importance of hyperparameter optimization and show that un-
constrained optimization yields an average 221% improvement in hit rate over the
default parameters. However, unconstrained optimization leads to hyperparameter
settings that are very expensive and not feasible for large scale recommendation
tasks. To this end, we demonstrate 138% average improvement in hit rate with a
runtime budget-constrained hyperparameter optimization. Furthermore, to make
hyperparameter optimization applicable for large scale recommendation problems
where the target dataset is too large to search over, we investigate generalizing
hyperparameters settings from samples. We show that applying constrained hy-
perparameter optimization using only a 10% sample of the data still yields a 91%
average improvement in hit rate over the default parameters when applied to the
full datasets. Finally, we apply hyperparameters learned using our method of con-
strained optimization on a sample to the Who To Follow recommendation service
at Twitter and are able to increase follow rates by 15%.
1 Introduction
Word2vec is a popular model for learning word representations that has since found a wide range
of additional uses [2, 21, 8, 22, 5, 20, 9, 6, 17]. Owing to its robustness, simplicity, and efficiency,
Word2vec is a valuable component of many recommender systems where it is used for benchmark-
ing, candidate generation and transfer learning [2, 21, 8, 22, 5, 20, 9, 16]. It is common for the
default parameters given in [12, 18] to be taken (e.g. [2, 9]), but we demonstrate that these are a
poor choice for recommender systems.
The most related work to ours is [5], which is a valuable contribution to the field, but has three major
limitations. Firstly only small datasets of up to roughly one million tokens are used. Word2vec is
designed for the big data domain and the extent to which hyperparameters learned on small datasets
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generalize is not addressed 1. Secondly, the results are achieved through unconstrained optimization
by using orders of magnitude more computational power than is required to run with the default
hyperparameters (e.g. by using 22-30 times as many epochs). For large scale systems operating
under constraints this is generally not possible. Finally, there are no online experiments showing.
For real-world utility, the following questions must be addressed 1) How much improvement in per-
formance can be expected for large scale systems with constrained computational resources? 2) How
do you select hyperparameters when the target dataset is too large to optimize over directly? 3) Can
these improvements generalize to production systems? To this end we first establish benchmarks
for unconstrained optimization. In all experiments, optimizing the hyperparameters without con-
straints leads to models that require orders of magnitude more computational resources to run. We
then constrain optimization by fixing the runtime to the default runtime (with fixed hardware) and
discover that on average over 60% of the unconstrained gains are still possible without increasing
computational resources. As parallelization of Word2vec using distributed computing frameworks
like Apache Spark is challenging [15], for large scale systems, a single training run may take days
to complete and hyperparameter optimization either with parallelized random / grid search or se-
quential Bayesian optimization exceeds resource constraints. One solution is to sample the data and
run hyperparameter optimization on the sample, but there are no guarantees that the settings discov-
ered on the sample will generalize to the full dataset. We show that results from a small sample to
generalize well for larger datasets, both in the offline case when training on 10% of the data and
in online testing when the hyperparameter search is performed on a 1/2000 sample of the data. Our
main contributions are:
1. Show substantial improvements in recommendation quality are possible through hyperpa-
rameter optimization.
2. Demonstrate that substantial improvements in recommendation quality are possible with-
out increasing computational resources and so results are readily applicable to large scale
systems.
3. Establish that good hyperparameters can be estimated from a sample by performing con-
strained optimization and evaluate this in online tests on the Twitter Who To Follow rec-
ommender system.
2 Word2vec Background
There are two Word2vec [12] models, Skipgram and the Continuous Bag of Words (CBOW). They
are trained self-supervised on sequences of tokens with a loss function that is based on the categorical
cross-entropy of an approximation to the softmax function. There are two ways to approximate the
softmax 1) negative sampling [14] 2) hierarchical softmax [13]. Here we use negative sampling as
it is faster and achieves similar results.
CBOW and Skipgram (See Figure 1) are shallow neural network models. In both, two dense vector
representations are learned for each entity, one as a target (W in Figure 1) and one as a context
object (W ′ in Figure 1). Once trained, the output layer is usually discarded and the input-embedding
is treated as the vector representation.
The five most important Word2vec hyperparameters are shown in Table 1. They are 1) The di-
mension of the learned vectors d. This determines the number of parameters of the model 2) The
maximum sliding window size L, which determines the maximum separation in a sequence of two
tokens that can interact in training 3) the negative sampling exponent α where α = 0 leads to
uniform sampling of entities, α = 1 to unigram or popularity sampling and α = −1 to inverse
popularity sampling 4) the number of negative samples N to use for each context, target pair 5) the
initial learning rate (Word2vec uses linear learning rate decay). In addition, Word2vec requires a
downsampling threshold and a minimum entity occurrence threshold. We set the minimum entity
occurrence to one and downsampling ratio to 10−5.
Downsampling Word2vec uses a downsampling parameter to reduce the frequency of the most
frequent words. A lower value of this parameter causes more downsampling. The probability of
1For instance the original Word2vec authors point out that the optimal number of negative samples is dataset
size dependent [12]
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Figure 1: The Word2vec architecture has three layers: An input projection layer, a linear hidden
layer and a softmax output.
keeping and token xi is given by
p(xi) =
√
f
ti + 1
(
t
fi
)
, (1)
where t is the downsampling threshold ratio (typically in [0, 10−3]) times the number of tokens and
fi is the number of tokens of type i. While Equation (1) is not strictly a probability, tokens are
removed whenever
p(xi) < rand(0, 1), (2)
where rand(0,1) generates uniform random samples in the interval [0,1] and so it only applies when
fi ≥ t. This is a strange distribution and in the original paper [12] the simpler p(xi) =
√
t/fi
was used. However, this is the distribution in both the gensim and the word2vec.c implementations,
presumably as it gives better performance on the original datasets. Downsampling is not simply for
runtime optimization and we find that for some datasets using 1e−5 instead of default 1e−3 leads to
up to 50% improvements in hit rate. This is because removing frequent tokens a-priori extends the
effective window size allowing tokens that would have been too distant without downsampling to
interact.
While downsampling is an important parameter, we found that setting the downsampling threshold
to 1e−5 works well for all datasets, with minimal improvement possible from additional optimiza-
tion.
Window Size The parameter L determines the maximum sequence distance between two tokens
that can interact. It is often overlooked that the hyperparameter L is the maximum window size
and at each iteration the window size l is sampled uniformly from (0, 1, ..., L). When l exceeds the
length of the sequence, all available tokens are used. We experimented with removing window size
sampling and discovered that our models tended to overfit with validation performance dropping af-
ter an optimal number of epochs. We hypothesize that sampling the window size is vital to ensuring
training sample diversity and leave formal verification of this hypothesis for future work.
Runtime Complexity To compare the runtime complexity of CBOW and Skipgram, we define
a single iteration to be all calculations that are performed for a given context window and target
pair, (shown in Figure 1 for window size three). Skipgram and CBOW are very similar in structure,
but while Skipgram performs three independent updates in Figure 1 for every (x, yi) pair, CBOW
performs one by taking the mean of the yi in the hidden layers. An iteration of CBOW has a runtime
complexity of O(d(L+N)). By contrast, while Skipgram is O(LdN). Consequently, CBOW runs
approximately three times faster than Skipgram with the default hyperparameters and can run orders
of magnitude faster for large L and N .
3 Datasets
The experimental datasets are described in Table 2. In all cases, a sequence corresponds to the
actions of a single user sorted in time. 30Music [19] and Deezer [5] are sequences of tracks in
playlists from internet radio stations. Ecom [7] is transactions from a UK-based online retailer taken
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Parameter Default Description
d 100 embedding vector dimension
L 5 sliding window max length
α 0.75 negative sampling exponent
N 5 number of negative samples
λ 0.025 initial learning rate
Table 1: Word2vec hyperparameters and default values
over one year. Kosarak [4] is a click-stream from a Hungarian online news service. Twitter follows
are sequences of user follow events occurring between February 2019 and February 2020 with the
test set drawn from March 2020. Each sequence corresponds to a single user and the tokens are
the IDs of users that they followed in that year. Twitter Retweet is a subset of the 2020 RecSys
Challenge dataset [3]. It is generated from the full RecSys Challenge data by selecting only users
that have retweeted between five and 100 times. Each sequence corresponds to a single user and the
tokens are the IDs of users that they have retweeted. The Twitter retweet training set is drawn from
a single week in 2020 with the test set originating from the following week.
Dataset % #entities #sequences seq stats #tokens ratio default performance
HR@10 NDCG@10
30Music 100 510531 100000 6, 10, 10.9, 20 1095964 2.1 3.50 ±0.11 0.019 ± 0.00010 73349 10000 5, 9, 10.0, 19 99762 1.4
Deezer 100 338509 100000 3, 8, 12.1, 50 1210669 3.6 4.53 ± 0.10 0.026 ± 0.00110 57766 10000 2, 7, 11.1, 49 110732 1.9
Ecom 100 3684 4234 3, 44, 96.0, 7983 406632 110.4 20.23 ± 0.29 0.137 ± 0.00210 2933 423 2, 41, 84.4, 1639 35718 12.2
Kosarak 100 22985 83625 2, 4, 9.4, 2108 787268 34.3 3.20 ± 0.25 0.020 ± 0.00110 8887 8362 1, 3, 8.4, 633 70292 7.9
Twitter 100 41040 291020 9, 21, 35.4, 499 10302354 251.0 10.47 ± 0.029 0.062 ± 0.001
follow 10 40953 29102 9, 21, 35.5, 495 1032981 25.2
Twitter 100 672528 395149 3, 5, 8.3, 98 3691174 5.5 4.45 ± 0.39 0.023 ± 0.002
retweet 10 87838 39514 2, 4, 7.4, 96 292242 3.3
Table 2: Dataset statistics. The seq stats column gives statistics on the lengths of sequences in the
format min,median,mean,max. Ratio is the number of tokens per entity. The % column indicates
whether the row refers to the full dataset or the 10% sample. In all cases 10% of the sequences were
sampled rather than sampling user IDs.
4 Methodology
We follow the experimental design used in [5] and use the task of next event prediction to evaluate
recommendation performance. The test set consists of pairs of query and target tokens with the
goal being to predict the target from the query. The predictions are the 10 nearest vectors to the
query token’s vector ordered by cosine similarity and we evaluate HR@10 and NDCG@10. We
use the open-source software Gensim [18] for training. In addition we make several improvements
to the setup in [5]. We discard identical query and prediction tokens instead of treating them as an
automatic hit as a recommendation system would never have this behavior. Finally, instead of using a
library that dynamically selects nearest neighbor algorithms depending on the dataset properties we
use the same approximate nearest neighbor algorithm based on cosine similarity for all experiments.
For the two Twitter datasets, timestamps are available and so training and test sets are formed using
a stratified temporal split. Full sequences are used for the training set and only the last two tokens
from sequences occuring during the test period are used for the test set. The other datasets do not
contain timestamps and so the training set is taken to be all, but the last token of each sequence and
the test set the final two tokens, thus ensuring that all test query vectors are contained within the
training set.
Hyperparameter search combines Sobol random search [1] and Gaussian process Bayesian opti-
mization with the expected improvement acquisition function [11]. All searches used Twitter’s
Tuner software. We initialized the Gaussian process with nine steps of Sobol random search before
performing Bayesian optimization to convergence.
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Dataset m d L α λ N HR@10 NDCG@10 %HR ↑ %NDCG ↑
30Music sg 115 6 -0.34 0.040 8 14.77 ±0.13 0.085 ± 0.001 322 345
Deezer sg 50 3 -.05 0.025 5 11.11 ± 0.59 0.063 ± 0.003 145 144
Ecom sg 75 4 0.67 0.100 9 25.8 ± 0.43 0.167 ± 0.004 28 22
Kosarak sg 178 90 -1 0.016 131 26.55 ± 1.2 0.150 ± 0.014 730 650
Twitter follow sg 326 103 -0.27 0.015 80 16.95 ± 0.21 0.102 ± 0.094 62 65
Twitter RT cbow 279 12 0.36 0.04 2 6.09 ± 0.18 0.031 ± 0.001 37 35
Table 3: Unconstrained optimisation. Performance improvement defined as the relative percentage
above the default parameters. m is the model. Models run to convergence, 95% confidence intervals
reported for HR and NDCG over five runs
5 Experimental Results
Our experiments address four research questions. RQ1: How much recommendations improvement
can be expected from unconstrained optimization of Word2vec hyperparameters? RQ2: How much
improvement can be expected by optimization under the constraint that the computational resources
are fixed? RQ3: How well can the optimal hyperparameters be estimated from a sample of the data?
RQ4: How much improvement can be expected from hyperparameter optimized Word2vec in an
online experiment to improve Who To Follow recommendations at Twitter?
5.1 Unconstrained Optimization
Table 3 reports optimal settings of Word2vec hyperparameters and the answer to RQ1 is that an aver-
age of 221% and 210% improvement in HR@10 and NDCG@10 can be achieved by unconstrained
hyperparameter estimation. The search space was d ∈ (10, 500), L ∈ (1, 200), α ∈ (−1, 1),
λ ∈ (0.001, 0.1) and N ∈ (1, 200). In all cases models ran for approximately 100 epochs before
convergence, defined as ten epochs with less than 0.01 improvement in HR@10 2. With the ex-
ception of Twitter retweets (where the difference is small and inside the 95% confidence bounds),
Skipgram always outperformed CBOW. The columns %HR ↑ and %NDCG ↑ show the percent-
age improvement above the default parameter performance (for default performance values refer to
Table 2). The results show that, if possible, models should be run to convergence with parameters
that imply far more computation than the defaults.
5.2 Constrained Optimization
Table 4 reports optimal hyperparameters for models using fixed computational resources and the
answer to RQ2 is that without increasing runtime above the runtime of the default model average
improvements of 138% and 120% in HR@10 and NDCG@10 respectively can be achieved. In these
experiments the number of epochs n for each run was calculated to be the largest value such that
the runtime was less than a run with the default hyperparameters. The same hardware and number
of workers was used in all experiments. A tighter search space than in Section 5.1 was used re-
flecting that constrained optimization requires a trade-off between epochs, window size, embedding
dimension and negative samples. The search space was d ∈ (10, 200), L ∈ (1, 40), α ∈ (−1, 1),
λ ∈ (0.001, 0.1) and N ∈ (1, 40). As CBOW is more data efficient than Skipgram, particularly for
high L it is surprising that, with the exception of Twitter retweets, Skipgram always performs best
when runtime is fixed.
Figure 2 compares the model performance using the default hyperparameters with the best CBOW
and best Skipgram models for both NCDG@10 and HR@10. With the exception of Twitter retweets,
Skipgram is the best performing model and optimization significantly improves the results. This is
surprising, particularly for the Twitter follows data as for fixed hyperparameters, when large win-
dows are used, the runtime for Skipgram is much greater than CBOW.
2we found that models often appear to converge and performance even decreases for several epochs before
breaking through to new highs.
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Dataset m d L α n λ N HR@10 NDCG@10 %HR ↑ %NDCG ↑
30Music sg 36 7 -0.18 10 0.092 6 12.92 ±0.69 0.074 ± 0.002 269 289cbow 141 8 -0.14 17 0.100 9 12.51 ±0.55 0.07 ± 0.002 257 289
Deezer sg 40 8 1.0 13 0.055 2 8.35 ± 0.45 0.048 ± 0.003 84 85cbow 64 10 1.0 14 0.061 7 7.77 ± 0.25 0.045 ± 0.003 72 73
Ecom sg 46 3 0.39 7 0.100 6 26.73 ± 0.63 0.184 ± 0.006 32 34cbow 87 8 0.04 11 0.027 8 24.20 ± 0.66 0.174 ± 0.003 20 27
Kosarak sg 46 8 -0.44 3 0.050 7 15.83 ± 1.71 0.074 ± 0.016 395 270cbow 62 7 -0.54 8 0.048 8 10.06 ± 0.09 0.054 ± 0.004 214 170
Twitter follow sg 168 10 0.80 6 0.098 3 14.61 ± 0.14 0.086 ± 0.003 40 39cbow 120 10 0.21 8 0.038 8 14.07 ± 0.25 0.081 ± 0.001 34 31
Twitter RT sg 25 31 0.76 2 0.030 14 4.69 ± 0.48 0.024 ± 0.003 5 4cbow 83 16 -0.21 7 0.049 18 4.74 ± 0.51 0.024 ± 0.001 7 4
Table 4: Constrained optimization. Optimal hyperparameters when runtime is constrained to the
runtime using the default parameters for n epochs, 95% confidence intervals reported for HR and
NDCG over five runs
30Music Deezer kosarak ecom follows retweets
0
5
10
15
20
25
HR
@
10
default
best skipgram
best cbow
30Music Deezer kosarak ecom follows retweets
0.000
0.025
0.050
0.075
0.100
0.125
0.150
0.175
0.200
ND
CG
@
10
default
best skipgram
best cbow
Figure 2: Comparing the performance of models with a fixed runtime budget. In all cases the
optimized models were constrained to have a runtime no greater that the runtime of the model using
the default parameters.
5.3 Constrained Optimization on a Sample
The sampled datasets were generated by randomly sampling 10% of the sequences and properties
of the sampled datasets are given in Table 2. The same search space and method for constraining
the runtime was used as in Section 5.2. Table 5 reports optimal hyperparameters discovered us-
ing a 10% sample of the original datasets, but with HR@10 and NDCG@10 evaluated on the full
datasets. Figure 3 compares the performance on the full datasets of the hyperparameters estimated
using a sample and the full dataset. The answer to RQ3 is that most of the benefit of hyperparam-
eter optimization can be realized by doing optimization on a sample with an average of 91/128%
and 79/120% for HR@10 and NDCG@10 respectively. For four of the six datasets, most of the
benefit from optimization can be achieved by running hyperparameter search on a sample of the
data. The exceptions are the Ecom and Kosarak datasets. Table 2 shows that the distribution of
sequence lengths for these datasets is much more skewed than the others and more careful sampling,
or preprocessing to normalize input sequences, is likely to be required to improve sample estimation
in these cases. We found that for Kosarak, Deezer and Twitter follows the optimal CBOW was the
best performing model when evaluated on the sample, but the optimal Skipgram performed far bet-
ter when evaluated on the full datasets. For this reason, when hyperparameter optimization is only
possible on a sample, it is important to evaluate both the best Skipgram and best CBOW models on
the full dataset.
Figure 4 shows a linear search around the optimal parameters estimated from the sample, but evalu-
ated on the full dataset. The dashed red lines indicate the optimal value found from the sample. The
plots show that given a set of hyperparameters discovered using a sample, a small change to a single
hyperparameter will not lead to large improvements in performance. The optimal negative sampling
exponent is consistent between the sample and the full dataset and, unlike the NLP domain, for all
datasets, choosing α = 0 is either optimal or near optimal implying that uniform negative sampling
is a good choice for recommender systems. We expected to see less negative samples and higher em-
bedding dimension lead to improved performance on the larger dataset compared to the sample. We
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Dataset m d L α n λ N HR@10 NDCG@10
30Music sg 97 8 0.35 24 0.100 1 12.53 ±0.42 0.069 ± 0.002cbow 72 8 -1.00 25 0.100 4 9.53 ±0.10 0.053 ± 0.003
Deezer sg 64 8 -0.15 16 0.067 2 8.86 ± 0.08 0.035 ± 0.001cbow 143 7 -0.69 15 0.100 10 5.78 ± 0.17 0.033 ± 0.002
Ecom sg 26 10 1.00 6 0.077 2 22.69 ± 0.75 0.149 ± 0.007cbow 141 2 0.24 15 0.029 4 20.43 ± 0.57 0.135 ± 0.003
Kosarak sg 103 3 -1.00 2 0.012 2 7.50 ± 0.55 0.035 ± 0.002cbow 171 7 0.04 10 0.001 6 4.01 ± 1.79 0.021 ± 0.006
Twitter follow sg 50 6 0.81 2 0.100 21 13.01 ± 0.19 0.073 ± 0.002cbow 34 44 0.47 8 0.074 17 12.48 ± 0.52 0.070 ± 0.001
Twitter RT sg 35 10 -0.52 8 0.100 7 4.03 ± 0.04 0.020 ± 0.001cbow 183 9 -0.19 1 0.034 1 5.51 ± 0.05 0.028 ± 0.001
Table 5: Optimal hyperparameters estimated from a 10% sample of the dataset with runtime con-
strained to the runtime on the 10% sample using the default parameters d = 100, L = 5, α =
0.75, n = 5, λ = 0.025. HR and NDCG are measured by applying the parameters to the full dataset.
95% confidence intervals reported for HR and NDCG over five runs.
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Figure 3: HR@10 with default, learned from a 10% sample, and learned using the full dataset
parameters. Optimized models constrained to have a runtime no greater that the runtime using the
default parameters.
observe this pattern weakly for the embedding dimension, but not for negative samples. This may
be because the constrained optimizer on the sample is already choosing very few negative samples
(one or two) for five of the six datasets.
5.4 Online experiment
We evaluate the gain from tuning word2vec for the large scale Who To Follow recommendation
task at Twitter [23]. The task involves generating top-k similar users as recommendation candidates.
We trained Word2vec models to learn user embeddings from the sequence of user follows using the
default and optimized hyperparameters. Hyperparameters were optimized using a 1/2000 sample of
the full dataset. Furthermore, we generated top-k similar candidates using the approximate nearest
neighbor search with the cosine similarity metric. In the online experiment, the hyper-parameter
tuned Word2vec model yielded a 14.8% higher follow rate compared to the default parameters. To
our knowledge, this is the largest follow rate gain we have seen by optimizing hyperparameters in our
candidate generation algorithm. This result reinforces the importance of Word2vec hyperparameter
tuning for the recommendation task.
6 Conclusion
Firstly we established that large improvements in recommendation performance can be achieved by
optimizing the Word2vec hyperparameters. This result is difficult to translate into large-scale sys-
tems, where the size of datasets necessitates trade-offs between runtime and performance. Using
constrained Bayesian optimization we showed that recommendations performance can be signif-
icantly improved without increasing algorithmic runtimes. Finally, as it is often difficult to run
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hyperparameter optimization directly on large scale datasets, we showed that to a large extent of the
performance boost is achieved by optimizing on a sample, which we demonstrate offline and online
testing.
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