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013.02.0Abstract A novel approximate method is proposed for solving nonlinear differential equations.
Chang and Chang in [8] suggested a technique for calculating the one-dimensional differential
transform of nonlinear functions. In this paper, we introduce new polynomials based on differential
transform method (DTM), which is a Taylor series method in essence. Due to this, the new method
falls in the wide category of Taylor-type iterative methods. The presented method proposes a new
algorithm for computing the transformed function with all forms of nonlinearities. The proofs of
the main results will also be furnished. The reliability and efﬁciency of the method are illustrated
by investigating the convergence results for some nonlinear differential equations. In fact, compar-
isons are made between the contributed scheme and the generated results of MATLABbvp4c. The
numerical results uphold the theoretical aspects.
ª 2013 Production and hosting by Elsevier B.V. on behalf of Faculty of Engineering, Alexandria
University.1. Preliminaries
Differential transform method (DTM) which is based on the
Taylor series expansion was ﬁrst proposed by Zhou [19] in
1986 for the solution of linear and nonlinear initial-value prob-
lems that appear in electrical circuits. This method obtains a1401695.
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06solution in the form of a polynomial. Recently, a great deal
of effort has been done to apply this method for solving differ-
ent types of differential equations [1,16], integral equation [15],
partial differential equations of fractional order [5], integrodif-
ferential equations [3,4], linear and nonlinear optimal control
problems [10,17], and so on. The main drawback of this type
of methods is in calculating of transform function for some
type of nonlinearities such as exponential function.
Zhou in [19] suggested the standard way to calculate its
transformed function that is to expand this nonlinear function
in an inﬁnite power series. But, the computational difﬁculties
will arise in determining the differential transform of nonlinear
function, while working with this inﬁnite series. Chang and
Chang in [8] developed an alternative technique that can be
used to calculate the differential transform of nonlinear func-
tions. It is based on using the properties of the differentialaculty of Engineering, Alexandria University.
544 H. Saberi Nik, F. Soleymanitransform and calculus to develop a canonical equation. Then,
this equation is solved for the required differential transform
of the nonlinear term. But, as seen in the examples of [8], the
algorithm requires a sequence of differentiation, algebraic
manipulations, and computations of differential transform
for other functions which is more difﬁcult for the case of com-
posite nonlinearities.
In this article, we propose a comprehensive and more efﬁ-
cient approach for using the DTM to solve nonlinear ODEs.
The nonlinear function is replaced by its DT’s polynomials
and then the dependent variable components are replaced by
their corresponding differential transform component of the
same index. Thus, nonlinear ODEs can be easily solved with
less computational work for any analytic nonlinearity due to
the properties and available algorithms of the DT’s polynomi-
als. The ease of using this method shows its power and its efﬁ-
ciency. The analyzed examples reveal that the newly developed
algorithm is simple, effective, and much more accurate to solve
nonlinear ODEs.
2. Some existing notions
The basic deﬁnition and the fundamental theorems of the
DTM and its applicability for various kinds of differential
equations are given in [1–5,7,12,13,18]. For convenience of
the reader, we will present a review of the DTM in this section.
The differential transform of the kth derivative of the func-
tion u(t) is deﬁned as follows:
UðkÞ ¼ 1
k!
dkuðtÞ
dtk
 
t¼t0
; ð1Þ
where u(t) is analytic and differentiated continuously with re-
spect to t in the domain of interest and U(k) is the transformed
function, which is called the T-function in brief. The inverse
differential transform of U(k) is deﬁned as
uðtÞ ¼
X1
k¼0
UðkÞðt t0Þk; ð2Þ
From Eqs. (1) and (2), we get
uðtÞ ¼
X1
k¼0
ðt t0Þk
k!
dkuðtÞ
dtk

t¼t0
; ð3Þ
which implies that the concept of differential transform is de-
rived from Taylor series expansion, but the method does not
evaluate the derivatives symbolically. In real applications, the
function u(t) is expressed by a ﬁnite series and Eq. (2) can be
written as
uðtÞ ¼
Xn
k¼0
UðkÞðt t0Þk: ð4Þ
Let u(t),v(t), and w(t) be functions of time t and U(k), V(k),
and W(k) are their corresponding differential transforms.
Then, for the constant a and the nonnegative integer m, the
following holds
(i) If w(t) = u(t) ± v(t), then W(k) = U(k) ± V(k).
(ii) If w(t) = au(t), then W(k) = aU(k).
(iii) If w(t) = u(t)v(t), then W ðkÞ ¼Pkr¼0UðrÞV ðk  rÞ:
(iv) If wðtÞ ¼ dmuðtÞdtm , then W(k) = (k+ 1)(k+ 2)    (k+ m)
U(k+ m).(v) If w(t) = tm then, W(k) = d(k  m)
where, dðk  mÞ ¼ 1; k ¼ m;
0; k–m:

Note that the following two remarks are important in the
development of Taylor-type iterative methods for solving or-
dinary differential equations.
Remark 1 [6,11,14]. The DTM is not a method to solve an
ordinary differential equation (ODE) but only an iterative
method for calculating the Taylor series of the solution of an
initial-value problem for an ODE.
Remark 2 [6,14]. Actually, the iterative method of the DTM
has already been used for a while, by the ‘‘Traditional’’ Taylor
series method users which have even better developed the
method.3. The new Taylor-type method
In this section, we will introduce a modiﬁed differential trans-
form method with new polynomials to calculate the differential
transform of nonlinear functions.
3.1. DT’s polynomials based on new DTM
For illustration of the methodology of the proposed method,
we consider the following differential equation
MðuðtÞÞ ¼ gðtÞ; ð5Þ
whereM is a general nonlinear differential operator involving
both linear and nonlinear terms, the linear term is decomposed
into L þR, where L ¼ dnuðtÞ
dtn
is always invertible and R is the
remainder of the linear operator. Therefore, (5) may be written
as
LðuðtÞÞ þ RðuðtÞÞ þ N ðuðtÞÞ ¼ gðtÞ; ð6Þ
where NðuðtÞÞ is the nonlinear term. Solving LðuðtÞÞ from (6),
one gets
LðuðtÞÞ ¼ RðuðtÞÞ  NðuðtÞÞ þ gðtÞ: ð7Þ
According to the DTM, we can construct the following iter-
ation formula:
ðkþ 1Þðkþ 2Þ    ðkþ nÞUðkþ nÞ
¼ RðUðkÞÞ  NðUðkÞÞ þ GðkÞ; ð8Þ
where RðUðkÞÞ;NðUðkÞÞ and GðkÞ are the transformations of
the functions RðuðtÞÞ;NðuðtÞÞ and g(t), respectively. The dif-
ferential transform components of RðuðtÞÞ; gðtÞ are computed
by using their properties [1]. But, the differential transform
of NðuðtÞÞ needs to be computed differently. This is done as
follows.
Theorem 3.1. Suppose NðuðtÞÞ is a nonlinear function, then the
differential transform function of NðuðtÞÞ is computed as follows
NðUðkÞÞ ¼ DkðUð0Þ;    ;UðkÞÞ;
where U(k) is the differential transform function of u(t) and the
Dk’s are polynomials and can be calculated using the formula
A Taylor-type numerical method for solving nonlinear ordinary differential equations 545DkðUð0Þ;    ;UðkÞÞ ¼ 1
k!
@k
@kk
N
Xk
i¼0
kiUðiÞ
 !" #
k¼0
;
i ¼ 1; 2; 3;    ð9Þ
where (9) is a new class of polynomials for the purpose of solving
nonlinear ODEs given in this paper.
Proof. Let us consider the transformations of U in what
follows
U ¼
X1
i¼0
UðiÞ; ð10Þ
then, with the solution already written in the form of (10), one
may introduce the following power series in terms of an arbi-
trary scalar parameter k
UðkÞ ¼
X1
i¼0
kiUðiÞ; ð11Þ
where the series has a convergence radius q. On the other
hand, since
X1
i¼0
kiUðiÞ ¼
Xk
i¼0
kiUðiÞ þ
X1
i¼kþ1
kiUðiÞ;
we have
@k
@kk
NðUÞk¼0 ¼
@k
@kk
N
X1
i¼0
kiUðiÞ
 !
k¼0
¼ @
k
@kk
N
Xk
i¼0
kiUðiÞ
 !
k¼0
: ð12Þ
From (12) and according to Maclaurin expansion of NðUÞ
with respect to k, we have
NðUÞ ¼ N ðUð0ÞÞ þ @
@k
N
X1
i¼0
kiUðiÞ
 !
k¼0
 !
k
þ 1
2!
@2
@k2
N
X2
i¼0
kiUðiÞ
 !
k¼0
 !
k2
þ 1
3!
@3
@k3
N
X3
i¼0
kiUðiÞ
 !
k¼0
 !
k3 þ   
þ 1
k!
@k
@kk
N
Xk
i¼0
kiUðiÞ
 !
k¼0
 !
kk þ    : ð13Þ
Therefore, taking k= 1, we can decompose NðUÞ as a ser-
ies with components Dk
NðUÞ ¼
X1
k¼0
DkðUð0Þ;    ;UðkÞÞ; ð14Þ
where the Dk’s are the so called DT’s polynomials, which can
be calculated using (9). Consequently, we obtain the differen-
tial transform function of N(u(t)) as follows
NðUðkÞÞ ¼ DkðUð0Þ;    ;UðkÞÞ;
This completes the proof of Theorem 3.1. h
Now using DT’s polynomials to calculate the differential
transform of nonlinear functions, we obtainUðkþ nÞ ¼ 1ðkþ 1Þðkþ 2Þ    ðkþ nÞ fRðUðkÞÞ
 DkðUð0Þ;    ;UðkÞÞ þ GðkÞg: ð15Þ3.2. Convergence analysis
Let us consider the differential Eq. (6) in the following func-
tional equation form:
uðtÞ ¼ FðuðtÞÞ; ð16Þ
where F is a nonlinear operator. It is noted that differential
transform method is equivalent to determining the sequence
Sn ¼ u0 þ u1 þ u2 þ    þ un ¼
Xn
k¼0
UðkÞðt t0Þk;
by using the iterative scheme
Snþ1 ¼ FðSnÞ; ð17Þ
associated with the functional equation
S ¼ FðSÞ: ð18Þ
Theorem 3.2. Let F be an operator from a Hilbert space H into
H and u be the exact solution of (16). The series solutionP1
k¼0uk ¼
P1
k¼0UðkÞðt t0Þk, which U(k) is obtained by (15),
converges to u, when $0< a< 1,
kukþ1k 6 akukk;
for 8k 2 N [ f0g:
Proof. We show that, fSng1n¼0 is a Cauchy sequence in the
Hilbert space H. For this reason, consider,
kSnþ1  Snk ¼ kunþ1k 6 akunk 6 a2kun1k 6    6 anþ1ku0k:
But for every n;m 2 N; nP m, we have
kSn  Smk ¼ kðSn  Sn1Þ þ ðSn1  Sn2Þ þ    þ ðSmþ1  SmÞk
6 kSn  Sn1k þ kSn1  Sn2k þ    þ kSmþ1  Smk
6 anku0k þ an1ku0k þ    þ amþ1ku0k
6 ðamþ1 þ amþ2 þ    þ anÞku0k ¼ amþ1 1 a
nm
1 a ku0k;
since 0 < a< 1, we get, limn,mﬁ1 iSn  Smi = 0, that is,
fSng1n¼0 is a Cauchy sequence in the Hilbert space H and it im-
plies that
9S;S 2 H; lim
n!1
Sn ¼ S;
that is, S ¼P1n¼0un; converges. This completes the proof of
Theorem 3.2. h
Now, solving Eq. (16) is equivalent to solve Eq. (18), which
implies that if F be a continuous operator then
FðSÞ ¼ Fð lim
n!1
SnÞ ¼ lim
n!1
FðSnÞ ¼ lim
n!1
Snþ1 ¼ S;
that is, S is a solution of Eq. (16), too.
Deﬁnition 3.1. For every k 2 N [ 0f g, we deﬁne
0.8
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kukþ1k
kukk ; kukk–0;
0; kukk ¼ 0:
(
ð19Þ
Corollary 3.1. In Theorem 3.2,
P1
k¼0uk with U(k) which is
obtained by (15), converges to u when 0< ak < 1,
k = 0,1,2,3,    .0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
t
y 
(t)
 
Figure 1 Comparison between the new DTM and exact solution.4. Test problems
In this section, we present three strongly nonlinear examples
that demonstrate the performance and efﬁciency of the pro-
posed method.
Example 4.1. Consider the nonlinear initial-value problem
(t 2 [0,1])
y00ðtÞ ¼ 2eyðtÞ; ð20Þ
yð0Þ ¼ 0; y0ð0Þ ¼ 0: ð21Þ
By using the basic properties of differential transform
method and taking the transform of equations in (20), we
can obtain
ðkþ 1Þðkþ 2ÞYðkþ 2Þ ¼ 2DkðYð0Þ;Yð1Þ;    ;YðkÞÞ;
k ¼ 0; 1; 2;    ; ð22Þ
Yð0Þ ¼ Yð1Þ ¼ 0; ð23Þ
where the Dk is obtained from the DT’s polynomials for the
nonlinear term ey(t). In the following, the differential transform
components ofNðyÞ ¼ eyðtÞ are computed by using DT’s polyno-
mials. They can be written in the following form (for t0 = 0)
D0 ¼ NðYð0ÞÞ ¼ eYð0Þ;
D1 ¼ Yð1ÞN 0ðYð0ÞÞ ¼ Yð1ÞeYð0Þ;
D2 ¼ Yð2ÞN 0ðYð0ÞÞ þ 1
2!
ðYð1ÞÞ2N ð2ÞðYð0ÞÞ
¼ Yð2ÞeYð0Þ þ 1
2!
ðYð1ÞÞ2eYð0Þ;
D3 ¼ Yð3ÞN 0ðYð0ÞÞ þ Yð1ÞYð2ÞN ð2ÞðYð0ÞÞ
þ 1
3!
ðYð1ÞÞ3N ð3ÞðYð0ÞÞ
¼ Yð3ÞeYð0Þ þ Yð1ÞYð2ÞeYð0Þ þ 1
3!
ðYð1ÞÞ3eYð0Þ;
..
.
ð24Þ
Therefore, a combination of (22)–(24) results in
Yð2Þ ¼ 1; Yð3Þ ¼ 0; Yð4Þ ¼ 1
6
; Yð5Þ ¼ 0;
Yð6Þ ¼ 2
45
; Yð7Þ ¼ 0; Yð8Þ ¼ 17
1260
;
Yð9Þ ¼ 0; Yð10Þ ¼ 62
14175
;   
From (4), the approximate solution is
yðtÞ ¼ t2 þ 1
6
t4 þ 2
45
t6 þ 17
1260
t8 þ 62
14175
t10 þ    : ð25ÞThat is similar to the result that obtained in [8] and the
closed form y(t) =  2ln(cost). The results of the new scheme
are plotted against the exact solution, in Fig. 1. Then, by com-
puting ak’s for this problem, it is easy to see that the obtained
solution is convergent.
Example 4.2. Consider the following differential equation
system arising in optimal control for the Van Der Pol oscillator
y01ðtÞ ¼ y2ðtÞ
y02ðtÞ ¼ y1ðtÞ þ y2ðtÞð1 y21ðtÞÞ  y4ðtÞ
y03ðtÞ ¼ y1ðtÞ þ y4ðtÞ þ 2y1ðtÞy2ðtÞy4ðtÞ
y04ðtÞ ¼ y2ðtÞ  y3ðtÞ  y4ðtÞ þ y4ðtÞy21ðtÞ
y1ð0Þ ¼ 1; y2ð0Þ ¼ 0; y3ð2Þ ¼ 0; y4ð2Þ ¼ 0:
ð26Þ
By using the basic properties of differential transform
method and taking the transform of equations in (26), we
can obtain
ðkþ 1ÞY1ðkþ 1Þ ¼ Y2ðkÞ
ðkþ 1ÞY2ðkþ 1Þ ¼ Y1ðkÞ þ Y2ðkÞ  D1;k  Y4ðkÞ;
ðkþ 1ÞY3ðkþ 1Þ ¼ Y1ðkÞ þ Y4ðkÞ þ 2D2;k;
ðkþ 1ÞY4ðkþ 1Þ ¼ Y2ðkÞ  Y3ðkÞ  Y4ðkÞ þ D3;k;
Y1ð0Þ ¼ A1;Y2ð0Þ ¼ A2;Y3ð0Þ ¼ A3;Y4ð0Þ ¼ A4;
ð27Þ
where Di;k; i ¼ 1; 2; 3 are DT’s polynomials which stand for dif-
ferential transform of nonlinear functions N 1 ¼ y2ðtÞy1
ðtÞ2; N 2 ¼ y1ðtÞy2ðtÞy4ðtÞ and N 3 ¼ y4ðtÞy21ðtÞ, respectively.
In the following, the differential transform components of
N iðyÞ; i ¼ 1; 2; 3 are computed by using DT’s polynomials.
They can be written in the following form
D1;0 ¼ Y2ð0ÞðY1ð0ÞÞ2;
D1;1 ¼ Y2ð1ÞðY1ð0ÞÞ2 þ 2Y1ð1ÞY1ð0ÞY2ð0Þ;
..
.
ð28Þ
D2;0 ¼ Y1ð0ÞY2ð0ÞY4ð0Þ;
D2;1 ¼ Y1ð1ÞY2ð0ÞY4ð0Þ þ Y2ð1ÞY1ð0ÞY4ð0Þ þ Y4ð1ÞY1ð0ÞY2ð0Þ;
..
.
ð29Þ
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D3;1 ¼ Y4ð1ÞðY1ð0ÞÞ2 þ 2Y1ð1ÞY1ð0ÞY4ð0Þ:
..
.
ð30Þ
In this example, we assume the expansion point t0 in (26) to
be 1. Therefore, by using the basic properties of differential
transform method, and substituting Y1(k+ 1),Y2(k+ 1),
Y3(k+ 1) and Y4(k+ 1) into the boundary conditions, we
should have a system of four nonlinear equations with four
unknowns, y1(t0),y2(t0), y3(t0),y4(t0). By solving this system,
we get A1 = 0.70825, A2 =  0.45184,A3 = 0.60998,A4 =
 0.71467.
In Figs. 2–5, we compute ak, deﬁned in (19), where x-
axis represents the index k and y-axis represents ak. From
Figs. 2–5, since ak < 1 for kP 1, we can conclude that
the new DTM approach converges to the solution of prob-
lem (26).
In order to assess the accuracy and performance of the pro-
posed new approach, the presented results are compared with0 2 4 6 8 10
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Figure 2 Numerical results of ak’s for y1(t).
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Figure 3 Numerical results of ak’s for y2(t).those obtained with the MATLAB built-in solver ode45. The
ode45 solver integrates a system of ordinary differential equa-
tions using explicit 4th & 5th Runge-Kutta (4,5) formula, the
Dormand–Prince pair [9].
Tables 1 and 2 give a comparison between the new approx-
imate results and the numerically generated ode45 for all the
governing dependent variables of the above system at selected
values of time t. It can be seen from the Tables 1 and 2 that
there is a good agreement between the two results. Figs. 6–9,
give the graphical proﬁles of the classes y1(t),y2(t),y3(t),y4(t)
in the time interval [0,2]. The new DTM results are plotted
against the ode45 results.
Example 4.3. Consider the nonlinear initial-value problem:
y00ðtÞ ¼ 2yðtÞ þ 4yðtÞ ln yðtÞ; u > 0; ð31Þ
yð0Þ ¼ 1; y0ð0Þ ¼ 0: ð32Þ
By using the basic properties of differential transform
method and taking the transform of equations in Eq. (20),
we can obtain0 2 4 6 8 10
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Figure 4 Numerical results of ak’s for y3(t).
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Figure 5 Numerical results of ak’s for y4(t).
Table 1 Numerical comparison between the new DTM (N= 10) and ode45 for the (26).
t y1(t) y2(t)
New DTM ode45 Error New DTM ode45 Error
0.0 0.99951 1.00000 4.8772e004 2.0587e007 0 2.0587e007
0.4 0.93584 0.93587 2.7787e005 0.28344 0.28349 4.8882e005
0.8 0.79432 0.79430 2.5972e005 0.40875 0.40894 1.8733e004
1.2 0.61321 0.61313 8.1096e005 0.50061 0.50093 3.1290e004
1.6 0.38414 0.38390 2.3791e004 0.66458 0.66498 3.9770e004
2.0 0.05927 0.05981 5.3973e004 0.98677 0.98678 1.1508e005
Table 2 Numerical comparison between the new DTM (N= 10) and ode45 for the (26).
t y3(t) y4(t)
New DTM ode45 Error New DTM ode45 Error
0.0 1.7169 1.7172 4.8772e004 0.010732 0.011266 5.3378e004
0.4 1.2583 1.2588 2.7787e005 0.51524 0.51484 4.0051e004
0.8 0.81152 0.81204 2.5972e005 0.72165 0.72142 2.3090e004
1.2 0.42673 0.42735 8.1096e005 0.64615 0.64604 1.1102e004
1.6 0.13648 0.13723 2.3791e004 0.37309 0.37310 1.2303e005
2.0 8.2212e004 0 5.3973e004 1.5363e006 0 1.5363e006
0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
t
y 1
(t)
New DTM
MATLAB’s ode45
Figure 6 The DTM solution with 10 components.
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Figure 7 The DTM solution with 10 components.
548 H. Saberi Nik, F. Soleymaniðkþ 1Þðkþ 2ÞYðkþ 2Þ ¼ 2YðkÞ þ 4DkðYð0Þ;Yð1Þ;    ;YðkÞÞ;
k ¼ 0; 1; 2;    ; ð33Þ
Yð0Þ ¼ 1; Yð1Þ ¼ 0; ð34Þ
where the Dk is obtained from the DT’s polynomials for the
nonlinear term y(t)lny(t). In the following, the differential
transform components of NðyÞ ¼ yðtÞ ln yðtÞ are computed
by using DT’s polynomials, they can be written in the follow-
ing form (for t0 = 0)
D0 ¼ NðYð0ÞÞ ¼ Yð0ÞlnYð0Þ;
D1 ¼ Yð1ÞN 0ðYð0ÞÞ ¼ Yð1ÞlnYð0Þ þ Yð1Þ;
D2 ¼ Yð2ÞN 0ðYð0ÞÞ þ 1
2!
Yð1Þ2N ð2ÞðYð0ÞÞ
¼ Yð2ÞlnYð0Þ þ Yð2Þ þ 1
2!
ðYð1ÞÞ2
2Yð0Þ ;
..
.
ð35ÞTherefore, a combination of (33)–(35) results in
Yð2Þ ¼ 1; Yð3Þ ¼ 0; Yð4Þ ¼ 1
2!
; Yð5Þ ¼ 0; Yð6Þ
¼ 1
3!
; Yð7Þ ¼ 0; Yð8Þ ¼ 1
4!
;Yð9Þ ¼ 0; Yð10Þ
¼ 1
5!
;    :
From (4), the approximate solution is
yðtÞ ¼ 1þ t2 þ 1
2!
t4 þ 1
3!
t6 þ 1
4!
t8 þ 1
5!
t10 þ    ð36Þ
That is similar to the result that obtained in [8] and the
closed form yðtÞ ¼ et2 : The new results are plotted against
the exact solution, in Fig. 10. The convergence is similar to
the previous examples.
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Figure 8 The DTM solution with 10 components.
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Figure 9 The DTM solution with 10 components.
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Figure 10 Comparison between the new DTM and exact
solution.
A Taylor-type numerical method for solving nonlinear ordinary differential equations 5495. Conclusion
In this work, a new class of polynomials is introduced based
on differential transform method (which is a Taylor-type
method in essence) for solving strongly nonlinear differential
equations. The new DTM and DT’s polynomials simulta-
neously can replace the standard DTM and Chang’s algo-
rithm. The new scheme obtained from DT’s polynomials
yields an analytical solution in the form of a rapidly conver-
gent series. On the other hand, our method makes the solu-
tion procedure much more attractive and fascinating.
Moreover, the convergence of the method for three tested
examples is investigated.References
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