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Energiatehokkuuden merkitys laivojen suunnittelussa on viime aikoina kasvanut johtuenpäästörajoituksista ja ilmastonmuutokseen liittyvistä uhkakuvista. Olennainen osa aluk-sen energiatehokasta suunnittelua on kulkuvastuksen minimointi, johon voidaan vaikut-taa merkittävästi runkomuotoa optimoimalla. Aluksen energiatehokkuutta voidaan kas-vattaa optimoimalla aluksen rungon muoto siten, että potkurille tulevan virtauksen laatuaparannetaan. Potkuri operoi aluksen vanavedessä, joten vanaveden laadun arvioiminenon tärkeää. Vanavettä on perinteisesti tutkittu mallikokeilla mutta viime vuosikymmen-ten aikana laskennallisen virtausdynamiikan (CFD) avulla saaduista tuloksista on tullutriittävän tarkkoja runkomuodon optimointia varten. Jotta tuloksien perusteella voitaisiintehdä oikeita johtopäätöksiä runkomuodon suunnittelua varten, tulee käytettyjen mallienkuvata vanaveden yksityiskohtia riittävän tarkasti.
Tämä diplomityö tarkastelee VLCC-tankkerin vanavettä hyödyntäen laskennallista vir-tausdynamiikkaa. Simulaatiot suoritettiin laskennallisen virtausdynamiikan ohjelmis-tolla Star-CCM+. Tutkittu runkomalli oli “Korean Very Large Crude Carrier 2” (KVLCC2),tutkimuskäyttöön tehty malli, jota on tutkittu laajasti muun muassa CFD-työpajoissa. Si-muloinnit tehtiin mallimittakaavassa käsittelemättä vapaata nestepintaa. Virtausta mal-linnettiin Reynolds-keskiarvoistetuilla Navier-Stokes -yhtälöillä ja virtaus ratkaistiin sei-nämälle asti käyttämättä seinämäfunktioita.
Työssä tehtiin kaksi tutkimusta. Ensiksi, hilatihennyksen vaikutusta tuloksiin tutkittiinkaarevuuskorjatulla epälineaarisella turbulenssimallilla. Tutkittujen verkkojen koot oli-vat 0.9 miljoonasta 15.2 miljoonaan laskentatilavuutta. Lisäksi kolmea erilaista versiotaSST k-ω -turbulenssimalleista vertailtiin 7.4 miljoonan laskentatilavuuden verkolla.
Tutkimuksen tuloksia vertailtiin mallikokeista saatuihin mittaustuloksiin ja aiemmin jul-kaistuihin CFD-simulointien tuloksiin. Saadut tulokset olivat pääasiassa linjassa vastaa-villa turbulenssimalleilla ja hilako’oilla saatujen tulosten kanssa. Huomattiin, että kaare-vuuskorjattu turbulenssimalli parantaa vanaveden ennustettavuutta mallimittakaavassa.Lisäksi huomattiin, että valitun turbulenssimallin SST k-ω:n tarkkuus ratkaistaessa sei-nämän lähivirtausta vaikuttaa riippuvan olennaisesti runkoa vasten olevien laskentapis-teiden dimensiottomasta etäisyydestä runkoon. Pienentämällä lähimpien laskentapistei-den dimensiotonta etäisyyttä rungosta (y+) alle nykyisten suositusten (y+~1), on mahdol-lista, että SST k-ω -turbulenssimallin tarkkuutta voidaan parantaa merkittävästi.
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Abstract
Energy efficiency in ship design has recently become more relevant due to emission reg-ulations and threats regarding climate change. Essential part of energy efficient ship de-sign is minimizing of resistance, for which optimization of hull form can affect greatly.Resistance of a ship can be minimized by optimizing hull form in such manner that im-proves quality of the flow to the propeller. The propeller operates in wake of the ship, andfor this reason, assessing wake field quality is of high importance. Traditionally, wake fieldhas been studied by conducting towing tank tests. During past decades, results achievedby computational fluid dynamics (CFD) have become accurate enough to be used for hullform optimization. In order to make right conclusions from the results and to use thisinformation in design effectively, the used models must have sufficient accuracy in pre-dicting of wake field details.
This thesis studies wake field of a VLCC-tanker by the means of computational fluid dy-namics. The simulations were conducted using computational fluid dynamics softwareStar-CCM+. The studied hull model was Korean Very Large Crude Carrier 2 (KVLCC2), atest case model that has been widely studied for instance in CFD workshops. Simulationswere conducted in model scale and without a free surface. The flow was modelled usingReynolds-Averaged Navier-Stokes equations and near wall flow was solved.
Two studies were conducted. First, a grid refinement study was conducted with curvaturecorrected nonlinear turbulence model. The studied mesh sizes varied from 0.9 million to15.2 million cells. Then three different versions of SST k-ω turbulence models were stud-ied with a mesh consisting of 7.4 million cells.
The results were compared with towing tank tests and results from previously publishedCFD simulations. The results were mainly in line with the ones achieved using similarturbulence models and number of cells. It was noticed that compared to standard SST k-
ω, curvature corrected turbulence model predicts wake field more accurately in modelscale. In addition, it was noticed that the accuracy of SST k-ω turbulence model in solvingof near wall flow seems to be noticeably dependent on nondimensional height of cell layerclosest to the hull. By reducing the nondimensional distance of closest calculation pointsfrom the hull (y+) below the current recommendations (y+~1), it is possible that the accu-racy of SST k-ω turbulence model can be noticeably improved.
Keywords CFD, Hydrodynamics, Turbulence modelling, Wake field, Star-CCM+
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B [m] BreadthcB Block coefficientCf Frictional resistance coefficientFn Froude number
𝑔 [m/s2] Gravityk [m2/s2] Turbulence kinetic energyKG [m] Vertical center of gravityl [m] Underwater length of the hullL [m] LengthLpp [m] Length between perpendiculars
𝑝 [Pa] Pressureqf Cell growth ratio (finer mesh)qc Cell growth ratio (coarser mesh)r Refinement factorR [m] RadiusRe Reynolds numberReL Local Reynolds number
𝑢 𝑣 𝑤 [m/s] Flow velocity in x, y and z-directions respectively
𝑢𝜏 [m/s] Friction velocityS [m2] Wetted surface areaT [m] DraftU [m/s] Free stream velocity
𝑉𝑥 Axial nondimensional velocity component
𝑉𝑟 Radial nondimensional velocity component
𝑉𝑡 Tangential nondimensional velocity component
𝑣𝑥 [m/s] Axial velocity component
𝑣𝑟 [m/s] Radial velocity component
𝑣𝑡 [m/s] Tangential velocity component
𝑤 Froude’s wake fraction
𝑤𝑛 Nominal wake fraction
𝑤𝑝 Potential wake fraction
𝑤 Taylor’s wake fraction
𝑤𝑣 Viscous wake fraction
𝑤𝑤 Wave-induced wake fractiony [m] Wall distancey+ Nondimensional wall distance
𝑦2+ Near-wall cell size
Greek Symbols
Δ [m3] DisplacementChange in value
𝛿 [m] Boundary layer thickness
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μ [Pa·s] Dynamic viscosity
μeff [Pa·s] Effective (dynamic) viscosity
μt [Pa·s] Turbulent (dynamic) viscosity
ν [m2/s] Kinematic viscosity
ρ [kg/m3] Density
σ [Pa] Stress
σyx [Pa] Shear stress (two-dimensional)
𝜏𝑤 [Pa] Wall shear stress
Φ [Deg] (Peripheral) angle
ω [1/s] Specific rate of turbulent dissipation
Abbreviations
CAD Computer Aided DesignCFD Computational Fluid DynamicsCO2 Carbon DioxideCPU Central Processing UnitDES Detached Eddy SimulationsDNS Direct Numerical SimulationsEARSM Explicit Algebraic Reynolds Stress ModelEEDI Energy Efficiency Design IndexIGES Initial Graphics Exchange Specification, 3D CAD file formatIMO International Maritime OrganizationITTC International Towing Tank ConferenceKRISO Korean Research Institute of Ships and Ocean EngineeringKVLCC Korean Very Large Crude Carrier, series of test case ship hullsLES Large Eddy SimulationsRANS Reynolds-Averaged Navier-StokesRSM Reynolds Stress ModelSST Menter’s Shear Stress Transport turbulence modelSTL 3D file format for CAD softwareUSD United States DollarVLCC Very Large Crude Carrier
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1 Introduction
Minimizing ship resistance is of key interest to both ship designers and owners when itcomes to large cargo ships. Fuel costs contribute a significant portion of operational costs,thus making hull form design a critical task. By optimizing hull form, resistance that shipexperiences while moving through fluid can be reduced, and quality of the flow arriving tothe propeller increased. These changes reduce the required engine power, reducing emissionsand saving fuel costs.
While cost effectiveness has historically been the main reason for minimizing fuel consump-tion, environmental aspects have been getting more relevant. The International MaritimeOrganization (IMO) recently formulated the Energy Efficiency for Design Index (EEDI),which set global, gradually tightening standards for the carbon dioxide (CO2) emissions ofnewly built ships.
Since the early 20th century, ship resistance has been predicted by conducting towing tanktests at model scale. During the 1990s, advances in computing capacity led computationalfluid dynamics (CFD) to become a viable solution for predicting resistance. The benefits ofthis are obvious: a designer can easily compare hull forms in the early design stages at lowcosts. Today, ship resistance can be accurately estimated within hours or days using simula-tions based on the Reynolds-Averaged-Navier-Stokes (RANS) equations, which have be-come an industry standard. For instance, in 2010 Gothenburg Workshop, standard deviationsin resistance prediction were less than five per cent for all the towed cases (Larsson et al.,2014).
Ship resistance can be divided into two main components: viscous resistance and wave mak-ing resistance.  Out of these, viscous resistance plays major role in design cases belowFroude number 0.3. For a typical tanker with Froude number below 0.2, viscous resistancemakes up over 90% of total resistance (Larsson & Raven, 2010). This thesis focuses onviscous resistance and more specifically, the wake field of a large tanker vessel. Even smallreductions in viscous resistance can result in significant fuel savings. In addition, test resultsfor validating CFD-simulations for this type of vessel are publicly available. The Very LargeCrude Carrier model KVLCC2 is used in this thesis.
An important consideration in predicting hydrodynamic performance is to estimate the flowleaving the ship (i.e., wake field), and more precisely the flow at the propeller plane. En-hancing the wake field quality by increasing uniformity and axial symmetry of the flow helpsto reduce propeller loads and vibrations, and increases propeller efficiency, thus reducingthe required propulsion power. Achieving a reliable wake field prediction is crucial, sincemethods for improving flow to the propeller are limited after building the ship.
Historically, wake field characteristics have been predicted by conducting towing tank andwind tunnel tests at model scale in order to measure the resulting flow. The model scale andthe test speed are selected according to Froude number of the vessel, since wave formationscales with the Froude number. However, the viscous properties of water are not in practicescalable, causing the Reynold’s number to vary greatly between model scale and full scale.Therefore, a wake measured from model scale tests does not represent the wake appearingat full scale. Typically, empirical methods are used in order to scale wake.
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Despite the inaccuracies present in such predictions, CFD simulations are typically con-ducted in a similar way, modeling the ship at model scale and then scaling the results topredict full scale wake. This is convenient, since the results can be easily compared withthose obtained from towing tank tests. In addition, model scale simulations are computation-ally lighter than full scale simulations, which become especially heavy if the water’s freesurface is simulated. On the other hand, the latter is less problematic in flows where waveshave a minimal effect on the resulting wake, such as flows around slow speed cargo vessels.However, there is very limited data on full scale wake field measurements, which compli-cates validation of full-scale simulations.
Wake field CFD simulations typically utilize the RANS equations, and studies are conductedwith or without free surface depending on the studied case. The flow around a ship’s hull ishighly turbulent. Due to the complexity and computational heaviness of directly solving sucha turbulent flow, average turbulence is typically modelled instead. The details of the partic-ular turbulence model chosen can have a substantial effect on the accuracy of the simula-tion’s final predictions.
Two key questions for a ship designer are which turbulence model to select and how togenerate a mesh for numerical calculations. This mesh must be fine enough to capture flowcharacteristics with sufficient accuracy, but also coarse enough to not use excessive compu-tational resources. The aim of this thesis is to conduct a feasibility study of predicting wakefield with different turbulence models, and a grid refinement study. The simulations wereperformed using RANS equations for solving the flow and using the SST k-ω (Menter’sShear Stress Transport) turbulence model and its variations for turbulence modeling. Doublebody model and near wall flow were solved. Simulations were conducted at model scale.The results are compared to model scale tests and published simulation results. In additionto the presented results, there were attempts to simulate wake field flows at full scale. How-ever, these attempts were not successful. Possible reasons for this may have been the modelsused, grid spacing and grid quality.
The rest of this thesis is structured as follows. Chapter 2 discusses the interests for shipresistance minimization followed by the use of computational fluid dynamics in hull formdesign. The chapter also briefly discusses the effect of tightening emission regulations onship design, which also influences hull form design. Chapter 3 discusses the physics of vis-cous flow and the formation of the wake field, as well as methods for predicting a wake field.Chapters 4 and 5 introduce the methods used and the simulation setup, respectively. Chapter6 presents the results, and Chapter 7 concludes the thesis by discussing the limitations andproviding suggestions for future studies.
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2 Background
This chapter presents an overview of ship resistance and wake field analysis in the contextof design, together with a discussion of fuel saving potential. Section 2.1 presents the moti-vation for energy efficient design. Section 2.2 discusses ship design process and in whichphases hull form design is conducted. Section 2.3 describes the usage of computational fluiddynamics in ship design.
2.1 Energy Efficiency in Ship Design
The costs of operating a very large crude carrier (VLCC) depend on the market situation,with the cost structure constantly fluctuating. For instance, from 2001 to 2010 charter ratesfor VLCCs varied from 20 000 to 90 000 USD per day, averaging at 55 000 USD (Polezha-yeva et al., 2011). A VLCC consumes roughly 100 metric tons of bunker fuel per day at aspeed of 15 knots. During the 2008-2009 financial crisis the price for this varied betweenroughly 20 000 and 65 000 USD (Hansen & Dinham-Peren, 2015). As a consequence, totaloperational costs also vary greatly depending on the market situation and shipping route.Regardless of the constantly fluctuating costs, it is clear that consumed fuel makes up a sig-nificant portion of the total cost structure.
Due to fuel costs, energy efficiency has been an important consideration in ship design for along time. Recently, environmental aspects have also become more relevant. Shipping, asan industry, has a great potential to decrease emissions internationally. An important factoris that there are global standards for shipping which are set by International Maritime Or-ganization (IMO). The international character of the regulations prevents ship owners fromescaping the minimum standards, despite the flagging of convenience being a common prac-tice in the industry. For instance, the regulations have a long history in providing safety rulesfor seafarers. However, the regulations did not significantly restrict emissions before the2010s. Two recent emission regulations are the Energy Efficiency Design Index (EEDI),effective from 2013, and the Global Sulfur Cap, effective from 2020. EEDI directly consid-ers the CO2 emissions of shipping, and applies to ship types which are responsible for ap-proximately 85% of the CO2 emissions from international shipping (IMO, 2020). The EEDIgoals include CO2 reductions of 30% from 2025 and of 50% from 2050 onwards with respectto the average efficiency between 2000-2010 (IMO, 2011). Some ship owners have sug-gested even stricter measures for emission controls, and for instance Maersk aims to havereduced 60% of relative CO2 by 2030 compared to 2008 baseline (Maersk, 2020).
The current emission reduction goals are ambitious compared to what has historically beendone, and if implemented successfully, rapid advance in greener ship design can be expectedin the coming decades. Alternative fuels are likely to be used since the targets cannot besolely achieved by more effective designs. However, some improvements do not require newtechnologies or inventions. For instance, more efficient hull forms can be designed, or pro-peller efficiency can be increased. Ships can be designed for slower speeds. Slower opera-tional speeds can greatly reduce emissions, especially in the case of container vessels thattypically run at Froude numbers above 0.2. For large tanker vessels running at speeds inrange of Froude number 0.15, such as the KVLCC2 used in this thesis, slowing down does
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not grant as significant a reduction in fuel consumption as it does for faster vessels, but itcan be a partial solution. As seen, energy efficiency is a holistic ship design challenge.
Some of the ways for increasing hydrodynamic efficiency of the vessel are enhancing qualityof the flow to the propeller or reducing losses occurring at propeller. This can be done byoptimizing the hull shape to minimize separation of flow, for instance. In addition to hullform optimization, energy saving devices can be used to reduce energy losses occurring ataft part of the hull. These devices can recover energy by for example recovering rotationalenergy losses of the propeller or by improving wake quality (Bertram, 2012). Some of theseinclude energy saving ducts and pre-swirl stators.
In order to design vessels with high propulsive efficiency or to include energy saving devicesin design, a good understanding of the flow around the hull is needed. The shape of the sternshould be designed to allow boundary layer to leave the hull smoothly and to minimize sep-aration (Larsson & Raven, 2010). Research interest on energy saving devices has been in-creasing and for instance, at Tokyo Workshop 2015, simulations were conducted with a Jap-anese Bulk Carrier hull (JBC) fitted with an energy saving duct (Hino et al., 2021).
2.2 Hull Form in Design Spiral
Ships are designed for a mission and typically they are made to order. Therefore, each shipconstruction project is unique except for sister vessels. The intended mission of the ship setsrequirements for main dimensions, cargo or passenger capacity, operational area, speed, andother design aspects. Other dimensions and the hull form are designed according to theserequirements. The need for propulsion power is minimized by optimizing hull form. Sincenearly every ship is unique, this optimization for achieving minimum resistance is a crucialpart of most ship design projects.
These design projects typically use existing ships designed for similar missions as referencevessels. The reference vessel’s quantities, such as its dimensions and required propulsionpower, are used to make a parameter-based initial estimate of the corresponding quantitiesfor the new design. From this point onwards, the design details start to get more accurate.The details need to be evaluated again after each change until design is finalized. This iter-ative process is commonly presented as a ship design spiral, introduced by Evans (1959).The iterative ship design process is presented in Figure 2.1.
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Figure 2.1 Ship Design Spiral (Papanikolaou, 2019)
The spiral is divided into four phases (Papanikolaou, 2019):
1. Concept design2. Preliminary design3. Contract design4. Detail design
These design phases contain a vast amount of details since ships are complex structures.Here only the hydrodynamic aspects are discussed.
In the concept design phase, rough estimates of design characteristics are made based onshipowner’s needs. The initial approximation is made for ship resistance and required power.This is typically based on shipyard’s or designer’s reference vessels and may not includesimulations. In the preliminary phase, the scope of the design is narrowed down. In thisphase, the hydrodynamic characteristics of the ship, such as its speed and seakeeping per-formance, are assessed. Model tests are typically not conducted in this design stage if hull isof a usual form (Gale, 2003). In the contract design phase, a ship specification is made todefine the details and performance that the vessel should fulfill. To ensure that these will beachieved, model scale towing tank tests and additional CFD simulations are conducted. Topredict propeller performance and required propulsion power, the wake field is assessed.Contract design is the most critical part of hydrodynamic design since if the ship fails tomeet these requirements, the ship owner has a right to not to accept the completed ship.
Towing tank tests are expensive and time-consuming. Traditionally, hull form design hasinvolved numerous towing tank tests, with the hull form being modified between each set oftests. Bertram (2012) mentions that occasionally this process of testing and modifying amodel hull according to observations has required more than 10 iterations before satisfactoryresults have been achieved. Considering that towing tank tests require a vast amount of prep-
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aration, and that necessary facilities typically need to be reserved well beforehand, the ben-efits of accurate CFD simulations are obvious. Using of CFD in early design stages canreduce total development time, reduces risks associated with the development of new vesselsand can improve the outcomes of negotiations in, for example, contract design (Bertram,2012).
Although resistance predictions from towing tank tests still tend to be more reliable thanthose achieved by means of CFD (Bertram, 2012), CFD can be used for comparing differenthull forms and for optimizing the design accordingly. Nowadays often only the final designis validated by conducting towing tank tests (Bertram, 2012).
2.3 Computational Fluid Dynamics in Ship Design
Historically, a vessel’s hydrodynamic design was based on experience, and functional hullforms were copied from earlier models. The introduction of propellers as the main propul-sion of vessels happened during the 19th and early 20th centuries (Carlton, 2019). Workdone by Froude, Reynolds and Schoenherr (Schoenherr 1932), among others, increased ourunderstanding of flows around ship hulls and their frictional resistance. Development of pro-pulsion and machinery led to vessels running more efficiently and at higher operating speeds.
Bertram (2012) divides the hydrodynamic performance of a vessel into three categories: re-sistance and propulsion, seakeeping and ship vibrations, and maneuvering. While all of theseare nowadays assessed by the means of computational fluid dynamics, only resistance andpropulsion are considered here.
Towing tank tests have long been a standard procedure for measuring model scale resistance.The test results have then been corrected to full scale, typically using some of the Interna-tional Towing Tank Conference (ITTC) friction lines. During the 1990s, the computationalperformance of computers became adequate for predicting resistance using CFD. Since then,rapid advances in computational capabilities have improved the accuracy of CFD simula-tions and allowed the use of more computationally heavy CFD models. For instance, Nishi-kawa et al. (2012) mention that the capacity of high-performance computers increased byone million times between the early 1990s and the 2010s. It is to be expected that develop-ment of this magnitude will lead to the increased use of new, computationally heavy modelsin the near future. Someday, CFD may even replace towing tank tests. Computational fluiddynamics could also be used for accurate full-scale resistance and wake predictions in thefuture.
Some of the methods for solving ship resistance related problems include potential flowcodes for solving inviscid flow around the hull, double hull RANS simulations for neglectingwater-air-interaction and free surface RANS simulations for taking the interaction in ac-count. Potential flow codes can be used for predicting wave making of the vessel, doublehull RANS simulations can be used for predicting friction resistance and wake of the vessel,and free surface RANS simulations can be used to predict the combined effect of wave mak-ing and frictional resistance. RANS methods are today a typical way of determining wakecomputationally (ITTC, 2014a). The generated mesh and chosen turbulence model have asignificant impact on how accurately flow characteristics are predicted (Larsson et al., 2014).
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3 Viscous Flow to Propeller Plane
Total ship resistance in calm water can be roughly divided into two parts: viscous resistanceand wave making resistance. These parts can be assessed separately, although some interac-tion between them occurs. For instance, a pressure field around the hull generates waves andthe boundary layer flow affects the pressure field. Since the boundary layer is thin, it iscommonly assumed that the wave formation is independent of viscosity-affected boundarylayer flow when predicting wave formation. (Larsson & Raven, 2010)
A more detailed way of dividing calm water resistance is given by Carlton (Carlton, 2019),in Figure 3.1.
Figure 3.1 Decomposition of total resistance to friction and pressure components. (Carlton, 2019)
Here, total resistance is divided into pressure and skin friction resistance components. Theviscous resistance component consists of skin friction and pressure components. Althoughthe presented figure separates the resistance components, it should be noted that, formally,the components interact with each other as well.
Viscous flow has the largest effect on the flow arriving at the propeller. In this thesis, thewake field is assessed without the effect of a free surface, meaning that interaction betweenwater and air is neglected. The reasoning for this is provided in Section 3.4.
3.1 Governing Equations
The typical coordinate system in ship CFD assumes the vessel is in a constant position, andfluid is flowing past it at a constant velocity. The coordinate system is fixed to the vessel. Inthis thesis, the positive x-direction is considered to be in the direction of the vessel’s velocity,
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the z-axis upwards and y-axis in the port side direction. Figure 3.2 illustrates this coordinatesystem.
Figure 3.2 Coordinate system.







where u is flow velocity in the x-direction, v in the y-direction and w in the z-direction,respectively.
In order to model the physics of an incompressible flow, acceleration and three force typesneed to be taken into consideration: pressure forces, body forces (gravity), and viscous forces(Larsson & Raven, 2010). The resulting set of equations are called the incompressible Na-vier-Stokes equations. For the interested reader, the derivation is described in many piecesof literature, the book by Larsson & Raven (2010), for example.

















































where t denotes time, ρ denotes density, p denotes pressure, g denotes gravitational acceler-ation and ν denotes kinematic viscosity.
An object moving through water accelerates the fluid particles around it. While the fluidflow far away from the object is nearly undisturbed, fluid particles close to the object areaccelerated to nearly the same velocity as the object. The layers of fluid particles travellingat different velocities accelerate adjacent layers, slowing those which are faster and speedingthose which are slower. In the very near proximity of the object, the velocity difference
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between water molecules and the object approaches zero. This phenomenon where mole-cules stick to the surface is included in the model with non-slip boundary condition. This isdescribed in more detail in next section.
3.2 Flow Around Hull
As previously mentioned, ship resistance in calm water can be assumed to consist of wavemaking resistance and viscous resistance. To explain how these components are separatedfrom each other, the inviscid idealization and viscous flow are both discussed. First an in-viscid idealization is presented.
The inviscid idealization means that fluid particles are assumed to be frictionless. An objectmoving through fluid forces flow to go around the object. The streamlines of fluid particlesfollow the hull. These changes in flow direction cause pressure variations in the flow. Pres-sure increases outwards from the center of curvature: high pressure points occur at the foreand aft parts of the hull, while lower pressure regions occur on the shoulders. This is illus-trated in Figure 3.3.
Figure 3.3 Streamlines of inviscid flow around the hull. (Larsson & Raven, 2010)
Excluding the water’s free surface, the so-called d’Alembert’s paradox applies for an objectmoving through fluid: when flow is considered inviscid, positive and negative pressuresaround an object cancel each other’s out and resistance reduces to zero. This means that theresistance of the vessel consists of viscous friction induced effects on pressure when wavemaking is excluded.
In reality, viscosity is present in flow. In addition to causing friction resistance, this changesthe pressure field around the hull. This change of pressure is what causes the form resistance,mentioned in Figure 3.1. In areas where the hull curves rapidly, increasing pressure causesthe flow to slow down, which may lead to separation. This phenomenon is illustrated inFigure 3.4.
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Figure 3.4 Separation of flow (Carlton, 2019)
In areas where streamlines converge strongly, vortex sheet separation may occur. In thisevent, converging streamlines force the flow to leave the surface. As a result, a strong vortexwith large variations in velocity occurs, illustrated in Figure 3.5.
Figure 3.5 Vortex sheet separation. (Larsson & Raven, 2010)
The areas prone to vortex sheet separation include (Larsson & Raven, 2010):
1. On a stern bulb or the bilges in the afterbody.2. On a barge-type stern near the bilges.3. From a pronounced bulbous bow generating a large underpressure.4. On a full forebody that has a deep underpressure at the fore foot.
Vortex sheet separation is a typical phenomenon in large block coefficient vessels and thephenomenon has a significant impact on resistance of the vessel, since it induces drag andchanges flow to the propeller. The studied hull form KVLCC2 induces a strong bilge vortex(Kim et al., 2001).
The effects of viscous flow and separation change the pressure distribution around hull.While the pressure field around the bow remains similar to the inviscid case, the pressure is
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affected more strongly towards the stern, inducing further drag on hull. These effects on thepressure field are illustrated in Figure 3.6.
Figure 3.6 Pressure and velocity distributions along the hull. (Larsson & Raven, 2010)
The pressure and velocity distributions corresponding to the idealized inviscid case is indi-cated with a dashed line.  The middle line shows the pressure distribution when separationis neglected, while the remaining line shows the behavior when separation is included to theflow.
3.3 Boundary Layer
Due to the viscous effects of water and interaction with the hull, water molecules stick to thehull surface, which in turn slows down the nearby flow. Similarly, faster-moving moleculestransfer momentum to the slow-speed flow closer to the surface. As a result, velocity growsgradually outwards from the hull until it achieves the undisturbed flow velocity.
Flow at the very front of the hull is mostly laminar. Small instabilities in the flow grow intoturbulent eddies as the fluid moves aft, and after a transition zone the boundary layer flowhas become fully turbulent. This turbulent boundary layer thickens towards the aft of the hulland the size of the turbulent eddies grows, achieving diameters of the order of 1-10 meters(Larsson & Raven, 2010). If hull curvature is large, there may be separation of flow. Theeffect of the boundary layer flow leaving the ship is called wake and it has decreased velocitywith respect to outer flow. Figure 3.7 illustrates the growth of the turbulent boundary layer.It is assumed that velocity gradients in flow are minimal outside the boundary layer. Thisassumption of irrotational flow means that shear stresses can be assumed to be minimal, andthus the effects of viscosity can be neglected.
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Figure 3.7 Growth of turbulent boundary layer. (Larsson & Raven, 2010)






where Re denotes Reynolds number, U is flow (or vessel) velocity, l underwater length ofthe hull and 𝜈 kinematic viscosity of the fluid. The definition of the Reynolds number tellsus that turbulence in the flow increases along the hull in the direction of the flow, as seen inFigure 3.6.
The equation for shear stress in a simplified form for 2-dimensional flow can be written(Larsson & Raven, 2010) as follows:
𝜎𝑦𝑥 𝜇
𝜕𝑢
𝜕𝑦where 𝜎𝑦𝑥 is shear stress on a flat plate, 𝜇 is dynamic viscosity, 𝑢 is flow in x-direction and
𝑦 is distance normal to the surface.
In practice, a nondimensional distance from the wall, 𝑦+, is typically used within the bound-ary layer. It is defined as (Larsson & Raven, 2010):
𝑦+
𝑦𝑢𝜏




where 𝜏𝑤 is shear stress at the wall.
In different regions of the turbulent layer, viscous forces have different impacts on flowbehavior due to the different velocities present. In near proximity to the hull, viscosity dom-inates while further from the hull, velocity of the fluid particles has larger impact on flow
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behavior. Therefore, the nondimensional wall distance 𝑦+ describes local flow characteris-tics close to the hull. Figure 3.8 illustrates the turbulent boundary layer regions related tonondimensional wall distance in two-dimensional boundary layer flow.
Figure 3.8 Regions of turbulent boundary layer. (Larsson & Raven, 2010)
Vertical axis represents x-directional velocity divided by friction velocity and horizontal axisrepresents nondimensional wall distance.
These four turbulent boundary layer regions are according to Larsson & Raven, (2010):
1. Viscous sublayer, where ≤ 𝑦+ ≤ , and the velocity profile is linear.2. Buffer layer, where 𝑦+ ≤ , and the velocity profile changes from linear tologarithmic.3. Logarithmic region, where 𝑦+ − , and the velocity profile islogarithmic.4. Wake region, which is between the logarithmic region and the edge of the bound-ary layer, where the velocity profile follows a logarithmic law to which the lawof the wake is added.
In this two-dimensional representation of a boundary layer, three important effects are miss-ing: streamline convergence in the lateral direction, and both longitudinal and lateral pres-sure gradients (Larsson & Raven, 2010). The turbulent boundary layer regions are of greatimportance in how boundary layer flow is treated in CFD simulations. This will be discussedfurther in Section 4.2.
3.4 Wake Field
The flow region leaving the aft of the ship hull is called the wake field. Since a ship’s pro-peller operates inside the wake region, wake field characteristics are of great interest to shipdesigners.
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Carlton (2019) names four main influences on wake field at the propeller:
1. The streamline flow around the body.2. Growth of the boundary layer over the body.3. The effect that the propulsor has on modifying the wake produced by the propelledbody.4. The influence of any wave-making components.
Total wake velocity arriving at the propeller consists of three components: nominal velocity,interaction velocity and propeller induced velocity. Nominal velocity is the flow arriving atthe propeller plane in the absence of the propeller. When the propeller is added, it changesthe flow field around the hull before it enters the propeller plane. These changes arise fromthe upstream influence on the flow by the propeller’s presence (interaction velocity) and ofthe velocity induced at the propeller. The composition of the total flow velocity at the pro-peller plane is illustrated in Figure 3.9.
Figure 3.9 Total wake velocity composition. (Carlton, 2019)
It is commonly assumed that the wake field can be predicted from the nominal wake, mean-ing that interaction velocity and propeller induced velocity are not significantly modified bychanges in nominal velocity. Nominal wake is commonly used for both propeller design andfor optimizing a hull’s stern form (ITTC, 2014a). Modeling the propeller’s influence addsinaccuracies to the overall simulation. In addition, separating the effect of the propeller fromtotal wake field is difficult. Because of these reasons, only the nominal wake field is consid-ered in this thesis.
The ITTC recommends simulating wake at full scale when possible. However, there is a verylimited quantity of validation data from full scale measurements, especially of nominalwake. (ITTC, 2011). Carlton (2019) mentions that the nominal wake field was measured inthe Meteor trials of 1967. Measurement results from this study are presented in Figure 3.10.
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Figure 3.10 From the left. Difference between model scale nominal wake, full scale nominal wake andfull scale effective wake from Meteor trials. (Carlton, 2019) Note that the axial velocity is denoted as 𝒗𝒂and the ship velocity as 𝑽, while 𝒗𝒙 and 𝑽𝒔 are used in this thesis, respectively.
As seen in Figure 3.10, nominal wake is noticeably less intensive at full scale compared tomodel scale, mainly due to difference in Reynolds number. The Reynolds number is typi-cally of the order of 106 to 107 in model tests, while ships operate with Reynolds numbersaround 109 (ITTC, 2011). Thus, both the wake’s maximum values and the strength of thebilge vortex decrease in a full-scale wake when compared to model scale (ITTC, 2011).Furthermore, it is seen from the Figure 3.10 that velocity contours get distorted when thepropeller’s effect is included in the flow.
As presented by Carlton (2019), the effective wake field results from the interaction betweenthe nominal wake field and the propeller:
𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑛𝑜𝑚𝑖𝑛𝑎𝑙 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦
The nominal wake can again be broken into four parts: the potential, frictional, wave-inducedwake components and the nonlinear interactions between frictional wake and wave-inducedwake components (Carlton, 2019):
𝑤𝑛 𝑤𝑝 𝑤𝑣 𝑤𝑤 𝛥𝑤
where potential wake𝑤𝑝 represents the inviscid part of the flow, frictional wake𝑤𝑣 is causedby viscous effects in the flow and the wave-induced component 𝑤𝑤 is the result of waveformation by the vessel. These do not add linearly; instead, the deviation from the linearcomposition is included with a nonlinear interaction term 𝛥𝑤.
Carlton (2019) mentions that the potential wake and wave induced components have onlysmall effects on the total wake, especially with small Froude number vessels, based on re-search conducted by S.A. Harvald. In his experiments, Harvald found that the wave-induced
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wake component has a very small amplitude (Harvald, 1950) and that friction wake is gen-erally the largest component (Harvald, 1973). Due to these reasons, the friction wake com-ponent is in large role in nominal wake of the studied KVLCC2 hull.
There are three main definitions for wake: the Velocity ratio method, Taylor’s wake fractionmethod and the nowadays less often used Froude wake fraction method (Carlton, 2019).These methods present the wake field with nondimensional components.









𝑉𝑠where Vx denotes nondimensional axial velocity, Vr nondimensional radial velocity and Vtnondimensional tangential velocity, respectively.














In this work, velocity ratios and Taylor’s wake fraction are used.
The ITTC recommends presenting wake results in the following formats (ITTC, 2014a):
1. Contour plot of iso-lines of Taylor wake fraction 𝑤 − 𝑉𝑥, including two cir-cles to mark the radius of propeller hub and propeller tip.2. Transverse components (Vr, Vt) plotted as velocity vectors in the propeller plane.3. The three velocity components are provided in tables at a number (often 10) ofradius or plotted as function of peripheral angles (Φ).4. Nominal wake fraction wn by integration of the axial velocity Vx over propellerdisk.
In general, presentations showing iso-contours of a wake fraction’s give a more nuancedview of the wake’s characteristics than looking solely at the average wake fraction acrossthe propeller plane. An example of such presentation is shown in Figure 3.11.
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Figure 3.11 Wake fraction iso-contours. Dashed lines mark propeller hub diameter and propeller diam-eter. (ITTC, 2014a)
Peripheral angles are displayed at the outer radius of the circle in clockwise direction.Dashed lines mark the extents of propeller hub diameter and propeller diameter.
3.5 Methods for Wake Quality Assessment
In order to compare efficiency between different designs, the methods of wake quality as-sessment need to be defined. For example, propeller performance is affected by both thevelocity and uniformity of the flow field: high wake fraction at the propeller increases thrustalthough it can increase friction resistance (Kim et al., 2001) and uniform flow results in lessvarying loads and smaller vibrations. Two key requirements for a good-quality wake fieldare therefore a high effective wake fraction and a small circumferential nonuniformity (Lars-son & Raven, 2010).
According to Carlton (2019), three wake quality assessment methods have become widelyused. These are the van Gunsteren and Pronk assessment method (van Gunsteren & Pronk,1973), the Huse criteria (Huse, 1974) and the extensions to Huse criteria by Odabasi andFitzsimmons (Odabasi and Fitzsimmons, 1978).
The methods from van Gunsteren and Pronk, and their extensions from Odabasi and Fitz-simmons, are related to cavitation and propeller-wake interaction. The Huse criteria, by con-trast, deals with flow in a nominal wake field in the absence of a propeller. It will be theprimary criteria used in this work.
Huse (1974) defines the relevant criteria for a large vessel wake in the absence of propelleras follows:
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1. For large tankers and other ships with high block coefficients, the maximummeasured wake should be less than 0.75 at 0.4-1.15R above the shaft center line:
𝑤𝑚𝑎𝑥< 0.752. Maximum acceptable wake peak criteria at 0.7R: 𝑤𝑚𝑎𝑥 < 1.7𝑤0 73. Width of the wake peak should be considered. Pressures on the hull are maximumin case of the width is slightly smaller than distance between propeller blades.
In these definitions, R is the propeller radius, 𝑤𝑚𝑎𝑥 is the maximum wake at the center planewithin 0.4-1.15R radius from the propeller hub and 𝑤0 7 is the mean wake at a radius of 0.7R.
The wake peak is illustrated in Figure 3.12 according to Odabasi & Fitzsimmons (1978), asmentioned in Carlton (2019).
Figure 3.12 Definitions of wake peak for single wake peak (left) and double wake peak (right). (Carlton,2019)
On the left, the definition of half of a single wake peak is presented. On the right, width of adouble wake peak is presented. The height of the peak is denoted as Δw.
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4 Applied Methods
This chapter describes the methods and software applied in the simulation. Recommenda-tions based on previous research are reviewed.
Rhinoceros 3D version 5 was used for improving quality of a hull surface file which was inIGES-format. For transforming IGES-file to STL-format, NAPA Designer 2020.1 was used.NAPA 2020.1-1 was used to generate a body plan view of the hull. The computational gridwas constructed, and simulations were conducted using the StarCCM+ software version15.04.008. Paraview, which is a free open source software, was used to visualize the results.The Paraview versions used were 5.4.1 and 5.8.
4.1 Grid Generation
The ITTC Practical Guidelines for Ship CFD Applications (ITTC, 2014b) and for RANSCalculation of Nominal Wakes (ITTC, 2014a) were used as guidelines for grid generation.These guidelines include recommendations on the size of computational domain, grid gen-eration and grid aspect ratios. Some of these instructions are included here and they are asfollows:
 It is recommended to use hexahedral grids for wake estimation.
 Grid should be refined between aft shoulder of the hull and propeller plane
 Wall functions: first grid point should be clearly inside logarithmic boundary layer region.Recommended values are 30 < y+ < 100. Within boundary layer, at least 15 points shouldbe included.
 Wall-resolved turbulence model: recommended distance is y+< 1. Within boundary layer,at least 20 points should be included.
 Expansion ratio is recommended to be 1.2 or less. The largest acceptable value is 1.5 fornear-wall turbulence solving.
 Bilge keels, stabilizer fins, ducts and pre-swirl stators should be included in hull geometry.For open-shaft vessels, shafts and brackets should be included.
Because the KVLCC2 benchmark vessel has been widely simulated with a bare hull, no at-tachments were included in this study’s geometry.
Gothenburg 2010 Workshop results (Larsson et al., 2014) showed that around 3 million gridpoints on a double body simulation showed good agreement on resistance with towing tanktest results. Mean comparison error was approximately 4% for grids larger than 3 millioncells, but approximately 8% for grids smaller than 3 million cells. Larsson et al. (2014) men-tions that, based on their experiments, a mesh with around 3-4 million cells is dense enoughfor modeling error to dominate discretization error.
Figure 4.1 visualizes the results from several different hull forms in Gothenburg 2010 Work-shop. It is to be noted that, unlike the two other hull forms, the KVLCC2 hull is from thelow Froude number range.
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Figure 4.1 Comparison error with respect to the amount of grid points used. (Larsson et al., 2014)
Resistance predictions are not significantly more accurate when mesh size is increased toover 4 million cells, although there is no systematic mesh refinement present. However,these results for resistance do not necessarily mean that wake field predictions do not benefitfrom an increased number of grid points. Larsson & Raven (2010) mention that the wakefield at the propeller plane is one of the most resolution-dependent aspects in ship resistanceassessment.
4.2 Turbulence Modeling
Due to the highly turbulent characteristics of the flow around ships, RANS equations alonedo not describe the flow accurately. The effects of strong turbulence can be modelled moreaccurately either directly, using models that capture turbulent eddies, or indirectly, usingturbulence models with average turbulence characteristics. The first approach includes theLarge Eddy Simulations (LES) technique, in which large eddies are simulated and smallones are filtered out, and the related Detached Eddy Simulations (DES) technique. Researchwith LES and DES has been conducted on ship cases (Larsson et al., 2014), although thesemethods remain computationally heavy. For instance, one billion grid points and 1 536 com-puting cores were used in a model scale large eddy simulation of KVLCC2 by Nishikawa etal. (2012).
Another technique is the Direct Numerical Simulations (DNS). These are currently too com-putationally heavy to be used for solving the flow around a ship: Nishikawa et al. (2012)estimates that cost of a DNS is typically hundred to thousand times larger than a LES. DNSmay become a usable, accurate approach in the more distant future.
Due to these reasons, turbulence models have remained as the favored solution for ship de-sign (Carlton, 2019), accompanied by towing tank tests. The shear stresses caused by highlyturbulent flow are modelled as so-called effective viscosity 𝜇𝑒𝑓𝑓 , consisting of dynamic vis-cosity μ and turbulent viscosity 𝜇𝑡 (Larsson & Raven, 2010):
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𝜇𝑒𝑓𝑓 𝜇 𝜇𝑡
There are numerous models for including turbulent viscosity in the flow. All turbulencemodels used for ship flows are semi-empirical (Bertram, 2012), and their accuracy and use-fulness depend on the intended use. The ones used commonly in ship CFD applications in-clude k-ε, Reynolds stress model and versions of k-ω. ITTC (2011) mentions that SST k-ωand Reynolds stress models in particular provide good correlation in wake field prediction,although according to ITTC (2014a), advanced turbulence models provide more accurateresults in wake field prediction than simpler (isotropic) turbulence models, especially forships with full hull forms like the tanker vessel studied in this thesis. ITTC (2014a) recom-mends using RSM (Reynolds Stress Model), EARSM (Explicit Algebraic RSM) or rotationcorrected SST k-ω models if possible.
There are two ways for solving boundary layer flow with turbulence models. In the first, theflow is solved for near the wall within a laminar sub-layer using a near-wall turbulencemodel. The advantage of this is increased accuracy, at the cost of higher cell aspect ratiosnear the wall (the first point is generally recommended to be within y+ < 1) and increasedcomputing times. In the second approach, wall functions which utilize a mathematical modelof the inner boundary layer are used, and the calculated points are set to begin in the loga-rithmic region, y+> 30. With wall functions, the required grid is coarser, resulting in compu-tations which are generally faster and more stable. However, wall functions are based ontwo-dimensional boundary layer flow which, as mentioned in Section 3.3, differs slightlyfrom the physics of three-dimensional flow. Larsson & Raven (2010) mention that wall func-tions cause deviations especially if flow is strongly three-dimensional, the boundary layer isthick or if there is separation of flow.
At grid sizes larger than 3 million cells, comparison error for the SST k-ω turbulence modelremained less than 5 % in tested cases (Larsson et al., 2014). Figure 4.2 presents turbulencemodels tested at the Gothenburg 2010 Workshop and their respective comparison errors.
Figure 4.2 Comparison error with different turbulence models. (Larsson et al., 2014)
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The results for comparison errors of k-ω turbulence model were within 6% comparison error,although the data is limited, and tested hull forms varied.
4.3 Discretization Methods
The accuracy of the solution depends on the accuracy of numerical methods used, and largeinaccuracies induced by the numerical methods are to be avoided. However, the selection ofa numerical scheme is a balance between accuracy, stability and computation time. ITTC(2014b) mentions that since the first-order upwind scheme induces high numerical diffusionwhen solving a convection-diffusion equation, a second-order accuracy is the minimum forsolving flow around a ship. Solvers with higher orders of accuracy are available, althoughthey may be less stable or more computationally complex. First-order accuracy in time canbe used in steady state solutions only (ITTC, 2014b).
At the Gothenburg 2010 ship hydrodynamics workshop each group utilized second-orderdiscretization schemes on the KVLCC2 test case (Larsson et al., 2014). Five years after this,at the Tokyo 2015 workshop, most groups continued to use second-order discretizationschemes (Hino et al., 2021). Time accuracy was of first or second order. Based on thesefindings, a second-order upwind scheme was selected for solving the convection terms.
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5 Simulation Set-Up
This chapter presents the research case vessel, the KVLCC2 (Korean Very Large CrudeCarrier 2). Grid generation for the simulation is discussed, and the mathematical modelsused in the simulation are presented. The simulation files are presented in appendices.
The hull surface was obtained from SIMMAN (2008) in IGES-format. In NAPA Designer,the hull surface was intersected with help lines in order to increase the quality of the trans-formation to STL-format. The help lines were added primarily in the bow and aft sections.
The mesh was initially meant to be generated using the OpenFOAM mesher snappyHex-Mesh. However, there were difficulties with this approach, especially in laying a sufficientlythin prismatic layer on the hull surface. Unsuccessful attempts led to using of the Star-CCM+mesher instead. Problems with the utilization of snappyHexMesh have been reported in othermaster theses as well; for example, Esquivel de Pablo (2013) and Asén (2014) reported un-successful attempts in generating high quality mesh using snappyHexMesh and decided touse the Numeca International tool HEXPRESS instead.
5.1 Case study
KVLCC vessels KVLCC, KVLCC2 and KVLCC2M are CFD test case models designed byKRISO (Korean Research Institute of Ships and Ocean Engineering) in the late 1990s. Theirsize and dimensions represent the commercial very large crude carriers of the era (Kim etal., 2001), and they have been since widely used in both CFD workshops and research. TheKVLCC2 variant was chosen to be the hull studied for this thesis because it had been sowidely studied in numerous CFD workshops.
Simulation results of model scale towing tank tests and CFD tests in model scale are publiclyavailable. None of the KVLCC hull versions have been built in full scale so actual full-scalemeasurement data was not available. The wetted hull surface area was approximately 1.3%larger than one mentioned in literature for model scale hull. Table 5.1 presents the mainparticulars and propeller information.
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Table 5.1 Main particulars of KVLCC2 in full and model scale. Combined from Larsson et al. (2014),Kim et al. (2001), SIMMAN 2008 (2008)) and from the used hull model.Quantity Symbol Unit Full scale Simulated model(1:58)Length between perpen-diculars Lpp m 320 5.5172Breadth B m 58 1Draft T m 20.8 0.3586Speed v m/s 7.9739 1.047Froude number Fn 0.142 0.142Reynolds number Re 2.1·109 4.6·106Displacement Δ m3 312 622 1.6029Wetted surface area(without rudder) S m
2 27194 8.2319
Block coefficient CB 0.8098 0.8098Vertical center of gravity KG m 18.6 0.3207Propeller location m 5.6 0.09655Propeller diameter m 9.86 0.17Propeller hub diameter m 1.53 0.0264
The chosen boundary conditions and fluid properties are presented in Tables 5.2 and 5.3.Constant velocities and turbulences were applied at inlet and at sides, except symmetry con-dition was applied at the top and at the symmetry plane. Density of the water was set con-stant.
Table 5.2 Boundary conditionsBoundary ConditionInlet Constant velocity, constant turbulenceOutlet Constant static pressureTop SymmetryBottom Constant velocity, constant turbulencePortside Constant velocity, constant turbulenceSymmetry plane SymmetryHull No-slip
Table 5.3 Fluid propertiesQuantity Symbol Unit ValueDynamic viscosity μ Pa·s 8.8871E-4Water density ρ kg/m3 997.561 (constant)
32
The studied hull form features a high bulbous bow and a box shaped mid ship section.Figures 5.1-5.3 present the body plan, aft view of the hull with location of the propeller andside view of the hull with location of the propeller.
Figure 5.1 Body plan.
Figure 5.2 Propeller and propeller hub location, aft view.
Figure 5.3 Propeller location, side view.
5.2 Computational grids
Computational grids were constructed based mainly on ITTC recommended procedures(ITTC 2014a, ITTC 2014b) and results from the Gothenburg Workshop 2010 (Larsson et
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al., 2014). Some deviations from the recommended procedures were done, and they are ex-plained below. The two main parameters considered when generating the mesh were bound-ary layer thickness and the thickness of the first prismatic layer cell.




where x is distance along the hull from the bow and ReL is the local Reynolds number at thelocation. This gives an approximate midship estimate of model-scale boundary layer thick-ness of 0.05m. However, when generating the mesh, better mesh quality was achieved whenusing a smaller thickness. Because of this, inside the boundary layer there are approximately25 cells at the midship section, out of which 20 are prismatic layer cells. Although this iswithin the previously mentioned ITTC recommendations, Larsson & Raven (2010) recom-mend using at least 30 cells inside the boundary layer.
The ITTC 1957 friction line (ITTC, 1957) was used to estimate the frictional resistance co-efficient 𝐶𝑓:
𝐶𝑓 𝑙𝑜𝑔10 𝑅𝑒𝐿 − 2






where L is the distance along the hull.
An expansion ratio of 1.26 in the prismatic layer was selected since the value 1.2 recom-mended by ITTC (2014a) resulted in decreased grid quality. Larsson et al. (2014) mentionsthat accuracy had no clear dependency on the grid refinement ratio used during the Gothen-burg 2010 workshop, where a refinement ratio of 1.2 was the most common choice. Themesh was sized according to ITTC recommendations (ITTC, 2014a): distances of at least1.0 length between perpendiculars (Lpp) should be left between the hull and inlet, outlet, sideand bottom. Table 5.4 presents the mesh parameters used and Figures 5.4 and 5.5 visualizedimensions of the computational grid.
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Table 5.4 Mesh parametersMesh size 7 365 047 cellsX 19.83 (3.59 Lpp) metersY 6.90 (1.25 Lpp) metersZ 6.90 (1.25 Lpp) metersPrismatic layer thickness 1.38·10-2 metersPrismatic layer growth ratio 1.26Number of prism layers 20Inner layer thickness 3.56·10-5 metersCell length at prismatic layer 5.52·10-3 metersCell side dimensions at propeller plane 2.76·10-3 meters
Figure 5.4 Computational grid dimensions (view from side).
Figure 5.5 Computational grid dimensions (view from up).
Cells were gradually refined towards the hull by halving the length of each edge, dividingeach cell into 8 new cells. The dimensions near the hull, but still outside the prismatic layer,were 5.52*10-3 m in length, width and height. More refined areas were included in the afthull section. Out of these, a larger refinement area (starting from the end of the bilge keel,Figure 5.7) was constructed using anisotropic cells to reduce the number of total cells. Theregion around the aft perpendicular (Figure 5.8) was constructed of isotropic cells.
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Figure 5.6 Full mesh.
Figure 5.7 Mesh around hull.
Figure 5.8 Mesh on the aft hull.
In the prismatic layer of the aft hull mesh (Figure 5.9), irregularities in the prismatic layermesh appears in the upper left corner. The mesh generation parameters were adjusted inorder to minimize the impact on grid quality in this region. In this region prismatic layerthickness collapsed from 20 to 17 cells, and cell shapes were distorted. Local flow in thisregion was monitored and it was concluded that there was no significant impact on the re-sults.
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Figure 5.9 Prismatic layer.
For the grid sensitivity study, a refinement factor of 1.3 was used and mesh densificationregions remained unchanged. The cell growth ratio was increased in order to keep growth ofy+ to a minimum, while the number of layers in the prismatic layer decreased on each refine-ment. The aim was to keep the cell growth ratio constant. For this, the cell growth ratio ofeach round was estimated using the following relation:
𝑞𝑓𝑟 𝑞𝑐
where 𝑞𝑓 denotes the cell growth ratio in the finer mesh, r is the refinement factor and 𝑞𝑐 isthe cell growth ratio in the coarser mesh. It should be noted that the coarsest grid in particularis outside of the ITTC (2014a) recommended range: the cell growth ratio exceeded the larg-est acceptable value of 1.5, and y+ reached values of approximately 2 in the midship section.Table 5.5 shows the mesh parameters used.
Table 5.5 Mesh parameters for grid sensitivity studyReferred as Refinementfactor used Grid size Prismaticlayer cells Cell growthratio Minimumthickness (m)“15.2M” 0.77 15 192 824 26 1.19 2.9·10-5“7.4M” 1 7 365 047 20 1.26 3.6·10-5“3.6M” 1.3 3 580 448 15 1.36 5.0·10-5“1.8M” 1.69 1 803 943 12 1.47 6.4·10-5“0.9M” 2.22 896 578 9 1.67 9.2·10-5
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5.3 Workflow
After a satisfactory grid was generated, the simulation parameters were set. In general, asimpler (and more stable) turbulence model was used to stabilize the solution. This solutionwas then used as a starting point for simulations using a more advanced turbulence model.However, the finest meshes with curvature corrected cubic turbulence model did not con-verge with these steps. Instead, the following methods were used.
For the 7.4M cell mesh, the starting point was mapped from the converged solution of the3.6M cell mesh. For the 15.2M cell mesh, a stable solution was not achieved via the sole useof this method. Instead, the simulation was run with an implicit unsteady solver until a stablesolution was achieved. This result was then used as a starting point for the steady solver,resulting in a converged solution.
Simulations were considered converged according to ITTC (2014a) recommendations: “thedecrease of scaled residuals by at least three orders of magnitude from their initial values”.
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6 Results and Discussion
This chapter presents the results from the case studies. The chapter is divided in three sec-tions. First, results from grid sensitivity study are presented. The second section presentsresults from turbulence model comparison study. In the third section, the results and findingsfrom the studies are discussed. The residual plots from the simulations are provided in ap-pendices.
The results are presented as axial velocity iso-contours, wake fraction intensities and trans-verse velocity components for each case, and then plotted against peripheral angles at fourradiuses. Then, simulation results are compared to towing tank tests, wind tunnel tests andto results from recent CFD studies.
6.1 Grid sensitivity study
The grid sensitivity study exclusively made use of the cubic SST k-ω turbulence model withcurvature correction.
The left-hand side of Figures 6.1-6.5 shows iso-contours of the axial velocity and the right-hand side shows wake fraction across the propeller plane. These are presented for the threetested turbulence models. The colors on the right side of the figures show the intensity of thewake fraction, while the overlaid vectors represent the flow’s transverse velocity compo-nents. The length of each vector represents the transverse flow’s strength. Note that the trans-verse velocity components are not distributed evenly between the figures but as a functionof grid spacing.
Figure 6.1 Axial velocity ratio iso-contours (left), wake fraction and transverse velocity vectors (right).15.2M cells
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Figure 6.2 Axial velocity ratio iso-contours (left), wake fraction and transverse velocity vectors (right).7.4M cells
Figure 6.3 Axial velocity ratio iso-contours (left), wake fraction and transverse velocity vectors (right).3.6M cells
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Figure 6.4 Axial velocity ratio iso-contours (left), wake fraction and transverse velocity vectors (right).1.8M cells
Figure 6.5 Axial velocity ratio iso-contours (left), wake fraction and transverse velocity vectors (right).0.9M cells
All the grids predicted the shape of bilge vortex rather accurately, although its intensity var-ies. The vortex strength decreases towards less refined grids. It is seen that even between 3.6and 7.4 million cell grids there is a noticeable difference in the vortex’s predicted strength.
The Figures 6.6-6.9 present axial wake fraction against peripheral angles at four radiusesfrom the propeller center. The peripheral angles (Φ) are defined as the clockwise angle, fromthe uppermost part of the propeller plane. The area in near proximity of the propeller hub isnot considered due to reference data and because the propeller hub has large impact on theflow in the area since it was not included in the simulations.
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Figure 6.6 Axial wake fraction against peripheral angles, 1R.
Figure 6.7 Axial wake fraction against peripheral angles, 0.8R.
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Figure 6.8 Axial wake fraction against peripheral angles, 0.6R.
Figure 6.9 Axial wake fraction against peripheral angles, 0.4R.
Based on the presented figures, the wake fractions at each radius mostly seem to convergeas the mesh is refined. However, this is less true at around 0.8R and 1R from the propellerhub, where results diverge with grid sizes above 3.6 million cells.
The axial velocities were integrated to obtain total nominal wake fractions for each studiedmesh, presented in Table 6.1 and Figure 6.10.
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Table 6.1 Results from the studyMesh Nominal wake frac-tion Refinementfactor15.2M 0.5327 0.777.4M 0.5250 13.6M 0.5105 1.31.8M 0.5008 1.690.9M 0.4861 2.22
Figure 6.10 Wake fraction with respect to refinement ratio. Third order polynomial fit.
The results of the total nominal wake fraction do not show a clear convergence with morerefined meshes, although the data is somewhat scattered. One possible reason for this is thehigher y+ values produced by the less refined meshes. This is discussed further in Section6.3.
6.2 Turbulence model comparison
For turbulence model comparison, three different version of k-ω SST model were selected:standard k-ω SST, curvature corrected with linear model and curvature corrected with cubicmodel. The 7.4M mesh was selected since there was a clear gap between predicted values of3.6M mesh (Figure 6.6 and Figure 6.7), implying increased accuracy, and since it was com-putationally less heavy than 15.2M cell mesh.
The average y+ value in the simulation was approximately 0.8. The y+ values along the hullvaried from about 0.2 to over 1. The distribution of values is visualized in Figure 6.11.
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Figure 6.11 Values of y+ along the hull.
The velocity iso contours and wake fraction are presented in similar manner as in the previ-ous section.
Figure 6.12 Axial velocity ratio iso-contours (left), wake fraction and transverse velocity vectors (right).7.4M cells, standard SST k-ω.
From Figure 6.12 it can be seen that the standard SST k-ω turbulence model produces anoticeable, yet not very far reaching, bilge vortex.
Figure 6.13 Axial velocity ratio iso-contours (left), wake fraction and transverse velocity vectors (right).7.4M cells, curvature corrected SST k-ω.
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With the curvature corrected turbulence model shown in Figure 6.13, the hook shape of thebilge vortex is stronger and is spread out further at propeller radius than with standard SSTk-ω turbulence model of Figure 6.12.
Figure 6.14 Axial velocity ratio iso-contours (left), wake fraction and transverse velocity vectors (right).7.4M cells, curvature corrected cubic SST k-ω.
In Figure 6.14, the bilge vortex is spread out further than with the linear curvature correctedturbulence model (Figure 6.13). The bilge vortex is slightly less intense when compared tothe linear curvature corrected model.
Figure 6.15 (a) shows a plot similar to those of Figures 6.12-6.14, but with using data fromtowing tank tests. Comparing these figures, it is seen that the hook shape of bilge vortex iscaptured more accurately with both of the curvature-corrected turbulence models. However,in those curvature-corrected turbulence models, the intensity and location of the bilge vortexare different: the linear model predicts the location to be closer to the centerline than thecubic model does. Furthermore, the intensity of the bilge vortex differs between the linearand cubic models: the linear model predicts a more intense decrease in axial velocity in asmaller region, while the cubic model predicts the spreading of the low axial velocity areato be slightly less intense and further from the propeller hub. Results from the cubic modelare shown in Figure 6.15 (b) for easy comparison to those from the towing tank tests.
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Figure 6.15 Left: measured wake distribution at the propeller plane of KVLCC and KVLCC2 (Kim etal., 2001). Right: results from the curvature corrected cubic turbulence model. The region plotted is thatbetween 0.3 and 1.1 times the propeller radius.
There is noticeable similarity in the hook shape of the bilge vortex between the towing tanktest and the simulation results. However, it is seen that curvature corrected cubic model un-derpredicts the intensity at the tip of the hook. For example, at the location in the towingtank test’s hook tip where the wake fraction achieves a value of 0.25, the simulation givesan approximate wake fraction of 0.45. In general, the location of wake fraction iso-contoursis shifted in the simulation: they appear uniformly lower at the propeller plane. As seen pre-viously, similar characteristics are shown with linear curvature corrected model, althoughwake fraction is slightly smaller along the bilge vortex and the location of the vortex isshifted. Similarly to previous section, axial wake fractions are presented at four fractions ofthe propeller radius.
Figure 6.16 Axial wake fraction against peripheral angles, 1R.
As seen before, curvature corrected cubic SST k-ω turbulence model predicts the wake frac-tion to be larger than in the other models from 40-320 degrees.
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Figure 6.17 Axial wake fraction against peripheral angles, 0.8R.
At radius 0.8R, the different turbulence models show very different wake intensities. Thedifference grows towards the 180 degrees angle, where the curvature corrected cubic turbu-lence model predicts the wake fraction over two times the magnitude predicted by standardSST k-ω.
Figure 6.18 Axial wake fraction against peripheral angles, 0.6R
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Figure 6.19 Axial wake fraction against peripheral angles, 0.4R.
It is seen from the Figure 6.18 and Figure 6.19 that curvature corrected turbulence modelspredict different intensities depending on location at the propeller plane: curvature correctedlinear model predicts larger wake fraction at 0.6R around 60 and 300 degrees while cubicmodel predicts more clearly more intense wake around 180 degrees position.
The axial velocities were integrated to obtain nominal wake fractions at propeller plane,Table 6.2. The nominal wake fraction varied greatly between the different turbulence mod-els.
Table 6.2 Nominal wake fraction at propeller planeTurbulence model Nominal wakefractionStandard SST k-ω 0.4513SST k-ω with curvature correction 0.4981SST k-ω with curvature correction and cubicmodel 0.5250
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Figure 6.20 Total wake fractions of KVLCC2 measured in wind tunnel by POSTECH (lines) and byKRISO (symbols) (Larsson et al., 2014). Note that here the notation wT is used for the total wake distri-bution while in the rest of this thesis it is used for Taylor’s wake fraction.
Figure 6.21 Wake fraction of curvature corrected cubic model.
The radial wake fractions of the cubic model produce good predictions for wake peak loca-tions compared to towing tank and wind tunnel test results (Figure 6.20). However, regardingthe magnitude, wake peaks occurring at 60 degrees and correspondingly at 300 degrees inmodel tests are underpredicted. The wake peaks occurring at the upper end of propeller diskare overpredicted in the simulation and give wake fraction about 10-20% larger between 150and 210 degrees. Similar results were achieved at the Gothenburg 2010 CFD workshop,where turbulence models predicted higher wake fractions especially at upper side of the pro-peller disk at 0.8R and 1R (Larsson et al., 2014). Gothenburg 2010 CFD workshop includeda comparison between standard SST k-ω and one with rotation correction, Figure 6.22.
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Figure 6.22 Difference between SST k-ω and SST k-ω with rotation correction. (Larsson et al., 2014)
The results from the curvature corrected turbulence model show a close similarity with theresults obtained by IST-MARIN and presented at the Gothenburg 2010 Workshop, as shownin Figure 6.22b. The bilge vortex shape is very similar, although the values for wake fractionalong the hook shape are generally smaller than the ones obtained in this case study. Thedifferences between the standard and rotation corrected SST k-ω turbulence models showsimilar characteristics as presented in this study.
6.3 Discussion
The results were mostly in line with previous research with the exception that no clear con-vergence of the results was achieved in grid convergence study. The results showed verysimilar characteristics to previous research with medium refined and most refined meshes,although the intensity of bilge vortex varied slightly.
The large differences in wake prediction occurred at 0.6R and outwards. This is the regionwhere standard SST k-ω predicts significantly less intense bilge vortex. Linear and cubicmodels predict slightly different locations of the vortex: the wake on the upper region ofpropeller plane at 0.6R is stronger with linear model while cubic model predicts it strongerat 0.8R and outwards. Based on the results from the Gothenburg 2010 workshop, rotationcorrected turbulence models tend to improve the predicted flow at the propeller plane, butflow upstream may not be in agreement with the experiments (Larsson et al., 2014).
It should be noted that since the grid was unstructured, grid refinement study had some var-iation in cell refinement because the number of cells within prismatic layer was set to evennumber. The grid structure has effect on the results. An example of this is given from theTokyo 2015 CFD workshop in Figure 6.23, where the results from two teams using around20 million cells and the same code are visualized. These simulations were conducted withfree surface and taking on account sinkage and trim, unlike the ones in this thesis.
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Figure 6.23 Difference between wake predicted by two groups with similar grids of 20 million cells (a)and 25 million (b) cells with the same code. (Hino et al, 2021)
Although there are a lot of similarities in the predictions, shape of the bilge vortex variesnoticeably between the studies. Intensities of the bilge vortex differ: in Figure 6.23 (a) thelower velocity zones inside the vortex tips are stronger and wider. Hino et al. (2021) mentionthat turbulence modeling error typically exceeds largely the discretization error with gridsconsisting of more than 2 million cells. Based on the results from the simulations and thesefindings, it was concluded that selection of the turbulence model has generally greater effecton the results than the used grid. Since there was still clear difference between the resultspredicted by 3.6M and 7.4M cells mesh, it can be assumed that wake field prediction canbenefit from a mesh size of 5 million cells or more. However, it should be noted that themesh refinement regions were likely not placed in the most efficient way, and that structuredmeshes could provide similar accuracy with lower number of grid points.
The wake was compared with Huse criteria. The maximum wake fraction above the shaftcenter line is high but does not exceed 0.7. Maximum acceptable wake peak criteria is sat-isfied, although the peak is high at the radius 1R. Even though this satisfies the criteria,highly varying loads are caused but only at the tips of propeller blades. Wake peak around1R is high but the gap is wider than the distance between propeller blades. This could be aproblem if the hook shape didn’t extend so far at the propeller plane, since the peak wouldbe narrower. Molland et al. (2011) mention that tangential wake decreases and increasesloads on the blades during the rotation, thus inducing vertical loads on the shaft.
Kim et al. (2001) mention that the shape of KVLCC2 hull is designed for higher wakefraction than the previous test case model KVLCC. Even though the predicted resistance ofKVLCC2 is larger than KVLCC2, Kim et al. (2001) mention that wake distribution ofKVLCC2 hull gives higher quasi-propulsive efficiency. All in all, the wake distribution ofKVLCC2 vessel could be made more favorable if the bilge vortex was more concentratedon the propeller without too high peaks and if tangential wake was reduced.
The computations were performed on a high-performance computing cluster. The simula-tions were divided into 16 processes which is in line with ITTC (2014b) recommendation ofusing 50 000 to 500 000 grid points per core, although this was exceeded with the finest
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mesh with 15.2M cells. The processes were divided between 2-4 nodes depending on avail-ability on the cluster. Elapsed time for simulation ranged from less than half an hour withthe coarsest mesh to closer to 10 hours with the finest grid, although the mid-size grids arecloser to practical range in ship design. Maximum memory of 6GB per process was reserved.
For example, for 7.4M cell grid with curvature corrected cubic turbulence model computa-tion time was as follows. First, 3.6M cell mesh with curvature corrected model was run for1 000 steps, using CPU (Central Processing Unit) time for 37 350 seconds. Then, the solutionwas mapped to 7.4M cell grid and run for another 1 000 steps, which used CPU time for 100570 seconds. Total elapsed time was 8 646 seconds without taking on account time spent onmapping of the solution between the grids. Total simulation time was thus about two andhalf hours. Scalability of the simulation was efficient: CPU time per process was 8 621 sec-onds while elapsed time was 8 646 seconds, meaning that 99.7% efficiency was achieved.
It can be expected that modern performance workstations are capable of somewhat similarorder of magnitude computing times, although memory requirements may set limitations togrid size. Since scaling of the simulation was so efficient, simulation could be divided be-tween larger number of processes for faster computations without losing too much effi-ciency. Test runs would be needed to determine the actual scalability and performance of theused workstation. However, it can be noted that while using this amount of grid points, sev-eral iteration cycles for optimizing the hull form can be expected to take days rather thanhours. For fast optimization cycles, it might be optimal to first run simulations with fewergrid points during active design time and then use more refined meshes for detailed compar-ison between efficient designs, practically between the workdays.
As seen in the grid refinement study, there was no clear convergence in wake fraction as thegrid was refined. Based on findings from the study conducted by Eça et al., (2018), it wassuspected that the reason for this could be the used cell thickness within prismatic layer, andthat even smaller y+ values could be needed for more consistent results. Test cases were runwith more refined prismatic layers to study the effect of this on the results, mostly using thecurvature corrected cubic turbulence model. However, for the comparison between the 7.4Mcell mesh and the modified mesh with a refined prismatic layer, the linear turbulence modelwas used instead, since convergence was not achieved with the cubic variant and the morerefined mesh. The results are presented in Table 6.3.
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Table 6.3 Nominal wake fraction and friction coefficients from various simulationsMesh size Averagey+ Turbulence model Nominal wakefraction Cf (10
3)
7.4M 0.8 curvature corrected, cubic 0.5250 3.147.4M 0.8 curvature corrected 0.4981 2.90Refined pris-matic layermesh, 9Mcells. Basemesh 7.4M.
0.12 curvature corrected 0.5156 3.05
3.6M 1.8 curvature corrected, cubic 0.5105 2.92Refined pris-matic layermesh, 5Mcells. Basemesh 3.6M.
0.12 curvature corrected, cubic 0.4934 3.07
The ITTC friction line gives an estimate of 3.45·10-3 for frictional resistance coefficient.Also, Eça et al. (2018) predict that results converge towards this when mesh is further refined(Figure 6.24). Results from the refined meshes studied in this thesis were roughly within thenumerical uncertainties estimated by Eça et al. (2018), Figure 6.25.
Generally, curvature corrected cubic turbulence model and simulations with smaller y+ val-ues predicted frictional resistance coefficients to be larger. Refined meshes predicted nomi-nal wake fraction to be either larger (curvature corrected 7.4M cell mesh) or smaller (curva-ture corrected cubic 3.6M cell mesh) than with the original mesh. The reason for this maybe high average y+ value of the original 3.6M cell mesh but no clear conclusions on the effectof wake fraction could be derived.
The frictional resistance coefficient results showed characteristics similar to the findings byEça et al., (2018). In their research, Eça et al. studied the effect of grid refinement on fric-tional resistance coefficient of the KVLCC2 hull. The used meshes had 0.9 to 8.9 millioncells and different y+ values for each set were used. The results from their studies are shownin Figure 6.24 and Figure 6.25.
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Figure 6.24 Friction resistance coefficients of the results with respect to grid refinement ratio. (Eça etal., 2018)
Figure 6.25 Friction resistance coefficients and their numerical uncertainties with respect to averagenear-wall cell size. (Eça et al., 2018)
It is seen from the Figure 6.25 that the numerical uncertainties when using SST k-ω turbu-lence were significantly larger than with the other two turbulence models tested when theaverage near-wall cell size (𝑦2 𝑎𝑣𝑔+ ) was set larger than 0.4, corresponding to y+ values largerthan 0.2. This likely affected the results of the grid convergence study in this thesis since they+ values used were multiple times larger. Practically this means that the number of cellswithin the prismatic layer needs to be large and there may be convergence problems sincethe aspect ratios of the cells are high near the wall.
In addition to previously presented, an effort was made to build a full-scale simulation. How-ever, the results achieved were not of the desired accuracy. There are various reasons thismay have occurred. First, the aspect ratio of the prismatic layer cells grew very large. Thisoccurred because computational resources prevented the generation of meshes with morethan around 20M cells. Better results may have been achieved with a smaller spacing ofprismatic layer cells, but this could not be tested. In addition, simulations tended to be un-stable – convergence was only achieved with one of the generated meshes. However, evenin this case the results were not of the desired quality, possibly due to overly large gridspacing. The mesh was made finer at the aft hull section, but the simulations with this mod-ified mesh still did not converge despite numerous attempts.
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7 Conclusions
In this thesis, two studies were conducted on model scale wake field of a KVLCC2 tanker.First, a refinement study was done on five meshes ranging from 0.9 to 15.2 million cellsusing curvature corrected cubic SST k-ω turbulence model. Three different SST k-ω turbu-lence models were then compared. The results were compared with both wind tunnel andtowing tank tests, and with results from previously published CFD simulations. Wake frac-tion was overpredicted compared to results from towing tank tests. However, CFD simula-tion results from Gothenburg Workshop (Larsson et al., 2014) showed similar characteristicsto the results achieved in this work.
With similar mesh refinement regions and turbulence models, there were still noticeable dif-ferences when the mesh was refined from 3.6 million to 7.4 million cells. This is somewhatin line with Gothenburg Workshop results with respect to grid size (Larsson et al., 2014),since accuracy seems to grow at a faster rate from 0.9 million to 3.6 million cells. SinceGothenburg Workshop error estimations were related to resistance prediction, and the sam-ple size of simulations conducted with low Froude number vessels was small, the suggestedgrid size does not directly apply to wake field analysis. However, it can give an indicationof the right size. Therefore, it can be concluded that for accurate predictions of model scalewake with a double body model, grids containing more than 5 million cells can improve theresults.
It was generally observed that the chosen turbulence model had a larger impact on the resultsthan mesh refinement. Both linear and cubic curvature corrected models predicted bilge vor-tex shape rather accurately but to be less intense than results from model tests. The intensityof the bilge vortex decreased with coarser grid resolution. Standard SST k-ω turbulencemodel could not capture the bilge vortex shape accurately. This problem had been recog-nized in literature (ITTC, 2014a; Larsson et al., 2014) where rotation corrected SST k-ω orother more advanced turbulence models were recommended. The current recommendationsfor 𝑦+ in near wall flow simulations (ITTC, 2014a) may be too high for the studiedturbulence models. Similar conclusions have been made by Eça et al. (2018).
There are inaccuracies in scaling the wake from model to full scale. This could be avoidedby simulating wake field directly in full scale. Full scale simulations were attempted in thisstudy, but conducting the simulations was laborious with the used resources, and no satis-factory results were achieved. With different approaches in grid generation, such as by usingstructured grids, grid constructed of multiple blocks, or just by using larger number of cells,full scale simulations may be a viable option for wake prediction, especially when compu-tational capabilities develop further.
There remains room for improvement in accuracy and reliability of the methods. Althoughcurrent turbulence models can predict the characteristics of wake field rather accurately,towing tank tests are still conducted to get more reliable results (Bertram, 2012). This is notoptimal for the design, since confident predictions on the vessel’s hydrodynamic perfor-mance in early stages of design spiral would help to avoid mistakes in design.
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The chosen turbulence model affects the results and although curvature/rotation correctedmodels may improve the results at wake field, the flow before the propeller plane is not soaccurately predicted (Larsson et al., 2014). There was an indication that grids containingmore than 5 million cells could improve the results, but this should be studied further. Betterresults in grid convergence study could be achieved by using structured grids in order toutilize the number of grid points more efficiently. The results achieved in the study usingvariations of SST k-ω turbulence model seemed to be more dependent on the 𝑦+ values thanwhat is commonly advised. The effect on refining the prismatic layer was briefly studied butmore systematic approach should be used to get more insight on this.
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