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BACKWARD DIFFERENTIATION FORMULA FINITE
DIFFERENCE SCHEMES FOR DIFFUSION EQUATIONS WITH
AN OBSTACLE TERM
OLIVIER BOKANOWSKI AND KRISTIAN DEBRABANT
Abstract. Finite difference schemes, using Backward Differentiation For-
mula (BDF), are studied for the approximation of one-dimensional diffusion
equations with an obstacle term, of the form
min(vt − a(t, x)vxx + b(t, x)vx + r(t, x)v, v − ϕ(t, x)) = f(t, x).
For the scheme building on BDF2, we discuss unconditional stability, prove
an L2-error estimate and show numerically second order convergence, in both
space and time, unconditionally on the ratio of the mesh steps. In the analy-
sis, an equivalence of the obstacle equation with a Hamilton-Jacobi-Bellman
equation is mentioned, and a Crank-Nicolson scheme is tested in this context.
Two academic problems for parabolic equations with an obstacle term with
explicit solutions and the American option problem in mathematical finance
are used for numerical tests.
Keywords: diffusion equation, obstacle equation, viscosity solution, numerical
methods, finite difference scheme, Crank Nicolson scheme, Backward Differentiation
Formula, high order schemes.
1. Introduction
We consider a second order partial differential equation with an obstacle term,
of the following form:
min(vt +Av, v − ϕ(t, x)) = f(t, x), t ∈ (0, T ), x ∈ Ω, (1a)
v(0, x) = v0(x), x ∈ Ω, (1b)
with
Av := −1
2
σ2(t, x)vxx + b(t, x)vx + r(t, x)v. (2)
We will assume that b, r, σ, f , ϕ and v0 are Lipschitz continuous functions with
respect to all variables, and also v0(x) ≥ ϕ(0, x) + f(0, x) for compatibility reasons
with (1a), and Ω is a subset of R.
When Ω = R, the solution v can be defined as the unique uniformly continuous
viscosity solution of (1) in the viscosity sense (see [27] for a precise statement, for
the case of x-dependent obstacle functions and f ≡ 0, using even less restrictive
assumptions on the remaining data, and these results can easily be generalized to
the case of (t, x)-dependent obstacle functions and f 6≡ 0). The PDE (1) can also
be considered on a bounded domain Ω = (Xmin, Xmax) with Dirichlet boundary
conditions, see [22, 23, 8] and Section 2. For the well-posedness of (1), a variational
framework can also be used [13, 1].
In the recent years there has been a lot of interest in the approximation of such
obstacle problems. Related to optimal stochastic stopping time problems, we will
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consider in particular
min(vt − 1
2
λ2x2vxx − rxvx + rv, v − ϕ(x)) = 0, t ∈ (0, T ), x ∈ Ω, (3a)
v(0, x) = ϕ(x), x ∈ Ω, (3b)
with Ω = (0,∞), with constant coefficients λ > 0, r > 0, f = 0, and with ini-
tial data identical to the obstacle function. The American put option problem in
mathematical finance corresponds in particular to the case of the initial data (or
“payoff” function) ϕ(x) := max(K − x, 0). For this problem it is known that the
solution presents a singular point xs(t) moving with time, such that v(t, x) = ϕ(x)
for x ≤ xs(t), and v(t, x) > ϕ(x) for x > xs(t), and t → xs(t) has a Hölder con-
tinuity behavior near t = 0 (see Remark 4.10 as well as [10], [2], and [1, Chap 6]).
Some results on the structure of the interface related to (1) can also be found in [4]
(and see related references).
A finite element scheme in the American option setting has been considered by
Jaillet, Lamberton and Lapeyre in [18], where its convergence is also proved un-
der conditions on the mesh steps. For a comprehensive study of finite difference
schemes as well as finite element schemes in this context we refer to Achdou and
Pironneau [1]. In relation with the obstacle problem, a finite volume method is also
studied in Berton and Eymard [3]. In connection with the present work, Windcliff,
Forsyth, and Vetzal applied in [32] a second order backward differentiation formula
(BDF2) scheme to shout options, which can be understood as a sequence of inter-
dependent American option type problems. Also Oosterlee [25] applied BDF2 in
the context of the American option problem, in combination with a multigrid ap-
proach (see also K. Oosterlee et al. [26]). Le Floc’h [21] applied the trapezoidal rule
combined with BDF2 as a one-step method (TR-BDF2) to the American option
problem.
In relation with viscosity theory, a precise error analysis is given in [19] for finite
difference schemes and semi-Lagrangian schemes.
Now we remark that in the case of v0 ≡ ϕ+f (with Ω = R) in (1b), and for an
operator of the form
Av := −1
2
σ2(x)vxx + b(x)vx + r(x)v, (4)
i. e., with coefficients and source term f = f(x) which do not depend on time (and
which are otherwise Lipschitz continuous) the solution v of (1) is also the unique
viscosity solution of the following Hamilton-Jacobi-Bellman (HJB) equation:
vt +min(0,Av) = f(x), t ∈ (0, T ), x ∈ Ω, (5a)
v(0, x) = ϕ(x) + f(x), x ∈ Ω. (5b)
(For the well-posedness of (5) in the viscosity framework, see [27].) The equivalence
between (1) and (5) was signaled to us by R. Eymard. It was proved by C. Martini
in [24]. A sketch of the proof of independent interest is given in Appendix A (see
Remark A.1).
In this article, we first study in Section 2 two elementary Crank-Nicolson (CN)
schemes : a classical CN scheme adapted to the obstacle problem (1), and an other
CN scheme adapted to the PDE (5). Although these CN schemes are both second
order consistent (and their results even agree in certain cases), we numerically
observe that they tend to switch back to first order convergence for bad ratios of
the mesh parameters (corresponding to large time steps or “high CFL numbers”).
It is known that a change of variable in time, as in [28], or the use of refined time
steps near singularity (i. e. near t = 0), as in [12], can be used as a remedy to recover
second order convergence. However these remedies somehow correspond to using
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smaller time steps, which one may want to avoid. Stability results exist for the
Crank-Nicolson scheme, in the L∞ setting, for the approximation of the linear heat
equation [30]. However, to the best of our knowledge, there is no convergence proof
for the Crank-Nicolson finite difference schemes adapted to the obstacle equation
(1) without assuming a CFL condition of the form τ/h2 small enough (where τ is
the time step and h a mesh step).
To circumvent some of these problems, we then consider the use of the Back-
ward Differentiation Formula (BDF) for the approximation of the time derivative
vt, adapted to the obstacle problem. In Section 3, we introduce implicit BDF
schemes in the same way as Windcliff, Forsyth, and Vetzal [32] and Oosterlee [25].
In particular second- and third-order BDF schemes are considered. When formu-
lated on an obstacle problem (1), these schemes are non-linear and implicit, but
they can be solved by using a simple Newton-type algorithm. In Section 4, a new
unconditional L2 stability estimate is obtained in the case of the second order BDF
obstacle scheme (BDF2). This is achieved by using estimates similar to the “Gear”
scheme for parabolic PDEs (for instance, [1]) with some new ingredients in order
to deal with the non-linearity coming from the obstacle term. We then obtain also
a new error estimate in an L2 norm. This estimate holds under some specific as-
sumptions on the regularity of the exact solution v which allows vxx bounded but
possibly discontinuous at some finite number of singular points (t, yj(t))1≤j≤p that
do not evolve too rapidly.
In Section 5, two academic models are introduced, with explicit solutions, one
of them being very close to the American option model. These models allow us to
study precisely and more easily the numerical convergence and allow for a slightly
smoother behavior of the interface (compared to the American option model). This
allows also to observe third order behavior for a BDF3 scheme on a specific model
with bounded uxxx derivative at the free boundary.
Appendix A is devoted to a sketch of the proof for the equivalence between PDE
(1) and PDE (5) in case the coefficients are not time dependent.
Our study concerns here only one-dimensional obstacle problems, but the pro-
posed schemes based on BDF approximations can be extended to higher dimensions
(see [25, 6]).
Acknowledgments. We are very grateful for the many helpful comments of the
referees, especially concerning the analysis and the useful references related to the
CN scheme, and for remarks that helped us improve the convergence result for the
BDF2 scheme.
2. Crank-Nicolson finite difference schemes revisited
In this section we revisit the Crank-Nicolson schemes and related approaches
for a diffusion equation in presence of an obstacle term. Although the presented
schemes are all theoretically second order consistent in smooth regions (in a sense
that is made precise in Lemma 2.4), we will show that the order may numerically
deteriorate and switch back to first order for “high CFL” numbers, i. e., for large time
steps with respect to space steps. (As mentioned in the introduction, a change of
variable in time, as in [28], or the use of refined time steps near the t = 0 singularity,
as in [12], can lead back to second order convergence). The BDF scheme presented
in Section 3 will not suffer from this problem.
For the numerical approximation of (1) we will consider Ω = (Xmin, Xmax)
together with Dirichlet boundary conditions:
v(t,Xmin) = vℓ(t), t ∈ (0, T ), (6a)
v(t,Xmax) = vr(t), t ∈ (0, T ). (6b)
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We consider a uniform mesh with J ≥ 1 points inside:
xj = Xmin + jh, j = 0, . . . , J + 1,
where h := Xmax−XminJ+1 . Let N ≥ 1, τ = TN and tn = nτ .
We shall say that we have a “high CFL number” when τh ≫ 1 (or JN ≫ 1),
compared to a situation where τh ≃ 1 (or JN ≃ 1).
Denoting vnj = v(tn, xj), we consider the following centered finite difference
approximation for the operator Av:
(Av)(tn, xj) ≃ (7)
1
2
σ2(tn, xj)
(−vnj−1 + 2vnj − vnj+1
h2
)
+ b(tn, xj)
vnj+1 − vnj−1
2h
+ r(tn, xj)v
n
j .
The diffusion part will always dominate the advection part (12
σ2
h2 ≥ |b|2h) to avoid
stability issues with the centered approximation. Note that for the American put
option problem this requires h ≤ x1λ2/r.
Remark 2.1. 4th order finite difference approximations for vx and vxx can also be
used instead of (7), in particular for the numerical tests, as detailed in Section 5.2.
Let us denote by A(n)un + qn the approximation of Av(tn, ·) on a given set of
grid points, with un = (un1 , . . . , u
n
J)
T , where unj are approximations of v(tn, xj),
A(n) = (a
(n)
i,j )1≤i,j≤J with
a
(n)
i,i−1 := −βni − γni , i = 2, . . . , J, (8a)
a
(n)
i,i := 2β
n
i + r(tn, xi), i = 1, . . . , J, (8b)
a
(n)
i,i+1 := −βni + γni , i = 1, . . . , J − 1, (8c)
where βni :=
1
2h2 σ
2(tn, xi) and γni :=
b(tn,xi)
2h , and
qn :=
(
(−βn1 − γn1 )un0 , 0, . . . , 0, (−βnJ + γnJ )unJ+1
)⊤
,
and with given Dirichlet boundary conditions, for n = 0, . . . , N :
un0 = vℓ(tn) and u
n
J+1 = vr(tn). (9)
The matrix A(n) is in general time-dependent, but for simplicity of presentation
we will write A(n) ≡ A ≡ (ai,j) without explicit time-dependency. The vector qn
may depend on the time also because of the time dependency in the boundary
conditions (9). We have second order consistency in space, that is, denoting vni :=
v(tn, xi) and assuming v sufficiently regular,
(Avn + qn)j = (Av)(tn, xj) +O(h2).
A first simple Crank Nicolson (CN) scheme for the obstacle equation (1) is, for
n = 0, . . . , N − 1 and j = 1, . . . , J , given by
S1,nj (u) := min
(
un+1j − unj
τ
+
1
2
(Aun+1 +Aun)j + q
n+1/2
j −fn+1/2j ,
un+1j −ϕn+1j − fn+1j
)
= 0, (10)
where we have denoted
ϕn+1j := ϕ(tn+1, xj) and f
p
j := f(tp, xj), p ∈ {n+
1
2
, n+ 1}
and use the boundary conditions (9) and initial condition
u0j := v0(xj), 1 ≤ j ≤ J.
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Looking now at equation (5), an other possible CN scheme is
S2,nj (u) := min
(
un+1j − unj
τ
+
1
2
(Aun+1 +Aun)j + q
n+1/2
j −fn+1/2j ,
un+1j − unj
τ
−fn+1/2j
)
= 0, 1 ≤ j ≤ J, (12)
initialized with u0j := v0(xj). Because τ > 0, this scheme is also equivalent to
min
(
un+1j − unj
τ
+
1
2
(Aun+1 +Aun)j + q
n+1/2
j −fn+1/2j ,
un+1j − unj−τfn+1/2j
)
= 0, 1 ≤ j ≤ J. (13)
Remark 2.2. For both schemes, the unknown un+1 is unique, well defined, and can
be obtained by using fix point methods. One can use the fact that there exists
a unique solution of the obstacle problem min(Bx − δ, x − g) = 0 as soon as, for
instance, B is strictly diagonally dominant with Bii > 0 (see [1]).
Remark 2.3. If furthermore B is a strictly diagonally dominant M -matrix (i. e.
Bij ≤ 0 for all i 6= j and Bii >
∑
j 6=i |Bij | for all i) then a Newton-like algorithm
[5] can be implemented, which is particularly efficient for solving obstacle problems
exactly (up to machine precision) in a few number of iterations. We refer also to [17]
for convergence of semi-smooth Newton methods or related algorithms applied to
solve discretized PDE obstacle problems. Note that the number of iterations before
convergence may increase linearly with the number of mesh points [5]. Penalization
methods for solving the obstacle problem can also be used in order to approximate
the equation with a controlled penalization error and then significantly reduce the
number of needed iterations [12, 33, 29].
For the linear part vt+Av, the CN scheme appears to be second order consistent
only precisely at time tn+1/2, while the obstacle term v
n+1
j − ϕn+1j is evaluated
at time tn+1 in (10), so appears to be only first order consistent with the value
v(tn+1/2, xj)−ϕ(tn+1/2, xj). Hence the consistency error seems to be in general of
order O(τ)+O(h2) but not better. The following lemma shows that a better order
may hold.
Lemma 2.4. (i) The CN scheme (10) is second order consistent in time and space,
in the following sense: for any regular v that is solution to (1a) it holds
S1,nj (v) = O(τ
2 + h2).
(ii) The CN scheme (12) is second order consistent in time and space, in the fol-
lowing sense: for any regular v it holds
S2,nj (v) = min(vt +Av − f, vt − f)(tn, xj) +O(τ2 + h2).
Proof. (i) v regular implies
vn+1j − vnj
τ
+
1
2
(Avn+1 +Avn)j + q
n+1/2
j
= (vt +Av)(tn+1/2, xj) +O(τ2‖v3t‖∞) +O(h2(‖v3x‖∞ + ‖v4x‖∞)). (14)
Inserting (14) into (10) we obtain the estimate
S1,nj (v) = min((vt +Av)(tn+1/2, xj)− fn+1/2j ,
v(tn+1, xj)− ϕn+1j − fn+1j ) +O(τ2 + h2). (15)
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Now we consider three possible cases. First case: v(tn+1, xj) = ϕ
n+1
j + f
n+1
j .
Since vt +Av − f ≥ 0 by (1), it follows S1,nj (v) = O(τ2 + h2).
Second case: v(tn+1, xj) > ϕ
n+1
j + f
n+1
j and v(tn+1/2, xj) > ϕ
n+1/2
j + f
n+1/2
j .
In that case, since v is solution to (1) at (tn+1/2, xj), it holds
(vt +Av − f)(tn+1/2, xj) = 0,
using (15) yields therefore
S1,nj (v) = min(0, v(tn+1, xj)− ϕn+1j − fn+1j ) +O(τ2 + h2)
= O(τ2 + h2).
Third case: v(tn+1, xj) > ϕ
n+1
j + f
n+1
j and v(tn+1/2, xj) = ϕ
n+1/2
j + f
n+1/2
j .
Since v(t, xj) ≥ ϕ(t, xj) + f(t, xj) for all t, t→ v(t, xj)− ϕ(t, xj)− f(t, xj) reaches
a minimum at t = tn+1/2, and by using the regularity of v, f and ϕ we obtain
vt(tn+1/2, xj)−ϕt(tn+1/2, xj)−ft(tn+1/2, xj) = 0. Then v(tn+1, xj)−ϕ(tn+1, xj)−
f(tn+1, xj) = v(tn+1/2, xj) − ϕ(tn+1/2, xj) − f(tn+1/2, xj) + O(τ2) = O(τ2), from
which we deduce
S1,nj (v) = min((vt +Av − f)(tn+1/2, xj), 0) +O(τ2 + h2) = O(τ2 + h2).
(ii) Inserting (14) and
vn+1j − vnj
τ
= vt(tn+1/2, xj) +O(τ
2‖v3t‖∞)
into (12) we obtain the second order estimate
S2,nj (v) = min(vt +Av − f, vt − f)(tn+1/2, xj) +O(τ2 + h2).

Remark 2.5. In the proof of (i) we use the fact that v is solution of the PDE, as well
as the regularity of t → v(t, xj) in a region where it switches from v(tn, xj) = ϕnj
to v(tn, xj) > ϕnj , and we know in general that this corresponds to a jump of vt (or
vxx). Therefore this analysis cannot be applied in general. If v is regular, without
assuming that v is solution of (1), then by (15) we would obtain only a first order
estimate in time.
On the other hand, the following assertions hold:
Lemma 2.6. Assume that f and ϕ are independent of t.
(i) If for given un value, the solution un+1 of the scheme (10) satisfies un+1 ≥ un
(with un ≥ ϕ+ f), then un+1 is also solution of the scheme (12) starting from un.
(ii) In particular, if u1 ≥ u0 and the following conditions hold:
• the vector q and the matrix A do not depend on time,
• the matrix I − τ2A is positive componentwise,• the matrix I + τ2A is a strictly diagonally dominant M -matrix,
then the solution of the scheme (10) satisfies un+1 ≥ un for all n, and thus by (i)
schemes (10) and (12) give identical values.
Proof. Proof of (i): Let cn := 12 (Au
n+1 + Aun)j + q
n+1/2
j −fj, so that the first
scheme (10) reads min(
un+1
j
−unj
τ + c
n
j , u
n+1
j −ϕj − fj) = 0. Assuming that un+1
is solution of scheme (10), with un+1 ≥ un, if un+1j = ϕj + fj , then it is clear
that also unj = ϕj + fj = u
n+1
j and therefore since
un+1
j
−unj
τ + c
n
j ≥ 0 it can be
deduced that S2,nj (u) = 0. On the other hand, if u
n+1
j > ϕj + fj, then it implies
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un+1
j
−unj
τ + c
n
j = 0, from which we conclude S2,nj (u) = 0, so un+1 is also a solution
of the scheme (12).
Proof of (ii): Denoting Fn(x) := min(Bx−δn, x−ϕ− f) where B = I+ τ2A and
δn = (I− τ2A)un− τq−τf , the scheme (10) is equivalent to Fn(un+1) = 0. Because
B is an M -matrix, the function Fn is monotone in the sense that Fn(y) ≤ Fn(z) ⇒
y ≤ z (componentwise).
Assume now that un ≥ un−1 for some n ≥ 1. Due to I − τ2A ≥ 0, it holds
δn ≥ δn−1, and therefore Fn(y) ≤ Fn−1(y) for all y. In particular, Fn−1(un) = 0 =
Fn(u
n+1) ≤ Fn−1(un+1), and by the monotonicity of Fn−1 we conclude un ≤ un+1.
By induction it follows that un+1 ≥ un for all n. 
Remark 2.7. For the American put option problem (3) with ϕ(x) := max(K −
x, 0) the left boundary condition will be un0 = K −Xmin, and the right boundary
condition unJ+1 = 0. Thus the vector q
n+1/2 = q does not depend on time. Further,
for A determined by (7) and λ2(Xmin + h) > rh, the matrix I − τ2A is positive
componentwise under the CFL condition
(
λ2X2max
h2 + r
)
τ
2 ≤ 1, and the matrix I +
τ
2A is a strictly diagonally dominant M -matrix under the condition
τ
h <
2+τr
rXmax
.
Finally, with u0 = g, it is easy to see that the scheme (10) satisfies u1 ≥ u0 = g.
Thus, by Lemma 2.6, scheme (10) and scheme (12) give identical values.
This explains why the CN scheme (10) gives the same results as scheme (12) for
low CFL number.
In order to verify the expected orders, we have tested the CN schemes numerically
on the American put option model with initial data
ϕ(x) := max(K − x, 0) (16a)
and parameters
λ = 0.2, r = 0.1, T = 1, K = 100. (16b)
In this setting, we observe that the singular point xs(T ) is greater than 80, so for
the numerical approximation we have considered the subdomainΩ = (Xmin, Xmax) ≡
(75, 275) and boundary conditions of Dirichlet type:
v(t,Xmin) = K −Xmin, 0 < t < T,
and
v(t,Xmax) = 0, 0 < t < T.
We have numerically estimated that the truncation error from the right, using
Xmax = 275 instead of Xmax = +∞, is less than 10−8.
The errors of the CN schemes were computed on a discrete set of 4001 reference
values in [80, 120], equally spaced by 0.01 (this interval also contains the singular
point of the solution u). These reference values are computed using a BDF obstacle
scheme of second order and with N = J = 20480 that will be made precise in
Section 3.
Results are given in Table 1 with discretization parameters J = N andN = J/10
(this second case corresponds to large time steps or "high CFL numbers"). Note
that the quite restrictive CFL condition in part (ii) of Lemma 2.6 (cmp. Remark
2.7) is not fulfilled.
However, for lower N values (higher CFL numbers) the CN scheme is no more
second order and goes back to first order behavior. This is illustrated in Table 1.
In particular we observe that the pointwise inequality un+1 ≥ un is no more true
(due to the fact that the amplification matrix (I + τ2A)
−1(I − τ2A) does not have
only positive coefficients anymore).
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Now, taking the obstacle to be un instead of ϕ, hence solving the scheme (12),
enforces that un+1 ≥ un. Results for the scheme (12) are similar to that for scheme
(10) for low CFL numbers (both schemes give identical values for the case N = J ,
here). However, for higher CFL numbers, results obtained with the scheme (12)
differ and are given in Table 2. Although not second order, convergence is slightly
improved for the L2 and L∞ norms.
Mesh Error L1 Error L2 Error L∞ time(s)
J N error order error order error order
80 80 7.23E-03 1.40 1.01E-02 1.11 3.39E-02 0.62 0.29
160 160 1.07E-03 2.75 1.42E-03 2.84 6.49E-03 2.39 0.37
320 320 2.65E-04 2.02 3.28E-04 2.11 1.59E-03 2.03 0.61
640 640 6.79E-05 1.97 7.95E-05 2.04 3.71E-04 2.10 1.31
1280 1280 1.96E-05 1.79 2.20E-05 1.85 7.78E-05 2.25 4.15
2560 2560 6.35E-06 1.63 7.08E-06 1.64 1.24E-05 2.65 16.64
80 8 1.30E-02 1.56 1.86E-02 1.35 6.04E-02 1.10 0.22
160 16 3.03E-03 2.10 5.58E-03 1.74 2.98E-02 1.02 0.24
320 32 8.80E-04 1.78 1.96E-03 1.51 1.48E-02 1.01 0.28
640 64 3.31E-04 1.41 7.17E-04 1.45 7.42E-03 1.00 0.40
1280 128 1.33E-04 1.31 2.66E-04 1.43 3.71E-03 1.00 1.00
2560 256 5.72E-05 1.22 1.02E-04 1.39 1.85E-03 1.00 5.05
Table 1. Crank-Nicolson scheme (10) with different mesh pa-
rameters N = J and N = J/10 (using 4th order spatial approxi-
mation).
Mesh Error L1 Error L2 Error L∞ time(s)
J N error order error order error order
80 80 7.23E-03 - 1.01E-02 - 3.39E-02 - 0.30
160 160 1.07E-03 2.75 1.42E-03 2.84 6.49E-03 2.39 0.34
320 320 2.65E-04 2.02 3.28E-04 2.11 1.59E-03 2.03 0.50
640 640 6.79E-05 1.97 7.95E-05 2.04 3.71E-04 2.10 1.11
1280 1280 1.96E-05 1.79 2.20E-05 1.85 7.78E-05 2.25 3.17
2560 2560 6.35E-06 1.63 7.08E-06 1.64 1.24E-05 2.65 13.11
80 8 1.25E-02 - 1.74E-02 - 4.43E-02 - 0.23
160 16 5.59E-03 1.16 7.18E-03 1.28 2.50E-02 0.83 0.25
320 32 2.74E-03 1.03 3.34E-03 1.10 1.27E-02 0.98 0.29
640 64 1.33E-03 1.05 1.58E-03 1.08 6.34E-03 1.00 0.52
1280 128 6.57E-04 1.02 7.68E-04 1.04 3.17E-03 1.00 1.21
2560 256 3.27E-04 1.00 3.79E-04 1.02 1.58E-03 1.00 5.30
Table 2. Crank-Nicolson scheme (12) (for solving (5)) with dif-
ferent mesh parameters N = J and N = J/10 (using 4th order
spatial approximation).
3. BDF obstacle schemes
We now consider BDF type approximations for the first derivative ut, leading
to implicit schemes. We propose two implicit schemes (BDF2 and BDF3) which
have the same complexity as the previous CN implicit schemes but give improved
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numerical results with respect to precision and to stability. Furthermore a stability
and error analysis will be carried out for the BDF2 scheme.
3.1. BDF2 obstacle scheme. Our first scheme is therefore the following two-step
implicit scheme (hereafter also referred to as BDF2 obstacle scheme), for n ≥ 1:
Hn+1j (u) :≡
min
(
3un+1j − 4unj + un−1j
2τ
+ (Aun+1 + qn+1)j , u
n+1
j − ϕn+1j
)
− fn+1j = 0,
(17)
initialized with appropriate u0 and u1 values. Such approximations for the lin-
ear term ut, known as BDF approximations, are well known and used in various
contexts [9, 14]. For u1, e. g. the implicit Euler method (BDF1)
min
(
u1j − u0j
τ
+ (Au1 + q1)j , u
1
j − ϕ1j
)
− f1j = 0,
or the Crank-Nicolson scheme (10) with n = 0 could be used. In the following,
for the numerical tests, the first step u1 is always computed by a Crank-Nicolson
scheme.
The use of a BDF scheme for a diffusion plus obstacle problem is not new (Wind-
cliff et al [32], Oosterlee et al [25, 26], the idea was also suggested by Seydel in [31,
see pages 187 and 217]). To the best of our knowledge, a precise analysis of the
scheme was missing so far.
By construction the scheme has the following consistency error, when v is regular,
for vnj = v(tn, xj):
Hn+1j (v) = min(vt +Av, v − ϕ)(tn+1, xj)− f(tn+1, xj)
+O(τ2‖v3t‖∞) +O(h2(‖v3x‖∞ + ‖v4x‖∞)). (18)
We summarise this in the following Lemma, to be compared to Lemma 2.4.
Lemma 3.1. If v is regular, the BDF scheme (17) is second order consistent in
time and space with respect to the obstacle problem (1).
This consistency error justifies the introduction of BDF schemes that precisely
approximate ut+Au at time tn+1 without the need of other particular requirements
(there is no requirement that vt +Av = 0 at previous times t < tn+1, which would
not hold in the presence of an obstacle term).
Let min(X,Y ) := (min(xj , yj))j denote the minimum of two vectors X =
(xj), Y = (yj) of RJ . For convenience, the scheme (17) will also be written as
follows:
min
(
(IJ+
2
3
τA)un+1− 4
3
un+
1
3
un−1+
2
3
τqn+1− 2
3
τfn+1, un+1−ϕn+1−fn+1
)
= 0 (19)
with IJ denoting the J-dimensional identity matrix. (After subtracting fn+1, a
multiplication by 2τ3 > 0 of the left part of the min term does not change the
equation.)
Remark 3.2 (Newton’s method.). As already mentioned before, the scheme can be
solved by a semi-smooth Newton method. More precisely, denoting B := IJ + 23τA
(a real valued J × J matrix), δ := 43un − 13un−1 − 23τqn+1+ 23τfn+1, and g :=
ϕn+1 + fn+1, the problem is to solve for x ∈ RJ
min(Bx− δ, x− g) = 0 in RJ . (20)
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The matrix B satisfies the conditions of Remark (2.3) ensuring the convergence of
Newton’s algorithm provided that τh |b| ≤ 32 + τr.
Results for the BDF second order obstacle scheme (BDF2) are given in Table 3
for N = J and N = J/10 (larger time steps) using the same parameters as in (16).
These results show robustness of the scheme even for large time steps and also an
improvement of the convergence with respect to the CN schemes (the order is closer
to 2 even for N = J/10). Note that the results indicate second order convergence
although by estimate (18) we can only expect second order convergence for solutions
that are three times continuously differentiable with respect to time and four times
continuously differentiable with respect to space.
Mesh Error L1 Error L2 Error L∞ time(s)
J N error order error order error order
80 80 6.91E-03 1.33 9.92E-03 1.05 3.39E-02 0.62 0.32
160 160 9.47E-04 2.87 1.33E-03 2.90 6.50E-03 2.38 0.39
320 320 2.17E-04 2.13 2.89E-04 2.20 1.59E-03 2.03 0.59
640 640 5.06E-05 2.10 6.37E-05 2.18 3.71E-04 2.10 1.26
1280 1280 1.32E-05 1.94 1.52E-05 2.07 7.78E-05 2.25 2.88
2560 2560 3.87E-06 1.77 4.31E-06 1.82 1.24E-05 2.65 9.87
80 8 1.22E-02 2.02 1.49E-02 1.97 3.08E-02 1.67 0.24
160 16 3.47E-03 1.81 4.06E-03 1.88 6.63E-03 2.22 0.26
320 32 1.02E-03 1.76 1.17E-03 1.79 1.75E-03 1.92 0.31
640 64 2.97E-04 1.79 3.41E-04 1.78 5.15E-04 1.77 0.49
1280 128 8.01E-05 1.89 9.31E-05 1.87 1.40E-04 1.87 1.15
2560 256 1.81E-05 2.14 2.16E-05 2.11 3.30E-05 2.09 4.53
Table 3. BDF2 scheme for (1) (using 4th order spatial approximation).
Remark 3.3. (i) We have numerically observed that if we compute the first step
with an implicit Euler obstacle scheme (BDF1) and the BDF2 scheme is otherwise
unchanged for the next steps, then the results are not as clear as in Table (3) for
N = J/10 (second order convergence does not appear clearly).
(ii) The derivatives uxx and ux are approximated by using 4th order finite dif-
ference approximations, as explained in Section 5.2, otherwise if we use the basic
second order finite difference approximations, the second order convergence is not
as clear as in Table (3) for N = J/10.
3.2. BDF3 obstacle scheme. In the same way, we propose the following three-
step (BDF3) implicit scheme, for n ≥ 2:
Hn+1j (u) :≡ min
( 11
6 u
n+1
j − 3unj + 32un−1j − 13un−2j
τ
+ (Aun+1 + qn+1)j ,
un+1j − ϕn+1j
)
− fn+1j = 0.
The scheme may be initialized by any second order approximation for the first two
steps u1 and u2, we have chosen the CN scheme for u1 and the BDF2 scheme for
u2.
As we have done for the BDF2 scheme, we can multiply the left term by 6τ ,
define B := 11 IJ + 6τA, and obtain then an equivalent scheme in the following
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form, for n ≥ 2, in RJ :
min
(
Bun+1−18un+9un−1−2un−2+6τqn+1−6τfn+1, un+1−ϕn+1−fn+1
)
= 0.
The unknown un+1 can be solved by using again a semi-smooth Newton method.
We have observed that the numerical results with the BDF3 scheme are not as
good as in Table 3 with the BDF2 scheme for the American option problem (the
order of convergence is two for N = J and closer to one for N = J/10). Since there
is a jump in the second order derivative vxx, we do not expect better than second
order convergence in this case. We do not have a convergence result for BDF3 since
even in the linear case the scheme is known not to be A-stable (see Remark 4.8).
The performance of the BDF3 obstacle scheme (using a 4th order approximation
in space) will be tested in Section 5.3 on a model problem with a bounded v3x
derivative, showing third order in that case.
4. Stability and error estimate for the BDF2 scheme
Throughout this section, we will consider the following assumptions:
Assumption (A1):
• a ≡ 12σ2, b and r are bounded functions (this follows already from σ, b, r
being Lipschitz continuous on the finite domain Ω),
• there exists η0 > 0 such that a(t, x) ≥ η0 > 0 for all t, x,
• a is Lipschitz continuous in x uniformly w.r.t. t, that is:
∃L ≥ 0, |a(t, x)− a(t, y)| ≤ L|x− y|, t ∈ (0, T ), (x, y) ∈ Ω2. (21)
Remark 4.1. For the error analysis, no regularity assumption will be needed nei-
ther on the obstacle ϕ nor the source term f . Indeed, these terms vanish in the
consistency error analysis.
Remark 4.2. In the case that the diffusion coefficient may degenerate some analysis
may hold without the obstacle term (see [6]).
4.1. Stability estimate. Let us first start by considering an abstract obstacle
problem of the form
min(By − δ, y − g) = 0 for y ∈ RJ ,
where B is a square matrix of size J and δ, g are given vectors of RJ . We will use
the following elementary result.
Lemma 4.3. For any matrix B, the following equivalence holds:
min(By − δ, y − g) = 0 ⇔ y ≥ g and
(
〈By − δ, v − y〉 ≥ 0, ∀v ≥ g
)
(22)
Proof. It is known [7] that if B is a positive definite symmetric matrix, the following
equivalences hold:
min(By − δ, y − g) = 0 ⇔ y solves min
y≥g
1
2
〈y,By〉 − 〈δ, y〉 (23)
⇔ y ≥ g and
(
〈By − δ, v − y〉 ≥ 0, ∀v ≥ g
)
(24)
When B is not symmetric, the equivalence between the min equation and (24) is
still true:
⇒: For v ≥ g, 〈By − δ, v− y〉 = 〈By − δ, v− g〉+ 〈By − δ, g − y〉︸ ︷︷ ︸
=0
so is nonnegative
since By − δ ≥ 0 and v − g ≥ 0.
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⇐: By taking v = y + λej with λ→ +∞ we get (By − δ)j ≥ 0, hence By − δ ≥ 0.
Then, 〈By − δ, y − g〉 ≥ 0, and also 〈By − δ, y − g〉 ≤ 0 by taking v = g as a test
function in the inequality. Hence 〈By − δ, y − g〉 = 0. Together with By − δ ≥ 0,
y − g ≥ 0, this implies that min(By − δ, y − g) = 0. 
The idea now is to use the inequality of Lemma 4.3 in order to obtain a stability
estimate. For parabolic problems, it is possible to obtain stability estimates in the
L2 norm for the Gear (or BDF2) scheme (see for instance [11]). We are going to
obtain similar estimates for the scheme (19) applied to the obstacle problem (1).
Let v(t, x) be a regular enough function, vnj := v(tn, xj), and ǫ¯
n ∈ RJ be defined
by
ǫ¯nj =
1
2τ
(3vn+1j − 4vnj + vn−1j ) + (Avn+1 + qn+1)j − (vt +Av)(tn+1, xj), (25)
n = 1, . . . , N − 1. The term ǫ¯n corresponds to a consistency error for the linear
part of the PDE, here written in discrete form on the grid mesh.
Remark 4.4. If v is continuous but vt, vx, vxx are not well defined at (tn+1, xj), we
can still define ǫ¯nj as follows. We consider a definition of vt(tn+1, xj), vx(tn+1, xj)
and vxx(tn+1, xj) such that ǫ¯nj (defined by (25)) satisfies the bound
|ǫ¯nj | ≤ C
(
‖vt(tn+1, .)‖L∞(Ω) + ‖vx(tn+1, .)‖L∞(Ω) + ‖vxx(tn+1, .)‖L∞(Ω)
)
(26)
with a constant C ≥ 0 (independent of n, j). This bound assumes that the exact
derivatives vt(tn+1, .), vxx(tn+1, .) exist a.e. on Ω (with possible discontinuities) and
are bounded, and this will be considered later on in assumption (A2). For instance,
extending the domain of definition of vt, vx and vxx to whole Ω by vt = vx = vxx :=
0 at places of non-differentiability is a possible choice.
Then we have
min
( 1
2τ
(3vn+1 − 4vn + vn−1) +Avn+1 + qn+1−fn+1 − ǫ¯n, vn+1 − gn+1) = 0 (27)
with gn+1 := ϕn+1 + fn+1. Therefore vn satisfies a perturbed scheme, as follows:
min
(
(IJ+
2τ
3
A)vn+1− 4
3
vn+
1
3
vn−1+
2τ
3
qn+1−2τ
3
fn+1− 2τ
3
ǫ¯n, vn+1−gn+1) = 0.
(28)
Remark 4.5. Typically ǫ¯n is of order O(τ2 + h2) where v is regular.
Our aim is now to show a stability estimate in order to control the error ‖un −
vn‖22 in terms of
∑
1≤k≤n−1 τ‖ǫ¯n‖2.
For a vector x = (xj)1≤j≤J , let
N(x) :=

J+1∑
j=1
|xj − xj−1|2


1/2
(29)
(with the convention x0 := 0 and xJ+1 := 0).
The following shows a coercivity bound for the matrix A.
Lemma 4.6. Under assumption (A1), there exists η > 0 and γ ≥ 0 such that for
A given by (8) and for all e ∈ RJ :
〈e, Ae〉 ≥ ηN(e/h)2 − γ‖e‖22. (30)
Proof. Considering Au = −a(t, x)uxx+ b(t, x)ux+ r(t, x)u and hereafter not explic-
itly mentioning the time variable, it holds
A =
1
h2
tridiag(−ai, 2ai, −ai) + 1
2h
tridiag(−bi, 0, bi) + diag(ri)
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where ai = a(xi), bi = b(xi) and ri = r(xi). By straightforward calculations,
〈e, Ae〉 = 1
h2
J+1∑
i=1
(aiei − ai−1ei−1)(ei − ei−1) + 1
2h
J∑
i=1
bi(ei+1 − ei−1)ei +
J∑
i=1
rie
2
i .
(31)
Now we make use of |ai−ai−1| ≤ Ch for some constant C ≥ 0 (since a(·) is Lipschitz
continuous), and ai ≥ η0, to obtain:
1
h2
J+1∑
i=1
(aiei − ai−1ei−1)(ei − ei−1) ≥ 1
h2
J+1∑
i=1
η0(ei − ei−1)2 − 1
h
J∑
i=1
C|ei| |ei − ei−1|
≥ η0N(e/h)2 − C‖e‖2N(e/h). (32)
We have also, by using ei+1 − ei−1 = (ei+1 − ei) + (ei − ei−1):
J∑
i=1
|bi(ei+1 − ei−1)ei| ≤ ‖b‖∞2N(e)‖e‖2.
Hence there exists a lower bound of the form:
〈e, Ae〉 ≥ η0N(e/h)2 − (C + ‖b‖∞)N(e/h)‖e‖2 − C‖e‖22
for some constant C. Denoting C′ := C + ‖b‖∞ and applying the inequality
C′N(e/h)‖e‖2 ≤ η02 N(e/h)2 + C
′2
2η0
‖e‖22, we finally obtain
〈e, Ae〉 ≥ η0
2
N(e/h)2 − (C + C
′2
2η0
)‖e‖22
which gives the desired lower bound with η = η0/2 and γ = C + C
′2
2η0
. 
From now on we shall denote the error by
en := vn − un.
Proposition 4.7. Consider the scheme (19), and a perturbed scheme (28). Let
τ > 0 be sufficiently small. Then there exist a constant C1 independent of n and a
constant γ¯ > 0 such that for all tn ≤ T
e−γ¯tn‖en+1‖22 + τη
n∑
k=1
e−γ¯tkN(ek+1/h)2
≤ C1
(
‖e0‖22 + ‖e1‖22 + τ
∑
k=1,...,n
e−γ¯tk‖ǫ¯k‖22
)
(33)
where, by (29), N(ek/h)2 =
∑J+1
j=1 |
ekj−e
k
j−1
h |2.
Proof of Proposition 4.7. Let
B := IJ +
2τ
3
A,
and vectors bu, bv be such that
bu :=
4
3
un − 1
3
un−1 − 2τ
3
qn+1+
2τ
3
fn+1
and
bv :=
4
3
vn − 1
3
vn−1 − 2τ
3
qn+1+
2τ
3
fn+1.
Then, by Lemma 4.3, the min equation (19) for the exact scheme is equivalent to
un+1 ≥ gn+1 and 〈
Bun+1 − bu, w − un+1
〉 ≥ 0, ∀w ≥ gn+1. (34)
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The min equation (28) for the perturbed scheme is equivalent to vn+1 ≥ gn+1 and
〈
Bvn+1 − (bv + 2
3
τ ǫ¯n), w − vn+1〉 ≥ 0, ∀w ≥ gn+1. (35)
Taking w = vn+1 in (34) gives〈
Bun+1 − bu, vn+1 − un+1
〉 ≥ 0,
and w = un+1 in (35) gives
〈
Bvn+1 − (bv + 2
3
τ ǫ¯n), un+1 − vn+1〉 ≥ 0.
Combining the last two relations gives
〈
Ben+1 − 4
3
en +
1
3
en−1 − 2τ
3
ǫ¯n, en+1
〉 ≤ 0 (36)
and therefore〈
3en+1 − 4en + en−1, en+1〉+ 2τ〈en+1, Aen+1〉 ≤ 2τ〈ǫ¯n, en+1〉. (37)
Now let xn, yn and zn be defined by
xn := ‖en‖22, yn := ‖en+1 − en‖22, zn := 2τ〈Aen+1, en+1〉.
The following estimate holds:
3xn+1 − 4xn + xn−1 + 2yn + 2zn ≤ 2yn−1 + 4τ〈ǫ¯n, en+1〉. (38)
To prove (38), we first use the properties 〈a− b, a〉 = 12 (‖a‖22 + ‖a− b‖22 − ‖b||22) as
well as 12‖a+ b‖22 ≤ ‖a‖22 + ‖b‖22, to obtain
2〈3en+1 − 4en + en−1, en+1〉
= 2(4〈en+1 − en, en+1〉 − 〈en+1 − en−1, en+1〉)
= 4(xn+1 + yn − xn)− (xn+1 + ‖en+1 − en−1‖22 − xn−1)
≥ 4(xn+1 + yn − xn)− (xn+1 + 2(yn + yn−1)− xn−1)
≥ 3xn+1 − 4xn + xn−1 + 2yn − 2yn−1
and we conclude by using (37).
Let
wn := 4τηN(e
n+1/h)2.
By using the bound 2τ〈ǫ¯n, en+1〉 ≤ 2τ‖ǫ¯n‖2‖en+1‖2 ≤ τ‖ǫ¯n‖22 + τxn+1 and the
coercivity (30), we obtain, for n ≥ 1:
3xn+1 − 4xn + xn−1 + 2yn + wn ≤ 2yn−1 + 2τ‖ǫ¯n‖22 + (2τ + 4τγ)xn+1. (39)
Let
γ¯ := 2 + 4γ and β := τ γ¯.
It follows
(3− β)xk+1 − 4xk + xk−1 + 2yk + wk ≤ 2yk−1 + 2τ‖ǫ¯k‖22, k ≥ 1. (40)
We multiply (40) by e−kβ and sum up the inequalities from k = 1 to n ≥ 1. Let
f(x) = x2 − 4x + 3 − β and notice that for τ small enough (and therefore small
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β > 0), f(e−β) ∼ β > 0. We deduce that for some constant C01
e−nβ((3− β)xn+1 − (4− (3 − β)eβ)xn) +
n∑
k=1
e−kβwk
+
n−1∑
k=2
e−(k−1)βf(e−β)xk + 2
n∑
k=1
e−kβyk
≤ C01(x0 + x1) + 2
n∑
k=1
e−kβyk−1 + 2
n∑
k=1
e−kβτ‖ǫ¯k‖22. (41)
Using that e−kβyk−1 ≤ e−(k−1)βyk−1 and f(e−β) > 0 we deduce that
e−nβ((3 − β)xn+1 − (4 − (3− β)eβ)xn) +
n∑
k=1
e−kβwk
≤ C01(x0 + x1) + 2e−βy0 +
n∑
k=1
e−kβ2τ‖ǫ¯k‖22
≤ C02(x0 + x1 + τ
n∑
k=1
e−kβ‖ǫ¯k‖22) =: Q (42)
with C02 := C01 + 4 (where we have used that y0 ≤ 2(x0 + x1)).
Let us prove that e−γ¯tnxn ≤ x1 + C02Q, which will give the desired bound. By
using kβ=kτγ¯=γ¯tk, we deduce from (42)
xk+1 ≤ ρxk + e
γ¯tnQ
3− β , 1 ≤ k ≤ n,
where ρ := 4−(3−β)e
β
3−β ∼ 13 as β = τ γ¯ → 0. By recursion we get for 1 ≤ k ≤ n:
xk ≤ ρk−1x1 + e
γ¯tnQ
3 − β (1 + ρ+ · · ·+ ρ
k−2)
≤ x1 + e
γ¯tnQ
3− β
1
1− ρ .
By using this bound for xn into (42), we obtain the desired result (33) with a
possibly different universal constant C1. This concludes the proof of Proposition 4.7.

Remark 4.8 (BDF3 scheme). The previous stability estimate does not extend easily
to the BDF3 obstacle scheme. Indeed, it is known that BDF3 is not A-stable (as
well as any BFDk for k ≥ 3, see [16, 15]), which prevents the same stability analysis
to apply for diffusion equations.
4.2. Error estimate for the BDF2 scheme. The following assumptions will be
used.
Assumption (A2). We assume that there exist an integer p ≥ 0 and continuous
functions t → yi(t) for i = 1, . . . , p with yi(t) ∈ [Xmin, Xmax] such that, defining
for 0 ≤ τ < T
Ωτ,T := {(t, x) ∈ (τ, T )× Ω, x /∈ (yi(t))1≤i≤p}
(Ωτ,T is a subdomain of (0, T )× Ω), the following holds:
• (i) (t, x)→ v(t, x) is regular (i. e. C2,3) on Ω0,T ,
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• (ii) there exist constants αi ≥ 0, Ci ≥ 0, i = 1, . . . , 4, such that for all
ǫ > 0:
‖vt‖L∞(Ωǫ,T ) ≤ C1ǫ−α1 , ‖vxx‖L∞(Ωǫ,T ) ≤ C3ǫ−α3 ,
‖vtt‖L∞(Ωǫ,T ) ≤ C2ǫ−α2 , ‖vxxx‖L∞(Ωǫ,T ) ≤ C4ǫ−α4 .
Remark 4.9. Assumption (A2) allows for vxx(t, .) to have “jumps” at the singular
points x = yk(t).
Assumption (A3). There exists α0 ∈ (0, 1] such that, for i= 1, . . . , p, t→ yi(t)
is α0-Hölder continuous on [0, T ].
If the first step of the BDF2 scheme is initialized with the CN scheme, the
following assumption will also be needed:
Assumption (A4). v0 is Lipschiz continuous and piecewise C2 regular on Ω.
Explicit examples satisfying assumptions (A2)–(A4) will be given in the numer-
ical section, see Remark 4.13.
Remark 4.10. For the American put option problem (3) with ϕ(x) := (K − x)+ it
is known that there is a unique singular point y1(t) ≡ xs(t) such that v(t, x) = ϕ(x)
for x < xs(t), v(t, x) > ϕ(x) for x > xs(t), and that
1− xs(t)/K t→0
+
∼ λ(t| ln(t)|)1/2 (43)
(see [2], and [1, Chap 6], as well as [10]). Furthermore, a function of the form
of (t| ln(t)|)1/2 satisfies assumption (A3) for any α < 1/2. We do not know if the
American option problem satisfies (A2). Nevertheless, assumptions (A2)-(A3) allow
for closely related problems where ϕ is Lipschitz continuous and piecewise C2 and
by allowing some rapidly moving singularities yi(t) as t→ 0 (such as (43)).
In the following error analysis, we consider the continuous L2 norm onΩ, ‖f‖L2(Ω) :=
(
∫
Ω
|f(x)|2dx)1/2. We denote by un and v¯n the following piecewise constant func-
tions of L2(Ω):
un(x) :=
∑
j
unj 1Ij (x),
v¯n(x) :=
∑
j
vnj 1Ij (x) =
∑
j
v(tn, xj)1Ij (x),
where Ij = (xj − h/2, xj + h/2) and 1Ij (x) = 1 if x ∈ Ij and 1Ij (x) = 0 otherwise,
and we denote also the corresponding error e¯n := un − v¯n. Our aim is therefore to
bound the following continuous L2 error
‖e¯n‖L2(Ω) =
(∑
i
h|eni |2
)1/2
. (44)
Remark 4.11. Notice that there is a uniform Lipschitz bound for ‖vx(tn, .)‖L∞
(for instance by using the representation formula (86) for the obstacle problem),
therefore the error introduced by the projection on piecewise constant functions
is roughly bounded by ‖v¯n − vn‖L2(Ω) ≤ Ch. This projection error will not be
considered hereafter.
Theorem 4.12. (error estimate). Assume that the exact solution v of (1) sat-
isfies (A1), (A2) and (A3). We consider the BDF2 scheme initialized with an
Implicit Euler (IE) step or a Crank-Nicolson (CN) step for u1. In the second case
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furthermore (A4) is assumed. Then the BDF2 scheme satisfies the following error
bound as (τ, h)→ 0:
max
1≤n≤N
‖e¯n‖2L2(Ω) ≤ C
(
h2τ1−2α4 +hτ1−2α3 +τ2τ1−2α2 +(τα0 +h)τ1−2α1 +τα0 +h
+
τ2
h
)
(45)
for some constant C ≥ 0 independent of (τ, h) if the powers (βi)1≤i≤4 := {(1 −
2αi)1≤i≤4 are all non-zero (otherwise any τ
βi with βi = 0 should be replaced by
ln(τ)), and α2 < 1.
The term τ
2
h is not needed if u
1 is initialized with IE.
In particular the scheme is convergent as soon as all factors in (45) converge to
0 as (τ, h)→ 0.
Remark 4.13. In the case of the Model 1 presented in Section 5, for some α ∈ (0, 1)
we will have α0 = α, α1 = 1−α, α2 = 2−α, α3 = α, α4 = 2α. Taking furthermore
τ ≡ h, the error estimate (45) is of order
h3−2α4 + h2−2α3 + h3−2α2 + h1+α0−2α1 + hα0 + h
≤ C1(h3−4α + h2−2α + h2α−1 + hα + h)
≤ C2(hmin(3−4α,2−2α,2α−1))
and does only give convergence for α in (12 ,
3
4 ), with a square error estimate of order
O(hmin(3−4α,2α−1)).
Proof of Theorem 4.12. Let us first consider the approximation in the x variable.
For n = 0, . . . , N − 1, let ǫ¯n,1 be a consistency error in space, defined by
(Avn+1 + qn+1)i = (Av)(tn+1, xi) + ǫ¯n,1i . (46)
If (tn+1, xi) corresponds to a singular point of v, we consider for Av(tn+1, xi) def-
initions of vt and vxx that satisfy the bounds |vt| ≤ ‖vt‖L∞ and |vxx| ≤ ‖vxx‖L∞ ,
see Remark 4.4. In the region where x → v(tn+1, x) is regular, assuming that
v3x(tn+1, .) is bounded on the interval [xi−1, xi+1], by using Taylor expansions up
to the 3-rd order derivatives, it holds
|ǫ¯n,1i | = C4t−α4n+1 O(h).
On the contrary in a region [xi−1, xi+1] that may encounter a singularity yj(t),
we have no more than a bounded second order derivative (vxx ∈ L∞). By using
|(Avn+1 + qn+1)i| ≤ C(‖vxx(tn+1, .)‖L∞ + ‖vx(tn+1, .)‖L∞ + ‖v(tn+1, .)‖L∞), we
have
|ǫ¯n,1i | = C3t−α3n+1O(1).
Moreover,
Card
{
i, [xi−1, xi+1] ∩ {yj(tn+1)}1≤j≤p 6= ∅
}
≤ 3p. (47)
Using that the number of regular terms is bounded by I ≤ C/h, we obtain
‖ǫ¯n,1‖2 =
∑
i
|ǫ¯n,1i |2 =
∑
i,regular
|ǫ¯n,1i |2 +
∑
i,singular
|ǫ¯n,1i |2 (48)
≤ C 1
h
(C4t
−α4
n+1h)
2 + C3p (C3t
−α3
n+1)
2 (49)
≤ Cht−2α4n+1 + Ct−2α3n+1 (50)
for some constant C.
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Notice that for any nτ ≤ T , and τ sufficiently small, we have
τ
n∑
k=1
1
tβk
≤
{
C max(τ1−β , 1) for β > 0, β 6= 1,
C | ln(τ)| for β = 1, (51)
where C may depend on T, β but is independent of τ, n.
Therefore we obtain, for α3, α4 6= 12 :
h
(
τ
n−1∑
k=1
‖ǫ¯k,1‖2) ≤ C
(
h2max(τ1−2α4 , 1) + hmax(τ1−2α3 , 1)
)
(52)
≤ C
(
h2τ1−2α4 + hτ1−2α3 + h
)
(53)
(if α3 = 12 or α4 =
1
2 then the corresponding term τ
1−2αi should be replaced by
ln(τ)).
Now we consider the approximation by BDF2 in time. Let ǫ¯n,2i be such that, for
n ≥ 1:
3vn+1i − 4vni + vn−1i
2τ
= vt(tn+1, xi) + ǫ¯
n,2
i . (54)
If t → v(t, xi) is regular on [tn−1, tn+1] with bounded vtt derivative, elementary
Taylor expansions and (A2) give, for n ≥ 2 (the cases n = 0 and n = 1 will be
treated separately):
|ǫ¯n,2i | ≤ C max
[tn−1,tn+1]
‖vtt‖L∞(Ω) τ ≤ Ct−α2n−1τ,
while otherwise in a singular region we have
|ǫ¯n,2i | ≤ C max
[tn−1,tn+1]
‖vt‖L∞(Ω) ≤ Ct−α1n−1.
Let us introduce a set of singular indices as follows:
Ins :=
{
i, xi ∈
⋃
j=1,...,p
yj([tn−1, tn+1])
}
, n = 1, . . . , N − 1. (55)
For n ≥ 1 and for t ∈ Θn := [tn−1, tn+1], we get
|yj(t)− yj(tn+1)| ≤ C(2τ)α0 .
So if xi ∈ yj(Θn) then |xi− yj(tn+1)| ≤ C(2τ)α0 . Then, for any A > 0, the number
of integers i such that xi ∈ [−A + c, A + c] is bounded by 2A/h + 1. Hence, for
n ≥ 1, we deduce a bound in the form
Card(Ins ) ≤ C
(
τα0
h
+ 1
)
(56)
for some constant C ≥ 0. This bound holds also for
I0s :=
{
i, xi ∈
⋃
j=1,...,p
yj([t0, t1])
}
,
as I0s ⊂ I1s .
Now we can bound the ǫ¯n,2 terms, for n ≥ 2, as follows. We have
‖ǫ¯n,2‖2 =
∑
i/∈Ins
|ǫ¯n,2i |2 +
∑
i∈Ins
|ǫ¯n,2i |2 (57)
≤ C
∑
i/∈Ins
(t−α2n−1 τ)
2 +
∑
i∈Ins
(t−α1n−1)
2 (58)
≤ C 1
h
τ2 t−2α2n−1 + C(
τα0
h
+ 1)t−2α1n−1 . (59)
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Combining the previous bounds and using (51), for α1, α2 6= 12 , we obtain
h
(
τ
n∑
k=2
‖ǫ¯k,2‖2) ≤ C(τ2 max(τ1−2α2 , 1) + (τα0 + h)max(τ1−2α1 , 1)
≤ C(τ2τ1−2α2 + (τα0 + h)τ1−2α1 + τα0 + h) (60)
(powers of τ with exponent 1 − 2α1 = 0 or 1 − 2α2 = 0 need to be replaced by
ln(τ)).
Using the stability estimate (33) and the fact that e0 = 0 we obtain
‖e¯n‖2L2(Ω) = h‖en‖2 (61)
≤ Ch
(
‖e1‖2 + τ
n−1∑
k=1
‖ǫ¯k,1‖2 + τ
n−1∑
k=1
‖ǫ¯k,2‖2
)
. (62)
By using the estimates (53) and (60), we obtain the desired error bound (45) as
long as we can bound ‖ǫ¯1,2‖2 (the first time-consistency error term that appears in
the estimates for BDF2) as well as ‖e1‖2 (the implicit Euler rsp. Crank-Nicolson
scheme error) accordingly.
By using similar techniques as for BDF2, and e0 = 0, it is easy to see that
h‖e1‖2 ≤ h
(
1
1− sτγ (‖e
0‖+ τ‖ǫ¯0‖)
)2
=
hτ2
(1− τsγ)2 ‖ǫ¯
0‖2, (63)
where ǫ¯0 is the consistency error for the implicit Euler (rsp. Crank-Nicolson) scheme
and s = 1 (rsp. s = 12 ).
For both the implicit Euler and the Crank-Nicolson scheme, we can write ǫ¯0 =
ǫ¯0,1 + ǫ¯0,2 where ǫ¯0,1 represents the spatial consistency error and ǫ¯0,2 the time-
consistency error given by
v1i − v0i
τ
= vt(t1, xi) + ǫ¯
0,2
i . (64)
The term |vt(t, x)| is not assumed to be bounded for t = 0+, but we have
|vt(t1, x)| ≤ Cτ−α1 since t1 = τ and using (A2). By using again (A2) we obtain
|1
τ
(v(t1, xi)−v(t0, xi))−vt(t1, xi)| = 1
τ
|
∫ t1
t0
vt(s, xi)ds| ≤ 1
τ
∫ t1
t0
Cs−α1ds ≤ Cτ−α1 .
(65)
This estimate holds for all i. Therefore
|ǫ¯0,2i | ≤ Cτ−α1 .
If t → v(t, xi) is regular on [t0, t1] with bounded vtt derivative, the estimate can
be improved to
|ǫ¯0,2i | ≤ |ǫ¯0,2i ||
1
τ
(v(t1, xi)− v(t0, xi))− vt(t1, xi)− vt(t1, xi)|
=
1
τ
|
∫ t1
t0
∫ t1
s
vtt(u, xi)duds| ≤ 1
τ
∫ t1
t0
C2s
−α2(t1 − s)ds ≤ Cτ1−α2
as α2 < 1. In the end, we obtain a contribution to the error as follows (to be
multiplied by τ):
hτ‖ǫ¯0,2‖2 = hτ
∑
i/∈Ins
|ǫ¯0,2i |2 + hτ
∑
i∈Ins
|ǫ¯0,2i |2 ≤ Cτ3−2α2 + C(τα0 + h)τ1−2α1 .
The same bound for hτ‖ǫ¯1,2‖2 can be obtained by using similar estimates.
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For the implicit Euler scheme, the consistency error in space ǫ¯0,1 can be bounded
by (50) with n = 0, and in conclusion we obtain the desired bound for the implicit
Euler scheme as starting scheme.
Now, it remains to bound the spatial consistency error ǫ¯0,1 in the case that u1
is computed by a Crank-Nicolson scheme. We split ǫ¯0,1 into two parts, ǫ¯0,1 =
1
2 ǫ¯
0,1,1 + 12 ǫ¯
0,1,2, with
(Av0 + q
0)i = (Av)(t1, xi) + ǫ¯0,1,1i , (Av1 + q1)i = (Av)(t1, xi) + ǫ¯0,1,2i . (66)
ǫ¯0,1,2 can be estimated by (50) with n = 0. To bound ǫ¯0,1,1, we take advantage of
assumption (A4) being true. Due to v0 being Lipschitz regular, Av0+q0 is bounded
by O( 1h ). Since Av0 is also assumed to be bounded, it results a bound of the form
|ǫ¯0,1,1i | ≤
C
h
.
If v0 is C2 regular on [xi−1, xi+1], then, by standard estimates,
|(Av0 + q0)i| ≤ C (‖v′′0‖L∞ + ‖v′0‖L∞ + ‖v0‖L∞).
This, together with vxx being bounded, shows that |ǫ¯0,1,1i | is bounded for such
indices. Summing up the estimates in the singular region (which by (47) involves
not more than 3p cases), and in the regular region (which involves O( 1h ) cases), we
obtain the bound
‖ǫ¯0,1,1‖2 ≤
∑
i, singular
|ǫ¯0,1,1i |2 +
∑
i, regular
|ǫ¯0,1,1i |2
≤ C( 1
h
)2 +O(
1
h
)C = O(
1
h2
).
Altogether the contribution of h‖e1‖2 to the overall error can be bounded by
h‖e1‖2 ≤ Chτ2( 1
h2
+ hτ−2α4 + τ−2α3 +
1
h
τ2−2α2 +
1
h
(τα0 + h)τ−2α1).

5. Numerical results on two model test problems
Ín this section we introduce two model test problems for diffusion with obstacle,
with source terms and analytic solutions, to better analyse the performance of the
proposed BDF schemes. A first problem mimics the American option problem
with a jump in the vxx derivative at a given singular position xs(t) that can be
user-defined (in the numerical simulations, we will assume a
√
t behavior for small
times, see (68)). The second problem allows for a bounded vxxx derivative with
a jump at x = xs(t). These two models allow us to better check numerically the
performance of the BDF2 and BDF3 schemes, respectively. Without an analytic
solution, it is otherwise difficult to precisely compute a reference solution with very
fine mesh.
5.1. Two model test problems. We first define two model test problems. In the
case of (1) we do not know about exact solutions. Therefore we introduce a modified
problem with a source term in order to construct simple model obstacle problems
with explicit solutions (or solutions that can be easily computed with machine
precision) and also with the main features of the one-dimensional American option
problem.
This is obtained by choosing an explicit function v = v(t, x) and adding a corre-
sponding source term f = f(t, x) to the original PDE, thus considering
min
(
vt − λ
2
2
x2vxx − rxvx + rv, v − g(x)
)
= f(t, x). (67)
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More precisely, let K, Xmax, c0, T and α be given constants such that 0 <
K < Xmax, c0 > 0, T > 0, α ∈ (0, 1] and such that K − c0 Tα > 0. Let ϕ(x) :=
max(K − x, 0) denote the payoff function and let xs be defined by
xs(t) := K(1− c0 tα). (68)
In the numerical experiments we will use α = 12 , to be close to the American option
case, even though the error estimate in Theorem 4.12 only yields convergence for
α ∈ (12 , 34 ) for the below Model 1, see Remark 4.13.
We construct explicit functions v(t, x) defined for x ∈ [0, Xmax] and such that
(i) v(t, x) = ϕ(x) = K − x for x ≤ xs(t),
(ii) v(t, x) > ϕ(x) = max(K − x, 0) for x ∈ ]xs(t), Xmax],
(iii) for all t ∈ (0, T ], v(t, ·) is at least C1 on [0, Xmax],
(iv) v(t,Xmax) = 0.
Note that requirement (iii) implies vx(t, xs(t)) = ϕ′(xs(t)) = −1 for t > 0.
Model 1. Let v = v(t, x) be the function defined by:
v(t, x) :=


ϕ(x) for x < xs(t)
ϕ(xs(t))− x− xs(t)
1+(x− xs(t))/C(t) otherwise
(69)
where C(t) > 0 is a constant such that v(t,Xmax) = 0:
C(t) :=
(
1
ϕ(xs(t))
− 1
Xmax − xs(t)
)−1
.
Then the requirements (i)− (iv) are satisfied.
Model 2. Let v = v(t, x) be the function defined by:
v(t, x) :=


ϕ(x) for x < xs(t)
ϕ(xs(t))− C(t)atan
(
x− xs(t)
C(t)
)
otherwise
(70)
for a given C(t) > 0. Notice that v(t, x) is a non-increasing function of the variable x.
This function will satisfy requirements (i)− (iv) if furthermore C(t) is such that
ϕ(xs(t))
C(t)
= atan
(
Xmax − xs(t)
C(t)
)
. (71)
Letting a := Xmax − xs(t) and b = ϕ(xs(t)) = K − xs(t) it is clear that 0 < b < a
and therefore there exists a unique θ > 0 such that bθ = atan(aθ). This value can
be numerically obtained by using a fixed-point method. We then define C(t) := 1/θ
to obtain a solution of (71). Therefore the function v is in explicit form but for the
computation of the C(t) function which can be computed to arbitrary precision.
Remark 5.1. For Model 2, in order to compute vt(t, x) the derivative of C˙(t) is
needed. Denoting a = a(t) = Xmax−xs(t) and b = b(t) = ϕ(xs(t)), and θ = θ(t) =
1/C(t), by derivation of bθ = atan(aθ) we obtain C˙/C = −θ˙/θ = (qb˙− a˙)/(qb− a)
where q = 1 + (a/C)2, with a˙ = −x˙s(t) and b˙ = ϕ′(xs(t))x˙s(t).
Remark 5.2. The main difference between the two models is the regularity of the
data near the singularity x = xs(t). More precisely, for the first model there is a
jump in the second derivative: v is of class C1 and vxx is discontinuous. For the
second model, v is of class C2 and there is a jump in the third derivative v3x.
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Figure 1. Zooming around the singular point (xs, ϕ(xs)) for
model 1 (left) and 2 (right).
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Figure 2. Model 2.
5.2. A 4th order approximation of the spatial operator A. We furthermore
introduce a 4th order numerical matrix approximation of the A operator in order
to better observe the time discretization error.
Let D2uj :=
−uj−1+2uj−uj+1
h2 . By using Taylor expansions, if uj = u(xj), we
have
−uxx(xj) = −uj−1 + 2uj − uj+1
h2
+
1
12h2
(uj−2−4uj−1+6uj−4uj+1+uj+2)+O(h4)
and also
ux(xj) =
uj+1 − uj−1
2h
+
1
12h
(uj−2 − 2uj−1 + 2uj+1 − uj+2) +O(h4).
Therefore we have a 4-th order approximation of the spatial derivatives, and will
denote by A˜ (instead of A) the corresponding approximation matrix. At the bound-
aries, we use u−1 = K − Xmin − h, u0 = K − Xmin and uJ+1 = uJ+2 = 0 (the
left boundary condition is consistent with fourth order because we expect that
v(t, x) = ϕ(x) = K − x near the left boundary, also the right boundary condition
is consistent with the fact that the exact solution v(t, x) (obtained for the case
Xmax =∞) decays faster than any polynomial as x→∞).
The BDF2 and BDF3 schemes are otherwise unchanged concerning the time
discretization. Hence for τ ≡ c h we expect to mainly see the error of the time
discretization. In particular we aim to observe, whenever possible, second or third
order behavior in time.
The following lemma shows that the coercivity property of Lemma 4.6 extends
to the 4th order approximation:
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Lemma 5.3. Under assumption (A1), there exist η2 > 0 and γ2 ≥ 0 such that for
all x ∈ RJ :
〈x, A˜x〉 ≥ η2N(x/h)2 − γ2‖x‖22. (72)
Proof. Let us focus on the matrix part that concerns the approximation of the
diffusion −a(x)uxx(x), where we have removed the time dependency to simplify
the notation. The other terms coming from the drift term b(x)ux and the term ru
can be bounded as before. The new matrix reads as follows:
A˜ := A+B
where A stands for the second order approximation of the diffusion term, i. e.,
A :=
1
h2
pdiag(−aj, 2aj ,−aj) ≡ 1
h2
∆A0
and
B :=
1
12h2
pdiag(aj , −4aj, 6aj,−4aj, aj) ≡ 1
12h2
∆B0,
where aj = a(xj), and pdiag stands for p-band diagonal matrices (a tridiagonal
matrix for A, rsp. a pentadiagonal matrix for B), and where we have also denoted
A0 := pdiag(−1, 2,−1), B0 := pdiag(1,−4, 6,−4, 1), and ∆ := diag(aj) (a diagonal
matrix with ∆jj = aj).
First notice that
B0 = A
2
0 +


1 0 . . . 0
0 0 . . . 0
...
... . . .
...
0 . . . 0 1


and therefore 〈B0x, x〉 ≥ 〈A20x, x〉, and, since ∆ ≥ 0 and diagonal,
〈Bx, x〉 ≥ 〈 1
12h2
∆A20x, x〉.
Because x→ a(x) is assumed Lipschitz continuous, we have
max
i,j
|(∆A0 −A0∆)ij)|∞ = O(h).
As the matrix ∆A0 −A0∆ is tridiagonal, it follows
‖∆A0x−A0∆x‖ ≤ Ch‖x‖.
Therefore we have also
〈∆A20x, x〉 = 〈A0∆A0x, x〉 + 〈(∆A0 −A0∆)A0x, x〉 (73)
= 〈∆A0x,A0x〉+ 〈(∆A0 −A0∆)A0x, x〉 (74)
≥ η0‖A0x‖2 − Ch‖A0x‖‖x‖ (75)
≥ η0‖A0x‖2 − η0
2
‖A0x‖2 − C
2h2
2η0
‖x‖2 (76)
≥ η0
2
‖A0x‖2 − C
2h2
2η0
‖x‖2 ≥ −C
2h2
2η0
‖x‖2 (77)
and
1
h2
〈∆A20x, x〉 ≥ −
C2
2η0
‖x‖2. (78)
Thus we have a lower bound for 〈Bx, x〉 of the desired type, i. e. 〈Bx, x〉 ≥ −C′‖x‖2,
and the lower bound for 〈A˜x, x〉 will be of the same type as for 〈Ax, x〉. 
Consequently, Theorem 4.12 extends to the 4th order approximation.
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5.3. Numerical results for models 1 and 2. From now on the parameters used
are λ = 0.3, r = 0.1, K = 100. The singularity motion is defined by xs(t) =
K(1− c0
√
t) with c0 = 0.2.
The errors in L2, L1 and L∞ norms are computed at time tN = T as follows:
eLp := (h
∑
i
|uNi − vNi |p)1/p and eL∞ = max
i
|uNi − vNi |.
For Model 1, the numerical domain is defined by Ω = (75, 275) (i. e., Xmin = 75
and Xmax = 275), and T = 1. Therefore the singularity at T = 1 is located at
xs(T ) = 80. Numerical results for Model 1 with the CN and BDF2 schemes are
given in Table 4 and Table 5.
For Model 1, with bounded vxx derivative, we observe that the order of the CN
scheme, when N = J , is two in the L1 and L2 norm (and around 1.6 in the L∞
norm) and goes down to order one when N = J/10 (i. e. the mesh ratio τ/h is
large). On the contrary, the BDF2 scheme keeps roughly an error of order two for
different mesh ratios and for all norms.
Remark 5.4. We have observed that for the first step of BDF2, using the BDF1
scheme (i. e., the implicit Euler scheme) instead of CN changes significantly the
numerical results.
Remark 5.5. We have also tested the BDF3 scheme on Model 1, and the numerical
results are very similar to the BDF2 scheme, and in particular the numerical order
is not greater than two. This comes from the fact that the solution has a bounded
second order derivative, with a jump.
Mesh Error L1 Error L2 Error L∞ time(s)
J N error order error order error order
80 80 6.66E-01 1.80 9.87E-02 1.72 2.20E-02 1.67 0.17
160 160 1.67E-01 2.00 2.62E-02 1.91 7.54E-03 1.55 0.28
320 320 5.07E-02 1.72 8.08E-03 1.70 2.49E-03 1.60 0.58
640 640 1.22E-02 2.06 2.02E-03 2.00 8.40E-04 1.57 1.38
1280 1280 3.29E-03 1.89 5.45E-04 1.89 2.67E-04 1.65 4.42
2560 2560 7.96E-04 2.05 1.35E-04 2.01 8.62E-05 1.63 18.06
5120 5120 2.05E-04 1.96 3.49E-05 1.95 2.78E-05 1.63 84.94
10240 10240 5.01E-05 2.03 8.66E-06 2.01 8.80E-06 1.66 493.49
80 8 4.93E+00 1.51 1.03E+00 1.20 4.39E-01 0.56 0.11
160 16 8.87E-01 2.48 1.95E-01 2.41 1.12E-01 1.97 0.12
320 32 3.00E-01 1.56 7.50E-02 1.38 5.27E-02 1.08 0.18
640 64 6.10E-02 2.30 2.05E-02 1.87 2.58E-02 1.03 0.38
1280 128 1.79E-02 1.77 6.95E-03 1.56 1.27E-02 1.02 0.69
2560 256 4.12E-03 2.12 2.27E-03 1.62 6.27E-03 1.02 2.86
5120 512 1.10E-03 1.91 7.65E-04 1.57 3.02E-03 1.05 13.73
10240 1024 2.69E-04 2.03 2.67E-04 1.52 1.51E-03 1.00 78.53
Table 4. (Model 1) CN scheme for (1) (using 4th order spatial
approximation), with different mesh ratio N = J , N = J/10.
Then we focus on numerical results for Model 2. We have tested again the CN,
BDF2 and BDF3 schemes. In that case we consider the problem with Ω = (50, 450)
and T = 0.5, the other parameters being as in Model 1.
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Mesh Error L1 Error L2 Error L∞ time(s)
J N error order error order error order
80 80 7.06E-01 1.93 1.22E-01 1.87 5.41E-02 1.48 0.19
160 160 2.06E-01 1.78 3.51E-02 1.80 1.88E-02 1.53 0.32
320 320 5.16E-02 2.00 8.96E-03 1.97 6.14E-03 1.61 0.60
640 640 1.36E-02 1.93 2.34E-03 1.94 1.90E-03 1.69 1.32
1280 1280 3.34E-03 2.02 5.81E-04 2.01 5.60E-04 1.76 3.34
2560 2560 8.47E-04 1.98 1.46E-04 1.99 1.58E-04 1.83 10.73
5120 5120 2.08E-04 2.02 3.60E-05 2.02 4.31E-05 1.87 40.28
10240 10240 5.22E-05 2.00 8.97E-06 2.00 1.15E-05 1.91 170.54
80 8 2.11E+00 1.91 3.32E-01 2.12 1.48E-01 1.86 0.08
160 16 2.82E-01 2.90 6.66E-02 2.32 4.17E-02 1.82 0.11
320 32 5.88E-02 2.26 1.43E-02 2.22 1.12E-02 1.89 0.14
640 64 1.19E-02 2.31 3.09E-03 2.22 2.97E-03 1.92 0.25
1280 128 2.71E-03 2.13 6.64E-04 2.22 7.73E-04 1.94 0.48
2560 256 6.43E-04 2.07 1.48E-04 2.17 1.99E-04 1.96 1.79
5120 512 1.56E-04 2.05 3.31E-05 2.16 5.09E-05 1.97 7.58
10240 1024 3.95E-05 1.98 7.85E-06 2.07 1.29E-05 1.98 36.87
Table 5. (Model 1) BDF2 scheme (using 4th order spatial ap-
proximation), for different mesh ratios.
Results for CN and BDF3 schemes are given in Tables 6 and 7 respectively. For
this model, by construction, we recall that the exact solution has bounded third
order spacial derivatives. The CN scheme gives good results when J = N (second
order convergence), but goes back to first order convergence when N = J/10 (in the
L∞ norm). The results for the BDF2 scheme, which are not shown, demonstrate
second order convergence but unconditionally on the mesh parameters. On the
other hand the BDF3 scheme shows at least third order convergence for the L∞
norm, as well for both ratios of the mesh parameters.
In conclusion, for the type of obstacle problems studied here, we advise using
the BDF2 scheme instead of the CN scheme because it keeps its expected numerical
order unconditionally on the mesh parameters.
Appendix A. An HJB equation for obstacle problems
This appendix is devoted to a sketch of proof for the equivalence between PDE
(1) and PDE (5) in the case the coefficients are not time dependent.
In order to simplify the presentation we assume that f ≡ 0 and Ω ≡ R. We
consider the problem (1) after a change of variable t→ T − t:
min(−vt +Av, v − ϕ(x)) = 0, t ∈ (0, T ), x ∈ Ω, (79a)
v(T, x) = ϕ(x), x ∈ Ω (79b)
We aim to prove that v is also a viscosity solution of (5). In the following, we
will first prove that (i) −vt + Av ≥ 0, then (ii) that −vt ≥ 0, then (iii) that
min(−vt +Av,−vt) = 0 and will (iv) conclude by a uniqueness argument.
(i) By uniqueness of the continuous solutions of (1), v is also given by the
expectation formula
v(t, x) = sup
τ∈T[t,T ]
E(e−
∫
τ
t
rdsϕ(Xt,xτ )|Ft).
26 O. BOKANOWSKI, K. DEBRABANT
Mesh Error L1 Error L2 Error L∞ time(s)
J N error order error order error order
80 80 8.04E-01 3.14 2.13E-01 2.56 8.32E-02 1.67 0.19
160 160 1.03E-01 2.96 2.14E-02 3.31 7.25E-03 3.52 0.34
320 320 8.46E-03 3.61 1.64E-03 3.71 4.63E-04 3.97 0.66
640 640 3.11E-04 4.77 5.80E-05 4.82 1.31E-05 5.14 1.52
1280 1280 6.26E-06 5.64 1.29E-06 5.50 5.35E-07 4.61 4.17
2560 2560 5.81E-07 3.43 1.22E-07 3.40 4.06E-08 3.72 14.22
5120 5120 1.43E-07 2.02 2.96E-08 2.04 8.70E-09 2.22 64.11
10240 10240 3.56E-08 2.01 7.40E-09 2.00 2.17E-09 2.00 353.01
80 8 8.07E-01 3.33 2.20E-01 2.70 8.83E-02 1.76 0.08
160 16 1.44E-01 2.49 3.37E-02 2.71 1.40E-02 2.66 0.10
320 32 1.48E-02 3.28 3.34E-03 3.34 1.36E-03 3.37 0.13
640 64 1.04E-03 3.83 3.62E-04 3.21 2.36E-04 2.52 0.22
1280 128 2.50E-04 2.06 8.43E-05 2.10 7.91E-05 1.58 0.52
2560 256 7.81E-05 1.68 3.30E-05 1.36 4.02E-05 0.98 1.67
5120 512 2.02E-05 1.95 1.09E-05 1.60 1.97E-05 1.03 6.99
10240 1024 5.27E-06 1.94 3.80E-06 1.52 1.01E-05 0.97 38.13
Table 6. (Model 2) CN scheme for (1) (using 4th order spatial approximation).
Mesh Error L1 Error L2 Error L∞ time(s)
J N error order error order error order
80 80 8.07E-01 3.13 2.13E-01 2.55 8.33E-02 1.67 0.22
160 160 1.01E-01 2.99 2.10E-02 3.34 7.12E-03 3.55 0.39
320 320 8.30E-03 3.61 1.60E-03 3.71 4.52E-04 3.98 0.73
640 640 3.04E-04 4.77 5.67E-05 4.82 1.29E-05 5.13 1.60
1280 1280 7.27E-06 5.38 1.40E-06 5.34 4.86E-07 4.73 4.31
2560 2560 1.34E-07 5.77 4.43E-08 4.98 2.46E-08 4.30 14.22
5120 5120 1.14E-08 3.55 2.81E-09 3.98 1.41E-09 4.13 63.78
10240 10240 5.64E-10 4.33 1.58E-10 4.15 8.46E-11 4.06 320.94
80 8 1.02E+00 2.74 2.41E-01 2.38 9.12E-02 1.84 0.08
160 16 6.54E-02 3.96 1.69E-02 3.84 6.99E-03 3.71 0.09
320 32 9.64E-03 2.76 1.86E-03 3.18 5.28E-04 3.73 0.13
640 64 3.53E-04 4.77 6.58E-05 4.82 1.54E-05 5.10 0.24
1280 128 1.46E-05 4.60 2.69E-06 4.61 6.31E-07 4.61 0.53
2560 256 8.46E-07 4.11 1.57E-07 4.10 3.88E-08 4.02 1.68
5120 512 8.64E-08 3.29 1.64E-08 3.26 4.26E-09 3.19 7.13
10240 1024 9.50E-09 3.18 1.86E-09 3.14 4.96E-10 3.10 39.16
Table 7. (Model 2) BDF3 scheme for (1) (using 4th order spatial
approximation).
(see for instance [20]) where we have considered a probability space (Ω,F ,P), a
filtration (Ft)t≥0, T[t,T ] is the set of stopping times taking values a.s. in [t, T ],
Xτ := X
t,x
τ is the strong solution of the stochastic differential equation (SDE):
dXs = b(Xs)ds+ σ(Xs)dWs, s ≥ t,
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with Xt = x, Ws denotes an Ft-adapted Brownian motion on R, and the “sup” is
an essential supremum over T[t,T ]. First one can use the semi-Martingale property
v(t, x) ≤ E(e−rh v(t+ h,Xt,xt+h)|Ft),
in order to deduce (in the viscosity sense), that
−vt +Av ≥ 0.
(ii) Then we aim to show that v(t, x) ≥ v(t + h, x), for any h > 0. This will
imply −vt ≥ 0 (in the viscosity sense). By definition,
v(t+ h, x) = sup
τ∈T[t+h,T ]
E(e−
∫
τ
t+h
r dsϕ(Xt+h,xτ )|Ft+h) (80)
= sup
τ∈T[t,T−h]
E(e−
∫
τ+h
t+h
r dsϕ(Xt+h,xτ+h )|Ft+h) (81)
= sup
τ∈T[t,T−h]
E(e−
∫
τ
t
r dsϕ(Xt,xτ )|Ft). (82)
We have used the fact that the process Xt,x satisfies an SDE with no time depen-
dency in the coefficients, and also, since τ ∈ T[t,T−h], Xτ+h a.s. stops before time
T , the fact that E(Xt+h,xτ+h |Ft+h) = E(Xt,xτ |Ft) - which corresponds to an averaging
during a period of time T − (t+ h). Then, in particular,
v(t+ h, x) ≤ sup
τ∈T[t,T ]
E(e−
∫
τ
t
r dsϕ(Xt,xτ )|Ft) = v(t, x). (83)
At this point we therefore have shown that
min(−vt +Av,−vt) ≥ 0.
(iii) Let us assume that −vt(t, x) > 0 (in the viscosity sense), and t < T . It
implies that v(t, x) > v(t + h, x) for all h > 0 small enough. Because v(t, x) >
v(t + h, x) ≥ ϕ(x), we have v(t, x) > ϕ(x). The following dynamic programming
principle holds:
v(t, x) = E(e−
∫ τ∗t,x
t r dsϕ(Xt,xτ∗t,x)|Ft) = E(e
−
∫ τ∗t,x
t r dsv(τ∗t,x, X
t,x
τ∗t,x
)|Ft)
where τ∗t,x is the optimal stopping time for the obstacle problem, defined by
τ∗t,x = inf
{
θ ≥ t, v(θ,Xt,xθ ) = ϕ(Xt,xθ )
}
.
It can be shown that τ∗t,x > t a.s. (since v(t, x) > ϕ(x), these functions being
continuous). Then we obtain that −vt + Av = 0 at (t, x) in the viscosity sense.
By using Ito’s formula between t and τ∗t,x, and from the dynamic programming
principle, we deduce that
0 = E
(∫ τ∗t,x
t
e−
∫
θ
t
r ds(vt −Av)(θ,Xt,x
θ
)dθ | Ft
)
.
We already have proved that vt−Av ≤ 0 a.s., so we deduce that (vt−Av)(θ, x) = 0
a.e. for θ ∈ (t, τ∗t,x). For some random parameter w we have t∗ := τ∗t,x(w) > t, from
which it is deduced that (vt −Av)(t, x) = 0. Therefore we have proved in this case
that min(−vt(t, x) +Av(t, x), −vt) = 0.
(iv) Conversely, we can use a uniqueness argument for the solutions of (5) in
order to conclude the equivalence between (1) and (5).
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Remark A.1. In the same way, it can be proved that the following PDE with source
term and x-dependent coefficients in the operator A:
min(−ut +Au, u− ϕ(x)) = f(x), t ∈ (0, T ), x ∈ Ω, (84a)
u(T, x) = ϕ(x) + f(x), x ∈ Ω, (84b)
is equivalent to the following Hamilton-Jacobi-Bellman equation
−ut +min(Au, 0) = f(x), t ∈ (0, T ), x ∈ Ω, (85a)
u(T, x) = ϕ(x) + f(x), x ∈ Ω. (85b)
Problem (84) is associated with the following stopping time problem
u(t, x) = sup
τ∈T[t,T ]
E
(
e−
∫
τ
t
rds(ϕ(Xt,xτ ) + f(X
t,x
τ )) +
∫ τ
t
e−
∫
θ
t
rdsf(Xt,xθ )dθ|Ft
)
. (86)
The Hamilton-Jacobi equation (85) (or (5)) admits also a representation formula
corresponding to a stochastic optimal control problem with controlled diffusion,
drift and rate term (θσ(t, x), θb(t, x), θr(t)) with θ ∈ [0, 1], see for instance [22].
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