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$s\in[0, \infty$)
$\Phi(s)$ $[0, \infty$ )
$(-\infty, \infty)$ $\Phi(s)=1$




$c(x)$ $s$ $x$ $\sigma(s, x)=s(x)$
$\sigma(s, x)$ $s(x)$
$c(x)=x$
$s(x)$ 2 $g(x, s)$
$(Ross[9])$
12 $g(x, s)$ $x<y$ $s<t$ $x,y$ $s,t$
$g(y, t)+g(x, s)\leq g(x,t)+g(y, s)$
submodular
$c(x)$ $s(x)$




$c(x)$ $x$ $s(x)$ $x$ (




8 $u(s)$ $u(s)$ $s$
3
8





$FSD$ SSD Kijima and Ohnishi[3]
$T1$ $f_{X}(x)$ $f_{Y}(x)$ 2 $X$ $Y$ $x\geq y$
$x$ $y$ $fx(y)f_{Y}(x)\leq fx(x)f_{Y}(y)$ $X$ $Y$
$X\geq LRDY$ $X\succeq Y$
2 $\mathcal{F}_{FSD}=\{u|u(x.)$ $x$ $\}_{\backslash }$ $\mathcal{F}_{SSD}=$
{$u|u(x)$ $x$ } 2 3
$T2$ $f_{X}(x)$ $f_{Y}(x)$ 2 $X$ $Y$ $u(x)\in \mathcal{F}_{FSD}$
$u(x)$ $E[u(X)]\geq E[u(Y)]$ $X\geq FSDY$
$T3$ $fx(x)$ $f_{Y}(x)$ 2 $X$ $Y$ $u(x)\in \mathcal{F}_{SSD}$
$u(x)$ $E[u(X)]\geq E[u(Y)]$ $X\geq ssDY$
1
12 $X$ $Y$ $X\geq LRDY$ $X\geq FSDY$
$X\geq FSDY$ $X\geq ssDY$
3.2
$(p_{\delta}(t))0\leq s\leq 1$ 2 $S_{l},$ $S_{t}$
$s$ $t$
2 $S_{\iota(x)},$ $S_{\partial(y)}$ $s$ $t$ $x$
1 $x<y$
$s(x)<s(y)$
2 $(p_{e}(t))_{0\leq\epsilon\leq 1}$ $s<t$ $S_{t}\geq LRDS_{l}$
2 Kijima and Ohnishi[3]
2 $s<s’$ $S_{t’}\geq ssDS_{l}$ $s$ $u(s)$
$\int_{0}^{\infty}p_{e}(t)u(t)dt\leq\int_{0}^{\infty}p_{s’}(t)u(t)dt$
$s<s’$ $S_{\epsilon’}\geq LRDS_{8}$ $S_{\iota(y)}\geq ssDS_{\iota(x)}$ 2 3
8
3 $s<s’$ $S_{s(y)}\geq LRDS_{\delta(x)}$
$\int_{0}^{\infty}p_{\epsilon(x)}(t)u(t)dt\leq\int_{0}^{\infty}p_{s(y)}(t)u(t)dt$
1 $x<y$ $s(x)<s(y)$ 2 $S_{s(y)}\geq LRD$
$S_{\epsilon(x)}$ 1 $s$ $u(s)$ 2
8 $u(s)$ 3 $s<s’$
$S_{s’}\geq\iota RDS_{l}$ $S_{s’}\succeq S_{l}$
$\geq$
2 $P=(p_{s}(t))_{\epsilon,t\in[0,\infty)}$ $s\leq t$ $u\leq v$ $s,t,u$ $v$
$(s, t,u, v\in[0, \infty)),$ $|\begin{array}{ll}p_{l}(u) p_{l}(v)p_{t}(u) p_{t}(v)\end{array}|\geq 0$
$P=(p_{\delta}(t))_{\epsilon,t\in[0,\infty)}$ $P$ $TP_{2}(tota1$
positive of order two)
(Nakai[7] )
$x<y$ $S_{\epsilon(y)}\geq LRDS_{\delta(x)}$
4 $P=(p_{\delta}(t))_{e,t\in[0,\infty)}$ $s(x)$ $s,t,u$








$V_{\mathfrak{n}}(s)=0 \leq x\leq K\max\{-c(x)+\int_{0}^{\infty}p_{\epsilon(x)}(t)V_{n-1}(t)dt\}$ (2)
$V_{1}(s)=_{0} \max_{\leq x\leq K}\{-c(x)+\int_{0}^{\infty}p_{\epsilon(x)}(t)u(t)dt\}$
5 $V_{n}(s)$ $s$ $s<s’$ $V_{n}(s)\geq$
$V_{n}(s’)$ .
1 $n$ $s$ $x_{n}^{*}(s)$
$s\leq s’$ ‘ $x_{n}^{*}(s)\leq x_{n}^{*}(s’)$ .
2 $n$ \sim $x_{n}^{*}(s)$










$[0, \infty$) $(p_{\delta}(t))_{\iota,t\in[0,\infty)}$ $p_{l}=$
$(p_{\epsilon}(t))_{t\in[0,\infty)}$ $[0, \infty$) $s\in[0, \infty$)
$[0, \infty$) $\mu$ $S$
$S= \{\mu=(\mu(s))_{\iota\in[0,\infty)}|\int_{0}^{1}\mu(s)ds=1,\mu(s)\geq 0(s\in[0,\infty))\}$
$S$ 1 $[0, \infty$ )
2 $\mu,$ $\nu$ ‘ $\mu(s’)\nu(s)\leq\mu(s)\nu(s’)$ $s,$ $s’(s\leq s’,$ $s,$ $s’\in$
$[0, \infty))$ 1 $s$ $s’$ $\mu(s’)\nu(s)<$
$\mu(s)\nu(s’)$ $\mu$ $\nu$ $\mu\succ\nu$
$p_{l}=(p_{l}(u))$ $p_{s’}=(p_{s’}(u))$ $P$ 2
$s,$ $s^{j}(s\leq s’, s, s’\in[0, \infty))$ $p_{\epsilon’}\succeq p_{e}$
(Nakai [5])










$f_{\epsilon}(y)$ $(s\in[0, \infty))$ Nakai [5]
(Nakai [4] )
$(p_{\iota(x))}(t))_{0\leq s\leq 1}$ $TP_{2}$

















8 $\mu\succ\nu$ $y$ $\mu(y)\succ\nu(y)$ –\mbox{\boldmath $\mu$}(y)\succ --\mbox{\boldmath $\nu$}(y)









$\mu_{x}(t)=\int_{0}^{\infty}\mu_{x}(s)p_{\iota}(t)ds=\int_{0}^{\infty}\mu(s)p_{\epsilon\langle x)}(t)ds$ . (6)
$s(O)=s$ $\overline{\mu}=\int_{0}^{\infty}\mu(s)p_{l}(t)ds=\mu_{0}$
3 $S$ $\mu$ $s<t,$ $s’<t’$ $s-s’=t-t’=c<0$
$8<s’,$ $t<t’$ $\frac{\mu(s)}{\mu(s)}\geq\frac{\mu(t)}{\mu(t)}$ $\mu$ gradually
condition
$\mu$ gradually condition gradually condition
$\mu(s)=\sqrt{2\pi\sigma}^{1}e^{-\frac{(s-a)^{2}}{2\sigma^{2}}}$
$S$ $\mu$ $\pi(t)$ (3)
4
4 $s<s’,$ $t\leq t’$ $u<v$ 8, $s’,t,t’,u,$ $v$
$p_{u}(s)p_{v}(t’)-p_{u}(t)p_{v}(s’)\geq p_{v}(s)p_{u}(t’)-p_{v}(t)p_{u}(s’)$
$|\begin{array}{ll}p_{u}(s) p_{u}(t)p_{v}(s) p_{v}(t)\end{array}|\geq|\begin{array}{ll}p_{v}(s) p_{v}(t)p_{u}(s) p_{u}(t)\end{array}|$
9 $S$ $\mu$ gmdually condition
$\overline{\mu}$ pdually condition
10 $\mu$ gradually condition $\overline{\mu_{x}}$ gradually condition
$p_{v}(s)= \frac{1}{\sqrt{2\pi}\sigma}e^{-\frac{(\cdot-v)^{2}}{2\sigma^{d}}}$ 4 $\overline{\mu(y)}$
gradually condition 5
5 $h(y)$ $t-s=d-s’>0$ $s<s’$ $t<t’$
$\frac{h(y)}{h,(y)}\geq\frac{f_{t}(y)}{f_{t},(y)}$ $(s\in(-\infty, \infty))$
11 $S$ $\mu$ gmdually condition
$y$ $\mu(y)$ gradually condition
12
12 $\mu$ gmdually condition $y$ $\overline{\mu(y)}$
gradually condition o







$\mu(y)$ : $y$ (4)
$\overline{\mu(y)}$ : $\mu(y)$ (5) $P$
$\overline{\mu_{x}}$ : $\mu$ $x$ (7)
$P$









13 $S$ $\mu$ 9mdually condition
$x>x’$ $\mu_{x}\succeq\mu_{x’}$ $\mu_{x}=(\mu_{s(x)})$
13
14 $S$ $\mu$ $\nu$ gmdually condition
$\mu\succeq\nu$ $x(\geq 0)$ $\mu_{x}\succeq\nu_{x}$
15 $S$ $\mu$ $\nu$ gmdually condition
$\mu\succeq\nu$ $x(\geq 0)$ $\overline{\mu_{x}}\succeq$ $\overline{\mu(y)_{x}}\succeq\overline{\nu(y)_{x}}$
16 $S$ $\mu$ grvndually condiuon
$y>y’$ –\mbox{\boldmath $\mu$}(y)x\succeq --\mbox{\boldmath $\mu$}(y’)x




















3 $S$ $\mu$ $\nu$ gradually condition
‘ $\mu\succeq\nu$ $\tilde{V}_{n}(\mu)\geq\tilde{V}_{n}(\nu)$
$\mu\succ\nu$ $u(t)$ $t$ 6 $\tilde{V}_{0}(\mu)\geq\tilde{V}_{0}(\nu)$
$y$ 8 $\mu(y)\succ\nu(y)$
14 $x$ $\overline{\mu(y)_{x}}\succeq\overline{\nu(y)_{x}}$
$x$ $y$ $\mu\succ\nu$ $\overline{\mu(y)_{x}}(t)\succeq\overline{\nu(y)_{x}}(t)$
$n$ 3
[1] F. De Vylder, Duality Theorem for Bounds in Integrals with Applications to
Stop Loss Premiums, Scandinaman Actuarial Joumal, 129-147, (1983).
[2] Hedley, T. P. (1998), uMeasuring Public Sector Effectiveness Using Private
Sector Methods”, Public Productivity&Management Review, 21 (3), 251-
258.
[3] M. Kijima and M. Ohnishi, Stochastic Orders and Their Applications in Finan-
cial Optimization, Mathematical Methods of Operations Resrrch, 50, 351-372,
(1999).
[4] T. Nakai, An Optimal Assignment Problem for Multiple Objects per Period
-Case of a Partially Observable Markov process, Bulletin of Infomatics and
Cybemetics, 31, 23-34, (1999).
[5] T. Nakni, A Generalization of Multivariate Total Positivity of Order Two with
an Application to Bayesian Learning Procedure, Joumal of Information $bOparrow$
timization Sciences, 23, 163-176, (2002).
[6] T. NaJrai, Economy, Efficiency and Effectiveness, In Policy Analysis in the Era
of Globaliiiation and Localization (Eds. Research Project Group for Policy Eval-
uation in Kyushu University), Kyushu University Press, 165-193, 2006.
[7] T. Nakai, Properties of a Job Search Problem on a Partially Observable Markov
Chain in a Dynamic $Ec$onomy, Computers & Mathematics with Applications,
vol. 51, 189-198, 2006.
[8] T. Nakai, A Sequential Expenditure Problem for Public Sector Based on the
Outcome, Recent Advances in Stochastic Operations Research (Eds. T. Dohi, S.
Osaki and K. Sawaki), World Scientific Publishing, 277-295, 2007.
[9] S. M. Ross, Stochastic Processes, John-Wiley and Sons, New York, New York,
1983.
15
