Design and Practical Implementation of External Consensus Protocol for Networked Multiagent Systems With Communication Delays by Subha, Nurul Adilla Mohd & Liu, G-P
 1 
 
Abstract—This paper discusses the design and practical 
implementation of solving an external consensus problem for 
inhomogeneous networked multi-agent system (NMAS) with 
constant network delay in the output feedback. Based on the 
recursive equation, a novel prediction strategy is proposed using 
the transfer function form to overcome the effects of the network 
delay. By considering a single-input single-output (SISO) linear 
system for each agent, the proposed strategy is simulated, 
demonstrated and validated through a test-rig application. 
Concurrently, the stability of the control scheme and the criterion 
to determine the appropriate coupling gains value for the 
proposed consensus protocol are also being studied.  
 
 
Index Terms— consensus, networked multi-agent system, 
recursive prediction control, network delay, stability, coupling. 
 
I. INTRODUCTION 
HE problem of consensus in multi-agent system through 
network communication is gaining attention in research 
domain as indicated by high amount of research output around 
the world. Consensus problem in networked multi-agent system 
(NMAS) can be described as a group of subsystems or agents 
working together under a shared network enabling to converge 
to a common consensus value upon request. The consensus 
value may represent any physical quantities such as angle, 
temperature, velocity, level and etc. There are a few significant 
findings in earlier research works such as in [1, 2, 3, 4] that have 
provided solid underpinning for this field and formed a basis 
for this research work. In those papers, theoretical frameworks 
of the consensus and its compact analysis have been developed 
to solve the consensus problem in multi-agent system on 
various aspects of the NMAS design. However, the studies are 
only considering and analyzing the average consensus problem 
with homogeneous NMAS in the context of single-integrator 
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In average consensus protocol, consensus value is calculated 
based on the initial value of every agent in NMAS. To solve the 
average consensus problem, various methods of analysis, 
implementation and consideration have been developed [5]-
[12]. Besides average consensus, max-min consensus and 
consensus function are also depending on the initial value 
information from NMAS’s agents. Detailed discussion on max-
min consensus and consensus function can be found in [13, 14, 
15]. Rigorous numerical examples and simulation results have 
been illustrated to prove the effectiveness of initial value based 
protocol design. However, this type of consensus protocols can 
only be applied and limited to NMAS with non-zero initial 
value agents.   
Consensus protocol that is independent from the initial value 
of NMAS’s agents is called external consensus protocol. The 
consensus value in external consensus protocol is set by the 
external reference input given to one or more agents in NMAS. 
This type of consensus protocol is described in [16, 17, 18, 19]. 
In [17], an improvement work of [16] on the whole NMAS 
stability has been discussed and proved by demonstrating the 
proposed algorithm with two continuous inhomogeneous 
systems using Proportional-Integral (PI) controller. However, 
the stability derived is rigid and completely depends on the 
characteristics of the external reference input.  
In the past few years, many efforts have been devoted to 
expand NMAS research area towards higher reliability in 
practical implementation. In an attempt to simulate near to real 
NMAS application scenario, system model structure with 
higher degree of complexity than single-integrator is studied. 
Typically, the system model is developed from identification 
method or linear formula based on available system parameters. 
In [20, 21, 22, 23], control researchers have put a considerable 
interest on linear NMAS with n-th order system. In Wang [20], 
a strong and a weak-output-feedback of consensus protocol are 
developed for a linear multi-agent system depending on the 
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presence of noise. In [21, 22], the consensus of homogeneous 
linear multi-agent system for static and dynamic output error 
feedback have been proposed for a fixed and switching 
topology cases. Constrained and robust consensus problems are 
solved in [23] using a linear quadratic regulator and a predictive 
controller. However, the effects of network delay are not 
considered in [16]-[23]. Network delay is an unavoidable 
weakness in NMAS which normally exists in a network based 
communication. This is due to a limited bandwidth of 
communication channel and the finite transmission speed. The 
communication delay can degrade the stability and the 
performance of the control system significantly.  
With this background, this paper addresses the external 
consensus problem for inhomogeneous NMAS with the 
presence of a uniform network delay. An external reference 
input is given only to one agent in NMAS. In order to 
compensate the network delay, a novel prediction algorithm for 
NMAS is presented based on a predictive controller proposed 
in [24] and inspired by the results in [25]. The objective of this 
paper is to describe the experimental and simulation findings in 
solving the proposed external consensus problem for second-
order inhomogeneous NMAS with constant network delay via 
prediction algorithm. Further to that, stability analysis and a 
criterion in choosing the appropriate coupling gains between 
NMAS agents are also presented. In the previous literature, 
most of the research outcomes have been demonstrated solely 
by means of simulation [26, 27, 28, 29]. This paper however 
has produced test-rig experimental results along with the 
simulation on the proposed method to elevate level of 
practicality of the developed theoretical solution. Through the 
test-rig experiments, a clear practical performance for a 
developed NMAS theory is illustrated. 
II. CONSENSUS OF NMAS IN A FIXED COMMUNICATION 
TOPOLOGY 
The interaction and communication between agents in 
NMAS can be modeled by an undirected graph  AEVG ,,  
for order n with the set of nodes or agents  nvvvV ,...,, 21   and 
edges VVE  . An edge from i to j is denoted by  ji vve ,  
indicate that agent j can receive information from agent i and 
vice versa. In undirected graph, an edge from i to j and j to i has 
no exact direction which has positive unweighted adjacency 
matrix 1 jiij aa    for all i, j. No self-loop is allowed, hence 
0 jjii aa . The set of neighbor agent i is denoted by 
 EijVjN i  ),(: . The Laplacian matrix L with respect to 
undirected graph G can be simply obtained as  
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However, in this work, the Laplacian matrix L has non-zero 
elements because every agent is interconnected to one another. 
Obviously, all the row-sums of L are zero. Therefore, L always 
has a zero eigenvalue 01     and second smallest eigenvalue 
of L is 02    if and only if G is connected and has a spanning 
tree [30]. Thus, the eigenvalues of L can be ordered as 
n  ...0 321 . 
Consider inhomogeneous NMAS composed of n single-input 
single-output (SISO) agents where the dynamic of each agent is 
described in the polynomial transfer function form   
)()()1()( 11 kuzBkyzA iiii
   (1) 
where )(ky i  and )(ku i  are the output and control input of 
agent i  respectively for  ni ,...,2,1  and n  is the number of 
agents in NMAS. The polynomial of )( 1zAi  and )(
1zBi  for 
model agent i are represented as 
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where 
ain  and bim  are polynomial order of )(
1zAi  and 
)( 1zBi  respectively with biai mn   . The transfer function of 
virtual controller for each NMAS agents is designed as 
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with 
cin  and din  are polynomial order of )(
1zCi  and )(
1zDi  
respectively where 
dici nn  . The virtual controller in (3) is 
designed without considering the network delay in order to 
achieve the desired performance of NMAS. Classical or 
advanced control design methods can be used for this purpose.  
For the simplicity of the consensus analysis, the following 
assumptions can reasonably be made: 
i. Each agent i can receive information from agent 
iNij  . 
ii. Network delay   is assumed to be a constant with 
known positive integer which represents the upper 
bound of the measured time-varying network delay [31].  
 
The external consensus protocol for NMAS with uniform 
output network delay   but without network delay 
compensation can be described as follows: 
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(4) 
where )(kR  is the external reference input,  )( kyi  
is the output of agent i for i =1,2,3,…,n at time k , 
 )( ky j  is the output of neighboring agent i iN  at time 
k , )(kui  is the control input of agent i, and )(
1zGi  is 
the virtual controller of agent i. Following the consensus 
protocol in (4), 0  is a communication delay for all outputs 
information exchanged between agents. Only agent i=1 is 
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connected to an external reference R(k) and R(k) = 0 for i 
=2,3,…,n. The coupling gain 
iK  is a positive constant used as 
tunable parameter that strengthen or loosen coupling between 
the individual agents and to adjust the convergence speed 
(settling time) of linear NMAS [32-34]. Equivalently, (4) can 
be simplified as  
Giii UzGku )()(
1






niforky
iforkykR
U
ei
ei
Gi
,..,3,2,)(
1,)()(



















n
ij
j
jii
n
j
jiii
ei
niforkykyK
iforkykyKky
ky
1
2
,..,3,2,))()((
1,))()(()(
)(



 
(5) 
 
(6) 
 
 
 
 
(7) 
where 
GiU  is a signal that feeds to the corresponding controller 
)( 1zGi . Due to the existence of network delay in (4) to (7), 
NMAS is unable to achieve external consensus and produces 
oscillating output. For that reason, the recursive prediction 
controller (RPC) is proposed to predict the output of NMAS 
agents in order to solve the external consensus problem for 
NMAS with constant output network delay.   
III. DESIGN OF NETWORKED MULTI-AGENT PREDICTIVE 
CONTROL 
In this section, linear inhomogeneous NMAS with constant 
output network delay is considered. To overcome the effects of 
the output network delay, the RPC is designed by positioning 
the output predictor at feedback channel for every agent. Since 
the constant output network delay is constant and known, the 
prediction sequence is computed within agent i and then 
transmitted to the other agents. Based on the agent’s model 
)( 1zPi  and controller’s model )(
1zGi , output predictors are 
designed to generate the output predictions sequence 
recursively from time 1k  to  k  for agent nji ,..,3,2,1, 
where 
iNjji  , . The one-step ahead prediction sequence 
of agent’s i output at time k  is constructed as follows: 
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where )()|(   kukku ii . Based on (8), one-step ahead 
prediction of )|1(   kkyei  is computed as follows: 
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where )|1(   kky j is obtained from the received output 
prediction sequence at time k  from neighbor’s agent i. The 
received output prediction sequence for length 1  
can be 
represented as follows: 
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Thus, one-step ahead control input prediction sequence of 
agent i at time k  can be obtained as 
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(12) 
Since tracking signal )()( kRkri   for i=1 and 0)( kri  for 
ni ,...,3,2 , (12) can be expanded as 
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Corresponding to computation in (8) and (13), the agent’s i 
output and its control input predictions from time 1k  to  
k  are generated for  ,1p  which results in 
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From (14)-(15), it can be seen that all equations have output 
sequence and control input sequence in two separated parts. The 
first part is prediction sequence while the second part is current 
signal sequence that available at time k . Based on above 
equations, in order to compensate the constant output network 
delay   between agents, the output prediction of agent i at time 
k is selected to be  kkyi   which can be simplified as 
  kkyky ii )( . This information is sent through network 
and become  ky j  as this information is received by other 
agent(s). At time k, the output controller for agent i =1, 2, 3,…,n  
with delay compensation can be obtained as 
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where a signal that feeds to the corresponding controller with 
delay compensation is denotes as 
GiU

. From (16) to (18), it is 
evident that RPC requires predicted output value  ky j  at time 
k for agent j. However, this is not the case for agent i since 
network delay is only induced during information transmission 
from agent j to agent i, thus actual output data  ky i  is available 
at agent i. For NMAS (3) with a network communication delay 
 , external consensus protocol (16) is said to solve the 
consensus problem if 0)()(lim 

kyky ji
k
 for Vji ,   is 
achieved.  
IV. NMASS STABILITY ANALYSIS WITH RPC 
This section considers the stability of the whole NMAS with 
the proposed RPC for constant output network delay. The 
analysis is simplified in matrix form for (14) to (15) with 
assumption that the reference input of agent 1 is zero. For this 
case, there is the following theorem. 
Theorem 1: For RPC with constant output network delay , the 
closed-loop NMAS is stable if and only if all eigenvalues of the 
matrix (19) below are within the unit circle where
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where ),...,,( 21 nT AAAdiagA  , ),...,,( 21 nT BBBdiagB  ,
),...,,( 21 nT CCCdiagC   and ii BA , , and iC
)1()1( didi nnmnnm   are the reformulation of polynomials (2) 
and (3) in matrix form with appropriate dimension for 
ni ,...,2,1 . The definition of matrix 
)1()1(
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nnmnnnmn
WT
  can be found at the end of this 
section. 
Proof: Firstly, (14) and (15) are reformulated in matrix form 
for agent i and can be rewritten as 
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0  denotes a zero matrix, in  represents the maximum value of 
din  and ain , while im  represents the maximum value of  cin
and 
bim . Let nm  is the maximum order of in  and im . 
Secondly, based on matrix in (20)-(21), for i=1,2,..,n the 
whole closed-loop NMAS can be simplified as follows: 
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Matrix RI1  is nn  diagonal matrix with the first diagonal 
entries is one. Matrix 
KL  represents multiplication of iK  and 
Laplacian matrix L  defined in section II. Simplified (22) 
obtained 
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The inverse of matrix 
TCI
ˆ  is exists because it has non-zero 
diagonal line of upper triangular matrix. Combining (23) and 
(24) gives 
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triangular matrix with non-zero diagonal line, its inverse exists. 
Also, (25) can be denoted as  
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To compensate the network communication delay  , delay 
compensator (DC) or selector is designed to choose the latest 
value of the prediction sequence. To do this, we introduce 
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(28) 
Matrix g is a zero matrix with one row and multiple columns. 
The number of columns is determined by the value of  .  
The output of NMAS agents with network delay 
compensation denotes as 
TY  can be expressed as follows: 
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(31) 
where 
isoe  is the sum of output error between output of agent i 
and received output with delay compensation from its 
neighboring agent(s). 
Thirdly, substitute (31) in (16) yields 
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For i=1,2,..n, simplify (31) based on (29) in matrix form as 
below: 
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(34) 
where 
0kI  is nn   matrix with diagonal entries are zero and 
other entries are 
iK . 
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Combined (32)-(34) in matrix form gives 
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Based on (38)-(40), control input of every agent i at time k 
can be expressed as follows: 
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(41) 
For ni ,...,2,1 , matrix 
inii SSS ,...,, 21  and inii QQQ ,...,, 21  are 
)1(1
21 ,...,,
dinnm
inii SSS
  . In compact form, control input of 
NMAS agents can be formed as, 
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Fourthly, the whole NMAS can be described in the following 
form: 
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  )1()()1( )(   kTTkTTk UWCBYTBAY
 
 
(43) 
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As a result, combining (41) and (42) yields the following 
closed-loop system equation for NMAS which can be expressed 
as: 
kk XX )(1   (44) 
where 
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The polynomial order for agent’s model and virtual controller 
in (2) and (5) for i=1,2,..,n are designed to be similar. For RPC 
with constant output network delay, the closed-loop NMAS is 
stable if and only if all eigenvalues of the matrix (44) are within 
the unit circle. 
V. SELECTION OF COUPLING GAIN 
In this section, theorem of determining appropriate coupling 
gains value for NMAS protocol (16) is introduced. 
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Theorem 2: The protocol defined in (16-18) solves the 
consensus problem if the following conditions are satisfied: 
(i) There exist coupling gains 
iK  for i=1,2,..,n  satisfying that 
0))()(())(()1(lim 1
111
1
 

zRGGFIPGHGFIPzIMz ext
z
, 
where ))(),...,(),(( 112
1
1
 zPzPzPdiagP n , I represents 
nn  identity matrix, )(zRext  is a 1n  column vector with 
the first row equal to )(zR  and the rest row elements are 
zeroes, and 
1G  is a nn   matrix with the first diagonal 
entries is )( 11
zG  and the rest of the entries are zeroes. The 
definition of M, GF and GH can be found at the end of this 
section.  
(ii) The second smallest eigenvalue 
2  of KL  with designed iK  
satisfies 
ii
i
l
n
n
min
1
2 






 , where iil  is the diagonal 
element of 
KL  defined in (22) [34].  
(iii) The eigenvalues 
i  satisfy kn 2...0 21    where 
k  is the largest degree in the graph 𝒢 [35]. 
Proof: Any discrete-time sequence in the following section 
is written in z-transform. From (16), control input )(kui  for 
i=1,2,..,n   is converted to z-transform and expanded into one 
matrix form as follows: 
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(45) 
Next, rewrite (29) and (30) in discrete-time signal and 
transform it to a function of z-transform with variable z yields 
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(46) 
Substitute (46) into (45) and simplify the equation yields 
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1G  is nn  matrix with first diagonal entries equal to 
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 From (1), output of agent i for i=1,2,..,n can be expanded in 
matrix form as: 
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(48) 
Substitute (47) into (48) in z-transform yields      
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11
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n R   is the column vector with ones, and 1nI   is 
identity matrix with (n-1)-dimension. The protocol (16) solves 
the consensus problem if and only if 0)(lim 
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ke
k
 is true. 
According to the Final Value theorem for z-transform, 
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 , where iil  is the diagonal element in KL  [32] 
and all eigenvalues satisfy kn 2...0 21    where 
k  is the largest degree in the graph 𝒢 [33]. 
VI. SIMULATION AND EXPERIMENT 
A. Numerical Simulation 
 
Consider NMAS with n =2 indexed by 1 and 2 respectively. 
The mathematical model of the two water level control systems 
in the simulation are formulated based on the real laboratory-
scale test rig. The test rigs are bench-mounting CE117 process 
trainer developed by the TecQuipment and a bench-top 
coupled-tank developed by Quanser Consulting Inc. In this 
work, the test rigs are purposely setup having a simple water 
level control process with variable water pump speed. Water 
level will be controlled through a voltage supplied to the water 
pump. Water level on CE117 is acquired via a vertical 
capacitive water level transmitter while on the coupled-tanks, 
water level is measured through a pressure-sensitive sensor 
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located at the bottom of the water tank. Water tanks on both test 
rigs are also scaled for a visual approximate reading of the water 
level.  
Since there is no prior information available regarding the test 
rigs actual parameters, the mathematical model in (51) and (52) 
has been developed using black box system identification 
which exploits test rigs measured input and output data sampled 
at 0.10s. The dynamics of agent i (i = 1, 2) are described by (2) 
and can be written as follows: 
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(52) 
To ensure model accuracy, several sets of data are collected 
meticulously on an identified optimum test rig operating mode. 
Then, using the Matlab System Identification toolbox, each data 
set is divided into two small sets of data for the toolbox’s 
identification and validation purposes. Approximated derived 
model based on ARX model structure is has been selected based 
on the best fit percentage. Before the model is implemented in 
the simulation, a comparison between the simulated model 
output and the actual test rigs output has been carried out. This 
is to ensure that the estimated model is able to replicate the test 
rig characteristic as close as possible. 
The transfer function of virtual controller for each agent has 
been obtained by employing the Proportional-Integral (PI) 
controller. The designed controllers are tuned using basic 
Ziegler-Nichols method prior to RPC design to ensure that the 
closed-loop agent’s system without network delay is stable and 
they are 
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(53) 
The coupling gains 
1K  and 2K  which have been designed 
based on Theorem 2 are calculated to be 4.6164 and 4.6164 
respectively. The connection of undirected graph with the 
communication delay   between agents for NMAS with n =2  
is shown in Fig. 1. 
  
12112  aa  
Fig. 1. Communication topology of order 2 (n =2)  
The stability analysis has been derived in section IV for 
9,8,7,6  step-delays using models in (51-53) and the designed 
coupling gains. The result shows that the eigenvalues for matrix 
(44) are within the unit circle for the specified delay range. 
Therefore, based on the above analysis, it can be concluded that 
NMAS is stable for 9,8,7,6  step-delays and has achieved the 
consensus. With the same model used in the analysis, the results 
obtained are verified using simulation. 
B. Consensus Output (Simulation) 
In this section, a study on the simulation for NMAS with 
2n  is presented to demonstrate the effectiveness of the 
designed method developed in this paper.  The simulation 
diagram is shown in Fig. 2. 
Output 
predictor
Output 
predictor
selector
Prediction 
sequence
selector
Latest
predicted 
output  
Fig. 2. Block diagram of simulation 
The closed-loop NMAS consists of two inhomogeneous agent 
models )( 1zPi , two virtual controllers transfer function )(
1zGi
, and two output predictors. The network delay is represented 
by z  block in Simulink Matlab. The network delay is 
measured to be within the range of 1-step to 3-step. The 
simulation has been carried out on 4000 samples at an interval 
0.10 s sampling period.  A comparison is made between the PI 
controller and the RPC for four different step delay starting 
from 6-step delay (based on simulation and experimental results 
with PI controller in (53), delay equal or lower than 6-step will 
not affect the output of NMAS for agent’s model in (51-52)). 
Hence, the tested maximum output network delay is 9-step 
delay, which is the upper bound of 3-steps range mentioned 
earlier.  
Based on the simulation and experimental results with the PI 
controller, external consensus can only be achieved when the 
network delay is within 6-step and below. Thus, to compare and 
to show the effectiveness of the proposed prediction strategy 
(RPC) over the PI controller, 6-step and above has been 
considered. The range of 6-step to 9-step delay times are chosen 
because the maximum measured delay within the network is 3-
step. 
R(k) 2 1 
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Fig. 3. External consensus for NMAS using PI controller (no delay 
compensation) with (a) 6-step delay ; (b) 7-step delay ;(c)  8-step delay; (d) 
9-step delay 
 
 
Fig. 4. External consensus for NMAS using RPC with (a) 6-step delay ; (b) 
7-step delay ;(c)  8-step delay; (d) 9-step delay 
Based on Fig. 3 and 4, it is observed that there is an obvious 
difference in output performance between PI controller and 
RPC particularly at 8-step and 9-step delay. NMAS with PI 
controller has the tendency to oscillate when the network delay 
is increased while NMAS with RPC continue to produce a 
stable output. The estimated prediction error (ei) between actual 
and predicted output of agents i = 1, 2 are shown in Fig. 5 at 9-
step delay. These results indicate that the proposed RPC has 
effective delay compensating ability and able to produce 
accurate agents output measurement. To verify this result, a 
practical experiment was conducted. 
 
Fig. 5. Estimated prediction error at 9 step-delay (simulation) 
C. Experimental Setup for NMAS test rigs 
To validate the simulation result, NMAS with two different 
test rigs was built as illustrated in Fig. 6. 
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Fig. 6. Networked Multi-agents System (NMAS) composed of two 
different test rigs through network 
 
In this setup, agent 1 and agent 2 are represented by Test rig 
1 and Test rig 2 respectively. Test rig 1 is the CE117 process 
trainer and Test rig 2 is the coupled-tank systems which have 
been described earlier in the section VI. Test rig 1 consists two 
main parts: the Experiment Module and the Control Module. 
The Experiment Module has two separate flow circuits which 
are Process Flow Circuit and Heater Flow Circuit. Only Process 
Flow Circuit is utilised in this work. The Control Module 
provides access to all of the actuators and transmitters circuit 
contained in the Experimental Module. It also provides an 
interface between Test rig 1 to the PC through A/D and D/A 
port channels. Test rig 2 has simpler setup which consists of 
two water tanks (upper and lower) and one inlet water pump. It 
does not have any separate control module. For this experiment, 
only the upper tank is used. Test rig 2 is connected to the PC 
through A/D and D/A port channels. Water level on both test 
rigs is controlled through a voltage to the water pump which is 
supplied from the PC.  
A/D and D/A port channels on Test rig 1 and Test rig 2 are 
then directly connected to networked controller board. The 
networked controller board has twelve A/D input channels and 
six D/A channels which can be selected depending on the user 
preference. These channels were connected to the designed S-
function block in Matlab Simulink to allow signal interfacing 
from/to PC to/from test rigs through specified intranet IP 
address.  
Test rig 1 has been observed having slower dynamic response 
compared to Test rig 2 due to its apparatus design. Therefore, 
Test rig 1 was selected to be connected directly to the external 
reference input. However, both systems were set to a similar 
water level control range. Such setting is made so that both test 
rigs will be able to achieve any selected external reference value 
within this range. Both RPC blocks consist of output predictor 
and virtual controller transfer function that have been described 
in (34) can also be seen in the same figure. The network 
communication was accomplished through intranet connection 
using User Datagram Protocol/ Internet Protocol (UDP/IP) of 
the laboratory at the University of South Wales. Two intranet 
IP addresses 193.63.131.210 and 193.63.131.220 were set on 
two networked controller board for Test rig 1 and Test rig 2 
respectively.  
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Throughout the experimentation process, a few significant 
challenges have been identified. In order to maintain the ideal 
and optimum test rigs performance, regular checking and 
servicing of the sensors and pumps on the test rig is required. 
This is important to ensure that the measured water level is 
accurate and the water flow delivered from the pump is 
consistent. Another challenge is on the characteristic of UDP 
network hardware which offers high speed but with unreliable 
data transfer. To rectify this problem, repetitive data collection 
is performed by resetting the network controller board 
frequently in order to ensure that the information or data 
exchanged has occurred. 
D. Practical Experiments 
Based on experimental setup in Fig. 6, 4000 samples of 
agent’s output was collected from both Test rig 1 and Test rig 2 
with PI controller and RPC. The experiment results are shown 
in Fig. 7 and 8.  
 
Fig. 7. Practical experiment of NMAS using PI controller  
(no delay compensation) with (a) 6-step delay ; (b) 7-step delay 
 
 
Fig. 8. Practical experiment of NMAS using RPC with (a) 6-step delay ; 
(b) 7-step delay ;(c)  8-step delay; (d) 9-step delay 
 
From Fig. 7, it has been found that NMAS with the PI 
controller is unable to achieve its external consensus value at 7- 
step delay if it is executed without delay compensation. Due to 
this, the experiment has not been able to be repeated for 8-step 
and 9-step delay. In contrast, the proposed RPC has enabled to 
compensate the network delay actively and solved the external 
consensus problem in the experiment. The proposed RPC has 
also enabled to replicate the simulation result successfully. 
Through the test rigs experiments, it proves that the RPC is not 
only theoretically visible, but also practically reliable in test-rig 
applications. In addition, the estimated prediction error for each 
of NMAS agents is nearly equal to zero as shown in Fig. 9.   
 
Fig. 9. Estimated prediction error at 9 step-delay (experiment) 
 
Although it is hard to obtain the agent’s model to closely 
represent the real test rig, the results of the practical 
experiments in this research are comparable to those of the real-
time simulations. These results also prove that even though 
simulations can be relied on to estimate the possible outcome 
of a designed controller, an actual test rigs experiment will 
provide much accurate and better understanding of the 
controller capabilities. 
VII. CONCLUSION 
The design and stability analysis of external consensus 
protocol for inhomogeneous NMAS with constant network 
delay have been discussed. The RPC has been employed to 
compensate the output feedback network delay for NMAS’s 
agents. The stability criterion has been obtained to ensure that 
NMAS is stable for the solved external consensus problem. In 
addition, a criterion on the selection of appropriate coupling 
gains between NMAS agents has been presented. In order to 
demonstrate the performance of the proposed protocol, 
numerical simulations and practical experiments have been 
conducted for NMAS which consist of two water level control 
test rigs with dissimilar dynamics and characteristics through 
intranet connection. It has been proven that the RPC has the 
ability to actively compensate the network delay for the 
proposed external consensus protocol. 
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