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HYDRODYNAMIC LIMIT FOR THE GINZBURG-LANDAU ∇φ
INTERFACE MODEL WITH A CONSERVATION LAW AND
DIRICHLET BOUNDARY CONDITIONS
TAKAO NISHIKAWA
Abstract. Hydrodynamic limit for the Ginzburg-Landau ∇φ interface model with a
conservation law was established in [9] under periodic boundary conditions. This paper
studies the same problem on a bounded domain imposing the Dirichlet boundary condi-
tion. A nonlinear partial equation of fourth order satisfying the boundary conditions is
derived as the macroscopic equation. Its solution converges to the Wulff shape derived
by [3] as the time t→∞.
1. Introduction
The Ginzburg-Landau ∇φ interface model determines stochastic dynamics for a dis-
cretized hypersurface separating two microscopic phases embedded in the d+1 dimensional
space. The position of the hypersurface is described by height variables φ = {φ(x); x ∈ Γ}
measured from a fixed d-dimensional discrete hyperplane Γ. We will take Γ = ΓN :=
(Z/NZ)d when we consider the system on a discretized torus with periodic boundary
condition, or Γ = DN ⊂ Zd when we consider the system on a domain with some bound-
ary condition. Here, DN is a microscopic domain corresponding to a given macroscopic
domain D ⊂ Rd which is bounded and has a smooth boundary; see Section 2 for the
definition of DN . We then admit an energy (Hamiltonian) for the interface φ by
H(φ) =
1
2
∑
x,y∈Γ,
|x−y|=1
V (φ(x)− φ(y)) +
∑
x∈Γ,y∈ZdrΓ,
|x−y|=1
V (φ(x)− φ(y))
with a potential V ∈ C2(R). Note that, when Γ = DN , we need to give a boundary
condition {φ(x); x ∈ Zd rDN} in order to define the Hamiltonian H . Once we introduce
the Hamiltonian H , the dynamics of the interface can be introduced by means of the
Langevin equation
dφt(x) = − ∂H
∂φ(x)
(φt) dt+
√
2dwt(x), x ∈ Γ, (1.1)
where {wt(x); x ∈ Γ} is a family of independent copies of the one dimensional standard
Brownian motion. The hydrodynamic scaling limit has been established for the dynamics
governed by (1.1) with Γ = ΓN in [8], for the dynamics with Γ = DN and the Dirichlet
boundary condition in [10]. In both cases, the macroscopic motion is described by the
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nonlinear partial differential equation
∂
∂t
h(t, θ) = div
{
(∇σ)(∇h(t, θ))
}
≡
d∑
i=1
∂
∂θi
{
∂σ
∂ui
(∇h(t, θ))
}
, θ ∈ D, t > 0
with an appropriate boundary condition. Here, σ : Rd → R is a function called “surface
tension,” which gives the local energy of macroscopic interface with tilt u ∈ Rd, see [8] or
[7]for precise definition.
The dynamics (1.1) can be regarded as the model corresponding to the Glauber dynam-
ics in the particles’ systems. Let us introduce the model corresponding to the Kawasaki
dynamics in the particles’ systems as follows:
dφt(x) = −(−∆Γ) ∂H
∂φ(·)(φt)(x) dt+
√
2dw˜t(x), x ∈ Γ, (1.2)
where ∆Γ is the discrete Laplacian on Γ with the Neumann boundary condition when
Γ = DN or periodic boundary condition when Γ = ΓN defined by
(∆Γψ)(x) ≡
∑
y∈Γ
∆Γ(x, y)ψ(y)
=
∑
y∈Γ,|x−y|=1
{ψ(y)− ψ(x)} , ψ ∈ RΓ, x ∈ Γ, (1.3)
and {w˜t(x); x ∈ Γ} is a family of Gaussian processes with mean zero and covariance
structure
E[w˜t(x)w˜s(y)] = −∆Γ(x, y)t ∧ s, x, y ∈ Γ, t, s ≥ 0.
We note that the dynamics (1.2) preserves the sum
∑
x∈Γ φt(x), which can be regarded
as the volume of the phase located below the interface.
The main purposes of this paper are to establish the hydrodynamic scaling limit of φt
determined by (1.2) with Γ = DN under the Dirichlet boundary condition
φt(x) = 0, x ∈ Zd rDN , t ≥ 0,
and to clarify the relationship between the macroscopic motion and “Wulff shape” studied
by [3] under a static situation. The main result in this paper is that, under the scaling
N4 for time and N for space, the macroscopic motion corresponding to φt is described by
the nonlinear partial differential equation with Dirichlet boundary condition

∂
∂t
h(t, θ) = −∆div
{
(∇σ)(∇h(t, θ))
}
≡ −
d∑
i=1
d∑
j=1
∂2
∂θ2j
∂
∂θi
{
∂σ
∂ui
(∇h(t, θ))
}
, θ ∈ D, t > 0
h(t, θ) = 0, θ ∈ Dc, t > 0.
(1.4)
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We note that the equation (1.4) is the gradient flow in a certain affine subspace in
H1(D)∗ with respect to the energy functional
ΣD(h) =
∫
D
σ(∇h(θ)) dθ
with the Dirichlet boundary condition h|D∁ = 0, where H1(D)∗ is the topological dual
of H1(D), see Section 2.2 for details. Here, σ : Rd → R is a function called “surface
tension,” which gives the local energy of macroscopic interface with tilt u ∈ Rd, see [8]
for precise definition. The functional ΣD is called “total surface tension,” which gives the
total energy of the interface h. We note that the total surface tension ΣD coincides with
the rate functional for the large deviation principle under the static situation, see [3].
Taking Γ = ΓN instead of DN , the large scale hydrodynamic behavior has been studied
by [9].
We should also mention the relationship between the equation (1.4) and the Wulff shape
discussed in [3]. As an application of the large deviation principle, the macroscopic height
variable hN under the equilibrium state (Gibbs measure) conditioned on the total volume
converges to the macroscopic interface so-called “Wulff shape,” which is characterized as
the solution of the variational problem
arg inf
{
ΣD(h); h ∈ H10 (D),
∫
D
h(θ) dθ = v
}
(1.5)
as N →∞, where v is the limit of the volume of hN rescaled by N−d. We emphasize that
the solution h(t) of (1.4) converges as t → ∞, and the limit coincides with the unique
solution of the variational problem (1.5). Indeed, the macroscopic motion described by
(1.4) relaxes the total energy ΣD and converges to its minimizer, that is, the Wulff shape
as t→∞.
Before closing the introduction, let us briefly give the organization of this paper. In
Section 2, we formulate our problem more precisely and state the main result. In Section 3,
we study several properties of the macroscopic equation (1.4) and its spatial discretization.
In Section 4, we show that a translation-invariant stationary measure for the dynamics
φt on the infinite lattice Z
d need to be a canonical Gibbs measure corresponding to
the Hamiltonian H . Combining the above with the known result in [9], we have the
characterization of the family of translation-invariant stationary measures of the dynamics
on Zd. In Section 5, we derive the macroscopic equation (1.4) from the stochastic dynamics
(1.2) with Γ = DN , after establishing several estimates on it.
2. Model and main results
2.1. Model. Let D be a bounded and connected domain in Rd with a Lipschitz boundary.
For convenience, we assume that D contains the origin of Rd. Furthermore, we assume
the following condition on D:
Assumption 2.1. Let D˜N = ND ∩ Zd. We assume that there exists a constant C > 0
independent of N such that
dD˜N (x, y) ≤ C, x, y ∈ D˜N , |x− z| ≤ 2, |y − z| ≤ 2
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for every N ≥ 1 large enough and z ∈ Zdr D˜N , where dD˜N is the ordinary graph distance
on D˜N .
Remark 2.1. Assumption 2.1 is satisfied if the domain D is convex.
Let us introduce the discretized microscopic domain corresponding to D. To keep
notation simple, we consider DN ⊂ Zd defined by
DN = {x ∈ D˜N ; B(x/N, 5/N) ⊂ D},
where B(α, l) stands for the hypercube in Rd with center α = (αi)
d
i=1 and side length
l > 0, that is,
B(α, l) =
d∏
i=1
[αi − l/2, αi + l/2).
On DN we consider the dynamics governed by the following stochastic differential equa-
tions (SDEs)
dφt(x) = −(−∆DN )U·(φt)(x) dt+
√
2dw˜t(x), x ∈ DN , (2.1)
with the Dirichlet boundary condition
φt(x) = 0, x ∈ Zd rDN (2.2)
and an initial data φ0 = {φ0(x); x ∈ Zd} satisfying the condition (2.2) with t = 0, where
Ux(φ) in the drift term is defined by
Ux(φ) :=
∂H
∂φ(x)
(φ) ≡
∑
y∈Zd; |x−y|=1
V ′(φ(x)− φ(y)) (2.3)
for φ ∈ RZd and x ∈ DN . Here, ∆DN is the Laplacian with the Neumann boundary
condition on DN , that is, ∆DN is defined by
∆DNψ(x) =
∑
y∈DN ; |x−y|=1
(ψ(y)− ψ(x)) (2.4)
for ψ : RDN → R. The process w˜t = {w˜t(x); x ∈ DN} is a family of Gaussian processes
with mean zero and covariance structure
E[w˜t(x)w˜s(y)] = (−∆DN )(x, y)t ∧ s, x, y ∈ DN , t, s ≥ 0,
where ∆DN (x, y) is the kernel of ∆DN , that is, ∆DN (x, y) = ∆DN1y(x). Note that a
stochastic processes w˜t satisfying the above can be constructed by
w˜t(x) =
√
−∆DNwt(x),
where
√−∆DN is the square root of −∆DN and {wt(x); x ∈ DN} is a family of indepen-
dent one dimensional Brownian motions. For convenience, we extend w˜t to the process
on Zd by putting w˜t(x) = 0 when x ∈ Zd rDN .
Through out this paper, we always assume the following conditions on V :
Assumption 2.2. The function V : R→ R satisfies following three conditions:
(1) V ∈ C2(R).
(2) V is symmetric, that is, V (η) = V (−η) holds for all η ∈ R.
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(3) There exist constants c+, c− > 0 such that
c− ≤ V ′′(η) ≤ c+, η ∈ R
holds.
We regard (2.1) as the model describing the motion of microscopic interfaces and in-
troduce the macroscopic height variable hN by scaling N4 for time while N for space:
hN (t, θ) =
∑
x∈Zd
N−1φN4t(x)1B(x/N,1/N)(θ), θ ∈ Rd, (2.5)
where φt = {φt(x); x ∈ Zd} is the solution of (2.1) with (2.2). We emphasize that the
suitable scaling is not the diffusive one.
2.2. Main Result. The main result in this paper is that the macroscopic height variable
defined by (2.5) converges to the solution of (1.4) as N →∞. We shall prepare settings
to state the above precisely. We introduce the triplet
H1(D) ⊂ L2(D) ≃ L2(D)∗ ⊂ H1(D)∗,
where H1(D)∗ is the topological dual of H1(D). These spaces are equipped standard
norms denoted by ‖ · ‖H1(D), ‖ · ‖L2(D) and ‖ · ‖H1(D)∗ , respectively. We denote the du-
ality relation between H1(D)∗ and H1(D) in this context by H1(D)∗〈·, ·〉H1(D), namely,
H1(D)∗〈·, ·〉H1(D) denotes the duality relation satisfying
H1(D)∗〈f, g〉H1(D) = (f, g)L2(D), f, g ∈ L2(D),
where (·, ·)L2(D) is the standard inner product of L2(D). To make notations simple, we
denote H1(D)∗〈·, ·〉H1(D) by 〈·, ·〉 if no confusion arises.
Under these settings, our main result is the following:
Theorem 2.1. We assume Assumptions 2.1 and 2.2. We furthermore assume that the
sequence of initial data φ0 = φ
N
0 for (2.1) satisfies
lim
N→∞
E‖hN(0)− h0‖2H1(D)∗ = 0 (2.6)
with some h0 ∈ L2(D), where hN (0) is the macroscopic height variable corresponding to
φN0 . Then, for every t > 0, h
N (t) converges as N →∞ to h(t), which is the unique weak
solution of the partial differential equation (1.4) with the initial data h0. More precisely,
for every t > 0,
lim
N→∞
E‖hN(t)− h(t)‖2H1(D)∗ = 0 (2.7)
holds.
3. The macroscopic equation and its discretization
In this section, we shall focus our attention on the limit equation (1.4) and its discretized
version. The arguments in this section highly depend on the properties of the surface
tension σ established in [3] and [8].
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3.1. A subspace of H1(D)∗. As we will see, our consideration is on a subspace of
H1(D)∗. Before starting discussions, we introduce it with a suitable norm.
We first note that the solution of (1.4) should satisfy∫
D
h(t, θ) dθ =
∫
D
h0(θ) dθ, t ≥ 0,
which means that the actual state space for (1.4) is not the whole of H1(D)∗. For con-
venience, let us mainly consider the time evolution on the tangential space. Indeed, the
equation (1.4) will be solved at
H := {h ∈ H1(D)∗; 〈h, 1〉 = 0}.
On H defined above, we shall introduce another norm which is equivalent to the stan-
dard norm ‖ · ‖H1(D)∗ similarly to [2]. To do so, we at first introduce the Green operator
G for the Laplacian with the Neumann boundary condition. For f ∈ H , we denote the
unique solution g ∈ H1(D) of the elliptic equation
(∇g,∇J)L2(D)d = 〈f, J〉, J ∈ H1(D), (3.1)
(g, 1)L2(D) = 0 (3.2)
by Gf , where L2(D)d is the d-fold direct product of L2(D) and (·, ·)L2(D)d is its inner prod-
uct. Here, the existence of Gf follows from the Lax-Milgram theorem and the Poincare´
inequality of the following form: there exists a constant cD > 0 such that
‖f‖2L2(D) ≤ cD‖∇f‖2L2(D)d , f ∈ H1(D), (f, 1)L2(D) = 0, (3.3)
see Section 5.8.1 of [5] for details. We remark that the operator G : H → H1,zm(D) is
bounded and bijective, where H1,zm(D) is defined by
H1,zm(D) := {h ∈ H1(D); (h, 1)L2(D) = 0}.
We also remark that the inverse of G coincides with the Laplacian −∆ restricted to
H1,zm(D).
Let us define the bilinear form (·, ·)H on H by
(h1, h2)H = (∇Gh1,∇Gh2)L2(D)d , h1, h2 ∈ H.
The following proposition tells us that ‖f‖H := (f, f)1/2H on H is equivalent to ‖f‖H1(D)∗
restricted to the closed subspace H of H1(D)∗, and therefore H is a Hilbert space with
the inner product (·, ·)H.
Proposition 3.1. There exist two constant C1, C2 > 0 such that
C1‖f‖H1(D)∗ ≤ ‖f‖H ≤ C2‖f‖H1(D)∗ , f ∈ H.
Proof. We shall at first find a constant C1 > 0 such that
C1‖f‖H1(D)∗ ≤ ‖f‖H , f ∈ H. (3.4)
By the definition of the Green operator G, we obtain
|〈f, J〉| = ∣∣(∇Gf,∇J)L2(D)d∣∣
≤ ‖∇Gf‖L2(D)d‖∇J‖L2(D)d
≤ (f, f)1/2H ‖J‖H1(D)
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for every J ∈ H1(D), by using the Schwarz inequality. This implies that (3.4) with C1 = 1
holds.
We shall next show
‖f‖H ≤ C2‖f‖H1(D)∗ , f ∈ H (3.5)
with some constant C2 > 0. Since (3.5) trivially holds with any constant C2 > 0 when
‖f‖H = 0, we assume ‖f‖H > 0. Since ‖Gf‖H1(D) ≥ ‖f‖H by the definition of ‖ · ‖H , we
have ‖Gf‖H1(D) > 0. Taking J = Gf/‖Gf‖H1(D), we obtain
〈f, J〉 = ‖f‖
2
H
‖Gf‖H1(D)
by (3.1). Since we have
‖Gf‖H1(D) ≤
√
1 + cD‖∇Gf‖L2(D)d =
√
1 + cD‖f‖H
by the Poincare´ inequality (3.3), we get
〈f, J〉 ≥ (1 + cD)−1/2 ‖f‖H.
By the definition of ‖ · ‖H1(D)∗ , we conclude
‖f‖H1(D)∗ ≥ (1 + cD)−1/2 ‖f‖H ,
which implies (3.5) with C2 = (1 + cD)
1/2. 
3.2. Precise formulation for the macroscopic equation. We give the precise mean-
ing of the solution of (1.4). Let us introduce a triplet V ⊂ H ≃ H∗ ⊂ V ∗ with H
introduced in Section 3.1,
V =
{
h ∈ H10 (D);
∫
D
h(θ) dθ = 0
}
and the topological dual V ∗. We remark that V is a Hilbert space with the restriction
of the inner product of H10 (D) to V . We denote the restriction of the standard norm of
H10 (D) to V and the dual norm on V
∗ by ‖ · ‖V and ‖ · ‖V ∗ , respectively. We denote the
duality relation between V ∗ and V by V ∗〈·, ·〉V , which satisfies
V ∗〈f, g〉V = (f, g)H
for f ∈ H and g ∈ V . Under these settings, we obtain
V ∗〈−∆f, g〉V = (−∆f, g)H = (f, g)L2(D) = H1(D)∗〈f, g〉H1(D)
for f ∈ H1,zm(D) and g ∈ V , which indicates that −∆ can be extended to a bounded
operator from H to V ∗. Furthermore, we obtain
V ∗〈−∆f, g〉V = −(u,∇g)L2(D)d
for g ∈ H10 (D) and f ∈ C∞(D)∩H such that f = div u−(div u, 1)L2(D) with u ∈ C∞(D)d,
where C∞(D)d is the d-fold direct product of C∞(D). Since we have −∆f = −∆div u,
we finally obtain
V ∗〈−∆div u, g〉V = −(u,∇g)L2(D)d (3.6)
for g ∈ H10 (D) and u ∈ C∞(D)d. We can therefore regard the map u 7→ −∆div u as a
bounded operator from L2(D)d to V ∗ and the identity (3.6) is still valid for u ∈ L2(D)d
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Noting these facts, let us introduce the nonlinear fourth order differential operator Af :
V → V ∗ by
Af(h) := −∆div ((∇σ)(∇h+∇f)) , h ∈ V
for a given f ∈ H10 (D). We recall that the surface tension σ : Rd → R is C1-class and it
satisfies
c−|u− v|2 ≤ (∇σ(u)−∇σ(v)) · (u− v) ≤ c+|u− v|2, u, v ∈ Rd (3.7)
with c± appearing in Assumption 2.2; see [7].
Definition 3.2. A function h = h(t, θ) is called the solution of (1.4) with initial data
h0 ∈ H1(D)∗ if there exists a function f ∈ H10 (D) with
〈h0, 1〉 = 〈f, 1〉 (3.8)
such that the function hf := h− f satisfies the following three conditions:
(1) hf : [0, T ]→ V ∗ is absolutely continuous and
hf ∈ C([0, T ], H) ∩ L2([0, T ], V ) ∩W 1,2([0, T ], V ∗).
(2) hf(0) = h0 − f.
(3) hf satisfies
d
dt
hf = Af(hf (t))
in V ∗ for almost every t ∈ [0, T ].
Remark 3.1. (1) We adopt the weak formulation for (1.4). For the solution h of (1.4),
the choice of V corresponds to the Dirichlet boundary condition of h. Furthermore,
div ((∇σ)(∇h)) is formally given by G∂h/∂t, and therefore div ((∇σ)(∇h+∇f))
should satisfy the Neumann boundary condition.
(2) The third condition is equivalent to
hf (t) = hf (0) +
∫ t
0
Af (hf(s)) ds
in V ∗ for almost every t ∈ [0, T ]. The above indicates that a solution h itself
satisfies
h(t)− f = h(0)− f +
∫ t
0
A(h(s)) ds
in V ∗. Here, A is the nonlinear fourth order differential operator defined by
A(h) := −∆div ((∇σ)(∇h)) ,
which is appearing in the right hand side of (1.4).
The first aim of this section is to show the existence and uniqueness for our equation.
Theorem 3.3. For every initial data h0 ∈ H1(D)∗, there exists a unique solution of
(1.4).
In order to apply a general theory of nonlinear partial differential equations, let us
prepare the following lemma:
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Lemma 3.4. For every f ∈ H10(D), the nonlinear operator Af : V → V ∗ satisfies the
following:
(1) Af is monotone, that is,
V ∗〈Af (h1)− Af(h2), h1 − h2〉V ≤ 0, h1, h2 ∈ V.
holds.
(2) Af is demicontinuous, that is, the map Af : V → V ∗ is continuous under the weak
topology of V ∗.
(3) There exist constants C1, C2, C3 > 0 such that
V ∗〈Af(h), h〉V ≤ −C1‖h‖2V + C2, h ∈ V, (3.9)
‖Af(h)‖V ∗ ≤ C3(‖h‖V + 1), h ∈ V (3.10)
holds.
Proof. Using (3.6), we obtain
V ∗〈Af(h), g〉V = −((∇σ)(∇h+∇f),∇g)L2(D)d (3.11)
for h, g ∈ V , and also obtain
V ∗〈Af (h1)− Af(h2), g〉V
= −((∇σ)(∇h1 +∇f)− (∇σ)(∇h2 +∇f),∇g)L2(D)d (3.12)
for h1, h2, g ∈ V . It is easy to see (1), by applying (3.12) with g = h1 − h2 and using the
convexity of σ, see (3.7). We can also obtain (2), since we have
|V ∗〈Af(h1)−Af (h2), g〉V |
≤ c+‖∇h1 −∇h2‖L2(D)d‖∇g‖L2(D)d , h1, h2, g ∈ V
from (3.7) and (3.12) again. Moreover, we obtain (3.10) of (3), because the relationship
(3.11) implies
‖Af (h)‖V ∗ ≤ ‖(∇σ)(∇h+∇f)‖L2(D)d ≤ c+‖h‖V + c+‖∇f‖L2(D)d
for h ∈ V .
As the final step, we shall show (3.9) of (3). Using (3.11), we obtain
V ∗〈Af(h), h〉V = −((∇σ)(∇h+∇f),∇h+∇f)L2(D)d
+ ((∇σ)(∇h+∇f),∇f)L2(D)d
≤ −c−‖∇h+∇f‖2L2(D)d + c+‖∇h +∇f‖L2(D)d‖∇f‖L2(D)d
≤ −1
2
c−‖∇h‖2L2(D)d + (c+ + c−)‖∇f‖2L2(D)d
+ c+‖∇h‖L2(D)d‖∇f‖L2(D)d
from (3.7). Here, noting
‖∇h‖L2(D)d‖∇f‖L2(D)d ≤
c−
4c+
‖∇h‖2L2(D)d +
c+
c−
‖∇f‖2L2(D)d ,
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we obtain
V ∗〈Af(h), h〉V ≤ −1
4
c−‖∇h‖2L2(D)d +
(
c2+
c−
+ c+ + c−
)
‖∇f‖2L2(D)d .
Since we have
‖h‖2V ≤ (1 + cD)‖∇h‖2L2(D)d
from (3.3), we conclude the desired bound (3.9). 
Proof of Theorem 3.3. Using Theorem 4.10 of [1] and Lemma 3.4, for every initial data
h0 ∈ H1(D)∗ and every auxiliary function f ∈ H10 (D) satisfying (3.8), we obtain the
existence and uniqueness of hf satisfying conditions (1)-(3) in Definition 3.2. Especially,
this shows the existence of the solution of (1.4) in the sense of Definition 3.2.
Let us show the uniqueness of of the solution of (1.4) in the sense of Definition 3.2.
Take a two solution h(1) and h(2) with a common initial data h0, and let f1 and f2 be
auxiliary functions associated to h(1) and h(2), respectively. Noting
Af1(h) = Af2(h− f2 + f1), h ∈ V,
h(2) − f1 = h(2) − f2 + f2 − f1 satisfies conditions (1)-(3) in Definition 3.2 with f1. The
uniqueness of hf for given f implies h
(2) − f1 = h(1) − f1, which shows h(1) = h(2). 
We can also obtain the following by a similar argument to the proof of Theorem 3.3.
Proposition 3.5. If h(t) is the solution of (1.4) with initial data h0, then hf = h − f
satisfies conditions (1)-(3) in Definition 3.2 for every f ∈ H10 (D) with (3.8). In other
words, we can choose an auxiliary function f ∈ H10 (D) arbitrarily as long as it satisfies
(3.8).
3.3. Regularization for the macroscopic equation. We shall introduce the regu-
larization of σ and the coefficient of the corresponding partial differential equation (1.4),
which plays a key role in the proof of Theorem 2.1. Note that such regularization becomes
unnecessary once one can show C2-regularity of σ, which remains open at present.
Let ρ ∈ C∞0 (Rd) be a non-negative and symmetric function such that its support is in
{u ∈ Rd; |u| < 1} and ∫
Rd
ρ(u) du = 1. For 0 < δ ≤ 1, we define ρδ by
ρδ = δ
−dρ(δ−1u), u ∈ Rd
and the regularized surface tension σδ by the mollification of σ:
σδ(u) = σ ∗ ρδ(u), u ∈ Rd.
Note that the regularized surface tension σδ again satisfies the bound (3.7), that is,
c−|u− v|2 ≤ (∇σδ(u)−∇σδ(v)) · (u− v) ≤ c+|u− v|2, u, v ∈ Rd (3.13)
holds for every 0 < δ ≤ 1. Moreover, since ∇σ is Lipschitz continuous, σδ approximates
σ in the following sense:∣∣∇σδ(u)−∇σ(u))∣∣ ≤ c+δ, u ∈ Rd, δ > 0. (3.14)
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Using σδ defined above, let us consider the nonlinear fourth order differential equation

∂
∂t
hδ(t, θ) = −∆div
{
(∇σδ)(∇h(t, θ))
}
, θ ∈ D, t > 0
hδ(t, θ) = 0, θ ∈ Dc, t > 0.
(3.15)
The equation (3.15) can be formulated in a similar way to Definition 3.2, and the solution
of (3.15) exists uniquely. Note that the proof is quite parallel with that of Theorem 3.3
since we have (3.13). Furthermore, we get the following proposition, which tells us that
the solution of (1.4) can be approximated by the solution of (3.15).
Proposition 3.6. Let h and hδ be the solutions of (1.4) and (3.15), respectively. If their
initial data are common, we have
lim
δ→0
‖h(t)− hδ(t)‖H1(D)∗ = 0.
Proof. Let h0 ∈ H1(D)∗ be the initial data of h and hδ. We take f ∈ H10 (D) satisfying
〈f, 1〉 = 〈h0, 1〉. By Definition 3.2 and Proposition 3.5, we obtain
‖hδ(t)− f‖2H = ‖h0 − f‖2H
− 2
∫ t
0
(∇σδ(∇hδ(s))−∇σδ(∇f),∇hδ(s)−∇f)L2(D)d ds
− 2
∫ t
0
(∇σδ(∇f),∇hδ(s)−∇f)L2(D)d ds
≤ ‖h0 − f‖2H − 2c−
∫ t
0
∥∥∇hδ(s)−∇f∥∥2
L2(D)d
ds
+ 2
∫ t
0
‖∇σδ(∇f)‖L2(D)d‖∇hδ(s)−∇f‖L2(D)d ds
≤ ‖h0 − f‖2H − c−
∫ t
0
∥∥∇hδ(s)−∇f∥∥2
L2(D)d
ds
+ c−1−
∫ t
0
‖∇σδ(∇f)‖2L2(D)d ds
from (3.11) with g = hδ − f and σ replaced by σδ and (3.13). This shows
sup
δ>0
∫ t
0
‖hδ(s)‖2H1(D) ds <∞. (3.16)
By a similar calculation, we obtain
‖h(t)− hδ(t)‖2H
= −2
∫ t
0
(∇σ(∇h(s) +∇f)−∇σ(∇hδ(s) +∇f),∇h(s)−∇hδ(s))L2(D)d ds
− 2
∫ t
0
(∇σ(∇hδ(s) +∇f)−∇σδ(∇hδ(s) +∇f),∇h(s)−∇hδ(s))L2(D)d ds
≤ 2
∫ t
0
c+δ
∫
D
|∇h(s, θ)−∇hδ(s, θ)| dθ ds.
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Note that we have used (3.14) in the last inequality. Combining the above with (3.16)
and h− f ∈ L2([0, T ], V ), we get the conclusion. 
We can show the following proposition by a similar argument to the proof of Proposi-
tion 3.6 noting Lemma 3.4-(1).
Proposition 3.7. Let h and hˆ be two solutions of (1.4). We then have
‖h(t)− hˆ(t)‖H ≤ ‖h(0)− hˆ(0)‖H, t ≥ 0.
3.4. The discretization for the macroscopic equation. In order to introduce the
discretized equation corresponding to the regularized macroscopic equation (3.15), let us
introduce several notations. We define the finite difference operators by
∇Ni f(θ) = N(f(θ + ei/N)− f(θ)),
∇N,∗i f(θ) = −N(f(θ)− f(θ − ei/N)),
∇Nf(θ) = (∇N1 f(θ), . . . ,∇Nd f(θ)),
divN g(θ) = −
d∑
i=1
∇N,∗i gi(θ)
for f : Rd → R, g = (gi)1≤i≤d : Rd → Rd, 1 ≤ i ≤ d and θ ∈ Rd, where ei ∈ Zd is the i-th
unit vector given by (ei)j = δij for 1 ≤ i, j ≤ d. We also define the discretized Laplacian
with the Neumann boundary condition by
∆Nf(θ) = N
d∑
i=1
(
∇Ni f(θ)1θ∈D˜N1θ+ei/N∈D˜N
−∇Ni f(θ − ei/N)1θ∈D˜N1θ−ei/N∈D˜N
)
for f : Rd → R, where the domain D˜N is defined by
D˜N =
⋃
x∈DN
B(x/N, 1/N).
Note that indicator functions appearing above are corresponding to the range of y’s where
the sum (2.4) is taken. With these notations the discretized PDE for (3.15) reads a system
of ordinary differential equations for h¯N,δ(t, θ):

∂
∂t
h¯N,δ(t, θ) = −∆NkN,δ
kN,δ = AN,δ(h¯N,δ(t))(θ)
:= divN
{
(∇σδ)(∇N h¯N,δ(t))}(θ), θ ∈ D˜N ,
h¯N,δ(t, θ) = 0, θ 6∈ D˜N .
(3.17)
We recall that σδ ∈ C∞(Rd) and it satisfies (3.13). The equation (3.17) will be solved
with the initial data given by
h¯N0 (θ) = N
d
∫
B(x/N,1/N)
h0(θ
′) dθ′, θ ∈ B(x/N, 1/N) for some x ∈ Zd, (3.18)
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where h0 ∈ L2(Rd). Since the initial data hN0 is a step function, the solution h¯N (t, θ) is
also a step function, that is,
h¯N,δ(t, θ) = h¯N,δ(t, x/N), θ ∈ B(x/N, 1/N), x ∈ Zd.
3.5. The discrete analog of the space H. We shall analogously define the discrete
version of the Hilbert space H introduced in Section 3.1. For a step function fN : Rd → R
with mesh size 1/N , that is, fN having the following representation
fN(θ) =
∑
x∈Zd
N−1ψN(x)1B(x/N,1/N)(θ) (3.19)
with ψN ∈ RZd such that ψN(x) = 0 for x ∈ Zd rDN , we define ‖fN‖−1,N by
‖fN‖2−1,N = N−d−4
∑
x∈DN
(ψN(x)− 〈ψN〉)(−∆DN )−1(ψN(x)− 〈ψN〉)
+N−2d−2〈ψN〉2,
where
〈ψN〉 = N−d
∑
x∈DN
ψN(x).
Note that the inverse of the Laplacian (−∆DN )−1 can be defined as the linear operator
from
AN =
{
φ ∈ RDN ;
∑
x∈DN
φ(x) = 0
}
to itself, by regarding −∆DN as a bijection from AN to itself. It is verified by the
summation-by-parts formula for −∆DN as follows:∑
x∈DN
(−∆DN )ψ(x)φ(x)
=
1
2
∑
x∈DN
∑
y∈DN ;|x−y|=1
(ψ(y)− ψ(x)) (φ(y)− φ(x))
=
d∑
i=1
∑
x∈DN∩(DN−ei)
(ψ(x+ ei)− ψ(x)) (φ(x+ ei)− φ(x)) (3.20)
holds for every φ, ψ ∈ RDN .
Under these settings, for ψN ∈ AN , ζN := (−∆DN )−1ψN is defined only on DN . Let us
extend ξN to outside of DN for convenience. We define ∂iDN by
∂iDN = {x ∈ Zd rDN ; distZd(x,DN) = i}, i ≥ 1,
where distZd is the graph distance on Z
d. We define the value of ξ on ∂iDN inductively,
by
ζN(x) = (#{y ∈ DN ; |x− y| = 1 })−1
∑
y∈DN ;|x−y|=1
ζN(y)
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for x ∈ ∂1DN and
ζN(x) = (#{y ∈ ∂i−1DN ; |x− y| = 1 })−1
∑
y∈∂i−1DN ;|x−y|=1
ζN(y)
for x ∈ ∂iDN . Let us take K > 0 independent of N such that
D ⊂
⋃
x∈DN∪
⋃K
i=1 ∂iDN
B(x/N, 1/N).
Extending ζN to DN ∪
⋃K+1
i=1 ∂iDN , we can introduce the macroscopic function g
N on D
by
GNf
N(θ) =
∑
x∈DN∪
⋃K
i=1 ∂iDN
N−1ζN(x)1B(x/N,1/N)(θ), θ ∈ D. (3.21)
We note that kN,δ in the equation (3.17) can be extended to the function on D by the
same way. We also note that we can choose a constant C > 0 independent of N such that∑
x∈DN∪
⋃K
i=1 ∂iDN
∑
y∈Zd:|x−y|=1
(ζN(x)− ζN(y))2
≤ C
∑
x∈DN
∑
y∈DN :|x−y|=1
(ζN(x)− ζN(y))2, (3.22)
by Assumption 2.1.
As a preparation for calculations, we shall show the following proposition, which means
that ‖fN‖−1,N dominates ‖fN‖H1(D)∗ if fN is a step function.
Proposition 3.8. There exists a constant C > 0 independent of N such that
‖fN‖H1(D)∗ ≤ C‖fN‖−1,N (3.23)
holds for every step function fN with mesh size 1/N satisfying 〈fN , 1〉 = 0 and fN(x/N) =
0 for x ∈ Zd rDN .
Before starting the proof of Proposition 3.8, we prepare a small lemma.
Lemma 3.9. For ψ ∈ AN and φ ∈ RDN , we have∑
x∈DN
ψ(x)φ(x)
=
1
2
∑
x∈DN
∑
y∈DN ;|x−y|=1
(
(−∆DN )−1ψ(y)− (−∆DN )−1ψ(x)
)
(φ(y)− φ(x)).
Especially, we have
‖fN‖2−1,N
=
1
2
N−d−4
∑
x∈DN
∑
y∈DN ;|x−y|=1
(
(−∆DN )−1ψ(y)− (−∆DN )−1ψ(x)
)2
for every the step function fN represented by (3.19) with ψ ∈ AN .
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Proof. Take ψ ∈ AN and φ ∈ RDN . By definition of (−∆DN )−1, we obtain∑
x∈DN
ψ(x)φ(x) =
∑
x∈DN
(
(−∆DN )(−∆DN )−1ψ
)
(x)φ(x)
=
1
2
∑
x∈DN
∑
y∈DN ;|x−y|=1
(
(−∆DN )−1ψ(y)− (−∆DN )−1ψ(x)
)
× (φ(y)− φ(x))
which shows the conclusion. Here, we have used the summation-by-parts formula (3.20).

Proof of Proposition 3.8. We take ψN satisfying (3.19). We also take a function J ∈
C∞(D) arbitrarily. Since fN(x/N) = 0 holds for x ∈ Zd rDN , we have
〈fN , J〉 =
∑
x∈DN
∫
B(x/N,1/N)
fN(θ)J(θ) dθ
by the definition of 〈·, ·〉. Letting
ξN(x) = Nd+1
∫
B(x/N,1/N)
J(θ) dθ, x ∈ Zd,
we then obtain
〈fN , J〉 = N−d−2
∑
x∈DN
∑
y∈DN ;|x−y|=1
(
(−∆DN )−1ψN(y)− (−∆DN )−1ψN (x)
)
× (ξN(y)− ξN(x))
from Lemma 3.9. Using the Schwarz inequality and Lemma 3.9, we get
∣∣〈fN , J〉∣∣ ≤ ‖fN‖−1,N

N−d ∑
x∈DN
∑
y∈DN ;|x−y|=1
(
ξN(y)− ξN(x))2


1/2
=: ‖fN‖−1,NI(ξN)1/2. (3.24)
Since we have ⋃
x∈DN
⋃
y∈DN ;|x−y|≤1
B(y/N, 1/N) ⊂ D
by the definition of DN and we have
(
ξN(x± ei)− ξN(x)
)2 ≤ Nd+1 ∫
B(x/N,1/N)
∫ 1/N
0
(
∂J
∂θi
(θ +±tei)
)2
dt dθ
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for every x ∈ DN and 1 ≤ i ≤ d, we obtain
I(ξN) ≤ N
∑
x∈DN
d∑
i=1
∫
B(x/N,1/N)
∫ 1/N
0
(
∂J
∂θi
(θ + tei)
)2
dt dθ
+N
∑
x∈DN
d∑
i=1
∫
B(x/N,1/N)
∫ 1/N
0
(
∂J
∂θi
(θ − tei)
)2
dt dθ
≤ 2‖∇J‖2L2(D)d .
Combining the above with (3.24), we obtain∣∣〈fN , J〉∣∣ ≤ √2‖fN‖−1,N‖J‖H1(D).
The above implies the conclusion, since C∞(D) is dense in H1(D). 
Furthermore, the norm ‖ · ‖−1,N converges to ‖ · ‖H in the following sense:
Proposition 3.10. For N ≥ 1, let fN be a step function represented by (3.19). If the
sequence {fN} satisfies
sup
N≥1
‖fN‖L2(D) <∞ (3.25)
and
lim
N→∞
‖fN − f‖H = 0 (3.26)
for some f ∈ H, we then have
lim
N→∞
‖fN‖−1,N = ‖f‖H.
Proof. We first obtain
‖fN‖2−1,N = N−d−4
∑
x∈DN
ψN(x)(−∆DN )−1ψN(x)
= (fN , GNf
N)L2(D)
by the definition of ‖ · ‖−1,N , where ψN is determined by (3.19). Here, we have used
ψN(x) = 0 for every x ∈ Zd rDN at the last identity. Since we also have
‖f‖2H = 〈f,Gf〉,
we therefore obtain
‖fN‖2−1,N − ‖f‖2H = (fN , GNfN)L2(D) − (fN , Gf)L2(D)
+ 〈fN , Gf〉 − 〈f,Gf〉.
Since we have
lim
N→∞
(〈fN , Gf〉 − 〈f,Gf〉) = 0
from (3.26), it is sufficient for our goal to show
lim
N→∞
(
(fN , gN)L2(D) − (fN , Gf)L2(D)
)
= 0. (3.27)
Furthermore, once we have
lim
N→∞
‖GNfN −Gf‖L2(D) = 0, (3.28)
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we immediately obtain (3.27) by (3.25).
Let us show (3.28). We take J ∈ C∞(D) arbitrarily and define ξN and JN by
ξN(x) = Nd+1
∫
B(x/N,1/N)
J(θ′) dθ
for x ∈ Zd such that B(x/N, 1/N) ⊂ D, and JN is defined by
JN(θ) = Nd
∫
B(x/N,1/N)
J(θ′) dθ′
for θ ∈ B(x/N, 1/N) with x ∈ Zd such that B(x/N, 1/N) ⊂ D, respectively. We note
that Lemma 3.9 implies∫
D
fN(θ)J(θ) dθ
=
d∑
i=1
∫
D˜N
∇Ni GNfN(θ)∇Ni JN(θ)dθ
−N−d−4
d∑
i=1
∑
x∈DN∩(DN−ei)∁
(ζN(x+ ei)− ζN(x))(ξN(x+ ei)− ξN(x)), (3.29)
where ζN is the extension of (−∆DN )−1ψN , see the beginning of this subsection.
Using (3.22) and Lemma 3.9, we can choose a subsequence {N ′} such that
GNf
N → g¯ strongly in L2(D),
∇N ′i GNfN → hi weakly in L2(D)
as N ′ → ∞ for some g¯, hi ∈ L2(D). Replacing N by N ′ at (3.29) and taking the limit
N ′ →∞ at the both sides of (3.29), we obtain∫
D
f(θ)J(θ) dθ =
d∑
i=1
∫
D
hi(θ)∇iJ(θ)dθ.
Since the limit point g¯ satisfies ∫
D
g¯(θ) dθ = 0
and ∇ig¯ = hi for every 1 ≤ i ≤ d, we conclude that every limit point g¯ satisfies (3.1) and
(3.2). Because the solution of the elliptic equation (3.1) and (3.2) exists uniquely, the
sequence {GNfN} itself need to converge to g¯ = Gf in L2(D). 
3.6. A priori bound for the discretized equation. Let us establish a priori bound
of the solution h¯N,δ of (3.17). To do so, we introduce an auxiliary function similarly to
Definition 3.2. Let us take the function g ∈ C∞0 (D) which satisfies the following:
(1) g(x) ≥ 0 holds for every x ∈ D.
(2)
∫
D
g(θ) dθ = 1.
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We can then take N0 ≥ 1 large enough such that supp g ⊂ D˜N for every N ≥ N0. Let us
establish a priori bound for h¯N with N ≥ N0.
Using g introduced above, we define ζN by
ζN(x) = Nd+1
∫
B(x/N,1/N)
g(θ)dθ, x ∈ Zd
and gN by
gN(θ) =
∑
x∈Zd
N−1ζN(x)1B(x/N,1/N)(θ), θ ∈ Rd.
We then have the following bound:
sup
N≥1
sup
1≤i,j≤d
{∥∥gN∥∥
∞
+
∥∥∇Ni gN∥∥∞ + ∥∥∇Ni ∇Nj gN∥∥∞
}
≤ cg, (3.30)
where cg is the constant defined by
cg = sup
1≤i,j≤d
{
‖g‖∞ +
∥∥∥∥ ∂g∂θi
∥∥∥∥
∞
+
∥∥∥∥ ∂2g∂θiθj
∥∥∥∥
∞
+ 1
}
.
Using ζN and gN introduced above, we define ψN and fN by
ψN(x) = vζN(x), x ∈ Zd (3.31)
and
fN(x) = vgN(θ), θ ∈ Rd (3.32)
respectively, where v is the “volume” of h0, that is,
v =
∫
D
h¯N0 (θ) dθ = 〈h0, 1〉
for the initial datum h¯N0 for (3.17). Note that the right hand side of the above does not
depend on the choice of δ. We then have that sequences {ψN} and {fN} satisfy following
properties:
(1) For every N and x ∈ Zd rDN , ψN(x) = fN(x/N) = 0 holds.
(2) For every N , the relationship∑
x∈DN
ψN(x) = N
∫
D
fN(θ) dθ
holds.
(3) The following bounds hold:
sup
N≥1
sup
1≤i,j≤d
{∥∥fN∥∥
∞
+
∥∥∇Ni fN∥∥∞ + ∥∥∇Ni ∇Nj fN∥∥∞
}
≤ cg|v|. (3.33)
Proposition 3.11. There exist constants C1, C2 > 0 independent of N, δ such that
‖h¯N,δ(t)‖2−1,N +N−d
∫ t
0
‖∇N h¯N,δ(s)‖2L2(D)d ds ≤ C1‖hN,δ(0)‖2−1,N + C2(1 + t)
holds for every t ≥ 0.
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Proof. Differentiating ‖h¯N,δ(t)− fN‖2−1,N in t, we obtain
d
dt
‖h¯N,δ(t)− fN‖2−1,N = −2N−d
∑
x∈DN
∇N h¯N,δ(t, x/N) · ∇σδ(∇N h¯N,δ(t, x/N))
+ 2N−d
∑
x∈DN
∇NfN(x/N) · ∇σδ(∇N h¯N,δ(t, x/N))
≤ −2c−N−d
∑
x∈DN
∣∣∇N h¯N,δ(t, x/N)∣∣2
+ 2N−d
∑
x∈DN
∇NfN(x/N) · ∇σδ(∇N h¯N,δ(t, x/N)), (3.34)
where DN is defined by
DN = {x ∈ Zd; there exists y ∈ DN such that |x− y| ≤ 1}.
Here, we have used the summation-by-parts formula∑
x∈DN
α(x/N) divN β(x/N) = −
∑
x∈DN
∇Nα(x/N) · β(x/N), (3.35)
where α : Rd → R and β = (βi)di=1 : Rd → Rd are arbitrary functions such that α
and βi (1 ≤ i ≤ d) are step functions with mesh size 1/N and α(x/N) = 0 for every
x ∈ Zd rDN .
The second term in the right hand side can be estimated in the following way:∣∣∣∣∣N−d
∑
x∈DN
∇NfN(x/N) · ∇σδ(∇N h¯N,δ(t, x/N))
∣∣∣∣∣
≤ 1
2
c−N
d
∑
x∈DN
∣∣∇N h¯N,δ(t, x/N)∣∣2 + CN−d|v|∣∣∣DN ∣∣∣,
with a constant C > 0 independent of N . We have used the properties of fN stated at
the beginning of this subsection. Plugging the above into (3.34) and integrating in t, we
obtain
‖h¯N,δ(T )− fN‖2−1,N ≤ ‖h¯N,δ(0)− fN‖2−1,N
− 1
2
c−
∫ T
0
‖∇N h¯N,δ(t)‖2L2(D)d dt+ CN−d|v|
∣∣∣DN ∣∣∣T
for every T > 0, which implies the desired estimate, since ‖fN‖−1,N is bounded uniformly
in N . 
We can improve the bound for ∇N h¯N,δ if the initial datum is smooth enough.
Proposition 3.12. We assume that
h0 ∈ C∞0 (D). (3.36)
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We then have the following uniform bound:
sup
N
sup
0≤t≤T
‖∇N h¯N,δ(t)‖2L2(D)d <∞
for every T > 0.
Proof. Differentiating
∑
x∈DN
σδ(∇N h¯N,δ(t, x/N)) in t, we have
∂
∂t
∑
x∈DN
σδ(∇N h¯N,δ(t, x/N))
=
∑
x∈DN
∇σδ(∇N h¯N,δ(t, x/N))∇N ∂
∂t
h¯N,δ(t, x/N)
=
∑
x∈DN
divN ∇σδ(∇N h¯N,δ(t, x/N)) ∂
∂t
h¯N,δ(t, x/N)
=
∑
x∈DN
kN,δ(t, x/N)∆Nk
N,δ(t, x/N). (3.37)
Here, we have used (3.8) in [10], since
∂h¯N
∂t
(t, x/N) = 0, x ∈ D∁N
holds. Since −∆N is non-negative definite, we obtain that the right hand side is non-
positive. Dropping the right hand side and integrating in t, we have∑
x∈DN
σδ(∇N h¯N,δ(t, x/N)) ≤
∑
x∈DN
σδ(∇N h¯N,δ(0, x/N)),
which indicate the conclusion, since the function σ satisfies (3.7). 
Let us establish the bound for kN in (3.17), in order to apply the argument in Section 3.3
of [10].
Proposition 3.13. We assume (3.36). We then have the following bound:
sup
N
{
sup
0≤t≤T
∥∥∥∥∂h¯N,δ∂t
∥∥∥∥
2
−1,N
+
∫ T
0
∥∥∥∥∇N ∂h¯N,δ∂t
∥∥∥∥
2
L2(D)d
dt
}
<∞.
Proof. Noting
∂2h¯N,δ
∂t2
(t, x/N) =
d∑
i,j=1
∆N∇N,∗i
{
∂2σδ
∂ui∂uj
(∇N h¯N,δ)∇Nj
∂h¯N,δ(t)
∂t
}
and ∑
x∈DN
∂h¯N,δ
∂t
(t, x/N) = 0,
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we have
d
dt
∥∥∥∥∂h¯N,δ∂t
∥∥∥∥
2
−1,N
= −2N−d
d∑
i,j=1
∑
x∈DN
∇Ni
∂h¯N,δ
∂t
(t, x/N)
∂2σ
∂ui∂uj
(∇N h¯N,δ)∇Nj
∂h¯N,δ(t)
∂t
≤ −2c−N−d
d∑
i=1
∑
x∈DN
(
∇Ni
∂h¯N,δ
∂t
(t, x/N)
)2
by performing the summation-by-parts several times. Integrating the both sides in t, we
obtain the conclusion. 
Remark 3.2. By the definition of kN,δ, we have∥∥∥∥∂h¯N,δ∂t
∥∥∥∥
2
−1,N
= N−d
∑
x∈DN
kN,δ(t, x/N)(−∆NkN,δ)(t, x/N).
We therefore obtain
sup
N
sup
0≤t≤T
N−d
∑
x∈DN
kN,δ(t, x/N)(−∆NkN,δ)(t, x/N) <∞. (3.38)
by Proposition 3.13.
Remark 3.3. We need the smoothness of σδ in order to obtain the uniform bound in N
for
N−d
∑
x∈DN
kN,δ(0, x/N)(−∆NkN,δ)(0, x/N),
even if h0 is smooth, for example, h0 ∈ C∞0 (D). We have C1-regularity of σ and the
Lipschitz continuity of ∇σ, but such regularity is less than that we need. It is the reason
why we consider the equation (3.17) with smooth σδ instead of the original surface tension
σ.
As a direct consequence of Proposition 3.13, we have the following result.
Corollary 3.14. We assume (3.36). There exists a constant C > 0 independent of N
such that
sup
N
∥∥h¯N,δ(t1)− h¯N,δ(t2)∥∥2−1,N ≤ C|t1 − t2|
holds for every 0 ≤ t1, t2 ≤ T .
3.7. Uniform L2-bound for kN,δ. In this subsection, let us establish the uniform L2-
bound for kN,δ. Noting (3.38), we can obtain the desired bound once we show the following:
Proposition 3.15. Under the assumption (3.36), we obtain
sup
N
sup
0≤t≤T
∣∣〈kN,δ(t)〉∣∣ <∞ (3.39)
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for every T > 0, where
〈kN,δ(t)〉 = N−d
∑
x∈DN
kN,δ(t, x/N).
In order to prove the above, we shall use the same argument as in Section 3.3 of [10] and
reduce our problem to that for solutions of elliptic equations whose main term is linear.
Repeating the argument in in Section 3.3 of [10], we have the following decomposition for
∇σ:
∇σ(u) = A(u)u+ a(u), (3.40)
where A(u) = (Aij(u)) is the d× d diagonal matrix for every u ∈ Rd and a(u) = (ai(u)) :
R
d → Rd. We remark that the matrix A(u) satisfies
c−I ≤ A(u) ≤ c+I (3.41)
uniformly in u, where I is the d× d identity matrix and c± is same as in Assumption 2.2.
Furthermore, we also remark that the vector a satisfies
sup
1≤i≤d
sup
u∈Rd
|ai(u)| ≤ Ca
with some constant Ca > 0. By (3.40) and the definition of σ
δ, we also obtain the
decomposition for ∇σδ as follows:
∇σδ(u) = Aδ(u)u+ aδ(u),
where
Aδij(u) = Aij ∗ ρδ(u), 1 ≤ i, j ≤ d
and
aδi (u) = aij ∗ ρδ(u) +
∫
Rd
Aii(u− v)viρδ(v) dv, 1 ≤ i ≤ d.
We note that Aδ is diagonal and satisfies (3.41) again, and that aδ satisfies
sup
δ>0
sup
1≤i≤d
sup
u∈Rd
|aδi (u)| < C ′a
with some constant C ′a > 0. Putting
AN,δ(t, θ) = Aδ(∇N h¯N,δ(t, θ)),
aN,δ(t, θ) = aδ(∇N h¯N,δ(t, θ)),
we see that h¯N,δ(t) satisfies
kN,δ(t) = divN
(
AN,δ(t)∇N h¯N,δ(t)))+ divN aN,δ(t), t ≥ 0. (3.42)
Let us regard (3.42) as the elliptic equation for given AN,δ(t), aN,δ(t) and kN,δ, which has
a unique solution. Since the main term of (3.42) is linear, we can use the principle of
superposition. For t > 0, let h¯N,δ1 (t) be the unique solution of
k˜N,δ(t) = divN
(
AN,δ(t)∇N h¯N,δ1 (t))
)
+ divN a
N,δ(t) (3.43)
with the Dirichlet boundary condition
h¯N,δ1 (t, x/N) = 0, x ∈ Zd rDN ,
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where u˜N,δ(t) is defined by
k˜N,δ(t) := kN,δ(t)− 〈kN,δ(t)〉.
Furthermore, we let h¯N,δ2 (t) be the unique solution of
〈kN,δ(t)〉 = divN
(
AN,δ(t)∇N h¯N,δ2 (t))
)
(3.44)
with the Dirichlet boundary condition similarly to h¯N,δ1 . Note that the original h¯
N,δ(t)
can be expressed as
h¯N,δ(t) = h¯N,δ1 (t) + h¯
N,δ
2 (t). (3.45)
We will establish (3.39) via the bounds for h¯N,δ(t), h¯N,δ1 (t) and h¯
N,δ
2 (t). Let us take δ > 0
arbitrarily and we sometimes omit the parameter δ throughout this subsection in order
to keep notations simple.
We shall at first show the bound for h¯N1 .
Proposition 3.16. There exist constants C1, C2 > 0 independent of N and t such that
‖∇N h¯N1 (t)‖2L2(D)d + ‖h¯N1 (t)‖2L2(D) ≤ C1‖k˜N,δ(t)‖2L2(D) + C2
holds for every t ≥ 0.
Proof. Multiplying the both side of (3.43) by h¯N1 (t) and taking the sum over DN , we have∑
x∈DN
k˜N,δ(t, x/N)h¯N1 (t, x/N) =
∑
x∈DN
h¯N1 (t, x/N) divN
(
AN(t)∇N h¯N1 (t))
)
(x/N)
+
∑
x∈DN
h¯N1 (t, x/N) divN a
N(t)(x/N).
Dividing the both side by Nd and performing the summation-by-parts, we obtain
N−d
∑
x∈DN
k˜N,δ(t, x/N)h¯N1 (t, x/N)
= N−d
∑
x∈DN
∇N h¯N1 (t, x/N) · AN (t)∇N h¯N1 (t, x/N)
+N−d
∑
x∈DN
∇h¯N1 (t, x/N)aN (t, x/N)
≤ −1
2
c−
∑
x∈DN
∣∣∇N h¯N1 (t, x/N)∣∣2 + 8Cac− Nd|DN |.
We have used (3.41) and h¯N1 (t, x/N) = 0 for x ∈ Zd rDN . Using the Poincare´ inequality
‖h¯N1 (t)‖2L2(D) ≤ C‖∇N h¯N1 (t)‖2L2(D)d (3.46)
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with a constant C > 0 independent in N , we have
1
2
c−‖∇N h¯N1 (t)‖2L2(D)d
≤ 2γ‖k˜N,δ(t)‖2L2(D) + 2γ−1‖h¯N1 (t)‖2L2(D) +
8Ca
c−
Nd|DN |
≤ 2γ‖k˜N,δ(t)‖2L2(D) + 2γ−1C‖∇h¯N1 (t)‖2L2(D)d +
8Ca
c−
Nd|DN |
for every γ > 0. Choosing γ = 4C/c−, we conclude
1
4
c−‖∇N h¯N1 (t)‖2L2(D)d ≤
8C
c−
‖k˜N,δ(t)‖2L2(D) +
8Ca
c−
Nd|DN |.
Applying the Poincare´ inequality (3.46) to the above, we also obtain the bound for
‖h¯N1 (t)‖2L2 . 
Since we now have the nice bounds for h¯N1 (t) and h¯
N (t), we have one for h¯N2 (t) also.
We shall show the following proposition which says that the bound for h¯N2 (t) implies the
bound for 〈kN,δ(t)〉.
Proposition 3.17. For α ∈ R, let h¯N2,α(t) be the solution of
α = divN
(
AN(t)∇N h¯N2,α(t))
)
(3.47)
with the Dirichlet boundary condition. We then have
α2 ≤ C‖∇N h¯N2,α‖2L2(D)d . (3.48)
with a constant C > 0 independent of N, t and α.
Proof. Multiplying (3.47) by hN2,α and taking sum over DN , we have
αN−d
∑
x∈DN
h¯N2,α(t, x/N)
= N−d
∑
x∈DN
h¯N2,α(t, x/N) divN
(
AN(t)∇N h¯N2,α(t, x/N)
)
.
Performing the summation-by-parts at the right hand side, we obtain
αN−d
∑
x∈DN
h¯N2,α(t, x/N)
= −N−d
∑
x∈DN
∇N h¯N2,α(t, x/N) · AN(t)∇N h¯N2,α(t, x/N). (3.49)
We have used h¯N2,α(t) satisfies the Dirichlet boundary condition. Noting that h
N
2,α can be
expressed by
hN2,α = αh
N
2,1
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because the right hand side of (3.47) is linear, we get∣∣∣∣∣α2N−d
∑
x∈DN
h¯N2,1(t, x/N)
∣∣∣∣∣
= N−d
∑
x∈DN
∇N h¯N2,α(t, x/N) · AN(t)∇N h¯N2,α(t, x/N)
≤ c+N−d
∑
x∈DN
∣∣∇N h¯N2,α(t, x/N)∣∣2
from (3.41). Here, once we have
inf
N
∣∣∣∣∣N−d
∑
x∈DN
h¯N2,1(t, x/N)
∣∣∣∣∣ > c (3.50)
with a constant c > 0 independent of N and t, we immediately obtain the conclusion. We
shall therefore show (3.50). Using (3.49) and (3.41), we get∣∣∣∣∣N−d
∑
x∈DN
h¯N2,1(t, x/N)
∣∣∣∣∣ ≥ c− ∥∥∇N h¯N2,1∥∥2L2(D)d . (3.51)
For the function gN introduced at the beginning of Section 3.6, we obtain
1 = N−d
∑
x∈DN
gN(x/N)
= N−d
∑
x∈DN
∇NgN(x/N) · AN(t)∇N h¯N2,1(t, x/N)
≤ C ′‖∇NgN‖L2(D)d‖∇N h¯N2,1(t)‖L2(D)d .
with a constant C ′ > 0 by using (3.41). Combining the above with (3.30) and (3.51), we
get ∣∣∣∣∣N−d
∑
x∈DN
h¯N2,1(t, x/N)
∣∣∣∣∣ ≥ c−C ′2c2g ,
which shows (3.50). 
Once we obtain Proposition 3.16 and Proposition 3.17, we can easily show Proposi-
tion 3.15. Noting
‖∇NhN2 (t)‖2L2(D)d ≤ 2‖∇NhN(t)‖2L2(D)d + 2‖∇NhN1 (t)‖2L2(D)d ,
we have
sup
N
sup
0≤t≤T
‖∇NhN2 (t)‖L2(D)d <∞
by using Proposition 3.12 and Proposition 3.16. On the other hand, since we have
|〈kN,δ(t)〉|2 ≤ C‖∇NhN2 (t)‖2L2(D)d
from Proposition 3.17, we obtain (3.39) and therefore Proposition 3.15.
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Corollary 3.18. Under the assumption (3.36), we have the following bound:
sup
N
sup
0≤t≤T
(‖kN,δ(t)‖L2(D) + ‖∇NkN,δ(t)‖L2(D)d) <∞. (3.52)
Proof. From Assumption 2.1 and the definition of kN,δ as in Section 3.4, we can easily see
‖kN,δ(t)‖L2(D) ≤ C1
∑
x∈DN
|kN,δ(t, x/N)|2
and
‖∇NkN,δ(t)‖2L2(D) ≤ C2N−d
∑
x∈DN
kN,δ(t, x/N)(−∆NkN,δ)(t, x/N)
with constants C1, C2 > 0 independent of N . These inequalities and Proposition 3.15
imply (3.52). 
Once we have Corollary 3.18, we can also obtain uniform Lp-bound for ∇N h¯N . This
uniform bound plays the key role in the derivation of PDE (1.4) from the height variable
hN .
Proposition 3.19. We assume (3.36). We then have the following bounds:
sup
N
sup
0≤t≤T
‖kN,δ(t)‖pLp(D) <∞
and
sup
N
sup
0≤t≤T
‖∇N h¯N,δ(t)‖p
Lp(D)d
<∞
for some p > 2.
Proof. Combining Corollary 3.18 with the similar argument to the proof of Proposition I.4
in [8], we obtain the first assertion. Applying the argument in Section 3.3 of [10] to (3.43),
we also obtain the second assertion. 
As an application of Proposition 3.19, we can obtain the following identity correspond-
ing to the oscillation inequality in [3]. This also plays the key role in the derivation of
PDE (1.4) from the height variable hN .
Proposition 3.20. We assume (3.36). For the solution h¯N,δ of (3.17) and e ∈ Zd such
that |e| = 1, we have
lim
N→∞
N−d
∫ T
0
∑
x∈DN
∣∣∇N h¯N,δ(t, x/N + e/N)−∇N h¯N,δ(t, x/N)∣∣2 dt = 0. (3.53)
Proof. Take 1 ≤ i ≤ d arbitrary. From (3.17), we can split
FN0 (t) := N
−d−2
∑
x∈DN
∇Ni kN,δ(t, x/N)∇Ni h¯N,δ(t, x/N)
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into three terms as follows:
FN0 (t) = N
−d−2
∑
x∈DN
d∑
j=1
∇Ni ∇σ(∇N h¯N,δ(t, x/N))∇Ni ∇Nj h¯N,δ(t, x/N)
−N−d−2
∑
x∈DN∩(DN−ei)∁
∇Ni divN ∇σ(∇N h¯N,δ(t, x/N))
×∇Ni h¯N,δ(t, x/N)
+N−d−2
∑
x∈DN∩(DN−ei)∁
∇Ni kN,δ(t, x/N)∇Ni h¯N,δ(t, x/N)
=: FN1 (t) + F
N
2 (t) + F
N
3 (t),
where the set DN is defined by DN =
(
DN
)
. Here, we have used
∇N h¯N,δ(t, x/N) = 0, x ∈ Zd rDN .
Using (3.7), we have for FN1 (t)
FN1 (t) ≤ −c−N−d
∑
x∈DN
∣∣∇N h¯N,δ(t, x/N + ei/N)−∇N h¯N,δ(t, x/N)∣∣2 ,
which is nothing but our target. From now on, we shall show the remaining terms vanish
when N →∞.
For FN0 (t), since we have
|FN0 (t)| ≤ 2N−2
∫ T
0
‖∇NkN,δ(t)‖2L2(D)d dt+ 2N−2
∫ T
0
‖∇N h¯N,δ(t)‖2L2(D)d dt,
by the Schwarz inequality, we obtain
lim
N→∞
∫ T
0
|FN0 (t)| dt = 0
from Proposition 3.12.
We shall next establish the bound for FN2 and F
N
3 . To do so, we shall at first make an L
2
bound for ∇N h¯N on BN = DN rDN . Choosing r, q > 1 such that r = p/2, 1/r+1/q = 1
and applying the Ho¨lder inequality, we obtain
N−d
∑
x∈BN
∣∣∇N h¯N,δ(t, x/N)∣∣2
≤ 1
r
(
N−d
∣∣BN ∣∣)r/2qN−d ∑
x∈DN
∣∣∇N h¯N,δ(t, x/N)∣∣p + 1
q
(
N−d
∣∣BN ∣∣)1/2. (3.54)
For FN2 (t), since we have
|FN2 (t)| ≤ N−d
∑
x∈BN
∣∣∇N h¯N,δ(t, x/N)∣∣2 ,
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we obtain
lim
N→∞
∫ T
0
|FN2 (t)| dt = 0
from Proposition 3.19. Also for FN3 (t), we have
|FN3 (t)| ≤2α(N)N−d
∑
x∈BN
∣∣∇N h¯N,δ(t, x/N)∣∣2
+ 2α(N)−1N−d
∑
x∈DN
∣∣∇NkN,δ(t, x/N)∣∣2
for an arbitrary sequence {α(N)} of positive numbers. Choosing α(N) = N ǫ with ǫ > 0
small enough, we obtain
lim
N→∞
∫ T
0
|FN3 (t)| dt = 0.
from Proposition 3.19. Summarizing above, we conclude (3.53). 
3.8. Convergence of the solution for the discretized equation. We shall show that
the solution h¯N,δ of the discretized equation (3.17) converges to the solution hδ for the
regularized equation (3.15), when the initial data is smooth enough. The goal is the
following:
Theorem 3.21. Assume h0 ∈ C∞0 (D). Then, the sequence of solutions {h¯N,δ} for the
discretized equation (3.17) with initial datum hN0 converges as N → ∞ to the unique
solution hδ(t) of (3.15) with initial data h0 in the following sense:
lim
N→∞
‖h¯N,δ(t)− hδ(t)‖H1(D)∗ = 0
holds for every t > 0.
Proof. To simplify notations, we omit the parameter δ when no confusion arises. We shall
at first show that we can take a subsequence {N ′} such that h¯N ′ converges to the solution
of (3.15). We arbitrarily choose f ∈ C∞0 (D) such that∫
D
h0(θ) dθ =
∫
D
f(θ) dθ
and define fN by
fN(θ) = Nd
∫
B(x/N,1/N)
f(θ′) dθ′, θ ∈ B(x/N, 1/N), x ∈ Zd.
We introduce the polilinear interpolation used in [3], that is, hˆN is defined by follows:
hˆN(t, θ) =
∑
α∈{0,1}d
[
d∏
i=1
(αi{Nθi}+ (1− αi)(1− {Nθi})
]
h¯N
(
t,
[Nθ] + α
N
)
, (3.55)
where [·] and {·} denote the integral and the fractional parts, respectively. We also define
kˆN by the similar manner. We then have
sup
N
sup
0≤t≤T
‖hˆN(t)‖H1(D) <∞
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and
sup
N
sup
0≤t≤T
‖kˆN(t)‖H1(D) <∞
by Proposition 3.12 and Corollary 3.18. Using Proposition 3.12, Corollary 3.14, Corol-
lary 3.18 and the bounds stated above, we can choose a subsequence {N ′} such that
h¯N
′ − fN → g¯ strongly in C([0, T ], H),
hˆN → hˆ weakly in L2([0, T ], H10(D)),
k¯N → k¯ weakly in L2([0, T ]×D),
kˆN → kˆ weakly in L2([0, T ], H1(D))
as N ′ →∞ for some g¯, hˆ, k¯, kˆ. Letting h¯ = g¯+ f , we can easily see that h¯ = hˆ and k¯ = kˆ.
Furthermore, in this setting, for every t > 0, ‖h¯N ′(t)− fN‖−1,N ′ converges to ‖g¯(t)‖H as
N ′ →∞, see Proposition 3.10. Applying the argument in Step 3 of Proposition I.2 in [8],
we obtain that the limit h¯ is the solution of (3.15) with initial data h¯0. Furthermore, the
uniqueness for (3.15) implies that the sequence {h¯N ;N ≥ 1} itself converges to h¯ strongly
in C([0, T ], H1(D)∗), which shows the conclusion. 
4. Identification of equilibrium states
In this section, let us study the structure of the equilibrium states for the dynamics
on (Zd)∗ corresponding to (2.1). We will focus our attention to the relationship between
stationarity and Gibbs property, since we have already known that the family of extremal
canonical Gibbs measures coincides with the family of extremal grand canonical Gibbs
measures introduced by [8], see [9] for details.
4.1. Notations. In order to characterize the equilibrium states, we shall prepare several
notations precisely. Note that we will follow the same manner as in [8] and [10].
Let (Zd)∗ be the set of all directed bonds b = (x, y), x, y ∈ Zd, |x − y| = 1 in Zd. We
write xb = x and yb = y for b = (x, y). We denote the bond (ei, 0) by ei again if it doesn’t
cause any confusion. For every subset Λ of Zd, we denote the set of all directed bonds
included Λ and touching Λ by Λ∗ and Λ∗, respectively. That is,
Λ∗ := {b ∈ (Zd)∗; xb ∈ Λ and yb ∈ Λ},
Λ∗ := {b ∈ (Zd)∗; xb ∈ Λ or yb ∈ Λ}.
For φ = {φ(x); x ∈ Zd} ∈ RZd , the gradient ∇ is defined by
∇φ(b) := φ(x)− φ(y), b = (x, y) ∈ (Zd)∗.
Now, let X be the family of all gradient fields η ∈ R(Zd)∗ which satisfy the plaquette
condition (2.1) in [8], i.e., X = {η ≡ ∇φ; φ ∈ RZd}. Let L2r be the set of all η ∈ R(Zd)∗
such that
|η|2r :=
∑
b∈(Zd)∗
|η(b)|2e−2r|xb| <∞.
We denote Xr = X ∩ L2r equipped with the norm | · |r.
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In this section, we study the properties of stationary measures for the dynamics ηt ∈ X
governed by the SDEs
dηt(b) = −∇U·(ηt)(b) dt+
√
2d∇w˜Zdt (b), b ∈ (Zd)∗, (4.1)
where {wZdt (x); x ∈ Zd} is the family of Gaussian processes with mean zero and covariance
structure
E[w˜Z
d
t (x)w˜
Z
d
s (y)] = −∆Zd(x, y)t ∧ s, x, y ∈ Zd, t, s ≥ 0.
Since the coefficients are Lipschitz continuous in Xr, this equation has the unique strong
solution in Xr for every r > 0. Note that ηt := ∇φt defined from the solution φt of the
SDE (2.1) on DN satisfies (4.1) for b ∈ D∗N and boundary conditions ηt(b) = ∇ψN (b) for
b ∈ (Zd)∗ rD∗N , when replacing w˜Z
d
t by w˜t.
Let us introduce the infinitesimal generator associated with (4.1). For Λ ⊂ Zd, we
introduce the the differential operator LΛ of second order by
LΛ = −4
∑
x∈Λ
∂x(∆Λ∂·)(x) + 2
∑
x∈Λ
(∆ΛU·(η))(x)∂x,
where ∂x is defined by
∂x :=
∑
b∈(Zd)∗;xb=x
∂
∂η(b)
, x ∈ Zd.
and ∆Λ is the Laplacian on Λ defined by (1.3) with Γ = Λ. We note that the operator LZd
is the infinitesimal generator associated with the dynamics ηt defined by (4.1). To make
notations keep simple, we simply denote LZd by L if it does not cause any confusion.
We also note that LDN is the infinitesimal generator associated with ηt = ∇φt, where φt
is the solution of (2.1).
4.2. Gibbs measures. In this subsection, we state the definition of Gibbs measures with
details. For a finite set Λ ⊂ Zd and fixed ξ ∈ X , we define the affine space XΛ,ξ ⊂ X by
XΛ∗,ξ = {η ∈ X ; η(b) = ξ(b), b ∈ (Zd)∗ r Λ∗}.
We define the finite volume Gibbs measure µΛ,ξ on Λ∗ by
µΛ,ξ(dη) = Z
−1
Λ,ξ exp

−∑
b∈Λ∗
V (η(b))

 dηΛ∗,ξ,
where dηΛ∗,ξ is the Lebesgue measure on XΛ∗,ξ and ZΛ,ξ is the normalizing constant.
Let P(X ) be the set of all probability measures on X and let P2(X ) be those µ ∈ P(X )
satisfying Eµ[|η(b)|2] < ∞ for each b ∈ (Zd)∗. The measure µ ∈ P2(X ) is sometimes
called tempered. Let G be the family of translation invariant, tempered Gibbs measures
µ ∈ P2(X ) introduced by [8], namely, the family of translation invariant µ ∈ P2(X )
satisfying the Dobrushin-Lanford-Ruelle equation
µ(·|F(Zd)∗rΛ∗) = µΛ,ξ(·), µ-a.s. ξ, (4.2)
where F(Zd)∗rΛ∗ is the σ-algebra generated by
{
η(b); b ∈ (Zd)∗ r Λ∗}. Note that the
dynamics ηt given by (4.1) is reversible under µ ∈ G. We denote the family of µ ∈ G with
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ergodicity under spatial shifts by Gext. Properties of Gibbs measures are studied quite
well, see [8] and [3] for details.
4.3. Relationship between stationary measures and Gibbs measures. It is not
difficult to show that every Gibbs measure µ ∈ G is stationary with respect to L . Let
us show that the converse is also true and therefore the stationarity is equivalent to the
Gibbs property.
Theorem 4.1. If µ ∈ P2(X ) is translation invariant and satisfies∫
X
L F (η) dµ = 0
for every F ∈ C2b,loc(X ), then µ ∈ G.
The proof of Theorem 4.1 is similar to [4], which is based on [6]. We at first introduce
Φλ : R→ R by
Φλ(u) =
λ
a
(
1 + (λu)2
)−m
,
where
a =
∫
R
(1 + u2)−mdu.
For Λn := [−n, n]d ∩ Zd we define Φλn : XΛ∗n → R by
Φλn(η) =
∏
x∈Λn
Φλ(φ
η,0(x)),
where φη,c is the height variable satisfying ∇φη,c = η and φη,c(0) = c. Note that φη,c is
uniquely determined by η and c. We also define pλn(η) by
pλn(η) =
∫
Φλn(η − ξ)µ(dξ).
Let Ψλn(η, ξ) = Φ
λ
n(ξ − η). Since Ψλn(·, ξ) ∈ C2loc(X ), we have∫
LΨλn(·, ξ)(η)µ(dη) = 0.
Multiplying F (ξ) ∈ C2b,loc(X ) whose support is in Λ∗n, and integrating in ξ by the uniform
measure dξΛn on
XΛn = {∇φ ∈ RΛ
∗
n ; φ ∈ RΛn},
we obtain ∫∫
F (ξ)LΨλn(·, ξ)(η)µ(dη)dξΛn = 0. (4.3)
Here, as in Lemma 3.2 in [4], if f : RZ
d → R is smooth, local and the form f(φ) = F (∇φ)
for some F : X → R, we then have
∂f
∂φ(x)
= 2
∑
b:xb=x
∂F
∂η(b)
(∇φ).
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Noting the above and the relationship
∂Ψλn(∇·,∇ψ)
∂φ(x)
(φ) = − ∂Φ
λ
n
∂φ(x)
(∇ψ −∇φ) = −∂Ψ
λ
n(∇φ,∇·)
∂ψ(x)
(ψ)
∂2Ψλn(∇·,∇ψ)
∂φ(x)2
(φ) =
∂2Φλn
∂φ(x)2
(∇ψ −∇φ) = ∂
2Ψλn(∇φ,∇·)
∂ψ(x)2
(ψ)
for x ∈ Zd by the symmetricity of Φλ, the left hand side of (4.3) is calculated as follows:∫∫
F (∇ψ)
∑
x∈Λn
∑
y∈Λn
(−∆)(x, y)∂
2Ψλn(η,∇·)
∂ψ(x)∂ψ(y)
νΛn,p(dψ)µ(dη)
+
∫∫
F (∇ψ)
∑
x∈Λn
∑
y∈Zd
(−∆)(x, y)Uy(η)∂Ψ
λ
n(η,∇·)
∂ψ(x)
νΛn,p(dψ)µ(dη)
=: I1 + I2,
where νΛn,p is the measure on R
Λn defined by
νΛn,p(dψ) = p(ψ(0))
∏
x∈Λn
dψ(x)
with a probability density p on R. We have used that the image measure of νΛn,p by the
discrete gradient ∇ coincides with dξΛn. Performing the integration-by-parts for I1, we
have We shall first calculate I1. Performing integration-by-parts in ψ, we have
I1 = −
∫∫ ∑
x∈Λn
∑
y∈Λn
(−∆)(x, y)∂F (∇·)
∂ψ(x)
∂Ψλn(η,∇·)
∂ψ(y)
νΛn,p(dψ)µ(dη)
−
∫∫ ∑
y∈Λn
(−∆)(x, y)F (∇ψ)∂Ψ
λ
n(η,∇·)
∂ψ(0)
p′(ψ(0))
∏
x∈Λn
dψ(x)µ(dη). (4.4)
Noting that integrands of I1 and the first term in the right hand side of (4.4) are function
of ∇ψ, each integral does not depend on the choice of p and therefore the second term
does not also. Taking a sequence pn such that p
′
n → 0 as n → ∞, we conclude that the
second term must be zero.
Let us choose F as
F (∇ψ) = f
(
pλn(∇ψ)
qn(∇ψ)
)
, (4.5)
with some bounded smooth function f : R→ R and
qn(η) = exp
(−HΛ(η)) , η ∈ XΛ∗n ,
where Zn is the normalizing constant. Noting
∂pλn(∇·)
∂ψ(x)
=
∫
∂Ψλn(η,∇·)
∂ψ(x)
µ(dη)
and putting
rλn(η) =
pλn(η)
qn(η)
,
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we have
I1 = −
∑
x∈Λn
∑
y∈Λn
(−∆)(x, y)
∫
f ′
(
rλn(∇ψ)
) ∂rλn(∇·)
∂ψ(x)
∂rλn(∇·)
∂ψ(y)
qn(∇ψ)νΛn,p(dψ)
+
∑
x∈Λn
∑
y∈Λn
(−∆)(x, y)
∫
f ′
(
rλn(∇ψ)
)
UΛy (∇ψ)pλn(∇ψ)νΛn,p(dψ). (4.6)
Next, we shall compute I2. Performing the integration-by-parts in ψ(x) again, we have
I2 =
∑
x∈Λn
∑
y∈ZdrΛn
(−∆)(x, y)
∫∫
∂F (∇ψ)
∂ψ(x)
Uy(η)Ψ
λ
n(η,∇ψ)νΛn,p(dψ)µ(dη)
−
∑
x∈Λn
∑
y∈Λn
(−∆)(x, y)
∫∫
∂F (∇ψ)
∂ψ(x)
(
Uy(η)− UΛy (η)
)
×Ψλn(η,∇ψ)νΛn,p(dψ)µ(dη)
−
∑
x∈Λn
∑
y∈Λn
(−∆)(x, y)
∫∫
∂F (∇ψ)
∂ψ(x)
(
UΛy (η)− UΛy (∇ψ)
)
×Ψλn(η,∇ψ)νΛn,p(dψ)µ(dη)
−
∑
x∈Λn
∑
y∈Λn
(−∆)(x, y)
∫∫
∂F (∇ψ)
∂ψ(x)
UΛy (∇ψ)pλn(∇ψ)νΛn,p(dψ)
=: Rλ1 (n, f) +R
λ
2 (n, f) +R
λ
3 (n, f) +R
λ
4 (n, f). (4.7)
Summarizing (4.4) and (4.7), we obtain
F λ(n, f) :=
∑
x∈Λn
∑
y∈Λn
(−∆)(x, y)
∫
f ′
(
rλn(∇ψ)
) ∂rλn(∇·)
∂ψ(x)
∂rλn(∇·)
∂ψ(y)
(4.8)
× qn(∇ψ)νΛn,p(dψ)
= Rλ1(n, f) +R
λ
2(n, f) +R
λ
3(n, f) (4.9)
if we take F as in (4.5). Note that F λ(n, f) is finite when f(x) = log x by using |∆(x, y)| ≤
2d, see Lemma 3.3 of [4]. We denote F λ(n, f) with f(x) = log x simply by F λ(n).
From now on, we shall show that terms Rλi (n, f) in the right hand side can be controlled
by F λ(n).
Lemma 4.2. Assume that the function f satisfies 0 ≤ uf ′(u) ≤ 1 for every u > 0. We
then have bounds for Rλ1(n, f), R
λ
2(n, f) and R
λ
3(n, f) in (4.7) as follows:∣∣Rλ1 (n, f)∣∣ ≤ KC(n)1/2F λ(n)1/2 (4.10)∣∣Rλ2 (n, f)∣∣ ≤ Kλ−1F λ(n)1/2 (4.11)∣∣Rλ3 (n, f)∣∣ ≤ KC(n)1/2F λ(n)1/2 (4.12)
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with a constant K > 0 independent in n and λ, where Cx(n) is defined by
C(n) =
∑
x∈Λn+1
∑
b∈(Zd)∗rΛ∗:xb=x
∫
c2b(ξ, n, µ)µ(dξ),
cb(ξ, n, µ) =
∫
V ′(η(b))µ(dη|F(Λ∗n)∁)(ξ).
Here, F(Λ∗n)∁ is σ-algebra generated by {η(b); b ∈ (Λ∗n)∁}.
Proof. We at first obtain∫∫
f ′
(
pλn
qn
)2 ∑
x∈Λn
∑
y∈Λn
(−∆)(x, y) ∂r
λ
n
∂ψ(x)
∂rλn
∂ψ(y)
Ψλn(η,∇ψ)νΛn,p(dψ)µ(dη)
≤
∫∫ (
pλn
qn
)−2 ∑
x∈Λn
∑
y∈Λn
(−∆)(x, y) ∂r
λ
n
∂ψ(x)
∂rλn
∂ψ(y)
pλn(∇ψ)νΛn,p(dψ)
=
∫ (
pλn
qn
)−1 ∑
x∈Λn
∑
y∈Λn
(−∆)(x, y) ∂r
λ
n
∂ψ(x)
∂rλn
∂ψ(y)
qn(∇ψ)νΛn,p(dψ) = F λ(n)
by assumption on f . Note that (−∆) is nonnegative definite, indeed, we have∑
x∈Λm
(−∆)(x, y)φ(x)φ(y) ≥ 0
for every m ≥ 1 and φ ∈ RZd such that φ(x) = 0 on Λ∁m. Furthermore, we have the
Schwarz inequality of the following form:∣∣∣∣∣∣
∑
x∈Zd
∑
y∈Zd
(−∆)(x, y)φ(x)ψ(y)
∣∣∣∣∣∣
≤

∑
x∈Zd
∑
y∈Zd
(−∆)(x, y)φ(x)φ(y)


1/2
∑
x∈Zd
∑
y∈Zd
(−∆)(x, y)ψ(x)ψ(y)


1/2
(4.13)
for every φ, ψ ∈ RZd with φ(x) = ψ(x) = 0 on Λ∁m for some m ≥ 1. Using the above, we
obtain ∣∣Rλ1(n, f)∣∣ ≤ CF λ(n)1/2C(n)1/2
for some constant C > 0, which shows (4.10). We can also obtain (4.11) and (4.12) by
the similar argument to the above. 
Let us continue the calculation for F λ(n, f). Summarizing (4.9)-(4.12), we get
F λ(n, f) ≤ 1
2
F λ(n) +K ′(C(n) + λ−1nd)
with a constant K ′ > 0. Using Fatou’s lemma, we conclude
1
2
F λ(n) ≤ K ′(C(n) + λ−1nd). (4.14)
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We shall next give a lower bound for the left hand side of (4.14). For ℓ ∈ N, let us take
Λ˜ ⊂ Λn by
Λ˜ =
⋃
x∈An,ℓ
Λℓ(x),
where Λℓ(x) = Λℓ + x and
An,ℓ = {x ∈ ((2ℓ+ 3)Z)d; Λℓ(x) ⊂ Λn−1}.
Because boxes Λℓ(x) appearing above are disjoint, we get
F λ(n) =
1
2
∫ ∑
x∈Λn
∑
y∈Zd;|x−y|=1
(
∂
√
rλn
∂ψ(x)
− ∂
√
rλn
∂ψ(y)
)2
qn(∇ψ)νΛn,p(dψ)
≥ 1
2
∫ ∑
z∈An,ℓ
∑
x∈Λℓ(z)
∑
y∈Λℓ(z);|x−y|=1
(
∂
√
rλn
∂ψ(x)
− ∂
√
rλn
∂ψ(y)
)2
× qn(∇ψ)νΛn,p(dψ)
=
1
2
∑
z∈An,ℓ
IΛℓ(x)(µλn),
where IΛ is the entropy production rate defined by
IΛ(µ˜) := sup
{∫ −L Λu
u
dµ˜; u ∈ C2b (X ), FΛ∗-measurable, u ≥ 1
}
for a finite Λ ⊂ Zd and µ˜ on X or XΛn with n large enough. Applying (4.14) and taking
the limit λ→∞, we have
1
2
∑
z∈An,ℓ
IΛℓ(x)(µ) ≤ 4K ′C(n)
by the lower semicontinuity of the entropy production rate. Since IΛℓ(x)(µn) does not
depend on x by the translation invariance of µ and C(n) = O(nd−1), we get
IΛℓ(µ) ≤ Cℓdn−1 (4.15)
with a constant C > 0 independent of n. Taking the limit n → ∞, we finally conclude
that
IΛℓ(µ) = 0 (4.16)
for every ℓ ∈ N. Repeating the same argument as in the proof of Lemma 5.2 in [9], we
obtain that µ is a canonical Gibbs measure introduced in [9]. Applying Theorem 3.1 in
[9], we conclude µ ∈ G.
5. Proof of Theorem 2.1
In this section, we shall give the proof of our main result, Theorem 2.1. Before that,
we shall prepare several bounds, which play key role in the proof.
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5.1. A priori bounds for stochastic processes. In this subsection, let us establish
L2-bound for the stochastic interface hN .
Proposition 5.1. There exist constants C1, C2 > 0 independent of N such that
E‖hN (t)‖2−1,N +N−dE
∫ t
0
∑
x∈D∗
N
(∇φNs (x))2 ds ≤ C1E‖hN(0)‖2−1,N + C2(1 + t)
holds for every t ≥ 0.
Proof. Let us use the function gN and ζN introduced at Section 3.6. We define ψN by
ψN(x) = 〈φN0 〉ζN(x), x ∈ Zd
where 〈φN0 〉 is defined by
〈φN0 〉 = N−d−1
∑
y∈DN
φN0 (y).
We denote the macroscopic height variable associated with the microscopic height variable
ψN by fN , that is,
fN(θ) =
∑
x∈Zd
N−1ψN(x)1B(x/N,1/N)(θ), θ ∈ Rd.
Calculating ‖hN(t)− fN‖2−1,N by Itoˆ’s formula, we obtain
d‖hN(t)− fN‖2−1,N = −2N−d
∑
b∈D∗
N
(∇φNt (b)−∇ψN (b))V ′(∇φNt (b)) dt
+ 2N−d
∑
x∈DN
(−∆DN )−1
(
φNt − ψN
)
(x) dw˜t(y)
+ 2N−d|DN | dt.
Therefore, integrating in t and taking the expectation, we get
E‖hN (T )− fN‖2−1,N = E‖hN(0)− fN‖2−1,N
− 2E
∫ T
0
N−d
∑
b∈D∗
N
∇φNt (b)V ′(∇φNt (b)) dt
+ 2E
∫ T
0
N−d
∑
b∈D∗
N
∇ψN(b)V ′(∇φNt (b)) dt
+ 2N−d|DN |T. (5.1)
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Applying (3.30) to the third term in the right hand side, we get∣∣∣∣∣∣2N−d
∑
b∈D∗
N
∇ψN(b)V ′(∇φNt (b))
∣∣∣∣∣∣ ≤ 2cf |〈φN0 〉|

N−d ∑
b∈D∗
N
(
V ′(∇φNt (b))
)2
1/2
≤ 2cf |〈φN0 〉|c+

N−d ∑
b∈D∗
N
(∇φNt (b))2


1/2
≤ 2γN−d
∑
b∈D∗
N
(∇φNt (b))2
+ 8γ−1c2f |〈φN0 〉|2c2+
for every γ > 0. Plugging the above with γ = c−/2 into (5.1), we finally obtain
E‖hN(T )− fN‖2−1,N ≤ E‖hN (0)− fN‖2−1,N
− c−E
∫ T
0
N−d
∑
b∈D∗
N
(∇φNt (b))2 dt
+ 2N−d|DN |T + 16c−1− c2+c2f |〈φN0 〉|2T.
Noting |〈φN0 〉|2 ≤ ‖hN (0)‖2−1,N , we obtain the conclusion. 
5.2. Coupled local equilibria. We shall introduce the coupled measure and identify its
limit point, as in [8] and [10]. Let us denote the discrete gradient of the solution h¯N,δ of
(3.17) by uN,δs , that is,
uN,δs (x) = ∇N h¯N,δ(s, x/N), x ∈ Zd,
and the law of∇φNs on X by µNs . Using these notations, we introduce the coupled measure
pN(dη du) on X × Rd by
pN,δ(dη du) = t−1|DN |−1
∫ t
0
∑
x∈DN
(µNs ◦ τ−1x )(dη)δuN,δs (x)(du) ds, (5.2)
where τx is the spatial shift by x ∈ Zd. We note that the sequence {pN} is tight as the
probability measures on X × Rd since we have Proposition 5.1 and Proposition 3.12.
Proposition 5.2. For every limit point p of {pN,δ}, there exists a probability measure
λ(du dv) on Rd × Rd such that the relationship
p(dη du) =
∫
Rd
µv(dη)λ(du dv)
holds with ergodic Gibbs measures {µu; u ∈ Rd} introduced by [8].
Proof. To keep notation simple, let us omit the parameter δ when no confusion arises.
For ϕ ∈ C1b (Rd), we define the signed measure pN(dη, ϕ) on X by
pN(dη, ϕ) =
∫
Rd
pN(dη du)ϕ(u).
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It is sufficient to show that every limit point p(dη, ϕ) of {pN(dη, ϕ)} is translation invariant
and satisfies ∫
X
L F (η)p(dη, ϕ) = 0 (5.3)
for every F ∈ C2b (X ) with a compact support, see Theorem 4.1 of [8].
We shall at first show the limit point p(dη, ϕ) is translation invariant. For F ∈ C2b (X )
and e ∈ Zd such that |e| = 1, we have∣∣∣∣
∫
X
F (η)pN(dη, ϕ)−
∫
X
F (η)pN(·, ϕ) ◦ τe(dη)
∣∣∣∣
≤ t−1|DN |−1‖F‖∞‖ϕ′‖∞
∫ t
0
∑
x∈DN
∣∣uN(s, x/N)− uN(s, x/N − e/N)∣∣ ds
+ |DN |−1‖F‖∞‖ϕ‖∞
(∣∣∣DN ∩ (DN + e)∁∣∣∣ + ∣∣∣(DN + e) ∩DN ∁∣∣∣) .
Since the first term vanishes as N →∞ by Proposition 3.20, we obtain
lim
N→∞
∣∣∣∣
∫
X
F (η)pN(dη, ϕ)−
∫
X
F (η)pN(·, ϕ) ◦ τe(dη)
∣∣∣∣ = 0,
which shows that the limit p(dη, ϕ) is translation invariant.
Let us show (5.3). Fix F ∈ C2b (X ) with compact support, and take L ∈ N such that
supp(F ) ⊂ Λ∗L, where ΛL = [−L, L]d ∩ Zd. We then obtain for N large enough∫
X
L F (η)pN(dη, ϕ)
= t−1|DN |−1
∫ t
0
∑
x∈DN
ϕ(uNs (x))E
µNs ◦τx [L F (η)] ds
= t−1|DN |−1
∫ t
0
∑
x∈AN,L
ϕ(uNs (x))E
µNs [LDN (F ◦ τ−1x )(η)] ds
+ t−1|DN |−1
∫ t
0
∑
x∈DNrAN,L
ϕ(uNs (x))E
µNs [LDN (F ◦ τ−1x )(η)] ds
+ t−1|DN |−1
∫ t
0
∑
x∈DN
ϕ(uNs (x))E
µNs ◦τx [LZdrDNF (η)] ds
=: FN1 + F
N
2 + F
N
3 ,
where the set AN,L is defined by
AN,L = DN ∩
( ⋃
z∈∂DN
(Λ2L + z)
)∁
.
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Since supp(F ◦ τ−1x ) ⊂ DN if x ∈ AN,L, we obtain
FN1 = t
−1|DN |−1N−4
∫ t
0
∑
x∈AN,L
ϕ(uNs (x))E
µNs [(F ◦ τ−1x )(∇φNt )]
− t−1|DN |−1N−4
∫ t
0
∑
x∈AN,L
ϕ(uNs (x))E
µNs [(F ◦ τ−1x )(∇φN0 )]
− t−1|DN |−1N−4
∫ t
0
∑
x∈AN,L
∂
∂s
ϕ(uNs (x))E
µNs [(F ◦ τ−1x )(∇φNs )] ds
by Itoˆ’s formula. Since F ∈ C2b (X ), we obtain
|FN1 | ≤ C1N−4 + C2N−4
∫ t
0
∥∥∥∥ ∂∂sϕ(uNs (x))
∥∥∥∥
L1
ds
with some constants C1, C2 > 0 independent of N . Combining the above with Proposi-
tion 3.13, we have
lim
N→∞
|FN1 | = 0.
For FN2 , we have
|FN2 | ≤ t−1‖ϕ‖∞|DN |−1
∫ t
0
∑
x∈DNrAN,L
Eµ
N
s [
∣∣LDN (F ◦ τ−1x )(η)∣∣] ds
≤ t−1‖ϕ‖∞|DN |−1
∫ t
0
∑
x∈DNrAN,L
∑
y∈ΛL+x
Eµ
N
s [
∣∣Ly(F ◦ τ−1x )(η)∣∣] ds
≤ C3|DN |−1
∣∣DN rAN,L∣∣
+ C4|DN |−1
∫ t
0
∑
x∈DNrAN,L
∑
b∈(Zd)∗:xb∈Λ2L+x
Eµ
N
s [
∣∣V ′(∇φNs (b)∣∣] ds
=: FN2,1 + F
N
2,2
with some constants C3, C4 > 0 independent of N . We can easily see that
lim
N→∞
FN2,1 = 0.
For FN2,2, applying the Schwarz inequality, we obtain
FN2,2 ≤ C5N−1/2|DN |−1E
∫ t
0
∑
b∈D∗
N
∣∣∇φNs (b)∣∣2 ds+ C6N1/2|DN |−1|∂DN |
with some constants C5, C6 > 0 independent of N , which indicates
lim
N→∞
FN2,2 = 0
from Proposition 5.1. We therefore conclude
lim
N→∞
FN2 = 0.
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Since we obtain
FN3 ≤ C7N−1/2|DN |−1E
∫ t
0
∑
b∈D∗
N
∣∣∇φNs (b)∣∣2 ds+ C8N1/2|DN |−1|∂DN |,
with some constants C7, C8 > 0 independent of N by a similar argument to that for F
N
2 ,
we obtain
lim
N→∞
FN3 = 0.
Summarizing the above, the identity (5.3) is concluded. 
5.3. Derivation of the macroscopic equation under (3.36). Let us first prove The-
orem 2.1 under the following assumption: hN (0) is given by hN (0) = h¯N0 , where h¯
N
0 is
defined by (3.18) with h0 ∈ C∞0 (D). Since we have
‖hN(t)− h(t)‖H1(D)∗ ≤ ‖hN (t)− h¯N,δ(t)‖H1(D)∗
+ ‖h¯N,δ(t)− hδ(t)‖H1(D)∗
+ ‖hδ(t)− h(t)‖H1(D)∗ ,
it is sufficient for our goal to show
lim sup
δ→0
lim sup
N→∞
E
∥∥hN(t)− h¯N,δ(t)∥∥2
−1,N
= 0, (5.4)
by using Proposition 3.8. Using Itoˆ’s formula, we obtain
E‖hN(t)− h¯N,δ(t)‖2−1,N
= −tN−d
∣∣∣DN ∣∣∣ d∑
i=1
∫
X×Rd
{
η(ei)V
′(η(ei))− uiV ′(η(ei))− η(ei)∇iσδ(u)
+ ui∇iσδ(u)− 1
}
pN,δ(dη du) + tN−d|∂DN |,
where pN,δ is the coupled measure introduced by (5.2). Applying the same argument as
in the Section 6 of [8] with Propositions 3.19 and 5.1, we conclude (5.4).
5.4. Derivation of the macroscopic equation in general cases. Let us remove the
assumption imposed at Section 5.3 and complete the proof of Theorem 2.1. For this aim,
we prepare the following lemma:
Lemma 5.3. Let φt and φ˜t be the solution of (2.1) with common Gaussian processes
{w˜t(x); x ∈ DN} and let hN and h˜N be the macroscopic height variables corresponding to
φt and φ˜t, respectively. Then, for every t > 0 and N ≥ 1
E‖hN (t)− h˜N (t)‖2−1,N ≤ E‖hN(0)− h˜N (0)‖2−1,N
holds.
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Noting that φt and φ˜t satisfy the same boundary condition, the quite same argument
as in the proof of Proposition 5.1 can be applicable. We therefore omit the proof.
We shall approximate h0 ∈ L2(D) by hǫ0 ∈ C20 (D) in the sense of
lim
ǫ→0
‖hǫ0 − h0‖H1(D)∗ = 0.
Let φǫt be the solution of (2.1) with common Gaussian processes {w˜t(x); x ∈ DN} as φt
and with initial data φǫ0 which are defined by
φǫ0(x) =
{
Nd+1
∫
B(x/N,1/N)
hǫ0(θ), x ∈ DN ,
0, x ∈ Zd rDN .
Letting hN,ǫ be the macroscopic height variable corresponding to φǫt and h
ǫ be the solution
of (1.4) with the initial data hǫ0, we then have
E‖hN(t)− h(t)‖2H1(D)∗
≤ 4E‖hN(t)− hN,ǫ(t)‖2H1(D)∗ + 4E‖hN,ǫ(t)− hǫ(t)‖2H1(D)∗
+ 8‖hǫ(t)− h(t)‖2H1(D)∗
≤ 4E‖hN(t)− hN,ǫ(t)‖2−1,N + 4E‖hN,ǫ(t)− hǫ(t)‖2H1(D)∗
+ 8‖hǫ(t)− h(t)‖2H1(D)∗
by (3.23). Here, applying the result in Section 5.3, Lemma 5.3 and Proposition 3.7, we
complete the proof of Theorem 2.1.
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