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MODIFIED SCATTERING FOR THE CUBIC SCHRÖDINGER EQUATION
SMALL DATA SOLUTION ON PRODUCT SPACE
GRACE LIU
Abstract. In this paper we consider the long time behavior of solutions to the cubic nonlinear
Schrödinger equation posed on the spatial domain R× Td, 1 ≤ d ≤ 4. We first prove the local well-
posedness in C(I;L2xH
s
y)∩C(I;L
4
x,y) for solutions with initial data u0 ∈ H
0,1
x L
2
y ∩L
2
xH
s
y . Then, for
sufficiently small, smooth, decaying data, we prove global existence and derive modified asymptotic
dynamics by using the wave packet method and normal form corrections. The modified scattering
behavior on R×Td combines the modified scattering of the cubic NLS on real line R with cubic NLS
dynamics on torus. We also consider the corresponding asymptotic completeness problem.
1. Introduction
In this paper, we work with the cubic defocusing nonlinear Schrödinger equation (NLS) which has
the form
(1.1)
(
i∂t +
1
2
∂2x +
1
2
△y
)
u = |u|2u,
where u is a complex-valued function on the spatial domain (x, y) ∈ R × Td, 1 ≤ d ≤ 4. Let
T := R/ (2πZ).The equation is known to be well-posed in H1x,y [17]. A suitable solution will satisfy
the conservation law for mass
(1.2)
∫
R×Td
|u(t)|2 dxdy =
∫
R×Td
|u(0)|2 dxdy,
and also for energy
(1.3)
∫
R×Td
|∂xu(t)|2 + |∇yu(t)|2 + |u(t)|4 dxdy =
∫
R×Td
|∂xu(0)|2 + |∇yu(0)|2 + |u(0)|4 dxdy.
The purpose of this work is to show that we can apply the newly developed tools of wave packet testing
[15, 13, 14] and normal form correction [19] to establish the same asymptotic behavior as in the work of
Hani, Pausader, Tzvetkov and Visciglia [9] yet in a simpler manner and with lower regularity compared
to the result they produced. This work also gives a more comprehensive relation between the resonant
dynamic and the energy norm. The results discussed in this paper can be directly extended to the
case of the cubic focusing NLS (− |u|2 u on the left hand side of (1.1)). Nevertheless, this approach
could be used in similar situations when investigating long time behavior.
The problem of asymptotic behavior of small solutions of nonlinear evolution equations has been an
important topic in the study of NLS. The task of identifying nonlinear global dynamics is extremely
challenging. If a solution u behaves like a linear one for a large time, we say the equation has long
range scattering. If the solution u behaves like a linear solution with a phase correction term, we
say the equation has modified scattering. The interesting feature of the asymptotic dynamics of (1.1)
is that it is not simply a phase correction term when d ≥ 2, but rather a quasi-periodic frequency
dynamic described by (1.9) and (1.10).
It is fair to say that the cubic NLS on the product space inherits properties from both the cubic
NLS on R and cubic NLS on torus Td. It is well known that on the space Rn, the NLS equations
(1.4)
(
i∂t +
1
2
△
)
u = λ |u|p u, u (0, x) = u0
1
have small data scattering for 2n < p ≤ 4n when n ≥ 1 and modified scattering for p = 2n , when
n = 1, 2, 3. For the specific case n = 1, the cubic NLS on R is an integrable system, which means
it has infinitely many conservation laws, and has modified scattering property [15, 18, 10]. Let u be
a solution to (1.4) on R with p = 2, and suitable small initial data u0. Then we have the modified
scattering form
(1.5) u(t, x) ≈ 1√
t
ei
|x|2
2t +iλ|W( xt )|2 log tW
(x
t
)
.
In contrast to NLS on the real line, the solutions for NLS on the torus exhibit no scattering property
and even the global existence becomes difficult [3, 7, 8, 11, 12, 17]. In this case, many different long
time behaviors can be sustained even on arbitrary small open data sets around zero. The NLS on
torus were first studied by Bourgain [1][2]. The Strichartz estimate for Rn fails in the case of Td. The
cubic NLS with H1x initial data is locally well-posed in C
(
[0, T );H1x
) ∩X1 ([0, T )) for d = 1, 2, 3. For
d = 4, the equation reaches the energy critical exponent, hence we do not expect local well-posedness
for d ≥ 5. Since the cubic NLS on torus has no dispersive property, we do not expect any decay in time.
The asymptotic equation can be written as an infinite dimensional dynamical system. Notice that in
the case d = 1, p = 2 , due to the complete integrable property, it has infinitely many conservation
laws. But for d > 1, for any given parameters s > 1, K ≫ 1, and 0 < δ ≪ 1, there exists a global
solution u(t, x) of (1.4) and a time T > 0 such that
‖u(0)‖Hs ≤ δ and ‖u(T )‖Hs ≥ K.
Therefore the orbit of any Hs−neighborhood of the origin under the nonlinear flow of the cubic NLS
is not uniformly bounded in Hs.
The sharp contrast in behavior between Rn and Td has generated considerable interest in questions
of long time behavior on the product spaces. Considering the product spaces Rn × Td, there is the
expectation that at least if np2 ≥ 1 the solutions will globally exist and decay like t−
np
2 for sufficiently
small initial data. When np2 > 1, the global solutions scatter to linear solutions. When
np
2 = 1,
the global solutions exhibit some modified scattering. This paper offers a specific case of the latter
scenario, n = 1, p = 2, 1 ≤ d ≤ 4.
Theorem 1.1. Let 1 ≤ d ≤ 4. Consider the equation (1.1) with initial data u0, which satisfies
(1.6) ‖xu0‖L2x,y +
∥∥Dsyu0∥∥L2x,y ≤ ǫ,
where s = 3α, α > d2 is an arbitrary positive number, and ǫ < ǫ(d). Then:
(a) There exists a unique global solution u ∈ C(R;L2xHsy) for (1.1) with initial data u0, and
xe−it∂
2
x/2u ∈ C (R;L2x,y) . Moreover we have the time decay estimate
(1.7) ‖u(t)‖L∞x H1y . ǫ |t|
− 1
2 ,
and the energy bound
(1.8)
(∥∥∥xe−it∂2x/2u∥∥∥2
L2x,y
+
∥∥Dsyu∥∥2L2x,y
) 1
2
. ǫ (1 + t)
Cǫ2
.
(b) There exists W (t, v, y) ∈ C ([1,∞);L2v,y ∩ L∞v Hαy ), which along rays v = constant is a solution
to the equation
(1.9) i∂tW +
1
2
△yW = 1
t
|W |2W,
such that for t ≥ 1
(1.10) u (t, x, y) =
1√
t
ei
x2
2t W
(
t,
x
t
, y
)
+ errx
where
errx ∈ ǫ
(
OL2v,y
(
(1 + t)
− 1
2
+Cǫ2
)
∩OL∞x Hαy
(
(1 + t)
− 7
12
+Cǫ2
))
.
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A similar statement holds as t→ −∞.
Complementing the above scattering result, we also have the asymptotic completeness property.
Theorem 1.2. Let 1 ≤ d ≤ 4 and C be a large universal constant. There exists ǫ = ǫ(d) > 0 such
that if W1 satisfies ∥∥∥D1+Cǫ2v W1∥∥∥
L2v,y
+
∥∥∥DsyDCǫ2v W1∥∥∥
L2v,y
+
∥∥DsyW1∥∥L2v,y ≪ ǫ≪ 1,
then there exists W (t) solving (1.9) on t ∈ [1,∞) with initial data W (1) =W1. Moreover, there exists
a solution u of (1.1) with initial data u0 which satisfies (1.6), hence (1.10) holds for u.
The work starts with the proof of Theorem 1.1 (a). In section 2, first we prove that when ǫ is
small enough, there exists T ≈ e Cǫ2 ≫ 1 such that the local well-posedness and (1.7), (1.8) hold on
the interval [0, T ]. These imply that Theorem 1.1 (b) holds on [0, T ]. Then in section3, by a more
careful analysis (1.9), (1.10) will give us better bounds for (1.7), (1.8). Hence the interval [0, T ] can
be extended to [0,∞). For the second part, in section 5 we will show Theorem 1.2 by applying a
contraction mapping argument to the resulting equation for the difference w˜ := u− uapp. Here uapp is
an approximate solution constructed from W .
Remark 1.3. In the original paper [9] the authors prove instead that u approaches a solution for the
resonant equation (4.1). Here we use (1.9) to characterize the asymptotic profile, which is similar to
cubic NLS equation on Td. We will prove later in Proposition 4 that these two forms actually are
equivalent.
In this paper, the author uses the wave packet method, originally developed in the work of Ifrim
and Tataru on the 1d cubic NLS[15] and 2d water waves [13][14]. Let X ∈ C∞0 (R) be a real-valued
function localized in both space and frequency near 0 at scale ∼ 1. To simplify the computations, we
normalized
∫ X = 1. We define a wave packet adapted to the ray Υv = {x = tv} by
(1.11) Ψv = e
iφX
(
x− tv√
t
)
,
where the phase function is defined by
φ =
x2
2t
.
We expect the approximate solution will stay coherent on the time scale ∆t≪ t. By direct computa-
tions, we have
(1.12)
(
i∂t +
1
2
∂2x
)
Ψv =
1
2t
eiφ
[
t
1
2X ′
(
x− tv√
t
)
+ i (x− vt)X
(
x− tv√
t
)]
.
To measure the decay of u along the ray Υv we use the function
γ (t, v) =
∫
uΨvdxdy.
The function γ satisfies the differential equation
(1.13) i∂tγ +
1
2
△yγ = 1
t
|γ|2 γ +R(t, v).
Let ri be some fixed numbers greater that 0. The remainder R(t, v) satisfies the bound
‖R(t, v)‖Y . t−1−r1 ‖u(t)‖X+ ,
where ‖u(t)‖X+ is an appropriate energy. The definition of Y and X+ are given in (1.21) and (1.20)
respectively.
To close the bootstrap argument, we need to prove that under the asymptotic relation (1.10), the
energy ‖u(t)‖X+ grows slower than tr. The main difficulty arises in the energy cascade phenomenon,
in which the energy of the system moves from low frequencies towards arbitrarily high frequencies. We
need the relation
∂t ‖u(t)‖2X+ . ‖u(t)‖2L∞ ‖u(t)‖2X+ . t−1 ‖u(t)‖2X+
3
to prove the desired bound. Since for d ≥ 2 ,and any s > 1, the t− 12 decay of ‖u(t)‖L∞v Hsy does not
hold, it barely allows to close any polynomial-growth bootstrap for the energy ‖u(t)‖X+ . Therefore we
apply normal form correction to non-resonant frequencies on long time scale, and apply sharp resonant
estimate on short time scale intervals. The factors with non-resonant frequencies can be bound by
t−1−r2 ‖u(t)‖2X+ and the factors with resonant frequencies can be bound by ‖u(t)‖2L∞v H1y ‖u(t)‖
2
X+ .
Hence we have
∂t ‖u(t)‖2X+ . t−1−r2 ‖u(t)‖2X+ + ‖u(t)‖2L∞v H1y ‖u(t)‖
2
X+ . t
−1−r2 ‖u(t)‖2X+ + t−1 ‖u(t)‖2X+ ,
which allows closing the bootstrap argument.
1.1. Standard notations. In this section we briefly collect some notations, definitions and estimates
used throughout this thesis. Given two quantities A,B we will write A . B if there exists some
constant C > 0 so that A ≤ CB, and write A ∼ B if A . B and B . A. If C = C(k) we will write
A .k B. We write A ≪ B if A . B and the constant is sufficiently small. We denote the sets of
integers, real numbers and complex numbers by Z, R and C respectively. If E ⊂ Rn we denote the
indicator function of the set E by 1E . We denote the Euclidean norm by |·| and define the bracket
〈·〉 =
(
1 + |·|2
) 1
2
. If X is a normed space we denote its norm by ‖·‖X . We denote the torus R/(2πZ)
by T.
In this work, we define the Fourier transform Fxf and f̂ with respect to x by
Fxf := 1√
2π
∫
R
e−ixξf (x) dx.
Similarly we also have the full spatial Fourier transform with respect to both x and y,
(Ff) (ξ,k) := 1
(2π)
(d+1)/2
∫
R
∫
Td
f (x, y) e−ixξe−i〈k,y〉dydx.
Since we need to switch frequently between f (v, y) and (Fyf) (v,k) in this work, we use the bold
character for the Fourier transform in the y variable:
f (t, v,k) =
1
(2π)
d/2
∫
Td
f (t, v, y) e−i〈k,y〉dy.
We use ∂xf , fx and f
′ to denote a (partial) derivative in the variable x. We define the fractional
derivative by using the Fourier transform
Dαf = F−1x |ξ|α f̂ .
If X is a normed space and I ⊂ R is an interval, we denote the space of continuous functions
f : I → X by C (I;X) equipped with the sup norm. We use the notation Ck to denote k-continuously
differentiable functions; C∞ := ∩Ck to denote smooth functions; C∞c to denote compact supported
C∞ functions.
For 1 < p < ∞ we use Lpx(F ) (where F = R or C) to denote the space of Lebesgue-measurable
functions f : X → F such that
‖f‖pLp =
∫
|f(x)|p dx <∞,
with the usual modification for p = ∞. We will typically omit the domain and codomain when they
are evident. We denote the L2- inner product by
〈u, v〉 =
∫
R
u(x)v(x)dx.
We will use Littlewood-Paley projections in x
(FP≤Nf) (ξ, k) = X
(
ξ
N
)
Ff (ξ, k) ,
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where X ∈ C∞c (R) , X (x) = 1 when |x| ≤ 1 and X (x) = 0 when |x| ≥ 2. Next, define
PN = P≤N − P≤N/2, P≥N = 1− P≤N/2.
When we concentrate on the frequency in y only, we will denote(
FP y≤Nf
)
(ξ,k) = ϕ
( |k|
N
)
(Ff) (ξ,k) .
We denote the linear Schrödinger operator eit∂
2
x/2 on R by
eit∂
2
x/2f = F−1x e−it|ξ|
2/2f̂ .
Similarly, the linear Schrödinger operator eit△y/2 on Td is given by
eit△y/2f = F−1y e−it|k|
2/2Fyf.
Define the linear Schrödinger evolution on R× Td as U(t) = eit△y/2eit∂2x/2.
1.1.1. Norms and Hs spaces. Define the weighted Sobolev norm for x ∈ R by
(1.14) ‖f‖2H0,1x = ‖f‖
2
L2x
+ ‖xf‖2L2x .
Define the Sobolev norm Hsx for variable x ∈ Rn by
(1.15) ‖f‖Hsx =
∥∥∥∥(1 + |ξ|2) s2 (Fxf) (ξ)∥∥∥∥
L2
ξ
.
Define the Sobolev norm Hsy for variable y ∈ Tn by
(1.16) ‖f‖Hsy =
[∑
k∈Zn
((
1 + |k|2
) s
2 |(Fyf) (k)|
)2] 12
.
Define the homogeneous Sobolev norm H˙sx for variable x ∈ Rn by
(1.17) ‖f‖H˙sx =
∥∥∥|ξ| s2 (Fxf) (ξ)∥∥∥
L2
ξ
.
Define the homogeneous Sobolev norm H˙sy for variable y ∈ Tn by
(1.18) ‖f‖H˙sy =
[∑
k∈Zn
(
|k| s2 |(Fyf) (k)|
)2] 12
.
We now define several norms which will be used in our problem, namely the cubic NLS on R× Td.
For local well-posedness, we use the norm X(I). For energy estimates we use the norm X+. For
uniform bounds and the scattering itself, we use the norm Y . These norms are defined as follows:
When proving the local well-posedness result, we use the following norm X (I):
(1.19) ‖f‖X(I) := ‖f‖L∞t (I;L2xHsy) + ‖f‖L4t(I,L∞x,y) ,
where I is some finite interval with length less than or equal to 1.
The norm we will use to measure the size of the solutions will be denoted as X+. We expect this
quantity to grow as tδ where δ is a small positive number depending on the size ǫ of the initial data
u0:
(1.20) ‖u (t)‖2X+ :=
∥∥∥xe−it∂2x/2u (t)∥∥∥2
L2x,y
+
∥∥Dsyu (t)∥∥2L2x,y .
While using the energy method, we also define the norm as:
(1.21) ‖f‖Y = ‖f‖L∞x Hαy + ‖f‖L2x,y ,
We will prove that the solution tends to the modified scattering profile in the space Y .
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1.1.2. Forms. Here we introduce some sets and trilinear forms associated with the cubic NLS on the
torus.
We will use the following sets corresponding to momentum and resonance level sets. For a fixed k,
we define the set
(1.22) M (k) = {(k1,k2,k3,k) ∈ Z4d : k1 − k2 + k3 − k = 0} ,
which describes the triples of frequencies which yield output k, and the resonance level
(1.23) Γω (k) =
{
(k1,k2,k3,k) ∈M : |k1|2 − |k2|2 + |k3|2 − |k|2 = ω
}
.
In particular, for the resonance level ω = 0,
(1.24) Γ0 (k) =
{
(k1,k2,k3,k) ∈ Z4d : k1 − k2 + k3 − k = 0, |k1|2 − |k2|2 + |k3|2 − |k|2 = 0
}
.
Restricting the trilinear interactions in the expression u → |u|2u to resonant ones we obtain the
resonant trilinear form
R [f1, f2, f3] (t, v,k) =
∑
Γ0(k)
f1 (t, v,k1) f2 (t, v,k2) f3 (t, v,k3) .
More generally, we will also consider the non-resonant trilinear forms
E [f1, f2, f3] (t, v, y) :=
∑
Γω(k),ω 6=0
eiωt/2f1 (t, v,k1) f2 (t, v,k2) f3 (t, v,k3) e
ik·y.
The expression
D [f1, f2, f3] (t, v, y) := 2
t
∑
Γω(k),ω 6=0
eiωt/2
iω
f1 (t, v,k1) f2 (t, v,k2) f3 (t, v,k3) e
ik·y,
will be used to define an energy correction later on.
2. Small Data Scattering
2.1. Local well-posedness. Before we study the long time behavior, it is necessary to consider the
local well-posedness of equation (1.1). Here we introduce the vector field Lx := x + it∂x,which is the
conjugate of x with respect to the linear flow, U(t)x = LxU(t). The vector field is also the generator
for the Galilean group of symmetries. The function Lxu satisfies the following equation,
(2.1)
(
i∂t +
1
2
∂2x +
1
2
△y
)
Lxu = 2|u|2Lxu− u2Lxu,
which is the linearized equation of (1.1). The operator Lx allows us to capture the effect of the initial
data localization xu0 ∈ L2x,y as the time increases.
Proposition 1. The equation (1.1) is locally well-posed for initial data u0 ∈ H0,1x L2y ∩ L2xHsy for
any s > d2 . For such data we have a unique local solution u ∈ C
(
I;L2xH
s
y ∩ L4tL∞x,y
)
. If in addtion
xu0 ∈ L2x,y, then the solution has Lxu ∈ C
(
I;L2x,y
)
.
In the case d ≤ 3, global existence can be established in a much more general setting (u0 ∈ H1x,y),
see [17].
Proof. Using the normed space X defined in (??) and the Strichartz estimate from Lemma 6.3, for
arbitrary functions f, g ∈ L2xHsy , there is the inequality
(2.2)
∥∥∥∥∫ t
0
U(t− s)
(
|f |2 f − |g|2 g
)
(s) ds
∥∥∥∥
X(I)
.
(
|I| 12 + |I| 34
)(
‖f‖2X(I) + ‖g‖2X(I)
)
‖f − g‖X(I) .
The estimate (2.2) allows us to obtain the unique local solution through the contraction principle, if
we make the interval I small enough. Therefore equation (2.1) is locally well-posed in the space X (I) .
Due to the lack of uniform L2xH
s
y estimates, for d > 1 we can not extend the iteration directly to global
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well-posedness. Later on we will prove that for solutions with suitable small initial data, we will have
the bound ‖u(t)‖L2xHsy . t
δ, which implies the global well-posedness. To prove the local well-posedness
for the linearized equation (2.1), for any f, g ∈ L2x,y, we have the following Strichartz inequality:
(2.3)
∥∥∥∥∫ t
0
U(t− s)
(
|u|2 f − |u|2 g
)
(s) ds
∥∥∥∥
L∞t (I;L2x,y)
. |I| 12 ‖u‖2L4t(I,L∞x,y) ‖f − g‖L∞t (I;L2x,y) .
When the interval |I| is small enough, we obtain the desired properties. A similar bound can be applied
to the nonlinear term u2Lxu. Hence the local well-posedness for the equation (2.1) in L
∞
t
(
I;L2x,y
)
can be readily obtained once we have the well-posedness for the equation of u in X (I) .

2.2. The asymptotic equation. Here we use the wave packet testing method following the work
of Ifrim and Tataru on the 1d cubic NLS [15]. A wave packet in the context here is an approximate
solution to the linear system with O (1/t) errors. For each trajectory Υv := {x = vt} traveling with
velocity v we establish decay along this ray by testing with a wave packet moving along the ray. Here
we use a slightly different notation; one can verify that the function γ here is the same as in the original
paper [15]. Define
(2.4) w(t, v, y) := t
1
2 e−i
tv2
2 u(t, tv, y),
(2.5) γ(t, v, y) := P≤√tw(t, v, y).
Our first result asserts that u is well approximated by a function ass
ociated with γ for as long as we have good control of the energy bounds ‖Lxu‖L2x,y and
∥∥Dsyu∥∥L2x,y .
Lemma 2.1. The functions γ and w satisfy the following bounds for any α ≥ 0:
(2.6) ‖γ‖L∞v L2y(L∞v Hsy) . ‖w‖L∞v L2y(L∞v Hsy) = t
1
2 ‖u‖L∞x L2y(L∞x Hsy) ,
(2.7)
∥∥Dsyγ∥∥L2v,y ≤ ∥∥Dsyw∥∥L2v,y = ∥∥Dsyu∥∥L2x,y , ‖∂vγ‖L2v,y ≤ ‖∂vw‖L2v,y = ‖Lxu‖L2x,y ,
(2.8) ‖γ‖L∞v Hαy . ‖w‖L∞v Hαy . ‖u‖
1
6
L2x,y
‖Lxu‖
1
2
L2x,y
∥∥D3αy u∥∥ 13L2x,y .
We also have the physical space bounds∥∥∥∥u (t, x, y)− 1√te−ix22t γ
(
t,
x
t
, y
)∥∥∥∥
L∞x H
α
y
. t−
7
12 ‖Lxu‖
2
3
L2x,y
∥∥D3αy u∥∥ 13L2x,y ,(2.9) ∥∥∥∥u (t, x, y)− 1√te−ix22t γ
(
t,
x
t
, y
)∥∥∥∥
L2x,y
. t−
1
2 ‖Lxu‖L2x,y ,(2.10)
and the Fourier space bounds
(2.11)
∥∥∥uˆ (t, ξ, k)− e−itξ2/2γ (t, ξ,k)∥∥∥
L2
ξ
l2
k
. t−
1
2 ‖Lxu‖L2x,y .
Proof. By Bernstein’s inequality and interpolation, we have the straightforward bounds:
‖γ‖L∞v Hαy . ‖w‖L∞v Hαy .
∥∥∥D 34v w∥∥∥ 23
L2v,y
∥∥D3αy w∥∥ 13L2v,y . ‖u‖ 16L2x,y ‖Lxu‖ 12L2x,y ∥∥D3αy u∥∥ 13L2x,y ,
‖w − γ‖L∞v Hαy .
∥∥∥D 34v P≥√tw∥∥∥ 23
L2v,y
∥∥D3αy w∥∥ 13L2v,y . t− 112 ‖Lxu‖ 23L2x,y ∥∥D3αy u∥∥ 13L2x,y ,(2.12)
and
7
‖w − γ‖L2v,y . t
− 1
2 ‖∂vw‖L2v,y . t
− 1
2 ‖Lxu‖L2x,y .(2.13)

From now on, we will assume that α = d2
+
and s = 3α.
The next objective is to show that γ is an approximate solution to the asymptotic equation (1.9).
Lemma 2.2. If u solves (1.1) then we have
(2.14) i∂tγ +
1
2
△yγ = 1
t
|γ|2 γ + I,
where the remainder I satisfies
(2.15) ‖I‖L2v,y . t
− 3
2
(
‖u‖
1
3
L2x,y
‖u‖
5
3
X+ + 1
)
‖u‖X+
(2.16) ‖I‖L∞v Hαy . t
− 13
12
(
‖u‖
1
3
L2x,y
‖u‖
5
3
X+ + 1
)
‖u‖X+ ,
where s = 3α and α = d2
+
.
Proof. Let ξ be the Fourier variable in v. A direct computation yields
∂tγ +
1
2
△yγ = F
[
X ′
(
ξ√
t
)
· ξ
2t
3
2
+
|ξ|2
2t2
X
(
ξ√
t
)]
wˆ + t−1P≤√t |w|2 w.
Hence we can write an evolution equation for γ of the form
i∂tγ +
1
2
△yγ = 1
t
|γ|2 γ + I,
where the error term I (t, v) can be written as a sum of three quantities which can be easily bounded:
I := F
[
DX
(
ξ√
t
)
· ξ
2t
3
2
+
|ξ|2
2t2
X
(
ξ√
t
)]
wˆ + t−1P≤√t |w|2 w − t−1 |γ|2 γ
:= F
[
DX
(
ξ√
t
)
· ξ
2t
3
2
+
|ξ|2
2t2
X
(
ξ√
t
)]
wˆ + t−1P≤√t
(
|w|2 w − |γ|2 γ
)
+ t−1P≥√t |γ|2 γ
:= I1 + I2 + I3.
The first term I1 can be expressed as a convolution and by Young’s inequality we obtain the bound
‖I1(t, v, y)‖L2v,y . t
− 3
2
∥∥∥P≤√t∂vw∥∥∥
L2v,y
. t−
3
2 ‖Lxu‖L2x,y . t
− 3
2 ‖u‖X+ ,
‖I1(t, v, y)‖L∞v Hαy . t
− 5
4
∥∥∥P≤√t∂vw∥∥∥
L2vH
α
y
. t−
13
12
∥∥∥P≤√tD 23v w∥∥∥
L2vH
α
y
. t−
13
12
∥∥∥P≤√t∂vw∥∥∥ 23
L2v,y
∥∥∥P≤√tw∥∥∥ 13
L2vH
3α
y
. t−
13
12 ‖u‖X+ .
For the second and third terms I2, I3, we apply Bernstein’s inequality in order to get:
‖I2‖L2v,y . t
−1
(
‖w‖2L∞v Hαy + ‖γ‖
2
L∞v H
α
y
)
‖w − γ‖L2v,y . t
− 3
2
(
‖w‖2L∞v Hαy + ‖γ‖
2
L∞v H
α
y
)
‖Lxu‖L2x,y
. t−
3
2 ‖u‖
1
3
L2x,y
‖Lxu‖2L2x,y
∥∥Dsyu∥∥ 23L2x,y . t− 32 ‖u‖ 13L2x,y ‖u‖ 83X+ .
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‖I2‖L∞v Hαy . t
−1
∥∥∥|w|2 w − |γ|2 γ∥∥∥
L∞v H
α
y
. t−1
(
‖w‖2L∞v Hαy + ‖γ‖
2
L∞v H
α
y
)
‖w − γ‖L∞v Hαy
. t−
13
12
(
‖w‖2L∞v Hαy + ‖γ‖
2
L∞v H
α
y
)
‖Lxu‖
2
3
L2x,y
∥∥Dsyu∥∥ 13L2x,y
. t−
13
12 ‖u‖
1
3
L2x,y
‖u‖
8
3
X+ .
Similarly, we have:
‖I3‖L2v,y . t
− 3
2
∥∥∥∂v |γ|2 γ∥∥∥
L2v,y
. t−
3
2 ‖γ‖2L∞v Hαy ‖∂vγ‖L2v,y . t
− 3
2 ‖γ‖2L∞v Hαy ‖Lxu‖L2x,y
. t−
3
2 ‖u‖
1
3
L2x,y
‖u‖
8
3
X+ ,
‖I3‖L∞v Hαy . t
− 5
4
∥∥∥∂v |γ|2 γ∥∥∥
L2vH
α
y
. t−
13
12
∥∥∥D 23v |γ|2 γ∥∥∥
L2vH
α
y
. t−
13
12 ‖γ‖2L∞v Hαy
∥∥∥D 23v γ∥∥∥
L2vH
α
y
. t−
13
12 ‖γ‖2L∞v Hαy ‖Lxu‖
2
3
L2x,y
∥∥Dsyu∥∥ 13L2x,y
. t−
13
12 ‖u‖
1
3
L2x,y
‖u‖
8
3
X+ .
Since
‖I‖Y ≤ ‖I1‖Y + ‖I2‖Y + ‖I3‖Y ,
we obtain (2.15) and (2.16).

2.3. The energy bound for γ. From the equation (2.14) there is the natural guess that
‖γ(t)‖L∞v H1y . ǫ
for any t ≥ 1. Indeed, multiplying (2.14) with γt, integrating over y, and taking the real part we have
1
2
Re
∫
(△yγ) γt dy = 1
t
Re
∫
|γ|2 γγt dy +Re
∫
Iγt dy,
which directly implies that
∂t ‖∇yγ‖2L2y +
1
t
∂t ‖γ‖4L4y = −4Re 〈γt, I〉H−1y ,H1y .
Use (2.14) again and the fact that in Rd for d ≤ 4 we have L 43 ⊂ H−1, ‖f‖H−1 . ‖f‖L 43 andH
s1 ⊂ Hs2
if s1 > s2,
‖γt‖H−1y . ‖△yγ‖H−1y + t
−1
∥∥∥|γ|2 γ∥∥∥
H−1y
+ ‖I‖H−1y
. ‖γ‖H1y + t
−1 ‖γ‖3L4y + ‖I‖Hαy . ‖γ‖Hαy + t
−1 ‖γ‖3Hαy + ‖I‖Hαy .
After integrating with respect to t, then taking the supremum over v, we get
(2.17)
‖∇yγ(T )‖2L∞v L2y +
1
t
‖γ(T )‖4L∞v L4y
. ‖∇yγ(1)‖2L∞v L2y + ‖γ(1)‖
4
L∞v L
4
y
+
∫ T
1
t−2 ‖u‖
2
3
L2x,y
‖u(t)‖
10
3
X+ dt
+
∫ T
1
t−
13
12 ‖u‖
1
2
L2x,y
‖u(t)‖
7
2
X+ + t
− 25
12 ‖u‖
5
6
L2x,y
‖u(t)‖
31
6
X+ + t
− 13
6 ‖u‖
2
3
L2x,y
‖u(t)‖
16
3
X+ dt.
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3. The Energy Estimate
In this section, we aim to prove the energy bounds for ‖Lxu‖L2x,y and
∥∥Dsyu∥∥L2x,y . Here we will work
with the general linearized equation of (1.1) which is given by
(3.1)
(
i∂t +
1
2
∂2x +
1
2
△y
)
ν = 2 |u|2 ν − u2ν.
Notice that the equation for Lxu, (2.1) is the same as (3.1). The function D
s
yu does not directly satisfy
the linearized equation, but its equation can be written in the form
(3.2)
(
i∂t +
1
2
∂2x +
1
2
△y
)
Dsyu = 2|u|2Dsyu+ u2Dsyu+ cor(t),
where
cor(t) := Dsy
(
|u|2 u
)
− (2|u|2Dsyu+ u2Dsyu) .
The correction term cor(t) is nontrivial for s 6= 1 but has a commutator structure and satisfies favorable
bounds. We will leave the proof of bound for cor(t) for the last part of the section.
To obtain L2x,y estimates for the linearized equation (3.1), we make the following assumptions on u:
Hypothesis 3.1. The solution u for (1.1) exists in a time interval [0, T ], and satisfies the bounds
(3.3) ‖u (t)‖L∞v H1y ≤ Dǫ |t|
− 1
2 ,
(3.4) ‖u (t)‖X+ ≤ Dǫ (1 + |t|)δ ,
for t ∈ [0, T ]. Here D is a sufficiently large positive number which does not depend on u.
Then we have the following bound for the linearized equation (3.1):
Proposition 2. Suppose u is a solution to (1.1) satisfying Hypothesis 3.1 on [0, T ], then we will have
that
(a) The equation (3.1) in ν is L2x,y well-posed.
(b) There is the bound
(3.5) ‖ν(t)‖L2x,y . ‖ν(0)‖L2x,y (1 + t)
2D3ǫ2
for t ∈ [0, T ].
The local well-posedness property of equation (3.1) is given by Proposition 1; therefore it suffices
only to prove (3.5). Denote
(3.6) V (t, v, y) := e−
itx2
2
√
tν (t, tx, y)
by making a substitution v = tx. Instead of computing the L2x,y norm of ν, it is easier to work with
the L2v,y norm of V (t, v, y)( which is the same). By direct computation, V satisfies the equation
(3.7)
(
i∂t +
1
2t2
∂2v +
1
2
△y
)
V (t, v, y) = t−1
[
2 |w|2 V (t, v, y) + w2V (t, v, y)
]
.
Denote the associated linear evolution operator by
S(t) = e−it△y/2ei∂
2
v/(2t),
and transform the equation (3.7) into the form
i∂t (S(−t)V (t, v, y)) = t−1S(−t)
[
2 |w|2 V (t, v, y) + w2V (t, v, y)
]
.
From the above equation we have the fact that
∂t
1
2
‖S(−t)V (t, v, y)‖2L2v,y = t
−1Im
∫
R×Td
[
S(−t)V
] [
S(−t)w2V ] dvdy,
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and
(3.8) ‖ν(t)‖L2x,y = ‖V (t)‖L2v,y = ‖S(−t)V (t)‖L2v,y
for any t 6= 0.
Here we define
(3.9) Z := S(−t)V,
and
(3.10) W ∗ := e−it△y/2w.
We define
(3.11) G := e−it△y/2γ,
which is the linear pullback of γ.
By a direct computation we write the Fourier transform of the second factor in the integrand in the
form:
(3.12)
F [S(−t)w2V ] (t, ξ,k)
=
∑
M(k)
∫ ∫
exp
(
i
t
2
|k|2 − i ξ
2
2t
)
ŵ (t, κ,k1) V̂ (t, ξ − η − κ,k2) ŵ (t, η,k3) dκdη
=
∑
M(k)
∫ ∫
eiΨ(t)Ŵ ∗ (t, κ,k1) Ẑ (t, ξ − η − κ,k2) Ŵ ∗ (t, η,k3) dκdη.
Here the phase function Ψ is defined as
(3.13) Ψ (t) :=
1
2t
(
(ξ − η − κ)2 + ξ2
)
+
t
2
ω,
where ω := |k1|2 − |k2|2 + |k3|2 − |k|2.
It is natural to separate the right hand side of the equation (3.12) into four different parts according
to the v and y frequencies of the factors:
• Where the v-frequency of one of w is large, {(κ, η) : |κ| ≥ √t}⋃{(κ, η) : |η| ≥ √t}. After
excluding this case, we are able to replace w in (3.7) by γ. The corresponding term has the
expression
(3.14) e1 (t, v, y) := t
−1S(−t) [(w2 − γ2)V ] .
• Where the y frequencies are resonant,{
(κ, η) : |κ| , |η| < √t}∩{(k1,k2,k3) : (k1,k2,k3) ∈M (k) , (k1,k2,k3) ∈ Γ0 (k)} . This cor-
responds to
(3.15) e2 (t, v, y) := t
−1S(−t)
∑
k
∑
Γ0(k)
γ (t, v,k1) V (t, v,k2) γ (t, v,k3) e
ik·y
 .
• Where the v and y frequencies are non-resonant,{
(κ, η) : |κ| , |η| < √t}∩{(k1,k2,k3) : (k1,k2,k3) ∈ M (k) ∩ Γω (k) , ω 6= 0}∩{|Ψ′(t)| & t− 38}.
Therefore we choose the region Ω1t as follows:
(3.16) Ω1t (ξ, ω) =
{
ω 6= 0,
∣∣∣ (ξ−κ−η)2t2ω − 12 ∣∣∣ ≥ 12 t− 38 }⋃{ω 6= 0, ∣∣∣∣ ξ2t2ω − 12
∣∣∣∣ ≥ 2t− 38} .
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The corresponding term in the energy is given by
(3.17)
e3 (t, v, y)
:=t−1F−1ξ
∑
k
∑
ω 6=0
∑
Γω(k)
∫∫
X1eiΨ(t)Ĝ (t, κ,k1) Ẑ (t, ξ − η − κ,k2) Ĝ (t, η,k3) dκdη
 eik·y.
Here X1 is a cutoff function selecting this region. Precisely, we will define the frequency cutoff
function X1 depending on t, ξ, κ, η and ω by
(3.18) X1 := 1−X2,
where the function X2 is given in (3.21).
• Where the v and y frequencies are almost resonant,{
(κ, η) : |κ| , |η| < √t}∩{(k1,k2,k3) : (k1,k2,k3) ∈ M (k) ∩ Γω (k) , ω 6= 0}∩{|Ψ′(t)| . t− 38}.
Therefore we choose the region Ω2t as follows:
(3.19) Ω2t (ξ, ω) =
{
ω 6= 0,
∣∣∣ (ξ−κ−η)2t2ω − 12 ∣∣∣ < 2t− 38 }⋂{ ω 6= 0, ∣∣∣ ξ2t2ω − 12 ∣∣∣ < 2t− 38 } .
The corresponding term in the energy is given by
(3.20)
e4 (t, v, y)
:=t−1F−1ξ
∑
k
∑
ω 6=0
∑
Γω(k)
∫∫
X2eiΨ(t)Ĝ (t, κ,k1) Ẑ (t, ξ − η − κ,k2) Ĝ (t, η,k3) dκdη
 eik·y,
where X2 is a cutoff function selecting this region. Here we define the frequency cutoff function
X2 by
(3.21) X2 := X1,ω (ξ − κ− η)X2,ω (ξ) ,
where
(3.22) X1,ω (ξ − κ− η) := X
(
1
2
t
3
8
(
(ξ − κ− η)2
t2ω
− 1
2
))
, X2,ω (ξ) := X
(
1
2
t
3
8
(
ξ2
t2ω
− 1
2
))
.
Hence we have
t−1S (−t) (w2V ) := e1 + e2 + e3 + e4.
Assuming that the initial data satisfies (1.6), by the local well-posedness we know that ν(t) and
u(t) exist inside the interval [0, T ]. To advance from time 0 to time 1 we use the local well-posedness
results to obtain
‖ν (1)‖L2x,y . ‖ν (0)‖L2x,y ,
and note that by the mass conservation law (1.2) there is the inequality
‖u(t)‖L2x,y = ‖u(0)‖L2x,y ≤ ǫ
for any t ∈ [0, T ]. By (3.8) there is the inequality
(3.23)
1
2
‖ν (T )‖2L2x,y ≤
1
2
‖ν (1)‖2L2x,y +
∣∣∣∣∣
∫ T
1
〈S(−t)V, e1 + e2 + e3 + e4〉L2x,y dt
∣∣∣∣∣ .
By (3.3), and the definition of γ, there is the property
‖γ(t)‖L∞v H1y .
√
t ‖u(t)‖L∞x H1y . Dǫ.
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3.1. The high frequency estimates. First we start with bounds for the high v-frequencies in w.
Lemma 3.2. Assume that T ≥ 1. Then the following estimates hold uniformly in t:
(3.24)
∫ T
1
∣∣∣〈S(−t)V, e1 (t)〉L2v,y ∣∣∣ dt .
∫ T
1
D
11
6 ǫ2t−
13
12 (1 + t)
11
6
δ ‖ν (t)‖2L2x,y dt
Proof. Since S(−t) is a unitary operator, using (2.8) we have
‖e1 (t)‖L2v,y . t
−1
(
‖w‖L∞v Hαy + ‖γ‖L∞v Hαy
)
‖w − γ‖L∞v Hαy ‖V ‖L2v,y
. t−
13
12
(
‖w‖L∞v Hαy + ‖γ‖L∞v Hαy
)
‖Lxu‖
2
3
L2x,y
∥∥Dsyu∥∥ 13L2x,y ‖V ‖L2v,y
. t−
13
12 ‖u‖
1
6
L2x,y
‖u‖
11
6
X+ ‖ν‖L2x,y .

3.2. The y frequencies resonant term. The growth of the energy mainly comes from the resonant
term and will be smaller than t−1; hence we can apply Grownwall’s inequality.
Lemma 3.3. Assume that T ≥ 1. we will have
(3.25)
∫ T
1
∣∣∣〈S(−t)V, e2 (t)〉L2v,y ∣∣∣ dt . ∫ T
1
D2ǫ2t−1 ‖ν (t)‖2L2x,y dt.
Proof. Here we use the inequality (6.2), which provides a good fixed-time estimate for the y-resonant
interactions. The original proof of (6.2) is given in Lemma 7.1 in [9]. By the fact that S(−t) is unitary,
and the inequality (6.2), the factor e2 satisfies the following inequality:
(3.26) ‖e2 (t)‖L2v,y .
1
t
∥∥∥‖γ‖2H1y ‖V ‖L2y∥∥∥L2v . 1t ‖γ‖2L∞v H1y ‖V ‖L2v,y . 1t ‖γ‖2L∞v H1y ‖ν‖L2x,y .

3.3. The fast-time oscillations. Here we use a normal form energy correction to cancel out the
non-resonant frequencies in 1t γ
2L , using a technique developed in the papers [16, 19, 6]. The idea
is that we may apply integration by parts in time to get a better decay where the nonlinear term is
non-resonant.
From the equation (3.12) we may rewrite the remaining terms with low frequency of w and non-
resonant y frequencies as
(3.27)
∑
ω 6=0
∑
Γω(k)
∫ ∫
eiΨ(t)X1Ĝ (t, κ,k1) Ẑ (t, ξ − η − κ,k2) Ĝ (t, η,k3) dκdη.
The resonance function Ψ(t) is given in (3.13). One can only apply the normal form correction in the
region where Ψ′ 6= 0. By the following equation
(3.28) Ψ′ (t) = − 1
2t2
(
(ξ − η − κ)2 + ξ2
)
+
1
2
ω,
it is obvious that inside the area Ω1t we have |Ψ′ (t)| & t−
3
8ω.
Lemma 3.4. Assume that T ≥ 1.Then we have the following estimate
(3.29)
∣∣∣∣∣
∫ T
1
〈S(−t)V, e3 (t)〉L2v,y dt
∣∣∣∣∣ . D 53 ǫ2T− 58 (1 + T ) 53 δ ‖ν (T )‖2L2v,y +D 53 ǫ2 ‖ν(1)‖2L2v,y
+
∫ T
1
[
D
5
3 ǫ2t−
5
4 (1 + t)
5
3
δ
+D
5
3 ǫ2t−
13
8 (1 + t)
5
3
δ
]
‖ν (t)‖2L2x,y dt
+
∫ T
1
D
10
3 ǫ4t−
13
8 (1 + t)
10
3
δ ‖ν (t)‖2L2x,y dt.
13
Proof. First observe that
eiΨ(t) =
1
iΨ′(t)
(
∂te
iΨ(t)
)
and ∂t
(
1
iΨ′(t)
)
= − Ψ
′′ (t)
i (Ψ′(t))2
,
where Ψ′′ (t) = 1t3
(
(ξ − κ− η)2 + ξ2
)
. Thus it is natural to define the trilinear form as follows:
Ot1 [f1, f2, f3, f4]
:=t−1
∑
k
∑
ω 6=0
∑
Γω(k)
∫ ∫∫
X1 e
iΨ(t)
iΨ′
f̂1 (t, κ,k1) f̂2 (t, ξ − η − κ,k2) f̂3 (t, η,k3) f̂4 (t,−ξ,k) dκdηdξ,
Ot2 [f1, f2, f3, f4] := t−1
∑
k
∑
ω 6=0
∑
Γω(k)
∫ ∫∫ [
X1 Ψ
′′
i (Ψ′)2
+
∂tX1
iΨ′
]
eiΨ(t)f̂1
(t, κ,k1) f̂2 (t, ξ − η − κ,k2) f̂3 (t, η,k3) f̂4 (t,−ξ,k)dκdηdξ.
Then observe that
e3 (t) =∂t
(Ot1 [G,Z, G,Z])+Ot2 [G,Z, G,Z] + t−1Ot1 [G,Z, G,Z]
−Ot1 [∂tG,Z, G,Z]−Ot1 [G, ∂tZ, G,Z]−Ot1 [G,Z, ∂tG,Z]−Ot1 [G,Z, G, ∂tZ] .
We start with the estimates associated with Ot1:
Lemma 3.5. Assume that Ot1 defined as above. Then for any t ≥ 1
(3.30)
∣∣Ot1 [G,Z, G,Z]∣∣ . ǫ2D 53 t− 58 (1 + t) 53 δ ‖ν (t)‖2L2x,y ,
(3.31)
∣∣Ot1 [∂tG,Z, G,Z]∣∣ , ∣∣Ot1 [G,Z, ∂tG,Z]∣∣ . ǫ4D 103 t− 138 (1 + t) 103 δ ‖ν‖2L2x,y ,
and
(3.32)
∣∣Ot1 [G, ∂tZ, G,Z]∣∣ , ∣∣Ot1 [G,Z, G, ∂tZ]∣∣ . ǫ4D 103 t− 138 (1 + t) 103 δ ‖ν‖2L2x,y .
Proof. Here we introduce the elementary inequality for a > 12
(3.33) ‖f‖L1x(R) . ‖f‖
1− 1
2a
L2x(R)
‖|x|a f‖
1
2a
L2x(R)
.
By (3.33) and let a = 23 , we have the following inequality by interpolation
(3.34)
∥∥∥Ĝ (t, ξ,k)∥∥∥
L1
ξ
hα
k
.
∥∥∥Ĝ(t, ξ,k)∥∥∥ 14
L2
ξ
hα
k
∥∥∥|ξ| 23 Ĝ (t, ξ,k)∥∥∥ 34
L2
ξ
hα
k
.
∥∥∥Ĝ∥∥∥ 16
L2
ξ
l2
k
∥∥∥Ĝ∥∥∥ 13
L2
ξ
hs
k
∥∥∥|ξ| Ĝ∥∥∥ 12
L2
ξ
l2
k
.
By (3.34), Lemma 6.2, (2.7),(1.2) and Minkowski’s integral inequality∣∣Ot1 [G,Z, G,Z]∣∣ . t− 58 ∥∥∥Ĝ (t, ξ,k)∥∥∥2
L1
ξ
hα
k
∥∥∥Ẑ (t, ξ,k)∥∥∥2
L2
ξ
l2
k
. t−
5
8
∥∥∥Ĝ∥∥∥ 13
L2
ξ
l2
k
∥∥∥Ĝ∥∥∥ 23
L2
ξ
hs
k
∥∥∥|ξ| Ĝ∥∥∥
L2
ξ
l2
k
‖Z‖2L2v,y
. t−
5
8 ‖G‖
1
3
L2v,y
‖G‖
2
3
L2
ξ
Hsy
‖∂vG‖L2v,y ‖Z‖
2
L2v,y
. t−
5
8
∥∥Dsyu∥∥ 23L2x,y ‖Lxu‖L2x,y ‖ν‖2L2x,y .
From (3.34) and Bernstein’s inequality, for t > 1 there is the bound∥∥∥∂tĜ (t, ξ,k)∥∥∥
L1
ξ
hα
k
. t−1 ‖ŵ(t, ξ,k)‖3L1
ξ
hα
k
+ t−1 ‖ŵ (t, ξk)‖L1
ξ
hα
k
. ǫ3D
5
2 t−1 (1 + t)
5
2
δ + ǫD
6
5 t−1 (1 + t)
5
6
δ
. ǫ3D
5
2 t−1 (1 + t)
5
2
δ .
In the last inequality we consider the case when t≫ 1; therefore the first term will increase faster than
the second term.
14
Hence using the same procedure, there is the estimate∣∣Ot1 [∂tG,Z, G,Z]∣∣
.t−
5
8
∥∥∥∂tĜ (t, ξ,k)∥∥∥
L1
ξ,
hα
k
∥∥∥Ĝ (t, ξ,k)∥∥∥
L1
ξ
hα
k
‖Z‖2L2v,y . t
− 13
8 ‖w‖
2
3
L2v,y
‖w‖
4
3
L2vH
s
y
‖∂vw‖2L2v,y ‖Z‖
2
L2v,y
.D
10
3 ǫ4t−
13
8 (1 + t)
10
3
δ ‖ν‖2L2x,y .
Also there is the bound
‖∂tZ‖L2v,y . t
−1 ∥∥w2V ∥∥
L2v,y
. t−1 ‖w‖2L∞v Hαy ‖V ‖L2v,y . D
5
3 ǫ2t−1 (1 + t)
5
3
δ ‖ν‖L2x,y ,
and therefore∣∣Ot1 [G, ∂tZ, G,Z]∣∣ . t− 58 ∥∥∥Ĝ∥∥∥2
L1
ξ
hα
k
‖∂tZ‖L2v,y ‖Z‖L2v,y . D
10
3 ǫ4t−
13
8 (1 + t)
10
3
δ ‖ν‖2L2x,y .

It remains to establish the bound of Ot2. Note that inside Ω1t we have the bounds∣∣∣∣∣ Ψ′′(Ψ′)2
∣∣∣∣∣ . t− 14 |ω|−1 for ω 6= 0.
By a direct computation we have that
∂tX1 = −X ′1,ωX2,ω
[
3
16
t−
5
8
(
(ξ − η − κ)2
t2ω
− 1
2
)
− t− 58
(
(ξ − η − κ)2
t2ω
)]
−X1,ωX ′2,ω
[
3
16
t−
5
8
(
ξ2
t2ω
− 1
2
)
− t− 58
(
ξ2
t2ω
)]
.
Hence we have
(3.35) |∂tX1| . t− 58 , and
∣∣∣∣∂tX1Ψ′
∣∣∣∣ . t− 14 |ω|−1 .
Lemma 3.6. Assuming t ≥ 1, we have
(3.36)
∣∣Ot2 [G,Z, G,Z]∣∣ . D 53 ǫ2t− 54 (1 + t) 53 δ ‖ν (t)‖2L2x,y .
Applying the same estimate as Lemma (3.5) one can obtain the bound. Hence we have∣∣∣∣∣
∫ T
1
〈S(−t)V, e3 (t)〉L2v,y dt
∣∣∣∣∣ . ∣∣Ot1 [G,Z, G,Z]∣∣∣∣Tt=1 +
∫ T
1
∣∣Ot2 [G,Z, G,Z]∣∣ dt+ ∣∣t−1Ot1 [G,Z, G,Z]∣∣ dt
+
∫ T
1
∣∣Ot1 [Gt,Z, G,Z]∣∣+ ∣∣Ot1 [G,Zt, G,Z]∣∣+ ∣∣Ot1 [G,Z, Gt,Z]∣∣+ ∣∣Ot1 [G,Z, G,Zt]∣∣ dt.
Using the estimates from Ot1 and Ot2, the proof of Lemma 3.6 is complete.

3.4. Almost resonant interactions. The remaining case corresponds to frequency interactions lo-
calized in the region Ω2t , where the inequality |Ψ′ (t)| . t−
3
8 holds. This case corresponds to almost in
resonance both in y and v frequency. Due to the smallness of |Ψ′ (t)|, we are not able to perform normal
form correction and obtain better decay properties. To prove (3.5), it is crucial to have the t−1 decay
of
∣∣∣〈S(−t)V, e4〉L2x,y ∣∣∣. Since on Ω2t , the phase function Ψ(t) is almost constant in unit time scale, it is
natural to divide the time interval [1, T ] into unit time intervals. Inside each interval, we can replace
the phase function by a constant with small errors. After that we apply a frequency localization in v.
Then the quantity e4 can be described as the output of interaction of linear waves, with very small
15
errors. Hence we can bound e4 by Strichartz estimates on torus, which gives us the desired bound
t−1 ‖G‖2L∞v H1y ‖ν‖
2
L2v,y
with integrable errors.
Here we let T1 = 1, Tn+1 = Tn + 2π. For t ∈ [Tn, Tn+1), we need to separate 〈S(−t)V, e4〉L2x,y into
two parts:
〈S(−t)V, e4〉L2x,y := 〈S(−t)V,M(t)〉L2x,y + 〈S(−t)V, err (t)〉L2x,y ,
where M(t) is a product of linear flow. For M(t) we have the bound
(3.37) ‖M (t)‖L2t(Tn,Tn+1;L2v,y) . t
−1 ‖G(Tn, v, y)‖2L∞v H1y ‖V (Tn, v, y)‖L2v,y .
For the error term err(t), the decay rate is faster than t−1, by using the bootstrap assumptions (3.3),
(3.4), we can obtain the bound: ∫ T
1
‖err (t)‖L2v,y ‖ν‖L2x,y dt . ǫ.
Lemma 3.7. For T ≥ 1, we will have
(3.38)∫ T
1
∣∣∣〈S(−t)V, e4 (t)〉L2v,y ∣∣∣ dt .
∫ T
1
D2ǫ2t−1 ‖ν (t)‖2L2x,y dt
+
∫ T
1
[
D
11
6 ǫ2t−
65
64 (1 + t)
11
6
δ
+D
5
3 ǫ2t−
5
4 (1 + t)
5
3
δ
+D
73
42 ǫ2t−
25
24 (1 + t)
73
42
δ
]
‖ν(t)‖2L2x,y dt
+
∫ T
1
[
D
11
3 ǫ4t−2 (1 + t)
5
3
δ
+D
10
3 ǫ4t−2 (1 + t)
10
3
δ
]
‖ν (t)‖2L2x,y dt.
Recall that P y denotes the frequency projection of y. We may restrict the case to where max {|k1| , |k3|} ≤
t
1
16 , and since s > 3d2 ≥ 32 , we peel off the high y-frequency in γ:
Lemma 3.8. Define
err1 (t) := e4 (t, v, y)
− t−1F−1ξ
∑
k
∑
ω 6=0
∑
Γω(k)
∫∫
X2eiΨ(t) ̂˜G (t, κ,k1) Ẑ (t, ξ − η − κ,k2) ̂˜G (t, η,k3) dκdη
 eik·y,
where
G˜ = P y
≤t 116
G.
Then we have
(3.39) ‖err1 (t)‖L2v,y . D
11
6 ǫ2t−
65
64 (1 + t)
11
6
δ ‖ν‖L2x,y .
Proof. Here we follow the computations in (2.8), and use the y frequency is larger than t
1
16 to obtain
extra decay.
‖err1 (t)‖L2v,y =
1
t
∥∥∥∥P y≥t 116 γ
∥∥∥∥
L∞v H
α
y
‖γ‖L∞v Hαy ‖V ‖L2v,y
.
1
t
∥∥∥∥P y≥t 116 γ
∥∥∥∥ 16
L2v,y
‖γ‖
1
6
L2v,y
‖∂vγ‖L2v,y
∥∥D3αy γ∥∥ 23L2v,y ‖V ‖L2v,y
.t−
65
64 ‖γ‖
1
6
L2v,y
∥∥Dsyγ∥∥ 56L2v,y ‖∂vw‖L2v,y ‖V ‖L2v,y .

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Thus we can reduce the problem to the case 0 ≤ 12ω ≤ t
1
8 since display 12ω =
1
2
(
|k1|2 + |k3|2 − |k2|2 − |k4|2
)
≤
t
1
8 .
Next we consider unit time intervals, and show that we can freeze ̂˜G and Ẑ at end points. First we
show that on unit time intervals there are uniform bounds for the linearized equation.
Lemma 3.9. For any s, t ∈ [Tn, Tn+1), and s ≤ t, there are the bounds
(3.40) ‖Z (t)− Z (s)‖L2v,y . D
5
3 ǫ2t−1 (1 + t)
5
3
δ ‖Z (t)‖L2v,y ,
(3.41)
∫ t
s
‖Z (σ)‖L2v,y dσ . ‖Z (t)‖L2v,y .
Proof. Since
‖Z (t)−Z (s)‖L2v,y .
∫ t
s
‖∂tZ(σ)‖ dσ .
∫ t
s
σ−1 ‖w (σ)‖2L∞v Hαy ‖Z (σ)‖L2v,y dσ,
applying (3.3), (3.4), there is the bound (3.40). By applying (3.40)
∫ t
s
‖Z (σ)‖L2v,y dσ . ‖Z (t)‖L2x,y +
∫ t
s
‖Z (σ)−Z(t)‖L2v,y dσ
. ‖Z (t)‖L2x,y +D
5
3 ǫ2t−1 (1 + t)
5
3
δ
∫ t
s
‖Z (σ)‖L2v,y dσ.
By recursion, when Tn is large hence t is large, the inequality (3.41) holds.

Lemma 3.10. For t ∈ [Tn, Tn+1), define
M˜ (t, v, y)
:=t−1F−1ξ
∑
k
∑
ω 6=0
∑
Γω(k)
∫∫
X2 (Tn) eiΨ(Tn) ̂˜G (Tn, κ,k1) Ẑ (Tn, ξ − η − κ,k2) ̂˜G (Tn, η,k3) dκdη
 eik·y,
and
err2(t) = e4 (t, v, y)− err1(t)− M˜(t, v, y).
Then there is the bound
(3.42) ‖err2(t)‖L2v,y .
[
D
5
3 ǫ2t−
5
4 (1 + t)
5
3
δ
+D
10
3 ǫ4t−2 (1 + t)
10
3
δ
]
‖ν‖L2x,y .
Proof. Define
R˜t [f1, f2, f3] :=F−1ξ
∑
k
∑
ω 6=0
∑
Γω(k)
∫∫
X2 (t) eiΨ(t)f̂1 (κ,k1) f̂2 (ξ − η − κ,k2) f̂3 (η,k3) dκdη
 eik·y.
Then we have
err2(t) = t
−1
∫ t
Tn
((
∂σR˜σ
) [
G˜,Z, G˜]+ R˜σ [G˜t,Z, G˜]+ R˜σ [G˜,Zt, G˜]+ R˜σ [G˜,Z, G˜t]) dσ.
By a direct computation,(
∂tR˜t
)
[G,Z, G]
:=F−1ξ
∑
k
∑
ω 6=0
∑
Γω(k)
∫∫
eiΨ(t) [iΨ′X2 + ∂tX2] (t) ̂˜G (t, κ,k1) Ẑ (t, ξ − η − κ,k2) ̂˜G (t, η,k3) dκdη
 eik·y.
Using the bound on ω, we have
|Ψ′(t)X2| . ωt− 38 . t− 14 ,
17
and by (3.35)
|∂tX2| = |−∂tX1| . t− 58 .
Therefore by Young’s inequality and Parseval’s identity we have∥∥(∂tR˜t) [G˜,Z, G˜]∥∥L2v,y
.
∥∥∥∥∥∥
∑
ω 6=0
∑
Γω(k)
∫∫
|iΨ′X2 + ∂tX2|
∣∣∣ ̂˜G (t, κ,k1)∣∣∣ ∣∣∣Ẑ (t, ξ − η − κ,k2)∣∣∣ ∣∣∣ ̂˜G (t, η,k3)∣∣∣ dκdη
∥∥∥∥∥∥
L2
ξ
l2
k
. ‖iΨ′X2 + ∂tX2‖L∞
ξ
l∞
k
∥∥∥̂˜G(t)∥∥∥2
L1
ξ
l1
k
∥∥∥Ẑ (t)∥∥∥
L2
ξ
l2
k
.
Hence by the same estimation in Lemma 3.5, we have the following bound∥∥(∂tR˜t) [G˜,Z, G˜]∥∥L2v,y . t− 14 ∥∥∥Ĝ∥∥∥2L1
ξ
hα
k
∥∥∥Ẑ∥∥∥
L2
ξ
l2
k
. t−
1
4
∥∥∥Ĝ∥∥∥ 13
L2
ξ
l2
k
∥∥∥Ĝ∥∥∥ 23
L2
ξ
hs
k
∥∥∥|ξ| Ĝ∥∥∥
L2
ξ
l2
k
‖Z‖L2v,y
. t−
1
4D
5
3 ǫ2 (1 + t)
5
3
δ ‖ν‖L2x,y .
Similarly, we have∥∥R˜t [G˜t,Z, G˜]∥∥L2v,y . ‖X2‖L∞ξ l∞k ∥∥∥̂˜Gt(t)∥∥∥L1
ξ
l1
k
∥∥∥̂˜G(t)∥∥∥
L1
ξ
l1
k
∥∥∥Ẑ (t)∥∥∥
L2
ξ
l2
k
.
By the estimate in Lemma 3.5 again, we have∥∥R˜t [G˜t,Z, G˜]∥∥L2v,y . ∥∥∥∂̂tw∥∥∥L1
ξ
hα
k
‖ŵ‖L1
ξ
hα
k
∥∥∥Ẑ∥∥∥
L2
ξ
l2
k
. t−1 ‖ŵ (t, ξ,k)‖2L1
ξ
hα
k
(
1 + ‖ŵ (t, ξ,k)‖2L1
ξ
hα
k
)
‖Z‖L2v,y
. t−1D
10
3 ǫ4 (1 + t)
10
3
δ ‖ν‖L2x,y ,
The same estimate yields∥∥R˜t [G˜,Zt, G˜]∥∥L2v,y . t−1D 103 ǫ4 (1 + t) 103 δ ‖ν‖L2x,y .
Therefore we have
(3.43) ‖err2(t)‖L2v,y .
∫ t
Tn
[
D
5
3 ǫ2σ−
5
4 (1 + σ)
5
3
δ
+D
10
3 ǫ4σ−2 (1 + σ)
10
3
δ
]
‖ν(σ)‖L2x,y dσ.
In order to switch this quantity into a form where Gronwall’s inequality can be applied, we use
Lemma 3.9.
Using that ‖Z (t)‖L2v,y = ‖ν(σ)‖L2x,y and Lemma 3.9, we can switch the bound (3.43) to
‖err2(t)‖L2v,y .
[
D
5
3 ǫ2t−
5
4 (1 + t)
5
3
δ +D
10
3 ǫ4t−2 (1 + t)
10
3
δ
]
‖ν(t)‖L2x,y ,
therefore proving the lemma.

Since from (3.21), we can define the interval A(ω) corresponding to the cutoff function X1,ω (Tn) by
(3.44) A (ω) :=
{
ξ :
∣∣∣∣∣(ξ − κ− η)2T 2nω − 12
∣∣∣∣∣ < 2T−38n
}
,
to be the v−frequencies contributing to the Ω2t region for a fixed ω. Then we have the following
equality for fixed (k1,k2,k3):
(3.45)
∫∫
X2 (Tn) eiΨ(Tn) ̂˜G (Tn, κ,k1) Ẑ (Tn, ξ − η − κ,k2) ̂˜G (Tn, η,k3) dκdη
=X2,ω (Tn, ξ)
∫∫
eiΨ(Tn) ̂˜G (Tn, κ,k1)̂ZA(ω) (Tn, ξ − η − κ,k2) ̂˜G (Tn, η,k3) dκdη.
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Since the X2,ω (Tn, ξ) factor does not affect the computation of L2v,y norm, we can omit it. Inside this
interval A(ω),
(ξ − (η + κ))2 = T
2
n
2
ω +O
(
ωT
13
8
n
)
,
hence
ξ = ±Tn
√
ω
2
√
1 +O
(
T
− 3
8
n
)
+ (η + κ) .
By Taylor expansion
√
1 + x ≈ 1 + 12x for x very small and
√
ω
2 ≤ T
1
16
n ,∣∣∣∣ξ ∓ Tn√ω2
∣∣∣∣ . |η + κ|+O (T 1116n ) .
For each A(k) we compute the distance of sets by the distance from their “center”:∣∣∣∣∣Tn
√
k
2
− Tn
√
k + 1
2
∣∣∣∣∣ ≈ Tn√k√k + 1 .
Since ω < T
1
16
n , the centers are separated by a distance at least T
15
16
n , and the width of each set is at
most T
11
16
n . Hence the sets are disjoint when Tn is sufficiently large.
Since we are not able to directly localize to this interval, we instead divide A(ω) into several disjoint
intervals, where each interval has length
√
Tn. Denote these intervals by A(ω, k), where k ∈ Z,
A (ω, k) :=
{
ξ :
∣∣∣∣ξ ∓ Tn√ω2 − 2k√Tn
∣∣∣∣ ≤√Tn} .
Each A(ω) has length T
11
16
n and each A(ω, k) has length
√
Tn , therefore |k| . T
11
16
n /T
1
2
n . T
3
16
n . By
(3.45), the quantity M˜ can be written as
M˜ (t, v, y) := t−1F−1ξ
∑
k
∑
ω 6=0
∑
Γω(k)
∑
k[∫∫
eiΨ(Tn) ̂˜G (Tn, κ,k1) ̂ZA(ω,k) (Tn, ξ − η − κ,k2) ̂˜G (Tn, η,k3) dκdη] eik·y.
After the frequency localization, we can transform the effect of phase function into translation of
the v variable with small errors. In the following computation, let ξ0 be either Tn
√
ω
2 + 2k
√
Tn or
−Tn
√
ω
2 + 2k
√
Tn,
1
2Tn
(
(ξ − η − κ)2 + ξ2
)
=
ξ2
Tn
− ξ0 (η + κ)
Tn
− (ξ − ξ0) (η + κ)
Tn
+
(η + κ)
2
2Tn
.
The last factor (η+κ)
2
2Tn
. 1; hence it is negligible. By a direct computation of Fourier transformation,
we have
F−1ξ
∫∫
exp
(
i
(
ξ2
Tn
− ξ0 (η + κ)
Tn
− (ξ − ξ0) (η + κ)
Tn
))
f̂1 (κ) f̂2 (ξ − η − κ) f̂3 (η) dκdη
=e−i
∂2v
Tn
[
f1
(
v − ξ0
Tn
)
f2(v)f3
(
v − ξ0
Tn
)]
.
Hence we can split M˜ into three parts:
M˜ (t, v, y) :=M+ (t, v, y) +M−(t, v, y) + err3 (t, v, y) .
19
Where M+ and M− correspond to positive frequency localization A+(ω, k) := A(ω, k) ∩ {ξ > 0} and
negative freqency localization A−(ω, k) := A(ω, k) ∩ {ξ < 0}.
M+ (t, v, y) := t
−1F−1ξ
∑
k
∑
ω 6=0
∑
Γω(k)
∑
k
e−i
∂2v
Tn
+iω
2
Tn
∑
k
G˜
(
Tn, v −
√
ω
2
− 2k√
Tn
,k1
)
ZA+(ω,k) (Tn, v,k2) G˜
(
Tn, v −
√
ω
2
− 2k√
Tn
,k3
)
,
M− (t, v, y) := t−1F−1ξ
∑
k
∑
ω 6=0
∑
Γω(k)
∑
k
e−i
∂2v
Tn
+iω
2
Tn
∑
k
G˜
(
Tn, v +
√
ω
2
− 2k√
Tn
,k1
)
ZA−(ω,k) (Tn, v,k2) G˜
(
Tn, v +
√
ω
2
− 2k√
Tn
,k3
)
.
The error from transforming the effect of phase function into spatial translation is given by
err3(t, v, y) := M˜(t, v, y)−M+(t, v, y)−M−(t, v, y).
Lemma 3.11. For t ≥ 1, the error from approximating the phase function by spatial translation of v
has the bound
(3.46) ‖err3 (t, v, y)‖L2v,y . D
73
42 ǫ2t−
25
24 (1 + t)
73
42
δ ‖ν (t)‖L2x,y .
Proof. From the inequality∣∣∣∣∣− (ξ − ξ0) (η + κ)Tn + (η + κ)
2
2Tn
∣∣∣∣∣ . |η + κ|√Tn + (η + κ)
2
2Tn
,
thus we know that
∥∥∥∥∥
∫∫ ∣∣∣∣η + κ√Tn
∣∣∣∣ 112 ∣∣∣ ̂˜G (Tn, κ,k1)̂ZA(ω) (Tn, ξ − η − κ,k2) ̂˜G (Tn, η,k3)∣∣∣ dκdη
∥∥∥∥∥
L2
ξ
.T
− 1
24
n
∥∥∥|ξ| 112 ̂˜G (Tn, ξ,k1)∥∥∥
L1
ξ
∥∥∥ẐA(ω) (Tn, ξ,k2)∥∥∥
L2
ξ
∥∥∥̂˜G (Tn, ξ,k3)∥∥∥
L1
ξ
+ T
− 1
24
n
∥∥∥̂˜G (t, ξ,k1)∥∥∥
L1
ξ
∥∥∥ẐA(ω) (Tn, ξ,k2)∥∥∥
L2
ξ
∥∥∥|ξ| 112 ̂˜G (Tn, ξ,k3)∥∥∥
L1
ξ
.
From (3.33) and let a = 712 , we have the following inequality
(3.47)
∥∥∥|ξ| 112 ̂˜G (Tn, ξ,k)∥∥∥
L1
ξ
hα
k
.
∥∥∥|ξ| 112 ̂˜G∥∥∥ 17
L2
ξ
hα
k
∥∥∥|ξ| 23 ̂˜G∥∥∥ 67
L2
ξ
hα
k
.
∥∥∥̂˜G∥∥∥ 221
L2
ξ
l2
k
∥∥∥̂˜G∥∥∥ 13
L2
ξ
hs
k
∥∥∥|ξ| ̂˜G∥∥∥ 47
L2
ξ
l2
k
.
Therefore when summing over M (k) by using Lemma 6.2, (3.34), (3.47), and the fact that the sets
A(ω) are disjoint for different ω, we have
‖err3 (t, v, y)‖L2v,y . t
− 25
24
∥∥∥|ξ| 112 ̂˜G (Tn, ξ,k)∥∥∥
L1
ξ
hα
k
∥∥∥̂˜G (Tn, ξ,k)∥∥∥
L1
ξ
hα
k
∑
j
∥∥∥ẐA(j) (Tn, ξ,k)∥∥∥2
l2
k
L2
ξ

1
2
.t−
25
24
∥∥∥̂˜G (Tn)∥∥∥ 1142
L2
ξ
l2
k
∥∥∥̂˜G (Tn)∥∥∥ 23
L2
ξ
hs
k
∥∥∥ξ ̂˜G (Tn)∥∥∥ 1514
l2
k
L2
ξ
‖Z (Tn)‖L2v,y . D
73
42 ǫ2t−
25
24 (1 + t)
73
42
δ ‖ν (t)‖L2x,y .

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To simplify the next computations, we consider the case where ξ > 0; the case ξ < 0 is similar by
changing the sign. First notice that while doing summation over all the possible triples, due to the
fact that the A(ω)’s are disjoint, the ei
ω
2
Tn does not affect the computation of L2v,y norm∥∥∥∥∥∥
∑
ω 6=0
∑
Γω(k)
∑
k
e−i
∂2v
Tn
+iω
2
TnG˜
(
Tn, v −
√
ω
2
− 2k√
Tn
,k1
)
ZA+(ω,k) (Tn, v,k2) G˜
(
Tn, v −
√
ω
2
− 2k√
Tn
,k3
)∥∥∥∥∥∥
L2v
=
∥∥∥∥∥∥
∑
ω 6=0
∑
Γω(k)
∑
k
G˜
(
Tn, v −
√
ω
2
− 2k√
Tn
,k1
)
ZA+(ω,k) (Tn, v,k2) G˜
(
Tn, v −
√
ω
2
− 2k√
Tn
,k3
)∥∥∥∥∥∥
L2v
.
Hence it suffices only to consider the L2 norm of the following function
M (t, v, y) = t−1
∑
k
∑
ω 6=0
∑
Γω(k)
∑
k
[
G˜
(
Tn, v −
√
ω
2
− 2k√
Tn
,k1
)
ZA+(ω,k) (Tn, v,k2) G˜
(
Tn, v −
√
ω
2
− 2k√
Tn
,k3
)
+ G˜
(
Tn, v +
√
ω
2
− 2k√
Tn
,k1
)
ZA−(ω,k) (Tn, v,k2) G˜
(
Tn, v +
√
ω
2
− 2k√
Tn
,k3
)]
eik·y.
When computing the L2v norm, we can apply a shift to v and obtain the same value,∥∥∥∥G˜(Tn, v −√ω2 − 2k√Tn ,k1
)
ZA+(ω,k) (Tn, v,k2) G˜
(
Tn, v −
√
ω
2
− 2k√
Tn
,k3
)∥∥∥∥
L2v
=
∥∥∥∥G˜ (Tn, v,k1)ZA+(ω,k) (t, v +√ω2 + 2k√Tn ,k2
)
G˜ (Tn, v,k3)
∥∥∥∥
L2v
.
Since dist (A+ (ω, k) , A+ (ω, k + 5)) ≥ 8√t, we sort the k into five groups. There is the equality∥∥∥∥∥∥
∑
ω 6=0
∑
Γω(k)
∑
m
G˜
(
Tn, v −
√
ω
2
− 2(5m+ i)√
Tn
,k1
)
ZA+(ω,5m+i) (Tn, v,k2) G˜
(
Tn, v −
√
ω
2
− 2(5m+ i)√
Tn
,k3
)∥∥∥∥∥∥
L2v
=
∥∥∥∥∥∥
∑
ω 6=0
∑
Γω(k)
∑
m
G˜ (Tn, v,k1)ZA+(ω,5m+i)
(
Tn, v +
√
ω
2
+
2(5m+ i)√
Tn
,k2
)
G˜ (Tn, v,k3)
∥∥∥∥∥∥
L2v
,
where i = 0, 1, 2, 3, 4. Hence we have the following bound∥∥∥∥∥∥
∑
ω 6=0
∑
Γω(k)
∑
k
G˜
(
Tn, v −
√
ω
2
− 2k√
Tn
,k1
)
ZA+(ω,k) (Tn, v,k2) G˜
(
Tn, v −
√
ω
2
− 2k√
Tn
,k3
)∥∥∥∥∥∥
L2v
.
∥∥∥∥∥∥
∑
ω 6=0
∑
Γω(k)
∑
k
G˜ (Tn, v,k1)ZA+(ω,k)
(
Tn, v +
√
ω
2
+
2k√
Tn
,k2
)
G˜ (Tn, v,k3)
∥∥∥∥∥∥
L2v
.
Moreover we define the function
Z+ (σ, v,k2) (T ) :=
∑
1≤j≤T
1
16
n
∑
k
eijσ/2ZA+(j,k)
(
Tn, v +
√
j
2
+
2k√
Tn
,k2
)
,
Z− (σ, v,k2) (T ) :=
∑
1≤j≤T
1
16
n
∑
k
eijσ/2ZA−(j,k)
(
Tn, v −
√
j
2
+
2k√
Tn
,k2
)
,
where σ ∈ [0, 2π) which is akin to σ = t− Tn. Notice that when Tn is sufficiently large we have each
A+(j) are disjoint hence ‖Z+‖L2v,y ≤ ‖V ‖L2v,y . Using that the distance between A
+(j) and A+(j + 1)
is greater than
√
t again, it follows that FvGZAj also have disjoint support for different j.
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Lemma 3.12. For t ≥ 1, there is the bound
‖M (t)‖L2v,y . t
−1
∥∥∥∥e−iσ△y/2 [(eiσ△y/2G˜ (Tn, v, y))2 eiσ△y/2 [Z+ + Z−] (σ, v, y)]∥∥∥∥
L2σ(T;L2v,y)
.
Proof. Given any ϕ ∈ L2v,y,
〈
ϕ (v, y) , e−iσ△y/2
[(
eiσ△y/2G˜
)2
(Tn, v, y) eiσ△y/2Z+ (σ, v, y)
]〉
L2v,y
=
〈
eiσ△y/2ϕ (v,k) ,
(
eiσ△y/2G˜
)2
(T, v, y) eiσ△y/2Z+ (σ, v, y)
〉
L2vl
2
k
=
∑
ω 6=0
∑
Γω
∑
1≤j≤T
1
16
n
ei(ω−j)σ/2
〈
ϕ (v,k) , G˜ (Tn, v,k1)
∑
k
ZA+(j,k)
(
T, v +
√
j
2
+
2k√
Tn
,k4
)
G˜ (T, v,k3)
〉
L2
ξ
L2y
.
Only when j = ω = |k1|2 − |k2|2 + |k3|2 − |k4|2 can the integral in time be nonzero. In other cases
there will be eit(j−ω)/2 in front of the inner product and integrating in t over the unit time interval
will be 0. Hence
t−1
∫ 2π
0
〈
ϕ (v, y) , e−iσ△y/2
[(
eiσ△y/2G˜
)2
(Tn, v, y) eiσ△y/2Z+ (σ, v, y)
]〉
L2v,y
dσ
=
〈
ϕ(v, y), t−1
∑
ω 6=0
∑
Γω(k)
∑
k
G˜ (Tn, v,k1)ZA+(ω,k)
(
t, v +
√
ω
2
+
2k√
Tn
,k2
)
G˜ (Tn, v,k3)
〉
L2v,y
.
Since ϕ is an arbitrary function, by the definition of L2−norm , we know that the lemma holds.

Lemma 3.13. For any t ∈ [Tn, Tn+1) , there is the bound
(3.48) ‖M (t)‖L2v,y . t
−1 ‖G(Tn, v, y)‖2L∞v H1y ‖V (Tn, v, y)‖L2v,y .
Proof. From the previous lemma, for any ϕ ∈ L2v,y there is the inequality
t−1
〈
ϕ (v, y) , e−iσ△y/2
[(
eiσ△y/2G˜
)2
(Tn, v, y) eiσ△y/2Z+ (σ, v, y)
]〉
L2σ,v,y
.t−1
∥∥∥eiσ△y/2ϕeiσ△y/2G˜ (Tn, v, y)∥∥∥
L2σ,v,y
∥∥∥eiσ△y/2G˜ (Tn, v, y) eiσ△y/2Z+ (σ, v, y)∥∥∥
L2σ,v,y
.
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Thus by Fourier transformation and disjointness of domains for different j, applying the bilinear
Strichartz estimate we will have the L2 bound:∥∥∥[eiσ△y/2G˜ (Tn, v, y)] eiσ△y/2Z+ (σ, v, y)∥∥∥
L2σ(T;L2v,y)
=
∑
1≤j≤T 116
∥∥∥∥∥eijσ/4Fv
(
eiσ△y/2G˜ (Tn, v, y) e−iσ△y/2
∑
k
ZA+(j,k)
(
Tn, v +
√
j
2
+
2k√
Tn
, y
))∥∥∥∥∥
L2σ(T;L2ξ,y)
=
∥∥∥∥∥∥∥eiσ△y/2G˜ (Tn, v, y) e−iσ△y/2
 ∑
1≤j≤T 116
∑
k
ZA+(j,k)
(
Tn, v +
√
j
2
+
2k√
Tn
, y
)
∥∥∥∥∥∥∥
L2σ(T;L2v,y)
.
∥∥G˜(T, v, y)∥∥
L∞v H
1
y
∥∥∥∥∥∥∥
∑
1≤j≤T 116
∑
k
ZA+(j,k)
(
Tn, v +
√
j
2
+
2k√
Tn
, y
)∥∥∥∥∥∥∥
L2v,y
. ‖G(Tn, v, y)‖L∞v H1y ‖V (Tn, v, y)‖L2v,y .
The proof of bilinear Strichartz estimate on L2σ,y is given in [12]. Similarly,∥∥∥eiσ△y/2ϕeiσ△y/2G˜ (Tn, v, y)∥∥∥
L2σ(T;L2v,y)
.
∥∥G˜(Tn, v, y)∥∥L∞v H1y ‖ϕ‖L2v,y . ‖G(Tn, v, y)‖L∞v H1y ‖ϕ‖L2v,y .
Since ϕ is an arbitrary L2v,y function, by the property of L
2−norm we know that for t ∈ [Tn, Tn+1),
‖M (t)‖L2v,y . t
−1 ‖γ(Tn, v, y)‖2L∞v H1y ‖ν (Tn, v, y)‖L2x,y .

In order to switch back to estimate of integration in time, by (3.40) for any t ∈ [Tn, Tn+1) we have
‖M (t)‖L2v,y . D
2ǫ2t−1 ‖Z (Tn, v, y)‖L2v,y
. D2ǫ2t−1 ‖ν (t)‖L2x,y +D
11
3 ǫ4t−2 (1 + t)
5
3
δ ‖ν (t)‖L2x,y .
Since
e4(t, v, y) =M+(t, v, y) +M−(t, v, y) + err1(t, v, y) + err2(t, v, y) + err3(t, v, y),
combining all the estimates (3.39), (3.42), (3.46) together, the estimate (3.38) is proved.
‖e4 (t)‖L2v,y . D
2ǫ2t−1 ‖ν (t)‖L2x,y +D
11
3 ǫ4t−2 (1 + t)
5
3
δ ‖ν (t)‖L2x,y
+ ‖err1 (t)‖L2v,y + ‖err2 (t)‖L2v,y + ‖err3 (t)‖L2v,y .
3.5. Proof of Proposition 2. By (3.23), we have the bound
‖ν (T )‖2L2x,y ≤ ‖ν (1)‖
2
L2x,y
+ 2
∫ T
1
(
‖e1‖L2v,y + ‖e2‖L2v,y + ‖e4‖L2v,y
)
‖ν(t)‖Lx,y dt+
∣∣∣∣∣
∫ T
1
〈ν(t), e3〉L2x,y dt
∣∣∣∣∣ .
Combining (3.24),(3.25),(3.29) and (3.38) together, we assume that D is a sufficiently large positive
constant which only depends on d and s. Notice that the choice of D does not depend on ǫ and T .
Therefore the following inequality holds:
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[
1−D 83 ǫ2T− 58 (1 + T ) 53 δ
]
‖ν (T )‖2L2x,y
≤‖ν (1)‖2L2x,y +D
8
3 ǫ2 ‖ν (1)‖2L2x,y +
∫ T
1
D3ǫ2t−1 ‖ν(t)‖2L2x,y dt
+D
∫ T
1
(
D
11
6 ǫ2 +D
11
3 ǫ4 +D
10
3 ǫ4 +D
73
42 ǫ2 +D
5
3 ǫ2
)
(1 + t)−
65
64
+ 11
6
δ ‖ν(t)‖2L2x,y dt.
By Gronwall’s inequality for any t ∈ [1, T ] there is the inequality
‖ν (t)‖2L2x,y ≤
(
1 +D
8
3 ǫ2
)
1−D 83 ǫ2 ‖ν (1)‖
2
L2x,y
exp
(
D3ǫ2
1−D 83 ǫ2 log(1 + t)
)
exp
(
D
1−D 83 ǫ2
(
D
11
6 ǫ2 +D
11
3 ǫ4 +D
10
3 ǫ4 +D
73
42 ǫ2 +D
5
3 ǫ2
))
.
Thus if we take ǫ≪ D− 32 such that 0 < D3ǫ2 < δ < 12 , we have the desired inequality
(3.49) ‖ν (t)‖2L2x,y . ‖ν (1)‖
2
L2x,y
(1 + t)
2D3ǫ2
. ‖ν (0)‖2L2x,y (1 + t)
2D3ǫ2
.
Remark 3.14. In the special case d = 1, since we have the fact |γ| is bounded, we can get a much
simpler estimate.
3.6. Correction to the Leibnitz derivative rule. In order to finish proof of the estimate for Dsyu,
we need to prove the following lemma. Then the same estimate of ‖ν‖L2x,y for the solution ν to the
linearized equation can be directly applied to
∥∥Dsyu∥∥L2x,y .
Lemma 3.15. Assume that u satisfies Hypothesis 3.1. Then there is the bound
(3.50)∣∣∣∣∣
∫ T
1
〈
Dsyu, cor (t)
〉
L2x,y
dt
∣∣∣∣∣ .D 53 ǫ2 ∥∥Dsyu (1)∥∥2L2x,y +D 53 ǫ2T−1 (1 + T ) 53 δ ∥∥Dsyu (T )∥∥2L2x,y
+
∫ T
1
t−1D2ǫ2
∥∥Dsyu∥∥2L2x,y dt+
∫ T
1
D
d
s+β˜ǫ2t−1−β˜ (1 + t)(
d
s+β˜)δ
∥∥Dsyu(t)∥∥2L2x,y dt
+
∫ T
1
[
D
5
3 ǫ2t−2 (1 + t)
5
3
δ
+D
10
3 ǫ4t−2 (1 + t)
10
3
δ
] ∥∥Dsyu (t)∥∥2L2x,y dt,
for some positive number β˜.
Proof. We first split the nonlinear term into two parts: the low v-frequency part and the high frequency
part,
t−1 |w|2 w = t−1 |γ|2 γ + t−1
(
|w|2 w − |γ|2 γ
)
.
The first factor t−1 |γ|2 γ is easy to estimate. The inner product can be written as〈
Dsyw,D
s
y
(
t−1 |γ|2 γ
)〉
L2v,y
=
〈
P≤5√tD
s
yw,D
s
y
(
t−1 |γ|2 γ
)〉
L2v,y
.
Then separate the inner product into a y resonant factor and a y nonresonant factor. The resonant
factor can be estimated by (6.2), and the elementary inequality
‖Ds (fg)‖L2 . ‖(Dsf) g‖L2 + ‖f (Dsg)‖L2 ,
hence we have
t−1 ‖R [γ, γ, γ]‖L2vHsy . t
−1 ‖γ‖2L∞v H1y
∥∥Dsyw∥∥L2v,y .
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The nonresonant factor can be estimated by integration by parts in time, which is almost the same as
the computations in the proof of Proposition 4 (b), hence we omit it. Therefore we have
(3.51)∣∣∣∣∣
∫ T
1
〈
Dsyu, t
−1 |γ|2 γ
〉
L2x,y
dt
∣∣∣∣∣ . D 53 ǫ2 ∥∥Dsyu (1)∥∥2L2x,y +D 53 ǫ2T−1 (1 + T ) 53 δ ∥∥Dsyu (T )∥∥2L2x,y
+
∫ T
1
[
D
5
3 ǫ2t−2 (1 + t)
5
3
δ +D
10
3 ǫ4t−2 (1 + t)
10
3
δ
] ∥∥Dsyu (t)∥∥2L2x,y dt.
In order to estimate the second term t−1
(
|w|2 w − |γ|2 γ
)
, we separate it into three parts
t−1
(
P≥√tw|w|2 + γP≥√tww + |γ|2P≥√tw
)
.
We move the bound for the first term, and the others follow in the same manner.
By Lemma 6.5, the Leibnitz rule correction form, it suffices to work with the estimate for
t−1
(
Ds1y P≥√tw
)(
Ds2y w
) (
Ds3y w
)
,
where
s1, s2, s3 ≥ 0, s1 + s2 + s3 = s, ,max {s1, s2, s3} ≤ max{s− 1, 1}.
Let
pi =
s
si
, for i = 1, 2, 3.
If αi = 0, we let pi =∞.∥∥∥(Ds1y P≥√tw) (Ds2y w) (Ds3y w)∥∥∥
L2y
.
∥∥∥Ds1y P≥√tw∥∥∥
L
2p1
y
∥∥Ds2y w∥∥L2p2y ∥∥Ds3y w∥∥L2p3y
.
∥∥∥Ds∗1y P≥√tw∥∥∥
L2y
∥∥∥Ds∗2y w∥∥∥
L2y
∥∥∥Ds∗3y w∥∥∥
L2y
,
where
s∗i = si +
d
2
(
1− si
s
)
, for si > 0, s
∗
i =
d
2
+ δ∗, for si = 0.
Here δ∗ is some sufficiently small positive number. Notice that s∗i < s if si < s.
There exist qi > 1, satisfying
1
q1
+
1
q2
+
1
q3
= 1,
and
1
2
[
1− 1
qi
]
+
s∗i
s
< 1.
Define βi :=
1
2
(
1− 1qi
)
. Then we well have∥∥∥(Ds1y P≥√tw)(Ds2y w) (Ds3y w)∥∥∥
L2v,y
.
∥∥∥Ds∗1y P≥√tw∥∥∥
L
2q1
v L2y
∥∥∥Ds∗2y w∥∥∥
L
2q2
v L2y
∥∥∥Ds∗3y w∥∥∥
L
2q3
v L2y
.
∥∥∥Dβ1v Ds∗1y P≥√tw∥∥∥
L2v,y
∥∥∥Dβ2v Ds∗2y w∥∥∥
L2v,y
∥∥∥Dβ3v Ds∗3y w∥∥∥
L2v,y
.
Since by interpolation ∥∥∥Dβiv Ds∗iy w∥∥∥
L2v,y
. ‖w‖1−βi−s
∗
i /s
L2v,y
‖∂vw‖βiL2v,y
∥∥Dsyw∥∥s∗i /sL2v,y ,
for Dsiy P≥√tw, we will have∥∥∥Dβ1v Ds∗1y P≥√tw∥∥∥
L2v,y
. t−
1
2
(1−β1−s∗1/s) ‖∂vw‖1−s
∗
1/s
L2v,y
∥∥Dsyw∥∥s∗1/sL2v,y ,
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which allows extra decay in time. Defining
β˜ := min
i
{
1
2
(1− βi − s∗i /s)
}
for all possible values of i, we will have
(3.52)
∥∥∥Dsy (|w|2 w − |γ|2 γ)∥∥∥
L2v,y
. D
d
s+β˜ǫ2t−β˜ (1 + t)
d
s+β˜
∥∥Dsyu∥∥L2x,y .
Combining (3.51) and (3.52), the lemma is proved.

By (3.50) and the same estimate for ν can be apply to 2 |u|2Dsyu+ u2Dsyu; therefore we have[
1−D3ǫ2T− 58 (1 + T )2δ −D 83 ǫ2T−1 (1 + T ) 53 δ
] ∥∥Dsyu (T )∥∥2L2x,y
≤
(
1 +D3ǫ2 +D
8
3 ǫ2
)∥∥Dsyu (1)∥∥2L2x,y +
∫ T
1
D3ǫ2t−1
∥∥Dsy(t)∥∥2L2x,y dt
+
∫ T
1
D
d
s+β˜ǫ2t−1−β˜ (1 + t)(
d
s+β˜)δ
∥∥Dsyu(t)∥∥2L2x,y dt
+D
∫ T
1
(
D
11
6 ǫ3 +D
11
3 ǫ4 +D
8
3 ǫ4 +D2ǫ2 +D4ǫ4 +D
5
3 ǫ2 +D
10
3 ǫ4
)
(1 + t)
− 65
64
+ 11
6
δ ∥∥Dsyu(t)∥∥2L2x,y dt.
By Gronwall’s inequality and the assumption 0 < D3ǫ2 < δ < 12 , there is the bound on [1, T ] that
(3.53)
∥∥Dsyu (t)∥∥2L2x,y . ∥∥Dsyu (1)∥∥2L2x,y (1 + t)2D2ǫ3 . ∥∥Dsyu (0)∥∥2L2x,y (1 + t)2D2ǫ3 .
3.7. Proof of Theorem 1.1. We want to show that under the bootstrap assumptions (3.4) and (3.3)
in time interval [0, T ] with T arbitrary, u satisfies a better energy bound and a better decay bound
after a more careful computation. By (3.49) and (3.53), we know that when u0 satisfies (1.6), the
solution u satisfies
(3.54) ‖u (t)‖X+ . ǫ (1 + t)D
3ǫ2
.
The inequality holds with an implicit constant which does not depend on D and T .
Hence we turn to the global decay of u. From (2.9), (3.54) and s = 3α > 1∥∥∥∥u(t)− 1√te−ix22t γ
(
t,
x
t
, y
)∥∥∥∥
L∞x H
1
y
. t−
7
12 ‖u‖X+ . ǫt−
7
12
+D3ǫ2 .
There is also the Sobolev embedding H1y ⊂ L4y. Assuming that u satisfies (1.6), by local well-posedness
we have
‖∇yγ(1)‖L∞v L2y . ‖∇yu(1)‖L∞x L2y ≤ ǫ, ‖γ(1)‖L∞v Hαy . ‖u(1)‖L∞x Hαy ≤ ǫ.
By (2.17) we have that
‖∇yγ(T )‖2L∞v L2y +
1
t
‖γ(T )‖4L∞v L4y
≤ǫ2 + ǫ4 +
∫ T
1
D
[
D
10
3 ǫ4 (1 + t)−2+
10
3
D3ǫ2 +D
7
2 ǫ4(1 + t)−
13
12
+ 7
2
D3ǫ2
+ D
31
6 ǫ6(1 + t)−
25
12
+ 31
6
D3ǫ2 +D
16
3 ǫ6(1 + t)−
13
6
+ 16
3
D3ǫ2
]
dt
≤ǫ2 + ǫ4 +D
[
D
10
3 ǫ4 +D
7
2 ǫ4 +D
31
6 ǫ6 +D
16
3 ǫ6
]
. ǫ2.
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If we have ǫ≪ D− 32 as before, we will have
(3.55) ‖u(t)‖L∞x H1y ≤ t
− 1
2 ‖γ(t)‖L∞v H1y + ǫt
− 7
12
+D3ǫ2 . ǫt−
1
2 .
The bounds (3.55), (3.54) are better than the original bootstrap assumptions (3.3), (3.4). Thus we
have closed the bootstrap argument, and the time interval of local well-posedness t ∈ [1, T ] can be
extended to t ∈ [1,∞).
We go back to the estimates of asymptotic profile of u. By (2.9), (2.10), and (3.49),∥∥∥∥u (t, x, y)− 1√te−ix22t γ
(
t,
x
t
, y
)∥∥∥∥
L2x,y
. ǫt−
1
2
+D3ǫ2 ,
∥∥∥∥u (t, x, y)− 1√te−ix22t γ
(
t,
x
t
, y
)∥∥∥∥
L∞x H
α
y
. ǫt−
7
12
+D3ǫ2 .
Combining Lemma 2.2 and (3.49), we obtain
(3.56) ‖I‖L2v,y . ǫt
− 3
2
+D3ǫ2 , ‖I‖L∞v Hαy . ǫt
− 13
12
+D3ǫ2 .
The local well-posedness property of the equation
(3.57)
(
i∂t +
1
2
△y
)
γ(t, v, y) =
1
t
|γ|2γ(t, v, y) + I(t, v, y)
can be obtained by treating the I(t, v, y) term as a perturbation.
Lemma 3.16. If γ satisfies the equation (3.57) with the bounds (3.56), there exists a solution W (t)
to (1.9) with
γ(t, v, y) =W (t, v, y) +OL2v,y
(
ǫt−
1
2
+2D3ǫ2
)
,
and
γ(t, v, y) =W (t, v, y) +OL∞v Hαy
(
ǫt−
1
12
+2D3ǫ2
)
.
Proof. Let Wn be a solution to the homogeneous equation (1.9) with initial data Wn (2
n, v, y) =
γ (2n, v, y), where n ∈ N, n ≥ 1. By (1.2), we have the conservation law ‖Wn(t)‖L2v,y = ‖γ (2
n)‖L2v,y . ǫ.
By Lemma 4.4, there is the conservation law ‖Wn(t)‖L∞v H1y . ‖Wn (2
n)‖L∞v H1y = ‖γ (2
n)‖L∞v H1y . ǫ,
and the bound ‖Wn(2n)‖L∞v Hαy . ǫ2
5
6
nD3ǫ2 . The local and global well-posedness of the homogeneous
equation (1.9) is given in Proposition 4, hence Wn exists on [1,∞) for each n. By (1.9) and (3.57), we
have(
i∂t +
1
2
△y
)
(γ −Wn) = 1
t
(
|γ|2γ − |Wn|2Wn
)
+ I
=
1
t
(R [γ, γ, γ]−R [Wn,Wn,Wn]) + 1
t
(E [γ, γ, γ]− E [Wn,Wn,Wn]) + I.
Therefore we have the bounds
‖(γ −Wn) (t)‖L∞v Hαy .
∫ t
2n
1
σ
(
‖γ‖2L∞v H1y + ‖Wn‖
2
L∞v H
1
y
)
‖(γ −Wn) (σ)‖L∞v Hαy dσ +
∫ t
2n
‖I(σ)‖L∞v Hαy dσ
+
∥∥∥∥∫ t
2n
1
σ
E [γ, γ, γ]dσ
∥∥∥∥
L∞v H
α
y
+
∥∥∥∥∫ t
2n
1
σ
E [Wn,Wn,Wn] dσ
∥∥∥∥
L∞v H
α
y
.
By (3.56), (4.5), and (4.6) ,we have the bounds∫ 2n+1
2n
‖I(σ)‖L∞v Hαy dσ . ǫ2
n(− 112+D3ǫ2),
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sup
2n≤t≤2n+1
∥∥∥∥∫ t
2n
1
σ
E [γ, γ, γ]dσ
∥∥∥∥
L∞v H
α
y
. ǫ32−n+
5
2
D3ǫ2 ,
sup
2n≤t≤2n+1
∥∥∥∥∫ t
2n
1
σ
E [Wn,Wn,Wn] dσ
∥∥∥∥
L∞v H
α
y
. ǫ32−n+
5
2
D3ǫ2 .
Therefore by Gronwall’s inequality, at t = 2n+1 we obtain∥∥(γ −Wn) (2n+1)∥∥L∞v Hαy . [ǫ2n(− 112+D3ǫ2) + ǫ32−n+ 52D3ǫ2] 2nDǫ2 ,∥∥Wn(2n+1)−Wn+1(2n+1)∥∥L∞v Hαy
.
∥∥(γ −Wn) (2n+1)∥∥L∞v Hαy + ∥∥(γ −Wn+1) (2n+1)∥∥L∞v Hαy . ǫ2n(− 112+Dǫ2+D3ǫ2).
Solving the equation for the difference Wn −Wn+1 backward from t = 2n+1,(
i∂t +
1
2
△y
)
(Wn −Wn+1) = 1
t
(R [Wn,Wn,Wn]−R [Wn+1,Wn+1,Wn+1])
+
1
t
(E [Wn,Wn,Wn]− E [Wn+1,Wn+1,Wn+1]) .
By Gronwall’s inequality we obtain
‖Wn(1)−Wn+1(1)‖L∞v Hαy . ǫ2
n(− 112+Dǫ2+D3ǫ2)2(n+1)Dǫ
2
= ǫ2n(−
1
12
+2Dǫ2+D3ǫ2)+Dǫ2 .
Here we assume that ǫ≪ D− 32 , hence Dǫ2 < 12D3ǫ2. Therefore there exists W∞ (1) such that
lim
n→∞
‖Wn(1)−W∞(1)‖L∞v Hαy . limn→∞ ǫ2
n(− 112+ 32D3ǫ2).
We obtain a solution W∞(t) to the equation (1.9) with initial data W∞(1) at t = 1. Then W∞has the
desired property. By Lemma 4.4,
‖Wn(t)−W∞(t)‖L∞v Hαy . t
Dǫ2 ‖Wn(1)−W∞(t)‖L∞v Hαy . ǫ2
n(− 112+2D3ǫ2)tDǫ
2
.
For t ∈ (2n, 2n+1), we have
‖γ(t)−W∞(t)‖L∞v Hαy ≤ ‖Wn(t)−W∞(t)‖L∞v Hαy + ‖γ(t)−Wn(t)‖L∞v Hαy
. ǫ2n(−
1
12
+ 3
2
D3ǫ2)tDǫ
2
+ ǫ2n(−
1
12
+D3ǫ2) (t− 2n)Dǫ2 . ǫt(− 112+2D3ǫ2).
The computations for the L2v,y norm follows a similar steps as the L
∞
v H
α
y norm; therefore we obtain
‖γ(t)−W∞(t)‖L2v,y . ǫ2
n(− 12+2D3ǫ2).

Together with (3.55), the proof of Theorem 1.1 is complete.
4. The Cubic NLS on Torus
The main results of this section are to develop the same resonant equation as in [9], and prove
some important properties for the solution of (1.9), such as local (global) well-posedness, asymptotic
dynamics, asymptotic completeness and energy bounds.
The asymptotic dynamics of small solutions to (1.1) is related to solutions of the resonant system:
(4.1) i∂tG (t, v, y) = 1
t
R [G (t, v, y) ,G (t, v, y) ,G (t, v, y)] .
Note that this system is none other than the resonant system for the cubic NLS equation on Td up to
a change of timescale. Here we introduce the global well-posedness of (4.1), which will be used in the
proof of asymptotic dynamics and asymptotic completeness for (1.9).
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Proposition 3. (Properties of G) (a) Let d = 1, 2, 3, 4. For any G(1) ∈ L∞v Hαy ∩ L2v,y, there exists a
unique global solution G(t) ∈ C1 ([1,∞) , L∞v Hαy ∩ L2v,y) for any α ≥ 1.
(b) There are the conservation laws ‖G(t)‖L2v,y ≡ ‖G(1)‖L2v,y , ‖G(t)‖L∞v H˙1y ≡ ‖G(1)‖L∞v H˙1y .
(c) (Infinite cascade) If d ≥ 2 and α > 1, there exist global solutions G(t) ∈ C1 ([1,∞) , L∞v Hαy ∩ L2v,y)
such that
sup
t>1
‖G(t)‖L∞v Hαy =∞.
The proof is given in [9], Section 4. See [4, 8, 7] for the energy cascade property, which is stated
here for completeness, but not used in any way.
Proposition 4. (a) The equation (1.9) is locally well-posed for initial data W1 ∈ Y (α > d2 , d =
1, 2, 3, 4). Precisely, for each such data there is a unique solution W ∈ C ([1, b];Y ) for some b > 1 with
W (1) =W1, and Lipschitz continuous dependence on initial data locally on time.
(b) There exists ǫ = ǫ(d) > 0 such that if in addition
(4.2) ‖W1‖Y ≤ ǫ,
then the equation (1.9) is globally well-posed in [1,∞), and there exists a G ∈ Y solution to (4.1) such
that
(4.3)
∥∥∥W (t, v, y)− eit△y/2G(t, v, y)∥∥∥
Y
→ 0 as t→∞.
(c) If G1 satisfies ‖G1‖Y ≪ ǫ < 1, then there exists a global solution G ∈ C([1,∞);Y ) of (4.1) with
initial data G(1) = G1 and W ∈ C([1,∞);Y ) which satisfies (1.9) with ‖W(1)‖Y ≤ ǫ such that (4.3)
holds.
Remark 4.1. Here the variable v is merely a parameter. We can prove the well-posedness and asymp-
totic profile in the space Y = Hsy for the function W (t, y) satisfying (1.9). The proof follows in a
similar manner to the proof of Proposition 4.
Proof of (a): The equation can also be solved in critical functional spaces. See [11, 12, 17]. Consider
a short interval I = [a, b] ⊂ R+, and let f, g ∈ Y . There is the following iteration scheme:∥∥∥∥∫ t
0
s−1ei(t−s)△y/2
(
|f |2 f − |g|2 g
)
(s) ds
∥∥∥∥
L∞t (I;L∞v Hαy )
.
∥∥∥t−1 (‖f‖2L∞v Hαy + ‖g‖2L∞v Hαy ) ‖f − g‖L∞v Hαy ∥∥∥L∞t (I)
. log
(
b
a
)(
‖f‖2L∞t (I;L∞v Hαy ) + ‖g‖
2
L∞t (I;L∞v Hαy )
)
‖f − g‖L∞t (I;L∞v Hαy ),∥∥∥∥∫ t
0
s−1ei(t−s)△y/2
(
|f |2 f − |g|2 g
)
(s) ds
∥∥∥∥
L∞t (I;L2v,y)
.
∥∥∥t−1 (‖f‖2L∞v Hαy + ‖g‖2L∞v Hαy ) ‖f − g‖L2v,y∥∥∥L∞t (I)
. log
(
b
a
)(
‖f‖2L∞t (I;L∞v Hαy ) + ‖g‖
2
L∞t (I;L∞v Hαy )
)
‖f − g‖L∞t (I;L2v,y).
If we take |I| to be small enough, by the contraction principle the local well-posedness is obtained in
Y .

Proof of (b): The solution of (1.9) with initial condition (4.2) will have the conservation laws and
inequality for t ≥ 1:
‖W (t)‖L2v,y = ‖W1‖L2v,y , ‖W (t)‖
2
L∞v H˙
1
y
+
1
t
‖W (t)‖4L∞v L4y ≤ ‖W (1)‖
2
L∞v H˙
1
y
+ ‖W (1)‖4L∞v L4y .
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From local well-posedness, assume that the solution W (t) exists on the time interval [1, T ]. Here we
make an extra bootstrap assumption
(4.4) ‖W (t)‖L∞v Hαy . Dǫ (1 + t)
δ
where δ is some small positive number. Denote W := e−it△y/2W , we have
‖W(1)‖L∞v Hαy = ‖W (1)‖L∞v Hαy ≤ ǫ
and
‖W(t)‖L∞v H1y = ‖W (t)‖L∞v H1y ≤ ǫ
for any t ∈ [1, T ]. The equation of W is
i∂tW(t, v, y) =
∑
ω
∑
Γω(k)
eiωt/2W (t, v,k1)W (t, v,k2)W (t, v,k3) eik·y.
To obtain the resonant equation, separate the nonlinear term of ∂tW into the resonant term and
nonresonant term,
i∂tW (t, v, y) = 1
t
R [W ,W ,W ] (t, v, y) + 1
t
E [W ,W ,W] (t, v, y).
Using the definition of the non-resonant trilinear form D and we will have
(4.5)
1
t
E [W ,W,W] (t, v, y)
=∂tD [W ,W ,W ] + t−1D [W ,W ,W ]−D [Wt,W ,W ]−D [W ,Wt,W ]−D [W ,W ,Wt] .
It is easy to verify that
(4.6)
‖D [W ,W ,W ] (t)‖L∞v Hαy . t
−1 ‖W (t)‖3L∞v Hαy ,
‖∂tW‖L∞v Hαy . t
−1 ‖W (t)‖3L∞v Hαy .
By (4.6), (4.4), we have the bound∥∥∥∥∥
∫ T
1
t−1E [W ,W,W] (t, v, y)dt∥∥∥∥∥
L∞v H
α
y
.T−1 ‖W (T )‖3L∞v Hαy + ‖W (1)‖
3
L∞v H
α
y
+
∫ T
1
t−2
(
‖W (t)‖3L∞v Hαy + ‖W (t)‖
6
L∞v H
α
y
)
dt
.D3ǫ3T−1 (1 + T )3δ + ǫ3 +
∫ T
1
t−2
(
D3ǫ3 (1 + t)
3δ
+D6ǫ6(1 + t)6δ
)
dt.
By (6.2), we also have
‖R [W ,W ,W ] (t)‖L∞v Hαy . ‖W (t)‖
2
L∞v H
1
y
‖W (t)‖L∞v Hαy . ǫ
2 ‖W (t)‖L∞v Hαy .
Combining the above estimates together,
‖W(T )‖L∞v Hαy ≤ ǫ+D
4ǫ3T−1 (1 + T )3δ +Dǫ3
+
∫ T
1
D2ǫ3t−1 + t−2D
(
D3ǫ3 (1 + t)
3δ
+D6ǫ6(1 + t)6δ
)
dt.
Hence if ǫ≪ D− 32 and D2ǫ3 < δ, we have
(4.7) ‖W (t)‖L∞v Hαy = ‖W(t)‖L∞v Hαy .
(
ǫ+Dǫ3 +D4ǫ3 +D7ǫ6
)
tD
2ǫ3 . ǫtD
2ǫ3 ,
which is a better bound. Due to the boundness of ‖W (t)‖L∞v Hαy , we can extend the local well-posedness
result to well-posedness on [1,∞).
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To obtain the asymptotic equation, define the function
F (t, v, y) := −i
∫ ∞
t
∑
ω,ω 6=0
∑
Γω(k)
eiωσ/2W (σ, v,k1)W (σ, v,k2)W (σ, v,k3) eik·ydσ.
For this function we have the bounds:
Lemma 4.2. For t ≥ 1, we have
‖F (t, v, y)‖L∞v Hαy . ǫ
6t−1+6D
2ǫ3 , ‖F (t, v, y)‖L2v,y . ǫ
7t−1+5D
2ǫ3 .
Proof. By (4.7), (4.6) and integration by parts in time t,
‖F (t, v, y)‖L∞v Hαy . t
−1 ‖W (t)‖3L∞v Hαy +
∫ ∞
t
σ−2
(
‖W (σ)‖3L∞v Hαy + ‖W (σ)‖
6
L∞v H
α
y
)
dσ
. ǫ3t−1+3D
2ǫ3 + ǫ6t−1+6D
2ǫ3 . ǫ6t−1+6D
2ǫ3 ,
‖F (t, v, y)‖L2v,y . t
−1 ‖W (t)‖2L∞v Hαy ‖W (t)‖L2v,y
+
∫ ∞
t
σ−2
(
‖W (σ)‖2L∞v Hαy + ‖W (σ)‖
5
L∞v H
α
y
)
‖W (σ)‖L2v,y dσ
. ǫ4t−1+2D
2ǫ3 + ǫ7t−1+5D
2ǫ3 . ǫ7t−1+5D
2ǫ3 .

Then we have the property
i∂t (W (t, v, y) + F (t, v, y)) = 1
t
R [W (t, v, y) ,W (t, v, y) ,W (t, v, y)] .
In order to rewrite this equation into the form of (4.1), define a modified function of W to be
W˜(t, v, y) :=W (t, v, y) + F (t, v, y).
Thus the equation becomes
i∂tW˜(t, v, y) = 1
t
R
[W˜ − F, W˜ − F, W˜ − F ]
=
1
t
R
[W˜ , W˜, W˜]− 1
t
R [F,W ,W ]− 1
t
R
[W˜ , F,W]− 1
t
R
[W˜, W˜ , F ] .
Lemma 4.3. For t > 1,
i∂tW˜(t, v, y) = 1
t
R
[W˜ , W˜, W˜]+OL2v,y (ǫ9t−2+5D2ǫ3) ∩OL∞v Hαy (ǫ8t−2+8D2ǫ3) .
Proof. Since
∥∥W˜∥∥
L2v,y
. ‖W‖L2v,y and
∥∥W˜∥∥
L∞v H
α
y
. ‖W‖L∞v Hαy , and the estimate∥∥t−1R [F,W ,W ]∥∥
L2v,y
. t−1 ‖W‖2L∞v H1y ‖F‖L2v,y . ǫ
9t−2+5D
2ǫ3 ,∥∥t−1R [F,W ,W ]∥∥
L∞v H
α
y
. t−1 ‖W‖2L∞v Hαy ‖F‖L∞v Hαy . ǫ
8t−2+8D
2ǫ3 ,
the lemma is proved.

Therefore W˜ solves the resonant equation (4.1) with a perturbative error. By Proposition 3, there
is a solution to the homogeneous equation (4.1) for any initial data in Y . Hence through a similar
argument as in Lemma 3.16, there exists a solution G to equation (4.1) satisfying
W˜(t, v, y) = G (t, v, y) +OL2v,y
(
ǫ9t−1+5D
2ǫ3
)
∩ OL∞v Hαy
(
ǫ8t−1+8D
2ǫ3
)
.
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Using the estimate of F = W˜ −W , we obtain
W (t, v, y) = eit△y/2G (t, v, y) +OL2v,y
(
ǫ7t−1+5D
2ǫ3
)
∩ OL∞v Hαy
(
ǫ8t−1+8D
2ǫ3
)
.

Proof of (c): Let G be a solution to (4.1), but where we put extra assumptions on the initial data:
‖G (1)‖L2v,y + ‖G (1)‖L∞v Hαy ≤M,
where 0 < M ≪ δ. By the conservation law of (4.1) and (6.2) we have the following inequalities
‖G (t)‖L2v,y , ‖G (t)‖L∞v H1y ≤M, ‖G‖L∞v Hαy .Mt
δ.
If there exists a solutionW to (1.9) tending to eit△y/2G at t =∞, then the difference V :=W−eit△y/2G
satisfies the following equation:
(4.8)
{(
i∂t +
1
2△y
)V := h1 + h2,
V(∞) = 0.
The functions h1, h2 are given by
h1 :=
1
t
eit△y/2
[
R
[
e−it△y/2V + G, e−it△y/2V + G, e−it△y/2V + G
]
−R [G,G,G]
]
,
and denoting W := e−it△y/2V + G,
h2 :=
ei
ω
2
t+it△y/2
t
∑
ω
∑
Γω(k)
W (t, v,k1)W (t, v,k2)W (t, v,k3) eik·y.
Here our goal is to solve the V equation from t =∞. The solution V will satisfy the equation
(4.9) V(t) = i
∫ ∞
t
ei(t−s)△y/2 (h1 + h2) (s)ds.
Hence we define a function space with time decay, and solve V in the space
‖f‖
Z
:= sup
T>1
T δ
(
‖f‖L∞t (T,2T ;L∞v Hαy ) + ‖f‖L∞t (T,2T ;L2v,y)
)
.
Since R is a trilinear form,
‖h1‖L∞v Hαy (L2v,y) . t
−1
(∥∥∥R [G,G, e−it△y/2V]∥∥∥
L∞v H
α
y (L2v,y)
+
∥∥∥R [G, e−it△y/2V , e−it△y/2V]∥∥∥
L∞v H
α
y (L2v,y)
+
∥∥∥R [e−it△y/2V , e−it△y/2V , e−it△y/2V]∥∥∥
L∞v H
α
y (L2v,y)
)
.
By (6.2) there are the following bounds:∥∥∥t−1R [G,G, e−it△y/2V]∥∥∥
L1t(T,2T ;L∞v Hαy )+L1t(T,2T ;L2v,y)
.M2T−δ ‖V‖
Z
,
∥∥∥t−1R [G, e−it△y/2V , e−it△y/2V]∥∥∥
L1t(T,2T ;L∞v Hαy )+L1t(T,2T ;L2v,y)
.MT−2δ ‖V‖2
Z
,
∥∥∥t−1R [e−it△y/2V , e−it△y/2V , e−it△y/2V]∥∥∥
L1t(T,2T ;L∞v Hαy )+L1t(T,2T ;L2v,y)
. T−3δ ‖V‖3
Z
.
We obtain the Z bound for h1,
(4.10)
∥∥∥∥∫ ∞
t
e−i(t−s)△y/2h1(s)ds
∥∥∥∥
Z
.M2 ‖V‖
Z
+M ‖V‖2
Z
+ ‖V‖3
Z
.
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For the h2 part, use the integration by parts in time and break the time interval into dyadic subintervals
and estimate e−i(t−s)△y/2h1(s) in each interval and sum up:∫ 2T
T
e−is△y/2h2(s)ds = D [W ,W ,W ]|2TT +
∫ 2T
T
s−1D [W ,W ,W ] ds
+
∫ 2T
T
D [∂tW ,W ,W ] +D [W , ∂tW ,W ] +D [W ,W , ∂tW ]ds.
By the formula for G and V , we have
i∂tW = e
−it△y/2
t
|W|2W ,
and
‖W‖L∞v Hαy . T
−δ ‖V‖
Z
+MT δ, ‖W‖L2v,y . T
−δ ‖V‖
Z
+M.
Hence we have∥∥∥∥∥
∫ 2T
T
e−is△y/2h2(s)ds
∥∥∥∥∥
L∞v H
α
y
. T−1
(
T−δ ‖V‖
Z
+MT δ
)3
+ T−1
(
T−δ ‖V‖
Z
+MT δ
)5
,
∥∥∥∥∥
∫ 2T
T
e−is△y/2h2(s)ds
∥∥∥∥∥
L2v,y
. T−1
[(
T−δ ‖V‖
Z
+MT δ
)2
+
(
T−δ ‖V‖
Z
+MT δ
)4] (
T−δ ‖V‖
Z
+M
)
.
Therefore we have the bound
(4.11)
∥∥∥∥∫ ∞
t
e−i(t−s)△y/2h2(s)ds
∥∥∥∥
Z
. (‖V‖
Z
+M)
3
+ (‖V‖
Z
+M)
5
.
By (4.10), (4.11), and the assumption that M is a small positive number, we obtain the bound
(4.12) ‖V‖
Z
.M3 +M2 ‖V‖
Z
+M ‖V‖2
Z
+ ‖V‖3
Z
+ ‖V‖4
Z
+ ‖V‖5
Z
.
In a similar manner, for V1 and V2 both satisfying the equation, we have the Lipschitz bounds
(4.13) ‖V1 − V2‖Z .
(
M2 + ‖V1‖4Z + ‖V2‖4Z
)
‖V1 − V2‖Z .
By (4.12), we have the bound ‖V‖
Z
. M3 if M is small enough. Hence by (4.13), we can solve the
equation (4.8) for γ by the contraction principle in the function space Z .

In order to prove the asymptotic completeness of (1.1), we introduce the following lemma:
Lemma 4.4. SupposeW is a solution to the equation (1.9), let α > d2 , and assume that ‖W (1)‖
2
L∞v H
1
y
.
δ. By Lemma 6.1, there are the growth bounds:
(a) For any s ≥ 1, if at t = 1, we have ‖W (1)‖L2vHsy+L∞v Hαy < ∞, then for any t ≥ 1, there is the
bound ‖W (t)‖L2vHsy+L∞v Hαy . t
δ ‖W (1)‖L2vHsy+L∞v Hαy .
(b) For any s > 0, if at t = 1, we have ‖W (1)‖HsvL2y+L∞v Hαy < ∞, then for any t ≥ 1, there is the
bound ‖W (t)‖HsvL2y+L∞v Hαy . t
δ ‖W (1)‖HsvL2y+L∞v Hαy .
The lemma can be proved by following the same steps in Proposition 4.
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5. Asymptotic Completeness
In this section we prove Theorem 1.2. Suppose that W is the solution to the equation (1.9) for
t ∈ [1,∞), it suffices to prove existence of a solution u(t) on [1,∞) satisfying
(5.1) ‖u(1)‖L2xHsy + ‖Lxu(1)‖L2x,y . ǫ,
so that u is close to W at t =∞.
Since we need extra regularity in v in order to finish the asymptotic completeness proof, to start
with the proof, from Lemma 4.4, we make extra assumptions that the initial data of W (t) satisfies∥∥D1+8δv W (1)∥∥L2v,y , ∥∥DsyD8δv W (1)∥∥L2v,y , ∥∥DsyW (1)∥∥L2v,y .M.
Therefore we will have
‖W (1)‖2L∞v H1y .M
2 . δ,
and the growth rate for any t ≥ 1
(5.2)
∥∥D1+8δv W (t)∥∥L2v,y , ∥∥DsyD8δv W (t)∥∥L2v,y , ∥∥DsyW (t)∥∥L2v,y ≤Mtδ,
where M, δ > 0 and δ ≫M . For regularity reasons, instead of working with the asymptotic profile
uasy =
1√
t
ei
x2
2t W
(
t,
x
t
, y
)
,
we work with the regularized approximate solution
uapp =
1√
t
ei
x2
2t
(
P≤√tW
)(
t,
x
t
, y
)
.
Then by Bernstein’s inequality we have the bounds
(5.3)
‖uasy − uapp‖L2v,y .Mt
− 1
2
−4δ, ‖uasy − uapp‖L2vHsy .Mt
−4δ, ‖Lxuasy − Lxuapp‖L2v,y .Mt
−4δ.
Here we use direct computations showing that
(5.4) Lxuapp =
i√
t
ei
x2
2t (∂vW )
(
t,
x
t
, y
)
, Dsyuapp =
1√
t
ei
x2
2t
(
P≤√tD
s
yW
)(
t,
x
t
, y
)
,
as well as the inequalities
‖uapp‖L∞x Hαy .Mt
− 1
2
+α, ‖uapp‖L∞x H1y .M.
Thus we have that(
i∂t +
1
2
∂2x +
1
2
△y
)
uapp
= |uapp|2 uapp + t− 32 eix
2
2t F−1ξ
[
−X
(
ξ√
t
)
ξ2
t
−X ′
(
ξ√
t
)
ξ
2
√
t
]
∗W
(
t,
x
t
, y
)
+ t−
3
2 ei
x2
2t P≤√t
(
|W |2W −
∣∣∣P≤√tW ∣∣∣2 P≤√tW)(t, xt , y)+ t− 32 eix22t P≥√t
(∣∣∣P≤√tW ∣∣∣2 P≤√tW)(t, xt , y)
:= |uapp|2 uapp + I ′1 + I ′2 + I ′3.
To find u solving the cubic NLS equation (1.1) and matching uapp, let w˜ = u − uapp solve the
following equation for w˜:(
i∂t +
1
2
∂2x +
1
2
△y
)
w˜ = |uapp + w˜|2 (uapp + w˜)− |uapp|2 uapp − I ′1 − I ′2 − I ′3.
By direct computation
|uapp + w˜|2 (uapp + w˜)− |uapp|2 uapp = 2w˜ |uapp|2 + w˜u2app + w˜2uapp + 2 |w˜|2 uapp + |w˜|2 w˜.
Let
Llin (uapp, w˜) := 2 |uapp|2 w˜ + u2appw˜,
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Q1 (uapp, w˜) := w˜
2uapp + 2 |w˜|2 uapp + |w˜|2 w˜.
Hence we need to solve the equation from infinity:
(5.5)
(
i∂t +
1
2
∂2x +
1
2
△y
)
w˜ = Llin (uapp, w˜) +Q1 (uapp, w˜)− I ′1 − I ′2 − I ′3,
w˜(∞) = 0.
The solution operator for the inhomogeneous Schrödinger equation with zero Cauchy data at infinity
is given by
Φf = i
∫ ∞
t
U (t− s) f(s)ds.
Then the equation for w˜ can be written as
(5.6) w˜ = i
∫ ∞
t
U(t− s) (Llin (uapp, w˜) +Q1 (uapp, w)− I ′1 − I ′2 − I ′3) (s)ds.
We also need the backward solvability for the linearized equation to solve (5.5). Hence consider the
linearized equation, where ν˜ can be either Lxw˜ or D
s
yw˜ with Leibnitz rule correction terms (The
correction terms can be estimated by the same computation in Lemma 3.15.) By direct computations,
we obtain the equation(
i∂t +
1
2
∂2x +
1
2
△y
)
ν˜ := Llin (uapp, ν˜) +Q2 (uapp, ν˜) + g (uapp, w˜)− I˜ ′1 − I˜ ′2 − I˜ ′3,
where
Llin (uapp, ν˜) := 2 |uapp|2 ν˜ − u2appLν˜,
Q2(uapp, ν˜) := 2|w˜|2ν˜ − w˜2ν˜ + 2uappw˜ν˜ + 2w˜uappν˜ − 2w˜uappν˜.
For ν˜ = Lxw˜, defining the following functions:
g (uapp, w˜) := 2w (Lxuapp)uapp − 2wuappLxuapp − w2Lxuapp + 2wuappLxuapp + 2|w|2Lxuapp,
and
I˜ ′1 = LxI
′
1, I˜
′
2 = LxI˜
′
2, I˜
′
3 = LxI˜
′
3.
For ν˜ = Dsyw˜, we define g (uapp, w˜) and I˜
′
1, I˜
′
2, I˜
′
3 in the same manner.
The equation for ν˜ can be written as
(5.7) ν˜ = i
∫ ∞
t
U(t− s)
[
Llin (uapp, ν˜) +Q2 (uapp, ν˜) + g (uapp, w˜)− I˜ ′1 − I˜ ′2 − I˜ ′3
]
(s)ds.
The solution (5.6),(5.7) will be solved together through the contraction principle, using the Strichartz
bound
(5.8) ‖Φf‖L∞t (T,∞;L2x,y) . ‖f‖L1t(T,∞;L2x,y) .
In order to bound ‖f‖L1t(T,∞;L2x,y) we divide [T,∞) into dyadic subintervals, estimate ‖f‖L∞t L2x,y in
each interval, and then sum up. Hence we define a function space with appropriate time decay, and
let w˜ be solved in the space
‖f‖Z = sup
T>1
T
1
2
+δ
[
‖f‖L∞t (T,2T ;L2x,y)
]
,
and the larger space for Lw˜ is
‖f‖Z˜ = sup
T>1
T δ
[
‖f‖L∞t (T,2T ;L2x,y)
]
.
Since we are unable to solve w˜ and ν˜ separately, here also define a norm Z+ to be
‖w˜‖2Z+ := ‖w˜‖2Z + ‖ν˜‖2Z˜ .
In order to solve the equations for w˜ and ν˜ simultaneously in Z+ using the contraction principle we
need to show that
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(1) The map
(w˜, ν˜)→ (Φ [Llin (uapp, w˜) +Q1 (uapp, w˜)] ,Φ [Llin (uapp, ν˜) +Q2 (uapp, ν˜) + g (uapp, w˜)])
maps Z+ into Z+with a small Lipschitz constant for (w˜, ν˜) in a ball of radius CM where 1≪ C ≪M.
(2) The nonlinear term I1 + I2 + I3 satisfies
‖Φ (I1 + I2 + I3)‖Z+ .M.
Then there is a solution (w˜, ν˜) satisfying
‖w˜‖Z+ .M.
Lemma 5.1. There are bounds associated with w˜:
(5.9) ‖ΦLlin (uapp, w˜)‖Z .M2 ‖w˜‖Z ,
(5.10) ‖ΦQ1 (uapp, w˜)‖Z . δ−1M ‖w˜‖
7
6
Z ‖ν˜‖
5
6
Z˜
+ ‖w˜‖
4
3
Z ‖ν˜‖
5
3
Z˜
.
Proof. For (5.9), notice that Llin (uapp, w˜) is nothing but the nonlinear term of the linearized equation
(2.1), if one replaces u by uapp and Lxu by iw˜. Using the same computations as in the energy estimate
section, we have ∥∥∥∥∥
∫ 2T
T
U(−s)Llin (uapp, w˜) (s)ds
∥∥∥∥∥
L∞t (T,2T ;L2x,y)
.
∥∥∥t−1 ‖uapp‖2L∞x H1y ‖w˜‖L2x,y∥∥∥L1t (T,2T ) .M2 ‖w˜‖L∞t (T,2T ;L2x,y) .
We start the proof of (5.10) by the estimate used in (2.8), and get
‖w˜(t, x, y)‖L∞x Hαy . t
− 1
2 ‖w˜‖ 16L2x,y ‖Lxw˜‖
1
2
L2x,y
∥∥Dsyw˜∥∥ 16L2x,y .
The estimate for Q1 (uapp, w˜) is straightforward by applying above inequality. Here we let ν˜ be
either Lx or D
s
y,∥∥∥|w˜|2 uapp∥∥∥
L1t(T,2T ;L2x,y)
.
∥∥∥‖w˜‖L2x,y ‖w˜‖L∞x Hαy ‖uapp‖L∞x Hαy ∥∥∥L1t(T,2T ) .
∥∥∥Mt−1+δ ‖w˜‖ 76L2x,y ‖ν˜‖ 56L2x,y∥∥∥L1t (T,2T )
. δ−1MT δ ‖w˜‖
7
6
L∞t (T,2T ;L2x,y)
‖ν˜‖
5
6
L∞t (T,2T ;L2x,y)
. δ−1MT−
7
12
−2δ ‖w˜‖
7
6
Z ‖ν˜‖
5
6
Z˜
.
∥∥∥|w˜|2 w˜∥∥∥
L1t(T,2T ;L2x,y)
.
∥∥∥‖w˜‖L2x,y ‖w˜‖2L∞x Hαy ∥∥∥L1t (T,2T ) .
∥∥∥t−1 ‖w˜‖ 43L2x,y ‖ν˜‖ 53L∞x ∥∥∥L1t (T,2T )
. ‖w˜‖
4
3
L∞t (T,2T ;L2x,y)
‖ν˜‖
5
3
L∞t (T,2T ;L2x,y)
. T−
2
3
−3δ ‖w˜‖
4
3
Z ‖ν˜‖
5
3
Z˜
.

Lemma 5.2. For δ < 124 , there are the bounds associated with ν˜ :
(5.11) ‖ΦLlin (uapp, ν˜)‖Z˜ .M2 ‖ν˜‖Z˜ ,
(5.12) ‖ΦQ2(uapp, ν˜)‖Z˜ . ‖w˜‖
1
3
Z ‖ν˜‖
8
3
Z˜
+ δ−1M ‖w˜‖
1
6
Z ‖ν˜‖
11
6
Z˜
,
(5.13) ‖Φg (uapp, w˜)‖Z˜ . δ−1M2 ‖w˜‖
1
6
Z ‖ν˜‖
5
6
Z˜
+ δ−1M ‖w˜‖
1
3
Z ‖ν˜‖
5
3
Z˜
.
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Proof. By a similar process as the estimates for the Z norm, we have∥∥|w˜|2ν˜∥∥
L1t(T,2T ;L2x,y)
.
∥∥∥‖w˜‖2L∞x Hαy ‖ν˜‖L2x,y∥∥∥L1t (T,2T ) . T− 16−3δ ‖w˜‖ 13Z ‖ν˜‖ 83Z˜ ,
‖uappw˜ν˜‖L1t(T,2T ;L2x,y) .
∥∥∥‖w˜‖L∞x Hαy ‖uapp‖L∞x Hαy ‖ν˜‖L2x,y∥∥∥L1t(T,2T ) . δ−1MT− 112−δ ‖w˜‖ 16Z ‖ν˜‖ 116Z˜ .
Since the operator can either by Dsy or Lx here, we compute the Lxcase, and the D
s
y case follows
the same manner. There are the bounds
‖w (Lxuapp)uapp‖L1t(T,2T ;L2x,y) .
∥∥∥‖w˜‖L∞x Hαy ‖uapp‖L∞x Hαy ‖Lxuapp‖L2x,y∥∥∥L1t (T,2T )
.δ−1M2T 2δ ‖w˜‖ 16
L∞t (T,2T ;L2x,y)
‖ν˜‖ 56
L∞t (T,2T ;L2x,y)
. δ−1M2T−
1
12
+δ ‖w˜‖ 16Z ‖ν˜‖
5
6
Z˜
,
∥∥w2Lxuapp∥∥L1t(T,2T ;L2x,y) . ∥∥∥‖w˜‖2L∞x Hαy ‖Lxuapp‖L2x,y∥∥∥L1t (T,2T )
.δ−1MT δ ‖w˜‖
1
3
L∞t (T,2T ;L2x,y)
‖ν˜‖
5
3
L∞t (T,2T ;L2x,y)
. δ−1MT−
1
6
−δ ‖w˜‖
1
3
Z ‖ν˜‖
5
3
Z˜
.

By (5.9),(5.10),(5.11),(5.12),(5.13), and M ≪ δ we obtain the Lipschitz dependence:
(5.14)
‖Φ [Llin (uapp, w˜1) +Q1 (uapp, w˜1)− Llin (uapp, w˜2)−Q1 (uapp, w˜2)]‖Z
.
(
M2 + ‖w˜1‖2Z+ + ‖w˜2‖2Z+
)
‖w˜1 − w˜2‖Z+ ,
(5.15)
‖Φ [Llin (uapp, ν˜1) +Q2 (uapp, w˜1) + g (uapp, w˜1)− Llin (uapp, ν˜2)−Q2 (uapp, w˜2)− g (uapp, w˜2)]‖Z˜
.
(
M2 + ‖w˜1‖2Z+ + ‖w˜2‖2Z+
)
‖w˜1 − w˜2‖Z+ .
Lemma 5.3. We have estimates for I ′1, I
′
2 ,I
′
3:
(5.16) ‖ΦI ′1‖Z .M, ‖ΦI ′2‖Z , ‖ΦI ′3‖Z .M3.
(5.17) ‖ΦLxI ′1‖Z˜ .M, ‖ΦLxI ′2‖Z˜ , ‖ΦLxI ′3‖Z˜ .M3.
(5.18)
∥∥ΦDsyI ′1∥∥Z˜ .M, ∥∥ΦDsyI ′2∥∥Z˜ , ∥∥ΦDsyI ′3∥∥Z˜ .M3.
Proof. By Bernstein’s inequality, we have the following inequality for any t ≥ 1,
‖I ′1(t)‖L2x,y . t
− 3
2
−4δ ∥∥D1+8δv W∥∥L2v,y .Mt− 32−3δ,
‖I ′2 (t)‖L2x,y . t
−1
∥∥∥∥|W |2W − ∣∣∣P≤√tW ∣∣∣2 P≤√tW∥∥∥∥
L2v,y
. t−1 ‖W‖2L∞v Hαy
∥∥∥P≥√tW∥∥∥
L2v,y
.M3t−
3
2
−δ,
‖I ′3 (t)‖L2x,y . t
−1
∥∥∥∥P≥√t(∣∣∣P≤√tW ∣∣∣2 P≤√tW)∥∥∥∥
L2v,y
. t−
3
2
−4δ ‖W‖2L∞v Hαy
∥∥D1+8δv W∥∥L2v,y .M3t− 32−δ.
Then integrating the above inequalities with respect to t in [T, 2T ], (5.16) is straightforward.
By (5.4) and letting the projection operator P˜ = F−1ξ
[
−X
(
ξ√
t
)
ξ2
t −X ′
(
ξ√
t
)
ξ
2
√
t
]
we separate
LxI
′
1 into two parts:
LxI
′
1 =it
− 3
2 ei
x2
2t P˜
(
∂vP≪√tW
) (
t,
x
t
, y
)
+ it−
3
2 ei
x2
2t P˜
(
∂vP≈√tW
) (
t,
x
t
, y
)
,
The first part is very small due to the fact that P˜P≪√t ≈ 0, hence it suffices only to do the estimate
for the second part. The second part we integrate with respect to t first and get
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∥∥∥t− 32 eix22t P˜ (∂vP≈√tW ) (t, xt , y)∥∥∥L1t(T,2T ;L2x,y) . ∥∥P˜ ∂vP≈√tW∥∥L∞t (T,2T ;L2v,y)
. T−4δ
∥∥D1+8δv W∥∥L∞t (T,2T ;L2v,y) .MT−3δ.
Similar estimates apply for DsyI
′
1.
By Bernstein’s inequality,
‖LxI ′2 (t)‖L1t(T,2T ;L2x,y) .
∥∥∥∥∂vP≤√t(|W |2W − ∣∣∣P≤√tW ∣∣∣2 P≤√tW)∥∥∥∥
L∞t (T,2T ;L2v,y)
. T
1
2 ‖W‖2L∞t (T,2T ;L∞v,Hαy )
∥∥∥P≥√tW∥∥∥
L∞t (T,2T ;L2v,y)
.M3T−δ,
‖LxI ′3 (t)‖L1t(T,2T ;L2x,y) .
∥∥∥∥P≥√t∂v (∣∣∣P≤√tW ∣∣∣2 P≤√tW)∥∥∥∥
L∞t (T,2T ;L2v,y)
. T−4δ
∥∥∥∥D1+8δv (∣∣∣P≤√tW ∣∣∣2 P≤√tW)∥∥∥∥
L∞t (T,2T ;L2v,y)
.M3T−δ.
Applying the inequality∥∥∥P≥√tW∥∥∥
L∞t (T,2T ;L∞v Hαy )
.
∥∥∥P≥√tW∥∥∥ 16
L∞t (T,2T ;L2v,y)
∥∥∥DsyP≥√tW∥∥∥ 13
L∞t (T,2T ;L2v,y)
∥∥∥∂vP≥√tW∥∥∥ 12
L∞t (T,2T ;L2v,y)
.M3T−
1
12
−δ,
we will have ∥∥DsyI ′2 (t)∥∥L1t(T,2T ;L2x,y) .
∥∥∥∥Dsy (|W |2W − ∣∣∣P≤√tW ∣∣∣2 P≤√tW)∥∥∥∥
L∞t (T,2T ;L2v,y)
.
∥∥∥(DsyW )W (P≥√tW)∥∥∥
L∞t (T,2T ;L2v,y)
+
∥∥∥W 2 (DsyP≥√tW)∥∥∥
L∞t (T,2T ;L2v,y)
. ‖W‖L∞t (T,2T ;L∞v,Hαy )
∥∥∥P≥√tW∥∥∥
L∞t (T,2T ;L∞v,Hαy )
∥∥DsyW∥∥L∞t (T,2T ;L2v,y)
+ ‖W‖2L∞t (T,2T ;L∞v,Hαy )
∥∥∥DsyP≥√tW∥∥∥
L∞t (T,2T ;L2v,y)
.M3T−δ.
∥∥DsyI ′3 (t)∥∥L1t(T,2T ;L2x,y) .
∥∥∥∥P≥√tDsy (∣∣∣P≤√tW ∣∣∣2 P≤√tW)∥∥∥∥
L∞t (T,2T ;L2v,y)
. T−4δ
∥∥∥∥DsyD8δv (∣∣∣P≤√tW ∣∣∣2 P≤√tW)∥∥∥∥
L∞t (T,2T ;L2v,y)
.M3T−δ.

Combining Lemma 5.3 with (5.14), (5.15), we have
‖w˜‖Z+ .M +M3 +
(
M2 + ‖w˜‖2Z+
)
‖w˜‖Z+ ,
hence for M small enough there is the desired property ‖w˜‖Z+ . M, and u = uapp + w˜ is a solution
to (1.1). Recalling (5.3), uasy tends to u in the following sense that
‖uasy − u‖L2v,y .Mt
− 1
2
−δ, ‖uasy − u‖L2vHsy .Mt
−δ, ‖Lxuasy − Lxu‖L2v,y .Mt
−δ.
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6. Additional Estimates
The proof is given in [9] Lemma 7.1 and Lemma 7.4: see also [1, 12, 2]. The definiton of Γ0 is given
in (1.24).
Lemma 6.1. Let R be defined as
(6.1) R
[
a1(k1), a
2(k2), a
3(k3)
]
(k4) :=
∑
Γ0(k4)
a1(k1)a2(k2)a
3(k3).
For every sequences a1(k), a2(k), a3(k) indexed by Zd, d ≤ 4, we have
(6.2)
∥∥R [a1, a2, a3]∥∥
l2
k
.d min
τ∈S(3)
∥∥∥aτ(1)∥∥∥
l2
k
∥∥∥aτ(2)∥∥∥
h1
k
∥∥∥aτ(3)∥∥∥
h1
k
.
For any s > 0, there is the inequality∥∥R [a1, a2, a3]∥∥
hs
k
.d max
τ∈S(3)
∥∥∥aτ(1)∥∥∥
hs
k
∥∥∥aτ(2)∥∥∥
h1
k
∥∥∥aτ(3)∥∥∥
h1
k
,
and if ai = ai(v,k) for i = 1, 2, 3, there is also the inequality∥∥DsvR [a1, a2, a3]∥∥L2vl2k .d maxτ∈S(3)∥∥∥Dsvaτ(1)∥∥∥L2vl2k
∥∥∥aτ(2)∥∥∥
L∞v h
1
k
∥∥∥aτ(3)∥∥∥
L∞v h
1
k
.
Lemma 6.2. Consider three sequences {c1} , {c1} and {c3}. We will have the following elementary
bound ∥∥∥∥∥∥
∑
M(k)
c1 (k1) c2 (k2) c3 (k3)
∥∥∥∥∥∥
l2
k
. min
τ∈S(3)
∥∥cτ(1)∥∥l2
k
∥∥cτ(2)∥∥l1
k
∥∥cτ(3)∥∥l1
k
.
Lemma 6.3. Let x ∈ R , y ∈ Td, and α > d2 . Denote U(t) = eit∂
2
x/2eit△y/2, then we have the
following Strichartz inequality:
(1) ‖U(t)u0‖L∞x,y . |t|
− 1
2 ‖u0‖L1xHαy , ‖U(t)u0‖L4t(I,L∞x,y) . ‖u0‖L2xHαy ,
(2)
∥∥∥∥∫
I
U∗ (t)F (t) dt
∥∥∥∥
L2xH
−α
y
. ‖F (t)‖
L
4/3
t (I,L1x,y)
,
(3)
∥∥∥∥∫
I
U (t− s)F (s)ds
∥∥∥∥
L4t(L∞x,y)
. ‖F (t)‖
L
4/3
t (I,L1xHαy )
,
∥∥∥∥∫
I
U (t− s)F (s)ds
∥∥∥∥
L4t(L∞x,y)
. ‖F‖L1t(I;L2xHαy ) .
Proof. The estimate:
‖U(t)u0‖L∞x,y . |t|
− 1
2 ‖u0‖L1xHαy
can be obtained by direct computation.
By standard UU∗ argument, consider ϕ ∈ L4/3t
(
L∞x,y
)∗ ∩L4/3t L1x,y with ‖ϕ‖L4/3t (I,L1x,y) = 1, we will
have
‖U(t)u0‖L4t(I,L∞x,y) ≤ supϕ
∫
I
〈U (t)u0, ϕ〉L2x,y dt ≤ supϕ ‖u0‖L2xHαy
∥∥∥∥∫
I
U∗ (t)ϕ (t) dt
∥∥∥∥
L2xH
−α
y
.
Then estimate
∥∥∫
I
U∗ (t)ϕ (t) dt
∥∥
L2xH
−α
y
by inner product, then for α1, α2 > 0 satisfying α1 − α > 0,
α1 + α2 = 2α. By the dual space property, H
α′ ⊂ H d2+ ⊂ L∞ hence (L∞)∗ ⊂ H− d2− ⊂ H−α′ if
0 < α′ < d2 , we will have∫
I
∫
I
〈U (t′)ϕ (t′) , U (t)ϕ (t)〉L2xH−αy dt
′dt =
∫
I
∫
I
〈U∗ (t)U (t′)ϕ (t′) , ϕ (t)〉L2xH−αy dt
′dt
.
∫
I
∫
I
‖U∗ (t)U (t′)ϕ (t′)‖
L∞x H
−α1
y
‖ϕ (t)‖
(L∞x )
∗H
−α2
y
dt′dt.
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Since
‖U∗ (t)U (t′)ϕ (t′)‖
L∞x H
−α1
y
. |t′ − t|− 12 ‖ϕ (t′)‖
L1xH
−α1+α
y
. |t′ − t|− 12 ‖ϕ (t′)‖L1x(L∞y )∗
and
‖ϕ (t)‖
(L∞x )
∗H
−α2
y
. ‖ϕ (t)‖(L∞x )∗(L∞y )∗ . ‖ϕ (t)‖L1xL1y ,
we prove the second inequality,∥∥∥∥∫
I
U∗ (t)ϕ (t) dt
∥∥∥∥
L2xH
−α
y
. ‖ϕ‖
L
4/3
t (I,(L∞x,y)
∗
)
∥∥∥|t|− 12 ∗t ϕ (t)∥∥∥
L4t(I,L1xL1y)
. ‖ϕ‖
L
4/3
t (I,L1x,y)
‖ϕ‖
L
4/3
t (I,L1x,y)
.
The last inequality comes from∥∥∥∥∫
I
U (t− s)F (s)ds
∥∥∥∥
L4t(I;L∞x,y)
.
∥∥∥∥∫
I
‖U(t− s)F (s)‖L∞x,y ds
∥∥∥∥
L4t (I)
.
∥∥∥∥∫
I
|t− s|− 12 ‖F (s)‖L1xHαy ds
∥∥∥∥
L4t (I)
. ‖F‖
L
4/3
t (I;L1xHαy )
.
By Christ-Kiselev lemma we have∥∥∥∥∫
s<t
U (t− s)F (s)ds
∥∥∥∥
L4t(I;L∞x,y)
. ‖F‖
L
4/3
t (I;L1xHαy )
.
By direct computation we have∥∥∥∥∫
I
U (t− s)F (s)ds
∥∥∥∥
L4t(L∞x,y)
=
∥∥∥∥U(t)∫
I
U (−s)F (s)ds
∥∥∥∥
L4t(L∞x,y)
.
∥∥∥∥∫
I
U (−s)F (s)ds
∥∥∥∥
L2xH
α
y
. ‖F‖L1t(I;L2xHαy ) ,
and by Christ-Kiselev lemma∥∥∥∥∫
s<t
U (t− s)F (s)ds
∥∥∥∥
L4t(I;L∞x,y)
. ‖F‖L1t(I;L2xHαy ) .

Corollary 6.4. For any function f1, f2 and f3, suppose that fi ∈ L2xHαy ∩ L4tL∞x,y. We have the
following inequality:∥∥∥∥∫ t
0
U (t− s) (f1 (s) f2 (s) f3 (s)) ds
∥∥∥∥
L∞t (I;L2xHαy )
.
∑
τ∈S(3)
|I| 12 ∥∥fτ(1)∥∥L4t(I,L∞x,y) ∥∥fτ(2)∥∥L4t(I;L∞x,y) ∥∥fτ(3)∥∥L∞t (I;L2xHαy ) ,
∥∥∥∥∫ t
0
U (t− s) (f1 (s) f2 (s) f3 (s)) ds
∥∥∥∥
L4t(I,L∞x,y)
.
∑
τ∈S(3)
|I| 34 ∥∥fτ(1)∥∥L4t(I,L∞x,y) ∥∥fτ(2)∥∥L∞t (I,L2xHαy ) ∥∥fτ(3)∥∥L∞t (I,L2xHαy ) .
Lemma 6.5. Let as (ξ, η, θ) = |η + θξ|s. Define
Ams (θ) (f, g) =
∫
Rn
∫
Rn
eix(ξ+η)
1
m!
∂mθ as (ξ, η, θ) fˆ (ξ) gˆ (η) dξdη.
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Let l ∈ N. Let p, p1, p2 satisfy 1 < p, p1, p2 < ∞ and 1p = 1p1 + 1p2 . Let s, s1, s2 satisfy 0 ≤ s2, s2 and
l − 1 ≤ s = s1 + s2 ≤ l. Then the following bilinear estimate∥∥∥∥∥Ds (fg)−∑
k∈Z
l−1∑
m=0
Ams (0) (P≤k−3f, Pkg)−
∑
k∈Z
l−1∑
m=0
Ams (0) (P≤k−3g, Pkf)
∥∥∥∥∥
Lp
≤ C ‖Ds1f‖Lp1 ‖Ds2g‖Lp2
holds for all f, g ∈ S, where C = C(n, p, p1, p2).
See [5].
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