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Abstract
The thesis is divided into two main branches: identifying and locating-
dominating codes, and information retrieval. The former topics are mo-
tivated by the aim to locate objects in sensor networks (or other similar
applications) and the latter one by the need to retrieve information in mem-
ories such as DNA data storage systems. Albeit the underlying applications,
the study on these topics mainly belongs to discrete mathematics; more
specically, to the elds of coding and graph theory.
The sensor networks are usually represented by graphs where vertices
represent the monitored locations and edges the connections between the
locations. Moreover, the locations of the sensors are determined by a code.
Furthermore, the desired properties of the sensor network are deeply linked
with the properties of the underlying code.
The number of errors in reading the data is abundant in the DNA data
storage systems. In particular, there can occur more errors than a reasonable
error-correcting code can handle. However, this problem is somewhat oset
by the possibility to obtain multiple approximations of the same information
from the data storage. Hence, the information retrieval process can be mod-
elled by the Levenshtein's channel model, where a message is sent through
multiple noisy channels and multiple outputs are received.
In the rst two papers of the thesis, we introduce and study the new
concepts of self- and solid-locating-dominating codes as a natural analogy to
self-identifying codes with respect to locating-dominating codes. The rst
paper introduces these new codes and considers them in some graphs such
as the Hamming graphs. Then, in the second paper, we broaden our view
on the topic by considering graph theoretical questions. We give optimal
codes in multiple dierent graph classes and some more general results using
concepts such as the Dilworth number and graph complements. The third
paper focuses on the q-ary Hamming spaces. In particular, we disprove
a conjecture proposed by Goddard and Wash related to identifying codes.
In the fourth paper, we return to self- and solid-locating-dominating codes
and give optimal codes in some graph classes and consider their densities in
innite graphs.
In the fth paper, we consider information retrieval in memories; in par-
ticular, the Levenshtein's channel model. In the channel model, we transmit
some codeword belonging to the binary Hamming space through multiple
identical channels. With the help of multiple dierent outputs, we give a
list of codewords which may have been sent. In the paper, we study the
number of channels required to have a rather small (constant) list size when
the properties of the channels, the code and the dimension of the Hamming
space are xed. In particular, we give an exact relation between the number
of channels and the asymptotic value of the maximum list size.
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Tiivistelmä
Väitöskirja käsittelee kahta aihetta: identioivia ja paikantavia peittokoo-
deja sekä tiedon noutamista muistista. Ensimmäisen aiheen motivaationa on
objektien paikantaminen sensoriverkoista (sekä muut samankaltaiset sovel-
lukset) ja jälkimmäisen tiedonnouto DNA-muisteista. Näiden aiheiden tutki-
mus kuuluu diskreettiin matematiikkaan, täsmällisemmin koodaus- ja graa-
teoriaan.
Sensoriverkkoja kuvataan yleensä graafeilla, joissa solmut esittävät tark-
kailtuja kohteita ja viivat yhteyksiä näiden kohteiden välillä. Edelleen sen-
sorien paikat määräytyvät annetun koodin perusteella. Tästä johtuen sen-
soriverkon halutut ominaisuudet pohjautuvat vahvasti alla olevaan koodiin.
Luettaessa tietoa DNA-muisteista tapahtuvien virheiden määrä saat-
taa olla erittäin suuri; erityisesti suurempi kuin kiinnitetyn virheitä korjaa-
van koodin korjauskyky. Toisaalta tilanne ei ole aivan näin ongelmallinen,
sillä DNA-muisteista voidaan saada useita eri arvioita muistiin tallennetusta
tiedosta. Näistä syistä johtuen tietojen noutamista DNA-muisteista voidaan
mallintaa käyttäen Levenshteinin kanavamallia. Kanavamallissa yksi viesti
lähetetään useiden häiriöisten kanavien kautta ja näin vastaanotetaan useita
viestejä (yksi jokaisesta kanavasta).
Väitöskirjan kahdessa ensimmäisessä julkaisussa esitellään ja tutkitaan
uusia paikantavien peittokoodien luokkia, jotka pohjautuvat aiemmin tutkit-
tuihin itse-identioiviin koodeihin. Ensimmäisessä julkaisussa on esitelty
nämä koodiluokat sekä tutkittu niitä joissain graafeissa kuten Hammin-
gin graafeissa. Tämän jälkeen toisessa julkaisussa käsitellään yleisiä graa-
teoreettisia kysymyksiä. Julkaisussa esitetään optimaaliset koodit useille
graaperheille sekä joitain yleisempiä tuloksia käyttäen mm. Dilworthin
lukua sekä graakomplementteja. Kolmas julkaisu keskittyy q-arisiin Ham-
mingin avaruuksiin. Erityisesti julkaisussa todistetaan vääräksi Goddardin
ja Washin aiemmin esittämä identioivia koodeja koskeva otaksuma. Neljäs
artikkeli käsittelee jo kahdessa ensimmäisessä artikkelissa esiteltyjä paikan-
tavien peittokoodien luokkia. Artikkeli esittää optimaalisia koodeja useille
graaperheille sekä käsittelee äärettömiä graafeja.
Viides artikkeli käsittelee tiedonnoutoa ja erityisesti Levenshteinin kana-
vamallia. Kanavamallissa binääriseen Hammingin avaruuteen kuuluva koo-
disana lähetetään useiden identtisten kanavien läpi. Näistä kanavista vas-
taanotetaan useita eri arvioita lähetetystä koodisanasta ja rakennetaan lista
mahdollisesti lähetetyistä sanoista. Artikkelissa tutkitaan kuinka monta
kanavaa tarvitaan, jotta tämän listan koko on pieni (vakio), kun kanavien
ominaisuudet, koodi ja Hammingin avaruuden dimensio on kiinnitetty. Eri-
tyisesti löydetään täsmällinen suhde kanavien lukumäärän ja asymptootti-
sesti maksimaalisen listan koon välille.
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1 Introduction
There exists a vast number of dierent covering and domination problems.
These problems have been widely studied and they can be applied on mul-
tiple elds such as: linear algebra and optimization, design and analysis
of communication networks, social sciences, bioinformatics, computational
complexity, and algorithm design [28, Preface]. In this thesis, we concen-
trate on two separate but somewhat connected topics: dominating codes in
graphs with some additional capabilities to locate vertices and Levenshtein's
channel model where based on a large number of approximations we try to
deduce what has been sent through multiple noisy channels. We may inter-
pret Levenshtein's channel model also as trying to locate a vertex which is
in the proximity of a large but somewhat random set of vertices.
1.1 Domination
Basics
We study undirected simple graphs G = (V,E) on at least two vertices with
vertex set V and edge set E. A non-empty subset of the vertex set V is called
a code and an element of a code is a codeword. A path Pn = (V,E) is a graph
with vertex set V = {v1, . . . , vn} and edge set E = {vivi+1 | 1 ≤ i ≤ n− 1}.
The graphical distance, denoted by d(u, v), between two vertices u, v ∈ V is
equal to the number of edges in any shortest path from u to v. The open
neighbourhood of the vertex v ∈ V is denoted by NG(v), or by N(v) if the
context is clear, and it consists of a set of vertices adjacent to v. The closed
neighbourhood of vertex v is NG[v] = N [v] = N(v) ∪ {v}. A ball of radius r
centred at vertex v is denoted by Br(v) and consists of vertices at distance
at most r from v, that is, Br(v) = {u ∈ V | d(v, u) ≤ r}. The identifying set
of a vertex v is the set of codewords in the neighbourhood of the vertex v
I(G,C; v) = I(v) = C ∩NG[v]
and, for r ≥ 2, Ir(G,C; v) = Ir(v) = C∩Br(v).We generalize these concepts
for sets of vertices in a natural manner, that is, for U ⊆ V we have
N(U) =
⋃
v∈U
N(v)
and similarly, we have N [U ] =
⋃
v∈U N [v], I(U) =
⋃
v∈U I(v) and Ir(U) =⋃
v∈U Ir(v). A graph G = (V,E
′) is the complement of G = (V,E) if e ∈ E′
if and only if e 6∈ E.
The codes studied in this thesis are mostly dominating codes with some
additional requirements. A code C ⊆ V is a dominating (2-dominating)
code (or set) if we have |I(v)| ≥ 1 (resp. |I(v)| ≥ 2) for each non-codeword
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v ∈ V \ C. These abovementioned additional requirements on dominating
codes have mostly to do with capabilities of the code to somehow identify a
vertex based on its I-set.
A dominating code C ⊆ V is an identifying code if we have for every pair
of distinct vertices v, u ∈ V :
I(v) 6= I(u).
Identifying codes have been rst introduced by Karpovsky, Chakrabarty and
Levitin in [41]. Their basic idea is that every I-set is unique and non-empty
and thus, we can identify the vertex just by comparing the I-sets. For
example, in [50], identifying codes are applied to locate anomalies in sensor
networks as follows: A graph describes some sensor network where vertices
are locations and edges inform us about connections between these locations.
Now the codewords in the code describe where the sensors are. Now those
sensors have an ability to send an alarm if there is an anomaly in the same
vertex or in a vertex adjacent to them. However, the alarm does not tell
anything else than the existence of the anomaly in the closed neighbourhood.
Now, if the sensors are placed at vertices belonging to an identifying code,
then we immediately know where the anomaly locates when we receive the
information from all of the alarming sensors.
Let us consider, for example, the graph G in Figure 2, where the darkened
vertices form the code C. Now, I(1) = {1, 2}, I(2) = {1, 2, 3}, I(3) = {2, 3},
I(u) = {1, 3} and I(v) = {3}. Since each of these sets is unique and non-
empty, the code C is identifying.
u
v
Figure 1: Darkened vertices form a
2-dominating code.
u 3
21
v
Figure 2: Darkened vertices form
an identifying code.
A dominating code C ⊆ V is a locating-dominating code if we have for
every pair of distinct non-codewords v, u ∈ V \ C:
I(v) 6= I(u).
Locating-dominating codes have been originally studied in the 1980s by
Slater [48, 54, 55]. The dierence between them and identifying codes is that
when comparing I-sets, we do not consider the I-sets of codewords. Thus, it
is clear that every identifying code is also a locating-dominating code. Let
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us consider again the sensor network example as in the case of identifying
codes. We notice that to convert the example for locating-dominating codes,
we need the additional assumption that each sensor can sense whether the
anomaly is in the same vertex with it and can communicate that information
(see [56]). Now, if the sensors are located at positions which form a locating-
dominating code, then we either know that the anomaly is at a vertex where
the sensor is or we know its location by comparing the I-sets. Notice that
we may now require less sensors than in the case of identifying codes but we
require that sensor have more abilities.
The following denition of self-identifying codes is due to Junnila and
Laihonen [38]. A dominating code C ⊆ V is self-identifying in G if for any
vertex v ∈ V we have: ⋂
c∈I(v)
N [c] = {v}. (1)
Moreover, in [38, Theorem 6] an equivalent condition has been given. A
code C ⊆ V is a self-identifying code in G if for any pair of distinct vertices
u, v ∈ V we have
I(u) \ I(v) 6= ∅. (2)
Furthermore, earlier in [32] by Honkala and Laihonen, a code C ⊆ V has
been dened as (r,≤ l)+-identifying code if for r > 0, any two sets U,U ′ ⊆ V ,
U 6= U ′ having
Ir(U) = Ir(U
′)
implies that |U |, |U ′| ≥ l + 1.
Moreover, in [38], (1,≤ 1)+-identifying codes have been shown to be
equivalent with self-identifying codes. From here on, we will call them self-
identifying codes. In Figure 3, the darkened vertices form a self-identifying
code. We may use Denition (1) to verify this. For example,⋂
c′∈I(a)
N [c′] = N [1] ∩N [3] ∩N [6] = {a}
and ⋂
c′∈I(1)
N [c′] = N [1] ∩N [2] ∩N [6] = {1}.
Let us again return to the sensor network example. Self-identifying codes
have two benets over identifying codes. First of all, since
⋂
c∈I(v)N [c] =
{v}, we do not have to compare I-sets to identify a vertex. Besides that
if we have two or more anomalies in our sensor network, then identifying
codes may give an incorrect vertex since we may have I(v) ⊆ I(u) and then
I({v, u}) = I(u). For example, consider the graph of Figure 2 and vertices
u and 2. Now, I(u) ⊆ I(2) and I(2) = I({2, u}) = {1, 2, 3}. However, if the
sensors locate at codewords of a self-identifying code, then I(v) 6= I(U) for
5
1 2
6 3
5 4
d
b
a
c
Figure 3: Darkened vertices form a self-identifying code.
any set of vertices U 6= {v} and hence, we know the existence of multiple
anomalies. For example, if there is an anomaly in vertices a and 1 in the
graph of Figure 3, then we have⋂
c′∈I({a,1})
N [c′] = N [1] ∩N [2] ∩N [3] ∩N [6] = ∅.
A dominating code C ⊆ V has been dened as self-locating-dominating
in G in Paper I if for every vertex u ∈ V \ C we have⋂
c∈I(u)
N [c] = {u}.
The denition of self-locating-dominating codes is inspired by the corre-
sponding denition of self-identifying codes (1). However, interestingly, if we
consider the other equivalent denition for self-identifying codes (2), then we
do not get a denition equivalent with the self-locating-dominating codes.
A code C ⊆ V is dened as solid-locating-dominating in G in Paper I if for
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each pair of vertices u, v ∈ V \ C we have
I(u) \ I(v) 6= ∅.
In Figure 4, we have illustrated a self-locating-dominating code. The code
is self-locating-dominating, since I(v) = {2, 3, u} and N [2] ∩N [3] ∩N [u] =
{v}. Moreover, u has to be a codeword in any self-locating-dominating code
since otherwise {2, u} ⊆
⋂
c∈N(u)N [c] and hence, {2, u} ⊆
⋂
c∈I(u)N [c]. In
Figure 5, we have illustrated a solid-locating-dominating code in the same
graph. We have I(v) = {2, 3} and I(u) = {1}. Moreover, I(v) \ I(u) =
{2, 3} and I(u) \ I(v) = {1}. Hence, the code is solid-locating-dominating.
Observe that u is not in the solid-locating-dominating code, but it must
be in every self-locating-dominating code. Therefore, there are dierences
between these classes of codes. Notice that solid-locating-dominating codes
are also dominating as their name suggests. To realize their dierences, we
have given the following characterization in Paper I, Theorem 8:
2 v
u1
3
Figure 4: Darkened vertices form a
self-locating-dominating code.
2 v
u1
3
Figure 5: Darkened vertices form a
solid-locating-dominating code.
Theorem 1. A code C ⊆ V is self-locating-dominating if and only if for all
distinct vertices u ∈ V \ C and v ∈ V we have
I(u) \ I(v) 6= ∅
and a code C ′ ⊆ V is solid-locating-dominating if and only if for all u ∈ V \C ′
we have I(u) 6= ∅ and  ⋂
c∈I(u)
N [c]
 \ C ′ = {u}.
As we can see from these denitions, every self-locating-dominating code
is also a solid-locating-dominating code. Let us again consider the sensor
network example in the case of locating-dominating codes where each sen-
sor can also signal whether there is an anomaly in the same vertex with
it. Similarly, as in the case of self-identifying codes, we do not have to
compare I-sets of dierent vertices in order to locate the anomaly unlike in
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the case of regular location-domination (see Paper I). Furthermore, we show
in Paper I that these codes have also other benecial properties compared
to regular locating-dominating codes. In particular, in the case of solid-
locating-dominating codes, we know if there are multiple anomalies as long
as they do not occur at codewords. Moreover, in the case of self-locating-
dominating codes, we observe the existence of multiple anomalies even when
they happen at codeword vertices.
Earlier, in [33] by Honkala, Laihonen and Ranto, locating-dominating
codes which locate up to l anomalies have been studied. Although these
codes are only briey mentioned in this thesis, they help to form a bigger
picture of the topic. A code C ⊆ V is an (r,≤ l)-locating-dominating code
of type A in G if for r > 0 and for every vertex set X,Y ⊆ V of size at most
l the two conditions
Ir(X) = Ir(Y )
and
X ∩ C = Y ∩ C
together imply that X = Y .
A code C ⊆ V is an (r,≤ l)-locating-dominating code of type B in G if for
r > 0 and for every vertex set X,Y ⊆ V \ C of size at most l the condition
Ir(X) = Ir(Y )
implies that X = Y . When l = 2 and r = 1 these two codes have some
similarities with self- and solid-locating-dominating codes and from now on
we will only consider those cases.
In the following, we consider the relationships between these codes re-
sulting in Figure 6, where we use the following abbreviations: D for dom-
inating codes, 2D for 2-dominating codes, ID for identifying codes, SID
for self-identifying codes, LD for locating-dominating codes, DLD for solid-
locating-dominating codes, SLD for self-locating-dominating codes, LDB
for (1,≤ 2)-locating-dominating codes of type B and LDA for (1,≤ 2)-
locating-dominating codes of type A. Moreover, an arrow from X to Y
denotes that a code of type X is also a code of type Y . The non-existence of
an arrow (or path of multiple arrows) from X to Y means that there exists
a code C of type X which is not of type Y . Below, we show the existence
and non-existence of the arrows.
It has been shown in [33], that every (1,≤ 2)-locating-dominating code
of type A is also of type B. Moreover, in Paper I we show that every
self-locating-dominating code is also a solid-locating-dominating code and
every solid-locating-dominating code is also locating-dominating. Each self-
locating-dominating code is shown to be 2-dominating in Lemma 23 of Pa-
per II. In Remark 21 of Paper I, we mention that every (1,≤ 2)-locating-
dominating code of type B is also a solid-locating-dominating code. Indeed,
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if C ⊆ V is a (1,≤ 2)-locating-dominating code of type B, u, v ∈ V \C and
I(v) \ I(u) = ∅, then I(v) ⊆ I(u) and I({u, v}) = I(u). Thus, we have a
contradiction with C being a (1,≤ 2)-locating-dominating code of type B
and, therefore, C is a solid-locating-dominating code.
Similarly, we can show that every (1,≤ 2)-locating-dominating code of
type A is also a self-locating-dominating code. Indeed, if C ⊆ V is a (1,≤ 2)-
locating-dominating code of type A, v ∈ V \ C, u ∈ V and I(v) \ I(u) = ∅,
then I(v) ⊆ I(u), I(u) = I({v, u}) and {u, v}∩C = {u}∩C. Hence, we have
a contradiction and C is a self-locating-dominating code. Observe that since
we have shown, for example, that (1,≤ 2)-locating-dominating codes of type
A are also a self-locating-dominating codes and that self-locating-dominating
codes are also 2-dominating codes, we do not have to consider whether (1,≤
2)-locating-dominating codes are also 2-dominating codes. The rest of the
arrows in Figure 6 trivially follow from the denitions.
Next we will discuss about the missing arrows. Let G be the graph in
Figure 3, where the darkened vertices form the code C. Now every I-set
consists of three codewords and each I-set is unique. Hence, no I-set is a
subset of another I-set and C is a self-identifying code by (2). However, the
code C is not a (1,≤ 2)-locating-dominating code of type B. Indeed, we have
I({a, d}) = I({b, c}) = C. Observe that since each self-identifying code is
also an identifying code, there are identifying codes which are not (1,≤ 2)-
locating-dominating codes of type B. Moreover, since (1,≤ 2)-locating-
dominating codes of type A are (1,≤ 2)-locating-dominating codes of type
B, there are identifying codes which are not (1,≤ 2)-locating-dominating
codes of type A. In this way, a single counter example allows us to omit
multiple arrows.
As we can see in Figure 1, there exists a graph with a 2-dominating code
which is not locating-dominating. Moreover, the darkened vertices form
an identifying code in Figure 2. However, those vertices do not form a 2-
dominating or solid-locating-dominating code and hence, identifying codes
are not always 2-dominating or solid-locating-dominating.
Let us then consider a path of two vertices, the graph P2, that is, a graph
consisting of two adjacent vertices. The only 2-dominating code consists of
both vertices. However, to have a (1,≤ 2)-locating-dominating code of type
B, we only need one of the vertices. Thus, there are (1,≤ 2)-locating-
dominating codes of type B which are not 2-dominating. Moreover, there
are no identifying codes in P2 and hence, some (1,≤ 2)-locating-dominating
codes of type A are not identifying codes. Together these observations give
Figure 6. For example, the arrow from LDB to SID is missing because we
have shown that there exist (1,≤ 2)-locating-dominating codes of type B
which are not 2-dominating and, hence, cannot be self-identifying.
One of the most studied properties of these codes is how large they have
to be in some graph. The smallest possible code in graph G is called optimal
9
LD
DLD
LDB
LDA
SLD
SID
2D
D
ID
Figure 6: Relations between some dierent types of dominating codes. An
arrow from X to Y denotes that each code of type X in a graph is also a
code of type Y .
and its cardinality is denoted by one of γD(G), γ2D(G), γLD(G), γSLD(G),
γDLD(G), γID(G), γSID(G), γLDA(G) or γLDB(G) where the abbreviations
are as in Figure 6. Hence, Figure 6 gives a bound γX(G) ≥ γY (G) if there
is a path from X to Y in Figure 6. Interested readers may nd literature on
these topics from Lobstein's vast internet bibliography [45].
The kth (k ≥ 1) power of graph G = (V,E) is Gk = (V,Ek) where
e = uv ∈ Ek if d(u, v) ≤ k in G. Previously, many dierent dominating
codes have been studied using r-radius balls instead of neighbourhoods, that
is, for a vertex v, we would consider Ir(v) rather than I(v). For example,
a code C in a graph G = (V,E) is distance-r dominating (or r-covering
[12]) if we have for every v ∈ V a codeword c ∈ C such that d(v, c) ≤ r.
Moreover, this notion can be generalized for self-locating-dominating and
solid-locating-dominating codes. However, distance-r dominating codes in G
are the same as the dominating codes in Gr [27, Proposition 12.2]. Similarly,
other variants of dominating codes (discussed previously) with radius r ≥
1 can be viewed as codes with radius r = 1 in the rth power Gr of the
underlying graph G. In this thesis, we mainly consider the case r = 1.
There are also other natural ways to locate vertices in a graph. The
concept of resolving set was introduced by Harary and Melter [26] and inde-
pendently by Slater [53]. Let S = {s1, ..., sk} be a non-empty set of vertices.
The distance array of a vertex v ∈ V with respect to the set S is dened
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as D(v) = (d(v, s1), ..., d(v, sk)). If no two vertices have the same distance
array, then the set S is called a resolving set. For recent developments of
resolving sets see, for example, [15, 40, 42].
For other earlier related concepts, called separating systems, see [51] and
[14].
Product graphs and previous results
In this section, we introduce the most relevant graphs and discuss about
some previous results related to the thesis. A graph is a complete graph on
n vertices if every two vertices are adjacent. We denote such a graph with
Kn. The Cartesian product of two graphs G1 = (V1, E2) and G2 = (V2, E2)
is denoted by G1G2 = (V1 × V2, E), where e = (v1, u1)(v2, u2) ∈ E if
v1, v2 ∈ V1, u1, u2 ∈ V2 and either v1v2 ∈ E1 and u1 = u2 or u1u2 ∈ E2 and
v1 = v2. Let Fq be a nite eld of q elements and F2 = F. The Cartesian
product of n copies of K2, that is, K2 · · ·K2, is called an n dimensional
binary hypercube or binary Hamming space (Hamming graph) of dimension
n and denoted by Fn. The binary Hamming space of dimension n is a vector
space formed by the set of all n-tuples of F. Now two vertices are adjacent
if they dier at exactly one coordinate. Moreover, if we instead have a
Cartesian product of n copies of Kq, where q > 2 is a prime power, then the
resulting graph is called Fnq , the q-ary Hamming space of dimension n. Now
the vector space is formed by the set of all n-tuples of Fq. A vertex in a
Hamming space is called a word. We denote a word x = (x1, x2, . . . , xn) =
x1x2 · · ·xn. The Hamming distance between two words x = x1 · · ·xn and
y = y1 · · · yn is d(x, y) = |{i | xi 6= yi}|. Note that the Hamming distance
is equivalent with the graphical distance in Kq · · ·Kq. We denote the
cardinality (volume) of an r-radius ball in the binary Hamming space by
V (n, r) = |Br(x)| for any x ∈ Fn. Moreover, the minimum distance of a
code C ⊆ Fn is dmin(C) = minx,y∈C,x 6=y d(x,y). Furthermore, the code C is
called e-error-correcting if the minimum distance between any two distinct
codewords c1 and c2 is d(c1, c2) ≥ 2e+1 ([57, p. 34]). Observe that if C ⊆ Fn
is an e-error-correcting code, then we have |Ie(x)| ≤ 1 for all x ∈ Fn.
Dierent types of identifying and locating-dominating codes have been
widely studied in the Cartesian products of complete graphs and especially
in Hamming graphs. In [41], Karpovsky, Chakrabarty and Levitin have given
the best known lower bound for identifying codes in binary Hamming graphs
stating that γID(Fn) ≥ n2n+1n(n+1)+2 and a general upper bound γ
ID(Fn) ≤ n|C|,
where C is a distance-2 dominating code. In [4], Blass, Honkala and Litsyn
have given some direct sum constructions for identifying codes in Hamming
spaces, for example, if C is an identifying code in Fn, then C ⊕ F2 is an
identifying code in Fn+2. Moreover, some constructions for small values
of n as well as for n = 2m − 1, where m ≥ 4, are given in the paper.
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In [17], Exoo, Laihonen and Ranto have considered such identifying codes
in Fn that every word is covered by at least two codewords. Based on
these codes they have given new identifying codes using the so-called π(u)-
construction (see e.g. Theorem 26 of Paper I). In addition, some computer
search based constructions are given. In [16], Exoo et al. have given the
general upper bound in Hamming spaces γID(Fn+1) ≤ (2 + 1n+1)γ
ID(Fn)
as well as some other constructions. Moreover, in [46], Moncel has shown
that γID(Fn) ≤ γID(Fn+1). In [8], Charon et al. have presented more
constructions with the help of computers. In [34], Honkala and Lobstein
have studied the asymptotical behaviour of identifying codes in Hamming
spaces. Together these papers give good evaluations for values γID(Fn) when
n is small (see tables in [8]). There exist less results on location-domination
in Hamming graphs. In [33], Honkala, Laihonen and Ranto have given a
general lower bound for locating-dominating codes in the binary Hamming
spaces:
γLD(Fn) ≥
⌈
n22n+1
n3 + 2n2 + 3n− 2
⌉
.
They have also given a general upper bound: γLD(Fn+1) ≤ (2n−1)|C|, where
C is a distance-2 dominating code in Fn. However, γLD(Fn) ≤ γID(Fn) is
often the best known upper bound.
Identifying codes have also been studied in KnKm. In [25], Gravier,
Moncel and Semri give the exact value of optimal codes when n = m:
γID(KnKn) =
⌊
3n
2
⌋
.
Moreover, they show that their construction is the unique optimal code when
n ≥ 5 and n is odd. In [23], Goddard and Wash have given exact values for
optimal identifying codes in KnKm:
γID(KnKm) =
{
m+ bn2 c if m ≤
3n
2
2m− n if m ≥ 3n2 .
(3)
They also consider identication in Cartesian products of multiple complete
graphs. In particular for three equal complete graphs, they give bounds
n2 − n
√
n ≤ γID(KnKnKn) ≤ n2 (4)
and conjecture that n2 is the optimal bound. In Paper III, we show that this
conjecture does not hold and the lower bound is also improved.
Besides the Cartesian products of complete graphs, we also consider di-
rect products of two complete graphs. The direct product of two graphs
G1 = (V1, E2) and G2 = (V2, E2) is denoted by G1 × G2 = (V1 × V2, E),
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where e = (v1, u1)(v2, u2) ∈ E if and only if v1v2 ∈ E1 and u1u2 ∈ E2 for
v1, v2 ∈ V1 and u1, u2 ∈ V2. Previously identifying codes have been studied
in the direct product of two complete graphs in [49] by Rall and Wash. They
have found the optimal cardinalities for identifying codes. We have gathered
those results below
γID(Kn ×Km) =

m− 1 if n ≥ 3,m ≥ 2n,⌊
2m+2n+1
3
⌋ if 2n − 1 ≥ m ≥ n ≥ 6
and m 6= 2n− 5,
2n− 4 if m = 2n− 5 ≥ 7.
(5)
Interestingly, a direct product of two complete graphs Kn × Km is a com-
plement of Cartesian product of two complete graphs KnKm, that is,
KnKm = Kn ×Km ([49]).
Cycles, trees and previous results
Paper II considers many dierent graphs. Hence, in this section, we introduce
some basic graph classes and domination related results on them. A graph
Cn = (V,E) is a cycle on n ≥ 3 vertices if |V | = n, Cn is connected and
each vertex has two neighbours. A graph G is a tree if it is connected and
does not contain any cycles. Previously optimal locating-dominating codes
in paths and cycles have been given by Slater in [55]:
γLD(Pn) = γ
LD(Cn) =

2k if n = 5k
2k + 1 if n = 5k + 1 or n = 5k + 2 and
2k + 2 if n = 5k + 3 or n = 5k + 4.
Optimal identifying codes in paths have been provided by Bertrand et al.
[2]:
γID(Pn) =
{
n+1
2 if n ≥ 1 is odd,
n
2 + 1 if n ≥ 4 is even.
Optimal identifying codes in odd cycles have been presented by Gravier,
Moncel and Semri in [24] and optimal codes in even cycles are due to
Bertrand et al. [2]:
γID(Cn) =
{
n+1
2 + 1 if n ≥ 7 is odd,
n
2 if n ≥ 6 is even.
Moreover, locating-dominating codes have been studied in trees with l leaves
and s support vertices in [5, 54, 52]. A leaf of a tree is a vertex with a single
neighbour and a support vertex is any vertex adjacent to a leaf. First in [54],
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Slater has given bounds n3 < γ
LD(T ) ≤ n − 1 for n ≥ 2 for trees. Then
Blidia et al. in [5] have improved the bounds to
n+ 1 + l − s
3
≤ γLD(T ) ≤ n+ l − s
2
and in [52] Sewell and Slater have improved the lower bound to
n+ 1 + 2(l − s)
3
≤ γLD(T )
and given trees which achieve this bound. For identifying codes in trees
Bertrand et al. [3] have given bound γID(T ) ≥ 3(n+1)7 for n ≥ 3. Further-
more, Blidia et al. [5] have improved this bound to
3
n+ 1 + l − s
7
≤ γID(T ).
In [1], Auger has constructed a linear algorithm which gives the cardinality
of a minimum identifying code in a tree.
Extremal and general graph theoretical results
In this section, we present some extremal results on identifying and locating-
dominating codes as well as some more general graph theoretical results.
Extremal questions on dominating codes in graphs consider, for example,
what is the smallest (or the largest) optimal code in any graph on n vertices.
Karpovsky et al. [41] have given a general lower bound for the cardinality
of an identifying code in a connected graph G on n vertices. In particular,
we have
dlog2(n+ 1)e ≤ γID(G) ≤ n− 1.
The upper bound is due to Charon et al. [10]. Furthermore, in [18], Foucaud
et al. have classied all graphs attaining this upper bound. For similar
results on locating-dominating codes, see [10] by Charon et al.
In [29], Hernando et al. have shown that
|γLD(G)− γLD(G)| ≤ 1.
By comparing bounds (3) and (5) when m = 2n we notice that this bound
does not hold for identifying codes. However, for identifying codes, there
exists a similar but weaker result, see [21] by Foucaud et al.
In [7], Cáceres et al. have considered realization type theorems for γLD
and some other graph parameters. They have especially shown that if 3 ≤
a ≤ b ≤ 2a − 2, then there always exists a tree T , such that γLD(T ) = b
and η(T ) = a where η(T ) is the cardinality of the minimum metric-locating-
dominating set (for the denition see [7]).
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Also some other graph parameters are connected to domination type
parameters. A set of vertices S in graph G is independent if none of the
vertices are adjacent. We denote by β(G) the cardinality of the largest
independent set in G. In [22] Garijo et al. have shown that
γLD(G) ≤ n− β(G)
when G = (V,E) is twin-free, that is, for no two distinct vertices v, u ∈ V we
have N [v] = N [u] or N(v) = N(u), and |V | ≥ 2. Moreover, in [19] Foucaud
et al. have given a similar result for identifying codes.
Besides independence number, for example, also γ2D(G) has been previ-
ously used to bound γID(G) in [20] by Foucaud and Perarnau and γLD(G)
in [22] by Garijo et al.
Innite graphs and previous results
Besides nite graphs, we also study innite grids. Let G = (V,E), where
V = Z2 and two vertices are adjacent if their Euclidean distance is at most√
2. We call this graph the innite king grid. In nite graphs optimal codes
are dened to be the codes with the smallest possible cardinalities. However,
when we consider identifying or other similar codes in innite graphs, they
do not have a nite number of codewords. Hence, the optimality of a code in
an innite graph is dened using the density of the code. Let Vn = {(x, y) |
|x| ≤ n, |y| ≤ n}. Now the density of code C ⊆ V is dened as
D(C) = lim sup
n→∞
|Vn ∩ C|
|Vn|
.
Similarly to the king grid, we also dene a triangular grid. Graph T =
(V ′, E′) is the innite triangular grid if V ′ =
{
i(1, 0) + j
(
1
2 ,
√
3
2
)
| i, j ∈ Z
}
and two vertices are adjacent if their Euclidean distance is 1. Let Tn ={
i(1, 0) + j
(
1
2 ,
√
3
2
)
| |i|, |j| ≤ n
}
. Now we dene the density of a code C ′ ⊆
V ′ as
D(C ′) = lim sup
n→∞
|Tn ∩ C ′|
|Tn|
.
Previously, identifying codes have been studied in the king grid in [13] by
Cohen, Honkala and Lobstein and by Charon, Hudry and Lobstein in [9],
where they also consider identication in the triangular grid. Moreover,
locating-dominating codes have been investigated in the king grid in [31]
by Honkala and Laihonen and in the triangular grid in [30] by Honkala.
Furthermore, self-identifying codes have been considered in the king and
triangular grids in [32] by Honkala and Laihonen.
In Table 1, optimal densities for some codes in the king and triangular
grids have been presented (with the relevant references). Note that the
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optimal densities for dominating and 2-dominating codes are easy to obtain.
We get the densities with simple double counting arguments. In the king grid,
there are nine vertices in a closed neighbourhood and every vertex must have
at least one codeword in its neighbourhood. Now we use the double counting
method on a vertex pair (c, v) where c is a codeword and c ∈ I(v). Thus,
for large n, we have 9|C ∩ Vn| & |Vn|1 and |C ∩ Vn|/|Vn| & 19 . Moreover,
a construction achieving this bound is easy to nd; any construction where
|I(v)| = 1 for any vertex v attains the bound. For the triangular grid the
bound is achieved using a similar method. The only dierence is that there
are now seven vertices in a closed neighbourhood of a vertex instead of nine.
The bounds for 2-domination are achieved using an analogous method. For
example, for the king grid the double counting argument gives (for large n)
the inequality 9|C ∩ Vn| & 2|Vn \ C| + |C ∩ Vn| = 2|Vn| − |C ∩ Vn|. For
the constructions, the goal is to have two codewords in every I-set of a non-
codeword and one codeword in every I-set of a codeword. Moreover, such
constructions exist and the double counting arguments give the attainable
lower bounds. In addition, in [47], Pelto has shown that the optimal locating-
dominating codes of types A and B have density of 1/3 in the innite king
grid.
γID γLD γD γ2D γSID γSLD γDLD
King 29 [9, 13]
1
5 [31]
1
9
1
5
1
3 [32]
1
3 [IV]
1
3 [IV]
Triangle 14 [9]
13
57 [30]
1
7
1
4
1
2 [32]
1
4 [IV]
1
4 [IV]
Table 1: Optimal densities of some dominating codes in the innite king and
triangular grids.
Many of the proofs for dierent dominating codes in this thesis are inno-
vative in the sense that they do not only use standard methods but rather rely
on the structure of the graph (see paper III) or are linked to other concepts
 for example, such as independence number (Paper II), Dilworth number
(Paper II) or Latin square (Paper III). Some typical methods, which we have
not used in this thesis, for evaluating the cardinalities of optimal codes in-
clude, for example, share. Share of a codeword c ∈ C, s(c) =
∑
v∈N [c]
1
|I(v)| ,
was introduced in [56] by Slater and it has also been used to show, for ex-
ample, that the density of an optimal locating-dominating code in the king
grid is 15 ([31]). The basic idea behind it is that if C is a dominating code,
then
∑
c∈C s(c) = |V |. Moreover, if there is some positive real number α
1We consider this for large n. Namely, we may have some vertices in Vn \ Vn−1 which
are not dominated by a codeword. However, Vn \ Vn−1 is relatively small compared to Vn
and
|Vn−1|
|Vn| tends to 1 as n tends to innity. The results we get hold due to the denition
of the density and we present them like this for simplicity.
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such that for each codeword c ∈ C we have s(c) ≤ α, then
∑
c∈C s(c) ≤ |C|α
and thus, |C| ≥ |V |α . If we consider for example the graph G of Figure
1 and 2-domination, we have s(c) ≤ 2 · 12 + 1 for each codeword since each
non-codeword has at least two codeword neighbours. Thus, γ2D(G) ≥ 42 = 2.
1.2 Levenshtein's channel
Levenshtein's channel model was rst introduced in 2001 by Levenshtein [44]
and it has become relevant again due to advanced data storage systems such
as DNA storage [6, 11, 35]. Its premise is that the channel we use to trans-
mit the information causes many errors and to combat this the information
is sent multiple times giving us multiple approximations of the transmitted
information. Together these approximations are used to identify the trans-
mitted information more precisely than we could have identied with only
one channel and one approximation.
We especially focus on a situation where we have an e-error-correcting
code C ⊆ Fn. A word x ∈ C is sent through N ≥ 1 channels and we get
a set Y consisting of N dierent evaluations yi of x, where 1 ≤ i ≤ N .
Furthermore, each of these output words yi is within Hamming distance
t = e + ` of x, that is, d(yi,x) ≤ t. In other words, there occurs at most
t substitution errors, where a symbol is substituted by another symbol, in
any channel. Based on the set Y , we get a list of codewords which might be
transmitted:
T (Y ) = C ∩
(
N⋂
i=1
Bt(yi)
)
.
The channel model is illustrated in Figure 7. Furthermore, we denote by L
such a value that |T (Y )| ≤ L for every possible set of N output words and
any transmitted word x. Thus, roughly saying, as the number of channels N
increases the uncertainty L decreases. Observe that if ` ≤ 0, then we have
Y ⊆ Be(x). Hence, as C is an e-error-correcting code, we have Be(y)∩C =
{x} for each y ∈ Y and thus, we can deduce x exactly. Also notice that
the nature of the base code C has a big role in the value L. For example,
if we have only two codewords in C which locate at distance 2e + 1 from
each other, then we have L ≤ 2, no matter how many channels we have.
However, for application purposes, a code of two codewords is rather useless.
For example, in the case of memory storage systems, we store memory units
as codewords of an e-error-correcting code to protect the data from e reading
errors. Since we usually want to store as much information as possible to the
code C, we assume that C is large. We mostly consider the worst possible
cases for L. When we consider codewords as memory units, the channels
can be understood as, for example, a read head which reads the same unit
multiple (say N) times.
17
Let us, for example, consider a 1-error-correcting code C = {00000,
11100, 00111, 11011} ⊆ F5 and Levenshtein's channel model with N = 2
and ` = 2. Now t = 3. Let us transmit the codeword x = 00000 through
two channels and let us assume that we get output words Y = {y1,y2}
where y1 = 11000 and y2 = 00111. Now, we have I3(y1) = C ∩ B3(y1) =
{00000, 11100, 11011} and I3(y2) = {00000, 00111, 11011}. Therefore, we
have T (Y ) = I3(y1) ∩ I3(y2) = {00000, 11011}.
Previously, Levenshtein [44] has given the number of channels required to
know the transmitted codeword x exactly, that is, to have L = 1. Moreover,
Yaakobi and Bruck have shown in [58, 59] the required number of channels
N to know that the transmitted information is one of two possible options.
However, as the number of channels grows, the problem changes. In [12, p.
36], it has been shown that the cardinality of intersection of four or more
balls does not depend only on the distances between the centres of these
balls; unlike in the case of two or three balls. Therefore, we use dierent
methods in Paper V.
Levenshtein's original motivation to study this scheme stems from ar-
eas such as chemistry and molecular biology. There, in some cases, while
transmitting the information we get so many errors that sending the infor-
mation multiple times becomes a valid option. Levenshtein's channel is also
linked to associative memories (see [36, 37, 58, 59]). The basic idea of an
associative memory is that every memory unit is associated with some other
memory units and we try to retrieve the wanted information unit based on
these associations. Now, we may consider vertices of a graph as memory
units and its edges as associations between memory units. Let us say that
we try to retrieve information unit x and we have a set of memory or input
clues which belong to some set C and are t-associated with x, that is, the
set of memory clues is It(x) and the set of vertices which is t-associated with
x
Channel 1
Channel N
L
ist
d
eco
d
er
T (Y )
.
.
.
.
.
.
.
. y1
yN
.
.
.
.
.
Y
Figure 7: Levenshtein's channel model.
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these memory clues is ⋂
c∈It(x)
Bt(c).
Notice that if
⋂
c∈It(x)Bt(c) = {x} for each x, then the memory returns un-
ambiguously the vertex we were searching. Moreover, this is equivalent with
the denition of (t,≤ 1)+-identifying codes. Thus, if we have a (t,≤ 1)+-
identifying code C and the set It(x) as memory clues, then we can success-
fully retrieve x. However, the above sketch of the problem is a simplication
of associative memories since we may require that we use at most m of the
memory clues of set It(x), where m is some positive integer. More compar-
ison between associative memories, identication and Levenshtein's channel
model can be found in [37].
Although the Levenshtein's channel model and associative memories have
some apparent similarities, they also have a fundamental dierence. In the
Levenshtein's channel model we try to store as much information as possible
and hence, we wish to have as big code C as possible. While in the case
of associative memories we wish to be able to nd the information with as
few memory clues as possible and thus, we wish to have as small code C as
possible. In [59, Theorem 1], Yaakobi and Bruck have shown the existence
of a dependency between L, the number of channels N and the number of
memory clues. There are also other kinds of approaches, for example, in [43],
we have considered Levenshtein's channel model and associative memories
using majority voting.
2 Papers of the thesis
In Paper I, we have introduced self- and solid-locating-dominating codes
for the rst time. First we give optimal self-locating-dominating and solid-
locating-dominating codes for Cartesian product of two complete graphs,
that is, for graphs KnKm, where n and m are positive integers. More-
over, we also consider self- and solid-locating-dominating codes in the bi-
nary Hamming spaces. For self-locating-dominating codes we give a general
lower bound and an innite family of constructions which achieve this bound.
For solid-locating-dominating codes we give a general lower bound and show
that it is asymptotically correct with an innite family of codes. In Remark
21 of Paper I, we have pointed out that our new general lower bound for
solid-locating-dominating codes in the binary Hamming spaces surprisingly
improves the known lower bound for (1,≤ 2)-locating-dominating codes of
type B in the binary Hamming spaces.
In addition, to the results on self- and solid-locating-dominating codes, we
also consider locating-dominating codes. We give optimal locating-dominat-
ing codes for KnKm and a new family of constructions for locating-domi-
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nating codes in binary Hamming spaces based on identifying codes which are
also 2-dominating. This new method gives some new constructions which
are rather close to the best known lower bound of locating-dominating codes.
For example, in F11 we get a code of cardinality 320 while the current lower
bound is 309.
In the second paper, self-locating-dominating and solid-locating-domi-
nating codes are widely studied under a vast array of graph structures and
properties. Using Sperner's theorem (see Theorem 10 in Paper II) we give
an upper bound for the number of vertices in a graph when the number of
codewords in a self- or solid-locating-dominating code is known. For self-
locating-dominating codes, we dene so-called forced vertices, that is, the
vertices which are codewords in every code (see [20] for a similar concept),
and give an exact condition for their existence using vicinal preorder. With
this concept, we also classify every such graph G that γSLD(G) = |V |. More-
over, with the help of Dilworth's number (see Section 2.2 of Paper II) we
carry the ideas of vicinal preorder to solid-location-domination. This gives
a general lower bound for solid-location-domination and informs us that for
a graph G with at least one edge we have γDLD(G) = |V | − 1 if and only
if G is a threshold graph (see page 7 of Paper II). We give a general upper
bound (see Theorem 20 in Paper II) for γDLD(G) using independence num-
ber when G is connected and N(u) 6⊆ N(v) for each distinct u, v ∈ V . In
particular, we show that γDLD(G) ≤ n−β(G). We also show a similar result
for self-locating-dominating codes.
We also show that the dierence of the cardinalities of optimal solid-
locating-dominating codes in a graph and its complement is at most one,
that is,
|γDLD(G)− γDLD(G)| ≤ 1.
However, a similar bound does not work for self-locating-dominating codes.
In fact, we show that there exists a graph G′ such that
|γSLD(G′)− γSLD(G′)| ≥
(
k
bk2c
)
− k
where k = γSLD(G′). Besides these results, we determine all such pairs
of integer a, b ∈ Z that there exists a graph G with γSLD(G) = a (or
γDLD(G) = a) and γLD(G) = b.
In the case of (specic) graph classes, we give exact values for optimal self-
and solid-locating-dominating codes in paths, cycles and ladders (P2Pn).
Moreover, we show that in trees a code is self-locating-dominating if and only
if it is 2-dominating. Furthermore, we also show that for a tree T the inde-
pendence number and the cardinality of minimal solid-locating-dominating
code are equal
γDLD(T ) = β(T ).
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However, even though the values are the same, there are optimal solid-
locating-dominating codes which are not independent sets and there are
maximal independent sets which are not solid-locating-dominating codes.
In conclusion, the paper uses rather non-standard techniques on the eld of
location and establishes surprising connections between dierent parameters.
The third paper considers non-binary Hamming spaces and especially
KqKqKq. Originally, Karpovsky et al. [41] have given a general lower
bound applicable for Cartesian product of n copies of complete graphs Kq
γID(Kq · · ·Kq) ≥
2qn
nq − n+ 2
which gives γID(KqKqKq) ≥ 2q
3
3q−1 ≥
2q2
3 . In addition, Goddard and
Wash have given Estimation (4) and conjectured that γID(KqKqKq) =
q2. We disprove this conjecture by constructing an innite family of identi-
fying codes in KqKqKq with cardinality q2− q4 when q is a power of four.
Interestingly, we manage to generalize our construction for values of q which
are not powers of four by using Evans' theorem for extending Latin squares
(see Theorem 22 of Paper III). Moreover, we also improve the lower bound
(4) given by Goddard and Wash. Our lower bound is based on a new ap-
proach, which builds on the method of Goddard and Wash [23]. The proof
is rather non-standard and the idea is roughly that a small code causes
problems which require additional codewords causing again more problems.
Now, if the code is too small, then we require more codewords to solve all
the problems than there are codewords in the code itself. Together, our
construction and the lower bound show that
γID(KqKqKq) = q
2 −Θ(q).
In Section 2 of Paper III, we determine every optimal self-locating-domi-
nating code in KqKqKq by showing an interesting connection: There
is a one-to-one mapping from the set of optimal self-locating-dominating
codes in KqKqKq to q × q Latin squares. Furthermore, in Section 5, we
consider Fnq when q is a prime power. We give some families of optimal self-
identifying and self-locating-dominating codes for suitable values of n and
q. Furthermore, we show that these codes are also identifying and that they
are signicantly smaller than the previously known constructions.
In the fourth paper, we again consider self- and solid-locating-dominating
codes in graphs. We determine the cardinalities and give some constructions
of optimal self-locating-dominating, solid-locating-dominating and locating-
dominating codes in the direct product of any two complete graphs. For
this, we use results on Cartesian product of two complete graphs from Paper
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I and results on complements of graphs from Paper II and [29]. We also
give an optimal solid-locating-dominating code in the Cartesian product of
three identical complete graphs. Finally, we consider self- and solid-locating-
dominating codes in innite grids. We give optimal codes (density wise) for
triangular and king grids. Especially, the proof of the lower bound and the
construction for solid-locating-dominating code in the innite king grid are
non-standard. The construction contains a single central vertex which is in
a unique position. Moreover, to prove the lower bound, we consider one-way
innite three vertex wide strips.
Finally, the fth paper considers Levenshtein's channel model. The re-
sults of Paper V have been partially published in [39]. Now we assume
that the errors occurring in the channels are substitution errors. We trans-
mit a codeword x ∈ C ⊆ Fn through N identical channels each causing at
most e + ` errors, where C is an e-error-correcting code. We show that if
N ≥ V (n, `−1)+1, then list size L ≤ 2`. Moreover, when n is big enough we
get L ≤ `+1. Intriguingly, the famous Sauer-Shelah Lemma (see Theorem 5
of Paper V) proves to be useful attaining these bounds. We show that there
exist e-error-correcting codes such that the bound L ≤ `+1 can be attained.
We also give asymptotical results for the list size when C is such an e-error-
correcting code that L is maximal and V (n, `−a−1)+1 ≤ N ≤ V (n, `−a).
In particular, we show that
L = Θ(na).
Although there exist e-error-correcting codes such that the list size L depends
on n when N ≤ V (n, ` − 1), we have also constructed rather large e-error-
correcting codes such that L is constant on n when N ≥ V (n, `− 2) + 1. We
also show that if n is large enough and e is large compared to `, then it is
very likely that we only need two channels to have small L (assuming some
randomness on errors). The results in Paper V related to the probabilistic
case are improved versions of the results in the conference version of Paper
V [39].
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a b s t r a c t
Identifying codes and locating-dominating codes have been designed for locating irregular-
ities in sensor networks. In both cases, we can locate only one irregularity and cannot even
detect multiple ones. To overcome this issue, self-identifying codes have been introduced
which can locate one irregularity anddetectmultiple ones. In this paper,wedefine twonew
classes of locating-dominating codes which have similar properties. These new locating-
dominating codes as well as the regular ones are then more closely studied in the rook’s
graphs and binary Hamming spaces.
In the rook’s graphs,we present optimal codes, i.e., codeswith the smallest possible car-
dinalities, for regular location-domination as well as for the two new classes. In the binary
Hamming spaces, we present lower bounds and constructions for the new classes of codes;
in some cases, the constructions are optimal. Moreover, one of the obtained lower bounds
improves the bound of Honkala et al. (2004) on codes for locating multiple irregularities.
Besides studying the new classes of codes, we also present record-breaking con-
structions for regular locating-dominating codes. In particular, we present a locating-
dominating code in the binary Hamming space of length 11 with 320 vertices improving
the earlier bound of 352; the best known lower bound for such code is 309 by Honkala et al.
(2004).
© 2018 Elsevier B.V. All rights reserved.
1. Introduction
Sensor networks are systems designed for environmental monitoring. Various location detection systems such as fire
alarm and surveillance systems can be viewed as examples of sensor networks. For location detection, a sensor can be
placed in any location of the network. The sensor monitors its neighbourhood (including the location of the sensor itself)
and reports possible irregularities such as a fire or an intruder in the neighbouring locations. Based on the reports of the
sensors, a central controller attempts to determine the location of a possible irregularity in the network. Usually, the aim is
to minimize the number of sensors in the network. More explanation regarding location detection in sensor networks can
be found in [4,12,16].
A sensor network can be modelled as a simple and undirected graph G = (V (G), E(G)) = (V , E) as follows: the set of
vertices V of the graph represents the locations of the network and the edge set E of the graph represents the connections
between the locations. In other words, a sensor can be placed in each vertex of the graph and the sensor placed in the vertex
u monitors u itself and the vertices neighbouring u. Besides being simple and undirected, we assume that the graphs in
this paper are connected and have order of at least two. In what follows, we present some basic terminology and notation
regarding graphs. The open neighbourhood of u ∈ V consists of the vertices adjacent to u and it is denoted by N(u). The closed
neighbourhood of u is defined as N[u] = {u} ∪ N(u). A nonempty subset C of V is called a code and the elements of the code
* Corresponding author.
E-mail addresses: viljun@utu.fi (V. Junnila), terolai@utu.fi (T. Laihonen), tualeh@utu.fi (T. Lehtilä).
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are called codewords. In this paper, the code C represents the set of locations where the sensors have been placed on. For the
set of sensors monitoring a vertex u ∈ V , we use the following notation:
I(u) = N[u] ∩ C .
In order to emphasize the graph G and/or the code C , we sometimes write I(u) = I(C; u) = I(G, C; u). We call I(u) the
identifying set (or the I-set) of u. The notation of identifying set can also be generalized for a subset U of V as follows:
I(U) =
⋃
u∈U
I(C; u).
Here we also use the notation I(U) = I(C;U) = I(G, C;U).
As stated above, a sensor u ∈ V reports that an irregularity has been detected if there is (at least) one in the closed
neighbourhood N[u]. In what follows, we divide into two different situations depending on the capability of a sensor to
distinguish whether the irregularity has been spotted in the location of the sensor itself or in its (open) neighbourhood.
More precisely, we have the following two cases:
(i) In the first case, we assume that a sensor u ∈ V reports 1 if there is an irregularity in N[u], and otherwise it reports 0.
(ii) In the second case, we assume that a sensor u ∈ V reports 2 if there is an irregularity in u, it reports 1 if there is one
in N(u) (and none in u itself), and otherwise it reports 0.
Assume first that the sensors work as in (i). Notice then that if the sensors in the code C are located in such places
that I(C; u) is nonempty and unique for all u ∈ V , then an irregularity in the network can be located by comparing
I(C; u) to identifying sets of other vertices. This leads to the following definition of identifying codes, which were first
introduced by Karpovsky et al. in [11]. For various papers regarding identification and related problems, we refer to the
online bibliography [13].
Definition 1. A code C ⊆ V is identifying in G if for all distinct u, v ∈ V we have I(C; u) ̸= ∅ and
I(C; u) ̸= I(C; v).
An identifying code C in a finite graph G with the smallest cardinality is called optimal and the number of codewords in an
optimal identifying code is denoted by γ ID(G).
Let C be an identifying code in G. By the definition, the identifying code C works correctly if there is simultaneously at
most one irregularity in the network. However, using the identifying code C , we cannot locate or even detect more than
one irregularity in the network. Indeed, for example, consider the graph G in Fig. 1 and the code C = {a, b, c} in the graph.
Clearly, C is an identifying code in G. However, all the sensors a, b and c are alarming if there is a single irregularity in b, or
multiple ones in d, e and f . Hence, no distinction can be made between these two cases. Thus, we might determine a false
location and more disturbingly not even notice that something is wrong. To overcome this problem, in [7], self-identifying
codes, which are able to locate one irregularity and detect multiple ones, were introduced. (Notice that in the original paper
self-identifying codes are called 1+-identifying.) The formal definition of self-identifying codes is given as follows.
Definition 2. A code C ⊆ V is called self-identifying in G if the code C is identifying in G and for all u ∈ V and U ⊆ V such
that |U | ≥ 2 we have
I(C; u) ̸= I(C;U).
A self-identifying code C in a finite graph G with the smallest cardinality is called optimal and the number of codewords in
an optimal self-identifying code is denoted by γ SID(G).
In addition to [7], self-identifying codes have also been previously discussed in [9,10]. Separately in these papers, two
useful characterizations have been presented for self-identifying codes.
Theorem 3 ([7,9,10]). Let C be a code in G. Then the following statements are equivalent:
(i) The code C is self-identifying in G.
(ii) For all distinct u, v ∈ V , we have I(C; u) \ I(C; v) ̸= ∅.
(iii) For all u ∈ V , we have I(C; u) ̸= ∅ and⋂
c∈I(C;u)
N[c] = {u}.
As stated earlier, self-identifying codes can locate one irregularity and detect multiple ones. Besides that, the characteri-
zation (iii) of the previous theorem also gives another useful property for self-identifying codes. Namely, the location of an
irregularity can be determined without comparison to other identifying sets, since for all u ∈ V the neighbourhoods of the
codewords in I(u) intersect uniquely in u.
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(a) Self-locating-dominating code in G. (b) Solid-locating-dominating code in G.
Fig. 1. Optimal self-locating-dominating and solid-locating-dominating codes in G.
So far, we have discussed the case where it is assumed that each sensor outputs 1 or 0 depending on whether there is an
irregularity in the neighbourhood or not. In what follows, we now focus on the case (ii) where a sensor can also distinguish
if the irregularity is on the location of the sensor itself. Then notice that if the sensors in the code C are located in such places
that I(C; u) is nonempty and unique for all u ∈ V \C , then an irregularity in the network can be located by comparing I(C; u)
to identifying sets of other non-codewords. Indeed, we do not have to worry about vertices in C as an irregularity in such
locations is immediately determined by a sensor outputting 2. This leads to the following definition of locating-dominating
codes, which were first introduced by Slater in [15,17,18].
Definition 4. A code C ⊆ V is locating-dominating in G if for all distinct u, v ∈ V \ C we have I(C; u) ̸= ∅ and
I(C; u) ̸= I(C; v).
A locating-dominating code C in a finite graph Gwith the smallest cardinality is called optimal and the number of codewords
in an optimal locating-dominating code is denoted by γ LD(G).
Comparing the definitions of identifying and locating-dominating codes, we immediately notice their apparent simi-
larities; in the case of identification we require that the identifying sets I(u) are unique for all vertices and in the case of
location-domination the same is required for non-codewords. Therefore, as self-identifying codes are a natural specialization
of regular identifying codes, it is obvious to consider if something similar could be done for locating-dominating codes.
Indeed, the characterizations of Theorem 3 give two natural ways to define new types of locating-dominating codes with
similar kind of beneficial properties as self-identifying codes have over regular identifying codes. The definitions of these
codes are given as follows.
Definition 5. A code C ⊆ V is self-locating-dominating in G if for all u ∈ V \ C we have I(C; u) ̸= ∅ and⋂
c∈I(C;u)
N[c] = {u}.
A self-locating-dominating code C in a finite graph G with the smallest cardinality is called optimal and the number of
codewords in an optimal self-locating-dominating code is denoted by γ SLD(G).
Definition 6. A code C ⊆ V is solid-locating-dominating in G if for all distinct u, v ∈ V \ C we have
I(C; u) \ I(C; v) ̸= ∅.
A code C ⊆ V is dominating if I(C; u) ̸= ∅ for all u ∈ V . Since G is a connected graph on at least two vertices, a solid-locating-
dominating code is also dominating. A solid-locating-dominating code C in a finite graph G with the smallest cardinality is
called optimal and the number of codewords in an optimal solid-locating-dominating code is denoted by γ DLD(G).
The previous definitions are illustrated in the following example. In particular, we show that the given definitions
are different. Compare this observation to self-identifying codes for which the analogous requirements are just other
characterizations for the codes.
Example 7. Let G be the graph illustrated in Fig. 1. Let C be a self-locating-dominating code in G. Observe first that if a ̸∈ C ,
then I(C; a) ⊆ {b, d} and we have
{a, e} ⊆
⋂
c∈I(C;a)
N[c].
This implies a contradiction and therefore the vertex a belongs to C . An analogous argument also holds for the vertices c , d
and f . Hence, we have {a, c, d, f } ⊆ C . Moreover, the code C1 = {a, c, d, f }, which is illustrated in Fig. 1(a), is self-locating-
dominating in G since for the non-codewords b and e we have I(C1; b) = {a, c} and N[a] ∩ N[c] = {b}, and I(C1; e) = {d, f }
and N[d] ∩ N[f ] = {e}. Hence, C1 is an optimal self-locating-dominating code in G and we have γ SLD(G) = 4.
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Let us then consider the code C2 = {a, b, c}, which is illustrated in Fig. 1(b). Now we have I(C2; d) = {a}, I(C2; e) = {b}
and I(C2; f ) = {c}. Therefore, it is easy to see that C2 is a solid-locating-dominating code in G. Moreover, it can be shown that
there are no solid-locating-dominating codes in Gwith smaller number of codewords. Thus, C2 is an optimal solid-locating-
dominating code in G and we have γ DLD(G) = 3.
In the previous example,we showed that the definitions of self-locating-dominating and solid-locating-dominating codes
are different. In the following theorem, we present new characterizations for self-locating-dominating and solid-locating-
dominating codes. Comparing these characterizations to the original definitions of the codes, the differences of the codes
become apparent.
Theorem 8. Let G = (V , E) be a connected graph on at least two vertices:
(i) A code C ⊆ V is self-locating-dominating if and only if for all distinct u ∈ V \ C and v ∈ V we have
I(C; u) \ I(C; v) ̸= ∅.
(ii) A code C ⊆ V is solid-locating-dominating if and only if for all u ∈ V \ C we have I(C; u) ̸= ∅ and⎛⎝ ⋂
c∈I(C;u)
N[c]
⎞⎠ \ C = {u}.
Proof. (i) Assume first to the contrary that there exist u ∈ V \ C and v ∈ V such that I(C; u) \ I(C; v) = ∅. This implies that
I(C; u) ⊆ I(C; v) and we have a contradiction as
{u, v} ⊆
⋂
c∈I(C;u)
N[c].
On the other hand, if there exists u ∈ V \ C such that
{u, v} ⊆
⋂
c∈I(C;u)
N[c]
for some v ∈ V , then I(C; u) \ I(C; v) = ∅ (a contradiction).
(ii) Assume first to the contrary that there existu, v ∈ V\C such that I(C; u)\I(C; v) = ∅. This implies that I(C; u) ⊆ I(C; v)
and we have a contradiction as
{u, v} ⊆
⎛⎝ ⋂
c∈I(C;u)
N[c]
⎞⎠ \ C .
On the other hand, if there exists u ∈ V \ C such that
{u, v} ⊆
⎛⎝ ⋂
c∈I(C;u)
N[c]
⎞⎠ \ C
for some v ∈ V \ C , then I(C; u) \ I(C; v) = ∅ (a contradiction). □
The previous theorem immediately gives the following corollary.
Corollary 9. If C is a self-locating-dominating code in G, then C is also solid-locating-dominating in G. Furthermore, we have
γ DLD(G) ≤ γ SLD(G).
As discussed earlier, self-identifying codes have benefits over regular identifying codes; they detect more than one
irregularity and locate one irregularity without comparison to other identifying sets. Next we study the same properties
concerning self-locating-dominating and solid-locating-dominating codes:
• Let us begin by considering the ability to locate an irregularity without comparison to other identifying sets. For
self-locating-dominating codes, this property immediately follows from the definition. Analogously, the property is
obtained for solid-locating-dominating codes by Theorem 8(ii).
• Consider then the ability to detect more than one irregularity. Let first C be a self-locating-dominating code in G. If
more than one sensor is reporting 2, thenwe immediately detect that there aremultiple irregularities. Hence, wemay
assume that there is at most one sensor reporting 2. Let U be the set of sensors reporting 1 (U can be empty). Consider
then the intersection
X =
⋂
c∈U
N[c].
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Here we assume that X = V if the set U of sensors reporting 1 is empty. Now, by the definition of self-locating-
dominating codes (as at most one sensor is reporting 2), there are multiple irregularities if and only if the intersection
X is empty, or a sensor reporting 2 does not belong to X . Indeed, if X = ∅ or a sensor reporting 2 does not belong to X ,
then there are clearly multiple irregularities. On the other hand, if there is an irregularity in a location uwith a sensor
and at least one without a sensor, then X = ∅ or u ̸∈ X , and if there is no irregularity in a location with a sensor and
at least two without a sensor, then X = ∅. Thus, self-locating-dominating codes can detect multiple irregularities.
On the other hand, solid-locating-dominating codes do not always detect multiple irregularities. For a counterexam-
ple, consider the graph G and the solid-locating-dominating code C2 of Example 7. If the vertex b is reporting 2 and
the vertices a and c are reporting 1, then there might be a single irregularity in b or multiple irregularities in b, d and
f . However, if it is assumed that the irregularities occur only in the locations without a sensor, then we can detect
multiple irregularities using similar arguments as in the case of self-locating-dominating codes.
In the paper our main focus is on the new types of locating-dominating codes. However, we also present some results
for regular locating-dominating codes. In Section 2, we consider the different types of locating-dominating codes in the
Cartesian product of two complete graphs, which is also called the rook’s graph. In particular, we obtain optimal codes
for regular location-domination, self-location-domination and solid-location-domination. In Section 3, we consider similar
problems in the binary Hamming space (or hypercube) Fn, where n is a positive integer. In particular, we present an infinite
family of optimal self-locating-dominating codes and construct regular locating-dominating codes with the smallest known
cardinalities; especially proving that 309 ≤ γ LD(F11) ≤ 320. Moreover, our bound in Theorem 20 on solid-locating-
dominating codes implies an improvement on Honkala et al. bound in [8], see Remark 21.
2. Location-domination in the rook’s graphs
In this section, we consider the different locating-dominating codes in the Cartesian product of two complete graphs. The
Cartesian product of graphs G1 = (V1, E1) and G2 = (V2, E2) is G1□G2 = (V1 × V2, E) where (x, y)(x′, y′) ∈ E if and only if
x = x′ and yy′ ∈ E2, or y = y′ and xx′ ∈ E1. If Kn and Km are two complete graphs of order n andm, respectively, then Kn□Km
is known as rook’s graph and can be viewed as a chess board with m rows and n columns. The closed neighbourhood of a
vertex is determined by the movement of a rook in chess. We denote V (Kn) = {x1, . . . , xn}, V (Km) = {y1, . . . , ym} and the
kth row by Rk = {(xi, yk) | i = 1, . . . , n, 1 ≤ k ≤ m} (resp. the hth column by Ph = {(xh, yi) | i = 1, . . . ,m, 1 ≤ k ≤ n}).
In our considerations, the columns are ordered from left to right and the rows from bottom to top. However, we will
occasionally permute the order of rows and/or columns. If C is a locating-dominating, self-locating-dominating or solid-
locating-dominating code, it will also be such code in the graph gained through these permutations since all neighbourhoods
remain the same after these permutations. Previously, in [5,6,9] and [10], optimal codes have been respectively found for
identification and self-identification in the rook’s graphs. These results are combined in the following theorem.
Theorem 10 ([5,6,9]). Let G = Kn□Km be a rook’s graph with m ≥ n ≥ 2. We have the following formulas for the sizes of optimal
identifying and self-identifying codes in Kn□Km:
γ ID(Kn□Km) =
⎧⎪⎨⎪⎩
m +
⌊n
2
⌋
, m ≤
3n
2
2m − n, m ≥
3n
2
and
γ SID(Kn□Km) = 2m, m ≥ n.
In what follows, we are going to find optimal locating-dominating, self-locating-dominating and solid-locating-
dominating codes in the rook’s graphs. For this purpose, we first introduce the following helpful lemma.
Lemma 11. For v = (xi, yj) ∈ V (Kn□Km) the following statements hold:
(i) If |I(v)| = 2 and vertices in I(v) are not on the same row or column, then |
⋂
c∈I(v)N[c]| = 2.
(ii) If |I(v)| ≥ 2 and vertices in I(v) are on the same row, then
⋂
c∈I(v)N[c] = Rj.
(iii) If |I(v)| ≥ 2 and vertices in I(v) are on the same column, then
⋂
c∈I(v)N[c] = Pi.
(iv) If |I(v)| = 3 and all vertices in I(v) are not on the same row or column, then
⋂
c∈I(v)N[c] = v.
Proof. Let v = (xi, yj).
(i) If we have I(v) = {(xi, yj′ ), (xi′ , yj)}, when i ̸= i′ and j ̸= j′, then
⋂
c∈I(v)N[c] = {(xi, yj), (xi′ , yj′ )}.
(ii) If we have {(xi′ , yj), (xi′′ , yj)} ⊆ I(v), when i′ ̸= i′′, then
⋂
c∈I(v)N[c] = Rj.
(iii) If we have {(xi, yj′ ), (xi, yj′′ )} ⊆ I(v), when j′ ̸= j′′, then
⋂
c∈I(v)N[c] = Pi.
(iv) Without loss of generality, we may assume that there are two codewords in the same column as v and one in
the same row. Hence we have I(v) = {(xi, yj′ ), (xi, yj′′ ), (xi′ , yj)} for some i, j with i ̸= i′ and j′ ̸= j′′. This implies that⋂
c∈I(v)N[c] = {(xi, yj)}. □
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Let us first consider self-locating-dominating codes. We will give optimal cardinality of such codes in the next theorem.
Theorem 12. Let G = Kn□Km be a rook’s graph with m ≥ n ≥ 1. We have
γ SLD(G) =
⎧⎪⎨⎪⎩
m, m ≥ 2n, or n = 1,
2n, 2n > m > n ≥ 2,
2n − 1, m = n > 2,
4, n = m = 2.
Proof. Let V (Kn) = {x1, x2, . . . , xn}, V (Km) = {y1, y2, . . . , ym} and C ⊆ V (G) be an optimal self-locating-dominating code in
G.
• Fact 1: Lemma 11 gives that for each non-codeword v ∈ V (G) we have |I(C; v)| ≥ 3 and we know that there are no
rows or columns empty of codewords.
Let us first consider the case where m ≥ 2n. The fact 1 tells us that there has to be at least one codeword on each row.
Hence, we get γ SLD(G) ≥ m. The condition m ≥ 2n includes most of the cases under n = 1 and the case n = m = 1 is clear.
By selecting as our code
C1 = {(xi, yj) ∈ V (G) | i − j ≡ 0 mod n}
we get |C1| = m. Since |C1| = m ≥ 2n, there is exactly one codeword on each row and, as there are n vertices on each row,
there are at least two vertices on each column. Therefore, we have at least three vertices which are not in the same row or
column in each I-set of a non-codeword. Now we get from Lemma 11 that C1 is a self-locating-dominating code.
Let us now consider the case where 2n > m > n. If we had |C | ≤ 2n− 1 ≤ 2m− 3, then there would be a column Pi and
at least two rows Rj and Rj′ with only one codeword (or an empty row or column). Now at least one of the vertices (xi, yj)
and (xi, yj′ ) is not a codeword. We can assume that (xi, yj) ̸∈ C , now we have |I(xi, yj)| = 2 and based on the fact 1 C cannot
be a self-locating-dominating code. Thus, we have γ SLD(G) ≥ 2n.
If we choose
C2 = {(xi, yj) ∈ V (G) | j − i = 0 or j − i = m − n},
we get |C2| = 2n and there are two vertices on each column and at least one vertex on each row. Therefore, we have at least
three vertices which are not in the same row or column in each I-set of a non-codeword. Thus, based on Lemma 11, C2 is a
self-locating-dominating code. In Fig. 2 code C2 is illustrated for K5□K7.
Let us consider the casewherem = n > 2. If we had |C | ≤ 2n−2 = 2m−2, then therewould be at least two columns and
rows with only one codeword (or an empty row or column). Hence, we can again choose a non-codeword v with |I(v)| = 2
and fact 1 tells that C cannot be a self-locating-dominating code. Now we have γ SLD(G) ≥ 2n − 1.
If we choose
C3 = {(xi, yj) ∈ V (G) | i − j = 0, i − j = 1 or (i, j) = (2, n)} \ {(x2, y1)},
we have two vertices on each row and column except for R1 and P1. But since R1 ∩ P1 = (x1, y1) ∈ C3 each intersection of a
row and column with a single codeword belongs to code C3. Thus, for each non-codeword v ∈ V (G), we have at least three
vertices in I(v) and they are not all in the same row or column. Now Lemma 11 says that C3 is a self-locating-dominating
code. We also have |C3| = 2n − 1. In Fig. 3 code C3 is illustrated for K6□K6.
Let us finally consider the case m = n = 2. If we have only three codewords in C , then the I-set of the non-codeword
contains only two codewords and the intersection of their neighbourhoods contains twowords. On the other hand, thewhole
graph only contains four vertices so we have γ SLD(K2□K2) = 4. □
We will see in the next theorem that optimal solid-locating-dominating codes are mostly of the same size as optimal
self-locating-dominating codes. However, this is only a superficial similarity. It will be seen in the proof that the structures
of solid-locating-dominating codes varymore and there aremore of them. For example, the codes in Figs. 4 and 5 are optimal
solid-locating-dominating codes for K5□K6 and K5□K5. However, they are not self-locating-dominating codes.
Theorem 13. Let G = Kn□Km be a rook’s graph with m ≥ n ≥ 1. We have
γ DLD(G) =
⎧⎪⎨⎪⎩
m, m ≥ 2n ≥ 4 or n = 2,
2n, 2n > m > n > 2,
2n − 1, m = n > 2,
m − 1, m > n = 1.
Proof. Let V (Kn) = {x1, x2, . . . , xn}, V (Km) = {y1, y2, . . . , ym} and C ⊆ V (G) be an optimal solid-locating-dominating code.
If there is a row Ri such that Ri ∩ C = ∅ and there are no vertices with empty I-sets, then Pj ⊆
⋂
c∈I(xj,yi)
N[c] for each j.
Thus, C = V (G) \ Ri.
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Fig. 2. Optimal self-locating-dominating code for K5□K7 .
Fig. 3. Optimal self-locating-dominating code for K6□K6 .
Fig. 4. Optimal solid-locating-dominating code for K5□K6 .
Fig. 5. Optimal solid-locating-dominating code for K5□K5 .
• Fact 2: The code C , |C | < m(n − 1), is not a solid-locating-dominating code if there is a row or a column without any
codewords.
Let us first consider the case where m ≥ 2n ≥ 4. Fact 2 says that there has to be at least one codeword on each row so we
have γ DLD(G) ≥ m. We also have γ DLD(G) ≤ γ SLD(G) = m by Theorem 12. Hence, γ DLD(G) = m.
Let us next consider the case where 2n > m > n > 2. Theorem 12 gives an upper bound γ DLD(n) ≤ γ SLD(n) = 2n. Let
|C | ≤ 2n − 1 ≤ 2m − 3. Without loss of generality we may assume that the rows with a single codeword are consecutive
rows and numbered as the first ones in the notation Ri and the same is true for the columns Pi. Denote the rows and columns
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Fig. 6. Part of a solid-locating-dominating code in a rook’s graph with Y = 3, Z = 2, T = 3, K = 4.
which contain exactly one codeword as follows:
K = {R1, . . . , RK } and T = {P1, . . . , PT }.
Since there are no empty rows or columns by fact 2 and |C | ≤ 2n−1 ≤ 2m−3, we have K ≥ 3 and T ≥ 1. Hence, K +T ≥ 4.
Let us denote codewords on column Pi as (xi, ysi ), where 1 ≤ i ≤ T and codewords on row Rj as (xhj , yj), where 1 ≤ j ≤ K .
Let us further denote
S = {(xi, yj) | 1 ≤ i ≤ T , 1 ≤ j ≤ K }.
If we have a codeword, say (xt , yst ) ∈ S, then at least one of the vertices (x1, yst ) or (x2, yst ) is a non-codeword, say (x1, yst ).
Now I(x1, yst ) = {(xt , yst ), (x1, ys1 )} and s1 ̸= st . Furthermore,
⋂
c∈I(x1,yst )
N[c] = {(xt , ys1 ), (x1, yst )}. Since column Pt has
only one codeword neither of vertices (xt , ys1 ), (x1, yst ) belongs to C and C is not a solid-locating-dominating code. Thus, no
vertex in S can be a codeword.
For each vertex (xi, yj) ∈ S we have I(xi, yj) = {(xhj , yj), (xi, ysi )}. Hence, in order for C to be a solid-locating-dominating
code, vertex (xhj , ysi ) has to be a codeword if (xi, yj) ∈ S. We can assume that codewords (xhj , yj) inK are located in Y different
columns and codewords (xi, ysi ) in T are located in Z different rows. Noweach of the YZ vertices (xhj , ysi ) has to be a codeword
(see Fig. 6).
Let a be a positive integer. Observe that if we have more than two codewords in a row, say 2 + a codewords, then there
are a rows with exactly one codeword since we have |C | ≤ 2n − 1. The same is also true for columns. Hence we have at
least 3 + T + YZ − 2Z rows with one codeword due to rows with multiple codewords since we have T + YZ codewords on
Z rows. Similarly we see that we have at least 1 + K + YZ − 2Y columns with one codeword due to columns with multiple
codewords.
Thus, we get the following inequality which implies a contradiction:
K + T ≥ 4 + (K + YZ − 2Y ) + (T + YZ − 2Z) = 4 + K + T + 2(YZ − Y − Z) ≥ K + T + 2.
The latter inequality is due to the fact that YZ − Y − Z ≥ −1, when Y , Z ≥ 1. Therefore, we have |C | ≥ 2n.
Let us then consider the case m = n > 2. If |C | ≤ 2n − 2 = 2m − 2, then K ≥ 2, T ≥ 2, K + T ≥ 4 and Y , Z ≥ 1.
Now as in the previous case, there are no codewords in S, there is a Y × Z rectangle filled with codewords and we gain the
same contradiction with similar reasoning. Hence the same arguments also apply here and we have |C | ≥ 2n − 1. Since
γ DLD(G) ≤ γ SLD(G) = 2n − 1, we have γ DLD(G) = 2n − 1.
As the next case we consider n = 2. If |C | < m, then there is a rowwithout a codeword. On the other handwe can choose
C = P1 as our code. Thus |C | = m.
Finally as the last case we consider m > n = 1. If |C | < m − 1, then there are two non-codewords with I-set equal to C
and so C is not a solid-locating-dominating code. On the other hand if C = V (G) \ {v}, then I(v) = C and I(v) is unique as
the only I-set of non-codeword. □
Finally, in the following theorem, we construct optimal locating-dominating codes in rook’s graphs.
Theorem 14. Let G = Kn□Km be a rook’s graph with m ≥ n ≥ 1. We have
γ LD(G) =
⎧⎨⎩
m − 1, m ≥ 2n,⌈
2n + 2m
3
⌉
− 1, n ≤ m ≤ 2n − 1.
Proof. Let V (Kn) = {x1, x2, . . . , xn}, V (Km) = {y1, y2, . . . , ym}, γ = γ LD(Kn□Km) and C ⊆ V (G) be an optimal locating-
dominating code.
We first observe that if there are two rows Ri and Rj without codewords, then vertices (x1, yi) and (x1, yj) have the same
I-set. The case for two columns without codewords is similar. If we have a row Rj and a column Pi without codewords, then
I(xi, yj) = ∅.
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Fig. 7. Optimal locating-dominating code for K4□K9 .
• Fact 3: The total number of rows and columns without codewords in G is less than two.
Let us consider the case m ≥ 2n. If we had |C | ≤ m − 2, we would have at least two rows empty of codewords. Hence
we have γ > m − 2. We can choose
C1 = {(xi, yj) | i − j ≡ 0 mod n, j ≥ 2}.
The code C1 is illustrated in Fig. 7 for values n = 4 and m = 9. Each non-codeword, which is not located in R1 or P1, has
at least two codewords on the same column and one codeword on the same row. Hence, they are uniquely determined by
Lemma 11. If the vertex is located in R1, then I(xi, y1) = {(xi, yi+kn) | i + kn ∈ [2,m], k ∈ Z}, which is a unique I-set since
all other I-sets contain a codeword from two different columns. For each vertex (x1, yj), j > 1, we have (x1, yn+1) in its I-set
and some codeword from the row Rj. Hence vertices on P1 have unique I-set. Note that column P1 has to be considered only
whenm = 2n.
Let us then consider the case n ≤ m < 2n. Let
• sp denote the number of columns with exactly one codeword,
• sp0 denote the number of columns without codewords,
• sr denote the number of rows with exactly one codeword and
• sr0 denote the number of rows without codewords.
We can assume that sp0 + sr0 ≤ 1. If we had sp0 + sr0 ≥ 2, then we would not have a locating-dominating code by the fact 3.
By counting the size of the code column by column, we get
γ ≥ 0 · sp0 + sp + 2(n − sp − sp0)
which gives us
sp ≥ 2n − γ − 2sp0. (1)
When we count the size of the code row by row, we get similarly
sr ≥ 2m − γ − 2sr0. (2)
If we have two codewords c1 and c2 with I-sets I(ci) = {ci}, 1 ≤ i ≤ 2, then C is not a locating-dominating code. Let
c1 = (xi1 , yj1 ) and c2 = (xi2 , yj2 ). Now I(xi2 , yj1 ) = I(xi1 , yj2 ) = {c1, c2}. Hence our sr rows with exactly one codeword and sp
columns with exactly one codeword share at most one codeword. Now we get from inequalities (1) and (2)
γ ≥ sp + sr − 1 ≥ 2n + 2m − 2γ − 2(sp0 + sr0) − 1,
γ ≥
⌈
2(m + n)
3
⌉
− 1.
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Fig. 8. Optimal locating-dominating code for K10□K10 .
We can choose
C2 = A1 ∪ A2 ∪ A3, where
A1 =
{
(xi, yj) | i = j ≤
⌊
m + n
3
⌋}
, A2 =
{
(xi, yj) | j − i =
⌊
m + n
3
⌋}
and
A3 =
{
(xi, yj) | i + j = 2
⌊
m + n
3
⌋
and
⌊
m + n
3
⌋
+ 1 ≤ i ≤ n − 1
}
(and if n = 2,m = 3 we can choose C2 = P1). Nowwe have |C2| = ⌊m+n3 ⌋ + (n− 1− ⌊
m+n
3 ⌋)+ (m− ⌊
m+n
3 ⌋) = ⌈
2m+2n
3 ⌉ − 1.
In Fig. 8, we have an optimal locating-dominating code for K10□K10. The labelling of areas in what will follow corresponds to
that of the figure. Codeword c1 has coordinates
(
x⌊ m+n
3
⌋, y⌊ m+n
3
⌋), c2 has coordinates (xn−1, y2⌊ m+n3 ⌋+1−n), c3 has coordinates(
x1, y⌊ m+n
3
⌋
+1
)
and c4 has coordinates
(
x
m−
⌊
m+n
3
⌋, ym). The I-set of a vertex on Pn is the set of codewords on the same row as
it is. All other I-sets have also vertices from different rows. Hence the vertices on Pn have unique I-set. The non-codewords
on columns Pi, 1 ≤ i ≤ m − ⌊m+n3 ⌋ have at least three codewords in their I-sets of which two are on the same column and
at least one on the same row. Thus by Lemma 11 they have unique I-set. Let us denote the set of these vertices by A. The
vertices in set B on rows Rj, 2⌊m+n3 ⌋ − n+ 1 ≤ j ≤ ⌊
m+n
3 ⌋ − 1, have at least three codewords in their I-sets if they are not on
column Pn. Out of these three codewords two are on the same row and at least one on the same column. Hence by Lemma 11
they have unique I-set.
The vertices D on (xi, yj), m − ⌊m+n3 ⌋ + 1 ≤ i ≤ n − 1, 1 ≤ j ≤ 2⌊
m+n
3 ⌋ − n ≤ m − ⌊
m+n
3 ⌋, have codeword (xj, yj)
in their I-set and one codeword from a different row. Thus by Lemma 11 there is only one other vertex which has these
codewords in its I-set. However, the other vertex would have to be in A and vertices in A have unique I-set. Vertices E;
(xi, yj), m − ⌊m+n3 ⌋ + 1 ≤ i ≤ n − 1, ⌊
m+n
3 ⌋ + 1 ≤ j ≤ m, have two vertices in their I-set, one of which is from columns Pi,
1 ≤ i ≤ m− ⌊m+n3 ⌋ and the other one is from a different row. Hence by Lemma 11 the only other vertex that could have the
same I-set is in A but vertices in A have unique I-set.
Finally the vertices F (xi, yj), m − ⌊m+n3 ⌋ + 1 ≤ i ≤ n − 1, j = ⌊
m+n
3 ⌋, have two vertices in their I-sets. Codeword
(⌊m+n3 ⌋, ⌊
m+n
3 ⌋) and a codeword from a different row Rl with 2⌊
m+n
3 ⌋ − n + 1 ≤ l ≤ ⌊
m+n
3 ⌋ − 1. The only other vertex that
could share this I-set is located on rows Rl, but such vertices had at least three vertices in their I-sets. □
In conclusion, by the previous theorems, we determine the cardinalities of optimal locating-dominating, self-locating-
dominating and solid-locating-dominating codes in all graphs Km□Kn.
3. Location-domination in the binary Hamming spaces
In this section, we consider self-locating-dominating and solid locating-dominating codes in binary Hamming spaces of
length n. A binary Hamming space of length n is a graph with the vertex set Fn = {0, 1}n, and two vertices have an edge
between them if they differ in exactly one coordinate. Vertices of Fn are called words. The distance d(x, y) is the number of
coordinates where words x and y differ. We define 0 and 1 as the all zero word and respectively all one word. We define ei as
the almost all zerowordwhich has a 1 at i’th coordinate. Theweight w(x) of a word x ∈ Fn is the number of coordinates equal
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to 1, i.e., w(x) = d(x, 0). When we speak about the cover of a word x, wemean the cardinality |I(x)|. The sizes of optimal self-
locating-dominating and solid-locating-dominating codes in Fn are denoted by γ SLD(Fn) = γ SLD(n) and γ DLD(Fn) = γ DLD(n),
respectively.
In what follows, we first concentrate on the case of self-locating-dominating codes. In particular, we present an infinite
family of optimal self-locating-dominating codes in binary Hamming spaces. This result is based on the observation that a
code C is self-locating-dominating inFn if and only if for each x ∈ Fn\C wehave |I(C; x)| ≥ 3 (see Theorem16). An analogous
result for self-identifying codes has been presented in [7]: a code C is self-identifying in Fn if and only if for each x ∈ Fn we
have |I(C; x)| ≥ 3.
The following well-known observation is useful in the following proofs of the paper.
Observation 15. Let a, b ∈ Fn. We have
⏐⏐N[a] ∩ N[b]⏐⏐ =
⎧⎪⎨⎪⎩
0, if d(a, b) ≥ 3,
2, if d(a, b) = 2,
2, if d(a, b) = 1,
n + 1, if a = b.
Theorem 16. A code C is a self-locating-dominating code in Fn if and only if for each non-codeword w we have |I(w)| ≥ 3.
Proof. By Observation 15 we have that if two non-codewords w and w′ have at least three common neighbours, then they
are the samewords. On the other hand ifw has only two codewords in its I-set, then there is another word which has those
same codewords in its I-set. □
Now we get the lower bound for self-locating-dominating codes.
Theorem 17. Let n ≥ 3. We have
γ SLD(n) ≥
⌈
3 · 2n
n + 3
⌉
.
Proof. Let C be a self-locating-dominating code in Fn. Theorem 16 says that each non-codeword w has at least three
codewords in I(w). We also have |I(c)| ≥ 1 for all c ∈ C . Thus by double counting pairs (c, x) such that c ∈ C , x ∈ Fn
and d(c, x) ≤ 1, we get (n + 1)|C | ≥ |C | + 3|Fn \ C | = 3 · 2n − 2|C |. This gives us
|C | ≥
⌈
3 · 2n
n + 3
⌉
. □
In the proof of the following theorem, we are going to need some basics of linear codes. For more details, the interested
reader is referred to [14]. The binary Hamming space Fn is a vector space under the normal addition of vectors and
multiplication with scalars. We call code C linear if it is a subspace of Fn. If C is a linear code, then we call H its parity-check
matrix if HxT = 0 if and only if x ∈ C . If HyT = d, then we get a codeword of C by finding columns of H which form d as
their sum and adding ei to y if i’th column is in the sum. We denote the covering radius of C by R(C) = maxx∈Fnminc∈Cd(x, c).
Hence, we have R(C) = 1 if each word has a codeword in its closed neighbourhood.
Theorem 18. Let n and k be positive integers such that n = 3(2k − 1). We have
γ SLD(n) = 23(2
k
−1)−k.
Proof. Theorem 17 gives us the lower bound |C | ≥ 3·2
n
n+3 = 2
3(2k−1)−k.
Let C be a linear code such that its k × n parity-check matrix H , where k ∈ Z+ and n = 3 · (2k − 1), contains each
non-zero column of Fk three times and no zero columns. We now have R(C) = 1 since each non-zero word is a column of H .
Furthermore, each non-codeword is covered by three codewords since there are three copies of each non-zero column. The
cardinality of the code is |C | = 2n−k = 23(2
k
−1)−k and it is a self-locating-dominating code by Theorem 16. □
Let C ⊆ Fn and D ⊆ Fm be codes. The direct sum of C and D is defined as C ⊕ D = {(x, y) | x ∈ C, y ∈ D}. In the following
theorem, it is shown that new self-locating-dominating codes can be formed from known ones using a direct sum.
Theorem 19. If C ⊆ Fn is a self-locating-dominating code in Fn, then D = C ⊕ F is also a self-locating-dominating code in Fn+1.
Proof. Let (a, x) ∈ Fn+1 where a ∈ Fn, x ∈ F and a ̸∈ C . We have I(D; (a, x)) = {(c, x) | c ∈ I(C; a)}. Since |I(C; a)| ≥ 3, also
|I(D; (a, x))| ≥ 3. Therefore, D is a self-locating-dominating code. □
Let us then concentrate on solid-locating-dominating codes. We will first give a lower bound such that its ratio to 2 2
n
n+1
approaches 1 as n tends to infinity. After that we will give an infinite sequence of solid-locating-dominating codes with the
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Fig. 9. If w ∈ N2 , then w′ ∈ C .
Fig. 10. Rule R2: c gives cover to words pointed by arrows.
same limit. When we compare the sizes of optimal self-locating-dominating and solid-locating-dominating codes we see
from Theorems 17 and 18 that optimal solid-locating-dominating codes are essentially smaller. In the following theorem,
we first give a lower bound for solid-locating-dominating codes.
Theorem 20. Let n be an integer such that n ≥ 5. We have
γ DLD(n) ≥
⌈(
1 +
n − 1
n2 + n + 2
)
2n+1
n + 1
⌉
.
Proof. Let C ⊆ Fn be a solid-locating-dominating code. Let us define sets
Ci = {c ∈ C | |I(c)| = i} and Ni = {v ̸∈ C | |I(v)| = i}.
Let us also denote Ci+ =
⋃n+1
j=i Cj and Ni+ =
⋃n
j=iNj.
Each of the |C | codewords coversn+1words. Hence together they give total of (n+1)|C | cover. On the other hand, if each of
the |Fn|words is covered on average by at least 2+ 2n−2
n2+n+2
codewords, thenwehave an inequality (n+1)|C | ≥ (2+ 2n−2
n2+n+2
)|Fn|
which gives the desired result when we solve |C |.
If w ∈ N1 and I(w) = {c}, then c ∈ Cn. Otherwise, there would be a non-codeword v such that I(w) \ I(v) = ∅ which
would mean that C is not a solid-locating-dominating code. If w ∈ N2 and I(w) = {c1, c2}, then N(c1)∩N(c2) = {w, w′}. We
have I(w) ⊆ I(w′) and this implies that w′ ∈ C as in Fig. 9.
When n ≥ 5, we have 2 + 2n−2
n2+n+2
≤
9
4 and we will be moving covers from words to words according to following three
rules:
R1. If x ∈ Ni, 3 ≤ i ≤ n, we will be moving 14 cover from it to each codeword in N(x).
R2. If c ∈ C3+ and N(c)∩ N1 = ∅, then we move 2n−2n2+n+2 cover from c to each codeword in I(c) (including c itself) and each
word which is neighbour to two words in I(c) \ {c} as in Fig. 10.
R3. If c ∈ Cn and N(c) ∩ N1 = {x}, then we first move one cover from c to x and then we move n−32+(n−12 )
cover from c to x, c
and each word which is neighbour to two words in I(c) \ {c} as in Fig. 11.
We immediately notice that we never move cover away from a word with two different rules. We will next go through
all types of words in the following order: N3+ , C1, c ∈ C3+ with N(c) ∩ N1 = ∅, N1, c ∈ Cn for which N(c) ∩ N1 ̸= ∅, N2 and
finally C2.
Let us first consider words x ∈ Ni, 3 ≤ i ≤ n. If we move 14 cover from x to i codewords in its I-set, then x has i −
i
4 ≥
9
4
cover left.
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Fig. 11. Rule R3: c gives cover to words pointed by arrows.
If codeword c is in C1, then each word x ∈ N(c) is in N3+ . Since if x ∈ N1, then c ∈ Cn and if x ∈ N2, then c has a codeword
neighbour. Hence c has n neighbours which are in N3+ and each of them gives 14 cover to c by R1. Thus c has at least
9
4 cover
since n ≥ 5.
Let us next consider a codeword c ∈ Cn+1−K such that either K = 1 and N(c) ∩ N1 = ∅ or K ∈ {i | 0 ≤ i ≤ n − 2, i ̸= 1}.
We move 2n−2
n2+n+2
cover from c to n + 1 − K +
(n−K
2
)
words. After that c has
n + 1 − K −
(
n + 1 − K +
(
n − K
2
))
2n − 2
n2 + n + 2
+
2n − 2
n2 + n + 2
(∗)
≥ n + 1 − K −
(
n + 1 − K +
(
n − K
2
))
n − 1 − K
n + 1 − K +
(n−K
2
) + 2n − 2
n2 + n + 2
= 2 +
2n − 2
n2 + n + 2
(3)
cover. We get the inequality (∗) from the fact that f (x) = x−1
x+1+(x2)
is decreasing when x ≥ 3 and f (2) = f (5). Hence
f (n − K ) = n−1−K
n+1−K+(n−K2 )
gets its minimum value when K = 0 at f (n) = 2n−2
n2+n+2
since n ≥ 5.
Let x ∈ N1 and {c} = I(x). Hence c ∈ Cn and x has 1 + 1 + n−32+(n−12 )
cover by R3. We have
n − 3
2 +
(n−1
2
) ≥ 2n − 2
n2 + n + 2
, when n ≥ 5.
Hence x has enough cover.
When c ∈ Cn and x ∈ N1 ∩ N(c), we move n−32+(n−12 )
cover from c to x, c and
(n−1
2
)
words neighbouring exactly two of
codewords in N(c) and 1 more cover to x in the rule R3. Now c has n− 1−
(
2+
(n−1
2
)) n−3
2+(n−12 )
+
n−3
2+(n−12 )
= 2+ n−3
2+(n−12 )
cover
left which is enough.
Let x ∈ N2 and I(x) = {c1, c2}. Hence N(c1) ∩ N(c2) = {x, c}. Since C is a solid-locating-dominating code, we have that
c ∈ C . Thus |I(c)| ≥ 3 and c gives to x either 2n−2
n2+n+1
cover by R2 or n−3
2+(n−12 )
cover if |I(c)| = n and N(c)∩N1 ̸= ∅ by R3. Hence
x has at least 2 + 2n−2
n2+n+2
cover.
Let c ∈ C2 and I(c) = {c, c ′}. If c ′ ∈ C2, then c has n − 1 non-codewords in N3+ in its neighbourhood. These words are in
N3+ , since they clearly cannot be in N1 and if I(w) = {c, c ′′} for some w ∈ N2, then c ′′ and c have a common codeword in
their I-set but this is impossible, since I(c) = I(c ′) = {c, c ′} and c ′ ̸= c ′′. Now each non-codeword in N(c) gives c at least 14
cover by R1. If n ≥ 5, then it will have at least three cover. If c ′ ∈ C3+ and N(c ′) ∩ N1 = ∅, then c ′ gives 2n−2n2+n+1 cover to c
by R2 and c has enough cover. If c ′ ∈ Cn and N(c ′) ∩ N1 = {x}, then our situation is as in Fig. 12 and c and x have a common
non-codeword neighbour v which is in N3+ since if v ∈ N1, then c ∈ Cn and if v ∈ N2, then
⋂
y∈I(v)N[y] = {v, c
′′
}, so c ′′ ∈ C
and c ′′ ̸= c ′ so {c, c ′, c ′′} ⊆ I(c) which is a contradiction. Since c has a neighbour in N3+ , it has at least 94 cover by R1.
Now we have considered every word and each of them has at least 2 + 2n−2
n2+n+2
cover. □
In the following remark, we briefly compare the previously obtained lower bound to one for locating-dominating codes
locating multiple irregularities.
Remark 21. In this paper, we have mainly studied locating-dominating codes which can locate one and detect multiple
irregularities. Previously, in [8], so called (1, ≤ ℓ)-locating-dominating codes of type B ((1, ≤ ℓ)-LDB codes for short), which
can locate up to ℓ irregularities, have been studied. In [8, Theorem 5], the lower bound
⌈
2n+1
n+1
⌉
for (1, ≤ 2)-LDB codes has
been achieved. Since it can be shown that every (1, ≤ 2)-LDB code is also a solid-locating-dominating code, our lower bound
in Theorem 20 improves the lower bound for (1, ≤ 2)-LDB codes in Hamming spaces.
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Fig. 12. A solid-locating-dominating code when x ∈ N1 . Darker vertices are in code C .
When n ≥ 5, the lower bound in Theorem 20 is attained by choosing as codewords all codewords and their neighbours
of a code with covering radius two and minimum distance five. Unfortunately, codes like this are only known when n = 5
[2, Theorem 11.2.2]. Using this code, the following theorem is obtained.
Theorem 22. We have γ DLD(5) = 12.
Proof. Wehave γ DLD(5) ≥ ⌈(2+ 10−2
52+5+2
) · 2
5
5+1⌉ = 12 by Theorem 20.We can choose as our code C all words of weight 0, 1, 4
or 5 since then each non-codeword is covered by two codewords and the intersection of 1-balls of these two codewords
contains a codeword (1 or 0). □
In general, we can construct solid-locating-dominating codes from codes with covering radius two.
Theorem 23. If D ⊆ Fn is a code with R(D) = 2, then the code
C = {c ∈ Fn | c ∈ N[d], d ∈ D}
is solid-locating-dominating.
Proof. Since D has covering radius of two, each non-codeword w is covered by at least two codewords x, y ∈ C . These
codewords on the other hand have a common codeword d, the one which is also in D. Now {w, d} ⊆
⋂
c∈I(w)N[c] so C is a
solid-locating-dominating code. □
In [2, Theorem 4.5.8], Struik has constructed an infinite sequence of codes with covering radius two such that we can
build on top of it such a sequence of solid-locating-dominating codes that they converge to our lower bound. We denote the
cardinality of a ball with radius 2 in Fn with V (n, 2).
Theorem 24. There exists a sequence of solid-locating-dominating codes (Cn)∞n=1 such that
lim
n→∞
|Cn|
2 2nn+1
= 1.
Proof. Struik has constructed a sequence of codes (Dn)∞n=1 with covering radius two such that
|Dn|V (n,2)
2n
n→∞
−−−→ 1. If we choose
Cn = {x ∈ Fn | a ∈ Dn, x ∈ N[a]}, this is a solid-locating-dominating code by Theorem 23.We have |Cn| ≤ (n+1)|Dn|. Hence
|Cn|
2 2nn+1
≤
(n + 1)|Dn|
2 2nn+1
=
|Dn|V (n, 2)
2n
+
|Dn|( n2 −
1
2 )
2n
n→∞
−−−→ 1.
On the other hand we have from Theorem 20 |Cn|
2 2
n
n+1
≥
(1+ n−1
n2+n+2
) 2
n+1
n+1
2 2
n
n+1
n→∞
−−−→ 1, which proves the theorem. □
Using direct sum we can construct new solid-locating-dominating codes from existing ones in a similar fashion as with
self-locating-dominating codes.
Theorem 25. If C ⊆ Fn is a solid-locating-dominating code, then code D = C ⊕ F is also solid-locating-dominating.
Proof. Let (a, x) ∈ Fn+1 where a ∈ Fn, x ∈ F and a ̸∈ C . We have I(D; (a, x)) = {(y, x) | y ∈ I(C; a)}. If |I(C; a)| ≥ 3, also
|I(D; (a, x))| ≥ 3. If I(C; a) = {c1, c2}, then there is a codeword c3 ∈ N(c1)∩N(c2). Nowwe have I(D; (a, x)) = {(c1, x), (c2, x)}
and (c3, x) ∈ N(c1, x) ∩ N(c2, x). If I(C; a) = {c}, then |I(C; c)| = n and |I(D; (c, x))| = n + 1. Since I(D; (a, x)) = {(c, x)}, D is
a solid-locating-dominating code. □
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Table 1
Optimal self-locating-dominating and solid-locating-dominating codes in bi-
nary Hamming spaces of short lengths.
n γ SLD(n) γ DLD(n)
1 2 1
2 4 2
3 4 4
4 8 8
5 16 12
6 [22, 28] [21, 23]
For small lengths n the sizes of optimal self-locating-dominating and solid-locating-dominating codes in Fn are presented
in Table 1. The lower bounds of γ DLD(n) for n ≤ 4 as well as γ SLD(1), γ SLD(2) and γ SLD(5) are achieved with computer search.
The lower bounds of γ SLD(3) and γ SLD(4) are due to the fact γ SLD(n) ≥ γ DLD(n). The rest of the lower bounds are due to
Theorems 17 and 20. The upper bound of γ SLD(1) comes from the size |F| = 2 and the upper bound of γ DLD(1) is gained
with the code C = {0}. The upper bounds of γ SLD(2), γ SLD(4), γ SLD(5) are from Theorem 19 and the upper bounds of γ DLD(2),
γ DLD(3) and γ DLD(4) are from Theorem 25.We get γ DLD(5) from Theorem 22, γ SLD(3) is gained with the code C = {x | w(x) =
0 or w(x) = 2}, the upper bound for γ SLD(6) with the code C = {x ∈ F6 | x ∈ A, w(x) = 1, w(x) = 4 or w(x) = 6},
where A = {(1, 1, 1, 0, 0, 0), (1, 0, 0, 1, 1, 0), (1, 1, 0, 0, 0, 1), (0, 1, 0, 1, 1, 0), (0, 0, 1, 1, 0, 1), (0, 0, 1, 0, 1, 1)} and the
upper bound for γ DLD(6) with the code C = {x ∈ F6 | w(x) = 0, 1, 4 or 6}.
Above, we have discussed self-locating-dominating and solid-locating-dominating codes in binary Hamming spaces. In
what follows, we briefly consider regular locating-dominating codes. In particular, for certain lengths, we provide locating-
dominating codes with the smallest known cardinalities. Previously, locating-dominating codes in Fn have been considered,
for example, in [3,8]. For future considerations, we first define the mapping π : Fn → F as follows:
π (u) =
{
0, if w(u) is even;
1, if w(u) is odd.
In the following theorem we introduce a novel approach for constructing new locating-dominating codes based on known
(suitable) identifying codes.
Theorem 26. Let C be an identifying code in Fn such that |I(C; u)| ≥ 2 for all u ∈ Fn \ C. Then
D = {(π (u), u, u + c) | u ∈ Fn, c ∈ C}
is a locating-dominating code in F2n+1.
Proof. Let a be an element of F, u and v be words of Fn and x = (a, u, u + v) be a word of F2n+1. Assume further that
I(C; v) = {c1, c2, . . . , ck} for some positive integer k. Then we have the following observations:
• If a = π (u), then we have I(D; x) = {(a, u, u + c1), (a, u, u + c2), . . . , (a, u, u + ck)}.
• Assume then that a ̸= π (u). If v is not a codeword of C , then we have I(D; x) = {(a, u + v + c1, u + v), (a, u + v +
c2, u+ v), . . . , (a, u+ v + ck, u+ v)}. Indeed, the word (a, u+ v + ci, u+ v) belongs to I(D; x) since its distance from x
is equal to 1 and (a, u + v + ci, u + v) = (a, u + v + ci, (u + v + ci) + ci) ∈ D. If v is a codeword of C , say v = c1, then
we similarly have I(D; x) = {(a + 1, u, u + v), (a, u + v + c2, u + v), . . . , (a, u + v + ck, u + v)}.
Assume then that x is not a codeword of D. By the previous observation, we first obtain that I(D; x) ̸= ∅ as I(C; v) ̸= ∅.
Furthermore, if |I(D; x)| ≥ 3, then the identifying set of x immediately identifies the word x by Observation 15. Hence, we
may assume that |I(D; x)| ≤ 2. In what follows, we first suppose that |I(D; x)| = 2 implying |I(C; v)| = 2.
Assume first that a = π (u). Then, by the previous observation, we have I(D; x) = {(a, u, u + c1), (a, u, u + c2)}. Assume
then (to the contrary) that there exists y ∈ F2n+1 \ D such that x ̸= y and I(D; x) = I(D; y). Since (a, u, u + v + c1 + c2) is
the unique word in the set (N[(a, u, u + c1)] ∩ N[(a, u, u + c2)]) \ {x}, we obtain that y = (a, u, u + v + c1 + c2). Therefore,
as I(D; x) = I(D; y), we have I(C; v + c1 + c2) = I(C; v). However, this is a contradiction since v + c1 + c2 ̸= v and C is an
identifying code in Fn.
Assume then that a ̸= π (u). If v is not a codeword of C , then I(D; x) = {(a, u + v + c1, u + v), (a, u + v + c2, u + v)}
by the previous observation. Assume now (to the contrary) that there exists y ∈ F2n+1 \ D such that x ̸= y and
I(D; x) = I(D; y). Then we obtain that y = (a, u + c1 + c2, u + v) since (a, u + c1 + c2, u + v) is the unique word in
the set (N[(a, u + v + c1, u + v)] ∩ N[(a, u + v + c2, u + v)]) \ {x}. Denoting u′ = u + c1 + c2 and v′ = v + c1 + c2, we have
π (u) = π (u′), y = (a, u′, u′+v′) and I(D; y) = {(a, u′+v′+c1, u′+v′), (a, u′+v′+c2, u′+v′)}. Therefore, as I(D; x) = I(D; y),
it follows that I(C; v) = I(C; v′) (a contradiction). Hence, wemay assume that v is a codeword of C , say v = c1. Thenwe have
I(D; x) = {(a + 1, u, u + v), (a, u + v + c2, u + v)}. Now we obtain that y = (a + 1, u + v + c2, u + v) since it is the unique
word in the set (N[(a+1, u, u+v)]∩N[(a, u+v+ c2, u+v)])\{x}. Denoting a′ = a+1, u′ = u+v+ c2, v′ = c2 and c ′2 = c1,
we have y = (a′, u′, u′ + v′) and I(D; y) = {(a′ + 1, u′, u′ + v′), (a′, u′ + v′ + c ′2, u
′
+ v′)}. Therefore, as I(D; x) = I(D; y), it
follows that I(C; v) = {v, c2} = {v′, c ′2} = I(C; v
′) (a contradiction).
240 V. Junnila et al. / Discrete Applied Mathematics 247 (2018) 225–241
Finally, we assume that |I(D; x)| = 1. This implies that |I(C; v)| = 1. Hence, as |I(C; u)| ≥ 2 for all u ∈ Fn \ C , we know
that v ∈ C . Thenwemay assume that a ̸= π (u) as otherwise x = (a, u, u+v) belongs toD. Now, by the previous observation,
we have I(D; x) = {(a + 1, u, u + v)}. Assume to the contrary that there exists y = (a′, u′, u′ + v′) ∈ F2n+1 \ D such that
I(D; x) = I(D; y). As above, we obtain that v′ ∈ C and I(D; y) = {(a′ + 1, u′, u′ + v′)}. Therefore, as I(D; x) = I(D; y), we have
a′ = a, u′ = u, v′ = v and x = y (a contradiction). Thus, in conclusion, we have shown that D is a locating-dominating code
in F2n+1. □
The best known upper bounds on γ LD(Fn) for 1 ≤ n ≤ 10 have been presented in [3, Table 3]. For lengths n > 10,
the smallest known locating-dominating codes are actually identifying codes. (Recall that by the definitions any identifying
code is also locating-dominating.) The currently best known upper bounds on γ ID(Fn) can be found in [1]. In the following
corollary, we present locating-dominating codes in Fn with the smallest known cardinalities for the lengths n = 11
and n = 17. These constructions significantly improve on the known upper bounds γ LD(F11) ≤ γ ID(F11) ≤ 352 and
γ LD(F17) ≤ γ ID(F17) ≤ 18 558.
Corollary 27. We have γ LD(F11) ≤ 320 and γ LD(F17) ≤ 16 384.
Proof. Let C1 be a code in F5 formed by the words of weight 1 and 4. In [11], it has been shown that C1 is an identifying code
in F5 (with 10 codewords). Moreover, it is straightforward to verify that for all u ∈ F5 \C1 we have |I(C1; u)| ≥ 2. Indeed, we
have |I(0)| = 5 and each word of weight two is covered by exactly two codewords of weight one. By symmetry, analogous
observations also hold for the words of weight three and the word 1. Therefore, by Theorem 26, the code
D1 = {(π (u), u, u + c) | u ∈ F5, c ∈ C1}
is locating-dominating in F11. Thus, we have γ LD(F11) ≤ |D1| = 25 · |C1| = 320.
Let C2 be a code in F8 formed by the binary representations of length 8 of the following integers: 3, 6, 8, 13, 18, 21, 27,
28, 32, 39, 41, 46, 49, 52, 58, 63, 65, 68, 74, 79, 80, 87, 89, 94, 98, 101, 107, 108, 115, 118, 120, 125, 129, 132, 138,
143, 144, 151, 153, 158, 162, 165, 171, 172, 179, 182, 184, 189, 195, 198, 200, 205, 210, 213, 219, 220, 224, 231, 233,
238, 241, 244, 250, 255. It is straightforward to verify that C2 has 64 codewords, C2 is an identifying code in F8 and for all
u ∈ F8 \ C2 we have |I(C2; u)| ≥ 2. Therefore, by Theorem 26, the code
D2 = {(π (u), u, u + c) | u ∈ F8, c ∈ C2}
is locating-dominating in F17. Thus, we have γ LD(F17) ≤ |D2| = 28 · |C2| = 16 384. □
With the help of the following theorem, which has been shown in [8, Theorem 7], we can construct new improved
locating-dominating codes from codes obtained in Corollary 27.
Theorem 28 ([8]). If C ⊆ Fn is a locating-dominating code, then C ⊕ F is also a locating-dominating code.
The smallest currently known upper bounds for locating-dominating codes of lengths n = 12 and n = 18 are 684 and
35 604 respectively [1].
Corollary 29. We have γ LD(F12) ≤ 640 and γ LD(F18) ≤ 32 768.
Proof. The upper bounds follow immediately by applying Theorem 28 on codes obtained in Corollary 27. □
In [8, Theorem 15], a lower bound for γ LD(Fn), which is currently the best known, has been presented. Applying the lower
bound on the lengths n = 11, n = 12, n = 17 and n = 18, we obtain that γ LD(F11) ≥ 309, γ LD(F12) ≥ 576, γ LD(F17) ≥ 13 676
and γ LD(F18) ≥ 26 006. Thus, comparing the lower bounds to the constructions of the previous corollaries, we can state the
gap between the new upper bound and existing lower bound is significantly smaller than the gap between the previous
upper and lower bounds.
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Locating-dominating codes in a graph find their application in sensor networks and have been studied extensively over
the years. A locating-dominating code can locate one object in a sensor network, but if there is more than one object,
it may lead to false conclusions. In this paper, we consider stronger types of locating-dominating codes which can
locate one object and detect if there are multiple objects. We study the properties of these codes and provide bounds
on the smallest possible size of these codes, for example, with the aid of the Dilworth number and Sperner families.
Moreover, these codes are studied in trees and Cartesian products of graphs. We also give the complete realization
theorems for the coexistence of the smallest possible size of these codes and the optimal locating-dominating codes in
a graph.
Keywords: Dominating set; locating-dominating set; locating-dominating code; Dilworth number; Sperner’s Theorem
1 Introduction
Sensor networks are systems designed for environmental monitoring. Various location detection systems
such as fire alarm and surveillance systems can be viewed as examples of sensor networks. For location
detection, a sensor can be placed in any location of the network. The sensor monitors its neighbourhood
(including the location of the sensor itself) and reports possible objects or irregularities such as a fire or an
intruder in the neighbouring locations. In the model considered in the paper, it is assumed that a sensor can
distinguish whether the irregularity is in the location of the sensor or in the neighbouring locations (as in
[21, 24, 25]). Based on the reports of the sensors, a central controller attempts to determine the location of
a possible irregularity in the network. Usually, the aim is to minimize the number of sensors in the network.
More explanation regarding location detection in sensor networks can be found in [9, 17, 22]. An online
bibliography on the topic can be found at [18].
A sensor network can be modelled as a simple and undirected graph G = (V (G), E(G)) = (V,E) as
follows: the set of vertices V of the graph represents the locations of the network and the edge set E of
the graph represents the connections between the locations. In other words, a sensor can be placed in each
vertex of the graph and the sensor placed in the vertex u monitors u itself and the vertices neighbouring u.
Moreover, besides being simple and undirected we also assume that the graphs in this paper are finite. In
what follows, we present some basic terminology and notation regarding graphs. The open neighbourhood
of u ∈ V consists of the vertices adjacent to u and it is denoted by N(u). The closed neighbourhood
of u is defined as N [u] = {u} ∪ N(u). The degree of a vertex u is the number of vertices in the open
neighbourhood N(u) and the maximum degree ∆(G) = ∆ of the graph G is the maximum degree among
all the vertices of G. The distance between two vertices d(u, v) is the number of edges in any shortest
path connecting them. A non-empty subset C of V is called a code and the elements of the code are called
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codewords. In this paper, the code C (usually) represents the set of locations where the sensors have been
placed on. For the set of sensors monitoring a vertex u ∈ V , we use the following notation:
I(u) = N [u] ∩ C.
In order to emphasize the graph G and/or the code C, we sometimes write I(u) = I(C;u) = I(G,C;u).
We call I(u) the I-set or the identifying set of u.
As stated above, a sensor u ∈ V reports that an irregularity has been detected if there is (at least) one in
the closed neighbourhood N [u]. In the model of the paper, we further assume that a sensor u ∈ V reports
2 if there is an irregularity in u, it reports 1 if there is one in N(u) (and none in u itself), and otherwise it
reports 0. In other words, a sensor can distinguish whether an irregularity is in the location of the sensor or
in the neighbouring locations. We say that a set (or a code) C is dominating in G if I(C;u) is non-empty
for all u ∈ V \ C. In other words, an irregularity in the network can be detected (albeit not located).
Furthermore, the smallest cardinality of a dominating set in G is called the domination number and it is
denoted by γ(G). Notice then that if the sensors in the code C are located in such places that I(C;u) is
non-empty and unique for all u ∈ V \ C, then an irregularity in the network can be located by comparing
I(C;u) to I-sets of other non-codewords. This leads to the following definition of locating-dominating
codes (or sets), which were first introduced by Slater in [21, 24, 25].
Definition 1. A code C ⊆ V is locating-dominating in G if for all distinct u, v ∈ V \ C we have
I(C;u) 6= ∅ and
I(C;u) 6= I(C; v).
A locating-dominating code C in a finite graph G with the smallest cardinality is called optimal and the
number of codewords in an optimal locating-dominating code is denoted by γLD(G). The value γLD(G)
is also called the location-domination number.
The previous definition of locating-dominating codes is illustrated in the following example.
Example 2. Let G be the graph illustrated in Figure 1. Consider the code C = {b, d, f} in G (see
Figure 1). Since the I-sets I(C; a) = {b, d}, I(C; c) = {b, f} and I(C; e) = {b, d, f} are all non-empty
and different, the code C is locating-dominating in G. Moreover, there do not exist smaller locating-
dominating codes in G as using at most two codewords we can form at most three different non-empty
I-sets. Therefore, we have γLD(G) = 3.
a b c
d fe
Fig. 1: Optimal locating-dominating code in a graph G
The original concept of locating-dominating codes has some issues in certain types of applications.
Firstly, locating-dominating codes might output misleading results if there exist more than one irregularity
in the graph. For instance, if in the previous example there exist irregularities in a and c, then the sensors
located at b, d and f are reporting 1. Now the system deduces that the irregularity is in e. Hence, a
completely false output is given and we do not even notice that something is wrong. Secondly, in order
to determine the location of the irregularity, we have to compare the obtained I-set to other such sets.
In order to overcome these issues, so called self-locating-dominating and solid-locating-dominating codes
have been introduced in [16] motivated by (1,≤ 1)+-identifying or self-identifying codes introduced in
[12, 14, 15]. For more detailed discussion on the motivation of self-locating-dominating and solid-locating-
dominating codes, the interested reader is referred to [16]. The formal definitions of these codes are given
in the following.
Definition 3. A code C ⊆ V is self-locating-dominating in G if, for all u ∈ V \ C, we have I(C;u) 6= ∅
and
⋂
c∈I(C;u)
N [c] = {u}.
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(a) Self-locating-dominating
code
a b c
d fe
(b) Solid-locating-dominating
code
Fig. 2: Optimal self-locating-dominating and solid-locating-dominating codes in a graph G
A self-locating-dominating code C in a finite graph G with the smallest cardinality is called optimal and
the number of codewords in an optimal self-locating-dominating code is denoted by γSLD(G). The value
γSLD(G) is also called the self-location-domination number.
Definition 4. A code C ⊆ V is solid-locating-dominating in G if I(C;u) 6= ∅ for every u ∈ V \ C and,
for all distinct u, v ∈ V \ C, we have
I(C;u) \ I(C; v) 6= ∅.
Note that this condition is equivalent with I(C;u) 6⊆ I(C; v). A solid-locating-dominating code C in a
finite graph G with the smallest cardinality is called optimal and the number of codewords in an optimal
solid-locating-dominating code is denoted by γDLD(G). The value γDLD(G) is also called the solid-
location-domination number.
By the previous definitions, it is immediate that any self-locating-dominating and solid-locating-domi-
nating code is also locating-dominating (see also Corollary 7) and that every graph contains a self-locating-
dominating and solid-locating-dominating code. Indeed, C = V is always a self-locating-dominating and
solid-locating-dominating code. The definitions are illustrated in the following example. In particular, we
show that the given definitions are indeed different.
Example 5. Let G be a graph illustrated in Figure 2. Let C be a self-locating-dominating code in G.
Observe first that if a /∈ C, then I(C; a) ⊆ {b, d} and we have
{a, e} ⊆
⋂
x∈I(C;a)
N [x].
This implies a contradiction and, therefore, the vertex a belongs to C. An analogous argument also holds
for the vertices c, d and f . Hence, we have {a, c, d, f} ⊆ C. Moreover, the code C1 = {a, c, d, f}, which
is illustrated in Figure 2(a), is self-locating-dominating in G since for the non-codewords b and e we have
I(C1; b) = {a, c} and N [a] ∩N [c] = {b}, and I(C1; e) = {d, f} and N [d] ∩N [f ] = {e}. Hence, C1 is
an optimal self-locating-dominating code in G and we have γSLD(G) = 4.
Let us then consider the codeC2 = {a, b, c}, which is illustrated in Figure 2(b). Now we have I(C2; d) =
{a}, I(C2; e) = {b} and I(C2; f) = {c}. Therefore, it is easy to see that C2 is a solid-locating-dominating
code in G. Moreover, there are no solid-locating-dominating codes in G with smaller number of codewords
since even a regular locating-dominating code has always at least 3 codewords by Example 2. Thus, C2 is
an optimal solid-locating-dominating code in G and we have γDLD(G) = 3.
In the previous example, we showed that the definitions of self-locating-dominating and solid-locating-
dominating codes are different. Furthermore, by comparing Examples 2 and 5, we notice that the new
codes are also different from the original locating-dominating codes. In the following theorem, we present
new characterizations for self-locating-dominating and solid-locating-dominating codes. Comparing these
characterizations to the original definitions of the codes, the differences of the codes become apparent. We
omit the proof of the following theorem, because it is proved in [16] for connected graphs and it is easily
modified for non-connected ones.
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Theorem 6. Let G be a graph on at least two vertices.
(i) A code C ⊆ V is self-locating-dominating if and only if, for all distinct u ∈ V \ C and v ∈ V , we
have I(C;u) \ I(C; v) 6= ∅.
(ii) A code C ⊆ V is solid-locating-dominating if and only if, for all u ∈ V \ C, we have I(C;u) 6= ∅
and


⋂
c∈I(C;u)
N [c]

 \ C = {u}.
By comparing Definition 4 and Theorem 6 (i) we notice that the only difference is that in I(C;u)\I(C; v)
vertex v can be a codeword when we consider self-location-domination. Similarly, when we compare
Definition 3 and Theorem 6 (ii) we notice that the only difference is that in the case of solid-location-
domination we omit codewords from the intersection.
The previous theorem together with the definition of solid-locating-dominating codes and the previous
observation immediately gives the following corollary.
Corollary 7. The following facts hold for all graphs G.
• If C is a self-locating-dominating code in G, then C is also solid-locating-dominating in G.
• If C is a solid-locating-dominating code in G, then C is also locating-dominating in G.
Thus, we have γLD(G) ≤ γDLD(G) ≤ γSLD(G).
As stated earlier, self-locating-dominating and solid-locating-dominating codes have benefits over reg-
ular locating-dominating codes; they detect more than one irregularity and locate one irregularity without
comparison to other I-sets — for more details, see [16].
Previously, when self-locating-dominating and solid-locating-dominating codes have been studied, in
[16], the optimal values for γSLD(KnKm) and γ
DLD(KnKm) have been found. Also the a general
lower bound for γSLD(Fn2 ) has been given and an infinite family of constructions attaining this bound is
presented for suitable values of n. Moreover, a general lower bound for γDLD(Fn2 ) is given and this bound
is shown to be asymptotically tight as n grows.
In what follows, the structure of the paper is briefly discussed. In Section 2, we first show some general
bounds and properties for self- and solid-locating-dominating codes; in particular, we utilize the Dilworth
number and Sperner families. Then, in Section 3, we consider the codes in trees and determine self-
location-domination and solid-location-domination numbers with the help of other graph parameters. In
Section 4, we consider Cartesian products and give some general bounds for them which are shown to be
achieved in the case of ladders and some rook’s graphs. Finally, in Section 5, we study the existence of
graphs when we are given the location-domination number and the self-location-domination or the solid-
location-domination number associated with them.
2 Basics
In this section, we present some basic results regarding self-locating-dominating and solid-locating-dom-
inating codes. In particular, we give various lower and upper bounds for such codes. We first begin
by giving results which do not take advantage of any properties or parameters of the graph such as the
maximum degree or the independence number. Then, in Section 2.1, we use the Sperner’s Theorem to
gain new bounds. Later, in Section 2.2, we apply the Dilworth number. Finally, in Section 2.3, we use
independence number and consider complements of graphs.
In the following theorem, we begin by giving a simple upper bound for solid-locating-dominating codes
in graphs. It is clear that the discrete graph Dn, with n vertices and no edges, satisfies γ
DLD(Dn) = n,
because V (Dn) is its unique dominating set. We now focus on graphs with at least one edge.
Theorem 8. If G = (V,E) is a graph with order n and size m ≥ 1, then the code V \ {u} is solid-
locating-dominating in G for any non-isolated vertex u ∈ V . Thus, we have
γDLD(G) ≤ n− 1.
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Proof: Let u ∈ V be a non-isolated vertex of G, i.e., N(u) ∩ (V \ {u}) 6= ∅. By the definition, it is
immediate that V \ {u} is a solid-locating-dominating code of G. This further implies that γDLD(G) ≤
|V | − 1.
The result of the previous theorem can also be interpreted as follows: in the particular case of graphs
with no isolated vertices, none of the vertices of a graph is forced to be in all the solid-locating-dominating
codes of the graph and hence, the same is also true for locating-dominating codes by Corollary 7. However,
this is not the case with self-locating-dominating codes. Hence, for future considerations, we define the
concept of forced codewords as follows: a vertex u of G is said to be a forced codeword regarding self-
location-domination if u belongs to all self-locating-dominating codes in G. In the following theorem, we
give a simple characterization for forced codewords and show that such vertices indeed exist.
Theorem 9. Let G = (V,E) be a graph. If |V | = 1, then the single vertex of the graph G is a forced
codeword. Assuming |V | ≥ 2, a vertex u ∈ V is a forced codeword regarding self-location-domination if
and only if for some vertex v ∈ V other than u we have N(u) ⊆ N [v].
Proof: Let C be a self-locating-dominating code in G and u be a vertex of V . If |V | = 1, then due to the
domination the single vertex is a forced codeword. Assume now that |V | ≥ 2. Suppose further that there
exists another vertex v ∈ V such that u 6= v and N(u) ⊆ N [v]. If N(u) = ∅, then again the domination
yields that u is a forced codeword. Suppose that N(u) 6= ∅. This implies that if u /∈ C, then
{u, v} ⊆
⋂
c∈N(u)
N [c] ⊆
⋂
c∈I(C;u)
N [c].
Therefore, as the previous intersection does not consist of a single vertex, the vertex u belongs to C and is
a forced codeword.
Suppose then to the contrary that for any vertex v ∈ V other than u we have N(u) * N [v], i.e.,
N(u) \N [v] 6= ∅. Now choosing C = V \ {u}(6= ∅), we have I(C;u) = N(u) and
⋂
c∈I(C;u)
N [c] = {u}.
Therefore, by the definition, C is a self-locating-dominating code in G. Thus, u is not a forced codeword
and we have a contradiction with the supposition. This concludes the proof of the theorem.
By the previous theorem, we immediately observe that there exist graphs such that all the vertices are
forced codewords. For example, the complete graphs and the complete bipartite graphs, where both inde-
pendent sets of the partition have at least two vertices, are such extreme graphs.
2.1 Results based on Sperner’s Theorem
One of the fundamental results on locating-dominating codes by Slater [24] says that if G is a graph with
n vertices and γLD(G) = k, then n ≤ k + 2k − 1. This result is based on the simple fact that using
k codewords at most 2k − 1 distinct, non-empty I-sets can be formed. In what follows, we present an
analogous result for self-locating-dominating and solid-locating-dominating codes. However, here it is
not enough that all the I-sets are non-empty and unique, but we further require that none of the I-sets is
included in another one. For this purpose, we present Sperner’s theorem, which considers the maximum
number of subsets of a finite set such that none of the subsets is included in another subset. Sperner’s
theorem has originally been presented in [26], and for more recent developments regarding the Sperner
theory, we refer to [8].
Theorem 10 (Sperner’s theorem [26]). Let N be a set of k elements and let F be a family of subsets of
N such that no member of F is included in another member of F , i.e., for all distinct X,Y ∈ F we have
X \ Y 6= ∅. Then we have
|F| ≤
(
k
⌊
k
2
⌋
)
.
Moreover, the equality holds if and only if F = {X ⊆ N | |X | = k/2} when n is even, and F = {X ⊆
N | |X | = (k − 1)/2} or F = {X ⊆ N | |X | = (k + 1)/2} when n is odd.
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A family of subsets satisfying the conditions of the previous theorem is called a Sperner family. In the
following theorem, we apply Sperner’s theorem to obtain an upper bound on the order of a graph based on
the number of codewords in a solid-locating-dominating (or self-locating-dominating) code.
Theorem 11. Let G be a graph with n vertices and C be a solid-locating-dominating code in G with k
codewords. Then we have the following upper bound on the order of G:
n ≤ k +
(
k
⌊
k
2
⌋
)
.
Proof: Let C be a solid-locating-dominating code in G with k codewords. By the definition, for any
distinct u, v ∈ V \C, we have I(C;u) \ I(C; v) 6= ∅. Therefore, the I-sets of non-codewords of G form a
Sperner family of subsets of C. Thus, by Sperner’s theorem, we obtain that
|V \ C| = n− k ≤
(
k
⌊
k
2
⌋
)
.
Hence, the claim immediately follows.
Observe that the previous theorem also holds for self-locating-dominating codes due to Corollary 7.
Furthermore, the upper bound of the theorem can be attained even for self-locating-dominating codes as is
shown in the following example.
Example 12. Let k be a positive integer and ℓ be an integer such that ℓ =
(
k
⌊k/2⌋
)
. Consider then a bipartite
graph G with the vertex set U ∪ V , where U = {u1, u2, . . . , uk} and V = {v1, v2, . . . , vℓ}. There are
no edges within the sets U and V , and the edges between the two sets are defined as follows. Let F be a
(maximum) Sperner family of U attaining the upper bound of Theorem 10 with each subset of F having
⌊k/2⌋ elements. Recall that the number of subsets in F is ℓ. Denoting the subsets of F by F1, F2, . . . , Fℓ,
we define the edges of each vi as follows: vi is adjacent to the vertices of Fi.
Now the code C = U is self-locating-dominating in G. Indeed, the I-sets of the non-codewords in V
form a Sperner family and, hence, the characterization (i) of Theorem 6 is satisfied. Thus, C is a self-
locating-dominating code in G with k codewords and G is a graph with k +
(
k
⌊k/2⌋
)
vertices.
In the following immediate corollary of Theorem 11, we give a lower bound on the minimum size of
solid-locating-dominating and self-locating-dominating codes based on the order of a graph. Notice also
that the obtained lower bounds can be attained by the construction given in the previous example.
Corollary 13. Let G be a graph with n vertices and let k be the smallest integer such that n ≤ k+
(
k
⌊k/2⌋
)
.
Then we have
γSLD(G) ≥ γDLD(G) ≥ k.
2.2 Results using the Dilworth Number
In what follows, we are going to present some results on self-location-domination and solid-location-
domination based on certain properties or parameters of graphs. For this purpose, we first present some
definitions and notation. Let u and v be distinct vertices of G. We say that u and v are false twins if
N(u) = N(v) and that u and v are true twins if N [u] = N [v]. Furthermore, we say that u and v are twins
if they are false or true twins. Then a graph is called twin-free if there does not exist a pair of twin vertices.
The characterization of forced codewords regarding self-location-domination in Theorem 9 motivates us
to recall the following definition from [10]. For a graph G, the vicinal preorder . is defined on V (G) as
follows:
x . y if and only if N(x) ⊆ N [y].
In other words, a vertex x is a forced codeword if and only if there exists a vertex y such that x . y by
Theorem 9. It is easy to see that . is in fact a preorder, that is, a reflexive and transitive relation. We use
the following notation:
• x ∼ y for (x . y and y . x),
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• x < y for (x . y and not y . x),
A chain is a subset B ⊆ V (G) such that for any two elements x and y of B, x . y or y . x must hold. An
antichain is a subset A ⊆ V (G) such that for any x, y ∈ A, x . y implies x = y. A vertex x is maximal
if there is no vertex y satisfying x < y. The existence of at least a single maximal vertex in the vicinal
preorder is guaranteed in every finite graph.
Lemma 14. Let G be a graph of order n ≥ 2. Then the following statements hold.
1. If x, y ∈ V (G) are neighbours, then x ∼ y if and only if x and y are true twins. On the other hand
if x and y are not neighbours, then x ∼ y if and only x and y are false twins.
2. A vertex x ∈ V (G) is a forced codeword if and only if there exists y 6= x such that x . y.
As a consequence, we obtain the following properties of extreme graphs, for the self-location-domination
number.
Corollary 15. Let G be a graph of order n ≥ 2. Then γSLD(G) = n if and only if every maximal vertex
in the vicinal preorder has a twin.
Proof: Suppose that γSLD(G) = n, then every vertex of G is a forced codeword. In particular, if x is a
maximal vertex in the vicinal preorder, then there exists y 6= x such that x . y. By the maximality of x,
we obtain that x ∼ y and therefore, x and y are twin vertices. Suppose now that every maximal vertex has
a twin, so maximal vertices are forced codewords. Let u ∈ V (G) be a non-maximal vertex. Consequently,
there exists v ∈ V (G) such that u . v and u is a forced codeword. Therefore, every vertex in G is a forced
codeword and γSLD(G) = n, as desired.
Some graphs satisfying the conditions of the previous corollary are, for example, graphs with at least
two vertices with full degree, that is, vertices which are connected to all other vertices. By the previous
corollary, we immediately obtain the following result.
Corollary 16. If G is a twin-free graph of order n ≥ 2, then we have γSLD(G) ≤ n− 1.
In order to characterize graphs having the greatest solid-location-domination number, we will use the
Dilworth number, whose definition we quote from [10]. The Dilworth number ∇(G) of a graph G is
the minimum number of chains of the vicinal preorder covering V (G). According to the well-known
theorem of Dilworth (see [7]), ∇(G) is equal to the cardinality of the maximum size antichains in the
vicinal preorder. In the following results, we describe the relationship between the Dilworth number and
the solid-location-domination number.
Lemma 17. Let G be a graph and C be a solid-locating-dominating code. Then V (G) \C is an antichain
of the vicinal preorder.
Proof: Let x, y ∈ V (G) \ C and suppose that x . y. Hence N(x) ⊆ N [y]. Because x, y /∈ C, we
obtain that I(x) = N [x] ∩ C = N(x) ∩ C ⊆ N [y] ∩ C = I(y). Therefore, x = y by the definition of a
solid-locating-dominating code.
Using the previous result, we obtain the following lower bound.
Corollary 18. Let G be a graph with n vertices. Then n−∇(G) ≤ γDLD(G).
Proof: Let C be an optimal solid-locating-dominating code of G. Then the set V (G) \ C is an antichain
of the vicinal preorder of G and, therefore,
n− γDLD(G) = |V (G)| − |C| = |V (G) \ C| ≤ ∇(G).
This lower bound for the solid-location-domination number will allow us to characterize graphs where
this parameter reaches its maximum value n−1 among graphs with at least one edge. Recall that a graph is
a threshold graph [6] if it can be constructed from the empty graph by repeatedly adding either an isolated
vertex or a universal vertex (sometimes also called a dominating vertex), i.e., a vertex adjacent to all the
existing vertices. It is well known that the following statements are equivalent [19]:
8 Ville Junnila, Tero Laihonen, Tuomo Lehtilä, Marı́a Luz Puertas
• G is a threshold graph,
• ∇(G) = 1,
• the vicinal preorder in V (G) is total, that is, V (G) is a chain of the vicinal preorder.
In the following proposition, we characterize all the graphs G attaining the maximum solid-location-
domination number of n− 1 (when we have at least one edge in a graph).
Proposition 19. Let G be a graph of order n and size m ≥ 1. Then γDLD(G) = n− 1 if and only if G is
a threshold graph.
Proof: Theorem 8 gives that γDLD(G) ≤ n − 1. If G is a threshold graph, then ∇(G) = 1 and n− 1 =
n−∇(G) ≤ γDLD(G). Hence, γDLD(G) = n− 1.
Suppose now that γDLD(G) = n − 1 and let x, y ∈ V (G) be such that x 6= y. We will show that
x . y or y . x. Denote C = V (G) \ {x, y}. Observe that C is not a solid-locating-dominating code as
γDLD(G) = n− 1. If I(C;x) = I(x) = ∅, then N(x) ⊆ N [y] and x . y. Analogously I(y) = ∅ implies
y . x. Assume now that I(x) 6= ∅ and I(y) 6= ∅. Because C is not solid-locating-dominating, we obtain
I(x) ⊆ I(y) or I(y) ⊆ I(x). We may assume without loss of generality that I(x) ⊆ I(y). Now we have
N(x) \ {y} = N [x]∩ (V (G) \ {x, y}) = I(x) ⊆ I(y) = N [y]∩ (V (G) \ {x, y}) = N(y) \ {x} ⊆ N(y).
Therefore N(x) ⊆ N(y) ∪ {y} or equivalently x . y. For every pair of vertices x, y ∈ V (G), we have
obtained that x . y or y . x. This means that the vicinal preorder is total or equivalently that G is a
threshold graph.
2.3 Independent Sets and Complements
In what follows, we present upper bounds on the self-location-domination and solid-location-domination
numbers based on the independence number and the maximum degree of the graph. Recall that a set
S ⊆ V (G) is independent in G if no two vertices in S are adjacent. Furthermore, the independence
number β(G) of G is the maximum size of an independent set in G. Moreover, a set S is called 3-distance-
independent if we have d(v, u) ≥ 3 for each pair of vertices v, u ∈ S. We denote the maximal size of
3-distance-independent set in G with β2(G). Now we are ready to present the following theorem.
Theorem 20. Let G = (V,E) be a connected graph on n ≥ 2 vertices with maximum degree ∆.
(i) Then we have
γDLD(G) ≤ n− β2(G) ≤
⌊
n
(
1−
1
∆2 + 1
)⌋
.
(ii) If G has the additional property that N(u) 6⊆ N(v) for all distinct vertices u, v ∈ V , then
γDLD(G) ≤ n− β(G) ≤
⌊
n
(
1−
1
∆+ 1
)⌋
.
(iii) If G has the property that N(u) 6⊆ N [v] for all distinct vertices u, v ∈ V , then
γSLD(G) ≤ n− β(G) ≤
⌊
n
(
1−
1
∆+ 1
)⌋
.
Proof: (i) Let us first consider a set S ⊆ V which is obtained in the following way. Let T1 = V. We
choose first any u1 ∈ T1 and then we set T2 = T1 \ ∪v∈N(u1)N [v]. Next we choose u2 ∈ T2 and set T3 =
T2 \ ∪v∈N(u2)N [v]. We continue this way by choosing ui ∈ Ti and defining Ti+1 = Ti \ ∪v∈N(ui)N [v]
until Ti+1 = ∅. Now we denote S = {u1, u2, . . . } (this is a finite set). Since the maximum degree equals
∆, we know that on each round we remove from Ti at most ∆
2 + 1 vertices. Therefore,
|S| ≥
n
∆2 + 1
.
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Next we show that the code C = V \ S is solid-locating-dominating. Observe that the distance between
two vertices in S (that is, the non-codewords in V ) is at least three and hence, S is 3-distance-independent.
Consequently, I(u) \ I(v) = N(u) 6= ∅ for any distinct non-codewords u and v (if |S| = 1 we are
immediately done). Thus,
γDLD(G) ≤ |C| = n− |S| ≤ n
(
1−
1
∆2 + 1
)
.
(ii) In this case, let S be an independent set in G with |S| = β(G). In what follows, we show that the
code C = V \ S is solid-locating-dominating. Let u and v be any non-codewords. If d(u, v) ≥ 3, then
clearly I(u) \ I(v) 6= ∅ as above. Since S is an independent set, it suffices to assume then that d(u, v) = 2.
We need to show that I(u)\I(v) 6= ∅. Notice that now I(u) = N(u) and I(v) = N(v). If I(u)\I(v) = ∅,
then N(u) \N(v) = ∅, which contradicts the property of the graph. Therefore, we have
γDLD(G) ≤ n− β(G).
Furthermore, it is shown in [1, page 278] that
|S| = β(G) ≥
n
∆+ 1
.
(iii) Let S be as in Case (ii) and C = V \ S. Take any u /∈ C, that is, u ∈ S. Again I(u) = N(u). We
need to show that
⋂
c∈I(u)
N [c] = {u}.
Assume to the contrary that the intersection contains another vertex, say v ∈ V , besides u. But this implies
that N(u) ⊆ N [v] which is not possible. Therefore, the assertion follows.
The constraints N(u) 6⊆ N(v) and N(u) 6⊆ N [v] for all distinct vertices u, v ∈ V have their purpose in
the cases (ii) and (iii) of the previous theorem. For example, if G is a star on n vertices and v, v′ are two
distinct pendant vertices, then N(v) ⊆ N(v′). Moreover, we have β(G) = γSLD(G) = γDLD(G) = n−1
while n − β(G) = 1. Observe also that the bound of (i) is now attained since we have β2(G) = 1 and
γDLD(G) = n− 1 = n− β2(G).
The bounds (ii) and (iii) of Theorem 20 can be attained, for example, when G = Ct is a cycle on t ≥ 5
vertices. In these cases, we have β(G) =
⌊
t
2
⌋
. This implies that γDLD(G) ≤ γSLD(G) ≤
⌈
t
2
⌉
by the
previous theorem. Moreover, let C be a solid-locating-dominating code in a cycle Ct where t ≥ 5 and let
us consider four consecutive vertices P = {v1, v2, v3, v4} of the cycle, where vivi+1 ∈ E (i ∈ {1, 2, 3}).
If v1 is the only codeword in P , then I(v3) = ∅. If v2 is the only codeword in P , then I(v3) ⊆ I(v1).
The cases with v3 and v4 being the only codewords are symmetric. Hence, we have at least two codewords
among every four consecutive vertices and there are t different sets consisting of four consecutive vertices.
On the other hand, each codeword belongs to four different sets of consecutive vertices. Therefore, by a
double counting argument, we obtain that 4|C| ≥ 2t and hence, γDLD(Ct) ≥
⌈
t
2
⌉
. Thus, in conclusion,
we have γDLD(G) = γSLD(G) =
⌈
t
2
⌉
and the bounds (ii) and (iii) are attained.
We conclude the section by considering self-location-domination and solid-location-domination num-
bers in a graph and its complement. It has been shown in [11] that in a graph and its complement the
(regular) location-domination number always differs by at most one. In the following theorem, we show
that a similar result also holds for solid-location-domination number. However, later in Remark 22, it is
shown that an analogous result does not hold for self-location-domination number.
Theorem 21. Let G be a graph on at least two vertices and G be its complement. We have |γDLD(G) −
γDLD(G)| ≤ 1 and the optimal codes are of different cardinality if and only if G is a complete or discrete
graph.
Proof: Let C be an optimal solid-locating-dominating code in G and v ∈ V (G) \ C. Suppose that
I(G,C;w) 6= C for each vertexw ∈ V (G)\C. Hence, I(G,C;w) 6= ∅ for each vertexw ∈ V (G)\C. We
have I(G,C; v) = C \ I(G,C; v) and I(G,C; v) = C \ I(G,C; v). If there exists a vertex u ∈ V (G) \C
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such that I(G,C;u) ⊆ I(G,C; v), then C \ I(G,C;u) ⊆ C \ I(G,C; v) and hence, I(G,C; v) ⊆
I(G,C;u) which is a contradiction. Therefore, C is also a solid-locating-dominating code for G and
similarly we get that if C′ is a solid-locating-dominating code for G with no non-codewords adjacent to all
codewords, then it is also a solid-locating-dominating code in G.
Let us then suppose that there is a vertex v such that I(G,C; v) = C and v ∈ V (G)\C. We immediately
notice that we then have only one non-codeword since if we had another non-codeword u, we would have
I(G,C;u) ⊆ I(G,C; v). Furthermore, in G we have N [v] = {v}, vertex v is a codeword and thus,
there are no vertices in V (G) which would contain all codewords in their neighbourhoods. Hence, if we
have γDLD(G) ≤ |V | − 2, then by the previous considerations we have γDLD(G) ≤ |V | − 2 which is a
contradiction. Therefore, we may assume that γDLD(G) ≥ |V |−1. Furthermore, the only graph for which
we have γDLD(G) = |V | is the discrete graph by Theorem 8 and in that case G is the complete graph.
In the following remark, it is shown that an analogous result to the previous theorem does not hold for
self-locating-dominating codes; in other words, the difference of the self-location-domination number of
the graph and its complement can be arbitrarily large.
Remark 22. Consider the graph G = (V ∪ U,E) of Example 12 with k ≥ 4. Form a new graph G′ =
(V ∪ U,E′) based on G by adding edges between each pair of distinct vertices of U (the subgraph graph
induced by U is now a clique with k vertices). Then each vertex of V is a forced codeword of a self-
locating-dominating code by Theorem 9. On the other hand, V is a self-locating-dominating code in G′ by
the characterization (i) of Theorem 6. Indeed, for any distinct vertices u ∈ U and w ∈ U ∪ V there exists
a vertex v ∈ V such that u ∈ N(v) and w /∈ N(v) (recall that the open neighbourhoods of the vertices in
V form a maximum Sperner family). Thus, we have γSLD(G′) = |V | =
(
k
⌊k/2⌋
)
.
Consider then the complement graph G′. Now the subgraph induced by V is a clique and the intersec-
tions N(v) ∩ U of all the vertices v ∈ V form a (maximum) Sperner family with |N(v) ∩ U | = ⌈k/2⌉.
Hence, as V induces a clique, all the vertices of U are forced codewords (by Theorem 9). On the other
hand, as in Example 12, it can be shown that U is a self-locating-dominating code in G′. Thus, we
have γSLD(G′) = |U | = k. Therefore, in conclusion, we have shown that |γSLD(G′) − γSLD(G′)| =
(
k
⌊k/2⌋
)
− k.
3 Trees
In this section, we study both the self-location-domination and the solid-location-domination number in
trees. We recall the following definition from [2]. A 2-dominating set in a graph G is a dominating set S
that dominates every vertex of V \ S at least twice, i.e., |I(S;u)| ≥ 2 for all u ∈ V \ S. The 2-domination
number of G, which is the minimum cardinality of a 2-dominating set of G, is denoted by γ2(G). In
addition to the 2-domination number, also the independence number β(G) will play a role in this section.
In general, both parameters are non-comparable, i.e., there are graphs where either of these values can
be larger than the other one. However, we have β(T ) ≤ γ2(T ) for every tree T by [2]. We will prove
that, in the case of trees, self-locating dominating codes are precisely the 2-dominating sets, and therefore
the associated parameters also agree. We will also show that solid-location-domination number equals
independence number in trees, in spite of associated sets are not agreeing in general.
First of all, we focus on the relationship between self-locating-dominating codes and 2-dominating sets.
However, we require the concept of girth of a graph G, that is, the length of shortest cycle in G. The graphs
without cycles are considered to have an infinite girth.
Lemma 23. Let G be a graph.
(i) Every self-locating-dominating code in G is a 2-dominating set.
(ii) If the girth of G is at least 5, then every 2-dominating set of G is a self-locating-dominating code.
Proof: (i) Let C be a self-locating-dominating code. If there exists u ∈ V (G) \ C such that I(u) = {v},
then v ∈
⋂
c∈I(u)N [c], which is not possible. Hence, C is a 2-dominating set.
(ii) Let G be a graph with girth at least 5, C be a 2-dominating set and u belong to V (G) \ C. By
the hypothesis, there exist c1, c2 ∈ I(u), c1 6= c2, and since G contains no cycles of length three, we
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know that c1 is not a neighbour of c2. Suppose that there exists v 6= u such that v ∈
⋂
c∈I(u)N [c], so
v ∈ N [c1] ∩ N [c2]. Moreover v 6= c1, c2, because c1c2 is not an edge of G. Again because G has no
triangles, we obtain that u is not a neighbour of v and therefore the vertex subset {u, c1, v, c2} induces a
4-cycle, a contradiction.
The following corollary is an immediate consequence of the previous lemma and, in particular, it can be
applied to every tree.
Corollary 24. Let G be a graph with girth at least 5. Then γSLD(G) = γ2(G).
In what follows, we briefly discuss the previous requirement stating that the girth of the graph is at least
5. Let us consider a graph G = (V,E) where V = K ∪ P , K = {v1, v2}, P = {u1, . . . , up}, p ≥ 2, and
we have E = {viuj | vi ∈ K,uj ∈ P}. The graph G has girth 4, it has a 2-dominating set K and the
unique self-locating-dominating code C consists of whole V . Therefore, the requirement of girth at least 5
is not only needed but removing it may cause an arbitrarily large difference between γ2(G) and γ
SLD(G).
A particular case of trees are paths, where 2-dominating numbers are known [20]. Therefore, using the
above corollary, we obtain:
Corollary 25. Let n ≥ 2 and Pn be a path. Then we have
γSLD(Pn) = γ2(Pn) =
⌈
n+ 1
2
⌉
.
We now study the behaviour of the solid-location-domination number in trees, and we prove that it agrees
with the independence number. We will need the following notation. A vertex in a tree T is a leaf if it is of
degree one and a vertex is a support vertex if there is at least one leaf in its neighbourhood. If u is a support
vertex, then Lu will denote the set of leaves attached to it. In the following lemma we recall a result from
[2].
Lemma 26 (Lemma 3 of [2]). Let T be a tree and let u be a support vertex in T such that |N(u)\Lu| = 1.
If T ′ = T − (Lu ∪ {u}), then β(T ′) = β(T )− |Lu|.
A similar result can be proved for the solid-location-domination number, as we show in the following
lemma.
Lemma 27. Let T be a tree and let u be a support vertex in T such that |N(u) \ Lu| = 1. If T ′ =
T − (Lu ∪ {u}), then γDLD(T ′) = γDLD(T )− |Lu|.
Proof: Denote by v the unique non-leaf neighbour of u and let C be an optimal solid-locating-dominating
code in T . If u /∈ C, then clearly Lu ⊆ C, to keep the domination. If u, v ∈ C then, by minimality of C,
there exists exactly one vertex in Lu \ C. And if u ∈ C and v /∈ C, then Lu ⊆ C, by definition of solid-
locating-dominating code and, in this case, we define C∗ = (C\{u})∪{v}, which can be straightforwardly
shown to be an optimal solid-locating-dominating code in T with |C∗| = |C|.
In all the cases, we have an optimal solid-locating-dominating code C in T such that |C ∩ (Lu∪{u})| =
|Lu|. Note that in all cases C′ = C\(Lu∪{u}) is a solid-locating-dominating code of T ′ = T \(Lu∪{u}).
Hence, we have
γDLD(T ′) ≤ |C′| = |C| − |Lu| = γ
DLD(T )− |Lu|.
Suppose that γDLD(T ′) < γDLD(T )− |Lu| and let C′′ be a solid-locating-dominating code in T ′ with
|C′′| = γDLD(T ′) < γDLD(T )− |Lu|. If v /∈ C′′, define D = C′′ ∪ Lu. If v ∈ C′′, pick a leaf x ∈ Lu
and define D = C′′ ∪ (Lu \ {x})∪{u}. In both cases, we obtain a solid-locating-dominating code D of T
that satisfies |D| = |C′′|+ |Lu| < (γDLD(T )− |Lu|) + |Lu| = γDLD(T ), which is a contradiction.
We can now prove the following result that gives the desired equality between the solid-location-domi-
nation number and the independence number in trees.
Proposition 28. Let T be a tree. Then γDLD(T ) = β(T ).
Proof: If T = K1,n−1 is a star with n vertices, then it is clear that γ
DLD(T ) = β(T ) = n − 1. Assume
now that T is not a star. We proceed by induction on n = |V (T )|. The result is trivially true if n = 1 or
n = 2. Let n ≥ 3 be an integer and assume that the statement is true for trees with at most n− 1 vertices.
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Since T is not a star, there exists a support vertex u such that |N(u) \ Lu| = 1. By Lemma 27, the
tree T ′ = T − (Lu ∪ {u}) satisfies γDLD(T ′) = γDLD(T ) − |Lu|. The inductive hypothesis gives that
γDLD(T ′) = β(T ′) and, by Lemma 26, we know that β(T ′) = β(T ) − |Lu|. Therefore γ
DLD(T ) =
γDLD(T ′) + |Lu| = β(T ′) + |Lu| = β(T ), as desired.
In the particular case of paths, independence number is known ([13, Lemma 4]), and therefore:
Corollary 29. We have
γDLD(Pn) = β(Pn) =
⌈n
2
⌉
.
In the above proposition, we have shown that γDLD(T ) = β(T ). Previously, the independence number
has been extensively studied, and due to [3], it is known that β(G) ≥ (n + ℓ(G) − s(G))/2. This lower
bound immediately gives the following corollary. Observe that the lower bound can be attained by any path
with even number of vertices (by the previous corollary). Moreover, this bound has been studied together
with location-domination number, independence number and 2-domination number in [4].
Corollary 30. Let T be tree of order n, with ℓ(T ) leaves and s(T ) support vertices. Then γDLD(T ) ≥
(n+ ℓ(T )− s(T ))/2.
We have proved that in every tree, self-locating-dominating codes are exactly 2-dominating sets and
this gives the equality between associated parameters as shown in Corollary 24. However, the equality
between solid-location-domination number and independence number in trees as shown in Proposition 28,
does not imply any general relationship between minimum solid-locating-dominating codes and maximum
independent sets.
The path with six vertices satisfies γDLD(P6) = β(P6) = 3. In Figure 3(a), we show all maximum
independent sets in P6 (squared vertices). In Figure 3(b), we show all minimum solid-locating-dominating
codes (squared vertices) in the same graph. In this case, none of the maximum independent sets is solid-
locating-dominating and none of the minimum solid-locating-dominating codes is independent. However,
occasionally the optimal solid-locating-dominating may also be an independent set like in the case of P3
with the middle vertex as the non-codeword.
(a) Maximum independent sets in
P6 are denoted by the squared
vertices.
(b) Minimum solid-locating-
dominating codes in P6 are
denoted by the squared vertices.
Fig. 3: Maximum independent sets and minimum solid-locating-dominating codes are different.
4 Cartesian products and ladders
In this section, we consider self-location-domination and solid-location-domination in the Cartesian prod-
uct of graphs. The Cartesian product of graphs G = (V (G), E(G)) and H = (V (H), E(H)) is GH =
(V (G) × V (H), E) where (u, v)(u′, v′) ∈ E if and only if u = u′ and vv′ ∈ E(H) or uu′ ∈ E(G)
and v = v′. We begin by presenting a theorem which gives lower and upper bounds for the self-location-
domination and the solid-location-domination numbers for Cartesian products. Then we proceed by study-
ing these numbers more closely in the Cartesian products Pn✷P2, where Pk denotes a path with k vertices.
Using these results concerning Pn✷P2 and some other previously known ones for the Cartesian product of
two complete graphs (see [16]), we are able to show that most of the obtained lower and upper bounds can
be attained.
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Theorem 31. We have
(i) max{γSLD(G), γSLD(H)} ≤ γSLD(G✷H) ≤ min{|V (H)|γSLD(G), |V (G)|γSLD(H)} and
(ii) max{γDLD(G), γDLD(H)} ≤ γDLD(G✷H) ≤ min{|V (H)|γDLD(G), |V (G)|γDLD(H)}.
Proof: (i) Let us first show the upper bound on γSLD(G✷H). Without loss of generality, we may as-
sume that |V (H)|γSLD(G) ≤ |V (G)|γSLD(H). Let C be a self-locating-dominating code in G attaining
γSLD(G). Denote D = {(c, v) | c ∈ C, v ∈ V (H)}. Clearly, |D| = |V (H)|γSLD(G). We will show that
D is self-locating-dominating in G✷H. We denote, for any h ∈ V (H), the set {(u, h) | u ∈ V (G)} by
Lh and we call it a layer. Observe that for any vertices (u1, h) and (u2, h) (u1 6= u2) in the same layer Lh
we have N [(u1, h)] ∩ N [(u2, h)] ⊆ Lh. Let x be any non-codeword in G✷H , say x = (u, h) ∈ Lh for
some h and u ∈ V (G) \ C. Now the codewords in I(G✷H ;x) all belong to Lh. Since C is self-locating-
dominating in G, we get (by the previous observation) that
⋂
c∈I(G✷H;x)
N [c] = {x}.
Next we consider the lower bound on γSLD(G✷H). Without loss of generality, say γSLD(G) ≥
γSLD(H). Let D be a self-locating-dominating code in G✷H of cardinality γSLD(G✷H). Denote by
C(⊆ V (G)) the set which is obtained by collecting all the first coordinates from D. We claim that C
is self-locating-dominating in G. Let u ∈ V (G) be a non-codeword with respect to C. This implies that
the vertices (u, h) are non-codewords with respect to D for all h ∈ V (H) and hence, I((u, h)) ⊆ Lh.
Since D is self-locating-dominating, we know that for any layer Lh the neighbourhoods of the code-
words in I(G✷H,D; (u, h)) intersect uniquely in (u, h). Because the first coordinates of the codewords in
I(G✷H,D; (u, h)) belong to I(G,C;u), we obtain
⋂
c∈I(G,C;u)
N [c] = {u}.
Thus C is self-locating-dominating and the claim follows by noticing that |C| ≥ γSLD(G).
(ii) We can again assume without loss of generality that |V (H)|γDLD(G) ≤ |V (G)|γDLD(H). Let C
be a solid-locating-dominating code in G attaining γDLD(G) and denote again D = {(c, v) | c ∈ C, v ∈
V (H)}. In order to verify that D is solid-locating-dominating in G✷H , we show that I(D;x) \ I(D; y) is
non-empty for any distinct non-codewords x, y ∈ V (G✷H). Denote x = (u, h) and y = (v, h′) for some
u, v ∈ V (G) and h, h′ ∈ V (H). If h = h′, then we are done, since C is solid-locating-dominating. If
h 6= h′, then the claim follows from the fact that I(D;x) contains a codeword in the layer Lh and I(D; y)
cannot contain that codeword (since x and y are non-codewords).
The proof of the lower bound is again similar — let D be a solid-locating-dominating code in G✷H
of cardinality γDLD(G✷H) and C be a set obtained from its first coordinates. Now let u ∈ V (G) and
v ∈ V (G) be non-codewords with respect to C. This implies that the vertices (u, h) and (v, h′) are non-
codewords with respect to D for all h, h′ ∈ H. Since D is solid-locating-dominating, we must have that
I(D; (u, h))\I(D; (v, h)) contains a codeword (c, h) ofD in the layerLh. Therefore, c ∈ I(C;u)\I(C; v)
in G and we are done.
Remark 32. Due to Corollary 15, for any complete graph Km, we have γ
SLD(Km) = m. Moreover, it
has been shown in [16] that γSLD(Km✷Kn) = m for m ≥ 2n. Therefore, the lower bound of Case (i) of
the previous theorem can be attained.
In what follows, we focus on the self-location-domination and solid-location-domination numbers in the
Cartesian product of paths Pn and P2. Using these results, we are able to show that the upper bounds in
Cases (i) and (ii) can be attained.
The Cartesian product of the paths Pn and P2 will be called the ladder (graph) of length n. Furthermore,
we use the following notation for the vertex sets of Pn and P2: V (Pn) = {v1, v2, v3, . . . vn} and V (P2) =
{1, 2}, and so the vertex set of the Cartesian product Pn✷P2 is V (Pn✷P2) = {(vi, j) : 1 ≤ i ≤ n, 1 ≤
j ≤ 2} (see Figure 4).
14 Ville Junnila, Tero Laihonen, Tuomo Lehtilä, Marı́a Luz Puertas
(v1; 1)
(v1; 2)
(v2; 1)
(v2; 2)
(v3; 1)
(v3; 2)
(vn; 1)
(vn; 2)
Fig. 4: The ladder Pn✷P2.
The following notation will be useful in this section. Let 1 ≤ r ≤ n be an integer. Now Pr✷P2 is the
subgraph of Pn✷P2 induced by the vertex set {(vi, j) : 1 ≤ i ≤ r, 1 ≤ j ≤ 2} (see Figure 5(a)), which is
a ladder of length r. On the other hand, for an integer 0 ≤ s ≤ n− 1, Pn−s✷P2 is the subgraph of Pn✷P2
induced by {(vi, j) : s+ 1 ≤ i ≤ n, 1 ≤ j ≤ 2} (see Figure 5(b)), which is a ladder of length n− s.
(v1; 1)
(v1; 2)
(v2; 1)
(v2; 2)
(vr; 1)
(vr; 2)
(a) Subgraph Pr✷P2.
(vs+1; 1)
(vs+1; 2)
(vs+2; 1)
(vs+2; 2)
(vn; 1)
(vn; 2)
(b) Subgraph Pn−s✷P2.
Fig. 5: Induced subgraphs in Pn✷P2.
We begin by computing the self-location-domination number of ladders. To this end, we will use the
relationship between self-locating-dominating codes and 2-dominating sets that we showed in Lemma 23.
It is known that γ2(Pn✷P2) = n (see [20, 23]) for n ≥ 2 and γ2(P1✷P2) = 2. In the next lemma, we
prove an additional property of optimal 2-dominating sets that will be useful to our purpose.
Lemma 33. Let n ≥ 2 be an integer and let C ⊆ V (Pn✷P2) be a 2-dominating set such that |C| = n.
Then we have {(v1, 1), (v1, 2)} * C.
Proof: There are exactly two 2-dominating sets in P2✷P2 with two vertices (see Figure 6(a)) and exactly
two 2-dominating sets in P3✷P2 with three vertices (see Figure 6(b)). Therefore, the statement is clearly
true for n = 2 and n = 3.
(v1; 1)
(v2; 2)
(v2; 1)
(v1; 2)
(a) 2-dominating sets with two ver-
tices in P2✷P2.
(v1; 1)
(v2; 2)
(v3; 1)
(v1; 2)
(v2; 1)
(v3; 2)
(b) 2-dominating sets with three vertices in
P3✷P2.
Fig. 6: Squared vertices are in the 2-dominating set.
We now proceed by induction on n. Assume the statement is true for k < n, n ≥ 4, and let C be a
2-dominating set of Pn✷P2 such that |C| = n. Suppose to the contrary that {(v1, 1), (v1, 2)} ⊆ C, then,
because C has n elements, there exists i ∈ {2, . . . , n} such that (vi, 1), (vi, 2) /∈ C. Note that i < n,
because C is 2-dominating. Now {(vi−1, 1), (vi−1, 2), (vi+1, 1), (vi+1, 2)} ⊆ C to keep the 2-domination.
Consider the induced subgraphs G1 = Pi−1✷P2 and G2 = Pn−i✷P2. It is clear that C ∩ V (G1) and
C ∩V (G2) are 2-dominating sets in G1 and G2, respectively. Moreover, they satisfy (vi−1, 1), (vi−1, 2) ∈
C ∩ V (G1) and (vi+1, 1), (vi+1, 2) ∈ C ∩ V (G2).
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Suppose that i − 1 ≥ 2 and n − i ≥ 2. By the inductive hypothesis |C ∩ V (G1)| ≥ (i − 1) + 1 = i
and |C ∩ V (G2)| ≥ (n − i) + 1. Therefore, |C| ≥ n + 1, which is a contradiction. Assume now
that i − 1 = 1 and n − i = n − 2. In this case |C ∩ V (G1)| = 2 and, by the inductive hypothesis,
|C∩V (G2)| ≥ (n−2)+1 = n−1. Again |C| ≥ n+1, a contradiction. The remaining case, i−1 = n−2
and n− i = 1, is similar to the previous one. Therefore, {(v1, 1), (v1, 2)} * C as desired.
This property gives that self-locating-dominating codes of ladders Pn✷P2 are non-optimal 2-dominating
sets for n ≥ 2.
Lemma 34. Let C be a self-locating-dominating code in Pn✷P2 with n ≥ 2. Then (v1, 1), (v1, 2),
(vn, 1), (vn, 2) ∈ C and |C| ≥ n+ 1.
Proof: By Lemma 23, C is a 2-dominating set in Pn✷P2. Hence, we have |C| ≥ n. Suppose that
(v1, 1) /∈ C. Now (v1, 2), (v2, 1) ∈ C and (v2, 2) ∈
⋂
c∈I((v1,1))
N [c], which is not possible for a self-
locating-dominating code. So (v1, 1) ∈ C and analogously (v1, 2), (vn, 1), (vn, 2) ∈ C. Using Lemma 33,
we obtain that |C| ≥ n+ 1.
We can now compute the exact self-location-domination numbers of ladders.
Theorem 35. Let n ≥ 2 be an integer. Then
γSLD(Pn✷P2) =
{
n+ 1 if n is odd;
n+ 2 if n is even.
Proof: If n = 2k + 1, k ≥ 1, then the set {(v2i+1, 1), (v2i+1, 2): 0 ≤ i ≤ k} (see Figure 7) is a self-
locating-dominating code with 2(k + 1) = n + 1 vertices. Thus, Lemma 34 gives γSLD(P2k+1✷P2) =
(2k + 1) + 1.
(v1; 1)
(v1; 2)
(v2; 1)
(v2; 2)
(v3; 1)
(v3; 2)
(v2k+1; 1)
(v2k+1; 2)
Fig. 7: Squared vertices form an optimal self-locating-dominating code in P2k+1P2.
Assume now that n = 2k, k ≥ 1. We will prove that γSLD(P2k✷P2) ≥ 2k + 2, by induction on k.
Clearly, γSLD(P2✷P2) = 4 (by the proof of Lemma 34). Assume that the statement is true for r < k,
k ≥ 2, and let C ⊆ V (P2k✷P2) be a self-locating-dominating code. Suppose that {(vi, 1), (vi, 2)}∩C 6= ∅
for every i ∈ {1, 2, . . . , 2k}. By Lemma 34, (v1, 1), (v1, 2), (v2k, 1), (v2k, 2) ∈ C. So |C| ≥ 2k + 2.
Suppose now that there exists i ∈ {2, . . . , 2k − 1} such that (vi, 1), (vi, 2) /∈ C. Since C is also a
2-dominating set, we obtain that {(vi−1, 1), (vi−1, 2), (vi+1, 1), (vi+1, 2)} ⊆ C. Consider the induced
subgraphs G1 = Pi−1✷P2 and G2 = P2k−i✷P2, with self-locating-dominating codes C ∩ V (G1) and
C ∩ V (G2), respectively. Note that (i− 1)+ (2k− i) is odd. Let us assume that i− 1 is odd and 2k− i is
even (the other case is analogous). For i− 1 odd, we know that |C ∩V (G1)| ≥ (i− 1)+1 (this holds also
for i = 2) and when 2k − i is an even number, by the inductive hypothesis, |C ∩ V (G2)| ≥ (2k − i) + 2.
This gives |C| ≥ 2k + 2.
Finally the set {(v2i+1, 1), (v2i+1, 2): 0 ≤ i ≤ k − 1} ∪ {(v2k, 1), (v2k, 2)} (see Figure 8) is a self-
locating-dominating code of P2k✷P2 with 2k + 2 vertices and therefore γ
SLD(P2k✷P2) = 2k + 2.
Remark 36. Recall that we have γSLD(Pn) = γ2(Pn) = ⌈(n+ 1)/2⌉ by Corollary 25. Notice then that,
whether n is even, with n = 2k, or odd, with n = 2k+1, we have shown that γSLD(Pn✷P2) = 2k+2 =
2(k + 1) = |V (P2)|γSLD(Pn). Therefore, the upper bound of Case (i) of Theorem 31 is attained for both
even and odd n.
We now focus on the solid-location-domination number of ladders.
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(v1; 1)
(v1; 2)
(v2; 1)
(v2; 2)
(v3; 1)
(v3; 2)
(v2k−1; 1)
(v2k−1; 2)
(v2k; 1)
(v2k; 2)
Fig. 8: Squared vertices form an optimal self-locating-dominating code in P2kP2.
Proposition 37. Let n ≥ 1 be an integer and C ⊆ V (Pn✷P2) be a solid-locating-dominating code. Then
|C| ≥ n.
Proof: The statement is clearly true for n = 1 and n = 2. Assume now that n ≥ 3 and the claim is true for
every k < n. Let C ⊆ V (Pn✷P2) be a solid-locating-dominating code and suppose to the contrary that
|C| < n. Then there exists i ∈ {1, 2, . . . , n} such that (vi, 1), (vi, 2) /∈ C.
(v1; 1)
(v1; 2)
(v2; 1)
(v2; 2)
(v3; 1)
(v3; 2)
(vn; 1)
(vn; 2)
P2P2 Pn−2P2
Fig. 9: Squared vertices are in C and white vertices are not in C.
Firstly suppose that (v1, 1), (v1, 2) /∈ C, then using the fact that C is a solid-locating-dominating code
we obtain that (v2, 1), (v2, 2), (v3, 1), (v3, 2) ∈ C. Consider the induced subgraphs G1 = P2✷P2 and
G2 = Pn−2✷P2. Clearly both C ∩ V (G1) and C ∩ V (G2) are solid-locating-dominating codes in G1 and
G2 respectively (see Figure 9). Moreover, |C∩V (G1)| = 2 and by the inductive hypothesis |C∩V (G2)| ≥
n− 2. Hence, we have |C| ≥ n (a contradiction). Therefore, we may assume that 1 < i and, with the same
reasoning, that i < n.
Assume now that (vi+1, 1), (vi+1, 2) /∈ C. Consequently, the vertices (vi−1, 1), (vi−1, 2), (vi+2, 1) and
(vi+2, 2) belong to C. Consider the induced subgraphs G1 = Pi✷P2 and G2 = Pn−i✷P2 with solid-
locating-dominating codes C ∩ V (G1) and C ∩ V (G2), respectively (see Figure 10(a)). By the inductive
hypothesis |C ∩ V (G1)| ≥ i and |C ∩ V (G2)| ≥ n − i, so |C| ≥ n, which is a contradiction. A similar
argument can be used if (vi−1, 1), (vi−1, 2) /∈ C.
(vi−1; 1)
(vi−1; 2)
(vi; 1)
(vi; 2)
(vi+1; 1)
(vi+1; 2)
PiP2 Pn−iP2
(a)
(vi−1; 1)
(vi−1; 2)
(vi; 1)
(vi; 2)
(vi+1; 1)
(vi+1; 2)
(vi+2; 1)
(vi+2; 2)
Pi−1P2
(b)
Fig. 10: Squared vertices are in C and white vertices are not in C.
Suppose that (vi+1, 1) /∈ C and (vi+1, 2) ∈ C. Clearly, i + 2 ≤ n and (vi+2, 1) ∈ C because other-
wise I((vi+1, 1)) ⊆ I((vi, 2)). Moreover, (vi+2, 2) ∈ C because otherwise I((vi+1, 1)) ⊆ I((vi+2, 2)).
Furthermore, (vi−1, 1) ∈ C since I((vi, 1)) 6= ∅ and (vi−1, 2) ∈ C as otherwise I((vi, 1)) ⊆ I((vi−1, 2)).
Hence, there are two pairs of codewords {(vi−1, 1), (vi−1, 2)} and {(vi+2, 1), (vi+2, 2)} such that the pair
of non-codewords {(vi, 1), (vi, 2)} is between them (see Figure 10(b)).
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We have stated that there cannot be a pair of non-codewords at the beginning or the end of the lad-
der. Furthermore, we may assume that there are no consecutive pairs of non-codewords and, if there
is a pair of non-codewords (vi, 1), (vi, 2), then there are two pairs of codewords {(vj , 1), (vj , 2)} and
{(vj′ , 1), (vj′ , 2)}, j < i < j′, such that if for some i′, j < i′ < j′, we have (vi′ , 1), (vi′ , 2) 6∈ C, then
i′ = i. Hence, the number of vertex pairs such that {(vj , 1), (vj , 2)} ⊆ C is greater or equal to the number
of vertex pairs (vi, 1), (vi, 2) 6∈ C and thus, we have |C| ≥ n.
We can finally determine the exact solid-location-domination numbers of all ladders.
Corollary 38. If n ≥ 1 is an integer, then γDLD(Pn✷P2) = n.
Proof: The set C = {(vi, 1): 1 ≤ i ≤ n} is a solid-locating-dominating code in Pn✷P2 with n elements
since I((vi, 2)) = {(vi, 1)}. So, γ
DLD(Pn✷P2) ≤ n. The reverse inequality comes from Proposition 37.
Remark 39. Recall that we have γDLD(Pn) = β(Pn) = ⌈n/2⌉ by Corollary 29. Notice that, if n is an
even number, then γDLD(Pn✷P2) = 2 ·
n
2 = |V (P2)|γ
DLD(Pn). Therefore, the upper bound shown in
Case (ii) of Theorem 31 is attained in this case.
5 Realization theorems
In this section, we consider location-domination, self-location-domination and solid-location-domination
numbers; in particular, we study what are the values the location-domination number can simultaneously
have with the self-location-domination or the solid-location-domination number in a graph. Similar types
of questions have been previously studied in [5] regarding various values such as domination number,
location-domination number and metric dimension. In the following theorem, we characterize which values
of location-domination and self-location-domination numbers can be simultaneously achieved in a graph.
Theorem 40. Let a and b be positive integers. Then there exists a graph G such that a = γLD(G) and
b = γSLD(G) if and only if we have
0 ≤ b− a ≤ 2a − 1.
Proof: We cannot have a > b since each self-locating-dominating code is also locating-dominating. We
also cannot have b > a + 2a − 1 since we can have at most a + 2a − 1 vertices in a graph with locating-
dominating code of cardinality a by [25]. Hence, b − a is in the claimed interval. Based on the difference
b − a, the proof divides into the following cases: (i) a = b, (ii) b − a = 1, (iii) a = 2 and b = 4 or b = 5,
(iv) 2 ≤ b− a ≤ 2a − 2 and a ≥ 3, and (v) the extremal case a ≥ 3 and b− a = 2a − 1.
(i) Let us first study the case a = b. We can now consider the discrete graph G, that is, the graph with
no edges, of order a and we have γSLD(G) = γLD(G).
(ii) Let us then study the case b = a+1. We can consider graph G of order b with one edge and we have
γSLD(G) = γLD(G) + 1.
(iii) Let us then study the case a = 2 and b = 4. We immediately notice that these numbers are realized
in the graph of Figure 11(a). The case a = 2 and b = 5 is given in the graph of Figure 11(b).
(a) γLD(G) = 2, γSLD(G) = 4. (b) γLD(G) = 2, γSLD(G) = 5.
Fig. 11: Black vertices are in an optimal locating-dominating code and squared vertices are in an optimal
self-locating-dominating code.
(iv) Let us then study the case 2 ≤ b − a ≤ 2a − 2 and a ≥ 3. There is an integer k ∈ Z such
that 2k−1 − 2 < b − a ≤ 2k − 2. Notice that 2 ≤ k ≤ a. Let us have K = {vi | 1 ≤ i ≤ k},
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K ′ = {vi | k + 1 ≤ i ≤ a}, P = {ui | 1 ≤ i ≤ b+ 1 − a} and V = K ∪K ′ ∪ P . We have |V | = b + 1.
Let us connect u1 to each vertex in V and each vertex ui, 2 ≤ i ≤ k + 1 to a single vertex vj , j = i − 1.
Indeed, the latter edges are possible since for any k ≥ 3 we have |P | ≥ 2k−1− 1+1 ≥ k+1 and if k = 2,
then b − a = 2 and |P | ≥ 3. Let us further connect each other vertex in P to some proper non-empty
subset of vertices in K in such a manner that no two vertices in P have the same neighbourhood in K .
This choice of non-identical neighbourhoods is possible since we have |P | ≤ 2|K| − 1 = 2k − 1. A graph
G with k = 4 and |V | = 16 is shown in the Figure 12.
Let us first consider self-location-domination in G. There are b forced codewords in a self-locating-
dominating code since we have N(v) ⊆ N [u1] for each v ∈ V . Hence, we have γSLD(G) ≥ b and
V \ {u1} is a self-locating-dominating code since I(u2) ∩ I(u3) = {u1} and thus, γ
SLD(G) = b.
Let us then consider location-domination in G. We can choose each vertex in K ∪ K ′ as a codeword
and have a locating-dominating code of size a. Let us show that γLD(G) ≥ a. We have N [uj+1] =
{u1, uj+1, vj} for each 1 ≤ j ≤ k. Hence, if vj and v′j in K are non-codewords, then at least two of
vertices uj+1, uj′+1 and u1 are codewords. Furthermore, by the same idea, if we have t non-codewords
in K , then there are at least t codewords in P . Hence, we have at least k codewords in K ∪ P . Since we
have N(vi) = {u1} for each vertex vi in K ′, we have at least |K ′| codewords in K ′ ∪{u1}. If u1 is a non-
codeword, then it is immediate that we have |K|+ |K ′| = a codewords in G. Hence, we may assume that
u1 is a codeword. If all the vertices vk+1, vk+2, . . . , va are codewords, then we are again immediately done.
Moreover, by the previous observations at most one of the vertices can be a non-codeword. Hence, we may
assume that there exists a unique non-codeword vy , y ≥ k + 1. Now we have I(vy) = {u1}. Therefore,
for any 1 ≤ j ≤ k at least one of vj and uj+1 is a codeword as otherwise I(uj+1) = {u1} = I(vy) (a
contradiction). Thus, there exist |K| = k codewords in K ∪ P \ {u1}. Hence, in all the cases, we have
γLD(G) ≥ a.
(v) Let us finally study the extremal case a ≥ 3 and b− a = 2a − 1. Let us consider graph G = (V,E).
Let us have K = {vi | 1 ≤ i ≤ a}, P = {ui | 1 ≤ i ≤ b− a} and V = K ∪ P . Let us connect
1. v1 to vi for each 2 ≤ i ≤ a
2. u1 to vi for each 1 ≤ i ≤ a
3. ui, 2 ≤ i ≤ a, to v1 and vi
4. ui, a + 1 ≤ i ≤ b − a, to some non-empty subset of vertices of K in such a manner that no two
vertices of P have the same neighbourhood in K . This is possible since |P | ≤ 2|K| − 1.
5. u1 to ui, 2 ≤ i ≤ b− a, if ui ∈ N(v1)
6. ui, 2 ≤ i ≤ a, to uj , a+ 1 ≤ j ≤ b− a, if uj ∈ N(vi).
Since we have 2a + a − 1 vertices in the graph, we have γLD(G) ≥ a. On the other hand, we can
choose K as an optimal locating-dominating code, since if u, u′ ∈ P , then N(u) ∩K 6= N(u′) ∩K and
|K| = a. In order to prove that γSLD(G) = b = |V |, we have to show that each vertex of the graph is a
forced codeword. By Theorem 9, it suffices to show that for each vertex v ∈ V there exists another vertex
v′ such that N(v) ⊆ N [v′]. Indeed, it is straightforward to verify that N [vi] = N [ui] for 1 ≤ i ≤ a and
N(ui) ⊆ N [u1] for a+ 1 ≤ i ≤ b− a. Thus, the claim follows.
In the following theorem, we proceed by characterizing which values of location-domination and solid-
location-domination numbers can be simultaneously achieved in a graph.
Theorem 41. Let a and b be positive integers. Then there exists a graph G such that a = γLD(G) and
b = γDLD(G) if and only if we have
0 ≤ b− a ≤ 2a − 1−
(
a
⌈
a
2
⌉
)
.
Proof: Let us have a locating-dominating code CLD of cardinality a in G = (V,E). Then all the |V | − a
non-codewords u ∈ V have different and non-empty sets I(CLD;u). Hence, we have |V | ≤ 2a − 1 + a.
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v1 v2 v3 v4
u1 u2 u3 u4 u5 u6 u7 u8 u9 u10
v5v6
Fig. 12: Graph G with k = 4, γLD(G) = 6 and γSLD(G) = 15. Squared vertices are codewords in an
optimal self-locating-dominating code and gray vertices are codewords in an optimal locating-dominating
code.
Denote R =
{
v ∈ V | |N [v] ∩ CLD| =
⌈
a
2
⌉
, v 6∈ CLD
}
. Clearly, 0 ≤ |R| ≤
(
a
⌈ a
2
⌉
)
and there are at most
2a−1+a−
(
a
⌈ a
2
⌉
)
vertices in V \R (as the I-sets of the non-codewords have to be non-empty and unique).
Denote then D = V \ R. Now for any distinct pair of vertices v, w ∈ R we have I(D; v) 6⊆ I(D;w)
because CLD ⊆ D and |I(CLD; v)| = |I(CLD;w)| = ⌈a/2⌉. Therefore, we have b = γDLD(G) ≤ |D| ≤
2a − 1 + a−
(
a
⌈a
2
⌉
)
. Thus, we obtain that b− a ≤ 2a − 1−
(
a
⌈a
2
⌉
)
.
Let us first consider the situation a = b and a graph G = (V,E). We notice that this is possible by
assuming that G is the star with a pendant vertices. Let us then assume that a < b and let us have k ∈ Z+
such that 2k−1−1−
( k−1
⌈ k−1
2
⌉
)
< b−a ≤ 2k−1−
(
k
⌈ k
2
⌉
)
. Since 2k−1−
(
k
⌈ k
2
⌉
)
is an increasing function on
k when k > 0 and it gains value 1 when k = 2, each value of difference b− a is linked to a unique value of
k. Since the function gives 0 when k = 1, we can assume that k ≥ 2. Let us have K = {vi | 1 ≤ i ≤ k},
K ′ = {vi | k + 1 ≤ i ≤ a}, P =
{
ui | 1 ≤ i ≤ b− a+
(
k
⌈ k
2
⌉
)
}
and V = K ∪ K ′ ∪ P . We have
|V | = b+
(
k
⌈ k
2
⌉
)
. Let us connect
1. vi to vj for each 1 ≤ i < j ≤ a forming the complete graph Ka,
2. u1 to vi for each 1 ≤ i ≤ a,
3. each ui, 2 ≤ i ≤
(
k
⌈k
2
⌉
)
+ 1, to
⌊
k
2
⌋
vertices in K in such a manner that all of these vertices have
different open neighbourhoods,
4. each ui,
(
k
⌈ k
2
⌉
)
+ 2 ≤ i ≤
(
k
⌈k
2
⌉
)
+ k + 1, to vertex vj with j = i−
(
k
⌈k
2
⌉
)
− 1 when k ≥ 4 (and no
vertices are connected if 2 ≤ k ≤ 3) and
5. each other vertex ui ∈ P to some non-empty subset of vertices in K in such a manner that no two
vertices of P have the same neighbourhood in K .
Denote the graph constructed above by G. Step 3 is possible since
(
k
⌈ k
2
⌉
)
=
(
k
⌊ k
2
⌋
)
and |P | ≥
(
k
⌈ k
2
⌉
)
+1.
Furthermore, because k ≥ 2, u1 has different neighbourhood in K (compared to the vertices of Step 3).
Step 4 is possible since
|P | ≥ 2k−1 − 1−
(
k − 1
⌈
k−1
2
⌉
)
+
(
k
⌈
k
2
⌉
)
+ 1 =
k−1
∑
i=0
(
k − 1
i
)
−
(
k − 1
⌈
k−1
2
⌉
)
+
(
k
⌈
k
2
⌉
)
≥
(
k
⌈
k
2
⌉
)
+ k + 1
when k ≥ 4. However, when k = 2 or k = 3, we have
⌊
k
2
⌋
= 1 and thus, by step 3, also in these cases for
each vertex v ∈ K there exists a vertex of P such that it has only v in its neighbourhood. Step 5 is possible
since we have |P | ≤ 2|K| − 1 = 2k − 1.
Let us first show that the location-domination number of G is equal to a. We can now choose K ∪K ′ as
a locating-dominating code of size a since each vertex in P has its open neighbourhood with a unique and
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non-empty intersection with K . Furthermore, each vertex in K ′∪{u1} has the same closed neighbourhood
and hence, we can have at most one non-codeword among them. Since each vertex vj ∈ K neighbours a
vertex ui such that N(ui) = {vj} for some j and i, we have vj or ui in the code and hence, we have at
least |K|+ |K ′| = a codewords. Thus, γLD(G) = a.
Let us then show that γDLD(G) = b. We can choose as our solid-locating-dominating code C the vertex
set containing all vertices except for ui for 2 ≤ i ≤
(
k
⌈ k
2
⌉
)
+ 1. We have |C| = b (as |V | = b +
(
k
⌈k/2⌉
)
)
and if v, v′ 6∈ C, then |N(v) ∩K| = |N(v′) ∩K| =
⌊
k
2
⌋
and N(v) ∩K 6= N(v′) ∩K and hence, C is a
solid-locating-dominating code. In order to show that γDLD(G) ≥ b, let X be a solid-locating-dominating
code in G. Observe that if a vertex vh ∈ K ′ ∪ K does not belong to X , then each vertex in P is in the
code since for ui ∈ P we have N(ui) ⊆ K
′ ∪ K ⊆ N [vh]. Moreover, since we have N [v
′] ⊆ N [v]
when v′ ∈ K ′ and v ∈ K ′ ∪ K , we can have at most one non-codeword in K ′ and only if there are no
non-codewords in K . Therefore, we may assume that K ∪ K ′ ⊆ X since otherwise we would have at
least |P |+ |K ′| = b +
(
k
⌈ k
2
⌉
)
− k ≥ b codewords because
(
k
⌈ k
2
⌉
)
≥ k. Furthermore, due to the Sperner’s
theorem and the independence of the set P , we can choose at most
(
k
⌈ k
2
⌉
)
vertices in P in such a manner
that none of their neighbourhoods is contained within another. This gives γDLD(G) ≥ b.
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Abstract
In 2013, Goddard and Wash studied identifying codes in the Hamming graphs
Knq . They stated, for instance, that γ
ID(Knq ) 6 q
n−1 for any q and n > 3. Moreover,
they conjectured that γID(K3q ) = q
2. In this article, we show that γID(K3q ) 6
q2 − q/4 when q is a power of four, which disproves the conjecture. Goddard and
Wash also gave the lower bound γID(K3q ) > q
2 − q√q. We improve this bound to
γID(K3q ) > q
2− 32q. Moreover, we improve the above mentioned bound γ
ID(Knq ) 6
qn−1 to γID(Knq ) 6 q
n−k for n = 3 q
k−1
q−1 and to γ
ID(Knq ) 6 3q
n−k for n = q
k−1
q−1 , when
q is a prime power. For these bounds, we utilize two classes of closely related codes,
namely, the self-identifying and the self-locating-dominating codes. In addition,
we show that the self-locating-dominating codes satisfy the result γSLD(K3q ) = q
2
related to the above conjecture.
Mathematics Subject Classifications: 94B05, 94B25, 94B65, 05B15, 05C69
Keywords: Hamming graph; identifying code; linear codes over finite fields; Latin square;
location-domination
1 Introduction
Sensor networks are systems consisting of sensors and links between them. As a monitor-
ing tool they may be used for example in surveillance or to oversee arrays of processors.
The basic idea is that a sensor is placed at some node of a network and then it monitors its
∗A shortened version [15] of the paper has been presented at the 10th International Colloquium on
Graph Theory and combinatorics, Lyon, 2018.
†Research supported by the University of Turku Graduate School (UTUGS) and the Vilho, Yrjö and
Kalle Väisälä Foundation.
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surroundings reporting on possible anomalies or irregularities. Based on these reports the
central unit will deduce the location of the anomaly. The goal is to minimize the number
of sensors in networks with certain structures. More on location in sensor networks can
be found in [7, 18, 23].
A simple, undirected and connected graph G = (V,E) is utilized to model the sensor
network. The set of vertices adjacent to a vertex v is called the open neighbourhood of v,
denoted by N(v), and the set N(v) ∪ {v} = N [v] is called the closed neighbourhood of v.
The vertices represent the possible locations of the sensors and the edge set determines
the surrounding area of a sensor. In other words, a sensor placed on vertex u monitors
locations N [u] for irregularities.
A nonempty subset C of a vertex set V of a graph is called a code and its elements
are called codewords. We define the identifying set or I-set of a vertex u as
I(u) = N [u] ∩ C
or if the code or graph is unclear we may use the notation I(C;u) or I(G,C;u). The
I-set can also be defined for a set of vertices. That is, for U ⊆ V , we define
I(U) =
⋃
v∈U
I(v).
In this paper, the code can be understood as the locations of the sensors within our
sensor network and the I-set of u as the set of sensors which oversee the location u.
The set of vertices C is called a dominating set if I(v) 6= ∅ for each vertex v ∈ V and
the minimum size of a dominating set in a graph G is called the domination number
γ(G). Hence, if sensors are placed at vertices which form a dominating set, then each
location is monitored by a sensor and an irregularity is always detected. However, if the
sensors report only that there is an irregularity within the area they monitor, then we
need stronger condition than just a dominating set for locating the irregularity. For this
purpose Karpovsky, Chakrabarty and Levitin defined identifying codes in [17]. More on
identifying codes can be found at [20] and for recent development, see [1],[8] and[12].
Definition 1. A code C ⊆ V is identifying in a graph G if C is a dominating set and
I(u) 6= I(v)
for each pair of distinct vertices u, v ∈ V . An identifying code C of minimum cardinality
in a finite graph G is called optimal and its cardinality is denote with γID(G).
The previous definition of identifying code is illustrated in the following example.
Example 2. Let us consider graph G of Figure 1a and the code C = {a, b, c}. We have
I(d) = {a}, I(e) = {b}, I(f) = {c}, I(a) = {a, b}, I(b) = {a, b, c} and I(c) = {b, c}.
Hence, each I-set is non-empty and unique and, therefore, the code C is an identifying
code. Moreover, there are no smaller identifying codes in G since using at most two
codewords we can form at most three different nonempty subsets of the code. Hence, C
is an optimal identifying code in G and γID(G) = 3.
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Notice that there are some possible problems with identifying codes if more than one
irregularity may occur in the sensor network. For instance, in the previous example, we
have I(b) = I({d, e, f}). Hence, if there were irregularities in the vertices d, e and f , then
we would mistakenly deduce that an irregularity is in the vertex b. Moreover, we would
not even notice that something went wrong. To overcome this problem, in [11], so called
self-identifying codes, which are able to locate one irregularity and detect multiple ones,
have been introduced. (Notice that in the original paper self-identifying codes are called
1+-identifying.) The formal definition of self-identifying codes is given as follows.
a
d
b c
e f
(a) Identifying code in
G.
a
d
b c
e f
(b) Self-identifying code
in G.
a
d
b c
e f
(c) Self-locating-
dominating code in
G.
Figure 1: Optimal identifying, self-identifying and self-locating-dominating codes in G.
Definition 3. A code C ⊆ V is called self-identifying in G if the code C is identifying in
G and for all u ∈ V and U ⊆ V such that |U | > 2 we have
I(C;u) 6= I(C;U).
A self-identifying code C in a finite graph G with the smallest cardinality is called optimal
and the number of codewords in an optimal self-identifying code is denoted by γSID(G).
In addition to [11], self-identifying codes have also been previously discussed in [13, 14].
In these papers, two useful characterizations have been presented for self-identifying codes.
These characterizations are presented in the following theorem.
Theorem 4 ([11, 13, 14]). Let C be a code in G. Then the following statements are
equivalent:
(i) The code C is self-identifying in G.
(ii) For all distinct u, v ∈ V , we have I(C;u) \ I(C; v) 6= ∅.
(iii) For all u ∈ V , we have I(C;u) 6= ∅ and⋂
c∈I(C;u)
N [c] = {u}.
The previous definition of self-identifying codes is illustrated in the following example.
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Example 5. Let G be the graph in Figure 1b and let C be a self-identifying code in
G. If we now have |I(a)| = 1, then
⋂
c∈I(a)N [c] 6= {a} contradicting the fact that C is
self-identifying due to Theorem 4(iii). Furthermore, if we have I(a) = {b, d}, then I(a) ⊆
I(e) which contradicts with Theorem 4(ii). Finally, if I(a) = {a, b} or I(a) = {a, d},
then respectively I(a) ⊆ I(b) or I(a) ⊆ I(d) (a contradiction). Hence, we must have
I(a) = {a, b, d} if C is self-identifying. Analogously, we get I(f) = {c, e, f}. Therefore,
C = V and, indeed, V is a self-identifying code in G.
For the situations when the sensor can distinguish whether the anomaly is in the
open neighbourhood of the sensor or in the location of the sensor itself, we have locating-
dominating codes which were introduced by Slater in [21, 24, 25] (for recent developments,
see [2] and [20]). More precisely, a code C ⊆ V is locating-dominating in G if the
identifying sets I(C;u) are nonempty and unique for all u ∈ V \ C. Inspired by self-
identifying codes, we may analogously define so called self-locating-dominating codes,
which have been introduced and motivated in [16].
Definition 6. A code C ⊆ V is self-locating-dominating in G if for each vertex u ∈ V \C
we have I(u) 6= ∅ and ⋂
c∈I(u)
N [c] = {u}.
A self-locating-dominating code C in a finite graph G with the smallest cardinality is
called optimal and the number of codewords in an optimal self-locating-dominating code
is denoted by γSLD(G).
In the following theorem, we show that self-locating-dominating codes have a charac-
terization analogous to the one of self-identifying codes. By comparing Definition 6 and
Theorem 7 to Theorem 4, we can see that they are almost the same except that only
non-codewords are considered in the context of self-location-domination.
Theorem 7 ([16]). A code C ⊆ V is self-locating-dominating in G if and only if for each
vertex u ∈ V \ C and v ∈ V (u 6= v) we have
I(u) \ I(v) 6= ∅.
The previous definition of self-locating-dominating codes is illustrated in the following
example.
Example 8. Let G be the graph in Figure 1c and let C be a self-locating-dominating
code in G. Necessarily, the vertex a belongs to C since otherwise
I(a) \ I(e) = ∅.
Similar reasoning also applies to the vertices c, d and f . Hence, we have {a, c, d, f} ⊆ C.
On the other hand, we have N [a]∩N [c] = {b} and N [d]∩N [f ] = {e}. Therefore, by the
definition, C = {a, c, d, f} is an optimal self-locating-dominating code in G.
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A graph is called a complete graph on q vertices, denoted by Kq, if each pair of
vertices of the graph is adjacent. The Cartesian product of two graphs G1 = (V1, E1) and
G2 = (V2, E2) is defined as G1G2 = (V1 × V2, E), where E is a set of edges such that
(u1, u2)(v1, v2) ∈ E if and only if u1 = v1 and u2v2 ∈ E2, or u2 = v2 and u1v1 ∈ E1. The
Cartesian product KqKq · · ·Kq of n copies of Kq is denoted by Knq .
Identifying codes have been extensively studied, for example, in the binary hypercubes
Kn2 (see the many articles listed in [20]), and [10, 22] for other Cartesian products. In
2008, Gravier, Moncel and Semri [5] investigated identification in K2q . Goddard and Wash
[4] studied identification in the more general case of Knq and they, in particular, gave a
conjecture for the cardinality of an optimal identifying code in K3q = KqKqKq.
Conjecture 9 ([4]). For all q > 1, γID(KqKqKq) = q2.
In [4], Goddard and Wash prove that γID(K3q ) 6 q
2 for all q > 1. Moreover, by an
exhaustive computer search, they show that γID(K3q ) = q
2 when q = 3. Furthermore,
they provide a lower bound stating that γID(K3q ) > q
2−q√q. Recall that the domination
number γ(K3q ) =
⌈
q2
2
⌉
(see [3]).
In this paper, we first show a one-to-one correspondence between Latin squares and
optimal self-locating-dominating codes in K3q in Section 2. Then based on this observation
we see that the bound q2 in Conjecture 9 holds for self-locating-dominating codes. In
Section 3, we show for identifying codes that γID(K3q ) 6 q
2 − q/4 when q is a power of
four. The approach is based on the recursive use of suitable Latin squares. This result
disproves the Conjecture 9. We also give constructions of identifying codes for values of q
other than the powers of four. After that we improve the lower bound of identifying codes
in K3q from q
2 − q√q to q2 − 3
2
q. Finally, in Section 5, we consider identifying codes in
Knq , n > 3. In [4], it has been shown that γ
ID(Knq ) 6 q
n−1. In Section 5, we significantly
improve this upper bound when q is a prime power using suitable linear codes over finite
fields as well as self-identifying codes and self-locating-dominating codes.
2 Self-location-domination in K3q
In this section, we examine self-locating-dominating codes in K3q . The vertices of the
graph are denoted by (x, y, z), where 1 6 x, y, z 6 q, i.e., the vertex set V = {(x, y, z) |
(x, y, z) ∈ Z3, 1 6 x, y, z 6 q}. Hence, K3q can be viewed as a cube in Z3 consisting of
coordinates (x, y, z). A pipe is defined as a set of vertices which fixes two of the three
coordinates. For example, the set {(1, 2, z) | 1 6 z 6 q} is a pipe in K3q . A pipe that fixes
y- and z-coordinates is called a row, a pipe fixing x- and z-coordinates is called a column
and a pipe fixing x- and y-coordinates is called a tower. Two vertices are neighbours in
K3q if and only if they belong to the same pipe. Hence, we have |N(v)| = 3q − 2.
We can represent a code in KqKmKl by taking a two dimensional q × m grid
and placing the z-coordinates of the codewords to the positions with their x- and y-
coordinates. The tower (1, 1, z) is considered to be at the top left corner. Some codes and
their representations are illustrated in Example 17. Moreover, as we will see in Theorem
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12, this representation of K3q has connection to q × q Latin square, which is a q × q array
filled with numbers from 1 to q in such a way that each number occurs exactly once in
each row or column.
Lemma 10. Let C be a code in K3q and v be a vertex of K
3
q .
(i) If a vertex v has two codewords in its I-set and they do not locate within a single
pipe, then there is exactly one other vertex which has those two codewords in its
I-set.
(ii) The I-set I(v) is not a subset of any other I-set if and only if there are at least three
codewords in I(v) and they do not locate within a single pipe.
Proof. Let C be a code in K3q . (i) Let us have I(u) = {c1, c2}, where u = (x, y, z), c1 =
(x1, y1, z1) and c2 = (x2, y2, z2). Since c1 and c2 do not belong to the same pipe, we can
without loss of generality assume that x1 6= x2, y1 6= y2, x = x1, y = y2 and z = z1 = z2.
Now we have N [c1] ∩N [c2] = {u, (x2, y1, z)}.
(ii) Let us first show that if we have less than three codewords in I(u) or the codewords
locate within a single pipe, then I(u) is a subset of another I-set. Let us have I(u) = {c1}
and v ∈ N(c1). Then I(u) ⊆ I(v). If we have |I(u)| = 2 and the codewords do not locate
within the same pipe, then the case is the same as in (i). If we have I(u) = {c1, . . . , cn}
and I(u) ⊆ P for some pipe P , then I(u) ⊆ P ⊆ I(c1). Let us then assume that
{c1, c2, c3} ∈ I(u), c1, c2 do not belong to the same pipe and N [c1] ∩ N [c2] = {w, u}.
Hence, u and w do not belong to the same pipe and by (i) we have N [w]∩N [u] = {c1, c2}.
Therefore, c3 6∈ I(w) and I(u) is not a subset of any other I-set.
In the following two theorems we show that the bound q2 in Conjecture 9 is true for
self-locating-dominating codes.
Theorem 11. We have
γSLD(K3q ) > q
2.
Proof. Let C be a self-locating-dominating code in K3q . By Lemma 10, each non-codeword
has to have at least three codewords in its I-set and each codeword has at least one
codeword in its I-set. Hence, by double counting pairs (c, x) where c ∈ C and x ∈ N [c],
we get
(3q − 2)|C| > 3(q3 − |C|) + |C| ⇐⇒ |C| > q2.
In the following theorem, we show with the aid of Lemma 10 that each optimal self-
locating-dominating code in K3q can be represented as a Latin square (and vice versa).
Theorem 12. There is a one-to-one correspondence between optimal self-locating-dom-
inating codes in K3q and q × q Latin squares.
Proof. Let L be a q × q Latin square. Consider the Latin square L as a code C in K3q
as in if there is the value z in array slot (x, y), then (x, y, z) ∈ C. It is immediate that
|C| = q2 as L is a Latin square. Observe that now each non-codeword is covered by exactly
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three codewords not belonging to a same pipe since there is exactly one codeword in each
tower, column and row intersecting with the non-codeword. Hence, by Lemma 10(ii), C
is a self-locating-dominating code and we have γSLD(K3q ) = q
2 due to Theorem 11.
Let C be an optimal self-locating-dominating code of cardinality q2 in K3q . By Lemma
10, each non-codeword is covered by at least three codewords and each codeword is covered
by at least one codeword. Hence, by double counting pairs (x, c) where c ∈ C and c ∈ N [x]
we get the inequality
3q3 − 2q2 = (3q − 2)|C| > |C|+ 3|V (K3q ) \ C| = 3q3 − 2q2
and since both sides are equal, each codeword is covered by exactly one codeword (itself)
and each non-codeword is covered by exactly three codewords. If there is a tower without
codewords, then some tower has two codewords and there is a codeword which is covered
by two codewords (a contradiction). So, there is exactly one codeword in each tower.
Similarly, we may also show that there is exactly one codeword in each row and column.
If we now represent this code using a q × q grid, we get a Latin square, since there is a
number from 1 to q in each box of the Latin square and the same number never occurs
twice in the same row or column.
Corollary 13. We have
γSLD(K3q ) = q
2.
3 Constructions for identification in K3q
In this section, we consider identification in K3q and present a bound γ
ID(K3q ) 6 q
2− q/4
when q is a power of four, giving an infinite family of counterexamples to Conjecture 9.
First we give a construction for an identifying code in K34 with cardinality 15 and then we
use that identifying code and suitable Latin squares to recursively construct the infinite
family.
Goddard and Wash [4] have shown the following results.
Theorem 14 ([4]). For m > 2l and l > 2q, we have
γID(KqKlKm) = q(m− 1).
Moreover, for the complete graphs of equal order, we have
q2 − q√q 6 γID(K3q ) 6 q2.
Due to the recursive nature of our construction we first define an operation which
combines two codes in K3q and K
3
m into a code in K
3
qm.
Definition 15. Let C1 ⊆ {(x, y, z) | 1 6 x, y, z 6 q} and C2 ⊆ {(x, y, z) | 1 6 x, y, z 6
m} be codes in K3q and K3m respectively. Define Ext(C1, C2) = {(x, y, z, a, b, c) | (x, y, z) ∈
C1, (a, b, c) ∈ C2}, which is the Cartesian product of the sets C1 and C2.
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The sextuple produced by Ext(C1, C2) (and also other sextuples) can be interpreted
in the following way.
Observation 16. We can interpret each vertex (v, u, w) ∈ K3qm = {(x′, y′, z′) | 1 6
x′, y′, z′ 6 qm} as (x, y, z, a, b, c) where 1 6 x, y, z 6 q and 1 6 a, b, c 6 m by having
v = x + q(a − 1), u = y + q(b − 1) and w = z + q(c − 1). In other words, Ext(C1, C2)
can be interpreted as a code in K3qm. Furthermore, since each pipe fixes two out of three
coordinates in a triple, a pipe fixes four out of six coordinates in a sextuple.
Example 17. Let C1 = {(1, 1, 1), (2, 2, 2)} and C2 = {(1, 3, 1), (2, 2, 2), (3, 1, 3)} be codes
in K32 and K
3
3 , respectively (see Figures 2 and 3). Recall that the vertex (1, 1, z) is
represented by the top left box and the z coordinate corresponds to the number in
that box. Then we have Ext(C1, C2) = {(1, 1, 1, 1, 3, 1), (1, 1, 1, 2, 2, 2), (1, 1, 1, 3, 1, 3),
(2, 2, 2, 1, 3, 1), (2, 2, 2, 2, 2, 2), (2, 2, 2, 3, 1, 3)}. Furthermore, we can consider this as a
code in K36 as seen in Figure 4.
1
2
Figure 2: Code C1 in
K32 .
3
2
1
Figure 3: Code C2 in
K33 .
5
6
3
4
1
2
Figure 4: Code
Ext(C1, C2)
in K36 .
Goddard and Wash [4] give the following construction for identifying codes of cardi-
nality q2 in the graph K3q .
Lemma 18. The code Cq = {(a, b, c) | a + b + c ≡ 0 (mod q)} is identifying in K3q with
the additional property that each pipe in K3q has exactly one codeword.
Proof. The code Cq is shown to be identifying in [4]. Furthermore, there is exactly one
codeword in each pipe since if we fix two of the three coordinates, then for exactly one
value of the third coordinate the equation a+ b+ c ≡ 0 (mod q) is satisfied.
By presenting the previous construction in a grid, we can consider it as a Latin square
and hence, we can get the properties mentioned in the previous lemma also in that way.
The identifying code in K34 of the following theorem is of cardinality 15. The code is
presented in Figure 5.
Theorem 19. The code C1 = {(2, 1, 3), (2, 1, 4), (3, 1, 1), (4, 1, 2), (1, 2, 2), (1, 2, 4),
(2, 2, 4), (3, 2, 2), (1, 3, 1), (2, 3, 2), (3, 3, 3), (4, 3, 3), (2, 4, 4), (4, 4, 1), (4, 4, 3)} is iden-
tifying in K34 .
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3, 4 1 2
2, 4 4 2
1 2 3 3
4 1, 3
Figure 5: Identifying
code C1 in K34 .
3 4 2
4 1 3
2 4 1
3 1 2
Figure 6: Identifying
code CL in
K34 [V (K
3
4) \Di].
1 3 4 2
4 2 1 3
2 4 3 1
3 1 2 4
Figure 7: Code Ct where
bolded numbers represent
cubes with the code Ct−1
and other numbers
represent cubes with the
code C4t−1 .
Proof. By examining Table 1 in the appendix, we notice that each I-set is nonempty and
unique.
In what follows, we call the set Di = {(j, j, j) | 1 6 j 6 4} as the diagonal. We also
need another code, CL, to produce the infinite family of codes of the desired cardinality.
The code is presented in Figure 6 for the graph K34 [V (K
3
4) \ Di], that is, for the graph
K34 with its diagonal vertices Di deleted. Note that the empty squares of the array of
Figure 6 is easy to fill in such a way that a Latin square is obtained.
Lemma 20. The code CL = {(2, 1, 3), (3, 1, 4), (4, 1, 2), (1, 2, 4), (3, 2, 1), (4, 2, 3), (1, 3, 2),
(2, 3, 4), (4, 3, 1), (1, 4, 3), (2, 4, 1), (3, 4, 2)} is identifying in K34 [V (K34)\Di] and for each
codeword c ∈ CL we have I(c) = {c}.
Proof. By examining Table 2 in the appendix, we notice that each I-set is nonempty
and unique. Furthermore, by checking the highlighted vertices we notice that we have
I(c) = {c} for each codeword c ∈ CL.
With the help of the codes Cq, CL, C
1 and Di, we can construct a family of identifying
codes of cardinality q2 − q
4
in K3q for q = 4
t, t ∈ Z and t > 0 as described in the following
theorem.
Theorem 21. The code Ct = Ext(Cq/4, CL) ∪ Ext(Ct−1, Di) is identifying in K3q , where
q = 4t and t > 2, of cardinality q2 − q
4
.
Proof. Let Ct be a code recursively defined as Ct = Ext(Cq/4, CL) ∪ Ext(Ct−1, Di). In
other words, the code Ct can be intuitively interpreted as follows. The cube K3q can
be considered as K34 where each vertex is replaced with a subcube K
3
q/4. More precisely,
the last three digits of the sextuple notation give the vertex which has been replaced
with a Kq/4 subcube and the first three coordinates give the location within the subcube.
Furthermore, the code Ct can be considered as a union of codes Cq/4 placed into the
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3, 4 1 2 10 9 12 11 14 13 16 15 6 5 8 7
2, 4 4 2 9 12 11 10 13 16 15 14 5 8 7 6
1 2 3 3 12 11 10 9 16 15 14 13 8 7 6 5
4 1, 3 11 10 9 12 15 14 13 16 7 6 5 8
14 13 16 15 7, 8 5 6 2 1 4 3 10 9 12 11
13 16 15 14 6, 8 8 6 1 4 3 2 9 12 11 10
16 15 14 13 5 6 7 7 4 3 2 1 12 11 10 9
15 14 13 16 8 5, 7 3 2 1 4 11 10 9 12
6 5 8 7 14 13 16 15 11, 12 9 10 2 1 4 3
5 8 7 6 13 16 15 14 10, 12 12 10 1 4 3 2
8 7 6 5 16 15 14 13 9 10 11 11 4 3 2 1
7 6 5 8 15 14 13 16 12 9, 11 3 2 1 4
10 9 12 11 2 1 4 3 6 5 8 7 15, 16 13 14
9 12 11 10 1 4 3 2 5 8 7 6 14, 16 16 14
12 11 10 9 4 3 2 1 8 7 6 5 13 14 15 15
11 10 9 12 3 2 1 4 7 6 5 8 16 13, 15
Figure 8: An identifying code of size 162 − 4 in K316.
subcubes given by the code CL and codes C
t−1 placed into the subcubes given by the
code Di (see Figure 7). Furthermore, the code C2 is illustrated in Figure 8.
Since codes CL and Di are separate in the graph K
3
4 and |C1| = 42 − 44 , we can use
induction on the cardinality |Ct| and thus, have
|Ct| = |CL| · |Cq/4|+ |Di| · |Ct−1| = 12 ·
(q
4
)2
+ 4|Ct−1| = q2 − q
4
.
The basic idea of the code Ct is that codes CL and Di identify the three latter coordi-
nates of the sextuple (x, y, z, a, b, c) and the codes Cq/4 and C
t−1 identify the first three
coordinates. When t = 2, C1 is an identifying code in K34 (by Theorem 19). Let us now
make an induction hypothesis that Ct−1 is an identifying code in K3q/4 for t > 2.
Let us first show that if for v = (x, y, z, a, b, c) and w = (x′, y′, z′, a′, b′, c′) we have
(a, b, c) 6= (a′, b′, c′), then I(Ct; v) 6= I(Ct;w). Let us assume first that (a, b, c), (a′, b′, c′) 6∈
Di. First notice that by Lemma 18 each pipe which goes through a subcube with the
code Cq/4 intersects with exactly one codeword. Hence, if c = (x
′′, y′′, z′′, a′′, b′′, c′′) ∈
I(Ct; v) and c 6∈ Ext(Ct−1, Di), then (a′′, b′′, c′′) ∈ CL. Thus, if I(Ct; v) = I(Ct;w), then
I(CL; (a, b, c)) = I(CL; (a
′, b′, c′)) which is not possible since CL is an identifying code.
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Moreover, if (a, b, c) ∈ Di, then I(Ct; v) ⊆ Ext(Ct−1, {(a, b, c)}) since N [Di]∩CL = ∅ by
Table 18 and K34 [Di] is a discrete graph.
We now divide the proof into cases based on the location of v = (x, y, z, a, b, c). Let us
consider the case where v is such that (a, b, c) ∈ CL. Moreover, let w = (x′, y′, z′, a′, b′, c′)
and let us assume that I(Ct; v) = I(Ct;w). By the previous deduction, we have (a, b, c) =
(a′, b′, c′). Moreover, I(Cq/4; (x, y, z)) = I(Cq/4; (x
′, y′, z′)) since I(Ct; v) = I(Ct;w) and
(a, b, c) = (a′, b′, c′). Since Cq/4 is an identifying code, we have (x, y, z) = (x
′, y′, z′) and
hence, v = w.
Let us then consider the case where (a, b, c) /∈ CL∪Di. We have |I(Ext(Cq/4, CL); v)| >
2 since only codewords have one codeword in their I-sets in CL. If |I(Ext(Cq/4, CL); v)| >
3, then everything is clear due to Lemma 10(ii) since in the codes Cq/4 and CL there are
no pipes with multiple codewords. Hence, we may assume that |I(Ext(Cq/4, CL); v)| = 2.
Recall that no pipe in K3q has two codewords which are in Ext(Cq/4, CL) and by Lemma
10(i) there is exactly one vertex w such that I(Ext(Cq/4, CL); v) ⊆ I(Ext(Cq/4, CL);w).
We may assume that the codewords in I(Ext(Cq/4, CL); v) locate in the subcubes which
are placed at coordinates (a′, b, c) and (a, b′, c). However, now w locates in the subcube
at coordinates (a′, b′, c) which is not possible.
Finally, we have the case (a, b, c) ∈ Di. We immediately notice that if c ∈ I(Ct; v),
then c is of the form (x′, y′, z′, a, b, c) ∈ Ext(Ct−1, Di). Furthermore, the code Ct−1 is an
identifying code in K3q/4 and hence, the vertices within the same diagonal subcube have
different I-sets than v and thus, the I-set of v is unique.
So far, we have given constructions for identifying codes in K3q with q = 4
t. However,
we can further use these codes to construct new identifying codes for other values of q.
For this purpose, we use Latin squares and Evans’ Theorem.
Theorem 22 (Evans’ Theorem [6]). Any q× q Latin square can be extended into an r× r
Latin square if r > 2q.
3, 4 1 2 9 5 6 7 8
2, 4 4 2 5 6 7 8 9
1 2 3 3 6 7 8 9 5
4 1, 3 7 8 9 5 6
9 5 6 7 8 4 3 2 1
8 9 5 6 4 3 2 1 7
7 8 9 5 3 2 1 6 4
6 7 8 9 2 1 5 4 3
5 6 7 8 1 9 4 3 2
Figure 9: Identifying code of size 80 in K39 .
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Theorem 23. Let C be an identifying code in K3q of cardinality m. If r > 2q, then we
have an identifying code in K3r of cardinality r
2 − q2 +m.
Proof. Let C be an identifying code in K3q of cardinality m and r > 2q. Let us consider
a q × q Latin square L′ with values from 1 to q. According to Theorem 22, we can
extend the Latin square L′ into an r × r Latin square L. Let us assume that the Latin
square L′ locates in the coordinates (x, y, z), where x, y, z 6 q. Moreover, we use notation
(x, y, z) ∈ L if there is value z at the location (x, y) in the Latin square. Let us have
C ′ = C ∪ {(x, y, z) | max{x, y} > q + 1 and (x, y, z) ∈ L} .
The code C ′ is illustrated in Figure 9 when q = 4, r = 9 and the original code C = C1.
We have |C ′| = r2 + m − q2. Moreover, we have the following two observations on the
structure of the code.
Observation 1: Each pipe P with at least one of the two fixed coordinates greater than
q, has exactly one codeword in it. Indeed, since P is a pipe with at least one fixed
coordinate greater than q, it does not intersect with L′ and hence, it does intersect
with L \ L′. Note that since L is a Latin square, each pipe intersects with exactly
one vertex in L.
Observation 2: Vertex (x, y, z) does not belong to C ′ if exactly one of the three coor-
dinates is greater than q. Indeed, if a vertex (x, y, z) with exactly one coordinate
greater than q is a codeword, then the pipe which intersects with (x, y, z) and L′
(there is such a pipe) contradicts against the structure of the Latin square L.
Let us show that C ′ is an identifying code by dividing the proof into cases based on
the location of the vertex v = (x, y, z) ∈ V (K3q ) and whether v is a codeword or not. Let
us first consider the case where at least two of the coordinates (x, y, z) of the vertex v are
greater than q and v is a non-codeword. Hence, there is exactly one codeword in each
pipe intersecting with v by Observation 1, |I(v)| = 3 and the codewords in I(v) do not
locate within a single pipe. Therefore, v is now uniquely identified by Lemma 10.
Let us then consider the case where exactly one of the coordinates (x, y, z) is greater
than q. Now v is a non-codeword by Observation 2. We have |I(v)| > 2 since two of the
pipes going through v fix the coordinate which is greater than q. Hence, if |I(v)| > 2,
then the I-set is unique. On the other hand, if |I(v)| = 2, then there is another vertex
w which has those two codewords in its I-set. Now, if I(v) = {c, c′}, then exactly one
coordinate of c is less than q + 1 and the same is true for c′ due to Observation 2 and
since the codewords in I(v) locate in the pipes with a fixed coordinate greater than q.
Thus, it is straightforward to verify that each coordinate of w is greater than q. Hence,
|I(w)| > 3 and I(v) is unique.
Let us then consider the case where at least two of the coordinates (x, y, z) are greater
than q and v is a codeword. We have I(v) = {v} and each neighbour of v has at least
two codewords in its I-set as we have seen in the two previous cases.
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Finally, we have the case x, y, z 6 q. Now the vertex v is identified by the code C
since C is an identifying code, each vertex with a coordinate greater than q has codewords
in its I-set which do not belong to C by the previous considerations and I(v) ⊆ C by
Observation 2.
By considering the identifying code Ct and Theorem 23, we get the following corollary
which gives an identifying code in K3q for all q > 8 of cardinality less than q
2.
Corollary 24. If 2 · 4t 6 q 6 2 · 4t+1 − 1, then we have
γID(K3q ) 6 q
2 − 4t−1.
4 Lower bound for identification in K3q
With our construction and the lower bound of Goddard and Wash, we now know that
q2 − q√q 6 γID(K3q ) 6 q2 −
q
4
when q = 4t, t ∈ Z, t > 0. In this section, we improve the
lower bound to γID(K3q ) > q
2 − 3
2
q. The standard techniques for obtaining lower bounds
for identifying codes in graphs are based on the covering properties of balls or symmetric
differences (see [20]). For K3q these methods are not powerful enough, so we provide a
new approach, which builds on the method of Goddard and Wash [4].
Definition 25. Let C be a code in K3q and let i be an integer such that 1 6 i 6 q.
Define an xi-layer of the graph K
3
q , denoted by D
1
i , as the set of vertices which fixes the
coordinate x = i, i.e., D1i = {(i, y, z) | 1 6 y, z 6 q}. Analogously, we define a yi-layer D2i
and a zi-layer D
3
i . Let j be an integer such that 1 6 j 6 3. Define then X
j
i = {v ∈ D
j
i |
I(C; v) ∩ Dji = ∅} and Y
j
i = {v ∈ D
j
i | I(C; v) ∩ D
j
i = {v}}. Furthermore, we use the
following notation: Xj =
⋃q
i=1X
j
i , Y
j =
⋃q
i=1 Y
j
i and X =
⋃3
j=1X
j, Y =
⋃3
j=1 Y
j and
Cji = C ∩D
j
i . A codeword which does not belong to Y is called a corner, and a fellow is
a codeword belonging to Y such that it has another codeword in its open neighbourhood.
Lemma 26. Let C be an identifying code in K3q . For a pipe P , the following statements
hold:
(i) The pipe P does not contain multiple fellows.
(ii) The pipe P does not contain a corner, a fellow and a vertex v ∈ X.
(iii) The pipe P does not contain a codeword and vertices v, v′ ∈ X.
Proof. (i) Let c and c′ be fellows in P . Therefore, as c′ ∈ I(c) and c ∈ I(c′), we have
a contradiction; I(c) = I(c′). (ii) Let c be a corner, c′ a fellow and v a vertex of X in
P . Hence, since c ∈ I(c′) and c ∈ I(v), we have I(c′) ⊆ P and I(v) ⊆ P . This implies
that I(c) = I(v). (iii) Let c be a codeword and v, v′ ∈ X in P . Similarly, we again have
I(v) ⊆ P and I(v′) ⊆ P and, thus, I(v) = I(v′).
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We can show that for each vertex x ∈ X, there is a corner that is linked to the vertex
x. Later, in the proof of Lemma 29, we show that each corner is linked to at most three
vertices of X.
Lemma 27. Let C be an identifying code in K3q . If x ∈ X, then there exists a codeword
c ∈ I(x) such that c is a corner or a fellow with a corner in I(c).
Proof. Let C be an identifying code in K3q and let x ∈ X. Since C is an identifying code,
we have I(x) 6= ∅. Let us say that c ∈ I(x). We can assume that c is not a corner since
otherwise we are immediately done. Furthermore, if I(c) = {c}, then I(c) = I(x). We
can now assume that there exists another codeword c′ ∈ I(c) (c′ 6= c). Now since c ∈ Y
and |I(c)| > 2, c is a fellow. Moreover, by Lemma 26(i), c′ is not a fellow and therefore it
is not in Y . Thus, c′ is a corner.
Definition 28. Let C be an identifying code in K3q and c ∈ C be a corner. If there are
two codewords c′, c′′ ∈ I(c) ∩Dji which do not belong to the same pipe, then we say that
c is a corner of the layer Dji . Furthermore, we denote by k
j
i the total number of corners
of the layer Dji .
We have shown that there is a corner for each vertex in X. We will further show that
each corner can be associated to at most three vertices of X.
Lemma 29. Let C be an identifying code in K3q . Then we have
|X| 6 3
3∑
j=1
q∑
i=1
kji .
Proof. Let c ∈ C be a corner. By Lemma 26, we have in total at most three fellows
and vertices of X in N [c]. Moreover, if c′ is a fellow, then |N(c′) ∩ X| 6 1 since if
v, v′ ∈ N(c′) ∩ X, then I(v) = I(v′). Hence, for each corner c there are at most three
vertices in X such that they are in the neighbourhood of c or in the neighbourhood of a
fellow c′ ∈ I(c).
With the aid of Lemma 27, we notice that for each vertex x ∈ X there exists in
N(x) a corner or a fellow with a corner in its neighbourhood. Thus, we have |X| 6
3 |{c | c is a corner}|. Moreover, each corner is counted in the sum
∑3
j=1
∑q
i=1 k
j
i and
hence, we have |X| 6 3
∑3
j=1
∑q
i=1 k
j
i .
To approximate the cardinality of each Xji , we need the domination number of KqKq.
Later, this result is used to approximate the number of vertices of X in a layer. The
following lemma is Exercise 1.12 in [9].
Lemma 30 ([9]). For each positive integer q, we have
γ(KqKq) = q.
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Definition 31. Let C be a code in K3q and M
j
i ⊆ D
j
i be a minimum dominating set of
Dji such that C
j
i ⊆ M
j
i . Then we denote f
j
i = |M
j
i | − q. Note that q is the domination
number of KqKq. Let us further denote a
j
i = q − |C
j
i |.
Note that we need q + f ji codewords to dominate the layer D
j
i . Hence, value f
j
i can
be understood as a measurement of how much the structure of the code within a layer
increases the cardinality of Xji . Indeed, observe that if a non-codeword in the layer D
j
i
is not dominated by Cji , then it belongs to X
j
i and there is a row and a column within
the layer Dji without codewords. Moreover, observe that we have only q − a
j
i codewords
in the layer Dji . Hence, there are at least q + f
j
i − (q − a
j
i ) = f
j
i + a
j
i rows and columns
which do not have a codeword when f ji + a
j
i > 0. Thus, we have |X
j
i | > (a
j
i + f
j
i )
2. The
previous observations are illustrated in Figure 10. Furthermore, the number of corners in
a layer is connected with f ji as explained in the following lemma.
Lemma 32. Let C be an identifying code in K3q . Then 2f
j
i > k
j
i for each i and j.
Proof. Let C be an identifying code in K3q , and consider a layer D
j
i for some 1 6 i 6 q
and 1 6 j 6 3. Since the vertices of Dji can be viewed as a graph K
2
q , we can consider
pipes locating within it as rows and columns. There are q rows and q columns in Dji
and a subset of Dji is dominating if and only if it intersects with all rows or all columns.
Indeed, if there are a row R and a column S which do not contain any codewords, then
the vertex in their intersection is not dominated. Let us now assume that Cji intersects
with n rows and h columns (n > h) and that M ji is a minimal dominating set of D
j
i such
that Cji ⊆M
j
i .
We have |M ji | = |C
j
i |+ (q − n) since C
j
i dominates n out of q rows and n > h. Thus,
we have
f ji = |M
j
i | − q = |C
j
i | − n.
If we have one or two corners of the layer Dji in a row, then that row has at least two
codewords in it and deleting a corner still preserves at least one codeword in that row.
If a row has m > 3 corners in it, then it has at least m codewords and hence, deleting
m − 1 corners still maintains a codeword in the row. Therefore, we may delete at least
half of the corners in such a way that there still are codewords in n rows. Hence, we have
n 6 |Cji | − 12k
j
i and thus, we have
f ji >
1
2
kji .
From Lemmas 29 and 32 we get following corollary.
Corollary 33. If C is an identifying code in K3q , then we have
|X| 6 6
3∑
j=1
q∑
i=1
f ji .
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×
×
◦ ×
×
×
◦ ◦
×
}aji
}f jiXji
Figure 10: A code within a layer of K312 with 3 corners marked by ◦, 7 other codewords
marked by ×, f = 2 and |X| = 20.
Now we can prove the new lower bound for γID(K3q ). The proof is based on the idea
that each vertex in X requires corners, corners increase the values f ji and the values f
j
i
increase the cardinality of X. Figure 10 shows how corners and the number of codewords
affect the size of X.
Theorem 34. We have
γID(K3q ) > q
2 − 3
2
q.
Proof. Let C be an identifying code in K3q of an optimal size γ
ID(K3q ). We have,
|C| = 1
3
3∑
j=1
q∑
i=1
|Cji | =
1
3
3∑
j=1
q∑
i=1
(q − aji ) = q2 −
1
3
3∑
j=1
q∑
i=1
aji . (1)
Since there exists an identifying code with size q2 by [4], we have 1
3
∑3
j=1
∑q
i=1 a
j
i > 0.
Let M ji be a minimum dominating set in D
j
i such that C
j
i ⊆M
j
i . Notice that f
j
i > 0 and
aji can be negative but a
j
i > −f
j
i since f
j
i = |M
j
i | − q > |C
j
i | − q = −a
j
i . Hence, we have
f ji + a
j
i > 0.
Now we can give an approximation for X:
|X| >
3∑
j=1
q∑
i=1
(aji + f
j
i )
2. (2)
We can do this approximation since there are at least |M ji |−|C
j
i | rows and columns without
codewords in Dji . Hence, we have |X
j
i | >
(
|M ji | − |C
j
i |
)2
=
(
(q + f ji )− (q − a
j
i )
)2
=(
f ji + a
j
i
)2
. Furthermore, by Corollary 33, we have
6
3∑
j=1
q∑
i=1
f ji > |X| >
3∑
j=1
q∑
i=1
(aji + f
j
i )
2. (3)
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Now we can give a lower bound for |C|:
|C| (1)= q2 − 1
3
3∑
j=1
q∑
i=1
aji
= q2 − 1
3
(
3∑
j=1
q∑
i=1
aji +
3∑
j=1
q∑
i=1
f ji −
3∑
j=1
q∑
i=1
f ji
)
= q2 − 1
3
(
3∑
j=1
q∑
i=1
(
aji + f
j
i
)
−
3∑
j=1
q∑
i=1
f ji
)
(3)
> q2 − 1
3
(
3∑
j=1
q∑
i=1
(
aji + f
j
i
)
−
∑3
j=1
∑q
i=1
(
aji + f
j
i
)2
6
)
(∗)
> q2 − 1
3
(
3qA− 3qA
2
6
)
= q2 − q
(
A− A
2
6
)
(∗∗)
> q2 − 3
2
q.
We get the inequality (∗) by using Lagrange’s method. We can minimize the value
of sum
∑3
j=1
∑q
i=1
(
aji + f
j
i
)2
while retaining the value of sum
∑3
j=1
∑q
i=1
(
aji + f
j
i
)
. The
minimum of sum
∑3
j=1
∑q
i=1
(
aji + f
j
i
)2
equals to 3qA2 where A =
∑3
j=1
∑q
i=1(a
j
i+f
j
i )
3q
that is
the average value of aji +f
j
i . For inequality (∗∗) we notice that A− A
2
6
gains its maximum
value at A = 3.
5 Results in Knq when n > 3
In this section, we consider identifying, self-identifying and self-locating-dominating codes
in Knq , when n > 3 and q > 2. Goddard and Wash [4] showed that γ
ID(Knq ) 6 q
n−1. In
what follows, we first give optimal self-identifying and self-locating-dominating codes in
Knq for certain values of n and q. Then based on these codes we are able to significantly
improve the bound γID(Knq ) 6 q
n−1 when q is a prime power.
For later use, we first begin by introducing some notation and preliminary results
based on the classical book [19] of coding theory. For the rest of the section, we assume
that q is a prime power. Then there exists a finite field with q elements, and we denote
this field by Fq. The set of all n-tuples of Fq forms a vector space Fnq . The vector space Fnq
can be considered as a graph by defining two vertices of Fnq to be adjacent if they differ in
exactly one coordinate. This graph is called the q-ary hypercube or the q-ary Hamming
space. A vertex of a q-ary Hamming space is called a word. For two words u and v of Fnq ,
the Hamming distance is defined as the usual (geodesic) distance d(u, v) of the graph, i.e.,
the (Hamming) distance is the number of coordinate places in which u and v differ. It is
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easy to see that the q-ary hypercube is isomorphic to the Cartesian product of n copies
of Kq. Denote the all-zero word of Fnq by 0. A word with one at the ith coordinate place
and zero in other coordinates is denoted by ei.
A linear subspace of Fnq is called a q-ary linear code. Let C be a linear code in Fnq with
dimension d. Then there exists an (n− d)× n matrix H such that HuT = 0 if and only
if u ∈ C. Now H is called the parity check matrix of C. Observe that an equivalence
relation in Fnq \ {0} is obtained by defining for all u, v ∈ Fnq \ {0}, u ∼ v if and only if
u = λv for some λ ∈ F∗q = Fq \ {0}. Now each equivalence class consists of q− 1 words of
Fnq \{0}. Assuming k is a positive integer, we form a k×(qk−1)/(q−1) matrix H over Fq
by taking as its columns one element from each equivalence class of Fkq \ {0}. Concerning
H as a parity check matrix, we obtain a linear code C of length n and dimension n−k such
that |I(C;u)| = 1 for all u ∈ Fnq , i.e., the Hamming distance between any two codewords
of C is at least three. The linear code C is called the Hamming code of length n and it
consists of qn−k codewords.
Let us first begin by presenting a lemma which proves useful in later discussions.
Lemma 35. Let C be a code in Fnq .
(i) For two distinct codewords c1 and c2 of C, we have
|N [c1] ∩N [c2]| =

q, if d(c1, c2) = 1;
2, if d(c1, c2) = 2;
0, if d(c1, c2) > 2.
(ii) For three distinct codewords c1, c2 and c3 of C such that there exists a pair of them
with the distance equal to 2 and there exists u ∈ Fnq satisfying c1, c2, c3 ∈ N [u], we
obtain that N [c1] ∩N [c2] ∩N [c3] = {u}.
Proof. (i) Let c1, c2 ∈ C be such that c1 6= c2. If d(c1, c2) > 2, then it is immediate that
N [c1] ∩ N [c2] = ∅. Furthermore, if d(c1, c2) = 1, then c1 and c2 differ in exactly one
coordinate place and, hence, the intersection N [c1]∩N [c2] consists of all the words having
same values in the rest of the n − 1 coordinate. Therefore, we have |N [c1] ∩ N [c2]| = q.
Finally, suppose that d(c1, c2) = 2. Without loss of generality, we may assume that
c1 = c2 + λ1e1 + λ2e2 for some λi ∈ Fq(i = 1, 2). Hence, we have N [c1] ∩ N [c2] =
{c1 + λ1e1, c1 + λ2e2} and |N [c1] ∩N [c2]| = 2.
(ii) Let c1, c2 and c3 be distinct codewords of C such that the distance between two
of them is equal to two and there exists u ∈ Fnq satisfying c1, c2, c3 ∈ N [u]. Without
loss of generality, we may assume that d(c1, c2) = 2. By the first case, we obtain that
N [c1] ∩N [c2] = {u, v} and d(u, v) = 2 for some v ∈ Fnq . Now, without loss of generality,
we may assume that c1 = u + λ1e1 and c2 = u + λ2e2, where λ1, λ2 ∈ Fq. Therefore, we
have v = u + λ1e1 + λ2e2. Hence, we are immediately done if u = c3 as d(c3, v) > 2.
Otherwise, c3 = u + λ
′
iei (λ
′
i ∈ Fq) with c3 being distinct from c1 and c2 and the claim
follows as d(c3, v) > 2. Thus, in all cases, we obtain that N [c1]∩N [c2]∩N [c3] = {u}.
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In what follows, we introduce an approach to construct identifying codes based on self-
identifying codes in Fnq . We first begin by presenting a characterization for self-identifying
codes in Fnq .
Theorem 36. A code C is self-identifying in Fnq if and only if for each word u ∈ Fnq we
have |I(C;u)| > 3 and there exist c1, c2 ∈ I(C;u) such that d(c1, c2) = 2.
Proof. Assume that C is a self-identifying code in Fnq . Suppose first that there exists
u ∈ Fnq such that I(C;u) = {c1, c2}, where c1, c2 ∈ C. By Lemma 35, we obtain that
the intersection N [c1] ∩ N [c2] contains at least two vertices. This contradicts with the
characterization of Theorem 4. Similarly, there does not exist a word u ∈ Fnq which is
covered by exactly one codeword of C. Hence, we may assume that I(C;u) contains at
least 3 codewords. Suppose then that there does not exist a pair of codewords c and c′
in I(C;u) such that d(c, c′) = 2. Hence, the pairwise distance of any two codewords in
I(C;u) is one, i.e., the codewords differ in only one coordinate. This implies that the
intersection ⋂
c∈I(C;u)
N [c]
contains q words contradicting with the assumption that C is a self-identifying code.
Thus, the claim follows.
Assume then that C ⊆ Fnq is a code such that for any u ∈ Fnq we have |I(C;u)| > 3 and
there exist c1, c2 ∈ I(C;u) with d(c1, c2) = 2. By Lemma 35(ii), we immediately obtain
that for any v ∈ Fnq we have ⋂
c∈I(C;v)
N [c] = {v}.
Thus, C is a self-locating-dominating code in Fnq .
For the next theorem, we recall the following notation: for any word u ∈ Fnq and code
C ⊆ Fnq ,
u+ C = {u+ c | c ∈ C}.
In the following theorem, we present an infinite family of optimal self-identifying codes in
Fnq .
Theorem 37. Let q be a prime power and let n and k be integers such that n = (qk −
1)/(q − 1). If C is a Hamming code in Fnq , then C ∪ (e1 + C) ∪ (e2 + C) is an optimal
self-identifying code in Fnq with cardinality 3qn−k.
Proof. Let C be a Hamming code in Fnq and denote the code C∪ (e1 +C)∪ (e2 +C) by C ′.
Since e1, e2 and e2 − e1 do not belong to C, the code C ′ is formed by the Hamming code
C and two of its distinct cosets. Hence, it is immediate that each word of Fnq is covered
by exactly three codewords. Therefore, the claim clearly follows if for all u ∈ Fnq there
exist c1, c2 ∈ I(C ′;u) such that d(c1, c2) = 2. Suppose to the contrary that there exists
a word v ∈ Fnq such that the pairwise distance of any two codewords of I(C; v) is one.
By the construction of C ′, we have I(C ′; v) = {c1, c2, c3}, where c1 ∈ C, c2 ∈ e1 + C and
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c3 ∈ e2 +C. Therefore, as d(c1, c2) = 1 and d(c1, c3) = 1, we respectively have c2 = c1 +e1
and c3 = c1 + e2. However, then a contradiction follows since d(c2, c3) = 2. Thus, the
code C ′ is self-identifying in Fnq with |C ′| = 3qn−k (as |C| = qn−k).
On the other hand, if D is an arbitrary self-identifying code in Fnq , then each word of
Fnq is covered by at least three codewords of D by Theorem 36. Therefore, using a double
counting argument similar to the proof of Theorem 11, we obtain that (n(q−1)+1)|D| >
3qn which further implies |D| > 3qn−k. Therefore, the self-identifying code C ′ in Fnq is
optimal as |C ′| = 3qn−k. This concludes the proof of the claim.
For the following theorem, we recall the notation of the direct sum: for any codes
C1 ⊆ Fn1q and C2 ⊆ Fn2q , where n1 and n2 are positive integers, we denote
C1 ⊕ C2 = {(c1, c2) | c1 ∈ C1, c2 ∈ C2}.
In the following theorem, we present a simple method of constructing self-identifying codes
in Fn+1q based on the ones in Fnq .
Theorem 38. If C is a self-identifying code in Fnq , then C ⊕ Fq is a self-identifying code
in Fn+1q .
Proof. Let C be a self-identifying code in Fnq and u = (u1, u2) be a word of Fn+1q such that
u1 ∈ Fnq and u2 ∈ Fq. By Theorem 36, the word u1 is covered by at least three codewords
c1, c2 and c3 of C with the additional property that the distance between two of them
is equal to two. Hence, the word u ∈ Fn+1q is covered at least by the codewords (c1, u2),
(c2, u2) and (c3, u2) of C ⊕Fq, and the codewords satisfy the additional property that the
distance between two of them is equal to two. Therefore, by Theorem 36, the code C⊕Fq
is self-identifying in Fn+1q .
Recall that each self-identifying code is always identifying. Therefore, by the previous
theorems, we have γID(Fnq ) 6 3qn−k for integers n, k and ` such that n = (qk−1)/(q−1)+`,
where q is a prime power. This significantly improves over the previous upper bound
γID(Fnq ) 6 qn−1 by Goddard and Wash [4]; however, recall that they do not require that
q is a prime power. In what follows, we introduce another way to construct identifying
codes based on self-locating-dominating codes in Fnq . We first begin by presenting a
characterization for self-locating-dominating codes in Fnq .
Theorem 39. A code C is self-locating-dominating in Fnq if and only if for each word
u ∈ Fnq \ C we have |I(C;u)| > 3 and there exist c1, c2 ∈ I(C;u) such that d(c1, c2) = 2.
Proof. Recall that a code C is self-locating-dominating if for all u ∈ Fnq \ C⋂
c∈I(C;u)
N [c] = {u}.
By Theorem 4, a code is self-identifying if and only if the same condition is satisfied for
all words u ∈ Fnq . Hence, the claim follows by an argument analogous to the proof of
Theorem 36.
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In the following theorem, we present an infinite family of optimal self-locating-domi-
nating codes in Fnq .
Theorem 40. Let q be a prime power and let n and k be integers such that n = 3(qk −
1)/(q−1). Assume that H is a k×n parity check matrix formed from the k× (n/3) parity
check matrix of the Hamming code by repeating each column three times. Now the code C
corresponding to the parity check matrix H is an optimal self-locating-dominating code in
Fnq with cardinality qn−k.
Proof. Let u be a word of Fnq . Now we obtain the following observations:
• Suppose that HuT = x ∈ Fkq and x 6= 0. Due to the construction of the parity
check matrix H, there exist exactly three columns hi1 , hi2 and hi3 of H such that
x = λhi1 = λhi2 = λhi3 for some λ ∈ Fq. Hence, there exist exactly three words
λei1 , λei2 and λei3 of weight one in Fnq such that the indices ij are all different and
H(u + λeij)
T = 0, i.e., u + λeij belongs to C. Therefore, the word u is covered by
exactly three codewords of C in Fnq . Moreover, the distance between any of these
codewords is equal to two.
• If HuT = 0 ∈ Fkq , then analogously to the previous case we can observe that u ∈ C
is covered by exactly one codeword of C in Fnq ; namely, by itself.
Thus, by the previous observations, we know that I(C;u) = {u} if u ∈ C and for non-
codewords u ∈ Fnq \C we have |I(C;u)| = 3 with the additional property that the distance
between any two codewords of I(C;u) is equal to two. Therefore, by Theorem 39, the
code C is self-locating-dominating in Fnq . Moreover, it is easy to calculate that |C| = qn−k.
On the other hand, if D is an arbitrary self-locating-dominating code in Fnq , then each
word of Fnq \ D is covered by at least three codewords of D by Theorem 39. Therefore,
using a double counting argument similar to the proof of Theorem 37, we obtain that
(n(q − 1) + 1)|D| > 3(qn − |D|) + |D| which further implies |D| > qn−k. Therefore, the
self-locating-dominating code C in Fnq is optimal as |C| = qn−k. This concludes the proof
of the claim.
In a similar way, we can also construct self-locating-dominating codes (albeit not
optimal) for other lengths n.
Theorem 41. Let q be a prime power and let n, k and ` be integers such that n =
3(qk − 1)/(q − 1) + `. Assume that H is a k × n parity check matrix formed from the
k × ((n − `)/3) parity check matrix of the Hamming code by repeating the first column
`+3 times and each other column three times. Now the code C corresponding to the parity
check matrix H is self-locating-dominating in Fnq with cardinality qn−k.
Proof. The proof of the claim is similar to the one of Theorem 40.
Observe that the codes C ⊆ Fnq constructed in Theorems 40 and 41 are such that for
each codeword c ∈ V we have I(c) = {c} and for non-codewords u ∈ Fnq \ C we have⋂
c∈I(u)
N [c] = {u}.
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Therefore, all the constructed self-locating-dominating codes are also identifying in Fnq .
Hence, we have γID(Fnq ) 6 qn−k for all integers n, k and ` such that n = 3(qk − 1)/(q −
1) + `, where q is a prime power. Thus, using the constructions based on the self-
locating-dominating codes, we are able to significantly improve the previous upper bound
γID(Fnq ) 6 qn−1 by [4] (recall again that in [4] it is not required that q is a prime power).
In [4], it is stated that the best known lower bound for identifying codes in Fnq is the
following one by Karpovsky et al. [17].
Theorem 42 ([17]). We have
γID(Fnq ) >
2qn
nq − n+ 2
.
Assume that q is a prime power and n and k are integers such that n = 3(qk−1)/(q−1).
As stated above, we now have γID(Fnq ) 6 qn−k. Now the previous lower bound can be
written as follows:
γID(Fnq ) >
2qn
nq − n+ 2
=
2qn
3qk − 1
>
2qn
3qk
=
2
3
qn−k.
Hence, comparing the previous lower and upper bounds, it can be seen that they are of
the same order Θ(qn−k). Analogously, it can be shown that the (self-)identifying codes
obtained in Theorem 37 for lengths n = (qk − 1)/(q − 1) are also rather small compared
to the lower bound above.
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Appendix
Below we give the tables which show that the code C1 in Theorem 19 and the code CL
in Theorem 20 are identifying codes.
I(1, 1, 1) {(3, 1, 1), (1, 3, 1)} I(2, 1, 1) {(3, 1, 1), (2, 1, 3), (2, 1, 4)}
I(3, 1, 1) {(3, 1, 1)} I(4, 1, 1) {(3, 1, 1), (4, 4, 1), (4, 1, 2)}
I(1, 2, 1) {(1, 3, 1), (1, 2, 2), (1, 2, 4)} I(2, 2, 1) {(2, 2, 4)}
I(3, 2, 1) {(3, 1, 1), (3, 2, 2)} I(4, 2, 1) {(4, 4, 1)}
I(1, 3, 1) {(1, 3, 1)} I(2, 3, 1) {(1, 3, 1), (2, 3, 2)}
I(3, 3, 1) {(1, 3, 1), (3, 3, 3), (3, 1, 1)} I(4, 3, 1) {(1, 3, 1), (4, 3, 3), (4, 4, 1)}
I(1, 4, 1) {(1, 3, 1), (4, 4, 1)} I(2, 4, 1) {(2, 4, 4), (4, 4, 1)}
I(3, 4, 1) {(3, 1, 1), (4, 4, 1)} I(4, 4, 1) {(4, 4, 1), (4, 4, 3)}
I(1, 1, 2) {(1, 2, 2), (4, 1, 2)} I(2, 1, 2) {(2, 1, 3), (2, 1, 4), (2, 3, 2), (4, 1, 2)}
I(3, 1, 2) {(3, 1, 1), (3, 2, 2), (4, 1, 2)} I(4, 1, 2) {(4, 1, 2)}
I(1, 2, 2) {(1, 2, 2), (1, 2, 4), (3, 2, 2)} I(2, 2, 2) {(1, 2, 2), (2, 2, 4), (2, 3, 2), (3, 2, 2)}
I(3, 2, 2) {(1, 2, 2), (3, 2, 2)} I(4, 2, 2) {(1, 2, 2), (3, 2, 2), (4, 1, 2)}
I(1, 3, 2) {(1, 2, 2), (1, 3, 1), (2, 3, 2)} I(2, 3, 2) {(2, 3, 2)}
I(3, 3, 2) {(2, 3, 2), (3, 2, 2), (3, 3, 3)} I(4, 3, 2) {(2, 3, 2), (4, 1, 2), (4, 3, 3)}
I(1, 4, 2) {(1, 2, 2)} I(2, 4, 2) {(2, 3, 2), (2, 4, 4)}
I(3, 4, 2) {(3, 2, 2)} I(4, 4, 2) {(4, 1, 2), (4, 4, 1), (4, 4, 3)}
I(1, 1, 3) {(2, 1, 3)} I(2, 1, 3) {(2, 1, 3), (2, 1, 4)}
I(3, 1, 3) {(2, 1, 3), (3, 1, 1), (3, 3, 3)} I(4, 1, 3) {(2, 1, 3), (4, 1, 2), (4, 3, 3), (4, 4, 3)}
I(1, 2, 3) {(1, 2, 2), (1, 2, 4)} I(2, 2, 3) {(2, 1, 3), (2, 2, 4)}
I(3, 2, 3) {(3, 2, 2), (3, 3, 3)} I(4, 2, 3) {(4, 3, 3), (4, 4, 3)}
I(1, 3, 3) {(1, 3, 1), (3, 3, 3), (4, 3, 3)} I(2, 3, 3) {(2, 1, 3), (2, 3, 2), (3, 3, 3), (4, 3, 3)}
I(3, 3, 3) {(3, 3, 3), (4, 3, 3)} I(4, 3, 3) {(3, 3, 3), (4, 3, 3), (4, 4, 3)}
I(1, 4, 3) {(4, 4, 3)} I(2, 4, 3) {(2, 1, 3), (2, 4, 4), (4, 4, 3)}
I(3, 4, 3) {(3, 3, 3), (4, 4, 3)} I(4, 4, 3) {(4, 3, 3), (4, 4, 1), (4, 4, 3)}
I(1, 1, 4) {(1, 2, 4), (2, 1, 4)} I(2, 1, 4) {(2, 1, 3), (2, 1, 4), (2, 2, 4), (2, 4, 4)}
I(3, 1, 4) {(2, 1, 4), (3, 1, 1)} I(4, 1, 4) {(2, 1, 4), (4, 1, 2)}
I(1, 2, 4) {(1, 2, 2), (1, 2, 4), (2, 2, 4)} I(2, 2, 4) {(1, 2, 4), (2, 1, 4), (2, 2, 4), (2, 4, 4)}
I(3, 2, 4) {(1, 2, 4), (2, 2, 4), (3, 2, 2)} I(4, 2, 4) {(1, 2, 4), (2, 2, 4)}
I(1, 3, 4) {(1, 2, 4), (1, 3, 1)} I(2, 3, 4) {(2, 1, 4), (2, 2, 4), (2, 3, 2), (2, 4, 4)}
I(3, 3, 4) {(3, 3, 3)} I(4, 3, 4) {(4, 3, 3)}
I(1, 4, 4) {(1, 2, 4), (2, 4, 4)} I(2, 4, 4) {(2, 1, 4), (2, 2, 4), (2, 4, 4)}
I(3, 4, 4) {(2, 4, 4)} I(4, 4, 4) {(2, 4, 4), (4, 4, 1), (4, 4, 3)}
Table 1: I-sets of code C1.
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I(1, 1, 1) ∅ I(2, 1, 1) {(2, 1, 3), (2, 4, 1)}
I(3, 1, 1) {(3, 1, 4), (3, 2, 1)} I(4, 1, 1) {(4, 1, 2), (4, 3, 1)}
I(1, 2, 1) {(1, 2, 4), (3, 2, 1)} I(2, 2, 1) {(2, 4, 1), (3, 2, 1)}
I(3, 2, 1) {(3, 2, 1)} I(4, 2, 1) {(3, 2, 1), (4, 2, 3), (4, 3, 1)}
I(1, 3, 1) {(1, 3, 2), (4, 3, 1)} I(2, 3, 1) {(2, 3, 4), (2, 4, 1), (4, 3, 1)}
I(3, 3, 1) {(3, 2, 1), (4, 3, 1)} I(4, 3, 1) {(4, 3, 1)}
I(1, 4, 1) {(1, 4, 3), (2, 4, 1)} I(2, 4, 1) {(2, 4, 1)}
I(3, 4, 1) {(2, 4, 1), (3, 2, 1), (3, 4, 2)} I(4, 4, 1) {(2, 4, 1), (4, 3, 1)}
I(1, 1, 2) {(1, 3, 2), (4, 1, 2)} I(2, 1, 2) {(2, 1, 3), (4, 1, 2)}
I(3, 1, 2) {(3, 1, 4), (3, 4, 2), (4, 1, 2)} I(4, 1, 2) {(4, 1, 2)}
I(1, 2, 2) {(1, 2, 4), (1, 3, 2)} I(2, 2, 2) ∅
I(3, 2, 2) {(3, 2, 1), (3, 4, 2)} I(4, 2, 2) {(4, 1, 2), (4, 2, 3)}
I(1, 3, 2) {(1, 3, 2)} I(2, 3, 2) {(1, 3, 2), (2, 3, 4)}
I(3, 3, 2) {(1, 3, 2), (3, 4, 2)} I(4, 3, 2) {(1, 3, 2), (4, 1, 2), (4, 3, 1)}
I(1, 4, 2) {(1, 3, 2), (1, 4, 3), (3, 4, 2)} I(2, 4, 2) {(2, 4, 1), (3, 4, 2)}
I(3, 4, 2) {(3, 4, 2)} I(4, 4, 2) {(3, 4, 2), (4, 1, 2)}
I(1, 1, 3) {(1, 4, 3), (2, 1, 3)} I(2, 1, 3) {(2, 1, 3)}
I(3, 1, 3) {(2, 1, 3), (3, 1, 4)} I(4, 1, 3) {(2, 1, 3), (4, 1, 2), (4, 2, 3)}
I(1, 2, 3) {(1, 2, 4), (1, 4, 3), (4, 2, 3)} I(2, 2, 3) {(2, 1, 3), (4, 2, 3)}
I(3, 2, 3) {(3, 2, 1), (4, 2, 3)} I(4, 2, 3) {(4, 2, 3)}
I(1, 3, 3) {(1, 3, 2), (1, 4, 3)} I(2, 3, 3) {(2, 1, 3), (2, 3, 4)}
I(3, 3, 3) ∅ I(4, 3, 3) {(4, 2, 3), (4, 3, 1)}
I(1, 4, 3) {(1, 4, 3)} I(2, 4, 3) {(1, 4, 3), (2, 1, 3), (2, 4, 1)}
I(3, 4, 3) {(1, 4, 3), (3, 4, 2)} I(4, 4, 3) {(1, 4, 3), (4, 2, 3)}
I(1, 1, 4) {(1, 2, 4), (3, 1, 4)} I(2, 1, 4) {(2, 1, 3), (2, 3, 4), (3, 1, 4)}
I(3, 1, 4) {(3, 1, 4)} I(4, 1, 4) {(3, 1, 4), (4, 1, 2)}
I(1, 2, 4) {(1, 2, 4)} I(2, 2, 4) {(1, 2, 4), (2, 3, 4)}
I(3, 2, 4) {(1, 2, 4), (3, 1, 4), (3, 2, 1)} I(4, 2, 4) {(1, 2, 4), (4, 2, 3)}
I(1, 3, 4) {(1, 2, 4), (1, 3, 2), (2, 3, 4)} I(2, 3, 4) {(2, 3, 4)}
I(3, 3, 4) {(2, 3, 4), (3, 1, 4)} I(4, 3, 4) {(2, 3, 4), (4, 3, 1)}
I(1, 4, 4) {(1, 2, 4), (1, 4, 3)} I(2, 4, 4) {(2, 3, 4), (2, 4, 1)}
I(3, 4, 4) {(3, 1, 4), (3, 4, 2)} I(4, 4, 4) ∅
Table 2: I-sets of code CL, the codewords are highlighted. The empty I-sets belong to
the diagonal vertices.
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Department of Mathematics and Statistics
University of Turku, FI-20014 Turku, Finland
viljun@utu.fi, terolai@utu.fi and tualeh@utu.fi
Abstract
In this paper, we broaden the understanding of the recently introduced concepts of solid-
locating-dominating and self-locating-dominating codes in various graphs. In particular, we
present the optimal, i.e., smallest possible, codes in the infinite triangular and king grids. Fur-
thermore, we give optimal locating-dominating, self-locating-dominating and solid-locating-
dominating codes in the direct product Kn×Km of complete graphs. We also present optimal
solid-locating-dominating codes for the Hamming graphs KqKqKq with q ≥ 2.
Keywords: Location-domination; solid-location-domination; self-location-domination; king
grid; direct product; Hamming graph
1 Introduction
Sensor networks consist of sensors monitoring various places and connections between these places
(see [11]). A sensor network is modeled as a simple and undirected graph G = (V (G), E(G)) =
(V,E). In this context, a sensor can be placed on a vertex v and its closed neighbourhood N [v]
represents the set of locations that the sensor monitors. Besides assuming that graphs are simple
and undirected, we also assume that they are connected and have cardinality at least two. In the
following, we present some terminology and notation. The closed neighbourhood of v is defined
N [v] = N(v)∪{v}, where N(v) is the open neighbourhood of v, that is, the set of vertices adjacent
to v. A code C is a nonempty subset of V and its elements are codewords. The codeword c ∈ C
covers a vertex v ∈ V if v ∈ N [c]. We denote the set of codewords covering v in G by
I(G,C; v) = I(G; v) = I(C; v) = I(v) = N [v] ∩ C.
The set I(v) is called an identifying set or an I-set. We say that a code C ⊆ V is dominating
in G if I(C;u) 6= ∅ for all u ∈ V . If the sensors are placed at the locations corresponding to
the codewords, then each vertex is monitored by the sensors located in I(v). More explanation
regarding location detection in the sensor networks can be found in [1, 10, 14].
Let us now define identifying codes, which were first introduced by Karpovsky et al. in [9]. For
numerous papers regarding identifying codes and related topics, the interested reader is referred
to the online bibliography [11].
Definition 1. A code C ⊆ V is identifying in G if for all distinct u, v ∈ V we have I(C;u) 6= ∅
and
I(C;u) 6= I(C; v).
An identifying code C in a finite graph G with the smallest cardinality is called optimal and the
number of codewords in an optimal identifying code is denoted by γID(G).
∗An extended abstract [5] of the paper has been presented at the Fifth Russian Finnish Symposium on Discrete
Mathematics.
†Research supported by the University of Turku Graduate School (UTUGS), the Vilho, Yrjö and Kalle Väisälä
Foundation, and the Jenny and Antti Wihuri Foundation.
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Identifying codes require unique I-sets for codewords as well as for non-codewords. However,
if we omit the requirement of unique I-sets for codewords, then we obtain the following definition
of locating-dominating codes, which were first introduced by Slater in [12, 15, 16].
Definition 2. A code C ⊆ V is locating-dominating in G if for all distinct u, v ∈ V \ C we have
I(C;u) 6= ∅ and
I(C;u) 6= I(C; v).
Notice that an identifying code in G is also locating-dominating (by the definitions). In [6],
self-locating-dominating and solid-locating-dominating codes have been introduced and, in [7, 8],
they have been further studied. The definitions of these codes are given as follows.
Definition 3. Let C ⊆ V be a code in G.
(i) We say that C ⊆ V is self-locating-dominating code in G if for all u ∈ V \ C we have
I(C;u) 6= ∅ and ⋂
c∈I(C;u)
N [c] = {u}.
(ii) We say that C ⊆ V is solid-locating-dominating code in G if for all distinct u, v ∈ V \ C we
have
I(C;u) \ I(C; v) 6= ∅.
Observe that since G is a connected graph on at least two vertices, a self-locating-dominating
and solid-locating-dominating code is always dominating. Analogously to identifying codes, in a
finite graph G, we say that dominating, locating-dominating, self-locating-dominating and solid-
locating-dominating codes with the smallest cardinalities are optimal and we denote the cardinality
of an optimal code by γ(G), γLD(G), γSLD(G) and γDLD(G), respectively.
In the following theorem, we offer characterizations of self-locating-dominating and solid-
dominating codes for easier comparison of them.
Theorem 4 ([6]). Let G = (V,E) be a connected graph on at least two vertices:
(i) A code C ⊆ V is self-locating-dominating if and only if for all distinct u ∈ V \C and v ∈ V
we have
I(C;u) \ I(C; v) 6= ∅.
(ii) A code C ⊆ V is solid-locating-dominating if and only if for all u ∈ V \C we have I(C;u) 6= ∅
and  ⋂
c∈I(C;u)
N [c]
 \ C = {u}.
Based on the previous theorem, we obtain the following corollary.
Corollary 5. If C is a self-locating-dominating or solid-locating-dominating code in G, then C is
also solid-locating-dominating or locating-dominating in G, respectively. Furthermore, for a finite
graph G, we have
γLD(G) ≤ γDLD(G) ≤ γSLD(G).
The structure of the paper is described as follows. First, in Section 2, we obtain optimal
self-locating-dominating and solid-locating-dominating codes in the infinite triangular and king
grids, i.e., the smallest possible codes regarding their density (a concept defined later). Regarding
the triangular grid, the proofs are rather simple and straightforward, but they serve as nice
introductory examples to the concepts of solid-location-domination and self-location-domination.
However, the case with the king grid is more interesting; in particular, the proof of the lower bound
for solid-location-domination is based on global arguments instead of only local ones, which are
more usual in domination type problems. Then, in Section 3, we give optimal locating-dominating,
self-locating-dominating and solid-locating-dominating codes in the direct product Kn × Km of
complete graphs, where 2 ≤ n ≤ m. Finally, in Section 4, we present optimal solid-locating-
dominating codes for graphs KqKqKq with q ≥ 2.
2
2 Triangular and king grids
In this section, we consider solid-location-domination and self-location-domination in the so called
infinite triangular and king grids, which are widely studied graphs in the field of domination
(see [11]). As defined in the introduction, for finite graphs, the optimality of a code has been
defined using the minimum cardinality. However, this method is not valid for the infinite graphs
of this section. Hence, we need to use the usual concept of density of a code (see various papers
concerning infinite grids in [11]). Let us first consider the infinite triangular grid.
Definition 6. Let G = (V,E) be a graph with the vertex set
V =
{
i(1, 0) + j
(
1
2
,
√
3
2
)
| i, j ∈ Z
}
and two vertices are defined to be adjacent if their Euclidean distance is equal to one. The
obtained graph G is called the infinite triangular grid and it is illustrated in Figure 1. We further
denote v(i, j) = i(1, 0) + j
(
1
2 ,
√
3
2
)
. Let Rn be the subgraph of G induced by the vertex set
Vn = {v(i, j) | |i|, |j| ≤ n}. The density of a code in G is now defined as follows:
D(C) = lim sup
n→∞
|C ∩ Vn|
|Vn|
We say that a code is optimal if there exists no other code with smaller density.
u
v
w
Figure 1: Triangular grid with the vertices v = v(0, 0), u = v(1,−1) and w = v(1, 1).
In the following theorem, optimal self-locating-dominating and solid-locating-dominating codes
are given in the triangular grid. The methods used in the proof are rather typical for domination
type of problems. However, we present the proof for completeness and as an introductory example.
Theorem 7. Let G = (V,E) be the triangular grid. The code
C = {v(i, j) | i, j ≡ 0 (mod 2)}
is self-locating-dominating in G and, therefore, also solid-locating-dominating. The density of the
code C is equal to 1/4 and there exists no self-locating-dominating or solid-locating-dominating
code with smaller density, i.e., the code is optimal in both cases.
Proof. Let us first show that the code C is self-locating-dominating in the triangular grid G. The
proof now divides into the following cases depending on the parity of i and j in v(i, j):
• If i is odd and j is even, then I(v(i, j)) = {v(i−1, j), v(i+ 1, j)} and N [v(i−1, j)]∩N [v(i+
1, j)] = {v(i, j)}.
• Analogously, if i is even and j is odd, then I(v(i, j)) = {v(i, j−1), v(i, j+ 1)} and N [v(i, j−
1)] ∩N [v(i, j + 1)] = {v(i, j)}.
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• Finally, if i and j are both odd, then I(v(i, j)) = {v(i − 1, j + 1), v(i + 1, j − 1)} and
N [v(i− 1, j + 1)] ∩N [v(i+ 1, j − 1)] = {v(i, j)}.
Thus, as v(i, j) is a codeword for even i and j, the code C is self-locating-dominating in G.
Furthermore, we have D(C) = 14 since v(i, j) is a codeword if and only if i and j are both even.
Notice that C is also a solid-locating-dominating code.
For the lower bound, assume that C ′ is a solid-locating-dominating code in G. Immediately, by
the definition of solid-locating-dominating codes, we know that |I(C ′;u)| ≥ 2 for any non-codeword
u. Therefore, by counting in two ways the pairs (u, c), where c ∈ C ′ ∩ Vn and u ∈ N [c] ∩ Vn−1,
we obtain that 7|C ′ ∩ Vn| ≥ |C ′ ∩ Vn−1| + 2(|Vn−1| − |C ′ ∩ Vn−1|) ≥ 2|Vn−1| − |C ′ ∩ Vn−1| ≥
2|Vn−1|−|C ′∩Vn|, which is equivalent to |C ′∩Vn| ≥ |Vn−1|/4. Thus, we may estimate the density
of C ′ as follows:
D(C ′) = lim sup
n→∞
|C ′ ∩ Vn|
|Vn|
≥ lim sup
n→∞
|Vn−1|/4
|Vn|
=
1
4
.
Next we consider the more interesting problems of solid-location-domination and self-location-
domination in the infinite king grid. Let us first begin by defining the grid and the density of a
code in it.
Definition 8. Let G = (V,E) be a graph with V = Z2 and for the vertices v = (v1, v2) ∈ V
and u = (u1, u2) ∈ V we have vu ∈ E if and only if |v1 − u1| ≤ 1 and |v2 − u2| ≤ 1. The
obtained graph G is called the infinite king grid. Further let Vn be a subset of V such that
Vn = {(x, y) | |x| ≤ n, |y| ≤ n}. The density of a code C ⊆ V = Z2 is now defined as
D(C) = lim sup
n→∞
|C ∩ Vn|
|Vn|
.
We say that a code is optimal if there exists no other code with smaller density.
In what follows, we first consider solid-location-domination in the king grid. In the following
theorem, we present a solid-locating-dominating code in the king grid with density 1/3. Later, in
Theorem 11, it is shown that the code is optimal.
Theorem 9. Let G = (V,E) be the king grid. The code
C =
{
(x, y) ∈ Z2 | |x|+ |y| ≡ 0 (mod 3)
}
is solid-locating-dominating in G and its density is 1/3.
Proof. Let C =
{
(x, y) ∈ Z2 | |x|+ |y| ≡ 0 mod 3
}
be a code in G (illustrated in Figure 2). By
the definition, it is immediate that the density of C is equal to 1/3. In order to show that C
is a solid-locating-dominating code in G, we prove that the condition of Theorem 4(ii) holds for
every non-codeword of G. Let u = (x, y) ∈ Z2 be a vertex not belonging to C. Suppose first
that x = 0 and y > 0. Now, if y ≡ 1 (mod 3), then I(u) = {u + (0,−1), u + (−1, 1), u + (1, 1)}
and N [u + (0,−1)] ∩ N [u + (−1, 1)] ∩ N [u + (1, 1)] = {u}, else y ≡ 2 (mod 3) implying I(u) =
{u + (−1, 0), u + (1, 0), u + (0, 1)} and (N [u + (−1, 0)] ∩N [u + (1, 0)] ∩N [u + (0, 1)]) \ C = {u}.
Thus, the required condition is met. The case with y < 0 is analogous. Moreover, the case with
y = 0 is symmetrical to the one with x = 0. Hence, we may assume that x 6= 0 and y 6= 0.
Suppose then that x ≥ 1 and y ≥ 1. Now we have either I(u) = {u+ (0,−1), u+ (−1, 0), u+
(1, 1)} or I(u) = {u+ (0, 1), u+ (1, 0), u+ (−1,−1)}. In both cases, we obtain that
⋂
c∈I(u)N [c] =
{u} and the condition is satisfied. The other (three) cases with x ≤ −1 or y ≤ −1 can be handled
analogously. Thus, in conclusion, C is a solid-locating-dominating code in G.
4
Figure 2: The darkened squares form a solid-locating-dominating code of density 13 in the king
grid.
Usually, the best known constructions for domination type codes in infinite grids are formed
by a repetition of a finite pattern. However, this is not the case with the code C of the previous
theorem. Another observation is that the codeword c = (0, 0) has a special role as a sort of center
of the code. In particular, the density of the code (or more precisely the ratio |C ∩ Vn|/|Vn|)
in the close proximity of c is less than 1/3. Consider now the lower bound on the density of a
solid-locating-dominating code. Usually, the lower bounds are obtained by locally studying the
symmetric difference of closed neighbourhoods of vertices or the domination properties of vertices
(such as the concept of share [17] or the common technique used in the proof of Theorem 7).
However, in order to deal with the special type of codewords c, we develop a new technique of
more global nature. For this purpose, we first present the following lemma on a forbidden pattern
of non-codewords.
Lemma 10. Let G = (V,E) be the king grid and C ⊆ V be a solid-locating-dominating code in
G. Then T = {(i, j), (i, j + 1), (i, j + 2), (i + 1, j + 2), (i − 1, j + 2)} and any formation obtained
from T by a rotation of π/2, π or 3π/2 radians around the origin contains a codeword of C.
Proof. Assume that the set T = {(i, j), (i, j + 1), (i, j + 2), (i + 1, j + 2), (i − 1, j + 2)} contains
no codewords of C. Then a contradiction with the definition follows since I(i, j + 1) \ I(i, j) = ∅.
The other cases obtained from T by a rotation are proved analogously.
In the following theorem, we prove that the solid-locating-dominating code of Theorem 9 is
optimal, i.e., there is no code with density smaller than 1/3. The proof is based on the idea of
studying one-way infinite strips of vertices of width 3 and showing that the density of codewords
in these strips is at least 1/3.
Theorem 11. If G = (V,E) is the king grid and C ⊆ V is a solid-locating-dominating code in G,
then the density D(C) ≥ 13 .
Proof. Let Sj be a subgraph of G induced by the vertex set V ′j = {(x, y) | 1 ≤ x ≤ 3, 1 ≤ y ≤ j}.
Recall first the definition Vn = {(x, y) | |x| ≤ n, |y| ≤ n}. Observe now that we may fit into the
first quadrant {(x, y) | 1 ≤ x ≤ n, 1 ≤ y ≤ n} of Vn bn/3c graphs isomorphic to Sn. Similarly,
the other three quadrants of Vn can each contain bn/3c graphs isomorphic to Sn. Thus, in total,
4bn/3c graphs isomorphic to Sn can be fitted into Vn.
Let C be a solid-locating-dominating code in G. In the final part of the proof, we show that
any subgraph of G isomorphic to Sn contains at least n− 3 codewords. Assuming this is the case,
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the density of C can be estimated as follows:
D(C) = lim sup
n→∞
|C ∩ Vn|
|Vn|
≥ lim sup
n→∞
4bn3 c · (n− 3)
(2n+ 1)2
≥ lim sup
n→∞
4(n− 3)2
3(2n+ 1)2
=
1
3
.
It remains to be shown that any subgraph of G isomorphic to Sn contains at least n − 3
codewords. By symmetry, it is enough to show that |C ∩V ′n| ≥ n−3. In what follows, we consider
more closely the number of codewords in a row Si = {(j, i) | 1 ≤ j ≤ 3} of V ′n. For this purpose,
the following set of rules for rearranging the codewords inside V ′n are introduced:
Rule 1.1: If Si ∩C = ∅, 1 ≤ i ≤ n− 1 and {(1, i+ 1), (3, i+ 1)} ⊆ C, then one codeword is moved
from Si+1 to Si. The rule is illustrated in Figure 3.
Rule 1.2: If Si ∩ C = ∅, 2 ≤ i and {(1, i − 1), (3, i − 1)} ⊆ C, then one codeword is moved from
Si−1 to Si. The rule can be viewed as a reflected version of Rule 1.1.
Rule 2.1: If Si ∩C = ∅, 2 ≤ i and {(1, i− 1), (2, i− 1)} = C ∩ Si−1, then one codeword is moved
from Si−1 to Si. The rule is illustrated in Figure 4.
Rule 2.2: If Si ∩C = ∅, 2 ≤ i and {(2, i− 1), (3, i− 1)} = C ∩ Si−1, then one codeword is moved
from Si−1 to Si. The rule can be viewed as a reflected version of Rule 2.1.
Rule 3.1: If Si ∩C = ∅, 3 ≤ i, Si−1 ∩C = {(1, i− 1)} and {(2, i− 2), (3, i− 2)} ⊆ Si−2 ∩C, then
one codeword is moved from Si−2 to Si. The rule is illustrated in Figure 5.
Rule 3.2: If Si ∩ C = ∅, 3 ≤ i, Si−1 ∩ C = {(3, i − 1)} and {(2, i − 2), (1, i − 2)} ⊆ Si−2 ∩ C,
then one codeword is moved from Si−2 to Si. The rule can be viewed as a reflected version of
Rule 3.1.
Rule 4.1: If Si ∩C = ∅, 3 ≤ i, Si−1 ∩C = {(1, i− 1)} and {(1, i− 2), (2, i− 2)} = Si−2 ∩C, then
one codeword is moved from Si−2 to Si. The rule is illustrated in Figure 6.
Rule 4.2: If Si ∩ C = ∅, 3 ≤ i, Si−1 ∩ C = {(3, i − 1)} and {(2, i − 2), (3, i − 2)} = Si−2 ∩ C,
then one codeword is moved from Si−2 to Si. The rule can be viewed as a reflected version of
Rule 4.1.
X ? X
Figure 3:
Rule 1.1
X X
Figure 4:
Rule 2.1
X
? X X
Figure 5:
Rule 3.1
X
X X
Figure 6:
Rule 4.1
Denote the code obtained after simultaneously applying the previous rules by C ′. Notice that
the rearrangement C ′ of C is not completely determined by the previous rules and that this is not
actually needed as in the following we are only interested on the number of codewords in the rows
of V ′n. In other words, when a codeword is moved from a row we can choose any of the codewords
and move it to replace any non-codeword of the target row. In what follows, we show that each
row which has given away codewords still contains at least one and each row which originally did
not contain any codeword has received at least one except possibly the rows S1, S2 and Sn.
We immediately notice that the rules move codewords only from the rows with at least two
codewords. Each type of row with at least two codewords is examined as follows:
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• C ∩ Si = {(j, i) | 1 ≤ j ≤ 3}: Rules 1.1, 1.2, 3.1 and 3.2 can be applied on rows with three
codewords. Among these, Rules 3.1 and 3.2 cannot be applied at the same time and Rule 1.2
cannot be applied together with Rules 3.1 or 3.2. Hence, we apply at most two rules on a row
with three codewords and that row has at least one codeword left in the code C ′.
• C ∩ Si = {(j, i) | 1 ≤ j ≤ 2}: Rules 2.1, 3.2 and 4.1 can be applied on this types of rows. We
cannot apply Rule 2.1 at the same time as 3.2 or 4.1 since 2.1 requires that Si+1 ∩ C = ∅ and
Rules 3.2 and 4.1 require that |Si+1 ∩C| = 1. Furthermore, we cannot apply Rules 3.2 and 4.1
at the same time since they require the codeword on the row Si+1 to locate at different places.
Hence, C ′ is left with at least one codeword.
• C ∩ Si = {(j, i) | 2 ≤ j ≤ 3}: This case is symmetrical to the previous one (now the rules to be
considered are 2.2, 3.1 and 4.2).
• C ∩ Si = {(j, i) | j 6= 2}: We can only apply Rules 1.1 and 1.2 on these types of rows and both
of them only when i ≥ 2. However, if both of the rules are used, then C ∩ Si−1 = C ∩ Si+1 = ∅
and a contradiction with Lemma 10 follows. Hence, at most one rule is used and |C ′ ∩ Si| ≥ 1.
Let us then show that we have |C ′ ∩Si| ≥ 1 for each i such that C ∩Si = ∅ and 3 ≤ i ≤ n− 1.
In the following cases, we assume that Si ∩ C = ∅ and the cases are categorized by considering
the different formations of the row Si−1.
• Si−1∩C = ∅: Considering different orientations and positions of the formation T in Lemma 10,
we have Si+1 ⊆ C. Hence, due to Rule 1.1, one codeword from Si+1 is moved to Si and we
obtain |C ′ ∩ Si| ≥ 1.
• Si−1∩C = {(1, i−1)}: By Lemma 10, we have (2, i−2) ∈ C. Notice that if (1, i−2) and (3, i−2)
do not belong to C, then a contradiction with the definition of solid-locating-dominating codes
follows since we have I(2, i− 1) ⊆ I(1, i− 2) for non-codewords (2, i− 1) and (1, i− 2). Hence,
at least one of the vertices (1, i − 2) and (3, i − 2) belongs to C. Therefore, either Rule 3.1 or
4.1 can be applied (to the row Si−2) and we have |C ′ ∩ Si| ≥ 1.
• Si−1 ∩ C = {(3, i − 1)}: This case is symmetrical to the previous one. Here we just use either
Rule 3.2 or 4.2.
• Si−1 ∩ C = {(2, i− 1)}: By Lemma 10, we have {(1, i+ 1), (3, i+ 1)} ⊆ C. Hence, due to Rule
1.1, we have |C ′ ∩ Si| ≥ 1.
• Si−1 ∩ C = {(1, i− 1), (2, i− 1)}: Due to Rule 2.1, we have |C ′ ∩ Si| ≥ 1.
• Si−1 ∩ C = {(2, i− 1), (3, i− 1)}: Due to Rule 2.2, we have |C ′ ∩ Si| ≥ 1.
• Si−1 ∩ C = {(1, i− 1), (3, i− 1)}: Due to Rule 1.2, we have |C ′ ∩ Si| ≥ 1.
• Si−1 ∩ C = {(1, i− 1), (2, i− 1), (3, i− 1)}: Due to Rule 1.2, we have |C ′ ∩ Si| ≥ 1.
Thus, in conclusion, we have shown that for 3 ≤ i ≤ n−1 we have |C ′∩Si| ≥ 1. Therefore, as the
rules rearrange codewords only inside V ′n, we have |C ∩ V ′n| ≥ |C ′ ∩ V ′n| ≥ n − 3. This concludes
the proof of the lower bound D(C) ≥ 1/3.
In the previous theorems, we have shown that the density of an optimal solid-locating-dominating
code in the king grid is 1/3. Recall that a self-locating-dominating code is always solid-locating-
dominating. Hence, by the previous lower bound, we also know that there exists no self-locating-
dominating code in the king grid with density smaller than 1/3. However, the construction given
for the solid-location-domination does not work for self-location-domination. For example, we have
I(2, 0) = {(2,−1), (2, 1), (3, 0)} and N [(2,−1)]∩N [(2, 1)]∩N [(3, 0)] = {(2, 0), (3, 0)} contradicting
with the definition of self-locating-dominating codes (see Figure 2). In the following theorem, we
present a self-locating-dominating code in the king grid with the density 1/3. Notice that this
code is also solid-locating-dominating.
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Theorem 12. Let G = (V,E) be the king grid. The code
C =
{
(x, y) ∈ Z2 | x− y ≡ 0 (mod 3)
}
is self-locating-dominating in G and its density is 1/3.
Proof. The density D(C) = 1/3 since in each row every third vertex is a codeword. Furthermore,
C is a self-locating-dominating code since each non-codeword v is covered either by the set of three
codewords {v + (1, 0), v + (0,−1), v + (−1, 1)} or {v + (−1, 0), v + (0, 1), v + (1,−1)}, and in both
cases the closed neighbourhoods of the codewords intersect uniquely in the vertex v.
3 Direct product of complete graphs
A graph is called a complete graph on q vertices, denoted by Kq, if each pair of vertices of the
graph is adjacent. The vertex set V (Kq) is denoted by {1, 2, . . . , q}. The Cartesian product of
two graphs G1 = (V1, E1) and G2 = (V2, E2) is defined as G1G2 = (V1 × V2, E), where E is a
set of edges such that (u1, u2)(v1, v2) ∈ E if and only if u1 = v1 and u2v2 ∈ E2, or u2 = v2 and
u1v1 ∈ E1. The direct product of two graphs G1 and G2 is defined as G1 × G2 = (V1 × V2, E),
where E = {(u1, u2)(vv, v2) | u1v1 ∈ E1 and u2v2 ∈ E2}. A complement of a graph G = (V,E) is
the graph G = (V,E′) with the edge set E′ being such that uv ∈ E′ if and only if uv /∈ E.
In this section, we give optimal locating-dominating, self-locating-dominating and solid-locating-
dominating codes in the direct product Kn×Km, where 2 ≤ n ≤ m. For location-domination and
solid-location-domination, the results heavily depend on the exact values of γLD(KnKm) and
γDLD(KnKm), which have been determined in [6]. In the graphs Kn×Km and KnKm, the jth
row (of V (Kn) × V (Km)) is denoted by Rj and it consists of the vertices (1, j), (2, j), . . . , (n, j).
Analogously, the ith column is denoted by Pi and it consists of the vertices (i, 1), (i, 2), . . . , (i,m).
Now we are ready to present the following observations:
• In the Cartesian product KnKm, the closed neighbourhood N [(i, j)] = N [i, j] consists of
the row Rj and the column Pi. Therefore, as the closed neighbourhood of a vertex resembles
the movements of a rook in a chessboard, KnKm is also sometimes called the rook’s graph.
• In the direct product Kn ×Km, we have N((i, j)) = N(i, j) = V (KnKm) \ (Rj ∪ Pi).
Due to the previous observations, we know that KnKm = Kn ×Km.
Recall that identification is a topic closely related to the various location-domination type
problems. Previously, in [13], the identifying codes have been studied in the direct product Kn ×
Km of complete graphs by Goddard and Wash. More precisely, they determined the exact values
of γID(Kn ×Km) for all m and n.
In what follows, we determine the exact values of γLD(Kn × Km) for all m and n. For this
purpose, we first present the following result concerning location-domination in the Cartesian
product KnKm of complete graphs given in [6].
Theorem 13 ([6], Theorem 14). Let m and n be integers such that 2 ≤ n ≤ m. Now we have
γLD(KnKm) =
{
m− 1, 2n ≤ m,⌈
2n+2m
3
⌉
− 1, n ≤ m ≤ 2n− 1.
There is a strong connection between the values of γLD(KnKm) and γLD(Kn × Km) as
explained in the following. In [4], it has been shown that |γLD(G)− γLD(G)| ≤ 1. Therefore, as
Kn ×Km = KnKm, we obtain that γLD(KnKm)− 1 ≤ γLD(Kn ×Km) ≤ γLD(KnKm) + 1.
This result is further sharpened in the following lemma.
Lemma 14. For 2 ≤ n ≤ m and (n,m) 6= (2, 4), we have
γLD(KnKm)− 1 ≤ γLD(Kn ×Km) ≤ γLD(KnKm).
If γLD(Kn×Km) = γLD(KnKm)−1, then the optimal locating-dominating code C in Kn×Km
has a non-codeword v such that I(v) = C.
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Proof. First denote G = KnKm and H = Kn×Km. The lower bound of the claim is immediate
by the result preceding the lemma. For the upper bound, let C be an optimal locating-dominating
code in G. The code C can also be viewed as a code in H. If we have I(H;u) = I(H; v) for some
non-codewords u and v, then a contradiction follows since I(G;u) = C \ I(H;u) = C \ I(H; v) =
I(G; v). Hence, we have I(H;u) 6= I(H; v) for all distinct non-codewords u and v. Moreover, if
I(G; v) 6= C for each non-codeword v, then we also have I(H; v) 6= ∅, and the upper bound follows
since C is a locating-dominating code in H.
Hence, we may assume that I(G; v) = C for some non-codeword v. This implies that C ⊆
Pi ∪Rj for some i, j. There exists at most one non-codeword in Pi \ {v} since otherwise there are
at least two non-codewords with the same I-set. Similarly, there exists at most one non-codeword
in Rj \ {v}. Furthermore, if both Pi \ {v} and Rj \ {v} contain a non-codeword, then there exists
a vertex with an empty I-set. Thus, in conclusion, there exists at most two non-codewords in
Pi ∪ Rj and, hence, we have |C| ≥ n + m − 3. Dividing into the following cases depending on n
and m, we next show that |C| ≥ n+m− 3 > γLD(G) in majority of the cases of the lemma:
• If n ≥ 3 and m ≥ 2n, then we have γLD(G) = m− 1 < n+m− 3 ≤ |C| (by Theorem 13).
• If n ≥ 4, n ≤ m ≤ 2n−1 and (n,m) 6= (4, 4), then γLD(G) = d2(n+m)/3e−1 < n+m−3 ≤
|C| (by Theorem 13).
Thus, if n ≥ 3 and m ≥ 2n, or n ≥ 4, n ≤ m ≤ 2n − 1 and (n,m) 6= (4, 4), then a contradiction
with the optimality of C follows. Hence, in these cases, we have γLD(H) ≤ γLD(G).
The rest of the cases are covered in the following:
• If n = 2 and 2 ≤ m ≤ 3, then C = P1 is an optimal locating-dominating code in G with the
property that for any non-codeword v we have I(G; v) 6= C. Similarly, if n = 2 and m ≥ 5,
then C = {(2, 1), (2, 2)} ∪ P1 \ {(1, i) | i ≤ 3} is an optimal locating-dominating code in G
with the property that for no vertex v we have I(G; v) = C. Thus, in both cases, the code
C is also locating-dominating in H by the first paragraph of the proof.
• If n = m = 3, then C = {(1, 1), (1, 2), (2, 1)} is a locating-dominating code in H with
γLD(G) = 3 codewords.
• If n = 3 and 4 ≤ m ≤ 5 or (n,m) = (4, 4), then {(1, 1), (1, 3), (2, 2), (2, 4)}, {(1, 1), (1, 3),
(2, 2), (2, 4), (3, 5)} and {(1, 1), (1, 3), (2, 2), (2, 4), (3, 1)} obtained from the proof of [6, Theo-
rem 14] are optimal locating-dominating codes in K3K4, K3K5 and K4K4, respectively.
Therefore, since there does not exist a non-codeword covering all the codewords (in the Carte-
sian product) in any of the cases, the codes are also locating-dominating in K3×K4, K3×K5
and K4 ×K4 (by the first paragraph of the proof), respectively.
Let then C ′ be a locating-dominating code in H. Similarly as above, we get that if I(H; v) 6= C ′
for each non-codeword v, then C ′ is also a locating-dominating code in G. Therefore, if γLD(H) =
γLD(G) − 1, then there exist a non-codeword v such that I(H; v) = C ′. Thus, the last claim of
the lemma follows.
Now with the help of the previous lemma and Theorem 13, we determine the exact values of
γLD(Km ×Kn) in the following theorem.
Theorem 15. For 2 ≤ n ≤ m we have
γLD(Kn ×Km) =

m− 1, 2n ≤ m and (n,m) 6= (2, 4),⌈
2n+2m−1
3
⌉
− 1, 2 < n ≤ m < 2n and (m,n) 6= (4, 4)
m, n = 2,m ≤ 4,
5, n = 4,m = 4.
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Figure 7: Optimal locating-dominating code for K10 ×K10. Dark boxes are codewords.
Proof. Let C be a locating-dominating code in Kn×Km. We cannot have Ri∩C = Rj∩C = ∅ for
i 6= j since otherwise, for example, I(C; (1, i)) = I(C; (1, j)). Similarly, there exists at most one
column without codewords of C. Thus, we have γLD(Kn×Km) ≥ m−1. Therefore, if m ≥ 2n and
(n,m) 6= (2, 4), then by the previous lemma we have m− 1 ≤ γLD(Kn×Km) ≤ γLD(KnKm) =
m− 1, i.e., γLD(Kn ×Km) = m− 1.
Assume then that 2 < n ≤ m ≤ 2n − 1 and n + m ≡ 0, 1 (mod 3). In what follows, we
show that now |C| ≥ γLD(KnKm). By the previous lemma, we know that if there is no non-
codeword u such that I(Kn ×Km, C;u) = C, i.e., there does not exist a row and column without
codewords, then |C| = γLD(KnKm). Hence, we may now assume that there exist a row and
a column without codewords. Without loss of generality, we may assume that they are Pn and
Rm. Observe that C can now also be viewed as a code in Kn−1Km−1 and that C is locating-
dominating in Kn−1Km−1 with the following additional properties: (i) each column has at least
one codeword, (ii) each row has at least one codeword and (iii) no codeword (i, j) ∈ C is such
that (Pi ∪Rj)∩C = {(i, j)}, i.e., no codeword of C is isolated. Indeed, the properties (i) and (ii)
follow immediately by the first paragraph of the proof and if (i, j) ∈ C is a codeword violating the
property (iii), then we have I(Kn×Km, (n, j)) = I(Kn×Km; (i,m)) = C\{(i, j)} (a contradiction).
Now we are ready to prove a lower bound on |C| as in [6, Theorem 14]. Denote the number of
columns and rows with exactly one codeword in KnKm by sp and sr, respectively. Now we obtain
that |C| ≥ sp + 2(n− 1− sp) = 2(n− 1)− sp and |C| ≥ sr + 2(m− 1− sr) = 2(m− 1)− sr (by the
properties (i) and (ii)). This further implies that sp ≥ 2(n− 1)− |C| and sr ≥ 2(m− 1)− |C|. By
the property (iii), we now obtain that |C| ≥ sp + sr ≥ 2(n− 1) + 2(m− 1)− 2|C|. Thus, we have
|C| ≥ d(2m+ 2n− 1)/3e−1. Hence, as n+m ≡ 0, 1 (mod 3), we have |C| ≥ d(2m+ 2n− 1)/3e−
1 = d(2m+ 2n)/3e − 1 = γLD(KnKm). Thus, by the upper bound of the previous lemma, we
obtain that γLD(Kn ×Km) = γLD(KnKm) if 2 < n ≤ m ≤ 2n− 1 and n+m ≡ 0, 1 (mod 3).
Assume then that 2 < n ≤ m ≤ 2n−1, n+m ≡ 2 (mod 3) and (n,m) 6= (4, 4). In what follows,
we show that the lower bound of Lemma 14 is attained, i.e., γLD(Kn×Km) = γLD(KnKm)−1.
Denote n′ = n − 1 and m′ = m − 1 and observe that n′ + m′ is divisible by three. Let C ′ =
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A1 ∪A2 ∪A3 be a code in Kn ×Km with
A1 =
{
(i, i) | 1 ≤ i ≤ n
′ +m′
3
}
,
A2 =
{
(j, i) | n
′ +m′
3
+ 1 ≤ i ≤ m′, j = 2n
′ +m′
3
+ 1− i
}
and
A3 =
{
(j, i) | 1 ≤ i ≤ 2n
′ −m′
3
, j = i+
n′ +m′
3
}
.
The code C ′ is illustrated in Figure 7. By straightforward counting , we get |C ′| = |A1|+ |A2|+
|A3| = m′+ 2n
′−m′
3 =
2n′+2m′
3 =
2n+2m−1
3 −1 = γ
LD(KnKm)−1. In what follows, we first show
that C ′ is almost a locating-dominating code in KnKm with the exception that I(C ′; (n,m)) = ∅.
Denote the sets of non-codewords (j, i) with (2n′ + 2m′)/3 −m′ + 1 ≤ j ≤ (n′ + m′)/3 and
i ≤ (2n′ + 2m′)/3 − m′ by B1 and B2, respectively. It is straightforward to verify that each
non-codeword u ∈ B1 ∪ B2 has at least three codewords in I(KnKm, C ′;u) and the codewords
of I(KnKm, C ′;u) do not lie on a single row or column. This implies that
⋂
c∈I(C′;u)N [c] = {u}
for any u ∈ B1 ∪ B2, i.e., there is no other vertex containing I(C ′;u) in its I-set. Thus, each
non-codeword in B1 ∪ B2 has a unique nonempty I-set. Consider then a non-codeword v = (j, i)
with i > (2n′ + 2m′)/3 − m′ and j < (2n′ + 2m′)/3 − m + 1′. By the construction of C ′, we
have |I(C ′; v)| = 2. Now there exists a codeword (j, j) ∈ I(v) since j ≤ (2n′ + 2m′)/3 − m′.
Furthermore, there exists a codeword c ∈ I(j, j) ∩ A3. Hence, if there exists a non-codeword w
such that I(C ′; v) = I(C ′;w), then w ∈ B2 and a contradiction follows as |I(C ′;w)| ≥ 3. Thus,
the I-set of v is nonempty and unique. Similarly, it can be shown that I(C ′; (j, i)) is nonempty
and unique for i > (2n′ + 2m′)/3−m′ and j > (n′ +m′)/3.
Consider then non-codewords u = (j,m) and v = (n, i) with 1 ≤ j ≤ n− 1 and 1 ≤ i ≤ m− 1.
We immediately obtain that I(C ′; (j,m)) = Pj ∩ C ′ and I(C ′; (n, i)) = Ri ∩ C ′. These I-sets are
nonempty since each row and column contains a codeword. These I-sets are also different from
the ones of non-codewords inside Kn′Km′ which contain at least two codewords in different rows
and columns. It is also impossible to have I(C ′;u) = I(C ′; v) since each codeword has another one
in the same row or column. Thus, u and v have nonempty and unique I-sets. Thus, in conclusion,
we have shown that I(C ′;u) is nonempty and unique for all non-codewords u in KnKm except
(n,m) (for which we have I(C ′; (n,m)) = ∅). Furthermore, there does not exist a non-codeword
v such that I(C ′; v) = C ′. Therefore, as in the proof of Lemma 14, we obtain that C ′ is a
locating-dominating code in Kn ×Km. Thus, we have γLD(Kn ×Km) = γLD(KnKm)− 1.
Now majority of the cases have been considered, and we only have some special cases left.
Concluding the proof, these cases are solved as follows:
• Assume that n = 2 and m ≤ 4. It is easy to see that C = P1 is a locating-dominating code
in Kn ×Km. For the lower bound, first recall that Kn ×Km has at most one row without
codewords (by the first paragraph of the proof). Therefore, if C is a locating-dominating code
in Kn×Km with |C| ≤ m− 1, then all the codewords lie on different rows. Hence, in all the
cases, there exist a non-codeword with an empty I-set. Thus, we have γLD(Kn×Km) = m.
• Assume that n = m = 4. By Lemma 14, we immediately have 4 ≤ γLD(K4×K4) ≤ 5. Let C
be a locating-dominating code in K4×K4. As in the second paragraph of the proof, it can be
shown that either |C| ≥ γLD(K4K4) = 5 (and we are done), or C is locating-dominating
in K3 × K3 with the additional properties (i), (ii) and (iii). In the latter case, due to (i),
(ii) and (iii), there exist a row and a column of K3×K3 with two codewords such that their
intersection is a non-codeword u. Hence, a contradiction follows since I(K4×K4, C;u) = ∅.
Thus, we have γLD(K4 ×K4) = 5.
Let us next briefly consider solid-location-domination. The following result has been shown
in [6].
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Theorem 16 ([6]). For all integers m and n such that m ≥ n ≥ 1, we have
γDLD(KnKm) =

m, 4 ≤ 2n ≤ m or n = 2,
2n, 2 < n < m < 2n,
2n− 1, 2 < m = n.
In the following theorem, we show that the cardinalities of optimal solid-locating-dominating
codes are same for Kn ×Km and KnKm.
Theorem 17. For all integers m and n such that m ≥ n ≥ 2, we have
γDLD(Kn ×Km) = γDLD(KnKm).
Proof. By [8, Theorem 21], we have γDLD(G) = γDLD(G) if G is not a discrete or a com-
plete graph. Therefore, as this is the case for G = Kn × Km, we have γDLD(Kn × Km) =
γDLD(Kn ×Km) = γDLD(KnKm).
Let us then consider self-location-domination. Unlike location-domination [4, Theorem 7] and
solid-location-domination [8, Theorem 21], the optimal cardinality of a self-locating-dominating
code in G does not depend on the one of the complement graph G. In the following theorem, we
first give the result presented in [6] regarding γSLD(KnKm).
Theorem 18 ([6]). For all integers m and n such that m ≥ n ≥ 2, we have
γSLD(KnKm) =

m, 2n ≤ m,
2n, 2 ≤ n < m < 2n,
2n− 1, 2 < m = n,
4, n = m = 2.
In the following theorem, we determine the exact values of γSLD(Kn ×Km) for all values of
m and n. Notice that γSLD(KnKm) = γSLD(Kn ×Km) if and only if n = m, m = n + 1 > 3,
or n = 2 and m ≥ 4.
Theorem 19. For all integers m and n such that m ≥ n ≥ 2, we have
γSLD(Kn ×Km) =

m+ n− 1, n > 2,
m, n = 2,m > 2,
4, n = m = 2.
Proof. Let C be a self-locating-dominating code in Kn×Km. Notice first that if n = m = 2, then
K2 ×K2 is isomorphic to a forest of two paths of length two and, therefore, γSLD(K2 ×K2) = 4.
Hence, we may assume that (n,m) 6= (2, 2). Observe then that if a column Pi contains no
codewords, i.e., Pi ∩ C = ∅, then C = V \ Pi. Indeed, for any vertices (i, j) ∈ Pi and (h, j) ∈ V
with i 6= h, we have I(h, j) ⊆ I(i, j) and the claim C = V \Pi follows by Theorem 4. Analogously,
it can be shown that if Ri ∩ C = ∅, then C = V \ Ri. Suppose now that n = 2 and m > 2.
If each row contains a codeword, then we immediately have |C| ≥ m. Otherwise, there exists a
row without codewords and, by the previous observation, we have |C| ≥ 2m − 2 ≥ m. Hence,
we obtain that |C| ≥ m. Furthermore, P1 is a self-locating-dominating code in K2 ×Km with m
codewords. Thus, in conclusion, we have γSLD(K2 ×Km) = m.
Assume that n > 2. By the previous observations, we know that if there exists a row or a
column without codewords, then |C| ≥ min{mn −m,mn − n} = mn −m ≥ m + n − 1. Hence,
we may assume that each row and column contains a codeword of C. Furthermore, if each row
contains at least 2 codewords, then |C| ≥ 2m ≥ m+n−1. Hence, we may assume that there exists
a row Ri with exactly one codeword, i.e., Ri∩C = {(j, i)} for some j. Hence, as I(j, h) ⊆ I(j, i) for
any h 6= i, we have Pj ⊆ C. Therefore, as each column different from Pj also contains a codeword,
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we obtain that |C| ≥ m + n − 1. Thus, we have γSLD(Kn × Km) ≥ m + n − 1. Finally, this
lower bound can be attained with a code C ′ = {(i, j) | i = 1 or j = 1}. Indeed, for any i, j > 1,
we have I(1, 1) = {(1, 1)}, I(1, j) = {(1, j)} ∪ (R1 \ {(1, 1)}), I(j, 1) = {(j, 1)} ∪ (P1 \ {(1, 1)})
and I(i, j) = C ′ \ {(1, j), (i, 1)}. Therefore, we have I(v) 6⊆ I(u) for any vertex u and non-
codeword v. Thus, by Theorem 4, C ′ is a self-locating-dominating code in Kn×Km, and we have
γSLD(Kn ×Km) = n+m− 1.
4 On certain type of Hamming graphs
The Cartesian product KqKq · · ·Kq of n copies of Kq is denoted by Knq and called a Hamming
graph. Goddard and Wash [2] studied identification in the case of Knq and they, in particular,
bounded the cardinality of an optimal identifying code to q2 − q√q ≤ γID(K3q ) ≤ q2. In [7], we
further improved this bound to q2− 32q ≤ γ
ID(K3q ) ≤ q2−4t−1 where 2·4t ≤ q ≤ 2·4t+1−1 or q = 4t,
and we also showed that γSLD(K3q ) = q
2. In this section, we show that also γDLD(K3q ) = q
2.
The following lemma is presented as Exercise 1.12 in [3].
Lemma 20 ([3]). For each positive integer q, we have
γ(KqKq) = q.
In the following we present some terminology and notations we use. More information about
them and their usefulness can be found in [7].
• The pipe P i(a, b) ⊆ V (K3q ) is a set of vertices fixing all but the ith coordinate which varies
between 1 and q. The fixed coordinates are a and b where a is the value of left fixed coordinate
in the representation (x, y, z). For example P 3(a, b) = {(a, b, i) | 1 ≤ i ≤ q}.
• The layer Lij ⊆ V (K3q ) is a set of vertices fixing the ith coordinate as j. For example, the
layer L1j consists of pipes P
i(1, j) for i = 1, 2 and 1 ≤ j ≤ q.
• Cij ⊆ Lij denotes the set of codewords in layer Lij , that is, for code C ⊆ V (K3q ) we have
Cij = C ∩ Lij .
• Xij ⊆ Lij denotes such non-codewords v in Lij that I(Cij ; v) = ∅ and Xi =
⋃q
j=1X
i
j .
• Let us denote aij = q − |Cij |.
• M ij ⊆ Lij denotes the minimum dominating set of induced subgraph K3q [Lij ] such that Cij ⊆
M ij . Note that K
3
q [L
i
j ] ' KqKq and hence, |M ij | ≥ q.
• Let us denote f ij = |M ij | − q. Note that |Xij | ≥ (f ij + aij)2 and f ij + aij ≥ 0 since f ij =
|M ij | − q ≥ |Cij | − q = −aij , ([7, page 11 and 13]).
Lemma 21. Let C ⊆ V (K3q ) and let KtKt be a subgraph of K3q [Cij ] for some i, j. Then we have
f ij ≥ t2 − t.
Proof. We have Cij ⊆ M ij . Besides the vertices of Cij inducing graph KtKt, there are (q − t)2
vertices which are not dominated by these vertices. Moreover, we require at least q− t vertices to
dominate them. Hence, we have |M ij | ≥ t2 + (q − t) and thus, f ij ≥ t2 − t.
Lemma 22 ([7], Lemma 10). Let C be a code in K3q and v be a vertex of K
3
q .
• If a vertex v has two codewords in its I-set and they do not locate within a single pipe, then
there is exactly one other vertex which has those two codewords in its I-set.
• The I-set I(v) is not a subset of any other I-set if and only if there are at least three
codewords in I(v) and they do not locate within a single pipe.
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Theorem 23. We have for q ≥ 2
γDLD(K3q ) = q
2.
Proof. We have shown in [7] that γSLD(K3q ) = q
2. Hence, we have γDLD(K3q ) ≤ q2 by Corollary
5. Let us assume that C is an optimal solid-locating-dominating code in V (K3q ) with |C| < q2.
Since |C| < q2, we have a layer, say L31, with at most q−1 codewords and hence, we have |X31 | ≥ 1
by Lemma 20. Let us assume that (1, 1, 1) ∈ X31 . Now, we have (i, 1, 1) 6∈ C for any i and the
same is true for (1, j, 1) for any j. Moreover, if we have (1, 1, h) 6∈ C, then I(1, 1, 1) ⊆ I(1, 1, h), a
contradiction. Therefore, for each non-codeword in Xij we have a pipe with q − 1 codewords. Let
us denote a pipe with q − 1 codewords as P iC(a, b) where i denotes the direction of the pipe and
(a, b) denotes the coordinates in which the pipe intersects with the layer. Note that if (a, b, z) ∈ X3z
and (a, b, z′) ∈ X3z′ , then z = z′.
Let us first note that we have
|{P iC(a, b) | 1 ≤ a, b ≤ q}| ≤ q + 1 (1)
for any fixed i ∈ {1, 2, 3}. Otherwise, we would have |C| ≥ (q + 2)(q − 1) = q2 + q − 2 > q2 − 1.
Let us then consider the case where we have only q− t, t ≥ 2, codewords in a layer, say L31. Then
we have |X31 | ≥ t2 and these vertices (or some subset of them) induce subgraph KtKt on K3q .
Therefore, we have at least t2 copies of codeword pipes P 3C(a, b) and without loss of generality, we
may assume that values (a, b) form the set {(i, j) | 1 ≤ i, j ≤ t}. Thus, some subset of the vertices
in C3j , for any fixed j such that 2 ≤ j ≤ q, form an induced subgraph KtKt. Therefore, we have
f3j ≥ t2 − t for any 2 ≤ j ≤ q by Lemma 21. Thus, we have
|X3| ≥ t2 +
q∑
j=2
(f3j +a
3
j )
2 ≥ t2 +
q∑
j=2
f3j +
q∑
j=2
a3j ≥ t2− t+(q−1)(t2− t)+1 = q(t2− t)+1 ≥ 2q+1.
Note that
∑q
j=2 a
3
j ≥ 1 − t and if (a, b, j) ∈ X3j , then (a, b, i) 6∈ X3i for each i 6= j. However, this
is a contradiction with (1). Therefore, we have |Cij | ≥ q − 1 for any i, j.
Let us then consider the case where |C31 | = q − 1 and C31 induces a discrete graph. Then for
any non-codeword v = (a, b, 1), we have |N(v) ∩ C31 | ≤ 2 and the codewords in N(v) ∩ C31 do not
locate within the same pipe. Therefore, by Lemma 22, we have another non-codeword w ∈ L31
such that N(v)∩C31 ⊆ N(w). Furthermore, this means that there is a codeword in P 3(a, b). Since
this is true for any non-codeword and |L31| = q2, we have |C| ≥ q2, a contradiction.
Let us then consider the case |C31 | = q − 1 for q ≥ 3 and assume that some codewords in
C31 are neighbours. We may assume that (1, 1, 1), (1, 2, 1) ∈ C31 . Moreover, we may assume that
(q, q, 1) ∈ X31 . Since there are at least two codewords in the pipe P 2(1, 1) and there are q − 1
codewords in C31 , we have at least two pipes P
2(a, 1) and P 2(q, 1) such that they contain no
codewords. Therefore, we have (a, q, 1) ∈ X11 . Moreover, we have codeword pipes P 3C(q, q) and
P 3C(a, q). Now, we can consider layers L
1
q and L
1
a. Let us first consider the layer L
1
q. First of all,
it contains the codeword pipe P 3C(q, q) and since the pipe P
2(q, 1) contains no codewords, there
has to be at least one codeword in every pipe P 3(q, i) where 1 ≤ i ≤ q − 1. Indeed, otherwise we
would have q − 1 codewords in some pipe P 1C(i, q), 2 ≤ i ≤ q, a contradiction with pipes P 2(a, 1)
and P 2(q, 1) containing no codewords. Therefore, we have |C1q | ≥ 2q − 2. Furthermore, we get
similarly |C1a | ≥ 2q − 2. However, now we have
|C| ≥ 2(2q − 2) +
q−1∑
i=1,i6=a
|C1i | ≥ 2(2q − 2) + (q − 2)(q − 1) = q2 + q − 2 > q2 − 1,
a contradiction.
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On Levenshtein’s Channel and List Size in
Information Retrieval
Ville Junnila, Tero Laihonen and Tuomo Lehtilä
Abstract
The Levenshtein’s channel model for substitution errors is relevant in information retrieval where information is received
through many noisy channels. In each of the channels there can occur at most t errors and the decoder tries to recover the
information with the aid of the channel outputs. Recently, Yaakobi and Bruck considered the problem where the decoder provides
a list instead of a unique output. If the underlying code C ⊆ Fn2 has error-correcting capability e, we write t = e+ `, (` ≥ 1). In
this paper, we provide new (constant) bounds on the size of the list. In particular, we give using Sauer-Shelah lemma the upper
bound `+1 on the list size for large enough n provided that we have sufficient number of channels. We also show that the bound
`+ 1 is the best possible. Most of our other new results rely on constant weight codes.
Index Terms
Levenshtein’s Channel, Information Retrieval, Substitution Errors, List Decoding, Sauer-Shelah Lemma.
I. INTRODUCTION
In this paper, we consider the Levenshtein’s channel model of substitution errors introduced in [2] for sequences reconstruction
problems. The original motivation came from biology and chemistry where the usual redundancy method of error correction is
not feasible. Recently, it was pointed out that this channel model is very relevant to information retrieval in advanced storage
technologies where the stored information is either a single copy, which is read by many read heads, or the stored information
has several copies [3], [4]. As mentioned in [3], this model is specifically applicable to DNA data storage systems [5]. There
DNA strands give us a large number of erroneous copies of the information and we try to recover the information with the aid
of these strands. For various related sequences reconstruction problems (like the deletion and insertion errors) see, for example,
[2], [6], [7].
Let us first introduce some notation. We denote the set {1, 2, . . . , n} by [1, n]. Let F = F2 be a finite field of 2 elements, and
denote the Hamming space by Fn. The support of a word x = x1 . . . xn ∈ Fn is defined by supp(x) = {i | xi 6= 0}. We denote
the all-zero word 0 = 00 . . . 0 ∈ Fn and ei ∈ Fn is a word with 1 in the ith coordinate and zeros elsewhere. The Hamming
weight w(x) of x ∈ Fn equals |supp(x)|. The Hamming distance is defined as d(x,y) = w(x + y) for x,y ∈ Fn. We denote
the Hamming ball of radius t centered at x ∈ Fn by Bt(x) = {y ∈ Fn | d(x,y) ≤ t} and the cardinality of the ball by
V (n, t) =
∑t
i=0
(
n
i
)
. A nonempty subset of Fn is called a code and its elements are called codewords. The minimum distance
of a code C ⊆ Fn is defined as dmin(C) = minc1,c2∈C,c1 6=c2 d(c1, c2). Thus, the code has the error-correcting capability
e = e(C) = b(dmin(C)− 1)/2c.
Let us consider now the channel model in more detail. A codeword x ∈ C ⊆ Fn2 is transmitted through N channels where
at most t substitution errors can occur in each of them — in other words, we get N estimations of a stored information unit.
(In the model, it is assumed that all the outputs from the channels are different from each other.) This is illustrated in Fig. 1.
It is also assumed that t > e(C), that is, there can be more errors than the code C can cope if it is considered only as an
error-correcting code. We denote t = e(C) + ` = e+ ` for ` ≥ 1. For a recent generalization of the problem, see [3].
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Fig. 1. The Levenshtein’s channel model.
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Based on the N different outputs Y = {y1, . . . ,yN} of the channels, we should be able to recover x. Clearly, if t ≤ e,
then only one channel is enough. In [8], [9], the authors consider the situation where instead of always recovering x uniquely,
we obtain sometimes a short list of possibilities for x. In other words, based on the different output words y1, . . . ,yN and
the code C, the list decoder D gives an estimation TD = TD(Y ) = {x1, . . . ,x|TD|} on the transmitted word x. We denote
by LD the maximum cardinality of the list TD(Y ) over all possible sets Y of output words. The decoder is successful if the
transmitted word x belongs to TD. In this paper, we concentrate on the minimal value of LD over all successful decoders D,
that is, on the value L = minD is successful{LD}. Hence, we have
L = max{|C ∩ (
⋂
y∈Y
Bt(y))| | Y is a set of N output words}.
We also denote
T = T (Y ) = C ∩ (
⋂
y∈Y
Bt(y)).
The value of L is studied for example, in [8]–[13]. Naturally, we would like to have as small L as possible. Notice that L
depends on e, `, n, C and N where C is an e-error-correcting code.
There is also another closely related problem of information retrieval in associative memory introduced by Yaakobi and
Bruck [8], [9]. In their model, an associative memory is given as a (simple and undirected) graph G = (V,E). A vertex in
the graph corresponds to a stored information unit and if two information units are associated, then there is an edge between
them. Moreover, two vertices are called t-associated, if the distance between them is at most t. An unknown information unit
x ∈ V is retrieved from the associative memory using input clues provided by an information seeker. The input clues are
t-associated to x and also belong to a code C ⊆ V serving as a reference set. The reference set should be such that given
enough input clues, the sought information unit x can be found unambiguously (or with some small uncertainty). Naturally,
we want the maximum number m of input clues, which are needed to retrieve any information unit from the memory, to be
as small as possible. The two parameters L and m are closely related (see, for instance, [10]).
The structure of the paper is as follows. In Section II, we show some upper and lower bounds on L for an e-error-correcting
code when t = e+ `. We also show that there exist e-error-correcting codes such that L is not a constant (i.e., depends on n) if
the number of channels N ≤ V (n, `−1). In Section III, we give an upper bound L ≤ `+1 for an e-error-correcting code when
n is large enough and N ≥ V (n, `− 1) + 1. Moreover, in Theorem 8, we show that there exist codes which attain this upper
bound. Section IV considers a case with at least two distant output words in Y when e ≥ 2`− 1. We show that having distant
output words is a reasonable assumption and in that case L is rather small (we may even reach |T | ≤ 2). Finally, in Section V,
we consider the case with less than V (n, `−1)+1 channels. We especially show that if V (n, `−a−1)+1 ≤ N ≤ V (n, `−a)
where 0 ≤ a ≤ `− 1 and if C is an e-error-correcting code such that L is maximal, then L = Θ(na).
II. ELEMENTARY BOUNDS ON L
For the rest of the section, let C be an e-error-correcting code in Fn and t = e+ ` be the maximum number of errors that
might occur during the transmission. We will first consider upper bounds on L and then the lower bounds. The basic idea on
estimating the maximum length L of the decoded list is the following: given the output words of the channels, we analyse
the number of codewords of C that locate in the intersection of Hamming balls of radius t centered at the output words. As
expected, the length L of the decoded list in the Levenshtein’s channel model strongly depends on the number of channels. In
particular, as N increases, L decreases and vice versa. We discuss more about the dependency between N and L in Section
V.
In Remark 9, we show that if the number of channels N is at most V (n, `− 1), then the maximum length L of the decoded
list might depend on n. Hence, in this paper, we focus on the case N ≥ V (n, ` − 1) + 1 and later prove that L ≤ 2` if
N ≥ V (n, `− 1) + 1. Previously, in [2] and [8], the Levenshtein’s channel model has been considered for L = 1 and L = 2,
respectively. However, in both cases, the number of channels is larger than N = V (n, `− 1) + 1 focused on this paper.
The results on the number of required channels in the cases L = 1 and L = 2 are obtained by analysing cardinalities of
two and three intersecting Hamming balls centered at the codewords of C, respectively. However, contrary to the cases with
two or three balls, if the intersection of four or more balls is considered, then the size of the intersection no longer depends
on the distances of the centers of the balls (see [14, p. 36]). Hence, in this paper, another approach is used. For this purpose,
observe first that each Hamming ball of radius e contains at most one codeword of C. Thus, if the intersection of code C and
the balls of radius t centered at the output words of Y can be covered by k balls of radius e, then a list of length (at most) k
can be obtained. This approach is reformulated in the following lemma.
Lemma 1. If for any Y = {y1, . . . ,yN} we have C ∩ (
⋂N
i=1Bt(yi)) ⊆
⋃k
i=1Be(βi) for some words βi ∈ Fn (i = 1, . . . , k),
then L ≤ k
Notice that the previous lemma also gives a decoding algorithm. Indeed, if the words βi are known, then each ball Be(βi)
contains at most one codeword and the decoding can be done by adding these codewords to the list T .
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A. Upper bounds on L
Now we are ready to examine the actual upper bounds on L. The first upper bound is based on the following theorem by
Kleitman [15].
Theorem 2. If r is a positive integer, n ≥ 2r + 1 and S is a subset of Fn such that d(x,y) ≤ 2r for any distinct x,y ∈ Fn,
then |S| ≤ V (n, r).
The following result is an immediate corollary of the previous theorem.
Corollary 3. If n ≥ 2`− 1 and the number of channels N ≥ V (n, `− 1) + 1, then there exist two output words y1 and y2
such that d(y1,y2) ≥ 2`− 1.
In the following theorem, we show that the maximum length L of the decoded list is at most
(
2`
`
)
. This result and its proof
can be seen as reformulations of a result by Yaakobi and Bruck [8, Algorithm 18].
Theorem 4. Let n ≥ 2`− 1 and C be an e-error-correcting code in Fn. If t = e+ ` and N ≥ V (n, `− 1) + 1, then we have
L ≤
(
2`
`
)
.
Proof. Assume that N ≥ V (n, `−1)+1. By Corollary 3, we have two outputs y0,y ∈ Y such that d(y0,y) ≥ 2`−1. Without
loss of generality, we may assume that y0 = 0. Since w(y) ≥ 2` − 1, there exists a set A ⊆ supp(y) with 2` − 1 elements.
Now either y0 or y differs from the input word x in at least ` coordinates in A. Suppose first that this is the case with the word
y0, i.e., d(y0,x) ≥ ` or w(x) ≥ `. Denote by βi ∈ Fn, 1 ≤ i ≤
(
2`−1
`
)
, all the words of weight ` with the support belonging
to A. Since d(y0,x) ≥ `, we have d(βi,x) ≤ e for some βi. Analogously, in the case where x differs from y in at least `
coordinates of A, we may choose βi ∈ Fn,
(
2`−1
`
)
+ 1 ≤ i ≤ 2
(
2`−1
`
)
, to be all the words of weight ` − 1 with the support
belonging to A. Again, for some βi, we have d(βi,x) ≤ e. Therefore, by Lemma 1, we obtain L ≤
(
2`−1
`−1
)
+
(
2`−1
`
)
=
(
2`
`
)
and the claim follows.
In order to improve the previous upper bound (to 2`), we present the well-known Sauer-Shelah lemma ([16], [17]). Let F
be a family of subsets of [1, n], where n is a positive integer. We say that a subset S of [1, n] is shattered by F if for any
subset E ⊆ S there exists a set F ∈ F such that F ∩ S = E. The Sauer-Shelah lemma states that if |F| >
∑k
i=1
(
n
i
)
, then F
shatters a subset of size (at least) k. Since the subsets of [1, n] can naturally be interpreted as words of Fn, the Sauer-Shelah
lemma can be reformulated as follows.
Theorem 5 ([16], [17]). If Y ⊆ Fn is a set containing at least
∑k−1
i=0
(
n
i
)
+ 1 words, then there exists a set S of k coordinates
such that for any word w ∈ Fn with supp(w) ⊆ S there exists a word s ∈ Y satisfying supp(w) = supp(s)∩ S. Here we say
that the set S of coordinates is shattered by Y .
In the following theorem, we show that L ≤ 2`.
Theorem 6. Let n ≥ ` and C be an e-error-correcting code in Fn. If t = e+ ` and N ≥ V (n, `− 1) + 1, then we have
L ≤ 2`.
Proof. Let Y be the set of output words and x be the input word. Assume that N ≥ V (n, `−1)+1. Now, by Theorem 5, there
exists a set S of ` coordinates which is shattered by Y . Without loss of generality, we may assume that S = [1, `]. Let s be a
word such that supp(s) = S and Y ′ = {y1, . . . ,y2`} be a subset of Y such that Y ′ shatters S. Define then βi = s + yi ∈ Fn
for 1 ≤ i ≤ 2`. By the choice of Y ′, there exists a word yi ∈ Y ′ such that supp(yi) ∩ S = supp(x + s) ∩ S, i.e., yi and x
differ in ` coordinate places of S. Hence, we obtain d(βi,x) ≤ e for βi = s + yi. Therefore, by Lemma 1, we have L ≤ 2`
and the claim follows.
Observe that when ` = 1 and N ≥ 2 or ` = 2 and N ≥ n + 2, we have L ≤ 2 or L ≤ 4, respectively. Later, in Theorem
8, we show that the first upper bound is tight and then, in Remark 18, we show that we can in some circumstances attain the
upper bound L ≤ 4.
B. Lower bounds on L
In the following, we concentrate on the lower bounds on L. Here the main idea of the proofs is to find a (worst possible)
set of output words to maximize the possible input words that could have been transmitted. In the following theorem, we give
a lower bound on the list size when the number of channels is bounded from above.
Theorem 7. For an e-error-correcting code C ⊆ Fn and radius t = e+ `, we have
L ≥
|C|(V (n, t− a+ 1)−
(
n−a
t−a+1
)
)
2n
3
if there exist at most N ≤ V (n, a− 1) + 1 channels, a ≤ ` and n ≥ t+ 1.
Proof. Let us first consider the words of Ba−1(0). The intersection of the balls with radius t centered at these words gives⋂
b∈Ba−1(0)
Bt(b) = Bt−a+1(0).
Denote by z the word with supp(z) = [1, a]. Let us denote by S the intersection Bt(z) ∩Bt−a+1(0). It is straightforward to
verify that |S| = V (n, t− a+ 1)−
(
n−a
t−a+1
)
. Next we show that L ≥ |C||S|/2n which gives the assertion. It is straightforward
to verify that ∑
u∈Fn
|(u + S) ∩ C| = |C||S|.
Therefore, there exists u ∈ Fn such that |(u + S) ∩ C| ≥ |C||S|/2n. Let c ∈ C be a codeword in u + S. If we transmit c
through the N channels with at most t errors occuring in each one, then we can receive a set of output words Y which is a
subset of Ba−1(u) ∪ {z + u}. Therefore, we get L ≥ |C||S|/2n.
Next we give a lower bound on the list size when the number of channels N ≤ V (n, `− 1) + 1. In other words, we show
that there exists an e-error-correcting code for which L ≥ `+ 1. Later, in Section III, it is shown that the lower bound can be
attained for any e-error-correcting code if N ≤ V (n, `− 1) + 1 and n is large enough.
Theorem 8. Let t = e + `. There exists an e-error-correcting code C ⊆ Fn such that L ≥ ` + 1 if n ≥ ` + `e + e and the
number of channels satisfies N ≤ V (n, `− 1) + 1.
Proof. Let us consider a code C which consists of the codewords ci (i = 1, . . . , `) satisfying
supp(ci) = {i, `+ e(i− 1) + 1, . . . , `+ e(i− 1) + e}
together with the word c`+1 where supp(c`+1) = [n− e+ 1, n]. Observe that w(c1) = · · · = w(c`) = e+ 1 and w(c`+1) = e.
Since the supports of these `+ 1 codewords are disjoint, they form a code with minimum distance 2e+ 1.
Let z ∈ Fn be a word such that supp(z) = [1, `]. Assume that the set Y of the N received output words from the channels
is a subset of B`−1(0) ∪ {z}. It is easy to see that the codewords ci are included in Bt(z) and, by the proof of Theorem 7
(with a = `), all the codewords ci also belong to the intersection of the balls of radius t centered at the output words of
B`−1(0). Consequently, for the code C, we obtain L ≥ `+ 1.
Notice that previous theorem is not just an example suitable for small codes. In fact, if n is large enough, we may take any
e-error-correcting code, remove every codeword in some (3e + 1)-radius ball and insert the code C inside it in such a way
that the all-zero word in the proof of previous theorem corresponds to the central word w of the (3e+ 1)-radius ball. Then it
is easy to see that with set of output words Y corresponding to the one in the proof of previous theorem, we get L ≥ `+ 1.
In the following remark, we show that the list size can depend on n if the number of channels is at most V (n, `− 1).
Remark 9. Let C be an e-error-correcting code in Fn. Assume that the number of channels N ≤ V (n, `− 1) and that all the
output words locate inside B`−1(0). By the proof of Theorem 7, we know that
Be+1(0) = Bt−`+1(0) =
⋂
b∈B`−1(0)
Bt(b).
In particular, all the words of weight e+ 1 belong to the intersection. By [18, p. 525], there exists a code with constant weight
e + 1 and minimum distance 2e + 2 with bn/(e + 1)c words. This implies that L ≥ bn/(e + 1)c and, hence, the list size
depends on n when e is constant.
III. OPTIMAL UPPER BOUND L ≤ `+ 1 FOR LARGE ENOUGH n
In this section, we first give bound L ≤ `+1 when we have N ≥ V (n, `−1)+1 and n is exponentially dependant on e and
`. Then we improve it for cases with n polynomially depending on e and `. Notice that these results are improved versions of
the results in the conference version of this paper [1].
In the following lemma, we show that if n is large enough and N ≥
∑`−1
i=0
(
n
i
)
+ 1, then there exists an output word y ∈ Y
such that y differs from the transmitted codeword x in at least ` − 1 coordinate places outside D ⊆ [1, n] (with small size
compared to n).
Lemma 10. Assume that Y ⊆ Fn, |Y | = N ≥
∑`−1
i=0
(
n
i
)
+1, C is an e-error-correcting code and b is a positive integer. Then for
any codeword x ∈ T (Y ) and for any set D ⊆ [1, n] with |D| = b, there exists a word y ∈ Y such that |supp(x+y)\D| ≥ `−1
if
n ≥ `− 2 + (`− 1)22b.
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Proof. Let D ⊆ [1, n] and |D| = b for some fixed b. Without loss of generality, we may assume that x = 0. Suppose to the
contrary that there does not exist a word y ∈ Y such that |supp(x+y)\D| = |supp(y)\D| ≥ `−1, i.e., |supp(y)\D| < `−1
for all y ∈ Y . This implies that the number of words in Y is at most
`−2∑
j=0
min{b,t−j}∑
i=0
(
b
i
)(
n− b
j
)
≤
`−2∑
j=0
b∑
i=0
(
b
i
)(
n− b
j
)
=2b
`−2∑
j=0
(
n− b
j
)
≤(`− 1)2b
(
n
`− 2
)
=(`− 1)
(
n
`− 1
)
`− 1
n− `+ 2
2b
≤
(
n
`− 1
)
,
when n ≥ `−2+(`−1)22b. This contradicts with the assumption that N = |Y | ≥
∑`−1
i=0
(
n
i
)
+1. Thus, the claim follows.
The following lemma is a critical part in showing that L ≤ ` + 1 when n is large enough. In particular, we show that if
there exists a word w close to every codeword in T , then the cardinality of T is rather small. Moreover, we later verify the
existence of such a word w.
Lemma 11. Let the set of outputs Y consist of N ≥
∑`−1
i=0
(
n
i
)
+ 1 words and C be an e-error-correcting code. Further let
h be an integer and w ∈ Fn be a word such that 0 ≤ h ≤ ` and d(w, c) ≤ e+ h for each c ∈ T (Y ). Then we have
|T (Y )| ≤
h∑
i=0
(
`
i
)
.
Proof. Let x be the transmitted codeword. Assume that w ∈ Fn is a word satisfying d(w, c) ≤ e+ h for every c ∈ T (Y ); in
particular, d(w,x) ≤ e+ h. Without loss of generality, we may assume that w = 0. Since N ≥
∑`−1
i=0
(
n
i
)
+ 1, by Theorem
5, there exists a set S ⊆ [1, n] of ` coordinates which are shattered by a subset Y ′ = {y1, . . . ,y2`} ⊆ Y . Let s denote a word
such that supp(s) = S. The proof now divides into two cases based on the number of different coordinates between x and w
in S, that is, |supp(x) ∩ S|.
Assume first that |supp(x) ∩ S| ≤ h − 1. Define Y = {y ∈ Y ′ | |supp(y) ∩ S| ≥ ` − (h − 1)} ⊆ Y ′ and B1 = {β =
y+ s | y ∈ Y }. Notice that |Y | = |B1| =
∑`
i=`−(h−1)
(
`
i
)
=
∑h−1
i=0
(
`
i
)
. Since |supp(x)∩S| ≤ h− 1, there exist words y ∈ Y
and β = y + s ∈ B1 such that supp(y + x) ∩ S = S, that is, x and y differ in every coordinate of S. Therefore, we have
d(x, β) = d(x,y + s) = d(x,y)− ` ≤ t− ` ≤ e.
Let us then assume that |supp(x) ∩ S| ≥ h. Define B2 = {β ∈ Fn | w(β) = h and supp(β) ⊆ S}. Notice that |B2| =
(
`
h
)
.
Now there exists a word β ∈ B2 such that supp(β) ⊆ supp(x). Hence, we have d(x, β) = |supp(x)| − h ≤ (e+ h)− h ≤ e.
Therefore, we obtain that
x ∈
⋃
β∈B1∪B2
Be(β)
and the claim follows by Lemma 1 since |B1 ∪ B2| = |B1|+ |B2| =
∑h
i=0
(
`
i
)
.
The following corollary is immediately obtained by choosing in the previous lemma h = 1.
Corollary 12. Let the set of output words Y consist of N ≥
∑`−1
i=0
(
n
i
)
+ 1 words, C be an e-error-correcting code and let
there exist a word w ∈ Fn such that d(w, c) ≤ e+ 1 for each c ∈ T (Y ). Then we have
|T (Y )| ≤ `+ 1.
In the following lemma, we show that if n is large enough and N ≥
∑`−1
i=0
(
n
i
)
+1, then the pairwise distances of codewords
in T are rather small.
Lemma 13. Let n ≥ ` − 2 + (` − 1)222t, C be an e-error-correcting code and |Y | = N ≥
∑`−1
i=0
(
n
i
)
+ 1. Then we have
d(c1, c2) ≤ 2e+ 2 for any two c1, c2 ∈ T (Y ).
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Proof. Let c1 and c2 be codewords in T (Y ). Without loss of generality, we may assume that c1 = 0. In order to show that
d(c1, c2) ≤ 2e+ 2, we suppose to the contrary that d(c1, c2) ≥ 2e+ 3, i.e., w(c2) ≥ 2e+ 3. Since c1, c2 ∈ T (Y ), we have
w(c2) = d(c1, c2) ≤ 2t. Hence, there exists a set D ⊆ [1, n] such that |D| = 2t and supp(c2) ⊆ D.
Since n ≥ `− 2 + (`− 1)222t, by Lemma 10, there exists an output y ∈ Y such that |supp(y) \ supp(c2)| ≥ `− 1. Since
w(y) = d(y, c1) ≤ t, we have |supp(c2) ∩ supp(y)| ≤ e+ 1. This further implies that
d(c2,y) ≥ (w(c2)− |supp(c2) ∩ supp(y)|) + `− 1 ≥ (2e+ 3− (e+ 1)) + `− 1 ≥ t+ 1.
This leads to a contradiction, and the claim follows.
We have shown that if there exists a word w such that it is close to every codeword in T , then |T | is small. Moreover, we
have shown that every codeword in T is pairwise close to each other. Therefore, it seems rather natural suggestion for such a
word w to indeed exist. The proof of the following theorem is based on this idea.
Theorem 14. Let n ≥ ` − 2 + (` − 1)22b, b = max{2t, 4e + 4}, |Y | = N ≥
∑`−1
i=0
(
n
i
)
+ 1 and C be an e-error-correcting
code. Then we have
L ≤ `+ 1.
Proof. Observe first that the cases ` = 0 and ` = 1 follow from Theorem 6 since 20 = 0 + 1 and 21 = 1 + 1. Therefore, we
may assume that ` ≥ 2. Hence, there exist codewords c0, c1, c2 ∈ T (Y ) (as we are immediately done if |T (Y )| ≤ 2). Without
loss of generality, we may assume that c0 = 0. Thus, we have w(c1) = d(c0, c1) and w(c2) = d(c0, c2).
Observe that the pairwise distances of any codewords of C are at least 2e+ 1. Therefore, by Lemma 13, we have 2e+ 1 ≤
d(ci, cj) ≤ 2e+2 for any distinct i, j ∈ {0, 1, 2}. Since d(c0, c1)+d(c1, c2)+d(c2, c0) = 2
∑2
i=0 w(ci)−2|supp(c0∩c1)|−
2|supp(c1 ∩c2)|− 2|supp(c2 ∩c0)|, the sum of the distances is even. Hence, we have two possibilities for the distances: either
each of them equals 2e+ 2 or exactly one of them equals 2e+ 2.
Consider first the latter case. Without loss of generality, we may suppose that d(c1, c2) = 2e+2 and w(c1) = w(c2) = 2e+1.
Denote now A = supp(c1) ∩ supp(c2) and let w be a word such that supp(w) = A. It is now immediate that |A| = e,
|supp(c1) ∪ supp(c2)| = 3e+ 2 and |supp(ci) \A| = e+ 1 for each i ∈ {1, 2}. Notice that d(w, ci) ≤ e+ 1 for i ∈ {0, 1, 2}.
Let c3 be an arbitrary codeword in T (Y ). As above, we obtain that 2e + 1 ≤ d(c3, ci) ≤ 2e + 2 for any i ∈ {0, 1, 2}.
Moreover, if |supp(c3) \ (supp(c1) ∪ supp(c2))| ≥ e + 2, then a contradiction follows as d(c1, c3) ≥ 2e + 3. Thus, denoting
D = supp(c1) ∪ supp(c2) ∪ supp(c3), we have |D| ≤ 4e+ 3.
By Lemma 10, there exists an output word y ∈ Y such that |supp(y)\D| ≥ `−1. (Observe that y depends on the choice of c3.)
Notice first that |supp(y)∩supp(ci)| ≥ e for i ∈ {1, 2} since otherwise d(y, ci) ≥ |supp(ci)\supp(y)|+(`−1) ≥ 2e+1−(e−
1)+(`−1) = t+1 (a contradiction). Furthermore, as w(y) = d(y, c0) ≤ t, we have |supp(y)∩supp(ci)| ≤ |supp(y)∩D| ≤ e+1
for i ∈ {1, 2}. Moreover, if |supp(y) ∩ supp(c1)| = e + 1, then d(y, c2) = |supp(y) \ supp(c2)| + |supp(c2) \ supp(y)| ≥
`+ e+ 1 > t (a contradiction). Hence, using analogous arguments to c2, we obtain that
|supp(y) ∩ supp(c1)| = |supp(y) ∩ supp(c2)| = e.
Now it can be shown that A = supp(y) ∩ supp(c1) = supp(y) ∩ supp(c2). Indeed, suppose to the contrary that supp(c1) ∩
(supp(y) \A) 6= ∅ or supp(c2)∩ (supp(y) \A) 6= ∅. Now a contradiction follows since d(y, c2) ≥ 1 + |supp(c2) \ supp(y)|+
(`− 1) ≥ 1 + (e+ 1) + (`− 1) = t+ 1 or d(y, c1) ≥ t+ 1, respectively. Furthermore,
|supp(y) \D| = `− 1
since otherwise d(y, c1) ≥ t + 1 (a contradiction). Thus, we have w(y) = t − 1. Therefore, we have A = supp(y) ∩ D.
Moreover, we have |supp(y)∩ supp(c3)| ≤ |supp(y)∩D| ≤ e. Hence, we have w(c3) = 2e+ 1 (as 2e+ 1 ≤ w(c3) ≤ 2e+ 2).
This implies that |supp(y) ∩ supp(c3)| = e. Hence, as A = supp(y) ∩D, we obtain that A = supp(y) ∩ supp(c3). Therefore,
A ⊆ supp(c3) and d(w, c3) ≤ e+ 1 concluding the first case.
The case with w(c1) = w(c2) = 2e + 2 is similar to the previous one. As above, we denote A = supp(c1) ∩ supp(c2)
and let w be a word such that supp(w) = A. Similarly, we obtain that |A| = e + 1, |supp(c1) ∪ supp(c2)| = 3e + 3 and
|D| = |supp(c1) ∪ supp(c2) ∪ supp(c3)| ≤ 4e + 4. Hence, by Lemma 10, there exists an output word y ∈ Y such that
|supp(y) \ D| ≥ ` − 1. Since w(y) = d(y, c0) ≤ t, we have |supp(y) ∩ supp(ci)| = e + 1 for i ∈ {1, 2} and w(y) = t.
As above, it can be shown that A = supp(y) ∩ supp(c1) = supp(y) ∩ supp(c2) and further that A = supp(y) ∩ D. Thus,
A = supp(y) ∩ supp(c3) and d(w, c3) ≤ e+ 1 concluding the second case.
The claim now follows by Corollary 12.
In the previous theorem, we have shown that L ≤ ` + 1 when n depends exponentially on e and `. The proof is based
on Lemma 10, in which we use rather rough estimations. In what follows, we significantly improve the previous theorem
by showing that it is enough to require n to depend only polynomially on e and `. We first present an improved version of
Lemma 10. The proof of the improved lemma is rather technical and, therefore, its proof is postponed to Appendix.
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Lemma 15. Let b ≥ 3t be an integer with t = e + ` and C1 be an e-error-correcting code. Assume that n ≥ (` − 1)2(b −
e + (e + 1)(b − 3e − 2e2 + eb +
(
b−2e−1
2
)
)) + ` − 2, |Y | = N ≥
∑`−1
i=0
(
n
i
)
+ 1, |T (Y )| ≥ 3 and c0, c1, c2 ∈ T (Y ). If now
D ⊆ [1, n] is a set such that |D| = b and supp(c0 + c1) ∪ supp(c0 + c2) ∪ supp(c1 + c2) ⊆ D, then for any word w ∈ Fn
we have supp(w + c0) \ D = supp(w + c1) \ D = supp(w + c2) \ D and there exists an output word y ∈ Y such that
|supp(y + c0) \D| ≥ `− 1.
Proof. See Appendix.
Using the previous lemma, we show a result similar to Lemma 13.
Lemma 16. Let n ≥ (` − 1)2(2t + ` + (e + 1)(3` − 2e2 + 3et +
(
t+2`−1
2
)
)) + ` − 2, |Y | = N ≥
∑`−1
i=0
(
n
i
)
+ 1, C be an
e-error-correcting code and |T (Y )| ≥ 3. Then we have d(c1, c2) ≤ 2e+ 2 for any two c1, c2 ∈ T (Y ).
Proof. The proof is similar to the one of Lemma 13. Let c1 and c2 be distinct codewords in T (Y ) (|T (Y )| ≥ 3). Without
loss of generality, we may assume that c1 = 0. In order to show that d(c1, c2) ≤ 2e + 2, we suppose to the contrary that
d(c1, c2) ≥ 2e + 3, i.e., w(c2) ≥ 2e + 3. Since |T (Y )| ≥ 3, there exists another codeword c3 ∈ T (Y ). Now we have
|supp(c1 + c2)∪ supp(c1 + c3)∪ supp(c2 + c3)| = |supp(c2)∪ supp(c3)∪ supp(c2 + c3)| = |supp(c2)∪ supp(c3)| ≤ 3t since
d(ci, cj) ≤ 2t. Hence, there exists a set D ⊆ [1, n] such that |D| = b = 3t and supp(c2) ⊆ supp(c1 + c2) ∪ supp(c1 + c3) ∪
supp(c2 + c3) ⊆ D.
Since n ≥ (`−1)2(2t+`+(e+1)(3`−2e2+3et+
(
t+2`−1
2
)
))+`−2 = (`−1)2(b−e+(e+1)(b−3e−2e2+eb+
(
b−2e−1
2
)
))+`−2,
by Lemma 15, there exists an output word y ∈ Y such that |supp(y) \ supp(c2)| ≥ |supp(y) \ D| ≥ ` − 1. Since w(y) =
d(y, c1) ≤ t, we have |supp(c2) ∩ supp(y)| ≤ e+ 1. This further implies that
d(c2,y) ≥ (w(c2)− |supp(c2) ∩ supp(y)|) + `− 1 ≥ (2e+ 3− (e+ 1)) + `− 1 ≥ t+ 1.
This leads to a contradiction, and the claim follows.
The following theorem is an improved version of Theorem 14.
Theorem 17. Let n ≥ (`−1)2(b−e+(e+1)(b−3e−2e2+eb+
(
b−2e−1
2
)
))+`−2, b = max{3t, 4e+4}, |Y | = N ≥
∑`−1
i=0
(
n
i
)
+1
and C be an e-error-correcting code. Then we have
L ≤ `+ 1.
Proof. The proof is similar to the one of Theorem 14 with the following small modifications. Lemma 13 is replaced by
Lemma 16. Furthermore, instead of Lemma 10, we apply Lemma 15. Here, the additional requirement of Lemma 15 is
satisfied as supp(c0 + c1) ∪ supp(c0 + c2) ∪ supp(c1 + c2) ⊆ D = supp(c0) ∪ supp(c1) ∪ supp(c2).
In the following remark, we show that in order to have L ≤ `+ 1 when C is an e-error-correcting and N =
∑`−1
i=0
(
n
`
)
+ 1
some restrictions are needed on the values n, ` and e.
TABLE I
A POSSIBLE SET OF EIGHT OUTPUT WORDS WITH LIST SIZE |T | = 2` .
d(c1, ∗) d(c2, ∗) d(c3, ∗) d(c0, ∗)
c1 0 1 1 1 0 0 0 4 4 3
c2 1 0 1 0 1 0 4 0 4 3
c3 1 1 0 0 0 1 4 4 0 3
c0 0 0 0 0 0 0 3 3 3 0
y0 0 0 0 0 0 0 3 3 3 0
y1 1 1 1 0 0 0 2 2 2 3
y2 0 1 1 0 0 0 1 3 3 2
y3 1 0 1 0 0 0 3 1 3 2
y4 1 1 0 0 0 0 3 3 1 2
y5 1 0 0 1 0 0 3 3 3 2
y6 0 1 0 0 1 0 3 3 3 2
y7 0 0 1 0 0 1 3 3 3 2
Remark 18. In what follows, we give a couple of examples of e-error-correcting codes such that L > `+ 1 when the number
of channels N ≤
∑`−1
i=0
(
n
`
)
+ 1. Consider first a code C = {c1, c2, c3, c0} ⊆ F6 and a set of outputs Y = {y0, . . . ,y7} ⊆ F6
given in Table I. By the table, we observe that C is a code with minimum distance 3 and, hence, it is a 1-error-correcting code.
Assuming x = c0 = 0 is the transmitted word, we notice by the table that Y ⊆ B3(x). Thus, with e = 1, ` = 2 and t = 3, the
set Y is a possible set of outputs words for x. Therefore, as {c1, c2, c3, c0} ⊆
⋂7
j=0B3(yj), we have |T | = 4 > ` + 1 = 3
with |Y | =
∑`−1
i=0
(
n
`
)
+ 1 = 8. Hence, L > `+ 1.
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Another example is the extreme situation with e = 0, C = Fn, ` = n and N =
∑`−1
i=0
(
n
`
)
+ 1 = 2n. In this case,
we have Bt(y) = Fn for every y ∈ Y . Therefore, we obtain that
⋂
y∈Y Bt(y) = Fn = C. Thus, L = 2` > ` + 1 with
N =
∑`−1
i=0
(
n
i
)
+ 1.
Notice also that the previous examples attain the upper bound L ≤ 2` of Theorem 6.
IV. SMALL LIST SIZE WITH DISTANT OUTPUT WORDS
Throughout the section, we assume that the errors occurring in the transmission are uniformly and (almost) randomly
distributed with the exception that no two output words are identical. We have previously assumed that we have at least∑`−1
i=0
(
n
i
)
+ 1 channels. However, as we will see in this section, it is very likely that such a large number of channels is
unnecessary to get small list size if n is large and e is sufficiently large compared to `. Moreover, we will provide a method
which is very likely to give |T | ≤ 2 when e ≥ 4` − 2. Notice that these results are improvements on the results in the
conference version of this paper [1].
Let C be an e-error-correcting code and x ∈ C be the transmitted word. In the following theorem, we see that if we have
an output word y in the vicinity of x, then there cannot be any other codewords in Bt(y), thus, giving us exact knowledge
about the transmitted word.
Theorem 19. Let C be an e-error-correcting code in Fn and x ∈ C. If t = e+ ` and d(x,y) ≤ e− ` for some output word
y ∈ Y , then we have Bt(y) ∩ C = {x} and x is the transmitted word.
Proof. Let x ∈ C and d(x,y) ≤ e − ` for some y ∈ Y . Furthermore, we have d(x, c) ≥ 2e + 1 for every codeword c ∈ C,
c 6= x. Hence, if we have d(x,y) ≤ e− `, then the triangular inequality gives us
2e+ 1 ≤ d(x, c) ≤ d(x,y) + d(y, c) ≤ e− `+ d(y, c).
Thus, we have d(y, c) ≥ t+ 1 for each c ∈ C, c 6= x. Therefore, Bt(y)∩C = {x}. Moreover, there happens at most t errors
in each channel and hence, the transmitted word is in Bt(y) ∩C. Thus, x is the transmitted word and the claim follows.
Now we are going to show that if n is large, then we very likely have two pairwise distant output words.
Theorem 20. Let C be an e-error-correcting code in Fn and x ∈ C be the transmitted word. If t = e + ` and y1,y2 ∈ Y
are output words such that d(yi,x) ≥ e− `+ 1 for i = 1, 2, then the probability that d(y1,y2) ≥ 2e− 2`+ 2 tends to 1 as
n tends to infinity.
Proof. Let us assume, without loss of generality, that x = 0, w(y1) = e−`+a1 and w(y2) = e−`+a2 where 1 ≤ a2 ≤ a1 ≤ 2`.
We may further assume that supp(y1) = [1, e − ` + a1]. Observe that if |supp(y1) ∩ supp(y2)| ≤ a1+a22 − 1, then we
have d(y1,y2) = w(y1) + w(y2) − 2|supp(y1) ∩ supp(y2)| ≥ w(y1) + w(y2) − (a1 + a2 − 2) = 2e − 2` + 2. Notice
that a1+a22 − 1 ≥ 0 since a1 ≥ a2 ≥ 1. Let us denote by Pn(a1, a2) the probability that d(y1,y2) ≥ 2e − 2` + 2, i.e.,
supp(y1) ∩ supp(y2)| ≤ (a1 + a2)/2− 1. Now, we have
Pn(a1, a2) ≥
b a1+a22 −1c∑
i=0
(
e−`+a1
i
)(
n−e+`−a1
e−`+a2−i
)(
n
e−`+a2
) ≥ (n−e+`−a1e−`+a2 )( n
e−`+a2
) = e−`+a2−1∏
i=0
n− e+ `− a1 − i
n− i
n→∞−→ 1.
Since Pn(a1, a2)
n→∞−→ 1 for each possible value of a1 and a2, the claim follows.
Now, based on Theorems 19 and 20, we obtain that if n is large, e ≥ ` and we have at least two output words in Y , then
we either have |T (Y )| = 1 or we are very likely to have two output words which are far away from each other. Furthermore,
we only consider two output words in this section. However, if we have more output words, say m, and none of them is close
to the transmitted word x, then the likelihood that at least two of them are distant is naturally greater than we would have
with only two output words. More precisely, the probability is greater than 1−
∏m
i=2(1− Pn(a1, ai)).
Note that quite modest n is enough for this approach to work; especially, if we have multiple channels. For example,
assuming n = 250, e = 10 and ` = 3, we have P (a1, a2) ≥ 0.768 if a1 = a2 = 1 and N = 2. However, if we have
a1 = a2 = 4 and N = 2, then P (a1, a2) ≥ 0.999 or if ai = 1 for i ∈ [1, N ], then 1−
∏N
i=2(1−Pn(a1, ai)) ≥ 1− 0.232N−1.
In what follows, we use known results for codes with a given minimum distance to obtain upper bounds on the outputted
list of codewords. As usual, we denote by A(n, d) the maximal cardinality among all codes in Fn with minimum distance at
least d. Similarly, we denote by A(n, d, w) the maximal cardinality among all constant weight codes in Fn, in which each
codeword has weight w and of which minimum distance is d. The maximum cardinalities A(n, d) and A(n, d, w) have been
widely studied. In what follows, we first present some useful results regarding them. In the following theorem, the well-known
Plotkin bound on A(n, d) is given.
Theorem 21 (Plotkin bound [19]). If n < 2d+ 1 and d is odd, then
A(n, d) ≤ 2
⌊
d+ 1
2d+ 1− n
⌋
.
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In the following theorem, we give some useful bounds on A(n, d, w) from [20]. Inequality (i) immediately follows from
the definitions of A(n, d) and A(n, d, w). Inequalities (ii), (iii) and (iv) have been show in [20, Theorem 8], [20, Corollary
5] and [20, Theorem 12], respectively.
Theorem 22 ([20]). We have
(i) A(n, d, w) ≤ A(n, d),
(ii) A(n, 2δ − 1, w) = A(n, 2δ, w),
(iii) A(n, 2δ, w) ≤
⌊
δ
b
⌋
, if b ≥ δn where b = δ −
w(n−w)
n and
(iv) A(n, 2δ, w) ≤ (
n
k)
(wk)
where k = w − δ + 1.
In the following theorem, we establish an upper bound for |T (Y )| using A(n, d) and A(n, d, w) when we have two remote
output words.
Theorem 23. Let C ⊆ Fn be an e-error-correcting code in Fn and y0 and y be words of Y such that d(y0,y) = 2e−2`+2+a
and 0 ≤ a ≤ 4`− 2. If t = e+ ` ≥ 3`− 1, then we have
|T | ≤ A
(
2e− 2`+ 2 + a, 2e− 4`+ 3 + 2
⌈a
2
⌉)
and
|T | ≤ A
(
2e− 2`+ 2 + a, 2e− 4`+ 3 + a, e− `+ 1 +
⌊a
2
⌋)
.
Proof. Without loss of generality, we may assume that y0 = 0, w(y) = 2e− 2`+ 2 + a and supp(y) = [1, w(y)]. Notice that
since the all-zero word is received as an output word, we may restrict our investigation to codewords with weight at most t.
For a codeword c ∈ C ∩ Bt(y0) ∩ Bt(y), we use the following notation: Sc = supp(c) ∩ supp(y), Ac = supp(c) \ supp(y)
and yc is a word such that supp(yc) = Sc. Moreover, we denote Vc =
⌊
|w(yc)− w(y)2 |
⌋
. In other words, if w(y) is even,
then Vc gives the difference of w(yc) and w(y)/2, and if w(y) is odd, then it gives the difference of w(yc) and bw(y)/2c or
dw(y)/2e whichever is closer. In order to show that max{d(y0,yc), d(y,yc)} = max{w(yc), w(y)−w(yc)} =
⌈
w(y)
2
⌉
+Vc,
we need to study the following two cases:
• If w(yc) ≥ w(y)/2, then w(y)− w(yc) ≤ w(y)− w(y)/2 ≤ w(yc) and
max{w(yc), w(y)− w(yc)} = w(yc) = dw(y)/2e+ Vc.
• If w(yc) < w(y)/2, then w(y)− w(yc) > w(y)− w(y)/2 > w(yc) and
max{w(yc), w(y)− w(yc)} = w(y)− w(yc) = w(y)− (bw(y)/2c − Vc) = dw(y)/2e+ Vc.
Similarly, it can be shown that min{d(y0,yc), d(y,yc)} = min{w(yc), w(y)− w(yc)} =
⌊
w(y)
2
⌋
− Vc. Moreover, we have
d(y0, c) = |Ac|+ d(y0,yc) and d(y, c) = |Ac|+ d(y,yc). Furthermore, since max{d(y0, c), d(y, c)} ≤ t, we have
|Ac| ≤ t−
⌈
w(y)
2
⌉
− Vc. (1)
Assume then that c1, c2 ∈ C ∩ Bt(y0) ∩ Bt(y) and c1 6= c2. We may approximate the distance of c1 and c2 in following
way:
d(c1, c2) ≤ |Ac1 |+ |Ac2 |+ d(yc1 ,yc2). (2)
Now, by estimating the right side of Inequality (2) with Inequality (1) and the left side of Inequality (2) by recalling d(c1, c2) ≥
2e+ 1, we get the following lower bound for d(yc1 ,yc2) (as w(y) = 2e− 2`+ 2 + a):
d(yc1 ,yc2) ≥ 2
⌈
w(y)
2
⌉
+ 1− 2`+ Vc1 + Vc2 = 2e− 4`+ 3 + 2da/2e+ Vc1 + Vc2 . (3)
Observe that when e ≥ 2`− 1 this lower bound is positive and yc1 and yc2 are distinct.
By Inequality (3), each pair of codewords in Bt(y0) ∩Bt(y) differ in at least 2e− 4`+ 3 + 2
⌈
a
2
⌉
coordinate positions of
supp(y) (as Vc1 , Vc2 ≥ 0). Thus, the words yc form a code with minimum distance 2e− 4`+ 3 + 2
⌈
a
2
⌉
in Fw(y). Hence, we
have |T | ≤ A
(
w(y), 2e− 4`+ 3 + 2
⌈
a
2
⌉)
. This gives the first bound of the theorem. However, the bound does not take into
account the values Vc1 and Vc2 in Inequality (3). In what follows, we try to improve the previous bound by making use of
Vc1 and Vc2 .
Let us define C ′ = {c ∈ Fw(y) | c′ ∈ C∩Bt(y0)∩Bt(y), supp(c) = Sc′}, that is, the code C ′ ⊆ Fw(y) is formed by taking
each codeword in Bt(y0) ∩ Bt(y) and then restricting their support to supp(y). Therefore, as d(yc1 ,yc2) > 0 by Inequality
(3), we have |C ′| = |C ∩Bt(y0) ∩Bt(y)|. The proof now divides into two cases depending on the parity of w(y).
Suppose first that w(y) is even, that is, a is even. Based on C ′, form a new code D as follows:
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• If c ∈ C ′ and w(c) = w(y)/2, then add c to D.
• If c ∈ C ′ and w(c) > w(y)/2, then delete Vc elements from the support supp(c) and add the resulting word of weight
w(y)/2 to D.
• If c ∈ C ′ and w(c) < w(y)/2, then add Vc elements to the support supp(c) and add the resulting word of weight w(y)/2
to D.
Assume that c′1 and c
′
2 are codewords of D and that they have been respectively formed from the codewords c1 and c2 of
C ′. By Inequality (3), we obtain that d(c′1, c
′
2) ≥ d(c1, c2) − Vc1 − Vc2 ≥ 2e − 4` + 3 + a > 0 when e ≥ 2` − 1. Thus,
D is a code with minimum distance (at least) w(y) + 1 − 2` and |C ′| = |D|. Therefore, we have |T | ≤ |C ′| = |D| ≤
A
(
w(y), 2e− 4`+ 3 + a, w(y)2
)
= A
(
w(y), 2e− 4`+ 3 + a, e− `+ 1 +
⌊
a
2
⌋)
.
Suppose then that w(y) is odd, that is, a is odd. As in the previous case, form a code D based on C ′ as follows:
• If c ∈ C ′ and w(c) ≥ dw(y)/2e, then delete Vc + 1 elements from the support supp(c) and add the resulting word of
weight bw(y)/2c to D.
• If c ∈ C ′ and w(c) ≤ bw(y)/2c, then delete Vc elements from the support supp(c) and add the resulting word of weight
bw(y)/2c to D.
Thus, the resulting code D contains words of weight bw(y)/2c. Assume that c′1 and c′2 are codewords of D and that they
have been respectively formed from the codewords c1 and c2 of C ′. By Inequality (3) and recalling the additional element
deleted in the former case of the construction of D, we obtain that d(c′1, c
′
2) ≥ d(c1, c2)−Vc1−Vc2−2 ≥ 2e−4`+2+a > 0
when e ≥ 2` − 1. Thus, D is a code with minimum distance (at least) 2e − 4` + 2 + a and |C ′| = |D|. Therefore, we
have |T | ≤ |C ′| = |D| ≤ A
(
w(y), 2e− 4`+ 2 + a, bw(y)2 c
)
= A
(
w(y), 2e− 4`+ 3 + a, e− `+ 1 +
⌊
a
2
⌋)
(where the last
equality is due to Theorem 22(ii)).
Notice that in the proof of the previous theorem, in the case of odd a, we actually have a two-weight code, that is, a code
where every codeword has either weight w1 or w2. Then, in order to obtain a constant weight code, the two-weight code is
slightly modified. Hence, it might be possible to gain a slight improvement on the bound by investigating two-weight codes.
Observe that in the proof of Theorem 4 we have actually considered a two-weight code (the set of words βi).
In what follows, we give a few corollaries of the previous theorem. For this purpose, we first make the following simple
observation: if k, k′ and m are nonnegative integers such that k ≥ k′, then
k
k′
=
k +m(k/k′)
k′ +m
≥ k +m
k′ +m
. (4)
Now we are ready to present the first corollary.
Corollary 24. If e ≥ 3`− 2, C ⊆ Fn is an e-error-correcting code and d(y0,y) ≥ 2e− 2`+ 2 with y,y0 ∈ Y , then we have
|T | ≤ 2
⌊
2e− 4`+ 4
2e− 6`+ 5
⌋
.
Proof. Let a be an integer such that d(y0,y) = 2e − 2` + 2 + a and 0 ≤ a ≤ 4` − 2. By Theorem 23, we have |T | ≤
A(2e−2`+2+a, 2e−4`+3+2da/2e). Since e ≥ 3`−2, it can be straightforwardly verified that the requirement n < 2d+1
of the Plotkin bound is satisfied. Now the proof divides into the following two cases depending on the parity of a:
• Suppose that a is even. By the Plotkin bound and Observation (4), we obtain that
|T | ≤ A(2e− 2`+ 2 + a, 2e− 4`+ 3 + a) ≤ 2
⌊
2e− 4`+ 4 + a
2e− 6`+ 5 + a
⌋
≤ 2
⌊
2e− 4`+ 4
2e− 6`+ 5
⌋
.
• Suppose that a is odd. By the Plotkin bound and Observation (4), we obtain that
|T | ≤ A(2e− 2`+ 2 + a, 2e− 4`+ 4 + a) ≤ 2
⌊
2e− 4`+ 5 + a
2e− 6`+ 7 + a
⌋
≤ 2
⌊
2e− 4`+ 4
2e− 6`+ 5
⌋
.
Thus, the claim follows.
When e ≥ 4`− 2, the previous corollary implies the following result.
Corollary 25. If e ≥ 4`− 2, C ⊆ Fn is an e-error-correcting code and d(y0,y) ≥ 2e− 2`+ 2 with y0,y ∈ Y , then we have
|T | ≤ 2.
Proof. Since e ≥ 4`− 2, we obtain by the previous corollary and Observation (4) that
|T | ≤ 2
⌊
2e− 4`+ 4
2e− 6`+ 5
⌋
≤ 2
⌊
2(4`− 2)− 4`+ 4
2(4`− 2)− 6`+ 5
⌋
= 2
⌊
4`
2`+ 1
⌋
= 2.
Hence, the claim follows.
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The previous corollaries have been obtained by applying the Plotkin bound to Theorem 23. In some cases, this can be
improved by considering constant weight codes and Theorem 22(iii).
Corollary 26. If e ≥ 3`− 2, C ⊆ Fn is an e-error-correcting code and d(y0,y) ≥ 2e− 2`+ 2 with y,y0 ∈ Y , then we have
|T | ≤ 2
⌊
`+ 1
2
⌋
if a is odd and
|T | ≤ 2`
if a is even.
Proof. Let a be an integer such that d(y0,y) = 2e − 2` + 2 + a and 0 ≤ a ≤ 4` − 2. Based on the parity of a, the proof
divides into the following cases:
• Suppose that a is odd. By Theorem 23, we have
|T | ≤ A(2e− 2`+ 2 + a, 2e− 4`+ 3 + 2da/2e) = A(2e− 2`+ 2 + a, 2e− 4`+ 4 + a).
Further, by the Plotkin bound and Observation (4), we obtain that
|T | ≤ 2
⌊
2e− 4`+ 5 + a
2e− 6`+ 7 + a
⌋
≤ 2
⌊
2(3`− 2)− 4`+ 5 + a
2(3`− 2)− 6`+ 7 + a
⌋
≤ 2
⌊
2`+ 2
4
⌋
= 2
⌊
`+ 1
2
⌋
.
• Suppose that a is even. By Theorems 23 and 22(ii), we have
|T | ≤ A(2e−2`+2+a, 2e−4`+3+a, e−`+1+a/2) = A(2e−2`+2+a, 2e−4`+4+a, e−`+1+a/2) = A(n, 2δ, w),
where n = 2w, w = e− `+ 1 + a/2 and δ = e− 2`+ 2 + a/2. In order to apply Theorem 22(iii), we observe that
b = δ − w(n− w)
n
= δ − w
2
=
2e− 6`+ 6 + a
4
≥ 2(3`− 2)− 6`+ 6 + a
4
≥ 1
2
and
δ
n
=
1
2
− `− 1
n
≤ 1
2
.
Therefore, as b ≥ δ/n, we obtain by Theorem 22(iii) and Observation (4) that
|T | ≤ A(n, 2δ, w) =
⌊
δ
b
⌋
= 1 +
⌊
e− `+ 1 + a/2
e− 3`+ 3 + a/2
⌋
≤ 1 +
⌊
(3`− 2)− `+ 1
(3`− 2)− 3`+ 3
⌋
= 2`.
Thus, the claim follows.
In the three corollaries above, we have considered the cases with e ≥ 3` − 2. However, Theorem 23 already holds for
e ≥ 2`− 1. In the following corollary, we complete this gap.
Corollary 27. If e ≥ 2` − 1, C ⊆ Fn is an e-error-correcting code and d(y0,y) = 2e − 2` + 2 + a with y,y0 ∈ Y and
0 ≤ a ≤ 4`− 2, then we have
|T | ≤
(
2e−2`+2+a
`
)(e−`+1+b a2 c
`
) .
Proof. Let a be an integer such that d(y0,y) = 2e − 2` + 2 + a and 0 ≤ a ≤ 4` − 2. Theorem 23 gives
|T | ≤ A (2e− 2`+ 2 + a, 2e− 4`+ 3 + a, e− `+ 1 + ba/2c). The proof now divides into the following two cases depending
on the parity of a:
• Suppose that a is even. By Theorem 22(ii), we have |T | ≤ A(2e−2`+2+a, 2e−4`+4+a, e−`+1+a/2) = A(n, 2δ, w),
where n = 2e − 2` + 2 + a, δ = e − 2` + 2 + a/2 and w = e − ` + 1 + a/2. Now k = w − δ + 1 = `. Hence, by
Theorem 22(iv), we obtain that
|T | ≤
(
2e−2`+2+a
`
)(
e−`+1+ba/2c
`
) .
• Suppose that a is odd. Now we have |T | ≤ A(2e − 2` + 2 + a, 2e − 4` + 3 + a, e − ` + 1 + (a − 1)/2) = A(n, 2δ, w),
where n = 2e− 2`+ 2 + a, δ = e− 2`+ 2 + (a− 1)/2 and w = e− `+ 1 + (a− 1)/2. Now k = w− δ+ 1 = `. Hence,
by Theorem 22(iv), we obtain that
|T | ≤
(
2e−2`+2+a
`
)(
e−`+1+ba/2c
`
) .
Thus, the claim follows.
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Notice that if e = 2` − 1, then we are very likely to have two output words with distance at least 2` by Theorem 20 (or
we have |T | = 1). Earlier, in Corollary 3, we have shown that if N ≥
∑`−1
i=0
(
n
i
)
+ 1, then we have two output words with
distance at least 2`−1. In Theorem 4, this is applied to give the upper bound |T | ≤
(
2`
`
)
. Observe that Corollary 27 also gives
upper bound
(
2`
`
)
when e = 2`− 1 and a = 0.
V. LESS THAN V (n, `− 1) + 1 CHANNELS
In this section, we investigate some cases with N ≤ V (n, ` − 1). In the following, we consider the asymptotic behaviour
of L for different values of N when e and ` are constants and C ⊆ Fn is such an e-error-correcting code that L is maximal.
First we give an upper bound on L and then a lower bound.
Lemma 28. Let N ≥ V (n, `− a− 1) + 1 where 0 ≤ a ≤ `− 1. Then for any e-error-correcting code C ⊆ Fn, we have
L ≤ 2`−a
a∑
i=0
(
n− e− `+ a
i
)
.
Proof. Let x be the input word and Y be the set of output words. By Theorem 5 there exists a set S ⊆ [1, n] of size ` − a
which is shattered by some set Y ′ ⊆ Y such that |Y ′| = 2`−a. Without loss of generality, we may assume that S = [1, `− a].
Moreover, let s be such a word that supp(s) = S. Furthermore, as in the proof of Theorem 6, for each yi ∈ Y ′, 1 ≤ i ≤ 2`−a,
let βi = yi + s.
Let βj , j ∈ [1, 2`−a], be such a word that supp(x) ∩ S = supp(βj) ∩ S. Since d(x,yj) ≤ e+ `, we have d(x, βj) ≤ e+ a.
Notice that if d(x, βj) = e + a′ ≤ e + a, then x and βj differ in e + a′ coordinates in the set [` − a + 1, n]. Hence, we
may consider words βj + wh where 0 ≤ h ≤
∑a
i=0
(
n−e−`+a
i
)
, supp(wh) ∈ [` − a + 1, n − e] and 0 ≤ w(wh) ≤ a. Since
d(x, βj) = e+ a
′ ≤ e+ a one of the words wh, say wh′ , corresponds to a′ differences between x and βj (or to 0 differences
if a′ is negative), i.e., supp(wh′) ⊆ supp(x + βj) and w(wh′) = a′. Hence, we have d(x, βj + wh′) ≤ e.
Lemma 29. Let N ≤ V (n, `−a) where 0 ≤ a ≤ ` and n ≥ 2e+a. Then there exists such an e-error-correcting code C ⊆ Fn
that
L ≥
(
n
e+a
)∑e
i=0
(
e+a
i
)(
n−e−a
i
) ≥ na
(e+ a)a
∑e
i=0
(
e+a
i
) .
Proof. Let S = {w ∈ Fn | w(w) ≤ `− a} and Y ⊆ S. We immediately notice that if w(c) ≤ e+ a, then c ∈
⋂
y∈Y Bt(y).
Let us now consider a maximal e-error-correcting code C with constant weight e+ a. By [21, Theorem 7] (Gilbert bound for
constant weight codes) and Theorem 22(ii), we have L ≥ |C| = A(n, 2e+1, e+a) = A(n, 2e+2, e+a) ≥ (
n
e+a)∑e
i=0 (
e+a
i )(
n−e−a
i )
.
Furthermore, we may estimate (
n
e+a
)∑e
i=0
(
e+a
i
)(
n−e−a
i
)
≥
(
n
e+a
)(
n−a
e
)∑e
i=0
(
e+a
i
)
=
n!e!(n− e− a)!
(n− a)!(e+ a)!(n− e− a)!
∑e
i=0
(
e+a
i
)
≥ n
a
(e+ a)a
∑e
i=0
(
e+a
i
) .
The last inequality is due to Observation (4).
In the following theorem, we give an asymptotic estimate for L with exact dependency on N .
Theorem 30. Let V (n, ` − a − 1) + 1 ≤ N ≤ V (n, ` − a) where 0 ≤ a ≤ ` − 1. Moreover, let C ⊆ Fn be such an
e-error-correcting code that L is maximal. Then we have
L = Θ(na).
Proof. Let V (n, `− a− 1) + 1 ≤ N ≤ V (n, `− a). By Lemma 28 we have L ≤ 2`−a
∑a
i=0
(
n−e−`+a
i
)
≤ 2`−a(a+ 1)n
a
a! (for
n ≥ 2a). Since e, ` and a are constants, the claim follows by Lemma 29.
Although we have shown that there exist such e-error-correcting codes that L is rather large when we have less than
V (n, ` − 1) + 1 channels, we may also construct such rather large e-error-correcting codes that L is constant on n when
N ≥ V (n, `− 2) + 1.
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Theorem 31. For any t = e+`, there exist e-error-correcting codes C ⊆ Fn2 of length n = 2m−1, where m > log2(e+1)!+3,
and of size at least 22
m−(e+1)m with
L ≤ 2`
and
N ≥ V (n, `− 2) + 1.
Proof. Let us first consider a primitive narrow-sense BCH code C with designed distance 2(e+ 1) + 1, that is, error-correcting
capability at least e + 1 [18, p. 203]. Let α be a primitive element of the finite field F2m . It is also a primitive nth root of
unity of the field. The BCH code is defined by
C = {c(x) ∈ R | c(α) = c(α3) = · · · = c(α2e+1) = 0}
where the ring R = F2[x]/〈xn − 1〉. Hence, C = {x ∈ Fn2 | HxT = 0} where
H =

1 α . . . αn−1
1 α3 . . . α3(n−1)
...
...
1 α2e+1 . . . α(2e+1)(n−1)
 .
Let now {γ1, . . . , γm} be a basis of the field extension F2m over F2. Thus, we can write the elements αi in H with the aid
of the basis as column vectors. Consequently, we obtain an (e+ 1)m× n-matrix H2 with entries in F2 such that C = {x ∈
Fn2 | H2xT = 0}.
Let us write t = (e + 1) + (` − 1). Due to Theorem 6, we know that for any set of at least V (n, ` − 2) + 1 outputs
Y = {y1, . . . ,yN} we have
|
⋂
y∈Y
Bt(y) ∩ C| ≤ 2`−1 (5)
for radius t. Notice that the error-correcting capability of C can be better than e+ 1, but in that case we get a code with even
better parameters by writing t = (e+ i) + (`− i).
Since m > 2 log2(2e+ 1), the rows of H2 are linearly independent [18, p. 263]. Let us delete suitable linearly independent
rows among the rows in the matrix H2 which correspond to the row
R = (1, α2e+1, . . . , α(2e+1)(n−1))
of the matrix H . We delete the smallest number of rows, say p rows (p ≤ m), in such a way that the obtained matrix H ′ gives
us a code C ′ = {x ∈ Fn2 | H ′xT = 0} with error-correcting capability exactly e. Notice that the error-correcting capability
of C ′ is at least e. Indeed, since m > log2(e + 1)! + 1, we know [18, p. 259] that the code corresponding to H without the
row R has error-correcting capability exactly e and the corresponding rows in H ′ remain intact. Let C2 be the code which is
obtained just before C ′, that is, using the matrix where we have deleted only p− 1 rows from H2. Now the error-correcting
capability of C2 is at least e+ 1, so it has a list size at most 2`−1 according to (5). Due to the fact that the code C ′ consists
of C2 and one of its cosets, the code C ′ has list size at most 2 · 2`−1 = 2`. For the cardinality we have [18, p. 203]
|C ′| ≥ 22
m−m(e+1).
We may improve the previous theorem for suitable values of e and ` by using Theorem 17.
Theorem 32. For any t = e+ ` such that e ≥ ` and e ≥ 7, there exist e-error-correcting codes C ⊆ Fn2 of length n = 2m−1,
where m > log2(e+ 1)! + 3, and of size at least 2
2m−(e+1)m with
L ≤ 2`
and
N ≥ V (n, `− 2) + 1.
Proof. Consider the (e+1)-error-correcting code and Inequality (5) in the proof of the previous theorem together with Theorem
17 instead of Theorem 6. Since e ≥ 7 and e ≥ `, we have 3t ≤ 6e and 4(e+ 1) + 4 ≤ 6e. Therefore, we may choose b = 6e
in Theorem 17. Together with the notation t = (e+ 1) + (`− 1), we get
(`− 2)2(5e− 1 + (e+ 2)(12e2 − 9e+ 1)) + `− 2
for the lower bound of n in Theorem 17. Moreover, since e ≥ 7, we have
n > 2log2(e+1)!+3 − 1 = 8 · (e+ 1)!− 1 ≥ (`− 2)2(5e− 1 + (e+ 2)(12e2 − 9e+ 1)) + `− 2.
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Hence, n satisfies the requirements in Theorem 17 and we may modify Inequality (5) to
|
⋂
y∈Y
Bt(y) ∩ C| ≤ `
and thus, the code C ′ in the proof of Theorem 31 has list size at most 2 · ` instead of 2 · 2`−1.
Naturally, we can get corresponding results for shorter lengths than n = 2m − 1 by applying the shortening method [18, p.
29] to the code C ′ in the proof above provided that the minimum distance of the code does not increase.
Example 33. Consider first a 2-error-correcting primitive and narrow-sense BCH code C1 of length n = 15. By Theorem 6,
we know that for t = 4 (so ` = 2) using at least N = 17 channels C provides us a code with list size L ≤ 4. With the method
of Theorem 31 we get a code C ′ with L ≤ 4 for t = 4 when we have only N = 2 channels! Notice that although here m
does not satisfy m > log2(2 + 1)! + 3, we have one linearly independent row to delete from H2 to get C
′. The price we pay
for this is that C1 has 128 codewords and C ′ has 64.
APPENDIX
PROOF OF LEMMA 15
Here, in the appendix, we give the rather technical proof of Lemma 15. For the proof, we first present an auxiliary result.
Lemma 34. Let b ≤ n be a positive integer and c0, c1, c2, c′0, c′1 and c′2 be words of Fn such that d(ci, cj) ≥ d(c′i, c′j) for
all i, j. Further, let D and D′ be such subsets of [1, n] that |D| = |D′| = b, supp(ci + cj) ⊆ D and supp(c′i + c′j) ⊆ D′ for
i, j ∈ {0, 1, 2}. If
S = {w ∈ Fn | w ∈
2⋂
i=0
Bt(ci) and |supp(w + c0) \D| < `− 1}
and
S′ = {w ∈ Fn | w ∈
2⋂
i=0
Bt(c
′
i) and |supp(w + c′0) \D′| < `− 1},
then we have |S| ≤ |S′|.
Proof. Since only the cardinalities of S and S′ are considered and the distances between ci’s and the distances between c′i’s
do not depend on each other, we may assume without loss of generality that c0 = c′0 = 0 and D = D′ = [1, b]. Notice
that supp(w + c0) \ D = supp(w + c1) \ D = supp(w + c2) \ D for any w ∈ Fn. Hence, c0 and c′0 could be replaced in
the definitions of S and S′ by any ci and c′i with i ∈ {1, 2}, respectively. Consider first intersections among the coordinates
in D. For this purpose, let cDi and c′Di be words of Fb such that supp(cDi) = supp(ci) and supp(c′Di) = supp(c′i) for
i ∈ {0, 1, 2}. Notice that cDi and c′Di preserve the distances, that is, d(cDi, cDj) = d(ci, cj) and d(c′Di, c′Dj) = d(c′i, c′j).
Then denote Sbh = Bh(Fb; cD0)∩Bh(Fb; cD1)∩Bh(Fb; cD2) and S′bh = Bh(Fb; c′D0)∩Bh(Fb; c′D1)∩Bh(Fb; c′D2). Now we
have |S′hb| ≥ |Shb| by [14, Theorem 2.4.10].
Now, we are ready to determine |S| and |S′|. Notice that |Sbt−i| is equal to the number of words y ∈ S such that supp(y)\D
is fixed and contains i ≤ ` − 2 elements. Therefore, we obtain that |S| =
∑`−2
i=0
(
n−b
i
)
|Sbt−i|. Similarly, we get |S′| =∑`−2
i=0
(
n−b
i
)
|S′bt−i|. Thus, as |Shb| ≤ |S′hb|, we have |S| ≤ |S′|.
Now we are ready to present the proof of Lemma 15.
Proof. Without loss of generality, we may assume that c0 = 0 and c0, c1, c2 ∈ C1 ∩ T (Y ) where C1 is an e-error-correcting
code. We may choose three such codewords since |T (Y )| ≥ 3 by assumption. Furthermore, let D = [b+ 1, n], D = [1, b] with
b ≥ 3t and supp(ci) ⊆ D, i ∈ {1, 2}. Notice that |supp(c1)∪ supp(c2)| ≤ 3t since d(ci, cj) ≤ 2t for i, j ∈ {0, 1, 2}. To show
that |supp(y) \D| ≥ ` − 1, we prove that N > |{w ∈ Fn | w ∈
⋂2
i=0Bt(ci) and |supp(w) \D| < ` − 1}|. Due to Lemma
34, we may assume that distances d(ci, cj) ∈ {2e+ 1, 2e+ 2} for i 6= j, i, j ∈ {0, 1, 2} and only d(c1, c2) = 2e+ 2.
Let
A =supp(c1) ∩ supp(c2),
B =supp(c1) \ supp(c2),
C ′ =supp(c2) \ supp(c1)
and
E =D \ (supp(c1) ∪ supp(c2)).
Notice that A ∪B ∪ C ′ contains every coordinate in which the words c0, c1 and c2 differ.
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We have |A| = e, |B| = |C ′| = e + 1, |E| = b − |A| − |B| − |C ′|, |D| = n − b. Moreover, let us denote with S the set
S = {w ∈ Fn | w ∈
⋂2
i=0Bt(ci) and |supp(w) \ D| < ` − 1}. Let y ∈ S and |supp(y) ∩ A| = i1, |supp(y) ∩ B| = i2,
|supp(y) ∩ C ′| = i′3, |supp(y) ∩D| = i4 and |supp(y) ∩E| = i5. Next we will approximate the cardinality of S. Our goal is
to show that |S| < V (n, `− 1) + 1 ≤ N . Immediately, by the definition of S, we have
i1 + i2 + i
′
3 + i4 + i5 ≤ t and i4 ≤ `− 2. (6)
Moreover, d(y, ci) ≤ t for i ∈ {1, 2}. Thus, i4+i5+(|A|−i1)+(|B|−i2)+i′3 ≤ t and i4+i5+(|A|−i1)+(|C ′|−i′3)+i2 ≤ t.
By summing these two inequalities together and recalling that |A| = e, |B| = |C ′| = e+ 1 and t = e+ `, we get
e+ 1 + i4 + i5 − ` ≤ i1. (7)
Notice that i1 ≤ |A| = e and hence,
i5 ≤ `− 1− i4.
As we can see from the two inequalities d(y, ci) ≤ t for i ∈ {1, 2}, the value |i2 − i′3| can be bounded from above. More
precisely, i4 + i5 + (|A| − i1) + (e+ 1) + |i2 − i′3| ≤ t and hence, |i2 − i′3| ≤ `− i4 − i5 − (|A| − i1)− 1. Furthermore, by (6)
and because i′3 ≥ i2 − |i2 − i′3|, we have t− i1 − i4 − i5 ≥ i2 + i′3 ≥ 2i2 − |i2 − i′3| ≥ 2i2 + i4 + i5 + e+ 1− `− i1. Hence,
i2 ≤ `− 1− i4 − i5. (8)
We can bound i′3 from below using i
′
3 ≥ i2 − |i2 − i′3| and from above using inequality i′3 ≤ i2 + |i2 − i′3|. Based on these
inequalities we get
i2 − (`− i4 − i5 − (|A| − i1)− 1) ≤ i′3 ≤ i2 + (`− i4 − i5 − (|A| − i1)− 1).
Now we are ready to approximate |S|. Notice that we consider
(
p
q
)
= 0 for q < 0. Hence,
|S| ≤
`−2∑
i4=0
`−1−i4∑
i5=0
e∑
i1=i4+i5+e+1−`
`−1−i4−i5∑
i2=0
i1+i2+`−e−1−i4−i5∑
i′3=i2+i4+i5+e+1−`−i1
(
|D|
i4
)(
|E|
i5
)(
|A|
i1
)(
|B|
i2
)(
|C ′|
i′3
)
(i)
≤
`−2∑
i4=0
e∑
i1=i4+e+1−`
`−1−i4∑
i2=0
`−1−i4∑
i5=0
i1+i2+`−e−1−i4−i5∑
i′3=i2+i4+i5+e+1−`−i1
(
|D|
i4
)(
|A|
i1
)(
|B|
i2
)(
|E|
i5
)(
|C ′|
i′3
)
(ii)
≤
`−2∑
i4=0
e∑
i1=i4+e+1−`
`−1−i4∑
i2=0
i1+i2+`−e−1−i4∑
i3=i2+i4+e+1−`−i1
(
|D|
i4
)(
|A|
i1
)(
|B|
i2
)(
|C|
i3
)
.
To approximate |S|, we first omit the restrictions set by i5 for i1 and i2 in (i). After that, in (ii), we denote C = C ′ ∪ E
and combine the binomial sums considering i′3 and i5. We can do this because on the left hand side we choose i5 elements
from E and i′3 elements from C
′ while on the right hand side we choose i′3 + i5 elements from C
′ ∪ E. To further estimate
the binomial sum, we partition it into smaller pieces using the notations
G(i4) =
e∑
i1=i4+e+1−`
`−1−i4∑
i2=0
i1+i2+`−e−1−i4∑
i3=i2+i4+e+1−`−i1
(
|A|
i1
)(
|B|
i2
)(
|C|
i3
)
(9)
and
g(i4) =
(
|D|
i4
)
G(i4). (10)
Hence,
|S| ≤
`−2∑
i4=0
g(i4) =
`−2∑
i4=0
(
|D|
i4
)
G(i4). (11)
The goal of the proof is to first show that g(i4) ≥ g(i4 − 1) for i4 ≤ `− 2 and then calculate the value G(`− 2). Together
these will give |S| ≤ (`− 1)
( |D|
`−2
)
G(`− 2) which we can show to be less than N when n is large enough.
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Moreover, let us denote:
f ′(i4) =
(
|A|
i4 + e− `
) `−i4∑
i2=0
(
|B|
i2
)(
|C|
i2
)
,
h′(i4) =
e∑
i1=i4+e+1−`
(
|A|
i1
) `−1−i4∑
i2=0
(
|B|
i2
)((
|C|
i1 + i2 + `− e− i4
)
+
(
|C|
i2 + i4 + e− `− i1
))
and
s′(i4) =
(
|B|
`− i4
) e∑
i1=i4+e+1−`
(
|A|
i1
) i1+2`−e−2i4∑
i3=e−i1
(
|C|
i3
)
.
By comparing the sums G(i4) and G(i4 − 1), we notice that the sum G(i4 − 1) contains every term in G(i4). In addition, it
may contain three different types of extremal terms; one where i1 is one smaller than it is possible in G(i4), one where i3 is
either one greater or one smaller than in G(i4) and one where i2 is one greater than in G(i4). Therefore, we have
G(i4 − 1) ≤ G(i4) + f ′(i4) + h′(i4) + s′(i4). (12)
The partial sum f ′(i4) contains the terms with i1 = i4 + e− `. Notice that in this case |i2 − i3| = 0 and thus, i2 = i3. The
partial sum h′(i4) considers the cases where i1 ≥ i4+e+1−`, i2 ≤ `−1−i4 and i3 ∈ {i1+i2+`−e−i4, i2+i4+e−`−i1}.
Finally, the partial sum s′(i4) consists of the cases with i1 ≥ i4 + e+ 1− `, i2 = `− i4 and i3 ∈ [e− i1, i1 + 2`− e− 2i4].
Moreover, denote
f(i4) =
(
|A|
i4 + e+ 1− `
) `−1−i4∑
i2=0
(
|B|
i2
)(
|C|
i2
)
,
h(i4) =
e∑
i1=i4+e+1−`
(
|A|
i1
) `−1−i4∑
i2=0
(
|B|
i2
)((
|C|
i1 + i2 + `− e− 1− i4
)
+
(
|C|
i2 + i4 + e+ 1− `− i1
))
and
s(i4) =
(
|B|
`− 1− i4
) e∑
i1=i4+e+1−`
(
|A|
i1
) i1+2`−e−2−2i4∑
i3=e−i1
(
|C|
i3
)
.
Notice that f(i4), h(i4) and s(i4) are partial sums of G(i4). Moreover, we may use them to approximate the values f ′(i4),
h′(i4) and s′(i4). To estimate these sums, we use the identity(
n
a+ 1
)
=
n− a
a+ 1
(
n
a
)
. (13)
Let us first consider f ′. We have
f ′(i4) =
(
|A|
i4 + e− `
) `−i4∑
i2=0
(
|B|
i2
)(
|C|
i2
)
(13)
=
i4 + e+ 1− `
`− i4
(
|A|
i4 + e+ 1− `
)
·
(
`−i4−1∑
i2=0
(
|B|
i2
)(
|C|
i2
)
+
i4 + |B|+ 1− `
`− i4
· i4 + |C|+ 1− `
`− i4
(
|B|
`− i4 − 1
)(
|C|
`− i4 − 1
))
(iii)
≤ i4 + e+ 1− `
`− i4
(
1 +
i4 + |B|+ 1− `
`− i4
· i4 + |C|+ 1− `
`− i4
)
f(i4)
(iv)
≤ e(|B||C|+ 4)
8
G(i4).
In Step (iii), we estimate
( |B|
`−i4−1
)( |C|
`−i4−1
)
≤
∑`−i4−1
i2=0
(|B|
i2
)(|C|
i2
)
. In Step (iv), we approximate i4 ≤ `− 2, f(i4) ≤ G(i4)
and disregard some small negative constants. Now we consider h′:
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h′(i4)
(13)
=
e∑
i1=i4+e+1−`
(
|A|
i1
) `−1−i4∑
i2=0
(
|B|
i2
)(
|C|+ i4 + e+ 1− `− i1 − i2
i1 + i2 + `− e− i4
(
|C|
i1 + i2 + `− e− 1− i4
)
+
i2 + i4 + e+ 1− `− i1
|C|+ i1 + `− e− i2 − i4
(
|C|
i2 + i4 + e+ 1− `− i1
))
(v)
≤
e∑
i1=i4+e+1−`
(
|A|
i1
)
|C|+ i4 + e+ 1− `− i1
i1 + `− e− i4
`−1−i4∑
i2=0
(
|B|
i2
)
·
((
|C|
i1 + i2 + `− e− 1− i4
)
+
(
|C|
i2 + i4 + e+ 1− `− i1
))
(vi)
≤ |C|h(i4)
≤ |C|G(i4).
For Inequality (v), we first show that i2 ≤ |C|−i2. Indeed, |C|−i2 = b−2e−1−i2 ≥ t+` > i2 since b ≥ 3t and `−1 ≥ i2
by (8). Therefore, we may estimate i2+i4+e+1−`−i1|C|+i1+`−e−i2−i4 ≤
|C|+i4+e+1−`−i1−i2
i1+i2+`−e−i4 since |C|+i1+`−e−i2−i4 ≥ i1+i2+`−e−i4
and i2 + i4 + e + 1 − ` − i1 ≤ |C| + i4 + e + 1 − ` − i1 − i2. Observe that i1 + i2 + ` − e − i4 ≥ 1 because i2 ≥ 0 and
i1 ≥ i4 + e+ 1− `. Furthermore, the latter fraction gets its maximal value with respect to i2 when i2 = 0. Moreover, in Step
(vi) we set i1 = i4 + e+ 1− `, so that, |C|+i4+e+1−`−i1i1+`−e−i4 gets its maximal value. Next we concentrate on s
′(i4):
s′(i4)
(13)
=
|B|+ i4 + 1− `
`− i4
(
|B|
`− i4 − 1
) e∑
i1=i4+e+1−`
(
|A|
i1
) i1+2`−e−2i4∑
i3=e−i1
(
|C|
i3
)
=
|B|+ i4 + 1− `
`− i4
(
|B|
`− i4 − 1
) e∑
i1=i4+e+1−`
(
|A|
i1
)(i1+2`−e−2−2i4∑
i3=e−i1
(
|C|
i3
)
+
|C|+ 2i4 + e+ 2− 2`− i1
i1 + 2`− e− 1− 2i4
(
|C|+ 2i4 + e+ 1− 2`− i1
i1 + 2`− e− 2i4
+ 1
)(
|C|
i1 + 2`− e− 2− 2i4
))
(vii)
≤ |B| − 1
2
(
1 +
|C| − 1
2
(
1 +
|C| − 2
3
))
s(i4)
<
|B|(|C|+ 1)2
12
G(i4).
In Step (vii) we first estimate i1 ≤ i4 + e+ 1− ` and then i4 ≤ `− 2 in the fractional multipliers to maximize them.
Now we are ready to show that g(i4 − 1) ≤ g(i4), when n is large enough, by combining the previous upper bounds for
f ′(i4), h′(i4) and s′(i4) with Equation (12). Now,
g(i4 − 1) =G(i4 − 1)
(
|D|
i4 − 1
)
≤
(
1 +
e(|B||C|+ 4)
8
+ |C|+ |B|(|C|+ 1)
2
12
)
G(i4)
(
|D|
i4
)
i4
|D| − i4 + 1
=
(
1 +
e(|B||C|+ 4)
8
+ |C|+ |B|(|C|+ 1)
2
12
)
i4
|D| − i4 + 1
g(i4).
Thus, g(i4 − 1) ≤ g(i4) when
|D| − i4 + 1 ≥i4 ·
(
1 +
e(|B||C|+ 4)
8
+ |C|+ |B|(|C|+ 1)
2
12
)
n ≥i4 ·
(
1 +
e(|B||C|+ 4)
8
+ |C|+ |B|(|C|+ 1)
2
12
)
+ i4 + b− 1.
Furthermore, g(`− 2) ≥ g(j) for `− 3 ≥ j ≥ 0 when
n ≥
(
1 +
e(|B||C|+ 4)
8
+ |C|+ |B|(|C|+ 1)
2
12
)
(`− 2) + (`− 2)− 1 + b. (14)
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For i4 = `−2, Equation (9) gives: G(`−2) = |C|+ |B|(1+ |C|+e|C|+
(|C|
2
)
)+e+1 = |C|+ |B|(2+ |C|+e|C|+
(|C|
2
)
).
Based on this value and the inequality g(i4 − 1) ≤ g(i4) when n is large enough, we may estimate |S| using Inequality (11):
|S| ≤
`−2∑
i4=0
g(i4) ≤ (`− 1)g(`− 2)
=(`− 1)
(
|D|
`− 2
)
G(`− 2)
<(`− 1)
(
n
`− 2
)
G(`− 2)
=
(`− 1)2
n− `+ 2
(
n
`− 1
)(
|C|+ |B|
(
2 + |C|+ e|C|+
(
|C|
2
)))
.
Hence, |S| <
(
n
l−1
)
< |N | when n − ` + 2 ≥ (` − 1)2
(
|C|+ |B|
(
2 + |C|+ e|C|+
(|C|
2
)))
, that is, n ≥ (` −
1)2
(
|C|+ |B|
(
2 + |C|+ e|C|+
(|C|
2
)))
+ ` − 2 = (` − 1)2(b − e + (e + 1)(b − 3e − 2e2 + eb +
(
b−2e−1
2
)
)) + ` − 2.
Notice that this value is greater than the one in Inequality (14), since
(`− 1)2
(
|C|+ |B|
(
2 + |C|+ e|C|+
(
|C|
2
)))
+ `− 2
≥ (`− 2)
(
|C|+ |B|
(
2 + |C|+ e|C|+
(
|C|
2
)))
+ `− 3 + b
=
(
2|B|+ 4e|B||C|+ 4e|B||C|
8
+ |C|+ 6|B| |C|
2 + |C|
12
)
(`− 2) + `− 3 + b
(viii)
>
(
1 +
e(|B||C|+ 4)
8
+ |C|+ |B|(|C|+ 1)
2
12
)
(`− 2) + `− 3 + b.
In Step (viii), we have 2|B| > 1, 4e|B||C|+4e|B||C|8 >
e(|B||C|+4)
8 and 6|B|
|C|2+|C|
12 = 3|B|
2|C|2+2|C|
12 > |B|
|C|2+2|C|+1
12 .
Since |S| < N , there is an output word y ∈ Y such that y 6∈ S.
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