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1. Introduction and Main Results
We call a nonzero rational number a cube sum if it is of form a3+b3 with a, b ∈ Q×. Similar to Heegner’s
work on congruent number problem, Satge´ [23] showed that if p ≡ 2 mod 9 (resp. p ≡ 5 mod 9) is a
prime, then 2p (resp. 2p2) is a cube sum. Lieman [16] showed there are infinitely many cube-free integers
which are not cube sums. Sylvester [24] showed there are infinitely many integers with at most 2 distinct
prime factors which are not cube sums. The following is one of main results in this paper.
Theorem 1.1. For any odd integer k ≥ 1, there exist infinitely many cube-free odd integers n with
exactly k distinct prime factors such that 2n is a cube sum (resp. not a cube sum).
For any n ∈ Q×, let C(n) be the elliptic curve over Q defined by the equation x3+ y3 = 2n. Note that
the torsion part of the Mordell-Weil group C(n)(Q) is trivial unless 2n is a cube, which is not a cube sum
by our convention. Then 2n is a cube sum if and only if the rank of the Mordell-Weil group C(n)(Q) is
positive.
For an odd prime p ≡ 2, 5 mod 9, denote p∗ = p±1 ≡ 2 mod 9. To prove that p∗ is a cube sum, Satge´
[23] constructed a non-trivial Heegner point on C(p
∗) (see also Dasgupta and Voight [6].) In this paper,
we give a similar construction of Heegner point on C(p
∗) and relate its height to some special L-value.
Together with work of Kolyvagin [14], Perrin-Riou [20] and Kobayashi [13], we have the following result
on the Birch and Swinnerton-Dyer conjecture for C(p
∗) and C(p
∗−1).
Theorem 1.2. Let p ≡ 2, 5 mod 9 be an odd prime number. Then 2p∗ is a cube sum. Moreover,
(1) ords=1L(s, C
(p∗)) = rankZ C
(p∗)(Q) = 1 and ords=1L(s, C
(p∗−1)) = rankZ C
(p∗−1)(Q) = 0.
(2) The Tate-Shafarevich groups X(C(p)) and X(C(p
−1)) are finite, and, for any prime ℓ ∤ 2p, the
ℓ-part of #X(C(p)) ·#X(C(p−1)) is as predicted by the Birch and Swinnerton-Dyer conjecture
for C(p) and C(p
−1).
In this paper, we give also a general construction of Heegner point and obtain an explicit Gross-Zagier
formula, which is a variant of our previous work [3] and is used to prove Theorem 1.2.
Let φ be a newform of weight 2, level Γ0(N), with Fourier expansion φ =
∑∞
n=1 anq
n normalized such
that a1 = 1. Let K be an imaginary quadratic field of discriminant D with OK its ring of integers. For
an positive integer c, let Oc = Z+cOK be the order ofK of conductor c. Denote by Hc the ring class field
of K which is the abelian extension over K characterized by the property that the Artin map induces
an isomorphism Pic(Oc) ∼→ Gal(Hc/K). Here Pic(Oc) is the Picard group for invertible (fractional)
Oc-ideals. Let χ : Gal(Hc/K) → C× be a primitive character of ring class field. Let L(s, φ, χ) be the
Rankin-Selberg L-function of φ and χ which is defined by an Euler product over primes p
L(s, φ, χ) =
∏
p<∞
Lp(s, φ, χ).
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We refer to [9] for the general definition of the local factors Lp(s, φ, χ). Denote by S the set of finite
primes p|(N,Dc) such that if p||N then p|c. For any p 6∈ S, the local factor Lp(s, φ, χ) =
∏
1≤i,j≤2(1 −
αp,iβp,jp
−s)−1 where αp,i and βp,j are local parameters of L-series L(s, φ) and L(s, χ):
∏
i=1,2
(1− αp,ip−s) = Lp(s, φ)−1 =

1− app−s + p1−2s, if p ∤ N ;
1− app−s, if p||N ;
1, if p2|N,
and ∏
j=1,2
(1− βp,jp−s) = Lp(s, χ)−1 =
{∏
p|p(1− χ([p])Np−s), if p ∤ c;
1, if p|c,
where [p] ∈ Pic(Oc) is the ideal class of the prime p|p. The L-function L(s, φ, χ) admits an analytically
continuation to the whole s-plane with the functional equation
G2(s)
2L(s, φ, χ) = ǫ(s, φ, χ)G2(2 − s)2L(2− s, φ, χ)
where G2(s) := 2(2π)
−sΓ(s) and the root number ǫ(φ, χ) := ǫ(1, φ, χ) = ±1.
Firstly, assume that:
(1) (c,N) = 1, and if p|(N,D) then ordp(N) = 1 (in particular, ap = ±1).
(2) The set Σ has even cardinality, where Σ consists of prime factors p of N satisfying
• either p is inert in K and ordp(N) is odd,
• or p is ramified in K and χ([p]) = ap where [p] ∈ Pic(Oc) is the ideal class of the prime
ideal p above p.
The above assumption implies (see Lemma 3.1 in [3]) that the root number ǫ(φ, χ) of L(s, φ, χ) is −1.
Let B be the indefinite quaternion algebra defined over Q ramified exactly at the set Σ. There is then an
Q-embedding from K to B and we shall fix one from now on. Let R be an order in B with discriminant
N such that R ∩K = Oc. Such R exists. Let NB be the reduced norm of B. Put
Γ =
{
γ ∈ R×|NB(γ) = 1
}
.
The group Γ is viewed as a subgroup of SL2(R) via the embedding B →֒ B ⊗Q R ∼= M2(R) which is a
Fuchsian group of the first kind (See also [17], Theorem 5.2.13). Let XΓ be the Shimura curve over Q
associated to B with level Γ. The curve XΓ is a geometrically connected projective curve which has the
complex uniformization
XΓ(C) = Γ\H ∪ {cusps}
where H is the upper half plane with the linear fractional action of Γ. The set of cusps is non-empty if
and only if Σ = ∅. Let h0 be the unique point in H fixed by K× and denote by P the point on XΓ(C)
represented by h0. Then by Shimura’s reciprocity law, as R ∩K = Oc, P is defined over the ring class
field Hc over K of conductor c.
Let L ∈ Pic(XΓ)Q be the Hodge class. It is the line bundle whose global sections are holomorphic
modular forms of weight two, i.e.
L = ωXΓ/Q +
∑
x∈XΓ(Q¯)
(1− e−1x )x.
Here ωXΓ/Q is the canonical bundle of XΓ, ex is the ramification index of x in the complex uniformization
of XΓ, i.e. for a cusp x, ex = ∞ and for a non-cusp x, ex is half of the order of stabilizers of x in Γ.
Let ξ = L/ degL ∈ Pic(XΓ)Q be the normalized Hodge class on XΓ (of degree one). Here degL denotes
the degree of L, which is the volume of XΓ(C) with respect to the measure dxdy/2πy
2. Let JΓ be the
Jacobian of XΓ. The degree one class ξ defines a morphism
[ ] : XΓ(Q¯) −→ JΓ(Q¯)Q, x 7−→ [x− ξ].
Consider the point
Pχ :=
∑
σ∈Gal(Hc/K)
[P − ξ]σ ⊗ χ(σ) ∈ JΓ(Hc)C := JΓ(Hc)Q ⊗Q C.
Let T ⊂ EndQ(JΓ) be the sub-algebra generated over Z by Hecke correspondences Tℓ, for ℓ prime to N .
Let Pφχ be the projection of Pχ ∈ JΓ(Hc)C to the eigenspace with the eigen character T→ C defined by
Tℓ 7→ aℓ.
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Theorem 1.3. Under assumptions (1) and (2) above, we have the following identity
L′(1, φ, χ) = 2−µ(N,D) · 8π
2(φ, φ)Γ0(N)
u2
√|Dc2| · ĥK(Pφχ ),
where µ(N,D) is the number of common prime factors of N and D, u = [O×c : Z×] and
(φ, φ)Γ0(N) =
∫∫
Γ0(N)\H
|φ(x+ iy)|2dxdy,
and ĥK is the Ne´ron -Tate height on JΓ(Hc)C over K.
Let A be an abelian variety over Q associated to φ in the sense that for all primes p,
Lp(s, A) =
∏
σ:Qφ →֒C
L(s, φσ),
where Qφ ⊂ C is the subfield generated over Q by all Fourier coefficients of φ. Then M := End0(A)
is a number field over Q of degree dimA. There exists a unique embedding ι : M →֒ C satisfying
the following property: for any p ∤ N , if we take ℓ 6= p a prime inert in M , then under ι, the trace
of the Mℓ-linear map defined by the action of the Frobelinus element at p on the ℓ-adic Tate module
Vℓ(A) := limnA(Q¯)[ℓ
n]⊗Zℓ Qℓ equals ap.
Definition 1.4. A non-constant morphism f : XΓ → A over Q is called an admissible modular
parametrization if there is an integral multiple of ξ represented by a divisor
∑
nixi with integral co-
efficients ni such that
∑
nif(xi) is equal to the identity element in A(Q).
Proposition 1.5 ([3] Proposition 3.8). There exists an admissible modular parametrization f : XΓ → A.
Moreover, if f ′ is another admissible modular parametrization, then there exist nonzero integers n, n′ such
that nf = n′f ′.
By the above proposition, we may take an admissible modular parametrization f1 : XΓ → A. Let
A∨ be the dual abelian variety of A. Since A∨ is isogeny to A, there is also an admissible modular
parametriation f2 : XΓ → A∨. View f1 ∈ Hom(JΓ, A) and f2 ∈ Hom(JΓ, A∨). Denote
(f1, f2)Γ := f1 ◦ f∨2 ∈M
ι→֒ C
where f∨2 : A→ JΓ is the dual of f2 composed with the canonical isomorphism J∨Γ ∼= JΓ. If A is an elliptic
curve and identify A∨ with A canonically, then for any morphism f : XΓ → A, we have (f, f)Γ = deg f ,
the degree of f . Let
Pχ(f1) =
∑
σ∈Gal(Hc/K)
f1(P )
σχ(σ) ∈ A(Hc)C := A(Hc)Q ⊗(M,ι) C.
Similarly, define Pχ−1(f2) ∈ A∨(Hc)C.
The usual theory of Ne´ron-Tate height over K gives a Q-bilinear non-degenerated pairing (See also
[33], §7.1.1)
〈·, ·〉K : A(K¯)Q ×A∨(K¯)Q −→ R.
The field M acts on A(K¯)Q by definition, and acts on A
∨(K¯)Q through the duality. By the adjoint
property of the height pairing, the Neron-Tate height pairing 〈·, ·〉K descends to a Q-linear map
〈·, ·〉K : A(K¯)Q ⊗M A∨(K¯)Q −→ R.
Denote by V the M -module A(K¯)Q ⊗M A∨(K¯)Q for short. The Q-linear map 〈·, ·〉K : V → R induces a
C-linear map V ⊗Q C→ C. Note that
V ⊗Q C = V ⊗M (M ⊗Q C) =
⊕
ι′:M →֒C
V ⊗(M,ι′) C
where ι′ runs over all the embeddings from M to C. The above C-linear map induces a C-linear map
V ⊗(M,ι) C → C which gives an M -linear map V → C with M acting on C via ι. This further induces
the following M -linear map with the action of M on C given by ι
〈·, ·〉K : A(K¯)C ⊗M A∨(K¯)C −→ C
where A(K¯)C := A(K¯)Q ⊗(M,ι) C and A∨(K¯)C := A∨(K¯)Q ⊗(M,ι) C.
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Theorem 1.6. Under assumptions (1) and (2) above, we have the following identity
L′(1, φ, χ) = 2−µ(N,D) · 8π
2(φ, φ)Γ0(N)
u2
√|Dc2| · 〈Pχ(f1), Pχ−1 (f2)〉K(f1, f2)Γ .
Here, µ(N,D) is the number of common prime factors of N and D, u = [O×c : Z×] and
(φ, φ)Γ0(N) =
∫∫
Γ0(N)\H
|φ(x+ iy)|2dxdy.
However, for cube sum problem, the assumption (c,N) = 1 does not hold and we need to carefully
choose the test vector f at any place p|(c,N). Based on the work of Yuan-Zhang-Zhang [33], this is in
fact a problem of harmonic analysis on local p-adic representations. Let B be a quaternion algebra over
Qp for some p with a quadratic sub Qp-algebra, say K. Denote by G = B
×. Let π be an irreducible
smooth unitary representation on G which is of infinite dimension if B is split. Assume that the central
character of π is trivial. Let χ be a character on K× such that χ|Q×p = 1. Consider the functional space
P(π, χ) := HomK×(π, χ−1).
In general, its dimension is less than one and here we assume the dimension is one. A nonzero vector
f ∈ π is called a test vector for the pair (π, χ) provided that ℓ(f) 6= 0 for any nonzero functional
ℓ ∈ P(π, χ). For a nonzero f ∈ π, consider the following toric integral
β0(f) =
∫
Q×p \K×
(π(t)f, f)
(f, f)
χ(t)dt
where (·, ·) is any nonzero invariant Hermitian pairing on π and dt is any Haar measure on Q×p \K×.
This integral is absolutely convergent. Moreover, f is a test vector for (π, χ) if and only if β0(f) 6= 0.
Denote by n the conductor of π, that is, the minimal non-negative integer such that the invariant
subspace of π under U0(n) is nonzero. Here U0(n) = R0(n)
× with R0(n) =
(
Zp Zp
pnZp Zp
)
. Denote by
c the conductor of χ, that is, the minimal non-negative integer such that χ is trivial on the units of
Oc := Zp + pcOK .
Assume K is split or c is large enough. In this case, as the functional space P(π, χ) is nonzero, the
quaternion B must be split and we shall take the test vector as the new vector of π. Precisely, the test
vector f is a nonzero vector in the line of π consisting with invariant vectors under the actions of R×
where R is an Eichler order of discriminant n such that R ∩K = Oc. By definition, all such orders are
GL2(Qp)-conjugate to the order R0(n). Note that the toric integral is invariant by modifying f to π(t)f
for any t ∈ K×. Thus, what matters here is the K×-conjugacy classes of such Eichler orders. In general,
the set of K×-conjugacy classes of such Eichler orders is finite but not a singleton (See also [3], Lemma
3.2). Here, we shall take the Eichler order R to be admissible for the pair (π, χ). This means that it is
the intersection of two maximal orders R′ and R′′ of M2(Qp) such that R′ ∩K = Oc and
R′′ ∩K =
{
Oc−n, if c ≥ n;
OK , otherwise.
Such order exists if and only if the following condition holds:
(∗) c− n+ e− 1 ≥ 0 if K is nonsplit
where e is the ramification index of K/Qp. If exists, it is unique up to conjugation by normalizers of K
×
in GL2(Qp). Moreover, it is even unique up to K
×-conjugation unless K is split and 0 < c < n. Finally,
using Kirillov model of π, we can prove that the toric integral β0(f) is nonvanishing for any nonzero
f ∈ π invariant under the actions of R× with R an admissible order for (π, χ) (See also [3] Proposition
3.12 and Lemma 3.2 in this paper).
Globally, write N = N0N1 with N0 =
∏
p|(N,c) p
ordp(N) the c-part of N . In particular, (N1, c) = 1.
Assume:
• The condition (1) and (2) hold for N1 and c: if p|(N1, D) then ordp(N1) = 1 and the set Σ has
even cardinality, where Σ consists of prime factors p of N1 satisfying
– either p is inert in K and ordp(N1) is odd,
– or p is ramified in K and χ([p]) = ap where [p] ∈ Pic(Oc) is the ideal class of the prime
ideal p above p.
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• The condition (∗) holds for the N0-part: ordp(c) − ordp(N) + ep − 1 ≥ 0 if p|N0 and Kp is
nonsplit.
This condition implies that the root number ǫ(φ, χ) is−1 (See also Lemma 3.1). Let B be the indefinite
quoternion algebra over Q ramified exactly at places in Σ. Fix an embedding from K to B. Let R be
an order of B with discriminant N such that R ∩K = Oc and Rp is admissible for (φ, χ) for any prime
p|N0. As before, denote by Γ := {γ ∈ R×|NB(γ) = 1} and XΓ is the Shimura curve over Q with level Γ.
There exists an admissible modular parametrization f1 : XΓ → A which is unique in the sense as before.
Let P ∈ XΓ(Hc) be the point represented by the point in H fixed by K×. Let
Pχ(f1) =
∑
σ∈Gal(Hc/K)
f1(P )
σχ(σ) ∈ A(Hc)C.
Similarly, there is an admissible modular parametrization f2 : XΓ → A∨ and one may define Pχ−1 (f2) ∈
A∨(Hc)C.
Theorem 1.7. Assume conditions in (1) and (2) hold for N1 and c while (∗) holds for the N0-part, we
have the following identity
L′(S)(1, φ, χ) = 2−µ(N1,D) · 8π
2(φ, φ)Γ0(N)
u2
√|Dc2| · 〈Pχ(f1), Pχ−1 (f2)〉K(f1, f2)Γ .
Here µ(N1, D) is the number of common prime factors of N1 and D, the set
S =
{
p|(N,Dc)∣∣ if p||N then ordp(c/N) ≥ 0}
and L(S)(s, φ, χ) is obtained by the L-function L(s, φ, χ) with Euler factors at places in S removed, and
other terms are the same as in Theorem 1.6.
This is a special case of Theorem 3.5. The difference between the above construction of Heegner point
and the one in [3] is at those places p|N0 ramified in K such that ordp(c)+1 = ordp(N). At these places,
we require here that f is of Γ0(N)-level structure while in [3], it is considered to be χ
−1-eigen. A more
general construction for abelian varieties over totally real fields is considered. In particular, an explicit
Gross-Zagier (see also Theorem 3.5) is obtained as an application of the variant of Gross-Zagier formula
in [3] Theorem 1.6.
Next, we explain how to prove Theorem 1.1 and 1.2. Let E/Q be the elliptic curve with Weierstrass
equation y2 = x3+1. The elliptic curve E is isomorphic to the modular curve X0(36) over Q. Let K ⊂ C
be the imaginary quadratic field over Q generated by ω = e2πi/3 and OK its ring of integers. It is known
that E is endowed with complex multiplication [ ] : OK ≃ EndC(E). For any n ∈ Q×, let E(n)/Q be the
elliptic curve y2 = x3+n2. Then E(n) is isogenous to C(n) over Q and rankOK E
(n)(K) = rankZE
(n)(Q).
Thus 2n is a cube sum if and only if E(n)(K) has a point of infinite order.
Let k ≥ 1 be an integer. Let p1, p2, · · · , pk be distinct odd primes ≡ 2, 5 mod 9. Let n =
p∗1
ǫ1p∗ǫ22 · · · p∗ǫkk with ǫi = ±1 and let N = p1p2 · · · pk. Let χn : Gal(Kab/K)→ C× be the character such
that χn(σ) = ( 3
√
n)σ−1, ∀σ ∈ Gal(Kab/K). Then c(χ) = 3N . Denote by E(K( 3√n))χn the subgroup of
E(K( 3
√
n)) consisting of points P such that P σ = [χn(σ)]P for any σ ∈ Gal(K( 3
√
n)/K). The group
E(n)(K) is isomorphic to E(K( 3
√
n))χn under the map φ : E(n) → E given as (x, y) 7→
(
− 3
√
nx
n ,
y
n
)
.
Thus 2n is a cube sum if and only if there is a point in E(K( 3
√
n))χn with infinite order.
The indefinite quaternion algebra B determined by E and χn as above isM2(Q). We carefully take an
embedding ρ : K →֒ B such that R0(36)∩K = O6N with R0(36) =
(
Z Z
36Z Z
)
and R0(36) is admissible
for (E,χn) at the place 3. A concrete such embedding is given before Theorem 2.5. Let f : X0(36)→ E
be the modular parametrization of degree one mapping the cusp [∞] to the identity O on E. Then f is
essentially a test vector described as above in this special situation (See also Lemma 3.7).
The L-function L(s, E, χn) satisfies L(s, E, χn) = L(s, E
(n))L(s, E(n
−1)). Assume k is odd. Then the
condition
∑k
1 ǫi ≡ 1 mod 3 is equivalent to ǫ(E,χn) = ǫ(E(n)) = −1. Let Ω(n) denote the minimal real
period of E(n) and Ω the one of E. Let P0 be the CM point on X0(36) represented by the fixed point on
H of K× under our choice of embedding. Then P0 is defined over H6N . Applying Theorem 1.7 to E,χn
and f , we have the following height formula.
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Corollary 1.8. Let k be an odd integer. Suppose p1, p2, · · · , pk are distinct odd prime numbers ≡
2, 5 mod 9. Let n = p∗1
ǫ1p∗ǫ22 · · · p∗ǫkk with ǫi = ±1 and
∑
ǫi ≡ 1 mod 3. The Heegner divisor
zn :=
∑
σ∈Gal(H6N/K)
[χ−1n (σ)]f(P0)
σ ∈ E(K( 3√n))χn
satisfies the following Gross-Zagier formula:
L′(1, E(n))L(1, E(n
−1)) = 3−3 · Ω(n)Ω(n−1) · ĥQ(zn),
where ĥQ is the canonical Ne´ron -Tate height on E(Q¯) over Q.
From this height formula, we see that the Heegner point zn is of infinite order if and only if the L-
function L(s, E, χn) has vanishing order 1 at s = 1. Recall when k = 1, dimF3 Sel3(E
(p∗))/E(p
∗)(Q)tor ≤ 1
and dimF3 Sel3(E
(p∗−1))/E(p
∗−1)(Q)tor = 0. The Birch and Swinnerton-Dyer conjecture predicts that
ords=1L(s, E
(p∗)) = rankZE
(p∗)(Q) = 1 and ords=1L(s, E
(p∗−1)) = rankZE
(p∗−1)(Q) = 0.
We will prove this by showing that the Heegner point zp∗ is of infinite order.
Next we explain how to prove the nontriviality of Heegner points in general. For any d = pǫ11 p
ǫ2
2 · · · pǫkk
with ǫi = 0,±1, let χd : Gal(H6N/K) → C× be the character such that χd(σ) = ( 3
√
d)σ−1, ∀σ ∈
Gal(H6N/K). Define the Heegner divisor
zd :=
∑
σ∈Gal(H6N/K)
[χ−1d (σ)]f(P0)
σ ∈ E(K( 3
√
d))χd .
Summing over all these Heegner divisors, we have an identity:∑
d
zd = 3
kz0,
where z0 = TrH6N/H0f(P0) ∈ E(H0) is the genus Heegner point andH0 = K( 3
√
p1, 3
√
p2, · · · , 3√pk) ⊂ H3N
is the genus field over K. By a similar argument due to Heegner (see also Birch as in [1], and Satge
in [23]), it follows from the key fact 3 ∤ [H3N : H0] that the genus Heegner point z0 is of infinite order.
Then we examine which Heeger points will contribute on the left hand side of the equality. By Euler
system property of Heegner divisors, for any d = pǫ11 p
ǫ2
2 · · · pǫkk with some ǫi = 0 , the Heegner divisor
zd is zero. Thus only Heegner points zd with ǫi 6= 0, ∀i, remain and at least one such Heegner point is
of infinite order and Theorem 1.1 follows. Note that if k = 1, there is exactly one term remains on the
left hand side and the first part of Theorem 1.2 follows. Comparing the height formula in Corollary 1.8
and BSD conjecture, the 3-part of the second assertion in Theorem 1.2 follows from the 3-divisibility of
the Heegner point zn in E(K( 3
√
n))χn . The ℓ-part of the second assertion in Theorem 1.2, ℓ ∤ 6p, follows
from work of Kolyvagin [14], Perrin-Riou [20] and Kobayashi [13]
2. Nontriviality of Heegner Points
Recall the elliptic curve E/Q is given by the Weierstrass equation y2 = x3 + 1 and the complex
multiplication is fixed by the isomorphism [ ] : OK → EndC(E) such that [ω](x, y) = (ωx, y).
Proposition 2.1. The group of rational points E(Q) is torsion cyclic of order 6 and is generated by the
point (2, 3). The group of K-points E(K) is torsion and equal to E[2
√−3].
Proof. Let m be an integer such that [m]E(Q)tor = 0. For any prime number p ∤ 6m, E(Q)tor ⊂
E(Qp)[m] ≃ E(Fp)[m] under reduction mod p. When p ≡ 5 mod 6, the reduction of E mod p is
supersingular, and then E(Fp) = p + 1. Thus #E(Q)tor|6. On the other hand, the point (2, 3) is a
rational point of order 6. So E(Q)tor is cyclic of order 6 and generated by (2, 3). There is a rational 2-
torsion point (−1, 0) on E and, using the 2-descent method, one can show dimF2 Sel2(E/Q)/E[2](Q) = 0
and hence rankZE(Q) = 0.
For any point P ∈ E(K), P + P¯ is a rational point and [6](P + P¯ ) = 0. If [6]P 6= O, then it has
coordinates of form (x, y
√−3) with x, y ∈ Q and so does [6ω]P = (ωx, y√−3). But this forces x = 0
which is impossible. So E(K) is torsion.
The conductor of the Hecke character associated to the elliptic curve E/K is the ideal (2
√−3). By the
main theorem of the complex multiplication, E(K) ⊂ E[2√−3]. On the other hand, there are exactly 12
K-points generated by E(Q) under complex multiplication by OK , namely, O, (−ωn, 0), (0,±1), (2ωn, 3),
(2ωn,−3) with n = 0, 1, 2. So E(K)tor = E[2
√−3]. 
6
Let U0(36) be the open subgroup of GL2(Ẑ) consisting of matrices
(
a b
c d
)
such that c ≡ 0 mod 36.
Let Γ0(36) = GL2(Q)
+ ∩ U0(36). Then X0(36) is the modular curve over Q whose underlying Riemann
surface is
X0(36)(C) = GL2(Q)
+\ (H ⊔ P1(Q))×GL2(Af )/U0(36) ≃ Γ0(36)\H⊔Γ0(36)\P1(Q).
Elements in S = Γ0(36)\P1(Q) are called cusps of X0(36) and there are 12 cusps, 6 among which are
rational and the other 6 are defined over the imaginary quadratic fieldK = Q(
√−3). For each z ∈ P1(Q),
denote by [z] the cusp on X0(36) represented by z. The modular curve X0(36) is a projective smooth
curve of genus 1 over Q with a rational cusp [∞] and we have an elliptic curve (X0(36), [∞]) over Q with
[∞] as its zero element.
For any field extension F/Q, we write IsomF (X0(36)) for the group of algebraic isomorphisms of
X0(36) defined over F , and AutF (X0(36)) for the subgroup of algebraic isomorphisms over F which fix
the cusp [∞]. Define N to be the normalizer of Γ0(36) in GL+2 (Q). The action of N on X0(36) induces
an injective homomorphism
T : N/Q×Γ0(36)→ IsomC(X0(36)) = AutC(X0(36))⋉X0(36)(C).
Proposition 2.2. The elliptic curve (X0(36), [∞]) has complex multiplication by OK and Weierstrass
equation y2 = x3 + 1 such that the cusp [0] has coordinates (2, 3).
We identify the elliptic curve (X0(36), [∞]) with E and then E(K) = S.
Proof. There are two special linear fractional transformations X0(36) given by matrices
A =
(
1 1/6
0 1
)
and B =
(
0 1
−36 0
)
.
Since the transformation T (A) is of order 6 and fixes [∞], T (A) acts on the elliptic curve (X0(36), [∞])
as a complex multiplication by a primitive sixth root of unity. Thus the elliptic curve (X0(36), [∞]) has
complex multiplication by OK . The linear fractional transformation T (B) is the Atkin-Lehner involution
on X0(36), which is rational of order 2.
For ǫ ∈ AutC(X0(36)) = O×K and α ∈ X0(36)(C), denote tǫ,α to be the isomorphism P 7→ [ǫ]P + α in
AutC(X0(36)) ⋉X0(36)(C). We simply write t1,α as tα, and tǫ,[∞] as [ǫ]. Note t2ǫ,α = tǫ2,[ǫ]α+α for any
ǫ ∈ O×K and α ∈ X0(36)(C). Since T (B) is rational of order 2, it is either t−1,α for some rational α, or
tα for some rational point α of order 2. Note T (B) fixes the point [
√−1/6] and then T (B) = t−1,α for
some rational α. Since tα = t−1,α ◦ [−1] = T (BA3) and the matrix
BA3 =
(
0 1
−36 −18
)
is of order 6 in Φ and takes cusp [∞] to cusp [0], the cusp [0] is rational of order 6 and the Atkin-Lehner
involution T (B) = t−1,[0].
It is known that every elliptic curve over Q is parametrized by the modular curve of the same level as
its conductor. It follows that (X0(36), [∞]) is isogenous to the elliptic curve E : y2 = x3 + 1. However,
there are exactly 4 isomorphism classes of elliptic curves over Q with conductor 36 and the elliptic curve
y2 = x3 + 1 is the unique one with a rational point of order 6 and with complex multiplication by OK .
So (X0(36), [∞]) is isomorphic to the elliptic curve E : y2 = x3 + 1. The rational points of order 6 on
y2 = x3 + 1 are (2,±3). This isomorphism is unique if it maps [0] to (2, 3). Thus E has a Weierstrass
equation y2 = x3 + 1 with (2, 3) as the coordinates of the cusp [0]. 
Let φ =
∑
n≥1 anq
n be the unique new form of level Γ0(36) and weight 2. Then the Ne´ron differential
on X0(36) is dx/2y = φ(q)dq/q. At [∞], it is represented by dq and T (A)∗(dq) = −ω2dq. On the other
hand, [−ω2](x, y) = (ω2,−y) and then [−ω2]∗(dx/2y) = −ω2dx/2y. So we have T (A) = [−ω2].
Proposition 2.3. The natural homomorphism T induces an isomorphism
N/Q×Γ0(36) ≃ IsomK(E) = AutK(E)⋉ E(K).
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More precisely, one has the following relations:
tO = T
(
1 0
0 1
)
, t(0,1) = T
( −2 −1
36 16
)
, t(0,−1) = T
(
16 1
−36 −2
)
,
t(−1,0) = T
(
9 4
−144 −63
)
, t(−ω,0) = T
(
39 4
144 15
)
, t(−ω2,0) = T
(
87 −20
144 −33
)
,
t(2,3) = T
(
0 1
−36 −18
)
, t(2ω,3) = T
(
12 1
36 6
)
, t(2ω2,3) = T
(
12 11
−36 −30
)
,
t(2,−3) = T
( −18 −1
36 0
)
, t(2ω,−3) = T
( −6 1
36 −12
)
, t(2ω2,−3) = T
(
6 1
36 12
)
.
Proof. For any C ∈ GL2(Q)+, if T (C)[∞] = α ∈ S = E(K), then t−α ◦ T (C) is an element in AutK(E).
Thus the image of T lies in AutK(E) ⋉ E(K). Since T (A) = [−ω2], T (BA3) = t[0] and [−ω2], t[0]
generates IsomK(E), the homomorphism T is an isomorphism between N/Q
×Γ0(36) and IsomK(E).
The verification of the relations is straightforward. 
Corollary 2.4. The complete list of cusps on X0(36) is given as follows:
[0], [1/2], [1/3], [−1/3], [−1/16], [1/6], [−1/6], [−4/9], [13/48], [29/48], [−1/18], [∞].
As is seen, we have S ≃ E[2√−3]. Let
τ : Z[ω]/(2
√−3) −→ S
be the unique isomorphism such that τ(0) = [∞] and τ(1) = [0]. Then we have that
τ(−1) = [−1/2], τ(ω) = [1/3], τ(ω2) = [−1/3], τ(3) = [−1/16],
τ(−ω) = [−1/6], τ(−ω2) = [1/6], τ(4) = [−4/9], τ(3ω) = [13/48],
τ(3ω2) = [29/48], τ(2) = [−1/18].
Let U ⊂ U0(36) be the subgroup of index 2 consisting of matrices(
a b
c d
)
with a ≡ d mod 3.
Let XU be the modular curve over Q whose underlying Riemann surface is
XU (C) = GL2(Q)
+\ (H ⊔ P1(Q))×GL2(Af )/U.
Under class field theory, A×f /Q
× det(U) ≃ Gal(K/Q). By noting that GL2(Q)+ ∩ U = Γ0(36), we see
that the modular curve XU is isomorphic to X0(36)×QK as a curve over Q. Let U0(36)/U = 〈ǫ〉 where
ǫ =
(
1 0
0 −1
)
.
The non-trivial Galois action of Gal(K/Q) on XU is given by the right-translation of ǫ on XU . We have
IsomQ(XU ) =
(
Z[ω]/(2
√−3)⋊O×K
)
⋊Gal(K/Q).
LetNGL2(Af )(U) be the normalizer of U in GL2(Af ). Then there is a natural homomorphismNGL2(Af )(U) −→
IsomQ(XU ) induced by right translation on XU . The curve XU is not geometrically connected and has
two connected components over C. An element g ∈ NGL2(Af )(U) maps one component of XU onto
another if and only if it has image −1 under the composition of the following morphisms:
GL2(Af ) = GL2(Q)
+U0(32)
det
// Q×+Ẑ
×
// Z×3 /(1 + 3Z3),
where the last morphism is the projection from Ẑ× to its 3-adic factor.
Let k ≥ 1 be an odd integer. Let p1, p2, · · · , pk be distinct odd primes≡ 2, 5 mod 9 andN = p1p2 · · · pk.
Let ρ : K →M2(Q) be the normalized embedding given by
ω 7→
(
4 − 7N6
18
N −5
)
with fixed point h0 =
(
1 +
√−3
9
)
N
4 ∈ H. Then K̂× ∩ U = Ô×6N . Let w =
(
1 −N2
0 −1
)
be an element
in NGL2(Q)+(K
×) which normalises U and hence induces an isomorphism in IsomQ(XU ). The groups
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K×2 /Q
×
2 (1 + 2O2) = 〈ω2〉Z/3Z and O×3 /Z×3 (1 + 3O2) = 〈ω3〉Z/3Z. By noting that ω2 and ω3 normalises U
in GL2(Af ), we have natural homomorphisms
K×2 /Q
×
2 (1 + 2O2)→ IsomQ(XU ) and O×3 /Z×3 (1 + 3O3)→ IsomQ(XU ).
Theorem 2.5. For any point P ∈ XU ,
Pω2 = P + τ(2), Pω3 = [ω]P, Pwǫ = [−1]P.
Proof. Since detω2 = 1, detω3 = 1 and detwǫ = 1, there exist α, β, γ ∈ O×K and R,S, T ∈ E(K) such
that, for all P ∈ XU ,
Pω2 = [α]P +R, Pω3 = [β]P + S, and Pwǫ = [γ]P + T.
Note (
1 2−1
18 10
)
ω2 ∈ U and
(
1 3−1
36 13
)
ω3 ∈ U,
(
1 N2
0 1
)
wǫ ∈ U.
Taking P = [∞],
R = [∞]ω2 = [1/18], S = [∞]ω3 = [1/36], T = [∞]wǫ = [∞].
Taking P = [0],
[α][0] + [1/18] = [1/20], [β][0] = [1/39], [γ][0] = [N/2].
When identified with identities in OK/(2
√−3), it follows that α = 1, β = ω and γ = −1. 
Let P0 = [h0, 1] be a complex multiplication point in X0(36). By the main theorem of complex
multiplication, the point P0 is in E(K
ab). Let σ : K×\K̂× → GabK be the Artin reciprocity law.
Corollary 2.6. The point P0 ∈ E(H6N ) satisfies
P
σω2
0 = P0 + τ(2), P
σω3
0 = [ω]P0, P0 = [−1]P0.
Proof. Consider the normalised embedding ρ : K −→ M2(Q). Let P = [h0, 1] be a point in XU .
By Shimura’s reciprocity law, P σt = [h0, ρ(t)] for any t ∈ K̂×. Thus P σt = P if and only if t ∈
K×
(
U ∩ K̂×
)
= K×Ô×6N . Hence P ∈ XU (H6N ). In view of Theorem 2.5, by Shimura’s reciprocity law,
one has
P σω2 = P + τ(2), P σω3 = [ω]P, P = [−1]P.
Since P0 is the image of P under the natural projection, the corollary follows. 
Let H0 = K( 3
√
p1, 3
√
p2, · · · , 3√pk) be the genus field over K.
Proposition 2.7. a. The field H0 is contained in H3N and the Galois group Gal(H0/K) = 〈σωp〉p|N
and σω3(
3
√
p∗) = ω 3
√
p∗ for p | N .
b. H6 = K(
3
√
2) with Galois group Gal(H6/K) = 〈σω2〉 and H6N = H3N ( 3
√
2) with Gal(H6N/H3N ) =
〈σω2〉 and σω2( 3
√
2) = σ−1ω3 (
3
√
2) = ω2 3
√
2.
Proof. For p | N , let L = K( 3√p) and H0 is the composition filed of these cubic extensions L. The field
extension L/K is totally ramified at the prime ideals (
√−3) and (p). So the local norm group of L at
(
√−3) (resp. (p)) cannot contains O×3 (resp. O×p ). We claim that Z×3 (1 + 3O3)Z×p (1 + pOp) fixes L
under the Artin reciprocity law
First we show that Z×p (1 + pOp) fixes L. Let e(X) = −pX +Xp
2−1 be the Lubin-Tate series of Kp
w.r.t. the primitive element −p and let F be the Lubin-Tate Op-module associated to e(X). For any
element α ∈ Op, denote the action of α on F as [α]F . Then it is easily checked that [ωp]F (X) = ωX .
Let K1p be the first Lubin-Tate extension which is the splitting field of e(X) over Kp and contains 3
√
p.
Let u ∈ Z×p (1 + pOp). Since [u]F(e(X)) = e([u]F(X)), [u]F ( p2−1
√
p) = ωlp2−1 p
2
−1
√
p for some integer
l, where ωp2−1 is a primitive (p2 − 1)-th root of unity. If u ≡ ω(p+1)mp2−1 mod p for some integer m,
[u]F( p2−1
√
p) ≡ ω(p+1)mp2−1 p2−1
√
p mod ( p2−1
√
p)2. Since ωlp2−1 − ω(p+1)mp2−1 is either zero or a p-adic unit, we
conclude that ωlp2−1 = ω
(p+1)m
p2−1 and [u]F ( p
2
−1
√
p) = ω
(p+1)m
p2−1 p
2
−1
√
p. Hence
[u]F ( 3
√
p) = (ω
(p+1)m
p2−1
p2−1
√
p)
p2−1
3 = 3
√
p.
Thus Z×p (1 + pOp) fixes L.
Next we show that NL3/K3(O×L,3) = Z×3 (1 + 3O3). Let L3 be the local field of L at the unique prime
ideal above 3 and OL,3 is the ring of integers of L3. Note in L3, (1 + 3√p)(1 + ω 3√p)(1 + ω2 3√p) = 1 + p.
9
Since p ≡ 2 mod 3, the 3-adic valuation ν3(1+ 3√p) = 13 . Then ̟ =
√−3
1+ 3
√
p has 3-adic valuation
1
6 . So the
6-degree extension L3/Q3 is totally ramified and ̟ is a uniformizer. The ring of integers OL,3 = Z3[̟].
Let x = α+ β̟ + γ̟2 ∈ O×L,3. Then α ∈ Z3[
√−3]× and β, γ ∈ Z3[
√−3]. If p ≡ 2 mod 9, then
NL3/K3(x) ≡ (α+ γ +
√−3
3
β)3 + (−
√−3
3
β)3p+ (−γ +
√−3
3
β)3p2
−3p(−
√−3
3
)β(α+ γ +
√−3
3
β)(−γ +
√−3
3
β)
≡ √−3β(α2 − β2) +A mod 3O3,
where A ∈ Z3. If p ≡ 5 mod 9, then
NL3/K3(x) ≡ (α−
√−3
3
β)3 + (
√−3
3
β − γ)3p+ (−
√−3
3
β − γ)3p2
+3p(α−
√−3
3
β)(
√−3
3
β − γ)(
√−3
3
β + γ)
≡ √−3β(β2 − α2) +B mod 3O3,
where B ∈ Z3. Since α ∈ Z3[
√−3]×, β(α2 − β2) ∈ √−3O3. Hence NL3/K3(O×L,3) ⊂ Z×3 (1 + 3O3). By
local class field theory, Gal(L3/K3) ≃ O×3 /NL3/K3(O×L,3), because (
√−3) is totally ramified in L3/K3.
Since Z×3 (1 + 3O3) has index 3 in O×3 , we see that NL3/K3(O×L,3) = Z×3 (1 + 3O3).
Since L/K is unramified outside (
√−3) and (p), K×Z×3 (1 + 3O3)O×3p (1 + pOp)Ô×(3p)K is contained
in K×NL/K(L̂×). Since it has index 3 in K̂×, K×NL/K(L̂×) = K×Z
×
3 (1 + 3O3)O×3p (1 + pOp)Ô×(3p)K
and the Galois group Gal(L/K) is isomorphic to O×3 /Z×3 (1 + 3O3) = 〈σω3〉 and is also isomorphic to
O×p /O×3p (1+ pOp) = 〈σωp〉 with σω3σωp = 1 on L. The Artin symbol [ωp,K1p/Kp]( 3
√
p) = [ω−1p ]F( 3
√
p) =
(ω−1 p2−1
√
p)
p2−1
3 . If p ≡ 2 mod 9, σωp( 3√p) = ω2 3√p. If p ≡ 5 mod 9, σωp( 3√p) = ω 3√p. Then σω3( 3
√
p∗) =
σ−1ωp (
3
√
p∗) = ω( 3
√
p∗). Since p ≡ 2 mod 3, Z×p ⊂ O×3p (1 + pOp) and then Ô×3N fixes 3
√
p. So 3
√
p is in
H3p. Thus H0 ⊂ H3N and the norm subgroup of H0 is K×Z×3 (1+ 3O3)
∏
p|N O×3p (1+ pOp)Ô×(3N)K , and
hence, the Galois group Gal(H0/K) = 〈σωp |p | N〉.
The field extensionK( 3
√
2) is totally ramified at 2 and 3 and unramified elsewhere. It can be showed in
a completely same manner with the prime p replaced by 2 that Ô×6 = (1+2O2)Z×3 (1+3O3)Ô×(6)K fixes 3
√
2.
Since K×Ô×6 has index 3 in K̂×, K( 3
√
2) is the class field H6 and Gal(H6/K) ≃ O×2 /(1 + 2O2) = 〈σω2〉
and σω2(
3
√
2) = ω2 3
√
2. Since the field extension H3N/K is unramified at the prime ideal (2),
3
√
2 cannot
be contained in H3N and, hence H6N = H3N (
3
√
2) and Gal(H6N/H3N ) ≃ O×2 /(1 + 2O2) = 〈σω2〉. 
Let T = (− 3√4,√−3) be a point in E[3](H6). By Proposition 2.7,
T σω2 = T σ
−1
ω3 = [ω]T = T + τ(2).
Then P0 − T is a point in E(H3N ) by Proposition 2.7 and Corollary 2.6. Let y0 = TrH3N/H0(P0 − T ) ∈
E(H0).
Proposition 2.8. a. The point y0 ∈ E(H0) satisfies
y
σω3
0 = [ω]y0 + t,
where t ∈ E(Q)[3] is a nonzero point, and
y0 = [−1]y0.
b. The point y0 ∈ E(H0) is of infinite order. In particular, the point
z0 = TrH6N/H0P0 = 3y0
is of infinite order in E(H0).
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Proof. We have
y
σω3
0 = TrH3N/H0(P
σω3
0 − T σω3 )
= TrH3N/H0
[
([ω]P0)− [ω]2T
]
= TrH3N/H0
[
[ω](P0 − T ) + [ω − ω2]T
]
= TrH3N/H0 [[ω](P0 − T ) + τ(4)]
= [ω]y0 + t,
where t =
∏
p|N
p+1
3 τ(4) is a torsion point of order 3, because
∏
p|N
p+1
3 is prime to 3. Clearly, one has
y0 = [−1]y0. The first assertions follows.
Next we prove the second assertion. We show that E(H0)[3
∞] = E(K)[3∞]. Assume E(H0)[3∞] 6=
E(K)[3∞] and let P be a point in E(H0)[3∞]\E(K). Then K(P )/K is unramified outside 2, 3. Mean-
while, K(P ) must contains some 3
√
d, with some d = pǫ11 p
ǫ2
2 · · · pǫkk 6= 1. Then K(P )/K is ramified at the
primes pi with ǫi 6= 0. This is a contradiction. So E(H0)[3∞] = E(K)[3∞].
Let C be a sufficiently large integer prime to 3 that kills points in E(H0)tor of order prime to 3. If y0
is torsion, then Cy0 ∈ E(H0)[3∞] = E(K)[3∞] satisfies
Cy0 = Cy
σω3
0 = [ω]Cy0 + Ct,
where Ct ∈ E(Q)[3] is nonzero by the first assertion. Then the torsion point t is divisible by [1 − ω]
which implies that it is killed by [2] because E(K) = E[2
√−3] and this conflicts with the fact the point
t has order 3. Hence, y0 is a point of infinite order in E(H0) as required.
Finally, z0 = TrH6N/H0(P0 − T + T ) = 3y0 +TrH6N/H0T . Since Gal(H6N/H3N ) = 〈σω2〉,
TrH6N/H3NT = T + T
σω2 + T σ
2
ω2 = [1 + ω + ω2]T = 0.
Hence, z0 = 3y0 is of infinite order. 
Proof of Theorem 1.1. We note that ∑
d
zd = 3
kz0,
where d runs through all d = pǫ11 p
ǫ2
2 · · · pǫkk with ǫi = −1, 0, 1. We will examine for which d the terms zd
will contribute on the left hand side.
If k = 1, using Proposition 2.7 and Proposition 2.8, one can easily compute that z1 = zp∗−1
1
= 0 and
zp∗
1
= 3z0.
Assume k ≥ 2. Let d = p∗1ǫ1p∗ǫ22 · · · p∗ǫkk , where ǫi = −1, 0, 1. Since pi ≡ 2 mod 3, 1 ≤ i ≤ k, they are
inert in K and hence E is supersingular at these primes. So the Fourier coefficients api = 0 for the new
form of level Γ0(36) and, by the Euler system property of CM points, see [19], if ǫi = 0 for some i, then
TrH6N/H6N/piP0 = 0 and consequently zd = 0.
Since y
σω3
0 = [ω]y0 + t, for some nonzero t ∈ E(Q)[3], we have(
TrH0/K( 3
√
d)y0
)σω3
= [ω]TrH0/K( 3
√
d)y0 ∈ E(K(
3
√
d).
By Proposition 2.7,
χd(σω3) = (
3
√
d)σω3−1 = ω
∑k
i=1 ǫi .
If 3 | ∑ki=1 ǫi, in which case the epsilon factor ǫ(E,χd) = +1, then ( 3√d)σω3−1 = 1 and σω3 = 1 on
K( 3
√
d). Then
TrH0/K( 3
√
d)y0 =
(
TrH0/K( 3
√
d)y0
)σω3
= [ω]TrH0/K( 3
√
d)y0.
So [1− ω]
(
TrH0/K( 3
√
d)y0
)
= 0 and therefore TrH0/K( 3
√
d)z0 = 3TrH0/K( 3
√
d)y0 = 0. Then we have
zd =
∑
σ∈Gal(K( 3√d)/K)
[χ−1d (σ)]
(
TrH0/K( 3
√
d)z0
)σ
= 0.
If 3 ∤
∑k
i=1 ǫi, in which case the epsilon factor ǫ(E,χd) = −1, then ( 3
√
d)σω3−1 6= 1 and Gal(K( 3√d)/K) =
〈σω3〉. We have (
TrH0/K( 3
√
d)z0
)σω3
= [ω]TrH0/K( 3
√
d)z0.
11
and then
zd =

3TrH0/K( 3
√
d)z0,
k∑
i=1
ǫi ≡ 1 mod 3;
0,
k∑
i=1
ǫi ≡ 2 mod 3.
Thus we have an identity
3kz0 =
∑
d=p∗1
ǫ1p
∗ǫ2
2
···p∗ǫkk∀i ǫi 6=0∑k
1
ǫi≡1 mod 3
zd
in E(H0). Here the condition
∑k
1 ǫi ≡ 1 mod 3 exactly means that ǫ(1, E, χd) = −1 and ǫ(E(d)) = −1.
Since z0 is of infinite order, at least one of such zd ∈ E(K( 3
√
d))χd is of infinite order, and this produces
a nonzero point in E(d)(K)Q. Then by the Gross-Zagier formula, L(1, E
(d−1)) 6= 0 and hence E(d−1)(Q)
is torsion and 2d−1 is not a cube sum.
Thus for arbitrary integer k ≥ 1, and arbitrary primes p1, p2, · · · , pk which are all congruent to
2, 5 mod 9, there exists a cube-free integer n with exactly prime factors p1, p2, · · · , pk such that 2n is a
cube sum (resp. not a cube sum). The theorem follows. 
3. An Explicit Gross-Zagier Formula
In this section, we generalize the construction of the Heegner point zn in the cube sum problem to a
very general framework. A height formula for this Heegner point is then obtained as an application of
the variation of Gross-Zagier formula in [3] Theorem 1.6.
Local Theory. Let F be a nonarchimedean local field of characteristic zero. For F , denote by O the
ring of integers in F , ω a uniformizer, p its maximal ideal and q the cardinality of its residue field. Let
B be a quaternion algebra defined over F with a quadratic F -subalgebra K. Let e be the ramification
index of K/F if K is nonsplit. Denote by G the algebraic group B× over F and also write G for G(F ).
Let π be an irreducible admissible representation of G which is always assumed to be generic if G ∼= GL2.
Denote by ω the central character of π. Let χ be a character on K× such that χ|F× ·ω = 1. Let P(π, χ)
be the functional space HomK×(π, χ
−1)). By a theorem of Tunnell and Saito, the space P(π, χ) has
dimension at most one and equals one if and only if
ǫ(π, χ) = χη(−1)ǫ(B).
Here, ǫ(π, χ) is the Rankin-Selberg root number for σ × πχ where σ is the Jacquet-Langlands lifting of
π to GL2(F ) and πχ is the representation on GL2(F ) constructed from χ via Weil representation. The
quadratic character η corresponds to the extension K/F via class field theory and ǫ(B) = +1 (resp.
= −1) if B is split (resp. division).
For our purpose, assume (1) the central character ω is unramified (2) the pair (π, χ) is essentially
unitary in the sense that there exists some character µ = | · |s on F× with s ∈ C such that both π ⊗ µ
and χ⊗µ−1K are unitary. Here for a character µ, µK is the composition of µ with the norm map from K
to F . Modify (π, χ) to (π ⊗ µ, χ⊗ µ−1K ) for some µ, we may from now on assume that π and χ are both
unitary while π has trivial central character.
Denote by n the conductor of σ, that is, the minimal non-negative integer n such that the invariant
subspace of σU0(n) is nonzero where
U0(n) =
{(
a b
c d
)
∈ GL2(O)
∣∣∣c ∈ pn} .
Let c be the minimal non-negative integer such that χ is trivial on O×c where Oc = O +̟cOK and OK
is the ring of integers for K.
Lemma 3.1. Let the pair (π, χ) be as above such that ǫ(π, χ) = χη(−1)ǫ(B). If K is nonsplit and
c− n+ e− 1 ≥ 0, then B is split.
Proof. If c ≥ n or n ≥ 3, then B is split (see [3] Lemma 3.1 (5) and its proof). In the following, assume
K/F is ramified, n = 2 and c = 1. Assume π is on GL2(F ) and square-integrable. If π = sp(2) ⊗ µ,
then µ is a quadratic character on F× with conductor 1. By [3], Lemma 3.1 (3), B is nonsplit if and
only if µK · χ = 1. Since µK |F× = 1 and the conductor of µ is 1, µK is unramified. Hence, in this case,
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B must be split. If π is supercuspidal, then by [31], Lemma 3.2, the two unramified characters in the
dual of K×/F× appear in π0. Here, π0 is the irreducible representation on the division algebra whose
Jacquet-Langlands lifting is π. Since π0 has dimension two, all the ramified characters should occur in
π and B is split. 
Let (·, ·) be any non-degenerate invariant Hermitian pairing on π. For any f ∈ π, denote by
β0(f) =
∫
F×\K×
(π(t)f, f)
(f, f)
χ(t)dt
where dt is any Haar measure on F×\K×. The integral is absolutely convergence. The functional space
P(π, χ) is nontrivial if and only if β0 is nontrivial. If P(π, χ) is nonzero, a nonzero vector f of π is called
a test vector for P(π, χ) if ℓ(f) 6= 0 for some (thus any) nonzero ℓ ∈ P(π, χ), or equivalently, β0(f) is
non-vanishing.
We shall end our discussion of local theory by the following lemma which will be used in the proof of
main result Theorem 3.5
Lemma 3.2. Assume K/F is ramified, cn 6= 0 with c + 1 = n. Let B be split. Let R be an order in
B with discriminant n such that R = R′ ∩R′′. Here R′ and R′′ are two maximal orders in B such that
R′ ∩ K = Oc and R′′ ∩ K = OK . Such order exists and unique up to K×-conjugacy. The invariant
subspace πR
×
is of dimension 1. For any nonzero f ∈ πR× ,
β0(f) = 2−1q−cVol(K×/F×)L(1, 1F ).
Proof. The existence and uniqueness of the order R follows from [3] Lemma 3.2. The order R is an
Eichler order. In particular, if we fix an isomorphism B ∼= M2(F ), then R× is GL2(F )-conjugate to
U0(n). By new form theory, the invariant subspace π
R× is of dimension one. Next, we compute the local
toric integral β0(f) for any f . It is similar to that in [3] §3.4. Let τ be a uniformizer of K such that
OK = O[τ ] and embed K into M2(F ) by
a+ bτ 7→ γ−1c
(
a+ btrτ bNτ
−b a
)
γc, γc =
(
̟cNτ
1
)
,
where ω is a uniformizer of F and ordv(cv) is denoted by c. In particular, under this embedding,
R0(n) =
(O O
pn O
)
is an admissible order for (π, χ). Since the toric integral is invariant under K×-
conjugacy of f , we may take R = R0(n) and f = f0 the normalized new form of π. Let Ψ(g) denote the
matrix coefficient
Ψ(g) :=
(π(g)f0, f0)
(f0, f0)
, g ∈ GL2(F ).
Then Ψ is a function on ZU0(n)\GL2(F )/U0(n) where Z is the center of GL2(F ) and
β(f) =
Vol(K×/F×)
#K×/F×O×c
∑
t∈K×/F×O×c
Ψ(t)χ(t).
Denote by
Si = {1 + bτ, b ∈ O/pc, v(b) = i} , 0 ≤ i ≤ c− 1
and
S′ = {a̟ + τ, a ∈ O/pc} .
Then a complete representatives of K×/F×O×c can be taken as
{1} ⊔ (⊔iSi) ⊔ S′.
Let pr : K× → ZU0(n)\GL2(F )/U0(n) be the natural mapping. Then it is constant on Si and S′.
Precisely,
pr(Si) =
[(
1 ̟i−c
1
)]
, pr(S′) =
[(
̟−c
−̟c+1
)]
.
Follow from this ∑
t∈K×/F×O×c
Ψ(t)χ(t) = 1 +
c−1∑
i=0
Ψi
∑
t∈Si
χ(t) + Ψ′
∑
t∈S′
χ(t),
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where Ψi (resp. Ψ
′) are the valuations of Ψ(t) on Si (resp. S′). As∑
t∈Si
χ(t) =
{
0, if c > 1 and 0 ≤ i ≤ c− 2,
−1, if i = c− 1, and
∑
t∈S′
χ(t) = 0,
we obtain, ∑
t∈K×/F×O×c
Ψ(t)χ(t) = 1−Ψc−1.
Finally, one needs to compute this matrix coefficient. However, as it actually evaluates at some upper-
triangler matrix, the computation is easy by the explicit description of normalized new forms in Kirillov
model. In fact, Ψc−1 = −q−1L(1, 1F ) where q is the cardinality of the residue field of F (See also [3]
§3.4). Thus
β0(f) =
Vol(K×/F×)
#K×/F×O×c
L(1, 1F ) = 2
−1q−cVol(K×/F×)L(1, 1F ).

Global Theory. Let F be a totally real field with O its ring of integers. Take d := [F : Q]. Denote
by A = FA be the adele ring of F and Af its finite part. For a Z-module M , take M̂ = M ⊗Z Ẑ with
Ẑ =
∏
p<∞ Zp. Let B be a totally definite incoherent quaternion algebra over A. For any open compact
subgroup U of B×f = (B⊗A Af )×, denote by XU the Shimura curve associated to B× of level U . Denote
by ξU ∈ Pic(XU )Q the normalized Hodge class on XU . Let X be the projective limit of the system
(XU )U . Let A be a simple abelian variety defined over F parametrized by X in the sense that there
is a non-constant morphism XU → A over F for some U . Then M := End0(A) is a field. Denote by
π = πA = lim−→U Hom
0
ξU (XU , A). Here, Hom
0
ξU (XU , A) denotes the morphisms in Hom(XU , A)⊗ZQ using
ξU as a base point: if ξU is represented by a divisor
∑
i aixi on XU,F¯ , then f ∈ HomF (XU , A)⊗ZQ is in
πA if and only if
∑
aifi(xi) = 0 in A(F¯ )Q = A(F¯ )⊗Z Q. For each open compact subgroup U of B×f , let
JU denote the Jacobian of XU . Then π = lim−→U Hom
0(JU , A) where Hom
0(JU , A) = HomF (JU , A)⊗ZQ.
The Hecke action of B× on X induces a natural B×-module structure on π so that EndB×(π) = M and
has a decomposition π = ⊗Mπv where πv are absolutely irreducible representations of B×v over M . Let
N be the conductor of the Jacquet-Langlands lifting of π. Denote by ωA its central character. Let A
∨
be the dual abelian variety of A. There is a perfect B×-invariant pairing
πA ⊗ πA∨ −→M
given by
(f1, f2) = Vol(XU )
−1(f1,U ◦ f∨2,U ), f1,U ∈ Hom(JU , A), f2,U ∈ Hom(JU , A∨)
where f∨2,U : A → JU is the dual of f2,U composed with the canonical isomorphism J∨U ∼= JU . Here,
Vol(XU ) is defined by a fixed invariant measure on the upper half plane. It follows that πA∨ is dual to
πA as representations of B
× overM . For any fixed open compact subgroup U of B×f , define the U -pairing
on πA × πA∨ by
(f1, f2)U = Vol(XU )(f1, f2), f1 ∈ πA, f2 ∈ πA∨
which is independent of the choice of measure defining Vol(XU ).
Let K be a totally imaginary quadratic extension over F with relative discriminant D = DK/F ⊂ O
and absolute discriminant DK . Denote by OK its ring of integers. Let η be the quadratic character
corresponding to K/F . Take χ : K×\K×A → L× a character of finite order where L is a finite extension
on M . Let c ⊂ O be the ideal maximal such that χ is trivial on ∏v 6|cO×K,v∏v|c(1 + cOK,v). Assume
that ωA · χ|A×f = 1 and for any place v,
ǫ(πv, χv) = χvηv(−1)ǫ(Bv),
where ǫ(Bv) = 1 if Bv is split or = −1 otherwise and ǫ(πv, χv) is the local root number of the Rankin-
Selberg L-series L(s, π, χ). These assumptions imply that the Rankin-Selberg root number ǫ(π, χ) = −1
and there exists an embedding K×A → B×. Let XK
×
be the F -subscheme of X of fixed points of X under
K×. The theory of complex multiplication asserts that every point in XK
×
(F¯ ) is defined over Kab and
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that the Galois action is given by the Hecke action under the reciprocity law. Let P ∈ XK×(Kab). For
any f ∈ π, consider the Heegner cycle∫
K×\K̂×/F̂×
f(P )σtχ(t)dt ∈ A(Kab)Q ⊗M L
where σ : K×\K̂×/F̂× → Gal(Kab/K) is the Artin map. The main result in the book of Yuan-
Zhang-Zhang [33] implies that there is some f ∈ π such that the corresponding Heegner cycle for f is
nonvanishing if and only if L′(1, A, χ) is nonvanishing.
In the following, we shall explicit construct a one-dimensional L-subspace V (π, χ) of π ⊗M L such
that for any nonzero f ∈ V (π, χ), the Heegner cycle for f is nonzero if and only if L′(1, A, χ) is nonzero.
A similar one-dimensional L-subspace is considered in [3] which is also denoted by V (π, χ) there. Any
vectors in these two L-lines are of pure tensor form. In fact, any two vectors from these two L-lines
respectively are parallel at any places outside
S :=
{
v|(c,N)
∣∣∣Kv/Fv is ramified and ordv(c) + 1 = ordv(N)} .
From now on, we require that the central character ω is unramified at any place in S. Define the
following sets of places v of F dividing N :
Σ1 := {v|N nonsplit in K : ordv(c) = 0 or ordv(c)− ordv(N) + ev − 1 < 0} ,
where ev is the ramification index of K at v. Let c1 =
∏
p|c,p/∈Σ1 p
ordpc be the Σ1-off part of c, N1 the
Σ1-off part of N , and N2 = N/N1. Denote by Oc1 = O + c1OK .
Let v be a place of F and ̟v a uniformizer of Fv. Then there exists an Ov-order Rv of Bv with
discriminant NOv such that Rv ∩Kv = Oc1,v. Such order exists and unique up to K×v -conjugate when
v ∤ (c1, N). At any place v|(c1, N), by Lemma 3.1, Bv is split and Rv will be taken as an Eichler order.
In particular, fixing an isomorphism between Bv andM2(Fv), then Rv is GL2(Fv)-conjugate to the order( Ov Ov
NOv Ov
)
. However, the K×v -conjugacy class of Rv needs to be determined here. Such an order Rv
is called admissible for (πv, χv) if it also satisfies the following conditions (1) and (2).
(1) If v|(c1, N), then Rv is the intersection of two maximal orders R′v, R′′v of Bv such that R′v ∩Kv =
Oc,v and
R′′v ∩Kv =
{
Oc/N,v, if ordv(c/N) ≥ 0,
OK,v, otherwise.
Note that for v|(c1, N), By [3] Lemma 3.2, there is a unique order, up to K×v -conjugate, satisfying
the condition (1) unless Kv is split and 0 < ordv(c1) < ordv(N). In the case Kv is split and 0 <
ordv(c1) < ordv(N), there are exactly two K
×
v -conjugacy classes of orders satisfying the condition
(1), which are conjugate to each other by a normalizer of K×v in B
×
v . Fix an Fv-algebra isomorphism
Kv ∼= F 2v and identify Bv with EndFv (Kv). Then the two classes contain respectively orders Ri,v =
R′i,v ∩ R′′i,v, i = 1, 2 as in (1) such that R′i,v = EndOv(Oc,v), i = 1, 2, and R′′1,v = EndOv ((̟n−cv , 1)OKv)
and R′′2,v = EndOv ((1, ̟
n−c
v )OKv ).
(2) If Kv is split and 0 < ordv(c1) < ordv(N), then Rv is K
×
v -conjugate to some Ri,v such that χi
has conductor ordv(c), where χi, i = 1, 2 is defined by χ1(a) = χv(a, 1) and χ2(b) = χv(1, b).
Definition 3.3. An Ô-order R of Bf is called admissible for (π, χ) if for every finite place v of F ,
Rv := R⊗Ô Ov is admissible for (πv, χv). Note that an admissible order R for (π, χ) is of discriminant
NÔ such that R∩ K̂ = Ôc1 .
Let R be an Ô-order of Bf which is admissible for (π, χ). Let U = R× and U (N2) := R× ∩ B×(N2)f .
Note that for any finite place v|N1, Bv must be split. Let Z ∼= A×f denote the center of B×f . The group
U (N2) has a decomposition U (N2) = U ′ · (Z ∩U (N2)) where U ′ =∏v∤N2∞ U ′v such that for any finite place
v ∤ N2, U
′
v = Uv if v ∤ N and U
′
v
∼= U1(N)v otherwise. View ω as a character on Z and we may define a
character on U (N2) by ω on Z ∩ U (N2) and trivial on U ′, which we also denoted by ω.
Definition 3.4. Let V (π, χ) denote the space of forms f ∈ πA ⊗M L, which are ω-eigen under U (N2),
and χ−1v -eigen under K
×
v for all places v ∈ Σ1. The space V (π, χ) is actually a one dimensional L-space.
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For any f ∈ V (π, χ), define the Heegner cycle associated to (π, χ) to be
Pχ(f) :=
∑
t∈K̂×/K×F̂×Ô×c1
f(P )σtχ(t) ∈ A(Kab)Q ⊗M L.
The Neron-Tate height pairing over K gives a Q-linear map 〈, 〉K : A(K¯)Q ⊗M A∨(K¯)Q → R.
Let 〈, 〉K,M : A(K¯)Q ⊗M A∨(K¯)Q → M ⊗Q R be the unique M -bilinear pairing such that 〈, 〉K =
trM⊗R/R〈, 〉K,M . This induces a L-linear Neron-Tate pairing over K:
〈·, ·〉K,L : (A(K¯)Q ⊗M L)⊗ (A∨(K¯)Q ⊗M L) −→ L⊗Q R.
Let φ be the Hilbert new form in the Jacquet-Langlands lifting of π defined as following. For v|∞, the
subgroup SO2(R) of GL2(Fv) acts on φ via the character kθ =
(
cos θ sin θ
− sin θ cos θ
)
7→ e4πiθ. It is of level
U1(N) with
U1(N) =
{(
a b
c d
)
∈ GL2(Ô)
∣∣∣∣∣ c ∈ NÔd ≡ 1 mod NÔ
}
.
Finally,
L(s, π) = 2d|δ|s−1/2A Z(s, φ), Z(s, φ) =
∫
F×\A×
φ
[(
a
1
)]
|a|s−1/2A d×a
where the Haar measure d×a is chosen such that Ress=1
∫
|a|≤1 |a|s−1d×a = Ress=1L(s, 1F ). The Peters-
son norm (φ, φ)U0(N) is the integration of φφ¯ with respect to the measure dxdy/y
2 on the upper half
plane.
Theorem 3.5. Let F be a totally real field of degree d. Let A be an abelian variety over F parametrized
by a Shimura curve X over F associated to an incoherent totally definite quaternion algebra B over A.
Denote by φ the Hilbert holomorphic newform of parallel weight 2 on GL2(A) associated to A. Let K
be a totally imaginary quadratic extension over F with relative disriminant D and discriminant DK .
Let χ : K×A /K
× → L× be a finite Hecke character of conductor c over some finite extension L of
M := End0(A). Assume that
(1) ωA · χ|A× = 1, where ωA is the central character of πA;
(2) for any place v of F , ǫ(πA,v, χv) = χvηv(−1)ǫ(Bv);
(3) ω is unramified at any place in S.
For any non-zero forms f1 ∈ V (πA, χ) and f2 ∈ V (πA∨ , χ−1), we have an equality in L⊗Q C:
L
′(Σ)(1, A, χ) = 2−#(ΣD)
(8π2)d(φ, φ)U0(N)
(u1)2
√|DK |||c1||2 · 〈Pχ(f1), Pχ−1 (f2)〉K,L(f1, f2)R× .
In the above,
Σ =
{
v|(N,Dc)∣∣if v||N then ordv(c/N) ≥ 0}
and
ΣD =
{
v|(N,D)∣∣v 6 |c or 0 < ordv(c) < ordv(N)− 1} .
The term c1 is the Σ1-off part of c and u1 = #ker(Pic(O) → Pic(Oc1)) · [O×c1 : O×] while ||c1|| is the
norm of c1.
Proof. The proof is an application of the variation of Gross-Zagier formula ([3] Theorem 1.6). In other
words, the above height formula is derived from the explicit Gross-Zagier formula in [3] Theorem 1.5
plus some local computations. In the following proof, we shall use notations in [3] Theorem 1.5 and add
the sign ♯ for any corresponding terms in Theorem 3.5. Moreover, we shall also use measures defined in
[3].
By [3] Theorem 1.6, for any f ♯1 ∈ V ♯(πA, χ) and f ♯2 ∈ V ♯(πA∨ , χ−1),∏
v∈S
β0(f ♯1,v, f
♯
2,v)
β0(f1,v, f2,v)
L
′(Σ)(1, A, χ) = 2−#ΣD · (8π
2)d(φ, φ)U0(N)
u21
√|DK |||c1||2 · 〈P
c1
χ (f
♯
1), P
c1
χ−1 (f
♯
2)〉K,K
(f ♯1 , f
♯
2)R×
.
The definition of Σ is the same as the one in Theorem 3.5. On the other hand,
ΣD = {v|(N,D)|ordv(c) < ordv(N)} = Σ♯D ⊔ S.
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The term c1 is the Σ1-off part of c. Note that in [3], Σ1 is defined as the set of places v|N nonsplit
in K with ordv(c) ≤ ordv(N). In particular, if we denote by Σ♯1 the corresponding set defined before
Lemma 3.1, then Σ1 = Σ
♯
1 ⊔ S. Thus, c1cS = c♯1 and ||c1|| = |c|S||c♯1||. The Heegner point
P c1χ (f
♯
1) =
#PicK/F (Oc1)
#PicK/F (Oc♯
1
)
∑
t∈PicK/F (Oc♯
1
)
f ♯1(P )
σtχ(t) =
#PicK/F (Oc1)
#PicK/F (Oc♯
1
)
· Pχ(f ♯1)
and the definition of P c1χ−1 (f
♯
2) is similarly. Denote by κc1 = ker(Pic(O) → Pic(Oc1)) and similarly for
κc♯
1
, then by [3] Lemma 2.3,
#PicK/F (Oc1)
#PicK/F (Oc♯
1
)
=
[Ô×K : Ô×c1 ]
[Ô×K : Ô×c♯
1
]
[O×K : O×c1 ]−1
[O×K : O×c♯
1
]−1
#κc1
#κc♯
1
=
∏
v∈S
1
[O×K,v : O×c,v]
[O×c1 : O×c♯
1
]
#κc1
#κc♯
1
= |c|Su1
u♯1
.
The admissible order R =∏vRv is different with the ♯-admissible order R =∏vR♯v exactly at v ∈ S.
For v ∈ S, Rv is an order in Bv with discriminant ordv(N) such that Rv ∩Kv = OK,v. By Lemma 2.2
and Lemma 3.5 in [3],
Vol(XR×)
Vol(XR♯×)
=
Vol(R♯×)
Vol(R×) =
∏
v∈S
Vol(R♯×v )
Vol(R×v )
= L(1, 1F )
−1
S .
Thus
(f ♯1 , f
♯
2)R× =
Vol(XR×)
Vol(XR♯×)
(f ♯1 , f
♯
2)R♯× = L(1, 1F )
−1
S (f
♯
1 , f
♯
2)R♯× .
For any place v ∈ S, fix a B×v -invariant pairing 〈·, ·〉v on πA,v × πA∨,v. For any f ′1,v ∈ πA,v and
f ′2,v ∈ πA∨,v with 〈f ′1,v, f ′2,v〉v 6= 0, let
β0(f ′1,v, f
′
2,v) =
∫
F×v \K×v
〈πA,v(tv)f ′1,v, f ′2,v〉v
〈f ′1,v, f ′2,v〉v
χv(tv)dtv.
The test vector f1,v (resp. f2,v) is the v-component of a nonzero vector in V (πA, χ) (resp. V (πA∨ , χ
−1)).
As v ∈ S, f1,v (resp. f2,v) is χ−1v -eigen (resp. χv-eigen) under K×v .
Lemma 3.6. For any v ∈ S,
β0(f1,v, f2,v)
β0(f ♯1,v, f
♯
2,v)
= 2L(1, 1v)
−1|cv|−1v .
Proof. As this is a local computation, we shall drop the subscript ’v’ in the following. The toric integral β0
is invariant by modifying (π, χ) to (π⊗µ, χ⊗µ−1K ) for any character µ of F×. Since the central character
ω of π is assumed to be unramified, we may assume ω = 1. Identify the contragredient representation
(π∨, χ−1) with the complex-conjugation (π¯, χ¯) and let (·, ·) be the Hermitian pairing on π defined by
(f1, f2) = 〈f1, f2〉. Denote by β0(f) = β0(f, f¯). Then the ratio we need to compute becomes β
0(f)
β0(f♯)
with
f ∈ V (π, χ) and f ♯ ∈ V ♯(π, χ). Since f ∈ V (π, χ) is χ−1-invariant, β0(f) = Vol(K×/F×). On the other
hand, by Lemma 3.2, β0(f ♯) = 2−1q−cVol(K×/F×)L(1, 1F ). The result is then obtained. 
Sum up,
L
′(Σ)(1, A, χ) = 2−#(ΣD\S) · (8π
2)d(φ, φ)U0(N)
(u♯1)
2
√
|DK |||c♯1||2
〈Pχ(f ♯1), Pχ−1 (f ♯2)〉K,K
(f ♯1 , f
♯
2)R♯×
.
Using notations in Theorem 3.5, this is just the formula we need to prove. 
Proof of Theorem 1.2. Let n = p∗1
ǫ1p∗ǫ22 · · · p∗ǫkk with ǫi = ±1 and
∑k
1 ǫi ≡ 1 mod 3, which is
equivalent to ǫ(E,χn) = −1 and ǫ(E(n)) = −1. Denote by N = p1 · · · pk. Let f be the identity morphism
from X0(36) to E taking the cusp [∞] to the identity point of E. Let K = Q(
√−3) be the complex
multiplication field of E. Let χn : Gal(H6N/K)→ C× be the cubic character that χn(σ) = 3√nσ−1 for
σ ∈ Gal(H6N/K). The Heegner point for χn is defined as
zn =
∑
σ∈Gal(H6N/K)
[χ−1n (σ)]f(P
σ
0 ).
Lemma 3.7. Let B be the incoherent quaternion algebra over Q determined by the pair (E,χn). Then
B is split. Let πE be the cuspidal automorphic representation associated to E, then f ∈ V (πE , χn).
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Proof. Note that the conductor of πE is 36, the conductor c(χn) of χn is 3N . If p ∤ 36, then Bp is split
by Lemma 3.1 (1) in [3]. As 2 is inert in K, B2 is split by Lemma 3.1 (4) in [3]. Finally, B3 is also
split by Lemma 3.1. Hence B is split. We next check that f ∈ V (πE , χn). Note that by our choice of
embedding of K to M2(Q), R0(36) ∩ K = O6N with R0(36) =
(
Z Z
36Z Z
)
. It suffices to check that f
is K×2 -invariant and R0(36)3 is admissible for (πE,3, χn,3). The fact that f is K
×
2 -invariant follows from
that K×2 /Q
×
2 (1+2OK,2) is generated by ω2 and by Theorem 2.5, for any point P in XU , Pω2 = P +τ(2).
Finally, R0(36)3 = R
′ ∩R′′ where R′ =M2(Z3) and R′′ =
(
Z3 9
−1Z3
9Z3 Z3
)
. It is then easy to check that
R′ ∩K3 = Z3 + 3OK,3 while R′′ ∩K3 = OK,3. Thus, R0(36)3 is admissible for (πE,3, χn,3). 
Let Ω(n) denote the minimal real period of E(n) and Ω the one of E. Then Ω(n)Ω(n
−1) = Ω2/N with
N = p1 · · · pk. Let φ ∈ S2(Γ0(36)) be the new form associated to the elliptic curve E/Q.
Corollary 3.8. The Heegner point zn satisfies the following height formula
L′(1, E(n))L(1, E(n
−1))
Ω(n)Ω(n−1)
=
1
27
ĥQ(zn).
Proof. The explicit formula in Theorem 3.5 implies the following identity
L′(1, E, χn) =
(8π2)(φ, φ)U0(36)√
3 · 3N ·
〈Pχn(f), Pχ−1n (f)〉K,K
(f, f)R×
,
where
Pχn(f) =
∑
t∈K̂×/K×Ô×
3N
f(P0)
σtχn(t).
The order R chosen in the introduction is conjugate to R0(36) outside the place 2. Thus
(f, f)R× =
Vol(XR×)
Vol(X0(36))
deg f =
Vol(U0(36)2)
Vol(R×2 )
=
1
3
.
Let L = K( 3
√
n) and z = TrH6N/Lf(P0). When 3 ∤
∑k
1 ǫi, Gal(L/K) = 〈σω3 〉. Then
〈Pχn(f), Pχ−1n (f)〉K,K =
1
9
〈 ∑
σ∈Gal(L/K)
zσχn(σ),
∑
σ∈Gal(L/K)
zσχ−1n (σ)
〉
K,K
=
1
3
(〈z, z〉K,K − 〈zσω3 , z〉K,K),
By Corollary 2.6, zσω3 ≡ [ω]z mod torsions,
〈zσω3 , z〉K,K = 1
2
(
ĥK([1 + ω]z)− ĥK([ω]z)− ĥK(z)
)
= −1
2
〈z, z〉K,K
and therefore
〈Pχn(f), Pχ−1n (f)〉K,K =
1
2
ĥK(z) = ĥQ(z).
While we note that zn = 3z,
L′(1, E, χn) =
8
√
3π2(φ, φ)U0(36)
27N
ĥQ(zn).
Since
Ω(n)Ω(n
−1) = Ω2/N =
8
√
3π2(φ, φ)U0(36)
N
,
we have
L′(1, E(n))L(1, E(n
−1))
Ω(n)Ω(n−1)
=
1
27
ĥQ(zn).

Now assume k = 1. Let p ≡ 2, 5 mod 9 be a prime number and n = p∗. The point y0 =
TrH3p/K( 3
√
n)(P0−T ) ∈ E(K( 3
√
n)) is of infinite order and satisfies y
σω3
0 = [ω]y0+ t, with t ∈ E(Q)[
√−3]
non-zero. Then z1 =
√−3y0 is a point of infinite order in E(K( 3
√
n))χn .
Lemma 3.9. The point z1 is not divisible by
√−3 in E(K( 3√n))χn .
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Proof. Assume z1 =
√−3Q+T with Q ∈ E(K( 3√n))χ and T ∈ E(K( 3√n))χntor. Suppose that C is a large
integer prime to 3. Then √−3C(y0 −Q) = CT
lies in E(K( 3
√
n))[3]. Since E(K( 3
√
n))[3∞] = E(K)[3], C(y0 − Q) lies in E(K)[3] and assume Cy0 =
CQ+R with R ∈ E(K)[3]. Taking the Galois action of σω3 , we obtain
Ct = [1− ω]R = 0,
which is a contradiction. 
Proof of Theorem 1.2. We showed that ĥQ(zn) 6= 0. Therefore L′(1, E, χn) = L′(1, E(n))L(1, E(n−1)) 6= 0
and in particular we have ords=1L(s, E
(n)) = 1 and ords=1L(s, E
(n−1)) = 0. By results of Gross-Zagier
and Kolyvagin, we know rankZE
(n)(Q) = 1 and X(E(n)/Q) is finite and that rankZE
(n−1)(Q) = 0
and X(E(n
−1)/Q) is finite. Note that Tamagawa numbers cv(E
(n)) = cv(E
(n−1)) = 3 for v | 2p and
cv(E
(n)) = cv(E
(n−1)) = 1 for other places v, and that E(n)(Q) ≃ Z/3Z and E(n−1)(Q) ≃ Z/3Z. Then
the BSD conjecture predicts
BSD(n) L′(1, E(n))/Ω(n) = #X(E(n))ĥQ(P ),
where P is the generator of the free part of E(n)(Q), and
BSD(n−1) L(1, E(n
−1))/Ω(n
−1) = #X(E(n
−1)).
Then BSD(n) · BSD(n−1) is
L′(1, E, χn)/Ω(n)Ω(n
−1) = #X(E(n
−1)) ·#X(E(n)) · ĥQ(P ).
The descent method tells that
dimF3 Sel3(E
(n))/E(n)(Q)tor ≤ 1 and dimF3 Sel3(E(n
−1))/E(n
−1)(Q)tor = 0.
Hence X(E(n))[3∞] = X(E(n
−1))[3∞] = 0. Note zn = 9y0. By the explicit Gross-Zagier formula in
Corollary 3.8 and the triviality of X(E(n))[3∞] and X(E(n
−1))[3∞], in order to prove the 3-part of
BSD(n) · BSD(n−1), it suffices to show that ĥQ(P ) = uĥQ(z1) with u ∈ Z×3 ∩Q.
Since the free part of E(n)(K) has OK-rank 1, the ratio ĥQ(P )/ĥQ(z1) is a rational number. Recall
there is an isomorphism φ : E(n)(K) ≃ E(K( 3√n))χn such that φ(R) = φ(R) for any point R ∈ E(n)(Q).
By Proposition 2.8, z1 = z1 and hence φ
−1(z1) is rational over Q. Since z1 is not divisible by
√−3
in E(K( 3
√
n))χn , φ−1(z1) ≡ tP mod torsions with some t ∈ Z×3 . Then ĥQ(P ) = uĥQ(z1) with some
u ∈ Z×3 . 
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