In this paper we consider the implicational fragment of Abelian logic A→. We show that although the Abelian groups provide an semantics for the set of theorems of A→ they do not for the associated consequence relation. We then show that the consequence relation is not algebraizable in the sense of Blok and Pigozzi [3] .
Introduction
In this paper we investigate A → , the implicational fragment of Abelian logic, from an algebraic perspective. Abelian logic is a paraconsistent logic discovered independently by Meyer and Slaney [14] and Casari [6] . This logic is also referred to as Abelian Group Logic (AGL) [16] since its set of theorems is sound and complete with respect to the class of Abelian groups. In the first two sections, we show that while the class of Abelian groups provides an algebraic semantics for the theorems of A → it does not for the associated consequence relation. We then show that the consequence relation is not algebraizable in the sense of Blok and Pigozzi [3] . In section 4 we investigate one way of extending A → (without addding new connectives to the language) to obtain an algebraizable consequence relation which has the Abelian groups as its equivalent algebraic semantics. In sections 5 and 6 we show that the class of ordered Abelian groups provides an algebraic semantics for the consequence relation A → . In the final section we extend this to show that A → is in fact equivalent to the inequational consequence relation of the class of ordered Abelian groups, which is to say that it is order -algebraizable in the sense of Raftery [18] . 2 The set of theorems of A → A → has the following Hilbert style axiomatisation:
This is an extension of the implicational fragment of linear logic BCI, C (α → (β → γ)) → (β → (α → γ)) and I (α → α) being provable from B and A (see Meyer and Slaney [15] ). 1 The full system of Abelian logic adds lattice connectives ∧ and ∨ and negation. Surprisingly however, negation can be defined in the pure implication fragment A → in the following way:
The negation defined by Definition 2.1 (called 'canonical negation' by Meyer and Slaney) is the negation of the Abelian Group Logic investigated by Casari [6] and Paoli [16] and corresponds semantically to the group inverse operation.
In the context of A → Definition 2.1 yields such classical theorems as double negation introduction and elimination and contraposition, but invalidates ex falso quod libet α → (¬α → β). Definition 2.1 also validates various apparently non-classical theorems such as ¬(α → α). Given the presence of axiom I this last theorem makes Abelian logic an inconsistent (contradictory) but non-trivial and hence paraconsistent logic. In fact in A → , whenever a formula ϕ is a theorem, so is ¬ϕ (see the discussion of the rule (contra) in section 4).
The class of Abelian groups provides an algebraic semantics for the theorems of A → in the following way. Let G = G, ·, −1 , e be an Abelian group with identity element e. A valuation based on G is a function v such that v(p) ∈ G for each propositional variable p and v(α → β) = v(β) · v(α) −1 . A formula ϕ is valid in the Abelian groups ( AG ϕ) iff it always evaluates to the identity element of any Abelian group. Then we have a soundness and completeness theorem: A→ ϕ iff AG ϕ (see Paoli [16] , Casari [6] ).
Meyer and Slaney ( [14] , p. 262) show that A → is sound and complete with respect to one particular Abelian group, namely the integers. An integer valuation v assigns an integer to each propostional variable and v(α → β) = v(β) − v(α). Then A→ ϕ iff v(ϕ) = 0 for every such v.
An alternative algebraic semantics for A → is provided by the class of BCIAalgebras: 2 Definition 2.2. A BCIA-algebra is an algebra S, →, e , with binary operation → and distinguished element e satisfying the following equations:
and the 'anti-symmetry' condition (AS):
(AS) If x → y = e and y → x = e then x = y Given a BCIA-algebra S, →, e , we define a valuation v based on it in the obvious way: v(p) ∈ S for each propositional variable p and v(α → β) = v(α) → v(β). Then we say that a formula ϕ is valid in the BCIA-algebras ( BCIA ϕ) iff it always evaluates to the identity element e in any BCIA-algebra. It is then straightforward to prove that A→ ϕ iff BCIA ϕ.
The BCIA-algebras are really just Abelian groups in disguise -the two classes of algebras are definitionally equivalent. We record this fact in the following theorem (for further details and proofs see Humberstone [11] , pp. 1114-5).
Theorem 2.3. The class of BCIA-algebras and the class of Abelian groups are definitionally equivalent.
(2.3.1) Let B = S, →, e be any BCIA-algebra. Define g(B) to be the structure S, ·, −1 , e , where x · y = (x → e) → y and x −1 = x → e. Then g(B) is an Abelian group.
(2.3.2) Let G = G, ·, −1 , e be any Abelian group. Define b(G) to be the structure G, →, e where x → y = y · x −1 . Then b(G) is a BCIA-algebra.
(2.3.3) If B is a BCIA-algebra and G is an Abelian group then b(g(B)) = B and g(b(G)) = G.
The consequence relation A → is not algebraizable
The close connection between A → and the Abelian groups breaks down when we consider the consequence relation associated with A → . Let ϕ be a purely implicational formula and Γ a set of such formulas. Define Γ A→ ϕ to mean that there is a derivation in the usual sense of ϕ from formulas in Γ using the axioms (B and A) and modus ponens. The integers, Abelian groups and BCIA-algebras no longer provide a semantics for this consequence relation. Consider first the integers. We define a semantic consequence relation based on the integers as follows: Γ Z ϕ iff any integer valuation that assigns 0 to every member of Γ also assigns 0 to ϕ. We will show that p Z p → (p → p) but p A→ p → (p → p).
Proof. This already holds for the weaker consequence relation BCI of which A → is an axiomatic extension. See Humberstone [11] , Theorem 1.29.9, p. 167, Galatos et al. [8] , pp. 121-2.
Proof. It is easy to show by induction on n that for any integer valuation v, v(p → n (p → p)) = −nv(p). So for any n ≥ 1 we can invalidate the formula p → n (p → p) by setting v(p) = 1.
Proof. If p A→ p → (p → p) then by the local deduction theorem (Lemma 3.2) we would have A→ p → n (p → (p → p)) for some n ≥ 0. But since p → n (p → (p → p)) = p → n+1 (p → p), this would mean that A→ p → n+1 (p → p), which is impossible by Lemma 3.3. So p A→ p → (p → p).
From Theorems 3.1 and 3.4 it follows that the consequence relation A→ is not complete with respect to the integer semantics defined above. We can define a semantic consequence relation based on the Abelian groups as follows:
It is then straightforward to verify that the equivalent of Theorem 3.1 holds for this consequence relation: p AG p → (p → p). So again, given Theorem 3.4, A→ is not complete with respect to the Abelian groups, nor (given the equivalence noted in Theorem 2.3) to the BCIA-algebras.
We now show that the consequence relation A→ is not algebraizable in the sense of Blok and Pigozzi [3] -that is, it is not equivalent to the equational consequence relation of any class of algebras. In what follows, all consequence relations are assumed to be finitary. Definition 3.6. (Blok and Pigozzi [3] ) A consequence relation is algebraizable iff there is a class of algebras K and a finite set of translations δ(α), (α) and ∆(α, β) satisfying the following conditions: 3
If (3.6.1) and (3.6.2) hold for some class of algebras K, we say that K is an equivalent algebraic semantics for . If K is a quasivariety it is called the equivalent quasivariety semantics for .
Blok and Pigozzi's key result on algebraizability ([3], Theorem 5.1.) is the following: Let K be a quasivariety. A consequence relation is algebraizable with equivalent quasivariety semantics K iff for every algebra A the Leibniz operator Ω A is an isomorphism between the lattice of -filters and the lattice of K-congruences of A. (For any any subset F of an algebra A, Ω A F is the largest congruence of A compatible with F ).
Using this theorem, we can prove the following result: Proof. Using the algebra Z = Z, → where Z is the set of integers and x → y = y − x, we show that there are two distinct A→ -filters F 1 and F 2 on Z, such that Ω Z F 1 = Ω Z F 2 . By Theorem 3.7 it follows that A→ is not algebraizable.
For F 1 we take the set {0} while F 2 = {0, 1, 2, 3, . . .}. As already noted (section 2) if α is an axiom of A → then v(α) = 0 for any integer valuation and so v(α) ∈ F 1 and hence v(α) ∈ F 2 . It is also easy to check that both filters are closed under modus ponens. So F 1 and F 2 are both A→ -filters, as required.
We now show that the only congruence relation compatible with F 1 is the identity relation and that the same holds for F 2 . Let ∼ be any congruence relation on Z, → . Suppose that x ∼ y, but x = y. Since x ∼ y and ∼ is a congruence relation, it follows that x → y ∼ y → x and therefore:
Again, since ∼ is a congruence, (2) implies that m → m ∼ −m → m and so:
. So the only congruence compatible with F 1 is the identity relation Id.
On the other hand, equation (2) shows that ∼ cannot be compatible with F 2 . Since m = 0 either m > 0 or m < 0. In the first case m ∈
Therefore the only congruence compatible with F 2 is the identity relation Id.
We have shown that
Hence Ω Z is not injective on the lattice of A→ filters of Z and so by Theorem 3.7 A→ is not algebraizable.
Algebraiziable extensions of A →
We now ask whether or not the consequence relation A→ can be extended in such a way that the result is algebraizable and furthermore, has the Abelian groups as its equivalent algebraic semantics. We seek an extension of A→ satisfying the following two conditions:
(C1) The new consequence relation has the same set of theorems as A → .
(C2) The new consequence relation is algebraizable and has the variety of Abelian groups as its equivalent algebraic semantics.
Condition (C1) implies that we must consider adding new rules (rather than new axioms) to the proof system for A→ . Given the counter-example to completeness given above (Theorem 3.4) we might consider adding the following rule:
In fact, given Definition 2.1, we could rewrite the rule as:
Let's call this the 'contradiction rule'. A quick check shows that the set of theorems of A→ is closed under this rule. 4 Would adding this rule make A→ algebraizable? The answer is yes. In fact adding (contra) to any extension of BCI logic is sufficient to make the resulting consequence relation algebraizable. 
Proof. Theorem 4.7 of Blok and Pigozzi [3] provides a set of syntactic conditions on the translations δ, and ∆ which are both necessary and sufficient for a consequence relation to be algebraizable. Assuming that → is the only connective in our language, these conditions are as follows:
it is straightforward to verify that all of these are satisfied in the case of BCI except one half of one direction of (v), namely:
which fails for BCI by Theorem 3.4 above. Clearly then, if we add (contra) as a rule of inference to BCI or any extension of it, (v-a) becomes provable and the extended system is algebraizable. Theorem 4.1 would not hold if we took ∆(α, β) = {α → β}, since condition (ii) in the above proof would not hold. However, as we will now show, in the case of A→ this would be sufficient. In the context of A→ two other rules are interderivable with (contra):
is the rule of 'conversion' (Meyer and Slaney, [14] ), (g) is the 'Gödel rule' mentioned by Blok and Pigozzi ([3] , p. 41). It is easy to see that the set of theorems of A→ is closed under these rules, by appeal to the integer semantics. Proof. We first show that (g) is derivable using (contra): 5
(3) and (4) trans.
Next, we show that (conv) is derivable using (g): (4) and (5), trans.
To complete the circle we show how to derive (contra) using (conv):
We note that the last derivation holds not just in A→ but also in the weaker BCI . This raises the interesting question whether Theorem 4.2 holds in general in BCI . To see that it does not, note that the Sugihara matrix RM 3 is a model of BCI in which (contra) also holds. 6 But (p → p) → (q → q) fails in that matrix and hence the rule (G) rule must also fail.
Let us use the label A + → for the consequence relation obtained by adding any of the three equivalent rules (conv), (g) or (contra) to A→ . Then an immediate consequence of the following theorem is that A + → is algebraizable with a single equivalence formula, ∆(α, β) = {α → β}. 
Proof. Since, as just noted, (conv) entails (contra) in BCI , then by Theorem 4.1 BCI +(conv) is algebraizable with the translations δ(α) = α, (α) = α → α, and α∆β = {α → β, β → α}. But clearly in the presence of (conv) it suffices to take α∆β = {α → β}.
Hence A + → is an algebraizable extension of A→ with the same set of theorems, but what exactly is the corresponding class of algebras? We now show that this is indeed the variety of Abelian groups. A straightforward application of Theorem 2.17 of Blok and Pigozzi [3] give us:
Lemma 4.4. The equivalent quasivariety semantics for A + → is axiomatized by the following identities and quasi-identities:
We now show that the algebras defined by the conditions in Lemma 4.4 are the BCIA-algebras. 
Ordered Abelian groups and ordered BCIAalgebras
We have now shown that the consequence relation A + → satisifes the conditions (C1) and (C2) of section 4. It is an extension of A→ with the same set of theorems and has the Abelian groups as its equivalent algebraic semantics. 7 We now ask whether A + → is unique in this respect or whether there are alternative algebraizable extensions of A→ satisfying (C1) and (C2). The work of Paoli, Spinks and Veroff [17] suggests there may be. They describe three distinct consequence relations which have the same set of theorems as A → . The first of these, A 1 , is the same as our A + → with the additional connectives ∧ and ∨. 8 7 We conjecture (though have not been able to prove) that A + But Paoli et al. also define a second consequence relation, A 2 . We can adapt their definition of A 2 to our purely implicational language as follows. 9 First we introduce the concept of an ordered Abelian group: 10 Definition 5.1. An ordered Abelian group is a structure G = G, ·, −1 , e, ≤ where G, ·, −1 , e is an Abelian group and ≤ is a partial ordering on the elements of the group satisfying:
In [17] Paoli et al. (following Meyer and Slaney [14] ) consider the lattice ordered Abelian groups, in which ≤ is required to be a lattice ordering. For our purely implicational languages, we require only that ≤ be a partial order and that the group operation preserve this order. We can now define a consequence relation as follows:
The theorems of AG ≤ correspond exactly to the theorems of A → . Proof. Suppose that AG ≤ ϕ. Then there is an ordered Abelian group G and a valuation based on G such that v(ϕ) is not in the positive cone of G. Hence v(ϕ) = e and so A→ ϕ, since (as noted in section 2) the theorems of A → are exactly the formulas that always evaluate to the identity element of any Abelian group.
For the converse, we will show that any non-theorem of A → can be invalidated in the ordered Abelian group of the integers. First note that for any formula ϕ composed of propositional variables p 1 , . . . p k , v(ϕ) = n 1 v(p 1 ) + . . . + n k v(p k ) for every integer valuation v, where the n i are integer coefficients. Suppose that A→ ϕ. Then for some subset p 1 , . . . , p m of the propositional variables in ϕ, v(ϕ) = n 1 v(p 1 ) + . . . + n m v(p m ) where none of the n i are 0. We now define a new valuation w as follows. If there is a positive coefficient, pick any one of them, say n i and set w(p i ) = −1. Set the value of every other propositional variable to zero. Then w(ϕ) = −n i . If no coefficient is positive, they must all be negative. Pick any coefficient n i and set w(p i ) = 1. Again, set the value of every other propositional variable to zero. In this case, w(ϕ) = n k where n k is negative. In either case w(ϕ) < 0 and so AG ≤ ϕ as required.
Hence AG ≤ satisfies condition (C1). But as we will now show, it does not satisfy (C2), since it is not algebraizable at all. In fact AG ≤ is the very same consequence relation as A→ which we have already proved is not algebraizable.
AG ≤ and A → are the same consequence relation
To show that the two consequence relations are identical, we introduce an intermediate class of structures, the ordered BCIA-algebras. 11 Definition 6.1. An ordered BCIA-algebra is an algebra S, e, →, ≤ , with binary operation →, distinguished element e and ≤ a partial order on S satisfying the following inequalites:
and the condition:
We will show, firstly, that the consequence relation A→ is sound and complete with respect to the ordered BCIA-algebras. We then show that the class of ordered BCIA-algebras is definitionally equivalent to the class of ordered Abelian groups. It follows (Theorem 6.9) that AG ≤ = A→ . We begin with a definition.
for all α ∈ Φ, then e ≤ v(ϕ), for every valuation v based on A.
Proof. Soundness is straightforward: for any axiom ϕ, e ≤ v(ϕ) and modus ponens preserves this property. For completeness we construct the Lindenbaum algebra based on a set of formulas Φ, equip it with an ordering and show that the result is an ordered BCIA-algebra. We define an equivalence relation between formulas, relative to Φ as follows: α ≡ Φ β iff Φ A→ α → β and Φ A→ β → α. This is reflexive given axiom I, symmetric by the form of the definition and transitive by the permuted form of axiom B, A→ (α → β) → ((β → γ) → (α → γ)). 
Right to left is immediate, given the provavbility of p → p. From left to right, we note that for any formula γ, the formula γ →
follows from this instance of the theorem and modus ponens.
To finish the completeness proof, suppose that Φ BCIA ≤ ϕ. It follows that for any valuation v based on L Φ , if e ≤ v(α) for all α ∈ Φ, then e ≤ v(ϕ). In particular, let w be the valuation such that w(p i ) = [p i ] for all propositional variables p i . It is easy to show that w(α) = [α] for all formulas α. So our assumption implies that if e ≤ [α] for all α ∈ Φ, then e ≤ [ϕ]. Applying the definitions of e and ≤, this means that:
Now clearly Φ A→ α for all α ∈ Φ and since A→ α → ((p → p) → α) it follows that Φ A→ (p → p) → α for all α ∈ Φ. So Φ A→ (p → p) → ϕ and hence Φ A→ ϕ as required.
We now show that the class of ordered BCIA-algebras is definitionally equivalent to the class of ordered Abelian groups. Some straightforward calculations establish: Lemma 6.5. The following hold in any ordered BCIA-algebra:
Lemma 6.6. The following cancellation and multiplication laws hold in every ordered BCIA-algebra:
Proof. By Definition 6.1.4 e ≤ x → y iff x ≤ y. Hence by Lemma 6.5.4 e ≤ (y → z) → (x → z) iff x ≤ y and thus y → z ≤ x → z iff x ≤ y. This gives both (Right canc.) and (Right mult.). The proof of (Left canc.) and (Left mult.) is similar using Lemma 6.5.5. Theorem 6.7. If S, e, →, ≤ is an ordered BCIA-algebra, then S, e, → is a BCIA-algebra.
Proof. We show that every ordered BCIA-algebra satisfies the conditions of Note that the above theorem would not hold for BCI-algebras -the 'Abelian' condition 6.1.3 plays an essential role in collapsing the inequalities in the definition of an ordered BCIA-algebra into the identitites figuring in the definition of a BCIA-algebra. 12 Theorem 6.8. The class of ordered BCIA-algebras is defintionally equivalent to the class of ordered Abelian groups. (6.8.1) Let B = S, →, e, ≤ be an ordered BCIA-algebra. Define og(B) to be the structure S, ·, −1 , e, ≤ , where the operations · and −1 are defined as in Theorem (2.3.1): x · y = (x → e) → y and x −1 = x → e. Then og(B) is an ordered Abelian group. 12 An anonymous referee of this paper asked whether the converse process to that of Theorem 6.7 is possible -that is, whether every BCIA-algebra can be ordered in such a way that the result is an ordered BCIA-algebra. The answer is 'yes' in a trivial sense: every BCIA-algebra is trivially partially ordered by the identity relation, which also satisfies condition (6.1.4). However, no finite BCIA-algebra can be given a non-trivial ordering, such that for two distinct elements of a and b of the algebra a ≤ b. The reason is that every finite BCIA-algebra is (definitionally equivalent to) a finite Abelian group and no such group can be non-trivially ordered.
(6.8.2) Let G = S, ·, −1 , e, ≤ be an ordered Abelian group. Define ob(G) to be the structure S, →, e, ≤ , where the operation → is defined as in Theorem (2.3.2): x → y = y · x −1 . Then ob(G) is an ordered BCIAalgebra. Proof. (6.8.1): Let B = S, →, e, ≤ be an ordered BCIA-algebra. By Theorem 6.7, S, →, e is a BCIA-algebra and by Theorem 2.3.1, og(B) is an Abelian group. So we only need to verify that condition (M) is satisfied, that is; if x ≤ y then z · x ≤ z · y. Applying the definition of · this comes to showing that if x ≤ y then (z → e) → x ≤ (z → e) → y. But this is an instance of the rule (Left Mult.) which we proved for ordered BCIA algebras in Lemma 6.6.
(6.8.2): Let G = S, ·, −1 , e, ≤ be an ordered Abelian group. By Definition 5.1 S, ·, −1 , e is an Abelian group and by Theorem 2.3.2, the structure S, →, e is a BCIA-algebra. It only remains to show that the partial order ≤ satisfies condition (6.1.4), that is,
So e ≤ x −1 · y and since the group is Abelian, e ≤ y · x −1 . Conversely, suppose that e ≤ y · x −1 . Premultiplying both sides by x, we have x · e ≤ x · (y · x −1 ) and thus x ≤ x · (y · x −1 ). Using commutativity and associativitiy, x ≤ (x · x −1 ) · y and so x ≤ y. As an immediate consequence of Theorem 6.8 and Theorem 6.3 we have:
The non-algebraizability of A→ appears to be mainly due to the fact that in the corresponding algebras (ordered BCIA-algebras or ordered Abelian groups) we do not have the resources to convert inequalities into identities. If we equipped our ordered BCIA-algebras with a semi-lattice operation ∧, we would be able to convert inequalities to identities using the relation x y iff x ∧ y = x. Adding a corresponding conjunction connective to A→ would make the resulting consequence relation algebraizable. This would be the {→, ∧} fragment of Meyer and Slaney's Abelian logic.
Our interest in this paper, though, is in the purely implicational language of the consequence relation A→ . In this final section, we show that although A→ is not algebraizable in the sense of Blok and Pigozzi, it is nonetheless order-algebraizable in the sense of Raftery [18] .
There is an especially close connection between the logic A→ and the ordered BCIA-algebras, one that goes beyond the soundness and completeness result given in Theorem 6.3. That theorem establishes a way of translating facts about logical consequence in A → into facts about inequalities in ordered BCIA-algebras. But, as we will show, there is also a translation in the opposite direction, from algebraic inequalities to facts about logical consequence. In particular, we will show that (1) α 1 β 1 , . . ., α n β n implies α β in any ordered BCIA-algebra iff
In recent work, Raftery [18] introduces the concept of a logic being orderalgebraizable, which generalizes this kind of relationship between a logic and a class of ordered algebras. To explain Raftery's theory, we begin with some defnitions.
where A is an algebra and is a partial ordering of the underlying set of A.
Definition 7.2. Let K be any class of ordered algebras. Then we define the relation |= K between a set of inequalities Σ in the language of K and a single inequality α β as follows: 13 Σ |= K α β iff for every ordered algebra in K , if α i β i for all inequalities α i β i ∈ Σ then α β
In terms of these definitions, Theorem 6.3 and (1) above can be expressed as follows:
Generalizing (2) we can say that we have translations δ(α) = α → α and (α) = α satisfying:
Generalizing (3) we can say that there is a translation I(α, β) = α → β satisfying:
Raftery's definition of order-algebraizability generalizes this situation to arbitrary consequence relations and classes of ordered algebras. Definition 7.3 (Raftery) . A logical consequence relation L is order algebraizable iff there is a class of ordered algebras K and a system of translations δ(α), (α) and I(α, β) satisfying the following conditions:
It is then straightforward to prove the following theorem for order algebraizable logics:
Theorem 7.4. A consequence relation L is order-algegbraizable iff there is a class K of ordered algebras and a system of translations δ(α), (α) and I(α, β) satisfying the following two conditions: Proof. The proof is a simple matter of applying Definition 7.3 to show that conditions (7.3.1) and (7.3.2) of the definition imply conditions (7.4.1) and (7.3.2) of the theorem and conversely. The theorem appears as Theorem 4.4 in Raftery [18] , who cites Blok and Jónsson [2] Theorem 5.5.
We can now prove our final theorem, showing that A→ is an example of a logic which is order-algebraizable, though not algebraizable. 
Concluding remarks
Call a consequence relation pre-algebraizable if it is not itself algebraizable but has an algebraizable extension in the same language and having the same set of theorems. Then the results of sections 3-4 can be summarised by saying that the implicational fragment of Abelian logic is pre-algebraizable. We conclude with some questions that might warrant further investigation:
1. Is A + → the only algebraizable extension of A→ in the same language and having the same set of theorems? More generally, if a consequence relation is pre-algebraizable does it always have a unique algebraizable extension? 2. What other consequence relations are pre-algebraizable? For example is BCI (the implicational fragment of linear logic) pre-algebraizable?
3. Are there any consequence relations which are not pre-algebraizable? That is, are there consequence relations which have no algebraizable extensions with the same set of theorems?
4. In section 4 (Theorem 4.1), we showed that the logic obtained by adding (contra) to BCI is algebraizable, but is not a sub-logic of A→ . It is not even a sub-logic of monothetic BCI (the smallest extension of BCI in which all theorems are provably equivalent). 15 There are then a set of interesting questions about BCI + (contra). What is the corresponding class of algebras? Where does this logic fit in the family of extensions of BCI?
