In this paper, we propose a novel partition-based distributed state estimation scheme for non-overlapping subsystems based on Kalman filter. The estimation scheme is designed in order to account, in a rigorous fashion, for dynamic coupling terms between subsystems, and for the uncertainty related to the state estimates performed by the neighboring subsystems. The online implementation of the proposed estimation scheme is scalable, since it involves (i) small-scale matrix operations to be carried out by the estimator embedded in each subsystem and (ii) neighbor-to-neighbor transmission of a limited amount of data. We provide theoretical conditions ensuring the estimation convergence. Reconfigurability of the proposed estimation scheme is allowed in case of plug and play operations. Simulation tests are provided to illustrate the effectiveness of the proposed algorithm.
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I. INTRODUCTION
I N many different engineering areas, there has been, in the last years, a huge effort to develop algorithms and protocols allowing a number of interconnected, possibly spatially distributed systems, devices, sensors, and actuators, to operate cooperatively and to possess self-organization capabilities. Notable examples include smart grids [1] , [2] , environmental and surveillance monitoring systems [3] , [4] , large-scale irrigation and hydraulic networks [5] , and multi-robot/vehicle systems [6] , [7] .
Related research on systems of systems [8] or cyber-physical systems [9] is nowadays fostered, pursuing several challenges, including the design of hierarchical and distributed monitoring and control systems with reliability and robustness properties with respect to uncertainties, changing environment, communication failures, etc.
In particular, theoretically sound distributed monitoring and state estimation methods are necessary to allow for optimal managing of sensor networks. As also discussed in the survey paper [10] , two main classes of estimation techniques for distributed smart sensing schemes are presently under investiga-Manuscript received July 28, 2015 tion. They are generally both referred, in the literature, to as distributed state-estimation algorithms. While a widely-considered problem concerns the case where the full state of the system is estimated by all subsystems, e.g., based on consensus and diffusion strategies, e.g., [11] - [16] , in this paper we focus on partition-based estimation. The latter consists of estimating, for each sensor, only a part of the state vector of a system, using information transmitted by other neighboring sensors. This problem gives rise to low-order estimation problems solved in a distributed way, and is particularly useful when the observed systems are large scale ones, e.g., power networks [17] , transport networks [18] , process plants [19] , and robot fleets [20] . Concerning linear discrete-time systems, recent contributions include [19] , [21] - [27] .
Among these, [19] , [21] , [22] , [27] propose Kalman filterbased estimation schemes suitable for systems affected by stochastic noise. The papers [19] , [22] propose methods based on local Kalman prediction equations (and neglect the dynamic interconnection terms) and on consensus steps to account for possible overlapping states between pairs of subsystems. The paper [21] proposes a two-step Kalman filter, where the correction step is performed by each subsystem based on local measurements, while the prediction step is based on approximating the centralized error process using a distributed iterate-collapse inversion algorithm for L-banded matrices. As in [19] , [22] , a consensus step is used to optimally account for overlapping states. Finally, in [27] , a prediction/corrector-based method for multi-rate systems is proposed. It is worth noting that sufficient convergence conditions are provided just in [22] which, in case of non-overlapping subsystems, basically amount to the stability of the original system.
The papers [23] , [24] , [26] assume that the system is affected by bounded noise and guarantee, under suitable conditions, convergence of the estimator and the fulfillment of constraints on local states, e.g., in [23] , or estimation errors, e.g., in [24] , [26] . Finally, [25] proposes an approximated distributed filter based on the moving horizon estimator studied in [28] . A differentcooperative and iterative-approach based on Lagrange decomposition is proposed in [29] , where continuous-time systems are considered.
The conditions required for convergence of the estimators discussed in all the mentioned papers, where available, (with the notable exception of [26] ) require a centralized synthesis/analysis phase which (i) limits the application to very large-scale systems and (ii) requires a complete re-design in case of configuration changes (e.g., addition/removal of subsystems or sensors). On the other hand, in [26] the design phase (guaranteeing global properties) is distributed, i.e., the state estimator embedded in each subsystem is devoted to solve a local design problem. This has paved the way to a plug-and-play (PnP) implementation [30] , [31] , which confers flexibility, reconfigurability, and reliability to the estimation architecture.
In this paper we propose a novel partition-based distributed state estimation scheme based on Kalman filter (denoted PKF) for non-overlapping subsystems affected by stochastic noise. The estimation scheme is designed to account for dynamic coupling terms between subsystems, and for the uncertainty related to the state estimates performed by the neighboring subsystems. This is done in a conservative but rigorous way by means of suitable covariance matrix bounds. The online implementation of the proposed estimation scheme is scalable, since it involves (i) small-scale matrix operations to be carried out by the estimator embedded in each subsystem and (ii) neighborto-neighbor transmission of a limited amount of data. Concerning the design/analysis phase, we provide both centralized (both with suitable linear matrix inequalities and with aggregate small gain-type arguments) and distributed scalable conditions to be verified ensuring the estimation convergence. The latter are then used to provide a fully distributed and PnP implementation of PKF. More specifically, distributed reconfigurability conditions are provided in case a subsystem is added to or removed from the network, and also in case PnP operations involve sensors.
The paper is structured as follows. In Section II we introduce and motivate the distributed Kalman filter equations, while in Section III we provide the main conditions for convergence. In Section IV, we discuss how PKF can be designed in a distributed fashion and the resulting application for PnP operations. Finally, in Section V the algorithm is tested both on an academic example and on a benchmark case study, and in Section VI some conclusions are drawn. All proofs are postponed to Appendix A for better readability.
Notation: The symbols ≥ and > are used to denote semidefinite positive matrices and definite positive matrices, respectively. The symbols R and L are used for brevity to denote the Riccati equation update and the optimal Kalman predictor gain, respectively, i.e.,
where P, A, C, Q, and R are matrices of appropriate dimensions. Finally, the cardinality of a set N is denoted with |N | and the spectral radius of matrix A is denoted σ(A).
II. THE DISTRIBUTED KALMAN FILTER

A. Statement of the Problem
Consider M interconnected systems, each described by the following equations:
where x i (k), w i (k) ∈ R n i and y i (k), v i (k) ∈ R p i . We assume that w i (k) and v i (k) are zero-mean white noises, for all i = 1, . . . , M, and that M) , and that E{w i (k) v T j (h)} = 0 for all i, j = 1, . . . , M, and h, k ≥ 0. For i ∈ {1, . . . , M}, we define with N i the set of neighbors (also denoted predecessors in [31] ) of subsystem i defined as
In our setup, we assume that subsystem i can exchange information with its neighbors. Note that i is in general included in S i and N i .
Collectively, if we define the variables x(k) = (x 1 (k), . . . , x M (k)), y(k) = (y 1 (k), . . . , y M (k)), w(k) = (w 1 (k), . . . , w M (k)), and v(k) = (v 1 (k), . . . , v M (k)), we can rewrite (1) as
The optimal centralized Kalman predictor [32] for system (2) iŝ
wherex c (k) denotes the one-step optimal predictor of x(k).
According to the classical Kalman prediction theory, the optimal gain is
where Π c (k) is the centralized Kalman prediction error covariance matrix and is computed iteratively using the Riccati equation
B. Distributed Prediction Scheme
As is clear from (3)-(5), the optimal centralized Kalman predictor for system (2) is based on the iteration of the Riccati equation (5) , which requires a global knowledge of the system and, in general, leads to a matrix gain which has not the sparsity properties of the dynamic system (i.e., of matrix A).
In contrast, in this paper we seek for a distributed observer implementation, meaning that: (i) at most data originated by neighbors are used by the local observers, to reduce the communication load of the scheme; (ii) information about the model of the overall system is not required to be stored by each local observer, but at most information concerning the neighboring subsystems; (iii) the computational load required by each local filter is scalable.
In line with this, we propose an estimation scheme of the typê
The matrices P i (k), i = 1, . . . , M are updated according to the following distributed equation:
where, for all i, j = 1, . . . , M, we have definedÃ ij = √ ς j A ij ,
Note that (7) and
respectively. Note that the observer equation (6) is the one obtained by applying the Kalman predictor gain (4) in case the covariance matrix is block-diagonal, i.e., equal to diag(P 1 (k), . . . , P M (k)). On the other hand, the update (8) allows to preserve the so-called consistency property (as defined in [33] ), i.e., the fact that if diag (P 1 
) and that, for all possible initializations, the latter property holds in steady-state conditions (see Proposition 1 and its proof).
Equation (6) is distributed, i.e., L ij = 0 only if A ij = 0. Therefore, the computation of L ij can be done distributedly and communication is required between local state estimators of dynamically interconnected subsystems only. Concerning the scalability of the algorithm, observe also that, for i ∈ {1, . . . , M}, subsystem i permanently stores in memory only the matrices Q i , R i , A ii , C i and, for j ∈ N i , A ij , C j and R j ; on the other hand, the information which must be transmitted and temporarily stored at each time step consists of y j ,x j , P j , L ij for all j ∈ N i . The PKF algorithm is formally described in Algorithm 1.
C. Main Properties
Letx(k) = (x 1 (k), . . . ,x M (k)), and let e(k) = x(k) − x(k) be the distributed filter estimation error. Then, from (2) and (6) 
e(k + 1) = (A − L(k)C)e(k) − L(k)v(k) + w(k)
where L(k) is the matrix whose block entries are L ij (k). Let Π d (k) = var(e(k)). Then, from the above equation
The following result can be derived.
Lemma 1: Assume that the pair (A, G) is stabilizable (where GG T = Q) and that there exist symmetric matrices Algorithm 1: PKF algorithm.
Memory requirements
2) Broadcasts to its successors the quantities y i (k), x i (k), and P i (k); 3) Gathers from its neighbors the information (7); 5) Computes the estimatex i (k + 1) and the matrix P i (k + 1) as in (6) and (8), respectively.
and letL be the matrix whose block entries areL ij . Then, the matrix A −LC is Schur stable. Thanks to Lemma 1, a simplified version of the PKF Algorithm 1 can be devised: assuming that each subsystem i stores in memory matrixP i , i = 1, . . . , M, with property (9), then it is sufficient to set P i (k) =P i and L ij (k) =L ij = L (P j , A ij , C j , R j ) for all k to guarantee that the estimation error e(k) is a stationary process. Therefore, the error covariance of this modified scheme is asymptotically convergent to a bounded definite positive matrix, i.e., lim k →∞ Π d (k) =Π d for some positive definite matrixΠ d .
In case the Algorithm 1 is implemented, under the assumption that there exist steady-state solutions of (8)P i ≥ 0, i = 1, . . . , M, the next result can be proved.
Proposition 1: Consider the PKF Algorithm 1. Assume that P i (1), i = 1, . . . , M, are such that there existsP i with the property that
LetP = diag(P 1 , . . . ,P M ). Then, there exists a positive definite matrixΠ d such that
Note that, under the validity of (10), then, in steady-state conditions, also (9) is verified. Therefore, the PKF Algorithm 1 provides a stationary equation error; also, Proposition 1 states that, for i = 1, . . . , M, matrixP i plays the role of an upper bound of the covariance of the prediction error x i (k) −x i (k) in steady state.
Observe that Lemma 1 and Proposition 1 require the existence of matricesP i , i = 1, . . . , M, such that either property (9) or property (10) are satisfied. However, differently from the centralized Kalman filter, these properties are not guaranteed by standard detectability assumptions on the system.
In this paper, we provide conditions under which these properties can be verified. In particular, in Section III we discuss the conditions allowing the application of centralized design procedures while, in Section IV, we provide a distributed design procedure.
We conclude this section with a couple of remarks. Remark 1: Consider the PKF algorithm and assume that (10) holds true. LetΠ c be the steady-state covariance of the prediction error for the centralized Kalman filter. Obviously, if
Remark 2: Assume that (9) holds true and consider the simplified PKF algorithm described after Lemma 1. Then, also in this case, the asymptotic covariance of the prediction error
III. CENTRALIZED DESIGN
In this section we address the problem of providing (i) conditions that can be used to guarantee a-priori the validity of properties (9) or (10) and (ii) practical methods for computing them. First, in Section III-A, we will analyze (9) through a linear matrix inequality approach; secondly, in Section III-B we will provide an aggregate design procedure, based on small gain arguments, to guarantee (10).
A. Design Using LMI's
In this section we provide a practical method based on LMI's for computing, if possible, matricesP i verifying (9) . Then, as already highlighted, if we set P i (k) =P i for all k and for all i = 1, . . . , M, then it is guaranteed that this simplified version of the PKF algorithm has suitable convergence properties in view of Lemma 1. Also, its suboptimality features are discussed in Remark 2. Using LMI's we aim to compute (see Lemma 1)
Provided thatP j is non singular for each j ∈ N i , the algebraic inequality (11) is equivalent tō
thanks to the application of the matrix inversion lemma. Inequality (12) can be cast as the following LMI ⎡
where G i is defined in such a way that G i G T i = Q i and, for
j , the latter inequality can be written as
Finally, the equality Ω j =P −1 j can be managed using the recursive approach proposed in [34] . Indeed, we solve the following LMI:
and, at the same time, we minimize the additional cost function tr{Ω jPj }. The problem can be managed using the recursive cone complementarity linearization algorithm discussed in [34] .
B. Design Using Small Gain Arguments
In this section, we investigate conditions ensuring the validity of (10). In particular, the following result addresses the offline design issue providing an aggregate and lightweight analytical condition, which relies on small-gain arguments. First, the following assumption is required.
We will also need one of the following assumptions for properly initializing P i (1) for the implementation of Algorithm 1.
Assumption 2:
Note that, while Assumption 2 is required to define, for a given subsystem i,P N i as the unique semi-positive definite solution to the local Riccati algebraic equationP
Let us now define full rank n i arbitrary transformation matrices H i , i = 1, . . . , M, i.e., H i ∈ R n i ×n i and gainsL i , selected in such a way thatF i =Ã ii −L iCi is Schur stable. Define alsô
We introduce a further assumption. Assumption 4: For some values ofL i , H i , (i) σ(F i ) < 1 for all i = 1, . . . , M, and (ii) σ(Γ) < 1.
Note that, a necessary condition for the existence of matrix L i guaranteeing that σ(F i ) < 1 is that (Ã ii ,C i ) is detectable, i.e., Assumption 3; therefore, the latter is implicitly required by Assumption 4. It is worth noting that the initializations a.,b., and c., proposed in Theorem 1 are the ones for which a formal proof of convergence has been obtained in this paper. However, in the authors' practical experience, this property has been verified for any other initialization, although in general only boundedness has been formally proved (see Lemma 4 in the Appendix).
Regarding Assumption 4, provided that Assumption 3 (i) is verified, it is always possible of findL i such that σ(F i ) < 1 for all i = 1, . . . , M. Note that, in case the system has a cascade topology (i.e., if it admits a lower-or upper-block triangular form, [35] ), Γ is block triangular, and therefore Assumption 4 can be easily verified.
On the other hand, for more general system structures, we need to retrieve a suitable "decentralized" change of coordinates and, at the same time, a suitable "auxiliary" decentralized linear observer, for which σ(F i ) < 1 for all i = 1, . . . , M and the corresponding matrix Γ is stable. This amounts to a design problem, which can be cast, for example, as the following optimization:
subject to the definition of Γ and to
Remark that the matrices H i i = 1, . . . , M have been introduced for reducing, if possible, the conservativity of the results. Indeed, it is apparent that the entries of matrix Γ depend on the latter matrices, and an optimal choice of H i may increase the chance to fulfill the sufficient condition (16b). However, the computational load of (16) may be extremely demanding and, to reduce it, the values of H i can be constrained. For example, one can try to minimize the terms μ i by constraining H i to take values corresponding to whichF i = H iFi H −1 i is diagonal (provided thatF i is diagonalizable and has real eigenvalues), or one can set H i = I n i . The nonlinear optimization (16) is similar to the ones used for plug and play design in [31] , [26] ; the implementation of the problems in [31] , [26] is currently available in the dedicated toolbox [36] , where it is envisaged to provide an implementation of the PKF scheme.
In the next section, we provide a distributed and scalable design procedure to be applied at each subsystem level.
IV. DISTRIBUTED DESIGN AND PLUG AND PLAY FEATURES
In many practical applications, it is of interest to perform the design of the PKF in a distributed fashion, i.e., to have a set of conditions to be verified locally by each subsystem, possibly using pieces of information provided by the neighboring subsystems. Focusing on the main assumptions of Theorem 1, while Assumptions 1 and 4 (i) are local conditions, to be verified at a single subsystem level, Assumption 4 (ii) is centralized (although aggregate), since it involves information concerning the overall system. We now introduce the following assumption, providing a conservative, yet distributed and very simple, condition, that must be verified at a single subsystem level by each subsystem, that implies the Schur stability of Γ, as proved in Proposition 2 stated below.
Assumption 5: For all i = 1, . . . , M and for some values of L i , H i , it holds that
Proposition 2: If Assumption 5 holds, then Assumption 4 (ii) is verified.
As it will be shown in the remainder of the section, this result allows for PnP operation. The PnP scenario consists of the case when one or more subsystems (each described by (1)) or devices (and specifically a transducer) is added to or removed from the interconnected system.
Before to proceed, the following standing assumption sets the scenario where PnP operations take place, assuming that the PnP event occurs at time instant k = T P nP .
Assumption 6: 1) For k < T P nP , Assumptions 4 (i), 5, and 1 (for all i = 1, . . . , M) hold. 2) At k = T P nP the updates (8) are in steady state, i.e., P i (T P nP ) =P i for all i = 1, . . . , M. It is important to remark that, when PnP operations involving subsystems take place, the number of successors, for some subsystems, may change. Denote with S + i the set of successors of subsystem i after the PnP event and ς + i = |S + i |. In general it holds that ς + i = ς i . From this, it also follows that the matricesÃ ij ,C i , andR i must be redefined, i.e.,
Importantly, in case ς + i > ς i , this may prevent the detectability of the pair (Ã + ii ,C + i ) to hold, which may jeopardize the verifiability of Assumption 4 (i). We also assume that H i andL i are not redefined, for i = 1, . . . , M after the PnP event. From this it follows that, for all i, j = 1, . . . , M,
A. Plug-in of a Subsystem
In this section we discuss that the sudden introduction of subsystem M + 1 triggers operations involving, apart from M + 1 itself, only the sets of its predecessors and of its successors, N M +1 and S M +1 , respectively. This allows to confer flexibility to the estimation scheme and to limit the impact of plug in operations. Assume that the subsystem (M + 1) is introduced at time step T P nP . For each i = 1, . . . ,
The design ofL M +1 , H M +1 can be addressed through the following optimization problem:
When a plug-in request is received from subsystem M + 1, the following design procedure must be adopted: (i) if (18) admits a solution and if, for all i ∈ N M +1 , ρ + i < 1 and σ(F i ) < 1, then allow the plug-in, otherwise deny it; (ii) properly initialize P M +1 (T P nP ).
The following corollary of Theorem 1 addresses the step (ii) and guarantees convergence of the system matrices P i (k), k = 1, . . . , M + 1 to steady state solutions. . The proof of the corollary is given in [37] . Note that the initializations (b) and (c) limit possible undesirable transients on the state estimates. Note also that, at the (M + 1)-th subsystem level, to solve (18) , the required data consist in (i) the local system matrices (A (M +1)(M +1) , C M +1 ), (ii) the number ς M +1 of successors of subsystem M + 1,
It is therefore clear that this local design problem requires the transmission of a limited amount of information, i.e., through a neighbor-to-neighbor communication graph.
Also, remark that the optimization problem (18) is a nonlinear one; to simplify it, an efficient strategy amounts, for example, to define H M +1 as the matrix such thatF M +1 is diagonal (i.e., in caseF M +1 is diagonalizable and has real eigenvalues), making H M +1 depend uponL M +1 , or simply setting H M +1 = I n i . In this way, we can reduce the number of free variables of the problem.
B. Unplug of a Subsystem
In this section, we show that the sudden loss of a subsystem is always admitted, since it does not compromize the convergence properties of the estimation scheme. Assume that, without loss of generality, at step T P nP , subsystem M is unplugged. Note that:
In view of this, since Assumptions 5 and 4 (i) hold before the unplug event, then they are guaranteed for the system deprived of the M -th subsystem. Therefore, any unplug request can be accepted, without hampering the convergence properties of the estimator. The following corollary of Theorem 1 guarantees convergence of the system matrices P i (k), k = 1, . . . , M − 1 to new steady-state solutions.
Corollary 2: After the un-plug event, there existP + i ≥ 0 for all i = 1, . . . , M such that, P i (k) →P + i as k → ∞ if the following initialization is used: P i (T P nP ) =P i for all i = 1, . . . , M − 1.
The proof of the corollary is given in [37] .
C. Plug and Play of Transducers
In many practical applications, the sensors embedded in a subsystem can be added, removed, or replaced. We consider that changes occur to the M -th subsystem for simplicity, but without loss of generality. Practically, this case consists in a change in the matrix C M (and, consequently,C M ), while the topology of the system and its dynamics remain unchanged. Therefore, for all i = M, ρ + i = ρ i , since ρ i , i = M , do not depend on C M , but only on matrices A ij and on the number of successors, which remain unchanged.
On the other hand, focusing on subsystem M 1) if a transducer is plugged in, this consists of adding a row (here denoted c add ) to matrix C M , i.e.,
This means that the detectability properties of the pairs (A ii , C i ) and (Ã ii ,C i ) are not jeopardized by the plugin event. Also, if H M remains unchanged and if we take
This means that the addition of a new transducer does not compromize the convergence properties of the PKF scheme. 2) if a sensor is replaced or unplugged, this consists of a substantial variation of the matrix C M . This means that, before to allow the PnP operation, one must verify the existence of a gainL M such that the following are verified: (I) Schur stability ofF i ; (II) ρ + M < 1. Concerning the latter, note that H M should remain unchanged, in order not to affect the values of ρ i , i = M . In the case considered in this section, however, it is not clear how the PnP operation impacts on the values of the matrices P i (k), i = 1, . . . , M. In order to guarantee the convergence of the matrices P i (k) to a steady state, the following practical procedure can be adopted, suggested by Corollaries 1 and 2: (a) for k ≥ T P nP , make P i (k), i = 1, . . . , M − 1 evolve as if subsystem M were unplugged; (b) after convergence is achieved (say, at instant T conv ) make P i (k), i = 1, . . . , M, k > T conv evolve as if subsystem M were plugged-in at time T conv , i.e., by setting P i (T conv + 1) = P i (T conv ), i = 1, . . . , M and P M (T conv + 1) =P N M .
V. SIMULATION RESULTS
In this section, we provide some simulation results illustrating the application of PKF both to an academic example and to the Hycon2 benchmark described in [38] .
A. Academic Example
In this section we consider a system composed of M = 2 interconnected subsystems. For all i, j ∈ {1, 2}, we set A ii = 0.9 0.1 0.1 −0.9 , C i = 1 1
In Fig. 1 , we show the relationship between the coupling strength α ∈ [0, 6.5] and (i) the spectral radius σ(Γ) of matrix Γ; (ii) the spectral radius of A −LC obtained through the LMI-based design procedure sketched in Section III-A. The latter procedure has given numerically reliable results for α ≤ 6.5. To realize the upper plot, two different choices of H i are adopted: (I) such thatF M +1 is diagonal; (II) H i = I 2 for all i = 1, 2. As it is apparent, the spectral radius of Γ does not significantly vary in the latter cases. In both cases, it is apparent that the small-gain procedure sketched in Section III-B is applicable when the coupling strength is sufficiently small. Also, from the lower panel it is apparent that σ(Γ) < 1 is just sufficient to guarantee that σ(A −LC) < 1. Further tests in a PnP scenario are reported in [37] .
B. Power Network Benchmark
In this section, we consider a power network system including a number of power generation areas coupled through tie-lines. This system has been adopted also in [27] where the authors proposed a partition-based distributed estimation scheme tailored to power networks applications and exhibiting promising numerical results (although without any theoretical guarantees). Our contributions are two-fold: firstly, in Section V-B1 we compare PKF with the centralized Kalman filter and the distributed strategy proposed in [27] ; secondly, in Section V-B2 we test the PnP features of PKF in case a new subsystem is plugged in the network during its operation.
The dynamics of each power generation area, equipped with primary control and linearized around the equilibrium value for all variables, is described by the following continuous time LTI model [38] :
where
is the control input of each area, and ΔP L i is the local power load. Note that the letter Δ is used to denote the deviation from steady-state. The matrices of system (19) are
where the parameters and their numerical values are defined in [38] . Since both ΔP ref i and ΔP L i are assumed to be constant and known, for the sake of simplicity, we neglect them from our analysis. We discretize the process (19) with a sampling interval T according to the technique proposed in [39] , leading to the discrete-time model (1) where the matrices A ii , A ij can be easily constructed from (19) . The matrix C i is Fig. 2 we depict Δθ 1 and its estimate Δθ 1 generated by the PKF algorithm.
In Fig. 3 , we compare the performance, in terms of the normalized estimation error ε(t) = 1 √ M x(t) −x(t) , of PKF algorithm with that of the centralized Kalman predictor and of the distributed strategy proposed in [27] . Concerning the PKF algorithm we have that Assumption 5 is satisfied with H i = I 4 .
The average value of the estimation error evaluated between iteration 30 and 100, i.e., in stationary conditions, result 13.74 for Centralized KF, 14.08 for PKF, and 17.21 in case the strategy in [27] is applied. Notice that the performance of PKF algorithm is quite close to the performance of the centralized Kalman filter and that it outperforms the performance of the strategy in [27] . This fact is confirmed also by the next table where 2) Plug and Play Scenario: In this section, we consider a PnP scenario. Specifically we assume that at time step 50 a new area (i.e., area 5) is added to the power network, and that it gets connected to area 2. Again the values of the parameters defining area 5 can be found in [38] . In Fig. V-B2 we depict the behavior of the estimation error for both the centralized Kalman filtering algorithm and PKF. Observe that, also in this plug and play scenario the performance of the PKF algorthm is comparable with that of the centralized Kalman filter. As expected, when a new area is added to the network the value of ε(t) increases mainly due to the poor estimation quality concerning the state of the area 5. However, after few iterations the value of ε(t) settles around a value which is comparable to its value before the addition of the new area.
VI. CONCLUSIONS
In this paper, a novel partition-based distributed observer based Kalman filter, named PKF, is proposed. The main advantages of the discussed state estimator are: (i) scalability, in terms of both computational and communication loads required for the online operations; (ii) the convergence properties can be proved under mild conditions; (iii) distributed and plug and play design are allowed. In fact, not only centralized (although aggregate) but also distributed conditions for estimation convergence are given, which confer reconfigurability to the proposed estimation scheme. Simulation tests are provided to illustrate the effectiveness of PKF. For example, we have considered a well-known benchmark example, proposed in the framework of the Hycon2 Project. Future work include the application of PKF to a real test case, e.g. smart grids.
APPENDIX
The following preliminary result is needed for the proofs of both Lemma 1 and Proposition 1.
Lemma 2:
Define P(k) = diag(P 1 (k), . . . , P M (k)). If P i (k) i = 1, . . . , M are updated according to (8) , then P(k + 1) ≥ R(P(k), A, C, Q, R). (20) Proof of Lemma 2 Since P(k) is block-diagonal define
Since the right hand side of the latter inequality is ≥ 0 and |λ| ≥ 1, the only possibility is that |λ| = 1, v T Qv = 0, andL T v = 0. In view of this, A T v = v and G T v should hold at the same time which, recalling the PBH test, is in contradiction with the assumption that the pair (A, G) is stabilizable. This concludes the proof of Lemma 1.
Proof of Proposition 1 As a preliminary step, we show that, if Π d (1) ≤ P(1), then Π d (k) ≤ P(k) for all k ≥ 0. This can be proved using induction arguments. Assume that, at instant k, it holds that Π d (k) ≤ P(k). Recalling Lemma 2, we have that 
Therefore, Π d (k + 1) ≤ P(k + 1). By applying induction arguments, we can prove that Π d (k) ≤ P(k) for all k ≥ 0.
If P(k) →P as k → ∞, then L(k) →L such that, in view of Lemma 1, A −LC is Schur stable. Consider the evolution of matrix Π d (k). From the stability of A −LC, then Π d (k) →Π d , for all initial conditions Π d (1), whereΠ d is the unique solution to the Lyapunov equationΠ d = (A − LC)Π d (A −LC) T + Q +LRL T . If we set Π d (1) = 0, from the preliminary result then Π d (k) ≤ P(k) for all k ≥ 0 and Π d ≤P. Noting thatΠ d is the unique steady-state attained for all possible initial conditions the proof is concluded.
The proof of Theorem 1 heavily relies on classical results on Kalman filters, e.g., [40] , [41] , [32] , [42] . Similarly to wellknown results on the discrete-time Riccati equation, we need two intermediate results.
where P A i (k + 1) and P B i (k + 1) are the matrix evolutions, obtained with (8), starting from P A j (k) and P B j (k), respectively. Proof of Lemma 3 Note that we can write (8) as
where, according to the classical Kalman filter theory,
where P A i ≥ P B i for all i = 1, . . . , M, and the optimal gains L A ij and L B ij corresponding to P A i and P B i , respectively, then for all j, (8) is
ii (k) + Q i and Δ i (k + 1) = j =iÃ ij P F j (k)Ã T ij , being P F j (k) defined in (21) . In view of Assumption 1, we can write
SinceF i = (Ã ii −L iCi ) is Schur stable (thanks to Assumption 4 (i)) andL i is a suboptimal gain
Solving the latter, we obtain
Using the transformation matrices H i , we defineP L i (k) =
In view of this and (28), we can rewrite (29) as follows:
Recalling that P L j (k) ≥ P L j (k) − Q j ≥ 0 for all j = 1, . . . , M, we have that
Therefore
Denoting n j (k) = max h∈[0,k ] P L j (h) , (32) implies that 0 ≤ n i (k) ≤ q i + j =i γ ij n j (k) where q i = μ 2 i P L i (1) +
Finally denote the vectors n(k) = (n 1 (k), . . . , n M (k)) and q = (q 1 , . . . , q M ). We obtain that (I M − Γ)n(k) ≤ q (33) According to [43] , if the spectral radius of Γ is strictly smaller than one, for every initial condition (see, e.g., Lemma 13 for the general nonlinear case), the solution to system (33) exists and is uniformly bounded, since q does not depend on k. Now we are in position to provide the proof of Theorem 1. (1) . In all cases, applying induction arguments and in view of the monotonicity property (i.e., Lemma 3), P i (k + 1) ≥ P i (k) for all k ≥ 1 and for all i = 1, . . . , M. Therefore the sequence of matrices P(k) = diag(P 1 (k), . . . , P M (k)) is monotonically increasing, in the sense that P(k + 1) ≥ P(k) for all k. In view of the boundedness property (i.e., Lemma 4), there existP i for all i, such that P i (k) →P i as k → ∞.
Proof of Proposition 2 The proof easily follows from the Gershgorin circle theorem. Indeed, each eigenvalue of Γ lies in at least one of the M Gershgorin circles, i.e., since γ ii = 0 for all i, the values of λ satisfying |λ| ≤ ρ i = M j =1 |γ ij | = M j =1 γ ij , for each i = 1, . . . , M. Then, if ρ i < 1 for all i = 1, . . . , M, all eigenvalues verify |λ| < 1.
