Markov random fields (MRFs) find applications in a variety of machine learning areas, while the inference and learning of such models are challenging in general. In this paper, we propose the Adversarial Variational Inference and Learning (AVIL) algorithm to solve the problems with a minimal assumption about the model structure of an MRF. AVIL employs two variational distributions to approximately infer the latent variables and estimate the partition function, respectively. The variational distributions, which are parameterized as neural networks, provide an estimate of the negative log likelihood of the MRF. On one hand, the estimate is in an intuitive form of approximate contrastive free energy. On the other hand, the estimate is a minimax optimization problem, which is solved by stochastic gradient descent in an alternating manner. We apply AVIL to various undirected generative models in a fully blackbox manner and obtain better results than existing competitors on several real datasets.
Introduction
Undirected graphical models, i.e. Markov random fields (MRFs), have found applications in a wide range of tasks, including image segmentation (Krähenbühl & Koltun, 2011) , generative modelling (Salakhutdinov & Larochelle, 2010) and sequential labelling (Lafferty et al., 2001 ). However, the inference and learning of general MRFs are challenging due to the presence of loopy structures and a global normalizing factor, i.e. a partition function, especially when latent variables are present. Extensive efforts have been devoted to developing approximate methods. On one hand, as for the inference of latent variables, existing work uses either sample-based methods (Neal, 1993) tic approximations (Jordan et al., 1999; Welling & Sutton, 2005; Salakhutdinov & Larochelle, 2010) . On the other hand, as for estimating the partition function, extensive work has been done using either Monte Carlo methods (Meng & Wong, 1996; Neal, 2001; Hinton, 2002; Tieleman, 2008) or variational methods (Wainwright et al., 2005; Wainwright & Jordan, 2006) . However, most of the existing methods highly depend on the model structures and require model-specific analysis in new applications, which makes it imperative for the development of black-box inference and learning methods. Previous work (Ranganath et al., 2014; Schulman et al., 2015) shows the ability to automatically infer the latent variables and obtain gradient estimate, in a broad family of directed models. As for the undirected ones, the black-box inference and learning method is missing except the recent work of NVIL (Kuleshov & Ermon, 2017) .
In NVIL, an upperbound of the partition function in a general MRF is proposed by introducing a variational distribution. The variational distribution is parameterized as a neural network, sharing the same spirit of amortized inference (Kingma & Welling, 2013; Mnih & Gregor, 2014 ) for directed models. NVIL has several advantages over existing methods, including the ability of black-box learning, tracking the partition function during training and getting approximate samples efficiently during testing. However, NVIL also comes with two disadvantages: (1) it does not infer the latent variables in a black-box manner and only handles simple models with tractable posteriors, and (2) the upperbound of the partition function can be underestimated (Kuleshov & Ermon, 2017) , resulting in sub-optimal solutions on high-dimensional data.
We propose a novel, black-box inference and learning method for a general MRF, which partly solves the two problems and retains the advantages of NVIL at the same time. First, our algorithm introduces a variational posterior to infer the latent variables, which provides an upperbound of the free energy. Second, our algorithm introduces a variational sampler for the MRF, which provides a lowerbound of the log partition function. The variational distributions together provide an estimate of the negative log likelihood of the MRF, which is in an intuitive form of approximate contrastive free energy (Hinton, 2002; Welling & Sutton, 2005) . The approximate free energy is expressed in terms of the expected energy and the entropy of the corresponding variational distribution. The whole learning procedure is a minimax optimization problem, which is solved by stochastic gradient descent in an alternating manner.
We evaluate our algorithm in various classical undirected generative models, including restricted Boltzmann machines (RBM) (Ackley et al., 1985) , deep Boltzmann machines (DBM) (Salakhutdinov & Hinton, 2009) , and Gaussian restricted Boltzmann machines (GRBM) (Hinton & Salakhutdinov, 2006) in a fully black-box manner. On the UCI databases (Dheeru & Karra, 2017) , our approach achieves better log likelihood results than the black-box NVIL (Kuleshov & Ermon, 2017) and the standard CDbased methods (Hinton, 2002; Welling & Hinton, 2002; Welling & Sutton, 2005) in RBMs and DBMs, respectively.
Background
We consider a general case where the model consists of both visible variables v and latent variables h. An MRF defines the joint distribution over v and h as follows:
where E denotes the associated energy function that assigns a scalar value for a given configuration of (v, h) and Z is the partition function such that Z = v,h e −E(v,h) dvdh.
Given a set of training data, whose empirical distribution is P D (v), the negative log likelihood (NLL) of the MRF is:
where θ denotes the trainable parameters in E. Minimizing the NLL of an MRF is a commonly chosen learning criterion and the gradient of θ is given by:
where v,h) dh denotes the free energy and the gradient is the difference of the free energy in two phases. In the first positive phase, the expectation of the free energy under the data distribution is decreased. In the second negative phase, the expectation of the free energy under the model distribution is increased.
Unfortunately, both the NLL in Eqn.(2) and its gradient in Eqn.(3) are intractable in general for two reasons:
1. The integral of the latent variables in (2) or equivalently the computation of the free energy in (3) is intractable.
2. The computation of the partition function in (2) or equivalently the negative phase in (3) is intractable.
Variational inference. Extensive work introduces deterministic approximations for the intractability of inference, including the mean field approximation (Welling & Hinton, 2002; Salakhutdinov & Hinton, 2009) , the Kikuchi and Bethe approximations (Welling & Sutton, 2005 ) and the recognition model approach (Salakhutdinov & Larochelle, 2010) . In this line of work, the intractability of the partition function is addressed using Monte Carlo based methods.
Contrastive free energy.
As for the intractability of the partition function, contrastive divergence (CD) (Hinton, 2002) approximates the negative phase in Eqn.(3) as follows:
where P CD (v) denotes the empirical distribution obtained by starting from a data point and running several steps of Gibbs sampling. Existing methods (Welling & Hinton, 2002; Welling & Sutton, 2005) approximate the free energy using certain function G(v) and the gradient of θ is:
Though these generalized methods exist, the efficiency and effectiveness of the Gibbs sampling in CD-based methods highly depend on the model structure.
Black-box learning. The recent work of NVIL (Kuleshov & Ermon, 2017) addresses the intractability of the partition function in a black-box manner via a variational upperbound of the partition function in Eqn (2): (v) is the unnormalized marginal distribution on v and q(v) is a neural variational distribution. As a black-box learning method, NVIL potentially allows application to broader model families and improves the capabilities of probabilistic programming systems (Carpenter et al., 2017) . Though promising, NVIL leaves the intractability of inference unsolved, and the bound in Eqn. (6) is of high variance and can be easily underestimated (Kuleshov & Ermon, 2017) .
Method
As stated above, though extensive work exists, the black-box inference and learning of MRFs is still largely open. In this paper, we make a step towards solving the problem by using a double variational trick on the NLL.
Adversarial Variational Inference and Learning
First, we rewrite the NLL as follows:
where the negative free energy and the log partition function are in the form of logarithm of an integral. Naturally, we can apply the variational trick (Jordan et al., 1999) twice and approximate the two terms individually. Due to the presence of the minus before the first term in Eqn. (7), the two variational tricks bound the NLL in the opposite directions.
Formally, on one hand, we introduce an approximate posterior for the latent variables Q(h|v), which is parameterized as a neural variational encoder (See the left panel in Fig. 1) , to address the intractability of inference as follows:
where φ denotes the trainable parameters in Q(h|v). Note that here we abuse the notation Q a little bit and
denotes the expectation under P D (v)Q(h|v) for simplicity 1 . Within the expectation, the second term corresponds to the entropy of Q(h|v), which is given by
The upperbound is derived via applying the Jensen inequality and the equality holds if and only if Q(h|v) = P (h|v) for all v. We would like to find the optimal Q that minimizes L 1 in a certain family parameterized by φ.
On the other hand, we introduce an approximate sampler q(v, h), which is parameterized by a neural variational decoder (See the right panel in Fig. 1 ), to address the intractability of the partition function as follows:
where ψ denotes the trainable parameters in q. The lowerbound is derived via applying the Jensen inequality as well, and the equality holds if and only if q(v, h) = P (v, h). Because the above double variational trick bounds the NLL in opposite ways, we have a minimax optimization problem:
1 We will keep using the notation in the paper. The minimax formulation has been investigated in the GAN based methods (Goodfellow et al., 2014; Donahue et al., 2016; Dumoulin et al., 2016) , which defines an adversarial game between a generator and a discriminator to train implicit directed models. Therefore, we name our framework adversarial variational inference and learning (AVIL).
Q(h|v) P(v, h) q(v, h)
In AVIL, the objective functions of the two variational distributions Q(h|v) and q(v, h) are similar. Both of them are expressed in terms of the expected energy and the entropy of the corresponding variational distribution. The energy terms encourage the corresponding variational distribution to generate samples that have low values of the energy function E(v, h), or equivalently high probabilities of P (v, h). The entropy terms increase the uncertainty of the corresponding variational distributions.
In the ideal case where P (h|v) and P (v, h) are in the variational families of Q(h|v) and q(v, h) respectively, we can verify that the global optimal achieves at Q * (h|v) = P (h|v), q * (v, h) = P (v, h) using the Calculus of variations (Cover & Thomas, 2012) . Plugging the corresponding parameters φ * and ψ * back in, we can see that L 2 (θ, φ * , ψ * ) would be a tight estimate of the NLL of P (v, h).
As for P (v, h), AVIL is closely related to the contrastive free energy algorithms (Hinton, 2002; Welling & Sutton, 2005) because the estimate of the NLL is the difference between two approximated free energy terms. To be clearer, the partial derivative of θ in AVIL is as follows:
which also involves a positive phase and a negative phase naturally and is quite similar to Eqn.(4) in CD (Hinton, 2002) . However, in AVIL, the two phases average over the (v, h) pairs and only require the knowledge of the energy function without any further assumption of the model. This property makes AVIL applicable to a general MRF.
In the context of black-box learning in MRFs, AVIL competes directly with NVIL (Kuleshov & Ermon, 2017) . It seems that an upperbound of Z as in NVIL is suitable for optimization because P and q share the same training direction. However, the upperbound in Eqn.(6) can be easily Figure 2 . An expressive prior q(h) of the decoder. We introduce an auxiliary variable z on the top of h and a variational posterior r(z|h) to approximate the entropy term.
underestimated (Kuleshov & Ermon, 2017) , which results in sub-optimal solutions. In contrast, though AVIL arrives at a minimax optimization problem, the bound in Eqn. (9) is tighter and of lower variance. We provide a deeper analysis and empirical evidence in Sec. 5.4.
Specifying the Variational Distributions
We now further specify the variational distributions that are employed in the above double variational trick. As for the variational encoder Q(h|v), we use a directed neural network that maps v to h as in (Kingma & Welling, 2013) .
As for the variational decoder, we first factorize it as the product of a prior over h and a conditional distribution, namely q(v, h) = q(v|h)q(h). It is nontrivial to specify the prior q(h) because the marginal distribution of h in the MRF, i.e. P (h), can be correlated across different dimensions. Consequently, a simple q(h), such as independent Bernoulli distributions for individual dimensions, is not flexible enough to track the distribution of the MRF.
To this end, we introduce an auxiliary variable z, which can be discrete or continuous, on the top of h and define q(v, h) = z q(z)q(h|z)q(v|h)dz. 2 However, the entropy term of q(v, h) will be intractable because we need to integrate out the auxiliary variable z. Therefore, we introduce the third variational distribution r(z|h) and derive a variational lowerbound of the entropy term of q(v, h):
where D KL (·||·) denotes the KL-divergence. The lowerbound is valid because of the non-negativity of the KL divergence and the equality holds if and only if r(z|h) = q(z|h) 
Sample a batch of (v, h, z) ∼ q(v, h, z)
5:
Estimate the objective of q and r according to Eqn. (13) Sample a batch of (v, h) ∼ P D (v)Q(h|v) and another batch of (v, h) ∼ q(v, h)
14:
Estimate the objective of P according to Eqn. (10) 15:
Update θ to minimize the objective 16: until Convergence or reaching certain threshold for all h. Note that a lowerbound is preferable than an upperbound because both r(z|h) and q(v, h) optimize the bound in the same direction and we can train them together. For simplicity, we absorb the trainable parameters of r(z|h) into ψ. Fig. 2 illustrates the prior defined by q(h, z) and r(z|h).
Note that both the variational encoder and the variational decoder are directed probabilistic models, from which getting samples are very efficient. The partial derivatives of φ and ψ are estimated via the gumbel-softmax trick (Jang et al., 2016; Maddison et al., 2016) and we optimize θ, φ and ψ jointly using stochastic gradient descent (SGD) in an alternating manner. The whole training procedure is presented in Algorithm 1.
Related Work
Apart from the work on approximate inference and learning in MRFs as mentioned in the previous sections, AVIL is also related to some directed generative models as follows.
Directed models with associated energy densities. In previous work (Kim & Bengio, 2016; Finn et al., 2016; Zhai et al., 2016; Dai et al., 2017; Liu & Wang, 2017) , the problem of training a directed model with an associated energy density has been discussed. Specifically, Zhai et al. (2016) provide an elegant understanding of GAN (Goodfellow et al., 2014) as variational training of an energy based model. However, there are several key differences that make AVIL unique. Firstly, in general idea, AVIL focuses on the black-box inference and learning problems of MRFs while existing work focuses on improving the directed generative models. Secondly, AVIL considers an MRF with latent variables, instead of a fully observed one in existing work, which makes the undirected model in AVIL much more expressive. Lastly, because of incorporating the latent variables, AVIL employs an additional variational encoder and a much more complex variational decoder than existing methods.
Adversarially learned inference. ALI (Donahue et al., 2016; Dumoulin et al., 2016 ) is formulated as a similar minimax optimization problem as AVIL. The energy of the MRF in AVIL serves as a discriminator by discriminating the samples from two different distributions, i.e. low energy for data and high energy for model samples. In comparison, AVIL involves extra entropy-based regularization terms and has a different update for the variational encoder. Further, the MRF of AVIL itself is a generative model that can produce new samples, in contrast to the discriminator in ALI.
Experiments
This section is organized as follows: first, we describe the models for evaluation and baseline learning algorithms; second, we present the experimental settings; finally, we show the results and analysis.
Descriptions of the Models and Baselines
We evaluate our algorithm in several classical undirected generative models. All these cases together demonstrate the ability of AVIL to learn a broad family of models conveniently as a black-box learning method.
RBM. RBM (Ackley et al., 1985) is a popular family of undirected models due to the tractability of the conditional distributions. The energy function of an RBM is defined as:
Though P (h|v) in an RBM is tractable, we still treat it as unknown and train AVIL in a fully black-box manner. In contrast, NVIL (Kuleshov & Ermon, 2017) leverages the fact that the free energy of an RBM is tractable.
DBM. An DBM (Salakhutdinov & Hinton, 2009 ) is a powerful deep model that stacks multiple RBMs. The energy function of a two-layer DBM is defined as:
Learning an DBM is challenging because P (h 1 , h 2 |v) is not tractable. As a black-box method, AVIL can be directly applied to this case. In contrast, the vanilla CD (Hinton, 2002) is not applicable and we construct a variational CD (VCD) baseline (Welling & Hinton, 2002; Welling & Sutton, 2005) . (See details in Sec. 5.5.) 
where σ is the standard deviation of the Gaussian likelihood and will be set manually. We use this example to demonstrate that AVIL can deal with continuous variables.
Experimental Settings
We now briefly present the most important settings here. For further details, please refer to our source code. 3 We evaluate AVIL on the binary digits dataset 4 , the UCI binary databases (Dheeru & Karra, 2017) and the Frey faces datasets 5 . The information of the datasets is summarized in Tab. 1. We implement our model using the TensorFlow (Abadi et al., 2016) library. In all experiments, q and r are updated 100 times per update of P and Q, i.e. K 1 = 100 and K 2 = 1. We use the ADAM (Kingma & Ba, 2014) optimizer with the learning rate λ = 0.0003, the moving average ratios β 1 = 0.5 and β 2 = 0.999, and the batch size of 500. We use a continuous z and the sigmoid activation function . All these hyperparameters are set according to the validation performance of an RBM on the binary digits dataset and fixed throughout the paper unless otherwise stated in Sec. 
Analysis of AVIL
We now present a detailed analysis of AVIL when training an RBM on the binary digits dataset. We augment the data of five times by shifting the digits following the protocol in (Kuleshov & Ermon, 2017) . We use a discrete z and the dimensions of v, h and z are 64, 15 and 10, respectively. Therefore, both the log partition function of the RBM and the entropy of the decoder can be computed by brute force, which provide ground truth values for analysis.
Firstly, we plot the curves for different values in Fig. 3 . Specifically, Panel (a) shows that the variational encoder Q(h|v) provides a tight upperbound of the free energy after 2000 iterations. Panel (b) demonstrates that the variational distribution r(z|h) estimate the entropy of q(v, h) accurately. Panel (c) shows that q(v, h) can successfully track the log partition function during the training. Panel (d) presents that the RBM loss balances well between the negative phase and positive phase, and the model converges gradually. All these curves together empirically validate our proposal.
Secondly, we present the samples from the RBM P and the decoder q in Fig. 4 . In this case, we set the number of the hidden units as 50 and other settings remain. The first column demonstrates that the decoder is a good approximate Figure 4 . Samples from the RBM (first row) and the decoder (second row) in different settings. The first column shows diverse digits in the normal setting. The second and third columns show the samples in the settings of training without H(Q) and H(q), respectively. Both models fail without any of the entropy terms.
We present the mean of v for better visualization in all settings.
sampler for the RBM. Also note that the samples from the decoder is obtained from efficient ancestral sampling but those from the RBM is obtained by Gibbs sampling after 100,000 burn-in steps. The second column shows that if H(Q) is removed, both models collapse to certain mode of the data. The third column shows that if H(q) is removed, both models fail to generate meaningful digits. These results demonstrate the importance of the entropy terms and the necessity of approximating H(q) in a principle way.
Lastly, we analyze the sensitivity of K 1 . As shown in Eqn. (11), we have a minimax problem in AVIL. Intuitively, increasing K 1 will tighten the lowerbound given by q and provide more accurate gradient for the training of P . In our experiments, too small K 1 can lead to diverging because q fails to track P during training. On the digits dataset, K 1 = 20 is sufficient, which is slightly larger than 10 of NVIL (Kuleshov & Ermon, 2017) . However, both AVIL and NVIL require a larger value of K 1 on higher-dimensional data and achieve the best results at K 1 = 100, which is the largest value that we have tested due to computation limits. As for time complexity, we compare AVIL with two baseline methods in Sec.5.4 and Sec.5.5, respectively.
Comparison with NVIL in RBMs
To the best of our knowledge, NVIL (Kuleshov & Ermon, 2017) is the only existing black-box learning method for Table 2 . The log likelihood of RBMs evaluated by anneal importance sampling AIS (Salakhutdinov & Murray, 2008) . The results are recorded on the test set according to the best validation performance except on the digits dataset, on which we report the best validation results following the training-validation split of (Kuleshov & Ermon, 2017 MRFs and hence it is the most direct competitor of AVIL.
In the section, we provide a systematic comparison and analysis of these two methods in terms of the log likelihood results on the UCI databases (Dheeru & Karra, 2017) .
The author of NVIL (Kuleshov & Ermon, 2017) propose two variants. The first one employs a a mixture of Bernoulli as q. The second one involves auxiliary variables and employs a neural network as q. Both variants scale up to an RBM of at most 64 visible units as reported in their paper (Kuleshov & Ermon, 2017) . For fair comparison, we carefully perform grid search over the default settings of NVIL and our settings based on their code, and choose the best configuration. In this setting, the first variant of NVIL still fails to scale up to larger datasets and the best version of the second variant shares the same key hyperparameters as AVIL, including K 1 = 100 and batch size of 500. We directly compare with the best version of NVIL in Tab. 2. It can be seen that AVIL consistently outperforms NVIL on all datasets, which demonstrate the effectiveness of our proposal. Besides, the time complexity of the two methods are comparable with the same hyperparameters.
We further analyze the AIS results. In NVIL, the Monte Carlo estimate of the upperbound in Eqn. (6) is given by
On one hand, the upperbound does not hold when the support of p is not a subset of the support of q, i.e., Support(p) ⊂ Support(q). On the other hand, the Monte Carlo estimate is of high variance if q does not capture all the modes of p, which is probable as p has to fit complex data. Therefore, the upperbound of NVIL can be easily underestimated during training (Kuleshov & Ermon, 2017) . Once it happens, minimizing an underestimated upperbound of the partition function does not make sense and the model can get worse or even diverge. In contrast, AVIL provides a consistently valid and low-variance lowerbound of the partition function during training, which is suitable for black-box learning. As shown in Fig. 5 , we empirically verify these arguments on the Mushrooms dataset and the observations are consistent with our analysis.
Comparison with VCD in two-Layer DBMs
In DBMs, we would like to demonstrate that AVIL has the ability to deal with highly intractable models conveniently and effectively , compared with standard CD-based methods (Hinton, 2002; Welling & Hinton, 2002; Welling & Sutton, 2005) .
Since the posterior P (h 1 , h 2 |v) is not tractable in an DBM, CD (Hinton, 2002) is not applicable. Inspired by (Welling & Hinton, 2002; Welling & Sutton, 2005) , we construct a variational CD (VCD) baseline by employing the same variational encoder Q(h 1 , h 2 |v) as in AVIL. The free energy is approximated by the same upperbound as in Eqn. (8), which is minimized with respect to the parameters in Q(h 1 , h 2 |v). The gradient of the parameters in the DBM is given by Eqn.(5), where the Gibbs sampling procedure is approximated by h 1 ∼ Q(h 1 |v) and v ∼ P (v|h 1 ). Note that AVIL can be directly applied to this case. As for the time complexity, the training speed of AVIL is around ten times slower than that of VCD in our implementation. However, the approximate inference and sampling procedure of AVIL is very efficient thanks to the directed variational distributions.
The log likelihood results on the UCI databases are shown Table 3 . AIS results in DBMs. The results are recorded according to the best validation performance except on the digits dataset, on which we report the best validation results following the training-validation split of (Kuleshov & Ermon, 2017 in Tab. 3. It can be seen that even trained in a black-box manner, AVIL outperforms the VCD baseline on most of the datasets and achieves comparable results on the remaining ones. The results show the promise of black-box learning methods like AVIL in general.
Fitting Continuous Data in GRBMs
We now show the ability of AVIL to learn GRBMs on the continuous Frey faces dataset. We standardize the data by subtracting the mean and dividing by the standard deviation. Therefore, we can set σ = 1. The dimensions of h and z are 200 and 50, respectively.
Though it is known that an GRBM is more sensitive to the hyperparameters and hence harder to train than an RBM (Cho et al., 2011; , AVIL can successfully capture the underlying data distribution using the default hyperparameters. As shown in Fig. 6 , the samples from both the GRBM (via Gibbs sampling after 100,000 burn-in steps) and the variational decoder are sharp and meaningful faces. Besides, the filters of the GRBM outline diverse prototypes of faces, which accords with our expectation.
In summary, the results of the three models together demonstrate that AVIL can learn a broad family of models conveniently and effectively in a fully black-box manner.
Conclusion and Discussion
A novel black-box learning and inference method for undirected graphical models, called adversarial variational inference and learning (AVIL), is proposed. The key to AVIL is a double variational trick that approximates the negative free energy and the log partition function in the opposite ways. AVIL shows the ability to learn different undirected graphical models, which may have intractable partition functions, intractable posteriors of the latent variables and discrete or continuous variables, in a fully black-box manner.
Though AVIL shows promising results, we emphasize that the black-box learning and inference of the MRFs is far from completely solved, especially on high-dimensional data. The two intractabilities of MRFs are distinct since the posterior of the latent variables is local in terms of v but the partition function is global by integrating out v. The additional integral makes estimating the partition function much more challenging. In AVIL, simply increasing K 1 to obtain a tighter estimate of the partition function on highdimensional data can be extremely expensive. Future work with tighter bounds on the log partition function can further boost the performance of black-box learning in MRFs. 
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