The probability distribution functions (PDFs) of magnetic field variations display strong scale-dependent nonGaussianity in the turbulent solar wind. This is a typical signature of intermittent turbulence. Physical modeling of the turbulent field variations based on the characteristics of the observed turbulence, including the variability of its power level, produces, free of parameter adjustment and over a broad range of inertial scales, accurate fits of the non-Gaussian PDFs. The effects of phase randomization and time resolution of the Fourier power spectra are further tested to determine which of the phase correlation or the spectral variability is responsible for the strong non-Gaussianity of the observed PDFs of field variations. The periods of enhanced power level are found to be responsible for the non-Gaussian tails of the PDFs.
INTRODUCTION
One early fundamental experimental result of threedimensional hydrodynamic or fluid turbulence on Earth concerns the statistics of velocity variations. While nearly Gaussian on the large scales, the probability distribution functions (PDFs) of velocity variations δv(l) ≡ v(r + l) − v(r) (both in components and amplitudes) become increasingly non-Gaussian on the shorter separation scales l. As l decreases through the inertial range and toward the dissipation range of the turbulence, these PDFs develop increasingly stretched tails that can be fitted by stretched exponentials (see, e.g., Mordant 2008) . Similar non-Gaussian PDFs (see Figure 1 ) are ubiquitously observed in the solar wind (SW) turbulence for the variations of magnetic fields and velocities (initial studies by Burlaga 1991 for the outer heliosphere and by Marsch & Tu 1994 for the inner heliosphere, followed by, e.g., Sorriso-Valvo et al. 1999; Burlaga & Forman 2002; Hnat et al. 2003; Burlaga & Viñas 2004; Leubner & Vörös 2005; Weygand et al. 2006; Narita et al. 2006) . These non-Gaussian PDFs and their scale variations, whether in fluid or SW turbulence, have long been ascribed to intermittency (e.g., Castaing et al. 1990; Frisch 1995 and references therein and above), so much so that intermittency is now identified with that scale-dependent departure from Gaussianity and with the resulting nonlinear scaling of the structure functions [δv(l)] p ∝ l ζ p with the index p. 1 They are at the basis of the well-accepted definition of statistical intermittency.
Despite strong similarities in the PDFs of the observed field variations in both fluid and SW turbulence, and the abundant parallel drawn between the intermittency phenomena of fluid and SW turbulence, two major differences exist between the two, which we would like to point out here, before going any further. First, while spectral variability or "burstiness" was observed in the dissipative range of fluid turbulence early on (Batchelor & 1 In non-intermittent self-similar turbulence, the Kolmogorov (1941a Kolmogorov ( , 1941b Kolmogorov ( , 1941c theory implies a linear scaling, ζ p = p/3. In the Kolmogorov theory, the four-fifths law for the third moment of velocity variations obtained in the limit of infinite Reynolds number and far below the injection scale L 0 (see, e.g., Frisch 1995) also implies a non-Gaussian PDF of velocity variations, but that departure from Gaussianity is scale invariant, in contrast to the observed non-Gaussianity of intermittent turbulence.
Townsend 1949), and is clearly seen in the inertial range of SW turbulence (Ragot 2006d (Ragot , 2009 ; also here in Section 2, bottom of Figure 3 and Figure 4 ), it remains elusive in the inertial range of fluid turbulence. Second, and perhaps for a related reason, the intermittency effect, as measured by the scale variations of the flatness,
appears to be much stronger in the inertial range of SW turbulence than it is in the inertial range of fluid turbulence. For a Gaussian PDF, F = 3, while for PDFs of increasingly stronger tails, F increases. In fluid turbulence, intermittency strongly intensifies in the near-dissipation range before apparently saturating in the dissipation range (Chevillard et al. 2005) , but the flatness varies only as ∼3 (l/L 0 ) −0.1 in the inertial range. In contrast, and consistent with earlier estimates in the SW (Bruno et al. 2007 ), we find a flatness in the quiet slow SW near 1 AU (see Kurtosis, K ≡ F − 3, in Figure 2 ) of the order of 12 and roughly double that value at scales of 10 10 and 10 9 cm, respectively, which would yield an exponent of the order of −0.3, some three times larger than found in fluid turbulence.
2 A scale of 10 9 cm is still over an order of magnitude away from the dissipation range at 1 AU, more if the observed steepening of the spectrum near the proton gyrofrequency Ω p is due to dispersive effects (Stawicki et al. 2001) . A value of 12 for the flatness at 10 10 cm also implies a sharp increase from F ≈ 3 at the injection scale L 0 (roughly 10 12 cm, see Figure 2 ; see also 1 AU slow SW turbulence spectrum in Ragot 2006e). So inertial-range intermittency appears to be stronger in SW turbulence than it is in terrestrial fluid turbulence.
3 Here, we focus on the SW case. Intermittency is generally identified with the scale-dependent non-Gaussian PDFs of the field or velocity variations and the resulting nonlinear scaling of the structure functions. However, intermittency is actually often identified with the strongly nonGaussian PDFs themselves (e.g., Chevillard et al. 2005) . This is done in spite of the four-fifths law for the third moment in selfsimilar fluid turbulence (see footnote 1) precluding the PDFs of velocity variations from being strictly Gaussian, because, in intermittent turbulence, the departure from Gaussianity is generally strong while at the largest scales, l ≈ L 0 , the measured PDFs are nearly Gaussian. Also, a simple random-phase model such as was used in our earlier papers and here in Section 3.1 to simulate self-similar magnetic fields produces PDFs of field variations that are strictly Gaussian. The strict definition generally agreed upon is that of a departure of scaling in the higher moments or structure functions from the linear Kolmogorov-like scaling. To the intuition-driven one, such a definition of intermittency is not entirely satisfying, however, and intermittency itself remains very much of a mystery. Its physical nature and mechanism are still very much open questions, as is the cause of the strongly non-Gaussian PDFs of field variations in the SW. Phase correlation within the turbulence spectrum is often believed to be the cause of the strongly non-Gaussian PDFs (e.g., Koga et al. 2007) , and of the coherent structures (e.g., vortices) associated with them. The concept of spectral variability, however, is also naturally associated with intermittency. Though difficult to measure in the inertial range of fluid turbulence, variability can clearly be measured in the inertial range of SW turbulence, over orders of magnitude, both in scale and amplitude, through the fluctuations of the spectral level of turbulence and their distribution function Q (Ragot 2006d (Ragot , 2009 . A central question therefore is which of the phase correlation or the spectral variability is the main cause of the observed non-Gaussian PDFs of field variations? Accessorily, could both actually be related?
Here, as in Ragot (2009), we dissociate the very definition of intermittency from the non-Gaussian PDFs and the nonlinear scaling of their structure functions. We consider the nonGaussian PDFs and the anomalous behavior of the structure functions to be mere symptoms of intermittency that cannot, by themselves, tell us the physical nature and mechanism of intermittency. Still, being able to reproduce the non-Gaussian PDFs of the SW, not through functional fits of the PDFs but through actual physical modeling of the PDFs, would go a long way toward understanding the nature of SW intermittency. Earlier efforts to characterize the PDFs of turbulent magnetic field and velocity variations with separation scale l have been extensive (Castaing et al. 1990; Marsch & Tu 1994; Frisch 1995 and reference therein; Sorriso-Valvo et al. 1999; Burlaga & Forman 2002; Hnat et al. 2003; Burlaga & Viñas 2004; Leubner & Vörös 2005; Weygand et al. 2006 ), but mostly limited so far to functional fits of the PDFs, with adjusted parameters and functional forms not independently derived from the physics of the problem. We believe that a real understanding of the origin of the non-Gaussian PDFs must go through actual physical modeling of the PDFs, from the characteristics of the observed turbulence spectra. Here, we present such a modeling. So rather than describing intermittency through the scaledependent non-Gaussianity of the PDFs or the properties of the structure functions as is traditionally done (e.g., Frisch 1995; Burlaga 1991), we describe intermittency as the variability of the Fourier power spectrum of turbulence at different scales (with or without phase correlation, it remains to be determined). This unconventional approach is based on the observation that the magnetic Fourier power spectra, with a sliding window of finite width, are highly variable in the SW turbulence (Ragot 2006d (Ragot , 2009 , already in the inertial range (see Figures 3 and 4 in Section 2). The idea of variability or "burstiness" is naturally associated with intermittency (e.g., Frisch 1995) . The idea of smooth, continuous variations of power on a broad range of scales, already in the inertial range of the turbulence, differs quite significantly, however, from the bursts at high frequencies and dissipation-range intermittency (Batchelor & Townsend 1949; Kraichnan 1967; Kuo & Corrsin 1971; Frisch & Morf 1981) described by Frisch (1995) .
The distributions Q of the Fourier power levels, needed for a statistical description of the spectral variability observed in the inertial range of intermittent SW turbulence, are computed in Section 2 for a series of inertial-range scales, δx 0 . These distributions are later used in Section 3.2 to deduce the field variations in intermittent turbulence from the self-similar field variations computed in Section 3.1 along the SW flow. The PDFs resulting from our modeling of Section 3 are compared in Section 4 with PDFs of in-situ SW measurements onboard ACE. The effects of phase randomization and time resolution of the Fourier power spectra are tested in Section 5 to determine which of the phase correlation or the spectral variability is responsible for the non-Gaussianity of the observed PDFs of field variations. The conclusion follows in Section 6.
MEASURED DISTRIBUTION Q OF THE TIME-VARYING FOURIER POWER LEVELS
Data analysis of the SW turbulent fields is often done with spectral noise reduction, and therefore statistics maximizing, in mind. The longer the data set, the higher the statistics, the smoother the Fourier spectrum, and the more accurate the spectral power level at a given frequency one can compute. The problem with this approach is that inertial-range SW turbulence is strongly intermittent. Its power level is highly variable (see The spectral level of the turbulence at a given frequency very much depends on the "instant" time at which it is measured, as well as the "resolution" of that measurement. When that level is estimated through Fourier analysis, the "resolution" of the Fourier analysis is the width of the sliding window w used to compute the (fast) Fourier transform at time t, or the length of the data included in the local analysis. Intermittency, in terms of spectral analysis, translates into high variability of the spectral power (Ragot 2006d (Ragot , 2009 ). In order to capture the time variations of the power level at a given frequency ν, it is actually best to reduce the width of the sliding window used to compute the Fourier transform to a minimum, typically 10 times ν −1 . Here, we use 1 s-averaged interplanetary magnetic field data from the MAG magnetometer on ACE on an interval of very quiet slow SW (day 157 to 175 of year 2009) during the extended solar minimum following cycle 23. Over that 18 day period, the SW speed V SW remains below 350 km s −1 for almost 16 days, and never exceeds 400 km s −1 (see the top panel of Figure 3 ). With the intent of studying the field variations on the separation scales δx 0 = 10 9 , 10 10 and 10 11 cm previously considered in Ragot (2009) , δx 0 being in the direction perpendicular to the Parker spiral in the ecliptic plane, we compute the spectra at frequency ν δx 0 ≡ V sw sin φ/δx 0 , where φ is the angle of the spiral to the radial direction at 1 AU. We use sliding windows of width T w = 1/4000, 1/400, and 1/40 the total length of the data set (about 6 min, 1 hr and 10 hr) for δx 0 = 10 9 , 10 10 , and 10 11 cm, respectively, that is, roughly 10 ν
. We first compute the running spectral power at frequency ν δx 0 with a shifting window of width T w (shown for δx 0 = 10 9 cm in the bottom panel of Figure 3 ), and then compute the statistics of this running spectral power. The windows are sliding "continuously," with 1, 1, and 10 s steps, to maximize the statistics.
The distributions Q δx 0 of the running spectral power a relative to the very long time reference power a ref at frequency ν δx 0 are presented in Figure 4 for the three separation scales δx 0 . All three distributions have been smoothed on 20 points. The black distribution for the shortest scale δx 0 is relatively smooth and well fitted by a log normal. The blue distribution for the intermediate scale differs little from the higher-frequency black distribution. The lowest-frequency red distribution, while remaining roughly similar in average shape to the two previous ones, is much spikier, probably due to the highly reduced statistics of the spectra.
We note that in the figure published earlier (Figure 2 of Ragot 2009 or Figure 4 of Ragot 2006d) and computed from three days of WIND MFI 92 ms resolution magnetic field data, the variability seems to increase with the frequency, reaching some three orders of magnitude and more above 2 × 10 −2 Hz. We checked that the reduced apparent variability at the lower frequencies is mostly due to the reduced statistics. A few random amplitudes generated from the distribution Q are likely to be grouped around the point of maximum probability. It takes hundreds and more randomly generated amplitudes to span the broader range of amplitudes.
MODELING OF THE TURBULENT FIELD VARIATIONS
At any given time, the variations δb x in the turbulent field b x scale with the square root of the local power level a.
If the PDF P a,δx 0 (δb x ) of field variations δb x at a given power level a is known, then the PDF of field variations for a timevarying, intermittent power level can be deduced from it through convolution with the distribution Q δx 0 of this varying power level:
We compute the PDF P a,δx 0 by simulating the turbulent field in self-similar turbulence of simple "constant-at-all-scales" Fourier power spectrum (see Section 3.1), and by studying the statistics of its variations. The convolution of Equation (2) is performed indirectly by Monte Carlo simulation (see Section 3.2). The convolution of Equation (2) is very similar to the one performed in the Castaing model (Castaing et al. 1990) , whereby an assumed log-normal distribution of the variances is used in place of the measured distribution Q δx 0 of the running power level. Note that here in Figure 4 , we show distributions Q δx 0 that are close to log normal. They are obtained for very quiet slow SW at solar minimum. Under different SW conditions, however, these distributions can depart significantly from log normals (see Ragot 2009 ).
Magnetic Field Computation Along Flow Line for a Simple Fourier Power Spectrum
We first need to compute the field variations for a simple "constant-at-all-scales" Fourier spectrum of turbulence. Because our goal is to compare the results for our PDFs of field variations with PDFs computed from SW in-situ data, we want to simulate the turbulent field along a SW flow line. Typically, the SW flows radially away from the Sun, whereas the background magnetic field (unperturbed field, in the absence of turbulence) spirals out from the Sun due to the Sun's rotation. The angle of the spiral to the radial is φ, which already appeared in Section 2 in the definition of the frequency ν δx 0 . So we want to simulate the field along a straight line at an angle φ to the local background field B 0 . Fortunately, we are now capable of simulating the turbulent field at any point and along any line. These fields are smooth and continuous at all scales, including at the junctions of the subintervals [2πnk l+1 , 2πnk l ] (see Section 3 of Ragot 2012) .
A Bessel expansion of the magnetic field components in r ≡ (x, y, z),
leads to (see Appendix B of Ragot 2010b or of Ragot 2010a)
for the "Alfvénic" or non-compressive polarization of the turbulent field. In Equation (3), α k ≡ α k +k·r 0 , where the phase α k has been extracted from the Fourier transform F(b x,y (r)) = b x,y (k) e iα k of the rescaled magnetic field components b x,y ≡ B x,y /B 0 , and φ k is the angle between k and the plane (x, z), the z-axis being along the background magnetic field B 0 . The point r 0 ≡ (x 0 , y 0 , z 0 ) is a reference point, Δz ≡ z − z 0 , and R and ξ are defined by x − x 0 + i (y − y 0 ) ≡ R e iξ . In Equation (4), the function g a,k ⊥ , characteristic of the turbulence, is given by
with
As in our earlier work on the transport of magnetic field lines and the nonresonant scattering of particles, the amplitudes |m a,k ,k ⊥ | and phases ψ a,k ,k ⊥ within the integrand of the "turbulence function" g a,k ⊥ are, for axisymmetric turbulence, random numbers drawn from the Rayleigh distribution
and from a [0, 2π ] uniform distribution, respectively (see, e.g., Ragot 2006a Ragot , 2006c . Under the assumption of no longrange correlations between the spectral phases α j k , this is a direct result of the central limit theorem (see Ragot 2006a Ragot , 2006c not an approximation. In Equation (7), a
Along an SW flow line,
so that ξ = 0 and R = V sw (t − t 0 ) sin φ. We compute the turbulent field along that line using Equations (4) and (5) with series of random numbers |m a,k ,k ⊥ | and ψ a,k ,k ⊥ identical to those used in Ragot (2012) and a turbulence level a ref .
We then compute the field variations δb x and their PDF P a ref ,δx 0 . This is our simple, unconvolved, self-similar result.
Convolution of Field Variations in Simple Spectrum with Distribution Q: Monte Carlo Simulation
Having computed the field variations for a simple "constantat-all-scales" Fourier spectrum of turbulence in Section 3.1, we now convolve the result with the distribution Q δx 0 of the spectral levels of turbulence. We proceed in an indirect way, through Monte Carlo simulation. Instead of convolving the distributions through numerical integration of Equation (2), we generate random numbers for the field variations in the time-varying Fourier power spectra and compute their PDF.
The field variations in time-varying Fourier power spectra are obtained in the following way. First, we generate a series of N = 4 × 10 8 random numbers from the simple unconvolved distribution P a ref ,δx 0 of Section 3.1. Then, we generate a second series of N random numbers from the distribution Q δx 0 for the Fourier power levels (see Figure 4) . We multiply the first series of random numbers by the square root of the second and compute the PDF of the resulting random numbers. The resulting random numbers are the modeled field variations δb x in time-varying Fourier power spectra. The resulting PDF is our modeled PDF P δx 0 of turbulent field variations in intermittent turbulence. Both unconvolved and convolved PDFs, P a ref ,δx 0 (yellow) and P δx 0 (blue), are shown in Figure 5 for δx 0 = 10 9 cm. While P a ref ,δx 0 is Gaussian, P δx 0 is strongly non-Gaussian, with stretched tails similar to those expected in intermittent turbulence.
COMPARISON OF MODEL PDFs WITH MEASURED PDFs OF FIELD VARIATIONS
The PDFs of field variations δb x are also computed from the in-situ ACE data. Figure 5 presents the resulting measured ACE data PDF (red histogram) for δx 0 = 10 9 cm compared to the model PDF (blue histogram). The data PDF is obtained from much lower statistics and therefore is much noisier at low values. Also, we have used a constant value of 350 km s −1 for V sw , and a series of random amplitudes and phases, |m a,k ,k ⊥ | and ψ a,k ,k ⊥ , computed for the spectral shape obtained earlier from a different interval of quiet slow SW (that of Figure 2 in Ragot 2006e), which may produce a measurable error on our model result. Still, the comparison data modeling is quite satisfactory, and in any case, much improved relative to that of the small-twist limit in Ragot (2009) for the same separation scale δx 0 = 10 9 cm. Clearly, the model PDF P δx 0 fits the observations, showing that the tails in the observed PDFs of SW field variations are due to the time variations in the turbulence power level.
In Figure 6 , we make a similar data-modeling comparison for the PDFs of the centered and rescaled variations (δb x − δb x )/σ δb x , where δb x is the mean of δb x and σ δb x ≡ (δb x − δb x ) 2 1/2 is its standard deviation. Figure 7 presents similar results for δx 0 = 10 10 and 10 11 cm. The comparison data-modeling remains good at 10 10 cm, but the very low statistics at δx 0 = 10 11 cm causes the near suppression of the tails in the data PDF.
We now want to test the straightforward hypothesis that the PDF tails are due to the time intervals when the power level a is enhanced. For that, we repeat our model computations for a distribution Q δx 0 split into three parts: a central part around a top , where the distribution "peaks," a second part that includes all enhanced values of a outside the central part, and a third part that covers the rest of the distribution, at smaller a. We perform three sets of computations. In the first set, Q δx 0 is split at 0.9 a ref , which is about three times the value a top at the top of the distribution, and a top /3. In the second set, the distribution is split at 3 a ref or about 10 a top , and a top /10, and in the third set, it is split at 10 a ref or about 33 a top , and a top /33. The results are presented in Figure 8 for δx 0 = 10 9 cm and clearly confirm that the PDF tails are due to the time intervals when the power level is enhanced (see the distribution of time intervals in the bottom panel of Figure 3 -a/a ref in light blue above 0.9, red above 3, darker blue above 10, and green for the most central values), consistent with the findings of Salem et al. (2009) . In Figure 8 , the contributions from the central part of the distribution Q δx 0 are plotted in green, while the contributions from the high (low) values of the power level a are shown in red (violet). The red curves (high a) asymptote the PDFs tails, and they do so starting at higher points (earlier) for the lower values of the split.
PHASE RANDOMIZATION AND TIME RESOLUTION OF THE FOURIER POWER SPECTRA
In Figures 6 and 7 , we also show in black the PDF for the randomized-phases data. Starting from (δb x − δb x )/σ δb x , randomized-phases data are generated by taking the Fourier transform, replacing the phases of that Fourier transform by uniformly distributed random phases, and inverse Fourier transforming back into real space. The randomized-phases data distribution is Gaussian and superimposes on the simulation result in self-similar turbulence (before convolution). It also does so in Figure 5 for the variable δb x , before "normalization," indicating that our simulated self-similar turbulent field, in addition to being Gaussian, has the right scaling. From the Gaussianity of the randomized-phases data, one may be tempted to conclude that the non-Gaussianity is due to phase correlation in the turbulence spectrum. In a sense, the non-Gaussianity is due to the phases' correlations, because there is "no way" a randomly generated field from a single very long-time (in our case 18 days) spectrum will give the type of variations shown in Figures 3 and 4 when spectrally analyzed on a series of much shorter time intervals. A randomly generated field (with the same long-time power spectrum but with randomly generated phases) does show time variations in its power spectrum when analyzed on a series of much shorter time intervals, but of much lower magnitude than found in Figures 3  and 4 for the measured field. So phase correlation does play a role, but only because it does not make much sense to want to describe the turbulence with one single very long time spectral analysis when the power level is known to fluctuate so strongly with time.
In Figures 9 and 10 , we show what happens when the "random-phase experiment" is repeated on shorter subintervals of time. For a series of shorter subintervals of time, down to 0.4 hr, we Fourier transform the ACE data, substitute random phases for the real ones, and inverse Fourier transform back into real space. We then compute the PDFs for the variations of the randomized-phases signals. The results are presented in Figures 9 and 10 for δx 0 = 10 9 and 10 10 cm, respectively. Clearly, as the length of the subintervals is reduced, the tails in the PDFs reappear, up to the point where the PDF nearly fits the PDF for the original data. When the SW magnetic field is analyzed with the proper time resolution to capture the essential time variations in its spectral power, phase correlation does not play any significant role in the formation of the PDF tails. 5 5 Again, the phases are not random in the actual very long time spectra of intermittent turbulence. The correlations between very close spectral components in these very long-time spectra are likely related to the strong variability in the local power level. But as the Fourier analysis becomes more localized, the space between spectral components is broadened and these very short range correlations progressively disappear/play a lesser role. Longer-range spectral correlations, if present, appear to be quite innocent with regard to the formation of the PDF tails. 6. CONCLUSION Through modeling along a SW flow line of the self-similar field variations, in a simple "constant-at-all-scales" Fourier spectrum of magnetic turbulence, and convolution of these field variations with the measured distributions Q δx 0 of the timevarying Fourier power levels (Figure 4) , we obtain accurate fits of the measured non-Gaussian PDFs of magnetic field variations over a broad range of inertial scales in the quiet slow SW (Figures 5-7 ). The modeling of the self-similar fields assumes no phase correlation. Because this random-phases model produces, after convolution with Q δx 0 , PDFs that match the observed non-Gaussian PDFs well, we conclude that the non-Gaussianity of the observed PDFs is not caused by phase correlations between the components of the turbulence. This of course does not exclude the possibility of phase correlations. Phase correlation has been demonstrated in the SW turbulence (see, e.g., Koga et al. 2007 ). It just precludes phase correlations as the main causal explanation for the non-Gaussianity. The obvious explanation that arises from our modeling is the time variability of the power level.
The time variability of the power level is in turn related to correlations between very close spectral components in the very long time spectra of intermittent turbulence (see footnote 5). But we argue that these very short range spectral correlations are more the result of the power-level time variability than its cause. At any rate, the very long time spectral analysis of the turbulence with its complex, very short range spectral correlations does little here to help model the field variations in intermittent turbulence.
Modeling with split distributions Q δx 0 of power levels, separating the effects of high, intermediate, and low power levels, further shows that the PDF tails are produced by the high power levels (Figure 8 ). Another test consisting in randomizing the phases of the power spectra measured on series of subintervals with decreasing lengths, and in computing the PDFs of the field variations obtained from the inverse Fourier transforms of these randomized-phases spectra, demonstrates how the PDFs converge toward the non-Gaussian PDFs of the original data (Figures 9 and 10) as the length of the subintervals is decreased, allowing again the capture of the time-variations in the power levels.
Of course, the fact remains that when the random-phase experiment is run on one single interval that covers the entire length of the data, over which the local power level is known to vary by orders of magnitude, the PDF obtained for the "randomphase field" variations is Gaussian. This, we believe, is only proof that the real field, with its local power level varying by orders of magnitude, is badly modeled from one single Fourier spectrum with random phases. Hence, the need for the more focused, shorter-time, local Fourier analysis, or the convolution with the distribution Q of the local power levels.
The power-level variability itself could be attributed to a number of reasons, related to variability in either the injection rate, the cascading rate, or a combination of both. In the SW, due to the Sun's rotation, observed time variations often are due to variations in space. We note that the extreme variations in the power level of turbulence occur on timescales that correspond to the spanning of distinct "cells" on the solar surface. (A timescale of 1 hr in slow SW at 1 AU corresponds to a ∼7 Mm length scale on the solar surface, or 0.6
• . It is also a timescale over which the "cells" can evolve substantially.) Therefore, "time varying" injection from the base of the solar corona is a very plausible explanation. Also, the SW is a flow of turbulent magnetized plasma in which the magnetic field wanders, with an angle of the mean field to the mean plasma velocity that strongly fluctuates with time. The cascading rates, which depend on the product v × B, should fluctuate with time as a result of the magnetic field-line wandering. This too may contribute to the observed powerlevel variability of the SW. Whether that variability is due to fluctuating injection back at the Sun, or fluctuations in the cascading rates driven by the wandering of the magnetic field lines, or a combination of both, the explanations suggested here for the power-level variability of the SW are all very specific to the SW. This may explain why inertial-range intermittency is found to be so much stronger in the SW than it is in fluid turbulence.
