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Datum der Disputation:Zusammenfassung
In der vorliegenden Arbeit wurden mikroskopische Studien zur ¨ Aquilibrierung
von partonischer und hadronischer Materie im Rahmen einer Nichtgleichgewichts-
Transporttheorie durchgef¨ uhrt, die sowohl hadronische als partonische Frei-
heitsgrade enth¨ alt und den ¨ Ubergang zwischen beiden Phasen dynamisch
beschreibt. Des Weiteren wurden die thermischen Eigenschaften des Gle-
ichgewichtszustandes der stark wechselwirkenden Materie untersucht, ins-
besondere Fluktuationen in der Teilchenzahl wie auch h¨ ohere Momente von
Observablen und deren Verh¨ altnisse. Besonderes Interesse galt dabei den
Transportkoeﬃzienten wie Scher- und Volumenviskosit¨ at sowie der elektrischen
Leitf¨ ahigkeit.
Die Methode der Nichtgleichgewichts-Green’schen Funktionen - initiiert
von Schwinger sowie Kadanoﬀ und Baym - wurde vorgestellt um hochenergetis-
che Kern-Kern Kollisionen zu beschreiben. Weiterhin wurde der Schwinger-
Keldysh Formalismus benutzt um im Sinne einer Zweiteilchen-irrediziblen
N¨ aherung (2PI) die Dynamik von ’resummierten’ Propagatoren und Kopplun-
gen in konsistenter Weise zu beschreiben. Des Weiterhin wurden general-
isierte Transportgleichungen auf der Basis der Kadanoﬀ-Baym Gleichungen (in
Phasenraumdarstellung) abgeleitet und ein Testteilchenverfahren zur L¨ osung
dieser Gleichungen vorgestellt. Damit wurde der formale Rahmen der Parton-
Hadron-String Dynamik (PHSD) abgesteckt.
Das PHSD Transportmodell wurde sodann f¨ ur die L¨ osung der expliziten
Fragestellungen in dieser Arbeit verwendet. Die ’Eingangsgr¨ oßen’ des Mod-
ells wurden in Kapitel 3 aufgef¨ uhrt. Weiterhin wurde aufgezeigt, dass das
Transportmodell alle Phasen einer relativistischen Schwerionenkollision kon-
sistent beschreibt, d.h. angefangen von den prim¨ aren harten Stoßprozessen
und der Bildung von ’Strings’ zur Formierung einer partonischen Phase, den
Wechselwirkungen in dieser Phase sowie die dynamische Beschreibung der
Hadronisierung. Weiterhin enth¨ alt das Modell zudem die hadronischen Endzu-
3standswechselwirkungen bis zum Ausfrieren der hadronischen Freiheitsgrade
bei geringer Dichte.
Zur Beschreibung der partonischen Phase wurde das dynamische Qua-
siteilchen Modell (DQPM) zugrunde gelegt, welches die Eigenschaften der
QCD Freiheitsgrade im Gleichgewicht ¨ uber ’resummierte’ Green’sche Funktio-
nen mit endlicher spektraler Breite im Einklang mit Gitter-QCD Rechnungen
speziﬁziert. Dabei wurden die drei freien Parameter des Modells f¨ ur die ’resum-
mierte’ Kopplung explizit an Gitter-QCD Resultate f¨ ur die Zustandsgleichung
im Gleichgewicht angepaßt. Ein weiteres Result des DQPM Modells entsteht
durch Trennung von zeit- und raum-artigen Beitr¨ agen zur Teilchendichte sowie
zum Energie-Impuls Tensor, was zur Trennung von kinetischen und poten-
tiellen Beitr¨ agen zur Energiedichte f¨ uhrt. Ableitungen der potentiellen En-
ergiedichte nach den zeitartigen Partonendichten liefern sodann Mean-Field
Potentiale f¨ ur die Partonen als auch (¨ uber zweite Ableitungen) die St¨ arke der
eﬀektiven Wechselwirkungen zwischen den Partonen. Dieses Modell erlaubte
zudem auch Berechnungen bei endlichem chemischem Potential µq.
Das PHSD-Transport Modell ist ein nahezu universelles ’Werkzeug’ zum
Studium von Schwerionenreaktionen in einem weiten Energiebereich. Ins-
besondere wurden Kern-Kern Reaktionen von SIS bis RHIC Energien in
Kapitel 4 vorgestellt. Hier sind die PHSD Resultate im Vergleich mit ex-
perimentellen Daten der NA49 Kollaboration f¨ ur Pb+Pb St¨ oße im SIS En-
ergiebereich vorgestellt worden. Es zeigte sich, dass die partonische Phase
nur einen geringen Einﬂuß auf die longitudinalen Rapidit¨ atsverteilungen der
Hadronen hat, aber einen signiﬁkanten Einﬂuß auf die transversalen Massen-
spektren von Kaonen aufgrund der partonischen Wechselwirkungen. Als deut-
lichster Eﬀekt einer partonischen Phase wurde die erh¨ ohte Produktion von
Antibaryonen mit Strangeness herausgestellt, was auf eine Umverteilung der
Quarks mit Antistrangeness in der Hadronisierung zur¨ uckgef¨ uhrt werden kon-
nte.
Die PHSD Resultate zeigten sich generell in recht guter ¨ Ubereinstimmung
mit den Daten f¨ ur die transversalen Massenspektren und longitudinalen Ra-
pidit¨ atsverteilungen. Auch der kollektive elliptische Fluß v2 wurde beschrieben
f¨ ur Au+Au St¨ oße bei
√
s = 200 GeV als Funktion der Zentralit¨ at und als
Funktion des Transversalimpulses bis pT ≃ 1.5 GeV. Ebenfalls lieferte das
PHSD Modell n¨ aherungsweise eine Skalierung von v2(pT) mit der Zahl der
Konstituentenquarks in ¨ Ubereinstimmung mit den experimentellen Daten der
4STAR und PHENIX Kollaborationen. Nicht zuletzt beschreibt PHSD auch
den kollektiven Fluß v2 als Funktion der Laborenergie im Vergleich zu Daten
von STAR im ’low Energy Beam Program’ bei RHIC.
Die Dileptonenproduktion in In+In Reaktionen bei 158A GeV wurde eben-
falls im Rahmen des PHSD oﬀ-shell Modells berechnet unter Ber¨ ucksichtigung
einer Kollisionsverbreiterung der Vektormesonen, der Produktion in sekund¨ aren
Kollisionen schwerer Mesonen sowie der Produktionskan¨ ale in der partonis-
chen QGP Phase, die mit den gleichen Freiheitsgraden berechnet wurden
wie in der dynamischen Propagation im Transportmodell. Die Dileptonen-
spektren werden erfolgreich beschrieben im Vergleich mit den experimentellen
Daten der NA60 Kollaboration unter Ber¨ ucksichtigung der Kollisionsverbre-
iterung der Vektormesonen und Mitnahme der Strahlung aus dem partonischen
Plasma wie Quark-Antiquark Annihilation, Quark-Annihilation mit Gluon
Bremsstrahlung im Endzustand sowie Gluon-Compton Streuung.
In Kapitel 5 wurden sodann partonische Systeme etwas außerhalb vom
Gleichgewicht in einer kubischen Box initialisiert und die Einstellung des
Gleichgewichts (bei periodischen Randbedingungen) im PHSD untersucht.
Es wurde explizit gezeigt, dass partonische Systeme oberhalb der kritischen
Energiedichte von εc ≈ 0.5 Gev/fm3 ein kinetisches und chemisches Gle-
ichgewicht erreichen. Ebenfalls zeigte sich die Zustandsgleichung im Gle-
ichgewicht in guter ¨ Ubereinstimmung mit dem DQPM und damit auch mit
den Gitter-QCD Resultaten bei chemischem Potential µq = 0. Es stellte sich
¨ uberraschend heraus, dass der Strangeness-Freiheitsgrad lediglich auf Zeit-
skalen ¨ aquilibriert, die groß im Vergleich mit Reaktionszeiten von relativis-
tischen Schwerionenst¨ oßen sind. Dieses Ergebnis scheint im Widerspruch zu
den experimentellen Ergebnissen zu stehen, jedoch ist zu bemerken, dass die
Zeitskalen aus den Box-Rechnungen nicht mit experimentellen Daten direkt
konfrontiert werden d¨ urfen, da die Anfangsbedingungen g¨ anzlich verschieden
sind.
Zus¨ atzlich zur Einstellung des Gleichgewichts f¨ ur die Mittelwerte von Ob-
servablen wurde die Dynamik von Fluktuationen von Observablen im und
außerhalb vom Gleichgewicht untersucht. F¨ ur alle betrachteten Observablen
wurde gefunden, dass τeq k¨ urzer ist f¨ ur die Schwankungsgr¨ oßen als f¨ ur die Mit-
telwerte. Dieses Verhalten ist besonders auﬀ¨ allig, wenn man alle Partonen
betrachtet, aber weniger ausgepr¨ agt f¨ ur die Strangeness-Freiheitsgrade. Fol-
glich k¨ onnen Fluktuationen von Observablen bereits die Gleichgewichtswerte
5erreichen obwohl die Mittelwerte noch weit vom Gleichgewichtswert entfernt
sind. Dieses Verhalten erinnert an Ergebnisse von Rechnungen auf der Ba-
sis der Kadanoﬀ-Baym Gleichungen, in denen (Quanten-)Fluktuationen sich
fr¨ uh in der Zeit stabilisieren lange bevor ein kinetisches und/oder chemisches
Gleichgewicht erreicht wird.
Die auf die Mittelwerte skalierten Varianzen in der Teilchenzahl diverser
Partonen zeigen den Einﬂuß der Gesamtenergieerhaltung in der Box. Die Var-
ianzen sind unterdr¨ uckt in der endlichen Box im Vergleich zu grokanonischen
Rechnungen im thermodynamischen Limes. Weiterhin, durch Unterteilung der
Box in kleinere Teilvolumina wurden die Fluktuationen als Funktion des Teil-
volumens untersucht. Die skalierten Varianzen aller Observablen gehen f¨ ur
kleine Volumina ¨ uber in den Limes einer Poisson-Verteilung mit ω = 1. Dieses
Verhalten ist auf den Einﬂuß globaler Erhaltungsgr¨ oßen zur¨ uckzuf¨ uhren, die
an Bedeutung verlieren, wenn nur ein kleines Teilsystem betrachtet wird. Nur
wenn das Teilsystem mit der gesamten Box vergleichbar wird zeigt sich der
nicht vernachl¨ assigbare Einﬂuß der Erhaltungsgr¨ oßen auch im thermodynamis-
chen Limes. Es konnte gezeigt werden, dass f¨ ur Volumina gr¨ oßer als ≈ 5000 fm3
der thermodynamische Limes rechnerisch ann¨ ahernd erreicht wird. Die Analy-
sen zu h¨ oheren Momenten der Verteilungen (’skewness, kurtosis’) zeigten prak-
tisch verschwindende Werte f¨ ur diese Momente, die innerhalb der Statistik mit
Resultaten der Gitter-QCD ¨ ubereinstimmen.
Des Weiteren wurde das PHSD Transportmodell benutzt um Transportko-
eﬃzienten f¨ ur die hadronischen und partonischen Phasen zu ermitteln (Kapi-
tel 6). Im PHSD sind diese Transportkoeﬃzienten nicht externe Eingabepa-
rameter sondern dynamische Gr¨ oßen, die im Gleichgewicht als Funktion
der Temperatur berechnet werden k¨ onnen ohne Einf¨ uhrung weiterer An-
nahmen oder Parameter. Es wurde hierzu der Kubo-Formalismus als auch
die Relaxationszeit-N¨ aherung untersucht um die Scherviskosit¨ at zu berech-
nen. Beide Methoden ergeben sehr ¨ ahnliche Resultate f¨ ur das Verh¨ altnis
der Scherviskisit¨ at zur Entropiedichte η(T)/s(T) mit einem Minimum in der
N¨ ahe der kritischen Temperatur Tc. Das Verh¨ altnis erreicht das Resultat der
st¨ orungstheoretischen QCD bei hohen Temperaturen. Unterhalb von Tc, d.h.
in der hadronischen Phase, steigt das Verh¨ altnis η(T)/s(T) steil mit fallender
Temperatur an, was auf die erheblich kleinere Anzahl an Freiheitsgraden (oder
Entropiedichte) zurckzuf¨ uhren ist. Die expliziten Resultate f¨ ur η(T)/s(T) sind
weiterhin in erstaunlicher ¨ Ubereinstimmung mit fr¨ uheren Rechnungen im Rah-
6men einer Virialentwicklung sowie mit Gitter-QCD Resultaten f¨ ur den reinen
Fall von Eichbosonen.
Die Resultate f¨ ur die Volumenviskosit¨ at ζ(T) wurden in der Relaxationszeit-
N¨ aherung berechnet wobei besonderer Wert auf die Rolle der mittleren Felder
f¨ ur die Partonen gelegt wurde. Es zeigte sich, dass das Verh¨ altnis von Vol-
umenviskosit¨ at zur Entropiedichte ζ(T)/s(T) ein Maximum in der N¨ ahe der
kritischen Temperatur Tc hat bei Bercksichtigung der partonischen mittleren
Felder. Diese Resultate f¨ ur ζ(T)/s(T) sind konsistent mit Gitter-QCD Rech-
nungen. Weiterhin erlaubte der speziﬁsche Soundkanal (η + 3ζ/4)(T)/s(T)
einen weiteren Vergleich mit Gitter-QCD Resultaten, der ebenfalls positiv
ausﬁel. Letztendlich zeigt das Verh¨ altnis der Viskosit¨ aten ζ(T)/η(T) ein aus-
gepr¨ agtes Maximum in der N¨ ahe von Tc, welches auf die Eﬀekte der mittleren
Felder f¨ ur Partonen in PHSD und letztendlich auf die Erh¨ ohung der resum-
mierten Kopplung g(T) nahe Tc zur¨ uckzuf¨ uhren ist.
Zum Abschluß wurde die elektrische Leitf¨ ahigkeit σ0(T) hadronischer
und partonischer Materie bei verschiedenen Temperaturen im Rahmen von
PHSD Rechnungen in der Box berechnet. Das dimensionslose Verh¨ altnis der
Leitf¨ ahigkeit zur Temperatur σ0(T)/T steigt oberhalb von Tc nahezu linear mit
der Temperatur bis 2.5 Tc und erreicht ein konstantes Plateau oberhalb von
5 Tc in den PHSD Rechnungen wie auch expliziten Berechnungen im Rahmen
des DQPM in der Relaxationszeit-N¨ aherung. In der hadronischen Phase, d.h.
unterhalb von Tc, steigt das Verh¨ altnis σ0(T)/T mit fallender Temperatur,
da das System immer mehr einem System schwach wechselwirkender Pionen
¨ ahnelt, welches ein hohes Verh¨ altnis von Ladungsquadrat zur Masse aufweist
und eine l¨ angere Relaxationszeit als in der partonischen Phase.
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Introduction
One of the most intriguing open questions of modern physics is the phe-
nomenon of conﬁnement. From the phenomenological point of view, con-
ﬁnement can be deﬁned as the nonobservability in nature of free quarks and
gluons, which are in turn deﬁned as the elementary particles carrying the
quantum number of color. This textbook deﬁnition is tempting, because it is
easily understandable even for nonspecialists. On the other hand, many of the
specialists ﬁnd that it lacks necessary precision and suggest alternative deﬁni-
tions, referring to the symmetries of the strong interaction or to the particular
analytical properties of the gluon propagator in various gauges [1–6]. However,
it is in the spirit of physics as a data-driven science that the ultimate proof for
our understanding of conﬁnement will follow an experimental conﬁrmation of
a phenomenological prediction. And in this respect we would like to point out
here the connection between the quest for the understanding of conﬁnement
and that for the properties of the hot strongly interacting matter created in
heavy-ion collisions.
Currently, Quantum Chromodynamics (QCD) is accepted as the theory
of the strong interaction with quarks and gluons as elementary degrees of
freedom [7,8]. QCD explains a vast number of observations and as a part of
the standard model of particle physics is one of the most meticulously tested
theories. But there is no concluding proof so far that QCD is conﬁning. For
the ﬁrst time, the quarks were introduced in the scope of the quark model [9],
which implied the complex nature of the proton, neutron, and other hadrons.
But the acceptance of this model was hindered by the fact that the particles
with the quantum numbers of quarks (e.g., a fractional electric charge) were
not discovered.
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The way out was at ﬁrst sight found in experiments on deep inelastic scat-
tering (DIS), when it was possible with the help of electron scattering at very
high energy to “kick out” single quarks from the proton. According to QCD,
the conﬁning interaction between two quarks becomes weak in the limit of high
energy exchange—the asymptotic freedom property. This permits the success-
ful use of perturbation theory (pQCD) for the description of DIS processes.
Indeed, pQCD has proven to work with great precision for the description of
partons (i.e., the proton constituents) in the DIS as well as other high-energy
scattering processes at particle accelerators [7,10,11]. However, no partons
are detected directly in these experiments. When quarks or gluons become
separated from the parent proton or nucleon, as happens in such energetic
collisions, a string of self-interacting gluons is pulled between them and at
some point it is more energetically favorable to create new quark-antiquark
pairs from the vacuum. As a result of this, when quarks are produced in par-
ticle accelerators, instead of the individual quarks, jets—or clusters—of many
color-neutral particles (mesons and baryons) are detected. This process is a
consequence of conﬁnement; it is called hadronization, fragmentation, or string
breaking and cannot be explained by perturbative methods.
The nonperturbative nature of the conﬁning interaction makes the high-
energy scattering processes unsuitable for its study. On the other hand, there
is another domain, in which the hadronization, i.e., the transition between the
partonic and hadronic degrees of freedom, can be explored. In the strongly
interacting systems of high energy density, the interaction between quarks is
screened in analogy to the Debye screening of the electromagnetic interaction
in the ion-electron plasmas. As a consequence, the color charges move freely
within the volume of such quark-gluon plasma (QGP), which is therefore called
the deconﬁned state of matter. The conﬁnement leads to the hadronization
of quarks and gluons from the QGP into color-neutral hadronic particles and
resonances. The onset of the hadronization in equilibrated matter is regulated
by the external thermodynamical parameters of the system. In particular,
one can deﬁne the critical temperature, Tc, and the critical quark chemical
potential of the phase transition between the parton and hadron matter. Thus
the study of parton-hadron matter in equilibrium at varying temperatures
and chemical potentials is the theoretical laboratory for the investigation of
the hadronization and conﬁnement, for example, using lattice QCD (lQCD)
calculations [12–15], quasiparticle models [16–22] or transport approaches [23–13
29]. Let us note the importance of the equilibration assumption, which ensures
that the response of the system to the perturbation reﬂects not the initial
conditions or the system time evolution, but solely the underlying properties
of the strong interaction.
The deconﬁned state of matter or QGP can be created experimentally in
relativistic heavy-ion collisions. The phase transition to the QGP was reached
at the Relativistic Heavy Ion Collider (RHIC) at Brookhaven [30–33], at the
Large Hadron Collider (LHC) at CERN [34–37] and probably even in lower
energy collisions at the Super Proton Synchrotron (SPS) [38, 39]. Various
observables—from back-to-back jet suppression to the strong elliptic ﬂow, to
the melting of quarkonia, and to the enhancement of photon and dilepton
emission—show that the created system does not show the properties of or-
dinary hadronic matter. One can conclude that the energy densities reached
were high enough to dissolve the initial protons and neutrons into quarks and
gluons. Moreover, the produced QGP shows features of a strongly interacting
ﬂuid unlike a weakly interacting parton gas [18,40,41].
Thus the key questions are now:
• Whether the created QGP reached equilibrium and which observables
can test the degree of equilibration?
• How to use the available portfolio of measured data on the particle spec-
tra, correlations, hard probe production to constrain the transport prop-
erties of the parton-hadron matter and of hadronization?
In particular, the current thesis focusses on the following questions:
• The microscopic study of the questions of thermalization and equili-
bration of conﬁned and deconﬁned matter out of equilibrium within
a nonequilibrium transport approach, incorporating both hadronic and
partonic degrees of freedom and the dynamic phase transition.
• The study of the thermal properties of equilibrated strongly interacting
matter, e.g., the particle number ﬂuctuations (scaled variance, skewness,
kurtosis) as well as the transport coeﬃcients (shear and bulk viscosities,
electric conductivity).
As the method for our investigation, we use the Parton-Hadron-String
Dynamics (PHSD) oﬀ-shell transport approach [23–25], which is based onChapter 1: Introduction 14
generalized transport equations on the basis of the oﬀ-shell Kadanoﬀ-Baym
equations [42–44] for Green’s functions in phase-space representation (in the
ﬁrst-order gradient expansion, beyond the quasiparticle approximation).
The thesis is organized as follows. The introduction to the transport theory
and the derivation of generalized transport equations on the basis of the oﬀ-
shell Kadanoﬀ-Baym equations are presented in Chapter 2. In Chapter 3
we provide the detailed description of the PHSD transport approach. The
PHSD results for rapidity distributions, transverse mass spectra, and collective
ﬂow for heavy-ion collisions at SPS and RHIC energies in comparison to the
data from the various experimental collaborations are given in Chapter 4.
The results for dilepton production in nucleus-nucleus collisions at top SPS
energies within the PHSD are presented in Chapter 4, too. The microscopic
study on dynamical equilibration of parton-hadron matter within a cubic box
with periodic boundary conditions and the particle number ﬂuctuations in
equilibrium are discussed in Chapter 5. We then present in Chapter 6 the
results on the transport properties of the parton-hadron matter in PHSD. In
particular, the shear and bulk viscosities as well as the electric conductivity of
parton-hadron matter are shown as a function of the temperature of the system
and compared to available lQCD results. Finally, a summary and discussion
are given in Chapter 7.Chapter 2
Transport theory
Nonequilbrium many-body theory and quantum ﬁeld theory have become ma-
jor methods in nuclear physics, cosmology, particle physics as well as condensed
matter physics. In particular, nonequilibrium Green’s function techniques, ini-
tiated by Schwinger [45] and Kadanoﬀ and Baym [42], are used to describe
high-energy nuclear collisions [46,47]. These methods allow to study the time
evolution of a many-body quantum system. The one-particle Green’s func-
tions describes the one-particle quantities in a system, while the many-particle
information about the system is contained in the self-energies in the Green’s
function equations of motion.
A powerful tool, which provides an appropriate basis for the formulation of
the complex problems in the various areas of nonequilibrium quantum many-
body physics, is the Schwinger-Keldysh [45,48,49] or closed time path (CTP)
real-time Green’s functions method. The resulting causal Dyson-Schwinger
equation of motion for the one-particle Green’s functions—the Kadanoﬀ-Baym
equations [42]—have served as the underlying scheme for treating various
transport phenomena and deriving generalized transport equations. The in-
troduction to the Green’s function techniques as well as the derivation of the
transport equations are presented in this Chapter.
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2.1 Nonrelativistic quantum many-body sys-
tems
2.1.1 Basic deﬁnitions
A nonrelativistic quantum system of fermions or bosons is most conveniently
described in terms of the second-quantized, Heisenberg representation, using
particle-creation ( ˆ ψ†(r,t)) and annihilation ( ˆ ψ(r,t)) operators.
The density of particles at the point (r,t) in this representation can be
written as
ˆ n(r,t) = ˆ ψ
†(r,t) ˆ ψ(r,t) (2.1)
and the operator for the total number of particles is deﬁned by
ˆ N(t) =
∫
dr ˆ ψ
†(r,t) ˆ ψ(r,t). (2.2)
The total energy of a system of particles with mass m interacting through an
instantaneous two-body potential v(r) is given by
ˆ H(t) =
∫
dr ˆ ψ
†(r,t)
(
−
∇2
2m
)
ˆ ψ(r,t)
+
1
2
∫
dr dr
′ ˆ ψ
†(r,t) ˆ ψ
†(r
′,t)v(|r − r
′|)ˆ ψ(r
′,t)ˆ ψ(r,t). (2.3)
The equation of any operator ˆ O(t) in the Heisenberg representation is
i
∂ ˆ O(t)
∂t
= [ ˆ O(t), ˆ H(t)] (2.4)
and any time-dependent operator can be represented in the form
ˆ O(t) = ei ˆ Ht ˆ O(0)e−i ˆ Ht. (2.5)
The ﬁeld operators satisfy the commutation relations
ˆ ψ(r,t) ˆ ψ(r′,t) ∓ ˆ ψ(r′,t) ˆ ψ(r,t) = 0,
ˆ ψ†(r,t) ˆ ψ†(r′,t) ∓ ˆ ψ†(r′,t) ˆ ψ†(r,t) = 0, (2.6)
ˆ ψ(r,t) ˆ ψ†(r′,t) ∓ ˆ ψ†(r′,t) ˆ ψ(r,t) = δ(r′ − r),17 2.1 Nonrelativistic quantum many-body systems
where the upper sign refers to bosons and the lower sign refers to fermions.
For fermions, ˆ ψ2(r,t) = 0—an expression of the Pauli exclusion principle in
space—it is impossible to ﬁnd two identical fermions at the same point in space
and time.
To describe the evolution of a many-body quantum system we may use
the one-particle Green’s function, which is a thermodynamic average of the
product of the operators ˆ ψ(r1,t1) and ˆ ψ†(r′
1,t′
1) (the notation 1 means r1t1
and 1′ means r1′t1′),
G(1,1
′) =
1
i
⟨T( ˆ ψ(1) ˆ ψ
†(1
′))⟩, (2.7)
and the two-particle Green’s function, which is deﬁned by
G2(12,1
′2
′) =
1
i2⟨T( ˆ ψ(1) ˆ ψ(2) ˆ ψ
†(2
′) ˆ ψ
†(1
′))⟩, (2.8)
where T is the Wick time-ordering operation:
T( ˆ ψ(1) ˆ ψ
†(1
′)) =



ˆ ψ(1) ˆ ψ†(1′), for t1 > t1′,
± ˆ ψ†(1′) ˆ ψ(1), for t1 < t1′,
(2.9)
”±” stand for bosons (upper sign) and fermions (lower sign), respectively. In
addition, we deﬁne the correlation functions
G
>(1,1
′) =
1
i
⟨ ˆ ψ(1) ˆ ψ
†(1
′)⟩, (2.10)
G
<(1,1
′) = ±
1
i
⟨ ˆ ψ
†(1
′) ˆ ψ(1)⟩. (2.11)
These functions are known as the Wightman functions.
The Green’s function (2.10) has a meaning of a density operator for a probe
in the system (a particle added to the system with negligible perturbation to
the system state). For t1′ = t1 = t, the r.h.s. of Eq. (2.11) represents the
one-particle density matrix
ρ(r1,r1′,t) = ⟨ ˆ ψ
†(r1′,t) ˆ ψ(r1,t)⟩. (2.12)
For example, the spatial density of particles, which is an expectation value ofChapter 2: Transport theory 18
the density operator (2.1), can be expressed as
n(r,t) = ⟨ˆ n(r,t)⟩ = ±iG
<(r,t;r,t). (2.13)
The Green’s functions (2.10) and (2.11) in equilibrium satisfy the boundary
condition
G
<(1,1
′)
   
 
t1=0
= ± eβµ G
>(1,1
′)
   
 
t1=−iβ
, (2.14)
where β = 1/T denotes the inverse temperature and µ stands for the chemical
potential. We can deﬁne the same expression for the one-particle Green’s
function:
G(1,1
′)
   
 
t1=0
= ± eβµ G(1,1
′)
   
 
t1=−iβ
. (2.15)
Because of the translational and rotational invariance of the Hamiltonian (2.3)
in space and its translational invariance in time, G> and G< depend only on
|r1 − r′
1| and t1 − t′
1. In terms of the diﬀerence variables, Eq. (2.14) becomes
G
<(r,t) = ± eβµ G
>(r,t − iβ). (2.16)
Let us now introduce the Fourier transforms of G> and G<, which are
deﬁned by
G
>(p,ω) = i
∫
dr
+∞ ∫
−∞
dt e−ipr + iωt G
>(r,t),
G
<(p,ω) = ± i
∫
dr
+∞ ∫
−∞
dt e−ipr + iωt G
<(r,t).
(2.17)
In order to make G>(p,ω) and G<(p,ω) real nonnegative quantities—allowing
for a probabilistic interpretation—the explicit factors of i and ±i have been
included here. Then Eq. (2.14) can be written as
G
<(p,ω) = e−β(ω − µ) G
>(p,ω). (2.18)
It is useful to introduce the spectral function A(p,ω), which is deﬁned by
A(p,ω) = G
>(p,ω) ∓ G
<(p,ω). (2.19)19 2.1 Nonrelativistic quantum many-body systems
The boundary condition on G can be represented by
G
>(p,ω) =
[
1 ± f(ω)
]
A(p,ω),
G
<(p,ω) = f(ω) A(p,ω),
(2.20)
where f(ω) denotes the Fermi or Bose distribution.
When working with the ground state of a system, one usually deals with
the chronological Green’s function
iG
c(1,1
′) = ⟨T
c( ˆ ψ(1) ˆ ψ
†(1
′))⟩, (2.21)
where T c is the chronological-ordering operator. The chronological Green’s
function Gc is related to G> and G< by
G
c(1,1
′) = Θ(t1 − t1′)G
>(1,1
′) + Θ(t1′ − t1)G
<(1,1
′) (2.22)
with
Θ(t) =



1, for t > 0,
0, for t < 0.
(2.23)
The hermitian conjugate of Eq. (2.21) yields the antichronological Green’s
function
iG
a(1,1
′) = ⟨T
a( ˆ ψ(1) ˆ ψ
†(1
′))⟩, (2.24)
where T a is the antichronological-ordering operator. Similarly to Eq. (2.22),
we have
G
a(1,1
′) = Θ(t1 − t1′)G
<(1,1
′) + Θ(t1′ − t1)G
>(1,1
′). (2.25)
The chronological (2.21) and antichronological (2.24) Green’s functions possess
propagator forms.
2.1.2 Equations of motion for the Green’s function
Using the equation of motion (2.4) with the Hamiltonian (2.3) and commuta-
tion relations (2.6), we get
(
i
∂
∂t
+
∇2
2m
)
ˆ ψ(r1,t) =
∫
dr2 v(r1 − r2) ˆ ψ
†(r2,t) ˆ ψ(r2,t) ˆ ψ(r1,t). (2.26)Chapter 2: Transport theory 20
The equation of motion for the one-particle Green’s function is derived from
the equation of motion (2.26) for the annihilation operator ˆ ψ(1):
1
i
⟨
T
[(
i
∂
∂t1
+
∇2
1
2m
)
ˆ ψ(1) ˆ ψ
†(1
′)
]⟩
= ±
1
i
∫
dr2 v(r1 − r2)
⟨
T
(
ˆ ψ(1) ˆ ψ(2) ˆ ψ
†(2
+) ˆ ψ
†(1
′)
)⟩ 
   
t2 = t1
= ± i
∫
dr2 v(r1 − r2)G2(12;1
′2
+)
     
t2 = t1
. (2.27)
The notation 2+ denotes that the time argument of ˆ ψ†(2) must be chosen to
be inﬁnitesimally larger than the time arguments of the ˆ ψ’s in order that the
time ordering in G2 reproduce the order of factors that appears in (2.26).
The commutation relation between spatial derivative and time-ordering
operation is given by
∂
∂t1
⟨
T
(
ˆ ψ(1) ˆ ψ
†(1
′)
)⟩
−
⟨
T
(
∂
∂t1
ˆ ψ(1) ˆ ψ
†(1
′)
)
⟩
= δ(t1 − t1′)
⟨(
ˆ ψ(1) ˆ ψ
†(1
′) ∓ ˆ ψ
†(1
′) ˆ ψ(1)
)⟩
= δ(t1 − t1′) δ(r1 − r1′) = δ(1 − 1
′). (2.28)
Then we ﬁnd that Eq. (2.27) becomes an equation of motion for G:
(
i
∂
∂t1
+
∇2
1
2m
)
G(1,1
′) = δ(1−1
′)±i
∫
dr2 v(r1−r2)G2(12;1
′2
+)
     
t2 = t1
. (2.29)
Eq. (2.29) is a ﬁrst-order diﬀerential equation in time and thus a single bound-
ary condition is required to ﬁx its solution precisely. The necessary boundary
condition is Eq. (2.15).
2.1.3 The Hartree and Hartree-Fock approximations
To determine G for an interacting theory, i.e., when the potential v ̸= 0, we
must know the two-particle Green’s function G2 that appears in Eq. (2.29) and
encodes the interaction. Approximations to G2 can be done by the propagator
interpretation of G(1,1′) and G2(12;1′2′). The one-particle Green’s function,
G(1,1′), represents the propagation of a particle added to the medium at 1′
and removed at 1. We can represent this by
G(1,1′) = 1′ 121 2.1 Nonrelativistic quantum many-body systems
Note that the arrow represents propagation through the medium and not the
vacuum. Accordingly, the two-particle Green’s function, G2(12;1′2′), which
describes the propagation of two particles added to the medium at 1′ and 2′
and removed at 1 and 2, can be represented by
G2(12;1′2′) = G2
2′ 2
1′ 1
In general, the motion of the particles is correlated, however, in ﬁrst approxi-
mation, we can neglect this correlation
G2(12;1′2′) = G2
2′ 2
1′ 1
≈
2′ 2
1′ 1
= G(1,1′)G(2,2′)
and then, with the redeﬁnition (2.13), the equation of motion (2.29) becomes
(
i
∂
∂t1
+
∇2
1
2m
−
∫
dr2 v(r1 − r2)⟨n(r2)⟩
)
G(1,1
′) = δ(1 − 1
′). (2.30)
Eq. (2.30) is a Green’s function form of the Hartree approximation. The po-
tential ﬁeld
U(r1) =
∫
dr2 v(r1 − r2)⟨n(r2)⟩ (2.31)
is called the self-consistent Hartree ﬁeld or Hartree mean ﬁeld and has the
interpretation of the average ﬁeld generated by all other particles in the system.
The Hartree approximation does not take into account the quantum statis-
tics due to the identity of particles. We cannot distinguish processes, in which
the particle added at 1′ appears at 1 from processes in which it appears at 2,
because the particles are identical. To include this possibility of exchange, we
have to approximate G2(12;1′2′) by
G2(12;1′2′) = G2
2′ 2
1′ 1Chapter 2: Transport theory 22
≈
2′ 2
1′ 1
±
2′ 2
1′ 1
= G(1,1
′)G(2,2
′) ± G(1,2
′)G(2,1
′). (2.32)
This approximation is called the Hartree-Fock approximation and the equation
of motion (2.29) takes the form
(
i
∂
∂t1
+
∇2
1
2m
)
G(1,1
′) +
∫
dr2 ⟨r1|U|r2⟩G(2,1
′)
     
t2 = t1
= δ(1 − 1
′), (2.33)
where the potential operator
⟨r1|U|r2⟩ = δ(r1 − r2)
∫
dr3 v(r1 − r3)⟨n(r3)⟩
+iv(r1 − r2)G
<(1,2)
 
   
t2 = t1
(2.34)
has the interpretation of an average, self-consistent Hartree-Fock mean-ﬁeld
potential, which takes into account the (anti)symmetry of bosons (fermions).
Note, however, that with the inclusion of the exchange term U becomes non-
local in space.
2.1.4 The Born collision approximation
The Hartree and Hartree-Fock approximations predict an unphysical inﬁnite
lifetime for any state produced by adding a single particle to the system. The
simplest process that can lead to a ﬁnite lifetime is the one in which two
particles added at 1′ and 2′ and propagate to the spatial points ¯ r1 and ¯ r2. The
interpretation is that at the time ¯ t1 the potential acts between the particles,
scattering them. Then the particles propagate to the points 1 and 2, where
they are removed from the system. We can represent the contribution of this
process to G2 by
G2(12;1′2′) = G2
2′ 2
1′ 123 2.1 Nonrelativistic quantum many-body systems
≈
2′ 2
1′ 1
±
2′ 2
1′ 1
+
2′ 2
1′ 1
¯ 2
¯ 1
±
2′ 2
1′ 1
¯ 2
¯ 1
= G(1,1
′)G(2,2
′) ± G(1,2
′)G(2,1
′)
+ i
−iβ ∫
0
d¯ t1d¯ r1d¯ r2 v(¯ r1 − ¯ r2)
[
G(1,¯ 1)G(¯ 1,1
′)G(2,¯ 2)G(¯ 2,2
′)
± G(2,¯ 1)G(¯ 1,1
′)G(1,¯ 2)G(¯ 2,2
′)
]   
 ¯ t2 = ¯ t1
. (2.35)
The approximation (2.35) for G2 is called the Born scattering or collision ap-
proximation. Inserting (2.35) into the equation of motion (2.27) we end up
with the following form for the Born scattering approximation
[
i
∂
∂t1
+
∇2
1
2m
]
G(1,1
′) −
−iβ ∫
0
d¯ t1d¯ r1 Σ(1,¯ 1)G(¯ 1,1
′) = δ(1 − 1
′), 0 < it1(1′) < β,
(2.36)
where Σ(1,1′), which is called the self-energy, can be split into two parts,
Σ(1,1
′) = ΣHF(1,1
′) + ΣC(1,1
′). (2.37)
The Hartree-Fock part is deﬁned by
ΣHF(1,1
′) = δ(t1 − t1′)
[
δ(r1 − r1′)
∫
dr2 v(r1 − r2)⟨n(r2)⟩
+iv(r1 − r2)G
<(1,2)
 
   
t2 = t1
]
, (2.38)
while the collision part of the self-energy in the Born scattering approximation
is given by
ΣC(1,1
′) = ± i
2
∫
dr2dr2′ v(r1 − r2)v(r1′ − r2′)
×
[
G(1,1
′)G(2,2
′)G(2
′,2) ± G(1,2
′)G(2,1
′)G(2
′,2)
] 
   
t2 = t1,t2′ = t1′
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The Fourier transform of the collisional part of the self-energy is
ΣC(p,t − t
′) = ± i
2
∫
dp′
(2π)3
dp
(2π)3
d¯ p′
(2π)3
×
1
2
[v(p − ¯ p) ± v(p − ¯ p
′)]
2(2π)
3δ(p + p
′ − ¯ p − ¯ p
′)
×G(p
′,t
′ − t)G(¯ p,t − t
′)G(¯ p
′,t − t
′). (2.40)
The integrand in Eq. (2.40) describes processes, in which particles with mo-
mentum p and p′ scatter into states with momentum ¯ p and ¯ p′ as well as the
inverse processes. The delta function represents the conservation of momen-
tum, while (1/2)[v(p−¯ p)±v(p−¯ p′)]2 represents the ﬁrst Born approximation
collision cross section with (anti)symmetrization included.
The self-energy (2.39) is composed of two analytic functions:
ΣC(p,t − t
′) =



Σ>(p,t − t′) , for it > it′ ,
Σ<(p,t − t′) , for it < it′ ,
(2.41)
where, in analogy to Eq. (2.40),
Σ
>(p,t − t
′) =
∫
... G
<(p
′,t
′ − t)G
>(¯ p,t − t
′)G
>(¯ p
′,t − t
′)
Σ
<(p,t − t
′) =
∫
... G
>(p
′,t
′ − t)G
<(¯ p,t − t
′)G
<(¯ p
′,t − t
′).
(2.42)
According to Eq. (2.17) the functions Σ> and Σ< can be represented as
Σ
>(p,t) =
∞ ∫
−∞
dω
2πi
Σ
>(p,ω)e−iωt,
Σ
<(p,t) = ±
∞ ∫
−∞
dω
2πi
Σ
<(p,ω)e−iωt.
(2.43)
The collisional part of the self-energy satisﬁes the same boundary condition
(2.15) as G. Thus, for 0 < it1′ < β,
ΣC(1,1
′)
   
 
t1=0
= ± eβµ ΣC(1,1
′)
   
 
t1=−iβ
. (2.44)25 2.2 Nonequilibrium quantum ﬁeld theory
Therefore Σ>(p,ω) and Σ<(p,ω) are related in the same way as G>(p,ω) and
G < (p,ω). Thus
Γ(p,ω) = Σ
>(p,ω) + Σ
<(p,ω) (2.45)
and in analogy with Eq. (2.20),
Σ
>(p,ω) = Γ(p,ω)
[
1 ± f(ω)
]
,
Σ
<(p,ω) = Γ(p,ω)f(ω).
(2.46)
In general, Γ(p,ω) depends on the frequency ω. However, if this is a slowly
varying function of the frequency, we can associate Γ to the lifetime of the
single-particle excited state with momentum p.
The spectral function, A(p,ω), and width, Γ(p,ω), are connected by the
dispersion relation
A(p,ω) =
Γ(p,ω)
[
ω − E(p) − ReΣC(p,ω)
]2
+
[
Γ(p,ω)
2
]2, (2.47)
where ReΣC(p,ω) can be interpreted as the average energy gained by a particle
with momentum p due to its correlations with all the other particles in the
system.
2.2 Nonequilibrium quantum ﬁeld theory
The recapitulation of the relativistic quantum many-body theory in this Sec-
tion is based closely on Ref. [50] in order to have a consistency in concepts and
deﬁnitions with Chapter 3.
2.2.1 The Schwinger-Keldysh formalism
The starting point of the Schwinger-Keldysh formalism [45,48,49] (also known
as the closed time path formalism or in-in formalism) is the observation that
not only scattering amplitudes allow for a representation in terms of path
integrals but also the time evolution of expectation values of operators. In
this formalism all quantities are given on a special real-time contour with the
time argument running from −∞ to t on the chronological branch (+) and
returning from t to −∞ on the antichronological branch (−). It is importantChapter 2: Transport theory 26
Figure 2.1: The closed time contour in the Schwinger-Keldysh formalism. The
ﬁgure is taken from Ref. [50].
to remember that the two branches of integration are independent such that
in the Heisenberg picture operators are path ordered and not time ordered.
In case of systems prepared at time t0, this value is (instead of −∞) the
start and end point of real-time contour (cf. Fig. 2.1). In particular, the path
ordered Green’s functions (in case of real scalar ﬁelds ϕ(x)) are deﬁned as
G(x,y) = ⟨T
P(ϕ(x)ϕ(y))⟩
= Θ
P(x0 − y0)⟨(ϕ(x)ϕ(y))⟩ + Θ
P(y0 − x0)⟨(ϕ(y)ϕ(x))⟩,(2.48)
where the operator T P orders the ﬁeld operators according to the position
of their arguments on the real-time path as accomplished by the path step-
function ΘP. The expectation value in Eq. (2.48) is taken with respect to
some initially given density matrix ρ0, which is constant in time, while the
operators in the Heisenberg picture contain the entire time dependence of the
nonequilibrium system and can be represented as in Eq. (2.5), i.e.,
ˆ O(t) = ei ˆ H(t − t0) ˆ O(0)e−i ˆ H(t − t0). (2.49)
Self-consistent equations of motion for these Green’s functions can be ob-
tained with help of the two-particle irreducible (2PI) eﬀective action Γ[G],
which is given by
Γ[G] = Γ
0 +
i
2
[ln(1 − ⊙pG0 ⊙p Σ) + ⊙pG ⊙p Σ] + Φ[G] (2.50)
in case of vanishing vacuum expectation value ⟨0|ϕ(x)|0⟩ = 0. In Eq. (2.50)
Γ0 depends only on free Green’s functions and its treated as a constant, while
the symbols ⊙p represent convolution integrals over the closed time path in
Fig. 2.1. The functional Φ is the sum of all closed 2PI diagrams built up by27 2.2 Nonequilibrium quantum ﬁeld theory
full propagators G; it determines the self-energies by functional variation as
Σ(x,y) = 2i
δΦ
δG(y,x)
. (2.51)
From the eﬀective action (2.50) the equations of motion for the Green’s func-
tion are determined by the stationary condition
δΓ/δG = 0, (2.52)
giving the Dyson-Schwinger equation for the full path-ordered Green’s function
as
G(x,y)
−1 = G0(x,y)
−1 − Σ(x,y). (2.53)
As in case of quantum mechanics, the evaluation of operators in quantum
ﬁeld theory then leads to path-ordered expectation values. This leads to the
fact that the Dyson series of time-dependent perturbation theory does not only
involve the time-ordered Green’s functions, but also the anti-time-ordered and
unordered ones. In line with the position of the coordinates on the contour
there exist four diﬀerent two-point functions
iG
c(x,y) = iG
++(x,y) = ⟨T
c{ϕ(x)ϕ(y)}⟩,
iG
<(x,y) = iG
+−(x,y) = ⟨{ϕ(y)ϕ(x)}⟩,
iG
>(x,y) = iG
−+(x,y) = ⟨{ϕ(x)ϕ(y)}⟩,
iG
a(x,y) = iG
−−(x,y) = ⟨T
a{ϕ(x)ϕ(y)}⟩.
(2.54)
Here T c(T a) represent the (anti-)time-ordering operators in case of both argu-
ments lying on the (anti-)chronological branch of the real-time contour. These
four functions are not independent of each other. In particular, the chrono-
logical (2.21) and antichronological (2.24) Green’s functions, Gc and Ga, are
build up by the Wightman functions (2.10) and (2.11), G> and G<.
2.2.2 The Kadanoﬀ-Baym equations
By using the stationary condition for the action (2.52) and resolving the time
structure in the Dyson-Schwinger equation (2.53) we obtain the Kadanoﬀ-Chapter 2: Transport theory 28
Figure 2.2: Self-energies of the Kadanoﬀ-Baym equation: tadpole self-energy
(l.h.s.) and sunset self-energy (r.h.s.). Since the lines represent full Green’s
functions the self-energies are self-consistent with the external coordinates in-
dicated by full dots. The ﬁgure is taken from Ref. [50].
Baym equations for the time evolution of the Wightman functions [43,51,52]:
−[∂
x
µ∂
µ
x + m
2]G
≶(x,y) = Σ
δ(x)G
≶(x,y)
+
x0 ∫
t0
dz0
∫
d
dz [Σ
>(x,z) − Σ
<(x,z)]G
≶(z,y)
−
y0 ∫
t0
dz0
∫
d
dz Σ
≶(x,z)[G
>(z,y) − G
<(z,y)],
−[∂
y
µ∂
µ
y + m
2]G
≶(x,y) = Σ
δ(y)G
≶(x,y) (2.55)
+
x0 ∫
t0
dz0
∫
d
dz [G
>(x,z) − G
<(x,z)]Σ
≶(z,y)
−
y0 ∫
t0
dz0
∫
d
dz G
≶(x,z)[Σ
>(z,y) − Σ
<(z,y)],
where d denotes the spatial dimension of the problem. The path-ordered self-
energy in Eq. (2.55) has been divided into a local contribution Σδ and a nonlo-
cal one, which can be expressed—analogously to the Green’s functions (2.48)—
by a sum over path Θ functions. The self-energy entering the Dyson-Schwinger
equation (2.53) is written as
Σ(x,y) = Σ
δ(x)δ
(d+1)
p (x − y) + Θp(x0 − y0)Σ
>(x,y)
+Θp(y0 − x0)Σ
<(x,y). (2.56)
The scalar ϕ4-theory can be considered here as an example for a fully rela-
tivistic ﬁeld theory. Within the three-loop approximation for the 2PI eﬀective
action one gets two diﬀerent self-energies: In leading order of the coupling con-29 2.2 Nonequilibrium quantum ﬁeld theory
stant only the local tadpole diagram (l.h.s. of Fig. 2.2) contributes and leads
to the generation of an eﬀective mass for the ﬁeld quanta. This self-energy (in
coordinate space) is given by
Σ
δ(x) =
λ
2
iG
<(x,x) (2.57)
and is local in space and time. In next order in the coupling constant (i.e., λ2)
the nonlocal sunset self-energy (r.h.s. of Fig. 2.2) enters the time evolution as
Σ
≶(x,y) = −
λ2
6
G
≶(x,y)G
≶(x,y)G
≶(x,y) (2.58)
⇒ Σ
≶(x,y) = −
λ2
6
[
G
≶(x,y)
]3 . (2.59)
Thus the Kadanoﬀ-Baym equation (2.55) in our case includes the inﬂuence of a
mean ﬁeld on the particle propagation—generated by the tadpole diagram—as
well as scattering processes as inherent in the sunset diagram.
The Kadanoﬀ-Baym equation describes the full quantum nonequilibrium
time evolution on the two-point level for a system prepared at an initial time
t0, i.e., when higher-order correlations are discarded. The causal structure of
this initial value problem is obvious since the time integrations are performed
over the past up to the actual time x0 (or y0, respectively) and do not extend
to the future.
Furthermore, also linear combinations of the Green’s functions in single-
time representation are of interest. The retarded Green’s function GR and the
advanced Green’s function GA are given as
G
R(x,y) = Θ(x0 − y0)[G
>(x,y) − G
<(x,y)]
= Θ(x0 − y0)⟨[ϕ(x)ϕ(y)]−⟩
= G
c(x,y) − G
<(x,y) = G
>(x,y) − G
a(x,y), (2.60)
G
A(x,y) = −Θ(y0 − x0)[G
>(x,y) − G
<(x,y)]
= −Θ(y0 − x0)⟨[ϕ(x)ϕ(x)]−⟩
= G
c(x,y) − G
>(x,y) = G
<(x,y) − G
a(x,y). (2.61)
These Green’s functions contain exclusively spectral, but no statistical infor-
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equations and given by
−[∂
x
µ∂
µ
x + m
2 + Σ
δ(x)]G
R/A(x,y) = δ
(d+1)(x − y)
+
∫
d
d+1z Σ
R/A(x,z)G
R/A(z,y),(2.62)
where the retarded and advanced self-energies, ΣR and ΣA, can be deﬁned via
Σ> and Σ< similar to the Green’s functions.
2.2.3 Generalized transport equations
For the derivation of generalized transport equations let us start by rewriting
the Kadanoﬀ-Baym equation (2.55) for the Wightman functions in coordinate
space (x1 = (t1,x1),x2 = (t2,x2)) as
[∂
x1
µ ∂
µ
x1 + m
2 + Σ
δ(x1)]iG
≶(x1,x2) = iI
≶
1 (x1,x2). (2.63)
The collision terms on the r.h.s. of Eq. (2.63) are given in D = d + 1 space-
time dimensions by convolution integrals over coordinate space self-energies
and Green’s functions:
I
≶
1 (x1,x2) = −
t1 ∫
t0
d
Dz [Σ
>(x1,z) − Σ
<(x1,z)]G
≶(z,x2)
+
t2 ∫
t0
d
Dz Σ
≶(x1,z)[G
>(z,x2) − G
<(z,x2)], (2.64)
where Σδ is the local (non-dissipative) part of the path self-energy, while Σ≶
stand for the nonlocal collisional self-energy contributions. In Eq. (2.64) the
integration boundaries are exclusively given for the time coordinates, while the
integration over the spatial coordinates extends over the whole spatial volume
from −∞ to +∞ in d dimensions.
Since transport theories are formulated in phase space one changes to the
Wigner representation via Fourier transformation with respect to the rapidly
varying (“intrinsic”) relative coordinate ∆x = x1 − x2 and treats the system
evolution in terms of the (“macroscopic”) mean space-time coordinate x =
(x1 + x2)/2 and the four-momentum p = (p0,p). The functions in Wigner31 2.2 Nonequilibrium quantum ﬁeld theory
space are obtained as
¯ F(p,x) =
∞ ∫
−∞
d
D∆xei∆xµp
µ
F(x1 = x + ∆x/2,x2 = x − ∆x/2). (2.65)
A convolution integral in D dimensions as appearing in Eq. (2.64) (for arbitrary
functions F, G),
H(x1,x2) =
∞ ∫
−∞
d
Dz F(x1,z)G(z,x2) (2.66)
transforms as
¯ H(p,x) =
∞ ∫
−∞
d
D∆x ei∆xµp
µ
H(x1,x2)
= ∆xei∆xµp
µ
∆xei∆xµp
µ
∞ ∫
−∞
d
Dz F(x1,z)G(z,x2)
= ei(1/2)(∂
µ
p∂
x′
µ − ∂
µ
x∂
p′
µ ) [ ¯ F(p,x) ¯ G(p
′,x
′)
]   
 
x
′ = x,p
′ = p
.(2.67)
In accordance with the standard assumption of transport theory we assume
that all functions only smoothly evolve in the mean space-time coordinates
and thus restrict to ﬁrst-order derivatives. All terms proportional to second- or
higher-order derivatives in the mean space-time coordinates (also mixed ones)
will be neglected here. Thus the Wigner transformed convolution integrals
(2.66) are given in ﬁrst-order gradient expansion by,
¯ H(p,x) = ¯ F(p,x) ¯ G(p,x) + i
1
2
{ ¯ F(p,x), ¯ G(p,x)} + O(∂
2
x), (2.68)
where the relativistic generalization of the Poisson bracket is deﬁned as
{ ¯ F(p,x), ¯ G(p,x)} = ∂
p
µ ¯ F(p,x)∂
µ
x ¯ G(p,x) − ∂
x
µ ¯ F(p,x)∂
µ
p ¯ G(p,x). (2.69)
As a next step, we rewrite the memory terms in the collision integrals (2.64)
such that the time integrations extend from −∞ to +∞. In this respect we
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t2 are taken into account by Θ−functions, i.e.,
I
≶
1 (x1,x2) = −
∞ ∫
−∞
d
Dx
′ Θ(t1 − t
′)[Σ
>(x1,x
′) − Σ
<(x1,x
′]G
≶(x
′,x2)
+
∞ ∫
−∞
d
Dx
′ Σ
≶(x1,x
′)Θ(t2 − t
′)[G
>(x
′,x2) − G
<(x
′,x2)]
= −
∞ ∫
−∞
d
Dx
′ [
Σ
R(x1,x
′)G
≶(x
′,x2) + Σ
≶(x1,x
′)G
A(x
′,x2)
]
(2.70)
We now perform a ﬁrst-order gradient expansion of the Wigner transformed
Kadanoﬀ-Baym equation using Eq. (2.70) for the memory integrals. Then we
separate the real and the imaginary parts in the resulting equation, which
have to be satisﬁed independently. At the end of this procedure one obtains a
generalized transport equation [42,47,53–58]:
2p
µ∂
x
µi ¯ G
≶ − {Re¯ Σ
R,i ¯ G
≶}
      
{ ¯ M,i ¯ G≶}
−{i¯ Σ
≶,Re ¯ G
R} = i¯ Σ
<i ¯ G
> − i¯ Σ
>i ¯ G
<. (2.71)
One additionally obtains a generalized mass-shell equation
[p
2 − m
2 − Re¯ Σ
R]
      
¯ M
i ¯ G
≶ = i¯ Σ
≶Re ¯ G
R +
1
4
{i¯ Σ
>,i ¯ G
<} −
1
4
{i¯ Σ
<,i ¯ G
>} (2.72)
with the mass function
¯ M = p
2 − m
2 − Re¯ Σ
R. (2.73)
In the transport equation (2.71) one recognizes on the l.h.s. the drift term
pµ∂x
µi ¯ G≶ as well as the Vlasov term with the real part of the retarded self-
energy Re¯ ΣR. On the other hand, the r.h.s. of Eq. (2.71) represents the
collision term with its typical “gain and loss” structure. Thus the interaction
between the degrees of freedom is incorporated into the mean-ﬁeld and collision
terms as in the Vlasov-Boltzmann “standard” transport approach [59]. In
contrast, in the oﬀ-shell transport there is an additional term −{i¯ Σ≶,Re ¯ GR},
which is denoted as the back-ﬂow term and is responsible for the proper oﬀ-shell
propagation. It vanishes in the on-shell quasiparticle limit. Note, however, that
the self-energies ¯ Σ fully determine the dynamics of the Green’s functions for33 2.2 Nonequilibrium quantum ﬁeld theory
given initial conditions.
We, further on, represent Eqs. (2.71) and (2.72) in terms of real quantities
by the decomposition of the retarded and advanced Green’s functions and
self-energies as
¯ GR/A = Re ¯ GR ± iIm ¯ GR = Re ¯ GR ∓ i ¯ A/2, (2.74)
¯ A = ∓2Im ¯ GR/A, (2.75)
¯ ΣR/A = Re¯ ΣR ± iIm¯ ΣR = Re¯ ΣR ∓ i¯ Γ/2, (2.76)
¯ Γ = ∓2Im¯ ΣR/A. (2.77)
We note that in Wigner space the real parts of the retarded and advanced
Green’s functions and self-energies are equal, while the imaginary parts have
opposite sign and are proportional to the spectral function ¯ A and to the width
¯ Γ, respectively.
With the redeﬁnitions (2.74)–(2.77) one obtains two algebraic relations for
the spectral function ¯ A and the real part of the retarded Green’s function,
Re ¯ GR, in terms of the width ¯ Γ and the real part of the retarded self-energy,
Re¯ ΣR, as [47,50,53]
[
p2
0 − p2 − m2 − Re¯ ΣR]
Re ¯ GR = 1 + 1
4
¯ Γ ¯ A, (2.78)
[
p2
0 − p2 − m2 − Re¯ ΣR] ¯ A = ¯ ΓRe ¯ GR. (2.79)
Note that all terms with ﬁrst-order gradients have disappeared in Eqs. (2.78)
and (2.79). A ﬁrst consequence of Eq. (2.79) is a direct relation between the
real and the imaginary parts of the retarded, advanced Green’s function, which
reads (for ¯ Γ ̸= 0)
Re ¯ G
R =
p
2
0 − p
2 − m
2 − Re¯ Σ
R
¯ Γ
¯ A. (2.80)
Inserting Eq. (2.80) in Eq. (2.78) we end up with the following result for the
spectral function and the real part of the retarded Green’s function:
¯ A =
¯ Γ [
p
2
0 − p
2 − m
2 − Re¯ Σ
R]2
+ ¯ Γ
2/4
, (2.81)
Re ¯ GR =
[
p
2
0 − p
2 − m
2 − Re¯ Σ
R]
[
p
2
0 − p
2 − m
2 − Re¯ Σ
R]2
+ ¯ Γ
2/4
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The spectral function (2.81) shows a typical Breit-Wigner shape with energy-
and momentum-dependent self-energy terms. Although the above equations
are purely algebraic solutions and contain no derivative terms, they are valid
up to the ﬁrst order in the gradients.
In addition, subtraction of the real parts and adding up the imaginary parts
lead to the time-evolution equations
pµ∂x
µ ¯ A = 1
2
{
Re¯ ΣR, ¯ A
}
+ 1
2
{¯ Γ,Re ¯ GR}
, (2.83)
pµ∂x
µRe ¯ GR = 1
2
{
Re¯ ΣR,Re ¯ GR}
− 1
8
{¯ Γ, ¯ A
}
. (2.84)
The Poisson bracket containing the mass function ¯ M leads to the well-known
drift operator pµ∂x
µ ¯ F (for an arbitrary function ¯ F), i.e.,
{ ¯ M, ¯ F} = {p
2
0 − p
2 − m
2 − Re¯ Σ
R, ¯ F} = 2p
µ∂
x
µ ¯ F − {Re¯ Σ
R, ¯ F} (2.85)
such that the ﬁrst-order equations (2.83) and (2.84) can be written in a more
comprehensive form as
{ ¯ M, ¯ A} = {¯ Γ,Re ¯ GR}, (2.86)
{ ¯ M,Re ¯ GR} = −1
4{¯ Γ, ¯ A}. (2.87)
When inserting Eqs. (2.81) and (2.82) we ﬁnd that these ﬁrst-order time-
evolution equations are solved by the algebraic expressions. In this case the
following relations hold:
{ ¯ M, ¯ A} = {¯ Γ,Re ¯ GR} = { ¯ M, ¯ Γ}
¯ M
2 − ¯ Γ
2/4
[ ¯ M
2 + ¯ Γ
2/4]
2, (2.88)
{ ¯ M,Re ¯ GR} = −1
4{¯ Γ, ¯ A} = { ¯ M, ¯ Γ}
¯ M¯ Γ/2
[ ¯ M
2 + ¯ Γ
2/4]
2. (2.89)
Thus we have derived the proper structure of the spectral function (2.81) within
the ﬁrst-order gradient (or semiclassical) approximation. Together with the
explicit form for the real part of the retarded Green’s function (2.82) we now
have ﬁxed the dynamics of spectral properties, which is consistent up to ﬁrst
order in the gradients.
In order to evaluate the {i¯ Σ≶,Re ¯ GR}-term on the l.h.s. of Eq. (2.71) it is
useful to introduce distribution functions and self-energies as (cf. Eqs. (2.20)35 2.2 Nonequilibrium quantum ﬁeld theory
and (2.46))
i ¯ G<(p,x) = ¯ N(p,x) ¯ A(p,x), i ¯ G>(p,x) = [1 + ¯ N(p,x)] ¯ A(p,x), (2.90)
i¯ Σ<(p,x) = ¯ NΣ(p,x)¯ Γ(p,x), i¯ Σ>(p,x) = [1 + ¯ NΣ(p,x)]¯ Γ(p,x). (2.91)
In equilibrium the distribution function with respect to the Green’s functions
¯ N and the self-energies ¯ NΣ are given as Bose functions in the energy p0 at given
temperature. They thus are equal in equilibrium, but in general might diﬀer
out of equilibrium. Following the argumentation of Botermans and Malﬂiet
[55] the distribution functions ¯ N and ¯ NΣ in Eqs. (2.90) and (2.91) should
be identical within the second term of the l.h.s. of Eq. (2.71) in order to
obtain a consistent ﬁrst-order gradient expansion. In order to demonstrate
their argument we write
i¯ Σ
< = ¯ N¯ Γ + ¯ K, (2.92)
where the “correction” term
¯ K = ¯ Γ( ¯ N
Σ − ¯ N) = (i¯ Σ
<i ¯ G
> − i¯ Σ
>i ¯ G
<) ¯ A
−1 (2.93)
is proportional to the collision term of the generalized transport equation
(2.71), which itself is already of ﬁrst order in gradients. Thus, whenever a
distribution function ¯ NΣ appears within a Poisson bracket, the diﬀerence term
( ¯ NΣ − ¯ N) becomes of second order in the gradients and should be neglected.
As a consequence ¯ NΣ can be replaced by ¯ N and thus the self-energy ¯ Σ≶ by
¯ G≶¯ Γ/ ¯ A in the Poisson bracket term {¯ Σ≶,Re ¯ GR}. The generalized transport
equation (2.71) then can be written in shorthand notation as
1
2
¯ A¯ Γ
[
{ ¯ M,i ¯ G
<} −
1
¯ Γ
{¯ Γ, ¯ Mi ¯ G
<}
]
= i¯ Σ
<i ¯ G
> − i¯ Σ
>i ¯ G
< (2.94)
with the mass function ¯ M (3.2). Numerically, the oﬀ-shell transport equation
(2.94) can be solved by employing a generalized testparticle ansatz for the real
quantity i ¯ G<(x,p), which will be discussed in Sec. 2.2.4.
2.2.4 Testparticle representation
To obtain an approximate solution to the transport equation (2.94) we use
a testparticle ansatz for the Green’s function G<, more speciﬁcally for the
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particle in a given phase-space cell,
F(x,p) = ¯ A(p)N(x,p) = iG
<(x,p)
∼
N ∑
i=1
δ
(3)[x − xi(t)]δ
(3)[p − pi(t)]δ[p0 − εi(t)]. (2.95)
The testparticle method was applied to the generalized transport equation
ﬁrst in Ref. [53]. In the most general case (where self-energies depend on four-
momentum p, time t and the spatial coordinates x) the equations of motion
for the testparticles become (cf. Ref. [47])
dx
dt
=
1
1 − C(i)
1
2εi
[
2pi + ∇piReΣ
R
(i) +
ε2
i − p2
i − M2
0 − ReΣR
(i)
Γ(i)
∇piΓ(i)
]
, (2.96)
dp
dt
=
1
1 − C(i)
1
2εi
[
∇xiReΣ
R
(i) +
ε2
i − p2
i − M2
0 − ReΣR
(i)
Γ(i)
∇xiΓ(i)
]
, (2.97)
dεi
dt
=
1
1 − C(i)
1
2εi
[∂ReΣR
(i)
∂t
+
ε2
i − p2
i − M2
0 − ReΣR
(i)
Γ(i)
∂Γ(i)
∂t
]
, (2.98)
where the notation F(i) implies that the function is taken at the coordinates
of the testparticle, i.e., F(i) ≡ F(t,xi(t),pi(t),εi(t)). The quantity C(i), which
contains the energy derivatives of the retarded self-energy, is deﬁned as
C(i) =
1
2εi
[∂ReΣR
(i)
∂εi
+
ε2
i − p2
i − M2
0 − ReΣR
(i)
Γ(i)
∂Γ(i)
∂εi
]
. (2.99)
It yields a shift of the system time t to the “eigentime” of particle i deﬁned
by ¯ t = t/(1 − C(i)). Then the derivatives with respect to the “eigentime”,
i.e., dxi/d¯ ti, dpi/d¯ ti, and dεi/d¯ ti emerge without the renormalization factor,
(1−C(i))−1, for each testparticle i when neglecting higher-order time derivatives
in line with the semiclassical approximation scheme.
When self-energies only depend on space-time coordinates, i.e., ReΣR
(i)(x,p) =
ReΣR
(i)(x), and the width vanishes, Γ(i) = 0, we obtain directly the familiar
equations of motion in the quasiparticle approximation assuming quasiparti-
cles states with an eﬀective mass squared, M2
0 + ReΣR
(i)(x), and a spectral
function, which is proportional to a δ-function. This limit has been used in
transport theories [60–62] although its applicability should be restricted to low
collision rates.
In case of a momentum-independent width Γ(x) we take M2 = p2 − ReΣR37 2.2 Nonequilibrium quantum ﬁeld theory
as an independent variable instead of p0, which then ﬁxes the energy (for given
p and M) to
p
2
0 = p
2 + M
2 + ReΣ
R(x,p). (2.100)
Then Eq. (2.98) can be written as
d∆M2
i
dt
=
∆M2
i
Γ(i)
dΓ(i)
dt
⇔
d
dt
ln
(
∆M2
i
Γ(i)
)
= 0 (2.101)
for the time evolution of the testparticle i in the invariant mass squared, with
∆M2
i = M2
i − M2
0.
2.2.5 Collision terms
The collision term of the Kadanoﬀ-Baym equation can only be worked out in
more detail by giving explicit approximations for Σ< and Σ>. A corresponding
collision term can be formulated in full analogy to Refs. [63,64], e.g., from
Dirac-Brueckner theory following detailed balance as
Icoll(x,p,M
2)A = Tr2Tr3Tr4A(x,p,M
2)A(x,p2,M
2
2)A(x,p3,M
2
3)A(x,p4,M
2
4)
×|T[(p,M
2) + (p2,M
2
2) → (p3,M
2
3) + (p4,M
2
4)]|
2
a,sδ
(4)(p + p2 − p3 − p4)
×
[
Nxp3M2
3Nxp4M2
4
¯ fxpM2 ¯ fxp2M2
2 − NxpM2Nxp2M2
2
¯ fxp3M2
3
¯ fxp4M2
4
]
(2.102)
with
¯ fxpM2 = 1 + ηNxpM2 (2.103)
and η = ±1 for bosons (upper sign) and fermions (lower sign), respectively.
The indices a, s stand for the (anti)symmetric matrix element of the in-medium
scattering amplitude T in case of bosons (fermions). In Eq. (2.102) the trace
over particles 2, 3, 4 reads explicitly for fermions
Tr2 =
∑
σ2,τ2
1
(2π)4
∫
d
3p2
dM2
2
2
√
p2
2 + M2
2
, (2.104)
where σ2, τ2 denote spin and isospin of particle 2. In case of bosons we have
Tr2 =
∑
σ2,τ2
1
(2π)4
∫
d
3p2
dp2
0,2
2
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since here the spectral function AB is normalized as
∫
dp2
0
4π
AB(x,p) = 1, (2.106)
whereas for fermions we have
∫
dp0
2π
AF(x,p) = 1. (2.107)
Neglecting the “gain-term” in Eq. (2.102) one recognizes that the collisional
width of the particle in the rest frame is given by
Γcoll(x,p,M
2) = Tr2Tr3Tr4|T
[
(p,M
2) + (p2,M
2
2) → (p3,M
2
3) + (p4,M
2
4)
]
|
2
a,s
×A(x,p2,M
2
2)A(x,p3,M
2
3)A(x,p4,M
2
4)δ
(4)(p + p2 − p3 − p4)
×Nxp2M2
2
¯ fxp3M2
3
¯ fxp4M2
4, (2.108)
where—as in Eq. (2.102)—local on-shell processes are assumed for the transi-
tions p + p2 → p3 + p4. We note that the extension of Eq. (2.102) to inelastic
scattering processes (e.g., NN → N∆, etc.) is straightforward when exchang-
ing the elastic transition amplitude T by the corresponding inelastic one and
taking care of Pauli-blocking or Bose-enhancement factors for the particles in
the ﬁnal state.
For particles of inﬁnite lifetime in vacuum—such as protons—the collisional
width (2.108) has to be identiﬁed with twice the imaginary part of the self-
energy. Thus the transport approach determines the particle spectral function
via Eq. (2.108) for all particles if the in-medium transition amplitudes T are
known in their full oﬀ-shell dependence. Since this information is not available
for conﬁgurations of hot and dense matter, a couple of assumptions and numer-
ical approximation schemes have to be invoked in actual applications—such as
the PHSD transport approach—for the investigations within this work.
2.3 Summary
In this Chapter we have recalled the basic deﬁnitions of the Green’s function
techniques in nonequilibrium many-body theory. The Hartree and Hartree-
Fock approximations as well as the Born collision approximation in a non-
relativistic quantum many-body systems have been presented as ﬁrst- and39 2.3 Summary
second-order approximations. Based on the Schwinger-Keldysh formalism and
on the two-particle irreducible (2PI) approach we have extended the nonequi-
librium Green’s function techniques to relativistic systems for “resummed”
propagators and couplings. The derivation of Kadanoﬀ-Baym equations and
the generalized transport equations were shown, too. Furthermore, in order to
obtain an approximate solution to the resulting transport equation (in ﬁrst-
order gradient expansion) we have presented the generalized expressions for
testparticle equations of motion in 8-dimensional phase space. Finally, we
have given the collision term of the Kadanoﬀ-Baym equation in momentum
representation.Chapter 3
The Parton-Hadron-String
Dynamics Transport Approach
The Parton-Hadron-String Dynamics (PHSD) approach is a microscopic co-
variant transport model [23–25], which is in line with generalized transport
equations on the basis of the oﬀ-shell Kadanoﬀ-Baym equations [42–44] for
Green’s functions in phase-space representation (in the ﬁrst-order gradient ex-
pansion, beyond the quasiparticle approximation) (cf. Sec. 2.2). The approach
consistently describes the full evolution of a relativistic heavy-ion collision from
the initial hard scatterings and string formation through the dynamical de-
conﬁnement phase transition to the strongly interacting quark-gluon plasma
(sQGP) as well as hadronization and the subsequent interactions in the ex-
panding hadronic phase. In the hadronic sector PHSD is equivalent to the
Hadron-String-Dynamics (HSD) transport approach [63,65] that has been used
for the description of pA and AA collisions from GSI heavy-ion synchrotron
(SIS) to RHIC energies in the past.
In particular, PHSD incorporates oﬀ-shell dynamics for partons and
hadrons. In the oﬀ-shell transport description, the hadron and parton spec-
tral functions change dynamically during the propagation through the medium
and—in case of hadrons—evolve toward the on-shell spectral function in vac-
uum if the system expands in the course of heavy-ion collisions. As demon-
strated in [47,53,66] the oﬀ-shell dynamics is important for hadronic resonances
with a rather long lifetime in vacuum but strongly decreasing lifetime in the
nuclear medium (especially ω and ϕ mesons) and also proves vital for the
correct description of dilepton decays of ρ mesons with masses close to the
two-pion decay threshold.
4041 3.1 Explicit equations for fermions
3.1 Explicit equations for fermions
The generalized transport equations are implemented in PHSD in the inte-
gral forms (2.71) and (2.72) by using the following representation for the self-
energies. In case of fermions—such as baryons or quarks—the real part of the
self-energy Re¯ ΣR is separated into diﬀerent Lorentz structures of scalar and
vector type:
Re¯ Σ
R = 2ω(U
S
h (x,p) + γµU
µ
h(x,p)) (3.1)
for each fermion species h. The mass function for fermions is then
Mh(p,x) = Π
2
0 − Π
2 − m
∗2
h , (3.2)
with the eﬀective mass and four-momentum given by
m
∗
h(x,p) = mh + U
S
h (x,p) , (3.3)
Π
µ(x,p) = p
µ − U
µ
h(x,p) , (3.4)
where mh stands for the bare (vacuum) mass. After inserting Eq. (3.2) into the
generalized transport equation (2.71), the covariant oﬀ-shell transport theory
emerges. It is formally written as a coupled set of transport equations for the
phase-space distributions Nh(x,p) (x = (t,r), p = (ω,p)) of fermion h with a
spectral function Ah(x,p) (using i ¯ G<
h(x,p) = Nh(x,p)Ah(x,p)), i.e.,
(
Πµ − Πν∂
p
µU
ν
h − m
∗
h∂
p
µU
S
h
)
∂
µ
xNh(x,p)Ah(x,p)
+
(
Πν∂
x
µU
ν
h + m
∗
h∂
x
µU
S
h
)
∂
µ
pNh(x,p)Ah(x,p) − {i¯ Σ
<,Re ¯ G
R}
= (2π)
4 ∑
h2h3h4
tr2tr3tr4[T
†T]12→34
×δ
4(Π + Π2 − Π3 − Π4)Ah(x,p)Ah2(x,p2)Ah3(x,p3)Ah4(x,p4)
×
[
Nh3(x,p3)Nh4(x,p4)¯ fh(x,p)¯ fh2(x,p2)−Nh(x,p)Nh2(x,p2)¯ fh3(x,p3)¯ fh4(x,p4)
]
(3.5)
with
¯ fh(x,p) = 1 − Nh(x,p)
and
trn =
∫
d4pn
(2π)4.Chapter 3: The Parton-Hadron-String Dynamics Transport Approach 42
Here ∂x
µ ≡ (∂t,∇r) and ∂p
µ ≡ (∂ω,∇p) (µ = 0,1,2,3). The factor |T †T| stands
for the in-medium transition matrix element (squared) for the binary reaction
1 + 2 → 3 + 4, which has to be known also oﬀ the mass shell. The back-ﬂow
term in (3.5) is given by
−{i¯ Σ
<,Re ¯ G
R} ≈ ∂
µ
p
(
Mh(x,p)
Mh(x,p)2 + Γh(x,p)2/4
)
∂
x
µ [Nh(x,p)Γh(x,p)]
− ∂
x
µ
(
Mh(x,p)
Mh(x,p)2 + Γh(x,p)2/4
)
∂
µ
p [Nh(x,p)Γh(x,p)]. (3.6)
As pointed out before, this expression stands for the oﬀ-shell evolution, which
vanishes in the on-shell limit or when the spectral function Ah(x,p) does
not change its shape during the propagation through the medium, i.e., for
∇rΓ(x,p) = 0 and ∇pΓ(x,p) = 0. We recall that the transport equations (3.5)
have been the basis for the oﬀ-shell HSD transport approach for the baryon
and antibaryon dynamics [63] before they were applied also to the quark and
gluon dynamics within the PHSD transport.
In order to specify the dynamics of partons one has to evaluate/specify
the related self-energies for quarks and antiquarks as well as gluons that enter
the spectral functions (2.81) and retarded Green’s functions (2.82). This task
has been carried out within a dynamical quasiparticle model, which will be
presented in Sec. 3.2 (following Ref. [50]).
3.2 The Dynamical Quasiparticle Model
The basis of the partonic phase description in PHSD is the dynamical quasi-
particle model (DQPM) [16,17,50,67,68], which describes QCD properties in
terms of single-particle Green’s functions (in the sense of a two-particle irre-
ducible (2PI) approach) and has been matched to reproduce lQCD results—
including the partonic equation of state—in thermodynamic equilibrium. The
DQPM allows for a simple and transparent interpretation of thermodynamic
quantities, as will be demonstrated below, and correlators—measured on the
lattice—by means of eﬀective strongly interacting partonic quasiparticles with
broad spectral functions. The essential quantities in the DQPM are the “re-
summed” single-particle propagators ¯ Gq, ¯ G¯ q, and ¯ Gg.
We stress that a nonvanishing width ¯ Γ (2.77) in the partonic spectral func-
tion is the main diﬀerence between the DQPM and conventional quasiparticle43 3.2 The Dynamical Quasiparticle Model
models [19–22,69]. Its inﬂuence on the collision dynamics is essentially seen in
the correlation functions. E.g., in the stationary limit, the correlation involv-
ing the oﬀ-diagonal elements of the energy-momentum tensor T kl deﬁne the
shear viscosity η of the medium [18]. In Sec. 6.1 we will show that a sizable
width is mandatory to obtain a small ratio of the shear viscosity to entropy
density, η/s [70], which results in a roughly hydrodynamical evolution of the
partonic system in PHSD [23]. The ﬁnite width leads to two-particle corre-
lations, which are taken into account in PHSD by means of the generalized
oﬀ-shell transport equations (cf. Sec. 2.2.3) that go beyond the mean-ﬁeld and
Boltzmann approximations.
3.2.1 Quasiparticle properties and thermodynamics of
the DQPM from lattice QCD
The DQPM was ﬁrst introduced by Peshier and Cassing [18, 67, 68]. The
model assumes that the degrees of freedom of QCD at high temperatures
are interacting massive quasiparticles—quarks, antiquarks, and gluons—with
broad spectral functions.
Let us start with the entropy density in the quasiparticle limit [67,71–74]
s
dqp = dq
∫
dω
2π
d3p
(2π)3
∂nF((ω − µq)/T)
∂T
(Imln(−S
−1
q ) + ImΣq ReSq)
− d¯ q
∫
dω
2π
d3p
(2π)3
∂nF((ω + µq)/T)
∂T
(Imln(−S
−1
¯ q ) + ImΣ¯ q ReS¯ q)
− dg
∫
dω
2π
d3p
(2π)3
∂nB
∂T
(Imln(−∆
−1) + ImΠRe∆), (3.7)
where nF and nB denote the Fermi and Bose distributions, respectively, and
µq stands for the quark chemical potential, while Sq = (p2 − Σq)−1, S¯ q =
(p2−Σ¯ q)−1, and ∆ = (p2−Π)−1, with p2 = ω2−p2, denote scalar quasiparticle
propagators of quarks q, antiquarks ¯ q, and gluons g. The number of gluonic
degrees of freedom is dg = 16, while the fermion degrees of freedom amount
to dq = d¯ q = 2NcNf = 18 in case of three ﬂavors (Nf = 3). The quasiparticle
limit here means the assumption that the spectral functions of particles have a
single (well-deﬁned) peak. The accuracy of this approximation can be judged
by the size of the ratio Γ/M. In Eq. (3.7) Σ = Σq ≈ Σ¯ q and Π stand for the
quasiparticle self-energies.
For simplicity of presentation we consider here scalar quasiparticles, forChapter 3: The Parton-Hadron-String Dynamics Transport Approach 44
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Figure 3.1: The partonic spectral functions as functions of energy ω at given
momentum |p| = 1 GeV and for diﬀerent temperatures, T/Tc = 1.5 (solid
green lines), T/Tc = 3 (dashed blue lines), T/Tc = 5 (dash-dotted red lines),
and T/Tc = 10 (short-dashed burgundy lines). (a) quarks and antiquarks; (b)
gluons.
which the propagator ∆ as well as the quasiparticle self-energy Π are considered
as Lorentz scalars, however, keep in mind that in PHSD these quantities for
quarks, antiquarks, and gluons are Lorentz tensors. The “dressed” propagators
may be calculated in a nonpertubative framework. An alternative procedure
is to employ an ansatz with a Lorentzian spectral function and to ﬁt the few
parameters to results from lQCD,
¯ Aj = ρj(ω,p) =
Γj
Ej
(
1
(ω − Ej)2 + Γ2
j
−
1
(ω + Ej)2 + Γ2
j
)
=
4ωΓj
(ω2 − p2 − M2
j )2 + 4Γ2
jω2, (3.8)
separately for quarks, antiquarks, and gluons (j = q, ¯ q,g), with the notation
E2
j(p2) = p2 + M2
j − Γ2
j. We may identify (cf. Sec. 2.2.3)
Re¯ Σ
R
j = M
2
j , ¯ Γj = 2ωΓj. (3.9)
Note that ¯ Γ in Eq. (3.9) corresponds to Γ in Chapter 2. The spectral function
(3.8) is antisymmetric in ω and normalized as
∞ ∫
−∞
dω
2π
ωρj(ω,p) =
∞ ∫
0
dω
2π
2ωρj(ω,p) = 1. (3.10)45 3.2 The Dynamical Quasiparticle Model
1 2 3 4 5 6 7 8 9 10
0.0
0.5
1.0
1.5
2.0
2.5
 
 
M
 
[
G
e
V
]
T/T
c
 gluon
 quark
(a)
1 2 3 4 5 6 7 8 9 10
0.0
0.1
0.2
0.3
0.4
0.5
 gluon
 quark
 
 
 
[
G
e
V
]
T/T
c
(b)
Figure 3.2: The quasiparticle properties of quarks and antiquarks (short-
dashed orange lines) and of gluons (solid green lines) as functions of the scaled
temperature T/Tc (Tc = 0.158 GeV) (at µq = 0). (a) mass; (b) width.
In Fig. 3.1 the fermionic (l.h.s.) and gluonic (r.h.s.) spectral functions at
various values for the temperature, T/Tc = 1.5, 3, 5, 10, are shown (for the
parameters ﬁtted to lQCD).
The functional form of the parton quasiparticle mass is chosen to coincide
with that of the perturbative thermal mass in the asymptotic high-momentum
(high-temperature) regime, i.e., for quarks (antiquarks)
M
2
q(¯ q)(T) =
N2
c − 1
8Nc
g
2
(
T
2 +
µ2
q
π2
)
, (3.11)
and for gluons
M
2
g(T) =
g2
6
((
Nc +
1
2
Nf
)
T
2 +
Nc
2
∑
q
µ2
q
π2
)
, (3.12)
where the running coupling constant (squared) for T > Tc is approximated by
g
2(T/Tc) =
48π2
(11Nc − 2Nf)ln[λ2(T/Tc − Ts/Tc)2]
, (3.13)
In Eqs. (3.11)–(3.13), Nc = 3 stands for the number of colors, Tc is the critical
temperature, while Nf(=3) denotes the number of ﬂavors.
The eﬀective quarks, antiquarks, and gluons in the DQPM have ﬁniteChapter 3: The Parton-Hadron-String Dynamics Transport Approach 46
widths, which for µq = 0 are approximated by
Γq(¯ q)(T) =
1
3
N2
c − 1
2Nc
g2T
8π
ln
(
2c
g2 + 1
)
, (3.14)
Γg(T) =
1
3
Nc
g2T
8π
ln
(
2c
g2 + 1
)
, (3.15)
where c is related to a magnetic cutoﬀ. We stress here that the DQPM as-
sumes Γj = const(ω). Also, the decomposition of the total width Γj into the
collisional width (due to elastic and inelastic collisions) and the decay width is
not addressed in the DQPM. This question will be discussed in Sec. 5.2. Note
that for µq = 0 the DQPM gives
Mq(¯ q) =
2
3
Mg, Γq(¯ q) =
4
9
Γg (3.16)
and reﬂects the ratio of the Casimir eigenvalues in color space. The tempera-
ture dependence (for T > Tc) for masses and widths of quasiparticles at µq = 0
are displayed in Fig. 3.2.
From the expressions (3.11)–(3.16) one can see that at high temperature,
T → ∞, the masses and the interaction strength of the quasiparticles in the
DQPM are approaching the one-loop perturbative QCD results.
After the real and imaginary parts of the propagators ∆ and S (cf.
Sec. 2.2.3) are determined by Eqs. (3.8)–(3.16) as functions of temperature,
the entropy density (3.7) can be evaluated numerically and compared to lQCD
results in order to extract the values for λ, Tc, Ts, and c.
With the resulting entropy density s(T), we can calculate also the other
thermodynamic quantities, such as the pressure P and the energy density ε,
from the thermodynamic relations (for µq = 0),
s(T) =
∂P
∂T
, (3.17)
ε(T) = Ts − P (3.18)
as well as the interaction measure
W(T) = ε(T) − 3P(T) = Ts − 4P (3.19)
that vanishes for massless and noninteracting degrees of freedom.47 3.2 The Dynamical Quasiparticle Model
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Figure 3.3: The thermodynamic quantities as functions of temperature from
the DQPM and corresponding lQCD results from Refs. [75,76] (black dots and
blue triangles). (a) the scaled entropy density s(T)/T 3 (solid green line) and
scaled energy density ε(T)/T 4 (short-dashed red line); (b) the dimensionless
interaction measure (ε − 3P)/T 4 (solid orange line).
After a direct comparison of the resulting entropy density s(T) and energy
density ε(T) from the DQPM with lQCD results from Refs. [75,76], which
is presented in Fig. 3.3(a) (both results have been divided by T 3 and T 4,
respectively), the parameters were ﬁxed to: Tc = 0.158 GeV, Ts/Tc = 0.56,
λ = 2.42, and c = 14.4. The dimensionless interaction measure (ε − 3P)/T 4
is presented in Fig. 3.3(b). The DQPM is thermodynamically consistent and
represents a two-particle irreducible (2PI) approximation to hot QCD, once
the free parameters in Eqs. (3.13)–(3.15) are ﬁtted to lQCD results.
The results for the strong coupling constant for T > Tc, which in the
DQPM is given by
αs(T/Tc) =
g2(T/Tc)
4π
=
12π
(11Nc − 2Nf)ln[λ2(T/Tc − Ts/Tc)2]
, (3.20)
are presented in Fig. 3.4. For comparison, we show on the same plot the lQCD
results for pure SUc(3) gauge theory (Nf = 0) from Ref. [77].Chapter 3: The Parton-Hadron-String Dynamics Transport Approach 48
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Figure 3.4: The results for the strong coupling, αs, as a function of temperature
from the DQPM for Nf = 0 (solid blue line) and for Nf = 3 (short-dashed red
line) in comparison to the lQCD data from Ref. [77] (green dots).
3.2.2 Timelike and spacelike quantities
For the further description of the DQPM let us introduce the shorthand nota-
tions (following Ref. [50])
ˆ Tr
±
q ... = dq
∫
dω
2π
d3p
(2π)32ωρq(ω,p)Θ(ω)nF[(ω − µq)/T]Θ(±p
2)...,
ˆ Tr
±
¯ q ... = d¯ q
∫
dω
2π
d3p
(2π)32ωρ¯ q(ω,p)Θ(ω)nF[(ω + µq)/T]Θ(±p
2)...,
ˆ Tr
±
g ... = dg
∫
dω
2π
d3p
(2π)32ωρg(ω,p)Θ(ω)nB(ω/T)Θ(±p
2)..., (3.21)
with p2 = ω2−p2 denoting the invariant mass squared, the spectral functions,
ρj(ω,p), (j = q, ¯ q,g), are taken in Lorentzian form (3.8), nF and nB are the
Fermi and Bose distributions, respectively. The Θ(±p2) function in Eq. (3.21)
separates timelike (+) quantities from spacelike (−) quantities.
Following the notations (3.21), the “quasiparticle densities” are deﬁned (in
equilibrium) by
N
±
q (T) = ˆ Tr
±
q 1, N
±
¯ q (T) = ˆ Tr
±
¯ q 1, N
±
g (T) = ˆ Tr
±
g 1. (3.22)
Note that only the timelike integrals over space have a particle number inter-49 3.2 The Dynamical Quasiparticle Model
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Figure 3.5: The diﬀerent “densities” (3.22) as well as the scalar densities (3.24)
(at µq = 0). The solid orange lines represent the scalar densities ρs, the short-
dashed red lines—the timelike densities N+, the dash-dotted green lines—
the spacelike densities N−, and the short-dotted blue lines are the sum N =
N++N− as functions of T/Tc. All densities are multiplied by the dimensionless
factor (Tc/T)3. (a) quarks and antiquarks; (b) gluons.
pretation, i.e., the parton density ρp is given as
ρp(T) = N
+
q + N
+
¯ q + N
+
g . (3.23)
Scalar densities for quarks, antiquarks, and gluons are deﬁned by integrat-
ing in the timelike sector
ρ
s
q(T) = ˆ Tr
+
q
(√
p2
ω
)
, ρ
s
¯ q(T) = ˆ Tr
+
¯ q
(√
p2
ω
)
, ρ
s
g(T) = ˆ Tr
+
g
(√
p2
ω
)
. (3.24)
The results for the diﬀerent “densities” are presented in Fig. 3.5 for quarks
and antiquarks (l.h.s.) and for gluons (r.h.s.).
Our further studies in the thesis mostly will be focussed on the PHSD
simulations in a cubic box with periodic boundary conditions and it is useful
to introduce the vector density ρv as
ρv(T) = N
+
q + N
+
¯ q + 2N
+
g , (3.25)
because the total energy in the box, which can be expressed as a function of the
vector density, will be conserved during the time evolution without running
into numerical instabilities. One can use the timelike vector density as an
independent variable, instead of the temperature T and chemical potential µq.Chapter 3: The Parton-Hadron-String Dynamics Transport Approach 50
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Figure 3.6: The quasiparticle properties of quarks and antiquarks (short-
dashed orange lines) and of gluons (solid green lines) as functions of the vector
density ρv (at µq = 0). (a) mass; (b) width.
This is useful for the numerical realization, because the quasiparticle properties
are varying smoothly with ρv, while they depend on high powers of T. For
example, the quasiparticle masses (3.11) and (3.12) as well as widths (3.14)
and (3.15) are shown in Fig. 3.6 as functions of the vector density ρv.
We, furthermore, separate the spacelike and timelike components for the
energy densities
T
±
00,q(T) = ˆ Tr
±
q ω, T
±
00,¯ q(T) = ˆ Tr
±
¯ q ω, T
±
00,g(T) = ˆ Tr
±
g ω. (3.26)
The spacelike parts of the energy densities are related to the potential energy
densities (or interaction energy), while the timelike fractions are the quark,
antiquark, and gluon quasiparticle energy densities, which propagate within
the lightcone. The results for the quasiparticle energy densities of diﬀerent
components (at µq = 0) are shown in Fig. 3.7 for quarks and antiquarks (l.h.s.)
and for gluons (r.h.s.).
Summing up the timelike and spacelike contributions for quarks, anti-
quarks, and gluons we obtain the total energy density T 00,
T
00 = T
+
00,q + T
+
00,¯ q + T
+
00,g + T
−
00,q + T
−
00,¯ q + T
−
00,g (3.27)
and the potential energy density V (only spacelike parts),
V = T
−
00,q + T
−
00,¯ q + T
−
00,g. (3.28)51 3.2 The Dynamical Quasiparticle Model
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Figure 3.7: The spacelike energy density T
−
00 (short-dashed green lines), the
timelike energy density T
+
00 (solid red lines), and their sum T00 = T
−
00 + T
+
00
(short-dotted blue lines) as functions of T/Tc. All densities are multiplied by
the dimensionless factor (Tc/T)4. (a) quarks and antiquarks; (b) gluons.
In Fig. 3.8(a) the dimensionless total energy density T 00/T 4 and the dimension-
less potential energy density V/T 4 are presented as functions of temperature
T. The quantity T 00 practically coincides with the energy density ε (3.18)
obtained from the thermodynamic relations. Small diﬀerences (≈5%) relate
to the systematic uncertainties in our study. The ratio of the potential V to
total T 00 energy density is displayed in Fig. 3.8(b). The ratio V/T 00 ≈ 0.33
holds for a very wide range of temperatures T.
3.2.3 Self-energies and eﬀective interactions of quasi-
particles
The spacelike quasiparticles cannot be propagated in transport approaches
without violating causality and/or Lorentz invariance. It means that self-
energies and scatterings of quasiparticles can be deﬁned only for the timelike
sector. However, as was discussed above, the spacelike part of the total energy
density is interpreted as the partonic potential energy density (3.28).
It is useful to separate the potential energy density V into three parts: a
pure fermionic interaction density V ′
qq, a pure gluonic interaction density V ′
gg,
and a gluon-fermion interaction density V ′
gq
V = V
′
qq + V
′
gg + V
′
gq (3.29)
and to add half of the interaction density V ′
gq to the fermion and gluon partsChapter 3: The Parton-Hadron-String Dynamics Transport Approach 52
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Figure 3.8: (a) The scaled total quasiparticle energy density T 00/T 4 (solid
red line), the scaled potential quasiparticle energy density V/T 4 (dash-dotted
green line), and the DQPM results for ε/T 4 (short-dashed blue line) obtained
from the thermodynamic relations as functions of temperature T; (b) The ratio
of the total to potential quasiparticle energy density (solid orange line) as a
function of temperature T.
separately, e.g.,
T
−
00,g = V
′
gg + 0.5V
′
gq, T
−
00,q + T
−
00,¯ q = V
′
qq + 0.5V
′
gq. (3.30)
Let us introduce the quantity λ(ρv) as a function of the vector density ρv (3.25)
λ(ρv) =
V ′
qq − V ′
gg
T
−
00,q + T
−
00,¯ q + T
−
00,g
. (3.31)
Using the ansatz
V
′
qq + V
′
gg = (1 − ξ)V, (3.32)
we end up with the following expressions for the diﬀerent interaction densities
V
′
gg = 0.5(1 − ξ − λ)V, V
′
qq = 0.5(1 − ξ + λ)V, V
′
gq = ξV, (3.33)
but still with the unknown fraction ξ for the gluon-fermion interaction density
V ′
gq.
Mean-ﬁeld potentials for quarks (including antiquarks), Uq(ρv), and for53 3.2 The Dynamical Quasiparticle Model
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Figure 3.9: (a) The mean-ﬁeld potentials Uq(ρv) for quarks—including
antiquarks—(solid red line) and Uq(ρv) for gluons (short-dashed blue line) as
functions of the vector density ρv; (b) The ratio Ug/Uq (solid green line) as a
function of the vector density ρv.
gluons, Ug(ρv), can be determined as (cf. Refs. [16,17,78–80])
Uq(ρv) =
∂(V ′
qq + V ′
gq)
∂(N+
q + N
+
¯ q )
, Ug(ρv) =
∂(V ′
gg + V ′
gq)
∂N+
g
, (3.34)
which after inserting Eq. (3.33) gives
Uq(ρv) =
1
2
∂(1 + λ + ξ)V
∂ρv
∂ρv
∂(N+
q + N
+
¯ q )
,
Ug(ρv) =
1
2
∂(1 − λ + ξ)V
∂ρv
∂ρv
∂(N+
g )
. (3.35)
Note that ξ = ξ(ρp) is here taken to be a constant. In order to deﬁne the
fraction of the interaction density, ξ, one has to ﬁx this fraction in comparison
to the gluon mean-ﬁeld from Ref. [17], where the pure gluonic sector has be
evaluated in the same way. As a result we obtain ξ ≈ 0.3.
The results for mean-ﬁeld potentials Uq(ρv) and Ug(ρv) are shown in
Fig. 3.9(a). The ratio Ug/Uq ≈ 1.9 holds, as can be seen in Fig. 3.9(b), for a
very wide range of vector densities ρv within 10% accuracy.
The second derivatives of the potential energy density, V , relate to theChapter 3: The Parton-Hadron-String Dynamics Transport Approach 54
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Figure 3.10: (a) The eﬀective gluon-gluon vgg (solid red line), quark-quark
vqq (short-dashed blue line), and gluon-quark vgq (short-dotted green line)
interaction from the DQPM for ξ = 0.3 (see text) as functions of the vector
density ρv; (b) The ratios vgg/vqq (solid red line) and vgq/vqq (short-dashed
blue line) as a function of the vector density ρv.
eﬀective fermion-fermion, gluon-fermion, and gluon-gluon interactions as
vqq(ρv) =
∂2V ′
qq
∂(N+
q + N
+
¯ q )2 ≈
1
2
∂2(1 − ξ + λ)V
∂ρ2
v
(
∂ρv
∂(N+
q + N
+
¯ q )
)2
,
vgq(ρv) =
∂2V ′
gq
∂(N+
q + N
+
¯ q )∂N+
g
≈
∂2(ξV )
∂ρ2
v
(
∂ρv
∂(N+
q + N
+
¯ q )
)(
∂ρv
∂N+
g
)
,
vgg(ρv) =
∂2V ′
gg
∂(N+2
g
≈
1
2
∂2(1 − ξ − λ)V
∂ρ2
v
(
∂ρv
∂N+
g
)2
. (3.36)
The actual results for the eﬀective interactions (3.36) are displayed in
Fig. 3.10(a) and for the ratios vgg/vqq and vgq/vqq – in Fig. 3.10(b).
3.2.4 The scaling hypothesis
The extension of the DQPM to ﬁnite quark chemical potential µq is more
delicate since a guidance by lQCD is presently very limited. In case of the
DQPM the quasiparticle widths Γ(T,µq) have to be known in the (T,µq) plane.
In hard thermal loop (HTL) approaches [81,82] the damping of a hard quark
(or gluon) does not depend on the quark chemical potential explicitly [83] and
one might use Eqs. (3.14) and (3.15) for the quasiparticle widths also at ﬁnite
µq. However, HTL approaches assume small couplings g2 and should be applied
at suﬃciently high temperature, only. The lQCD calculations [84] suggest that55 3.2 The Dynamical Quasiparticle Model
the ratio of pressure to energy density P/ε is approximately independent on
quark chemical potential µq as a function of energy density ε. Accordingly, the
functional dependence of the quasiparticle width Γ in the (T,µq) plane has to
be modeled in line with “lattice phenomenology”.
For three light ﬂavors (q = u,d,s) and for all equal chemical potentials
(µu = µd = µs = µ) Eqs. (3.11) and (3.12) show that the eﬀective quark and
gluon masses are functions of
T
∗2 = T
2 +
µ2
π2. (3.37)
A straightforward extension of the DQPM for the running coupling (squared)
(3.13) is to consider the running coupling as a function of T ∗/Tc(µ) with a
µ-dependent critical temperature,
Tc(µ) ≈ Tc(0)
(
1 − 0.09
µ2
Tc(0)2
)
. (3.38)
The coeﬃcient in front of the µ2-dependent part can be compared to lQCD
calculations at ﬁnite (but small) quark chemical potential µ, which gives
0.07(3) [85]. If the partonic widths are assumed to have the forms (3.14) and
(3.15) than one has to expect an approximate scaling of the DQPM results,
Γq(¯ q)(T,µ) =
1
3
N2
c − 1
2Nc
g2(T ∗/Tc(µ))
4π
T ln
(
2c
g2(T ∗/Tc(µ))
+ 1
)
, (3.39)
Γg(T,µ) =
1
3
Nc
g2(T ∗/Tc(µ))
4π
T ln
(
2c
g2(T ∗/Tc(µ))
+ 1
)
, (3.40)
where g2(T/Tc) has been replaced by g2(T ∗/Tc(µ)).
The results for the quasiparticle masses and widths as functions of T ∗/Tc(µ)
within the scaling hypothesis (3.38)–(3.40) are presented in Fig. 3.11. Fur-
thermore, the quantities M/T stay about the same as functions of the scaled
temperature T ∗/Tc(µ) for various quark chemical potentials.
The more interesting question is how the energy density T 00 (3.27) and the
vector density ρv (3.25) change with quark chemical potential in the DQPM.
This information is provided in Fig. 3.12, where the l.h.s. shows the energy
density T 00 (3.27) (scaled in terms of Tc0 = Tc(µ = 0)) as a function of the
scaled temperature T ∗/Tc(µ). The energy density ε is seen to scale well with
(T/Tc0)4 as a function of the scaled temperature for T ∗/Tc(µ) > 5, however,Chapter 3: The Parton-Hadron-String Dynamics Transport Approach 56
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Figure 3.11: The quasiparticle properties of quarks and antiquarks (short-
dashed orange lines) and of gluons (solid green lines) as functions of the scaled
temperature T ∗/Tc(µ) for various quark chemical potentials µq = µ from µ = 0
to µ = 0.2 GeV in steps of 0.05 GeV. (a) mass; (b) width.
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Figure 3.12: (a) The energy density T 00(3.27) (solid blue lines) and (b) the
vector density ρv (3.25) (solid red lines) as functions of the scaled temperature
T ∗/Tc(µ) for Nf = 3 for quark chemical potentials µ from 0 to 0.2 GeV in steps
of 0.05 GeV. Note that the energy density T 00 is scaled by the dimensionless
factor (Tc0/T)4, while the parton density is scaled by the factor (Tc0/T)3.57 3.3 Dynamical hadronization
increases with µ close to the phase boundary. Note that a quark chemical
potential of 0.2 GeV corresponds to a baryon chemical potential of µB = 3µ =
0.6 GeV, which is already substantial and the validity of Eq. (3.38) becomes
questionable.
The r.h.s. of Fig. 3.12 shows the vector density ρv as a function of the
scaled temperature (T ∗/Tc(µ)) (multiplied by (Tc0/T)3) for quark chemical
potentials from µ = 0 to µ = 0.2 GeV in steps of 0.05 GeV. The scaled vector
density increases with µ. One should recall, that a tri-critical endpoint might
be expected for µB = 3µ ≈ 0.4 GeV [86], which corresponds to µ ≈ 0.13 GeV.
The explicit change in the vector density ρv as well as in the energy density
T 00 with µ stays very moderate.
3.3 Dynamical hadronization
The hadronization, i.e., the transition from partonic to hadronic degrees of
freedom, is described in PHSD by covariant transition rates for the fusion of
quark-antiquark pairs to mesonic resonances or three quarks (antiquarks) to
baryonic states [23,24], e.g., for q + ¯ q fusion to a meson m of four-momentum
p = (ω,p) at space-time point x = (t,x):
dNm(x,p)
d4xd4p
= TrqTr¯ q δ
4(p − pq − p¯ q)δ
4
(
xq + x¯ q
2
− x
)
×ωqρq(pq)ω¯ qρ¯ q(p¯ q)|vq¯ q|
2Wm
(
xq − x¯ q,
pq − p¯ q
2
)
×Nq(xq,pq)N¯ q(x¯ q,p¯ q)δ(ﬂavor,color). (3.41)
In Eq. (3.41) we have introduced the shorthand operator notation
Trj ... =
∑
j
∫
d
4xj
∫
d4pj
(2π)4 ..., (3.42)
where
∑
j denotes a summation over discrete quantum numbers (spin, ﬂavor,
and color); Nj(x,p) is the phase-space density of parton j at space-time posi-
tion x and four-momentum p. In Eq. (3.41) δ(ﬂavor, color) stands symbolically
for the conservation of ﬂavor quantum numbers as well as color neutrality of the
formed hadron m, which can be viewed as a color dipole or “pre-hadron.” Fur-
thermore, vq¯ q(ρp) is the eﬀective quark-antiquark interaction from the DQPM
(3.36) as a function of the local vector density ρv (3.25) (or energy density)Chapter 3: The Parton-Hadron-String Dynamics Transport Approach 58
and Wm(x,p) is the dimensionless phase-space distribution of the formed pre-
hadron, i.e.,
Wm(ξ,pξ) = exp
(
ξ2
2b2
)
exp
[
2b
2
(
p
2
ξ −
(Mq − M¯ q)2
4
)]
, (3.43)
with ξ = x1 − x2 = xq − x¯ q and pξ = (p1 − p2)/2 = (pq − p¯ q)/2. The width
parameter b has been ﬁxed by
√
⟨r2⟩ = b = 0.66 fm (in the rest frame), which
corresponds to an average rms radius of mesons. We note that the expression
(3.43) corresponds to the limit of independent harmonic oscillator states and
that the ﬁnal hadron-formation rates are approximately independent of the
parameter b within reasonable variations. By construction the quantity (3.43)
is Lorentz invariant; in the limit of instantaneous “hadron formation,” i.e.,
ξ0 = 0, it provides a Gaussian dropping in the relative distance squared,
(r1 − r2)2. The four-momentum dependence reads explicitly (except for a
factor 1/2)
(E1 − E2)
2 − (p1 − p2)
2 − (M1 − M2)
2 ≤ 0 (3.44)
and leads to a negative argument of the second exponential in Eq. (3.43)
favoring the fusion of partons with low relative momenta pq − p¯ q = p1 − p2.
Note that due to the oﬀ-shell nature of both partons and hadrons, the
hadronization process obeys all conservation laws (i.e., four-momentum con-
servation and ﬂavor current conservation) in each event, detailed balance re-
lations, and an increase in the total entropy S in case of a rapidly expanding
system. The physics behind Eq. (3.41) is that the inverse reaction, i.e., the
dissolution of hadronic states to quark-antiquark pairs (in case of mesons), at
low energy density is inhibited by the huge masses of the partonic quasiparti-
cles according to the DQPM. Vice versa, the resonant q-¯ q pairs have a large
phase space to decay to several 0− octet mesons. We recall that the transition
matrix element becomes huge below the critical energy density.
If the system is initialized by an ensemble of partons, but the energy density
in the system is below the critical energy density (εc ≈ 0.5 GeV/fm3), the
evolution proceeds through the dynamical phase transition and ends up in an
ensemble of hadrons. In Fig. 3.13 we show the results of the PHSD calculations
for the system initialized in a cubic box with periodic boundary conditions by
quarks, antiquarks, and gluons at µq = 0 and ε = 0.35 GeV/fm3 (the details of
the box calculations will be addressed in Chapter 5). The numbers of partons
(solid red line) and hadrons (dashed blue line) are shown as functions of time.59 3.4 Summary
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Figure 3.13: PHSD calculations for the system initialized by quarks and gluons
at µq = 0 and ε = 0.35 GeV/fm3. The numbers of partons (solid red line) and
hadrons (dashed blue line) are shown as functions of time.
We observe that the transition from partonic to hadronic degrees of freedom is
complete after about 9 fm/c. A small nonvanishing fraction of partons remains
due to local ﬂuctuations of the energy density from cell to cell.
3.4 Summary
In this Chapter we have speciﬁed in more detail the ingredients of PHSD. In
particular, we have presented the generalized transport equations for fermions,
which are implemented in PHSD. To evaluate the self-energies for quarks and
antiquarks as well as gluons—that enter the spectral functions and retarded
Green’s functions—we have recapitulated the DQPM, which describes QCD
properties in terms of single-particle Green’s functions and has been matched
to reproduce lQCD results.
An ansatz with a Lorentzian spectral function as an alternative procedure
to calculate the “dressed” propagators in a nonperturbative framework—by
ﬁtting the few parameters to results from lQCD—has been presented in this
Chapter. Employing this ansatz, we have shown that the DQPM is the thermo-
dynamically consistent model which is well in line with lQCD thermodynamics.
We have provided another implication of the DQPM by separating timelike
and spacelike quantities for particle densities, energy densities, etc. By takingChapter 3: The Parton-Hadron-String Dynamics Transport Approach 60
derivatives of the potential energy densities with respect to the timelike gluon
and fermion densities we have obtained mean-ﬁeld potentials for quarks, anti-
quarks, and gluons as functions of the vector density ρv, which enters instead
of thermodynamical Lagrange parameters T and µq. Second derivatives w.r.t.
the gluon and/or fermion densities then deﬁne eﬀective interactions between
quarks, antiquarks, and gluons.
An extension of the DQPM to ﬁnite quark chemical potentials has been
presented, too. The energy density, T 00, and the vector density, ρv, are found
to increase slightly with µq close to Tc.
Furthermore, we have presented the basic equations for the transition from
partons to hadrons and vice versa, i.e., the dynamical hadronization in PHSD
that incorporates all conservation laws, detailed balance relations, and leads
to an increase in total entropy in case of a rapidly expanding system.Chapter 4
PHSD results for heavy-ion
collisions
The PHSD transport approach was applied to nucleus-nucleus collisions from
SPS to RHIC energies in order to explore the spacetime regions of partonic
matter. The actual implementations of PHSD for heavy-ion collisions have
been presented in detail in Refs. [24, 25, 87]. The comparison to the data
allows us to control the implementation of the microscopic description of the
QGP and the dynamical hadronization in PHSD before we proceed to the novel
results on the properties of strongly interacting matter in Chapters 5 and 6.
In this Chapter we compare the PHSD results to the experimental data for
heavy-ion collisions from SPS to RHIC energies as well as to related transport
approaches. In Sec. 4.1 we present the results for rapidity distributions, trans-
verse mass spectra, and elliptic ﬂow for heavy-ion collisions at SPS energies in
comparison to the data from the experimental collaborations. Then in Sec. 4.2
we provide the same comparison for heavy-ion collisions at RHIC energies. We
also present in Sec. 4.3 the dilepton production from the partonic and hadronic
sources within PHSD in nucleus-nucleus collisions at the top SPS energy in
comparison to the data from the NA60 Collaboration. Finally, a summary is
given in Sec. 4.4.
61Chapter 4: PHSD results for heavy-ion collisions 62
4.1 Application to nucleus-nucleus collisions
at SPS energies
In this Section we employ the PHSD approach to nucleus-nucleus collisions
at moderate relativistic energies. It is of interest, how the PHSD approach
compares to the HSD model [63,65] (without explicit partonic degrees of free-
dom) as well as to the experimental data. In Fig. 4.1 we display the transverse
mass spectra of π−, K+, and K− mesons for 7% central Pb+Pb collisions at
40 and 80A GeV and 5% central collisions at 158A GeV in comparison to the
data of the NA49 Collaboration [88,89]. Here the slope of the π− spectra is
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Figure 4.1: The π−(orange), K+(green) and K−(violet) transverse mass spec-
tra for central Pb+Pb collisions at 40, 80, and 158A GeV from PHSD (thick
solid lines) in comparison to the distributions from HSD (thin solid lines) and
the experimental data from the NA49 Collaboration [88,89] (black symbols).
The ﬁgure is taken from Refs. [24,90].
only slightly enhanced in PHSD (thick solid lines) relative to HSD (thin solid
lines), which demonstrates that the pion transverse motion shows no sizeable
sensitivity to the partonic phase. However, the K± transverse mass spectra
are substantially hardened with respect to the HSD calculations at all bom-
barding energies—i.e., PHSD is more in line with the data—and thus suggests
that partonic eﬀects are better visible in the strangeness degrees of freedom.
The hardening of the kaon spectra can be traced back to parton-parton scat-
tering as well as a larger collective acceleration of partons in the transverse
direction due to the presence of the repulsive mean ﬁelds for partons. The
enhancement of the spectral slope for the kaons and antikaons in PHSD due
to collective partonic ﬂow shows up much clearer for the kaons due to their63 4.1 Application to nucleus-nucleus collisions at SPS energies
signiﬁcantly larger mass (relative to pions). We recall that in Ref. [91] the un-
derestimation of the K± slope by HSD (and also UrQMD) had been suggested
to be a signature for missing partonic degrees of freedom; the present PHSD
calculations support this early suggestion. Moreover, the PHSD calculations
for RHIC energies (cf. Sec. 4.2) show a very similar trend – the inverse slope
increases by including the partonic phase.
The strange antibaryon sector is of further interest since here the HSD
calculations have always underestimated the yield [92]. Our detailed studies
in Ref. [24] show that the HSD and PHSD calculations both give a reason-
able description of the Λ + Σ0 yield of the NA49 Collaboration [93]; both
models underestimate the NA57 data [94,95] by about 30%. An even larger
discrepancy in the data from the NA49 and NA57 Collaborations is seen for
(¯ Λ+¯ Σ0)/Nwound. The PHSD calculations give results, which are in between the
NA49 data and the NA57 data, whereas the HSD underestimates the (¯ Λ+ ¯ Σ0)
midrapidity yield at all centralities. Both results are presented in Fig. 4.2.
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Figure 4.2: The multiplicities of (Λ+Σ0)/Nwound (l.h.s.) and (¯ Λ+ ¯ Σ0)/Nwound
(r.h.s.) as functions of the number of wounded nucleons Nwound for Pb+Pb
collisions at 158A GeV at midrapidity from PHSD (solid blue lines) and HSD
(dashed-dotted red lines) in comparison to the experimental data from the
NA57 Collaboration [94,95] (open triangles) and the NA49 Collaboration [93]
(solid dots). The HSD and PHSD calculations have an error of about 5−10%
due to limited statistics. The ﬁgure is taken from Refs. [24,90].
The latter results suggest that the partonic phase does not show up explic-
itly in an enhanced production of strangeness (or, in particular, strange mesons
and baryons), but leads to a diﬀerent redistribution of antistrange quarks be-
tween mesons and antibaryons. In fact, as demonstrated in Ref. [24], we ﬁndChapter 4: PHSD results for heavy-ion collisions 64
no sizeable diﬀerences in the double strange baryons from HSD and PHSD—in
a good agreement with the NA49 data—but observe a large enhancement in
the double strange antibaryons from PHSD relative to HSD.
4.2 Application to nucleus-nucleus collisions
at RHIC energies
In this Section we continue the comparison of the PHSD transport approach
to the experimental data for heavy-ion collisions at RHIC energies as well
as to the corresponding HSD results (for more details we refer the reader to
Ref. [25]). We start with rapidity spectra from PHSD (solid red lines) for
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Figure 4.3: The rapidity distribution of π+ (upper part, l.h.s.), K+ (lower
part, l.h.s.), π− (upper part, r.h.s.), and K− (lower part, r.h.s.) for 5% central
Au+Au collisions at
√
s = 200 GeV from PHSD (solid red lines) in comparison
to the distribution from HSD (dashed blue lines) and to the experimental data
from the PNENIX, STAR, and BRAHMS Collaborations (symbols) [30–32].
The ﬁgure is taken from Refs. [25,90].
charged pions and kaons in 5% central Au+Au collisions at
√
s = 200 GeV,
which are compared in Fig. 4.3 to the data from the PHENIX, STAR, and
BRAHMS Collaborations [30–32] as well as to results from HSD (dashed blue65 4.2 Application to nucleus-nucleus collisions at RHIC energies
lines). We ﬁnd the rapidity distributions of the charged mesons to be slightly
narrower in PHSD than those from HSD and actually closer to the experi-
mental data. Also note that there is slightly more production of K± mesons
in PHSD than in HSD, while the number of charged pions is slightly lower.
The actual deviations between the PHSD and HSD spectra are not dramatic,
but more clearly visible than at SPS energies (cf. Ref. [24]). Nevertheless,
it becomes clear from Fig. 4.3 that the energy transfer in the nucleus-nucleus
collision from initial nucleons to produced hadrons—reﬂected dominantly in
the light meson spectra—is rather accurately described by PHSD. Fig. 4.3
also demonstrates that the longitudinal motion is well understood within the
PHSD approach.
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Figure 4.4: The π−, K+ and K− transverse mass spectra for 5% central Au+Au
collisions at
√
s = 200 GeV from PHSD (solid red lines) in comparison to
the distributions from HSD (dashed blue lines) and to the experimental data
from the PHENIX, STAR, and BRAHMS Collaborations (symbols) [30–32] at
midrapidity. The ﬁgure is taken from Refs. [25,90].
Independent information on the active degrees of freedom is provided by
transverse mass spectra of the hadrons, especially in a central collisions. The
actual results for RHIC energies are displayed in Fig. 4.4 where we show the
transverse mass spectra of π−, K+ and K− mesons for 5% central Au+Au
collisions at
√
s = 200 GeV in comparison to the data from the PHENIX,
STAR, and BRAHMS Collaborations [30–32]. Here the slope of the π− spectra
is slightly enhanced in PHSD (solid red lines) relative to HSD (dashed blueChapter 4: PHSD results for heavy-ion collisions 66
lines), which demonstrates that the pion transverse mass spectra also show
some sensitivity to the partonic phase (contrary to the SPS energy regime).
The K± transverse mass spectra are substantially hardened with respect to
the HSD calculations—i.e., PHSD is more in line with the data—and thus
suggest that partonic eﬀects are better visible in the strangeness degrees of
freedom. The hardening of the kaon spectra can be traced back to parton-
parton scattering as well as a larger collective acceleration of partons in the
transverse direction due to the presence of the repulsive mean ﬁelds for partons.
The enhancement of the spectral slopes for kaons and antikaons in PHSD due
to collective partonic ﬂow shows up much clearer for the kaons due to their
signiﬁcantly larger mass (relative to pions).
The transverse mass spectra for protons at midrapidity from HSD and
PHSD in comparison to the experimental data from the PHENIX Collabo-
ration [31] are shown in Fig. 4.5. Here the HSD spectrum (dashed blue line)
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Figure 4.5: The proton transverse mass spectra for 5% central Au+Au col-
lisions at
√
s = 200 GeV from PHSD (solid red line) in comparison to the
distribution from HSD (dashed blue line) and to the experimental data from
the PHENIX Collaboration (black dots) [31] at midrapidity. The ﬁgure is
taken from Ref. [25].
severely underestimates the slope of the data from Ref. [31], whereas the PHSD
spectrum (solid red line) is fairly in line. These diﬀerences are so dramatic,
because in HSD the protons at midrapidity dominantly stem from initial string
decays and are not allowed to rescatter during their formation time of γLτ0,67 4.2 Application to nucleus-nucleus collisions at RHIC energies
where γL denotes the Lorentz factor and τ0 = 0.8 fm/c is the default formation
time for hadrons in HSD [63,96]. On the other hand, in PHSD the dominant
source of protons (and also the other baryons and antibaryons) at midrapidity
is the fusion of three quarks from the partonic phase. Since the partonic de-
grees of freedom interact strongly the protons pick up the momenta from the
fusing partons and thus show a sizeable harder slope in the transverse mass
spectrum.
Of additional interest are the collective properties of the strongly interact-
ing system, which are explored experimentally via the elliptic ﬂow
v2(pT,y) =
⟨
(p
2
x − p
2
y)/(p
2
x + p
2
y)
⟩
|pT,y (4.1)
of hadrons as a function of centrality, rapidity y, transverse momentum pT or
transverse kinetic energy per participating quarks and antiquarks, and collision
energy
√
s. We note that the reaction plane in PHSD is given by the x − z
plane with the z-axis in beam direction.
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Figure 4.6: The elliptic ﬂow v2 for Au+Au collisions at
√
s = 200 GeV as a
function of centrality measured by the number of participating nucleons Npart.
The solid red line stands for the results from PHSD, whereas the dashed blue
line represents the results from HSD (from Ref. [97]). The data are taken from
the PHOBOS Collaboration (black dots) [33] and correspond to momentum
integrated events in the pseudo-rapidity window |η| ≤ 1 for charged particles.
The shaded band signals the statistical uncertainties of the PHSD calculations.
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We start in Fig. 4.6 with the elliptic ﬂow v2 (for Au+Au collisions at
the top RHIC energy) as a function of centrality of the reaction measured
by the number of participating nucleons Npart. The solid red line stands for
the results from PHSD, which is compared to the data for charged particles
from the PHOBOS Collaboration [33]. The dashed blue line refers to the
corresponding results for v2 from HSD, which is taken from Ref. [97]. The
momentum integrated results in the pseudo-rapidity window |η| ≤ 1 from
PHSD compare well to the data from Ref. [33], whereas the HSD results clearly
underestimate the elliptic ﬂow as pointed out before in Ref. [97]. The relative
enhancement of v2 in PHSD with respect to HSD can be traced back to the
high interaction rate in the partonic phase and again to the repulsive mean
ﬁelds for partons.
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.00
0.05
0.10
0.15
0.20
        PHSD:
  p p p p
- - - -
 + p  + p  + p  + p
+ + + +
 + p  + p  + p  + p
0 0 0 0
  K
- - - -
 +   +   +   + K
+ + + +
 +   +   +   + K
0 0 0 0
 +`  +`  +`  +`K
0 0 0 0
  p +`  +`  +`  +`p + + + + n +` +` +` +`n
  L +`L L +`L L +`L L +`L
  S +`S S +`S S +`S S +`S
v
2
(
p
T
)
 p
T [GeV/c]
 p +`  +`  +`  +`p (PHENIX)
 K
0
S (STAR)
 p p p p
+ + + +
+ p + p + p + p
- - - - (PHENIX)
 K
+ + + +
+ + + + K
- - - - (PHENIX)
Figure 4.7: The hadron elliptic ﬂow v2 for inclusive Au+Au collisions as a
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Fig. 4.7 shows the ﬁnal hadron v2 versus the transverse momentum pT
for diﬀerent particle species in comparison to the experimental data from the
STAR [98,99] and PHENIX Collaborations [100]. We observe a mass sepa-
ration in pT as well as a separation in mesons and baryons for pT > 2 GeV
roughly in line with data. The elliptic ﬂow of mesons is slightly underesti-
mated for pT > 2 GeV in PHSD, which is opposite to ideal hydrodynamics,
which overestimates v2 at high transverse momenta. On the other hand, the
proton (and antiproton) elliptic ﬂow is slightly overestimated at low transverse69 4.2 Application to nucleus-nucleus collisions at RHIC energies
momenta pT < 1.5 GeV.
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A further test of the PHSD approach is provided by the “constituent quark
number scaling” of the elliptic ﬂow v2, which has been observed experimentally
in central Au+Au collisions at RHIC [100,101]. In this respect we plot v2/nq
versus the transverse kinetic energy per constituent parton,
KET =
mT − m
nq
, (4.2)
with mT and m denoting the transverse mass and actual hadron mass, respec-
tively. For mesons we have nq = 2 and for baryons/antibaryons nq = 3. The
results for the scaled elliptic ﬂow are shown in Fig. 4.8 in comparison to the
experimental data from the STAR [98,99] and PHENIX Collaborations [100]
for diﬀerent hadrons and suggest an approximate scaling. For KET > 0.5 GeV
there is a tendency to underestimate the experimental measurements for Λ, Σ,
¯ Λ, ¯ Σ baryons, which we attribute to an underestimation of interaction terms
in PHSD for high momentum hadrons. In this respect we recall that the mo-
mentum independence of the quasiparticle width Γ and mass M is presently a
rough approximation and has to be reﬁned.
We directly continue with the results for elliptic ﬂow as a function of col-
lision energy from PHSD in comparison to the various transport approachesChapter 4: PHSD results for heavy-ion collisions 70
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Figure 4.9: (a) The average elliptic ﬂow v2 of charged particles at midrapidity
for minimum bias collisions at
√
s = 9.2, 19.6, 62.4, and 200 GeV (black stars)
is taken from the data compilation of Ref. [102]. The corresponding results
from diﬀerent models are compared to the data and explained in more detail
in the text. (b) Evolution of the parton fraction of the total energy density at
midrapidity (from PHSD) for diﬀerent collision energies at impact parameters
b = 1 fm and 10 fm. The ﬁgure is taken from Refs. [87,103].
and to the available experimental data.
Note that at high bombarding energies the longitudinal size of the Lorentz
contracted nuclei becomes negligible compared to its transverse size. The
forward shadowing eﬀect then becomes negligible and the elliptic ﬂow fully
develops in-plane, leading to a positive value of the average ﬂow v2 since no
shadowing from spectators takes place. In Fig. 4.9(a) the experimental v2 data
compilation for the transient energy range is compared to the results from
various models: PHSD, HSD as well as from UrQMD [26,27] and AMPT [29].
The centrality selection is the same for the data and the various models.
We ﬁnd from Fig. 4.9 that the interactions between the minijet partons in
the AMPT model indeed increase the elliptic ﬂow signiﬁcantly as compared
to the hadronic models UrQMD and HSD. An additional inclusion of interac-
tions between partons in the AMPT-SM model gives rise to another 20% of v2
bringing it into agreement (for AMPT-SM) with the data at the maximal colli-
sion energy. So, both versions of the AMPT model indicate the importance of
partonic contributions to the observed elliptic ﬂow v2 but do not reproduce its
growth with
√
s. We address this result to the partonic equation of state (EoS)
employed which corresponds to a massless and noninteracting relativistic gas
of particles. This EoS deviates severely from the results of lQCD calcula-
tions for temperatures below 2-3 Tc. Accordingly, the degrees of freedom are71 4.3 Dilepton production in nucleus-nucleus collisions within PHSD
propagated without self-energies and a parton spectral function.
The PHSD approach incorporates the latter medium eﬀects in line with a
lQCD equation of state and also includes a dynamical hadronization scheme
based on covariant transition rates (cf. Chapter 3). The elliptic ﬂow v2 from
PHSD (red line) agrees with the experimental data from the STAR Collabo-
ration and clearly shows an increase with bombarding energy.
An explanation for the increase in v2 with collision energy is provided in
Fig. 4.9(b) where the partonic fraction of the energy density is shown with re-
spect to the total energy at midrapidity. The main contribution to the elliptic
ﬂow is coming from an initial partonic stage at high
√
s. The fusion of partons
to hadrons or, inversely, the melting of hadrons to partonic quasiparticles oc-
curs when the local energy density is about ε ≈ 0.5 GeV/fm3. As follows from
Fig. 4.9(b), the parton fraction of the total energy goes down substantially
with decreasing bombarding energy while the duration of the partonic phase
is roughly the same. The maximal fraction reached is the same in central and
peripheral collisions but the parton evolution time is shorter in peripheral col-
lisions. We point out in addition that the increase of v2 in PHSD relative to
HSD is partly due to the higher interaction rates in the partonic medium be-
cause of a lower ratio of η/s for partonic degrees of freedom at energy densities
above the critical energy density than for hadronic media below the critical
energy density (cf. Sec. 6.1).
4.3 Dilepton production in nucleus-nucleus
collisions within PHSD
The PHSD transport approach [23–25], which incorporates the relevant oﬀ-
shell dynamics of vector mesons and the explicit partonic phase in the early
hot and dense reaction region as well as the dynamics of hadronization, al-
lows for a microscopic study of various dilepton production channels out of
equilibrium. This oﬀ-shell transport approach is particularly suitable for this
investigation, because it incorporates various scenarios for the modiﬁcation of
vector mesons in a hot and dense medium, seen experimentally in the enhanced
production of lepton pairs in the invariant mass range 0.3   M   0.7 GeV. In
this Section, we calculate dilepton production from the partonic and hadronic
sources within PHSD by including the multimeson channels and the partonic
channels besides the usual hadron decay channels. By treating in the sameChapter 4: PHSD results for heavy-ion collisions 72
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Figure 4.10: Number of parton collisions per event in a central In+In reaction
at an incident energy of 158A GeV versus the
√
s of the elementary partonic
collision as simulated in PHSD; the number of q + ¯ q collisions is given by the
solid red line, the number of q + g collisions is given by the dashed blue line.
microscopic transport framework both partonic and hadronic phases of the
collision system, we are aiming to determine the relative importance of dif-
ferent dilepton production mechanisms and to point out the regions in phase
space, where partonic channels are dominant.
For an illustration of the quark and gluon interactions in a heavy-ion colli-
sion as generated in PHSD, we show in Fig. 4.10 the number of q+ ¯ q (solid red
line) and q + g (dashed blue line) collisions that can create dilepton pairs per
event in a central In+In reaction at an incident energy of 158A GeV versus
the invariant energy
√
s of the elementary partonic collision. One can see that
the tails of the collision distributions calculated in the PHSD transport are
almost exponential, thus close to thermal. On the other hand, the collisions
at very low
√
s are suppressed. This “threshold eﬀect” is due to the ﬁnite
masses of the dynamical quarks, antiquarks, and gluons (cf. Eqs. (3.11) and
(3.12)). Additionally, one notices that the threshold is not sharp because of the
rather broad spectral functions (3.8) (and therefore broad mass distributions)
of colliding partons.73 4.3 Dilepton production in nucleus-nucleus collisions within PHSD
(a) (b) (c) (d)
Figure 4.11: Diagrams contributing to the dilepton production from the QGP:
(a) Drell-Yan mechanism, (b) gluon-Compton scattering (GCS), (c) vertex
correction, (d) gluon Bremsstrahlung (NLODY), where virtual photons (wavy
lines) split into lepton pairs, spiral lines denote gluons, arrows denote quarks.
In each diagram the time runs from left to right.
4.3.1 Partonic and hadronic sources of dileptons in
PHSD
In the scope of the one- and two-particle interactions, dilepton radiation by
the constituents of the strongly interacting QGP proceeds via the elementary
processes illustrated in Figs. 4.11 and 4.12: the basic Born q + ¯ q annihilation
mechanism, gluon-Compton scattering (q+g → γ∗+q and ¯ q+g → γ∗+¯ q), and
quark + antiquark annihilation with gluon bremsstrahlung in the ﬁnal state
(q+ ¯ q → g+γ∗), virtual quark decay (q → q+g+γ∗), and virtual gluon decay
(g → q+¯ q+γ∗). In the on-shell approximation one uses pQCD cross sections for
the processes listed above. However, in the strongly interacting QGP the gluon
and quark propagators diﬀer signiﬁcantly from the noninteracting propagators.
Accordingly, the cross sections for dilepton production in the partonic channels
have been calculated in Refs. [104–106] in the DQPM model.
The importance of ﬁnite mass corrections to the pertubartive cross sections
has been stressed in Refs. [104–106]. It was shown that the ﬁnite quark and
gluon masses can modify the magnitude as well as the M dependence and
pT dependence of the cross sections compared to the perturbative results for
massless partons (cf. Figs. 3 and 4 of Refs. [104–106]). The modiﬁcation are
large at lower M2 and at the edges of the phase space. It was shown that the
most prominent eﬀect of the quark masses on the dimuon production cross
sections in the Born mechanism (q + ¯ q → γ∗) was a sharp threshold value for
the invariant mass of dilepton pair Mmin = m1 + m2. On the other hand,
the ﬁnite masses of the quark and antiquark produce additional higher-twist
corrections to the cross section, which decrease with increasing M2, so that theChapter 4: PHSD results for heavy-ion collisions 74
Figure 4.12: Diagrams contributing to the dilepton production by virtual
quasiparticles in addition to the ones presented in Fig. 4.11. Left-hand side:
the decay of a virtual quark; Right-hand side: the decay of a virtual gluon.
Virtual photons (wavy lines) split into lepton pairs, spiral lines denote gluons,
arrows denote quarks.
oﬀ-shell cross sections approach the leading twist—on-shell—result in the limit
of high dilepton masses. In Fig. 4 of Refs. [104–106], an analogous comparison
for the 2 → 2 process q + ¯ q → γ∗ + g was shown by plotting the oﬀ-shell
(i.e., with ﬁnite masses for the quarks and gluons) cross section for the quark
annihilation with gluon bremsstrahlung in the ﬁnal state at various values of
the quark and gluon oﬀ-shellnesses (masses) and the corresponding on-shell
result. As found in Refs. [104–106], the maximum pair mass shifts to a lower
value (in order to produce a massive gluon in the ﬁnal state). For the rest
of the M values, the eﬀect of the quark and gluon masses is about 50%. For
mq/g → 0, the cross section approaches the leading twist pQCD result.
The question of the eﬀect of a ﬁnite parton width—which parametrizes the
eﬀect of their interaction rate and correlation, including multiple scattering—
on dilepton rates in heavy-ion collisions was addressed in Refs. [104–106] by
convoluting the oﬀ-shell cross sections with phenomenological spectral func-
tions A(mq) and A(mg) for the quarks and gluons in the QGP and with parton
distributions in a heavy-ion collision similar to those of Fig. 4.10. The ﬁnite
width of the quasiparticles was found to have a sizable eﬀect on the dilep-
ton production rates. In particular, the threshold of the Drell-Yan contribu-
tion was washed out. Also, the shape and magnitude of the 2 → 2 processes
(q + ¯ q → g +γ∗ and q +g → q +γ∗) were modiﬁed. We further observed that
the contribution of the gluon Compton process q+g → q+γ∗ to the rates was
small compared to that of q + ¯ q annihilations.
We have implemented the cross sections obtained in Refs. [104–106] into
the PHSD transport approach in the following way: Whenever the quark-
antiquark, quark-gluon and antiquark-gluon collisions occur in the course of
the Monte Carlo simulation of the partonic phase, a dilepton pair can be
produced according to the oﬀ-shell cross sections [104–106], which depend, in75 4.3 Dilepton production in nucleus-nucleus collisions within PHSD
addition to the virtualities of the partons involved, on the energy density in
the local cell, in which the collision takes place. The local energy density
governs the widths of the quark and gluon spectral functions as well as the
strong coupling (cf. Eqs. (3.13)–(3.15)). Numerically, one ﬁnds from a PHSD
simulation of a heavy-ion collision at SPS energies that the running coupling
αS in the partonic phase is often of order O(1) and thus the contribution of
the higher-order Bremsstrahlung diagram is compatible in magnitude to the
Born term.
In the hadronic sector, PHSD is equivalent to the HSD transport approach
[63,65]. The implementation of the hadronic decays into dileptons (π-, η-, η′-,
ω-, ∆-, a1-Dalitz, ρ → l+l−, ω → l+l−, ϕ → l+l−) in HSD (and PHSD) has
been described in detail in Refs. [66,107]. For the treatment of the leptonic
decays of open charm mesons and charmonia we refer to Refs. [108–110]. In
Ref. [111] the hadronic sources for dilepton production have been extended
to include secondary multimeson interactions by incorporating the channels
πω → l+l−, πa1 → l+l−, and ρρ → l+l−.1
4.3.2 In-medium modiﬁcation of vector mesons
While the properties of hadrons are rather well-known in free space (embedded
in the nonperturbative QCD vacuum), the masses and lifetimes of hadrons in
a baryonic and/or mesonic environment are subject of current research that
aims at achieving a better understanding of the strong interaction and the
nature of conﬁnement. For example, a broadening of the vector mesons can
be understood as a shortening of the lifetime of the vector mesons ρ, ω, and
ϕ in the medium. In this context the modiﬁcation of hadron properties in
nuclear matter are of fundamental interest (cf. Refs. [112–118]), since QCD
sum rules [114,115,119] as well as QCD inspired eﬀective Lagrangian mod-
els [112,113,116,120–123] predict signiﬁcant changes, e.g., in the properties of
the vector mesons (ρ, ω, and ϕ) with the nuclear density ρN and/or tempera-
ture T [63,124–126].
A modiﬁcation of the properties of vector mesons in the nuclear medium
was ﬁrst seen experimentally in the enhanced production of lepton pairs above
known sources in nucleus-nucleus collisions at SPS energies [127–132]. As pro-
posed in Refs. [133,134], the observed enhancement in the invariant mass range
1The author has contributed to this study by calculating the additional multimeson
dilepton channels [111] (cf. Appendix A).Chapter 4: PHSD results for heavy-ion collisions 76
0.3   M   0.7 GeV might be due to a shift of the ρ-meson mass following
the Brown-Rho scaling [112,113] or the Hatsuda-Lee sum rule prediction [114].
The microscopic transport studies in Refs. [65,135,136] for these systems have
given support for this interpretation. On the other hand, more conventional
approaches that describe a melting of the ρ meson in the medium due to
the strong hadronic coupling (along the lines of Refs. [120–123]) have also
been found to be compatible with the early data from the CERES Collabora-
tion [124,135,137–139]. This ambiguous situation has been clariﬁed to some
extent in 2006 by the NA60 Collaboration because the invariant mass spectra
for µ+µ− pairs from In+In collisions at 158A GeV favored the “melting” sce-
nario [38,140–142]. Also, the later data from the CERES Collaboration (with
enhanced mass resolution) [143–146] showed a preference for the “melting ρ”
picture.
The various models, which predict a change of the hadronic spectral func-
tions in the (hot and dense) nuclear medium, may be classiﬁed into two dif-
ferent categories: (i) a broadening of the spectral function or (ii) a mass shift
of the vector mesons with density and/or temperature. In view of many-body
dynamics, both modiﬁcations should be studied simultaneously as well [147].
Thus we explore three possible scenarios with respect to the low-mass dilepton
spectrum, which essentially addresses all possible properties of the ρ meson:
(1) a broadening of the ρ spectral function, (2) a mass shift, and (3) a broad-
ening plus a mass shift.
We incorporate the eﬀect of collisional broadening of the vector-meson
spectral functions (as in Refs. [148–150]), by using for the vector meson width:
Γ
∗
V(M,|p|,ρN) = ΓV(M) + Γcoll(M,|p|,ρN). (4.3)
Here ΓV(M) is the total width of the vector mesons (V = ρ,ω) in the vacuum.
The collisional width in Eq. (4.3) is approximated as
Γcoll(M,|p|,ρN) = γρN⟨vσ
tot
V N⟩ ≈ αcoll
ρN
ρ0
. (4.4)
Here v = |p|/E, p, and E are the velocity, three-momentum, and energy of
the vector meson in the rest frame of the nucleon current and γ2 = 1/(1−v2).
Furthermore, ρN is the nuclear density and σtot
V N is the meson-nucleon total
cross section.
To simplify the actual calculations for dilepton production, the coeﬃcient77 4.3 Dilepton production in nucleus-nucleus collisions within PHSD
αcoll has been extracted in the PHSD transport calculations from the vector-
meson collision rate in In+In reactions at 158A GeV as a function of the density
ρN. In case of the ρ meson the collision rate is dominated by the absorption
channels ρN → πN or ρN → ∆π → ππN. Also the reactions ρ + π ↔ a1 are
incorporated. The numerical results for Γcoll(ρN) then have been divided by
ρN/ρ0 to ﬁx the coeﬃcient αcoll in Eq. (4.4). We obtain αcoll ≈ 150 MeV for
the ρ mesons and αcoll ≈ 70 MeV for the ω mesons, which are consistent with
those of Ref. [151]. In this way the average eﬀects of collisional broadening
are incorporated in accordance with the transport calculations and allow for
an explicit representation of the vector-meson spectral functions versus the
nuclear density as demonstrated in Ref. [66].
To explore the observable consequences of vector-meson mass shifts at ﬁnite
nuclear density, the in-medium vector-meson pole masses are modeled (option-
ally) according to the Hatsuda-Lee sum rule prediction [114] or the Brown-Rho
scaling [112,113] as
M
∗
0(ρN) =
M0
(1 + αρN/ρ0)
, (4.5)
where ρN is the nuclear density at the resonance decay position r, ρ0 =
0.16 fm−3 is the normal nuclear density and α ≃ 0.16 for the ρ meson and
α ≃ 0.12 for the ω meson [151]. The parametrization (4.5) may be employed
also at much higher collision energies and one does not have to introduce a
cutoﬀ density in order to avoid negative pole masses. Note that Eq. (4.5) is
uniquely ﬁxed by the “customary” expression M∗
0(ρN) ≈ M0(1 − αρN/ρ0) in
the low-density regime.
The spectral function of the vector meson V for the mass M at baryon
density ρN is taken in the Breit-Wigner form:
AV(M,ρN) = C1
2
π
M2Γ∗
V (M,ρN)
(M2 − M∗2
0 (ρN))2 + (MΓ∗
V(M,ρN))2. (4.6)
The factor C1 is ﬁxed by the normalization condition for arbitrary ρN:
∫ Mlim
Mmin
AV (M,ρN) dM = 1, (4.7)
where Mlim = 2 GeV is chosen as an upper limit for the numerical integration.
The lower limit for the vacuum spectral function corresponds to the two-pion
decay, Mmin = 2mπ, whereas for the in-medium collisional broadening caseChapter 4: PHSD results for heavy-ion collisions 78
Mmin = 2me → 0, with me denoting the electron mass. M∗
0 is the pole mass
of the vector-meson spectral function, which is M∗
0(ρN = 0) = M0 in vacuum,
but may be shifted in the medium for the dropping mass scenario according
to Eq. (4.5). The resulting spectral functions for the ρ and ω mesons are
displayed in Fig. 2 of Ref. [66].
With increasing nuclear density ρN elastic and inelastic interactions of the
vector mesons shift strength to low invariant masses. In the “collisional broad-
ening” scenario we ﬁnd a dominant enhancement of strength below the pole
mass for the ρ meson while the ω-meson spectral function is drastically en-
hanced in the low- and high-mass region with density (on expense of the pole-
mass regime). In the “dropping mass + collisional broadening” scenario both
vector mesons dominantly show a shift of strength to low invariant masses with
increasing ρN. Qualitatively similar pictures are obtained for the ϕ meson but
quantitatively smaller eﬀects are seen due to the lower eﬀect of mass shifts
and a substantially reduced ϕN cross section which is a consequence of the s¯ s
substructure of the ϕ meson.
4.3.3 Results and comparison to data
Let us ﬁrst recall that the bulk properties of heavy-ion reactions at the top
SPS energy, such as the number of charged particles, as well as their rapidity,
pT and transverse energy distributions, are rather well described by PHSD; we
refer to Sec. 4.1 for an extended comparison to the data.
Previously, by employing the HSD approach to the low-mass dilepton pro-
duction in relativistic heavy-ion collisions, it was shown in Ref. [107] that the
NA60 Collaboration data for the invariant mass spectra of µ+µ− pairs from
In+In collisions at 158A GeV favored the melting ρ scenario [38,140–142]. Also
the data from the CERES Collaboration [143–146] showed a preference for the
melting ρ picture. For other vector mesons (ω,ϕ), the eﬀects are relatively
small, because, due to their much longer lifetimes, ω and ϕ decay predomi-
nantly outside the medium after regaining the vacuum properties.
As we see in Fig. 4.13, the current calculation in the PHSD approach
conﬁrms the earlier ﬁnding in the hadronic model that the NA60 data favor
the scenario of the in-medium broadening of vector mesons. A comparison
of the transport calculations to the data of the NA60 Collaborations points
towards a melting of the ρ meson at high densities, i.e., a broadening of the
vector meson’s spectral function in line with the ﬁndings by Rapp [152]. No79 4.3 Dilepton production in nucleus-nucleus collisions within PHSD
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Figure 4.13: The HSD results for the mass diﬀerential dilepton spectra from
In + In collisions at 158A GeV in comparison to the excess mass spectrum
from the NA60 Collaboration (black dots) [38,140–142]. The actual NA60
acceptance ﬁlter and mass resolution have been incorporated. The solid lines
show the HSD results for a scenario including the collisional broadening of
the ρ meson, whereas the dashed lines correspond to calculations with “free”
ρ spectral functions for reference. The dash-dotted lines represent the HSD
calculations for the dropping mass + collisional broadening model. The wide
(light blue) bands represent the PHSD results incorporating direct dilepton
radiation from the QGP in addition to a broadened ρ meson.
pronounced mass shift of the vector mesons is visible in the data. On the other
hand, a closer inspection of Fig. 4.13 shows that the conventional hadronic
sources do not match the measured yield at invariant masses above about
1 GeV, while the yield at masses close to 1 GeV is reproduced by taking into
account the dilepton production channels in the QGP.
The NA60 Collaboration has published acceptance corrected data with
subtracted charm contribution [153]. In Fig. 4.14 we present PHSD results for
the dilepton spectrum excess over the known hadronic sources as produced in
In+In reactions at 158A GeV compared to the acceptance-corrected data. We
ﬁnd here that the spectrum at invariant masses in the vicinity of the ρ peakChapter 4: PHSD results for heavy-ion collisions 80
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Figure 4.14: Acceptance-corrected mass spectra of excess dimuons from In+In
at 158A GeV integrated over pT in 0.2 < pT < 2.4 GeV from PHSD compared
to the data of the NA60 Collaboration [153]. The dash-dotted black line shows
the dilepton yield from the in-medium ρ with a broadened spectral function,
the dashed blue line presents the yield from the q + ¯ q annihilation, the dash-
dot-dotted light blue line gives the contribution of the gluon Bremsstrahlung
process (q¯ q → gl+l−), while the solid red line is the sum of all contributions.
For the description of the other lines, which correspond to the nondominant
channels, we refer to the ﬁgure legend.
is well reproduced by the ρ meson yield, if a broadening of the meson spectral
function in the medium is assumed, while the partonic sources account for the
yield at high masses.
One can conclude from Fig. 4.14 that the measured spectrum for M >
1 GeV is dominated by the partonic sources. Indeed, the domination of the
radiation from the QGP over the hadronic sources in PHSD is related to a
rather long—of the order or 3 fm/c—evolution in the partonic phase (in coex-
istence with the spacetime separated hadronic phase) on one hand, cf. Fig. 10
of Ref. [24], and the rather high initial energy densities created in the collision
on the other hand, cf. Fig. 6 of Ref. [109].81 4.3 Dilepton production in nucleus-nucleus collisions within PHSD
0.0 0.5 1.0 1.5 2.0 2.5
10
-8
10
-7
10
-6
10
-5
10
-4
10
-3
10
-2
 total 
    from string
    from  +
              ’4 ’ channels:
                 a
1
                
                
Dilepton yield from   mesons and ’4 ’ processes
In+In,  160 GeV, b=0.5 fm
M  [GeV/c
2
]
d
N
/
d
M
 
[
(
G
e
V
/
c
2
)
-
1
]
Figure 4.15: Dilepton radiation from ρ mesons of diﬀerent origins in PHSD
from central In+In collisions at 158A GeV compared to the contributions from
the 4π processes (a1+π, π+ω, ρ+ρ). The direct ρ mesons produced in mesonic
and baryonic strings are given by the dashed blue line and the thermal ρ mesons
produced in π+π annihilations by the dash-dotted red line. The contributions
of the 4π processes are shown by the lines with symbols: the π + a1 → l+l−
process is displayed by the magenta line with stars, π +w → l+l− by the blue
line with squares and ρ + ρ → l+l− by the black line with circles.
In addition, we ﬁnd from Fig. 4.14 that in PHSD the partonic sources have
a considerable contribution to the dilepton yield at M < 0.6 GeV. The yield
from the two-to-two process q + ¯ q → g + l+l− is especially important close to
the threshold (≈ 0.211 GeV). This conclusion from the microscopic calculation
is in qualitative agreement with the conclusion of an early (more schematic)
investigation in Ref. [154].
To elucidate the relative importance of the diﬀerent hadronic sources of
the excess dileptons in heavy-ion collisions at the top SPS energy, we show in
Fig. 4.15 the channel decomposition of the main hadronic contributions to the
dilepton rates in central In+In collisions at 158A GeV integrated over rapidity
and pT. In particular, the dilepton yield from the decays of the ρ mesons
(solid black line) is dominantly composed of two channels: the direct ρ mesons
produced in mesonic and baryonic strings (dashed blue line) and the thermal ρ
mesons produced in π+π annihilations (dash-dotted red line). For comparison,
the contributions of the 4π processes are shown by the lines with symbols: theChapter 4: PHSD results for heavy-ion collisions 82
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We ﬁnd that the dilepton yield from the decays of the thermal ρ mesons falls
exponentially at high masses. The contributions from the 4π processes start
dominating over the yield from the thermal ρ-meson decays at M ≈ 1 GeV.
We further conﬁrm in PHSD that at M > 1 GeV the contribution of the π+a1
process is the highest among the secondary mesonic sources of dileptons, as
was ﬁrst noted by the authors of Ref. [155]. On the other hand, in contrast
to the thermal ρ mesons, the direct ρ mesons produced in the string decays
(following the initial hard collisions) exhibit a power-law tail at masses above
1 GeV and, consequently, dominate the overall dilepton spectrum of hadronic
origin for M > 1 GeV. Note that the sizable contribution of direct ρ mesons
is due to the large “corona” in In+In collisions at SPS energies.
Next we investigate the centrality dependance of the dilepton production in
heavy-ion collisions at SPS energies. In Fig. 4.16 we present the mass spectra
of excess dimuons from In+In at 158A GeV for 0.2 < pT < 2.4 GeV andChapter 4: PHSD results for heavy-ion collisions 84
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Figure 4.18: Transverse mass spectra of dileptons for In+In at 158A GeV in
PHSD (dash-dotted lines) compared to the data of the NA60 Collaboration
(symbols) [38,140–142,153].
3 < η < 4.2 from PHSD for diﬀerent centrality bins. The dash-dotted black,
dashed green, and solid red lines show, respectively, the dilepton yield from
the in-medium ρ meson with a broadened spectral function, the dilepton yield
from the q+¯ q annihilation and the sum of them. We have chosen the following
centrality classes: central collisions (impact parameter 0.5 fm< b < 3.5 fm),
semicentral (3.5 fm< b < 5.5 fm), and semiperipheral (5.5 < b < 8.5 fm).
The predictions in Fig. 4.16 can be veriﬁed/falsiﬁed in the future by a direct
comparison to the data as the latter become available.
The NA60 Collaboration has accessed the information on the transverse-
momentum dependence of dilepton production by measuring the dilepton yield
in diﬀerent bins of pT. In Fig. 4.17 we show the mass spectra of excess dimuons
from In+In at 158A GeV for diﬀerent transverse momentum bins from PHSD
compared to the data of the NA60 Collaboration [38,140–142,153]. The dash-
dotted black, dashed green and dash-dot-dotted blue, and solid red lines show,
respectively, the dilepton yield from the in-medium ρ meson with a broadened
spectral function, the dilepton yield from the q + ¯ q annihilation, and the sum
of them. One observes a generally good agreement with the data.
In Fig. 4.18, transverse mass spectra of dileptons for In+In at 158 AGeV
in PHSD are compared to the data of the NA60 Collaboration for the four
mass bins. The comparison of the mass dependence of the slope parameter85 4.3 Dilepton production in nucleus-nucleus collisions within PHSD
0.0 0.5 1.0 1.5 2.0 2.5
150
200
250
300
 
,  LMR,  ,  IMR  NA60
                                                    PHSD 
In+In, 158 A GeV, dN
ch
/d >30
M  [GeV/c
2
]
T
e
f
f
 
Figure 4.19: The inverse slope parameter Teﬀ of the dimuon yield from In+In
at 158A GeV as a function of the dimuon invariant mass in PHSD (red dots)
compared to the data of the NA60 Collaboration (black symbols) [38,140–142,
153].
evolution in PHSD and the data is shown explicitly in Fig. 4.19. Including
partonic dilepton sources allows us to reproduce in PHSD the mT spectra
(cf. Fig. 4.18) as well as the ﬁnding of the NA60 Collaboration [38, 140–
142,153] that the eﬀective temperature of dileptons (slope parameters) in the
intermediate-mass range is lower than that of the dileptons in the mass bin
0.6 < M < 1 GeV, which is dominated by hadronic sources (cf. Fig. 4.19).
The softening of the transverse mass spectrum with growing invariant mass
implies that the partonic channels occur dominantly before the collective radial
ﬂow has developed. Also, the fact that the slope in the lowest-mass bin and
the highest one are approximately equal—both in the data and in PHSD—can
be traced back to the two windows of the mass spectrum that in our picture
are inﬂuenced by the radiation from the sQGP: M = 2Mµ − 0.6 GeV and
M > 1 GeV. A detailed look at the PHSD results shows that in total we
still slightly underestimate the slope parameter Teﬀ in the ρ-mass region which
might be due to missing partonic initial-state eﬀects or an underestimation of
ﬂow in the initial phase of the reaction.Chapter 4: PHSD results for heavy-ion collisions 86
4.4 Summary
In this Chapter we have addressed relativistic collisions of Pb+Pb as well as
of In+In (in case of dilepton production) at SPS energies and Au+Au colli-
sions at RHIC energies in the PHSD approach which includes explicit partonic
degrees of freedom as well as dynamical local transition rates from partons
to hadrons (3.41). We have found that even central collisions at the top
SPS energy show a large fraction of non-partonic, i.e., hadronic or string-
like matter, which can be viewed as a “hadronic corona” [156]. On the other
hand—studying in detail Pb+Pb reactions at SPS energies in comparison to
the data [24]—it is found that the partonic phase has only a very low impact
on the longitudinal rapidity distributions of hadrons, but a sizeable inﬂuence
on the transverse-mass distribution of ﬁnal kaons due to the partonic interac-
tions. The most pronounced eﬀect is seen on the production of multi-strange
antibaryons due to a slightly enhanced s¯ s pair production in the partonic phase
from massive timelike gluon decay and a more abundant formation of strange
antibaryons in the hadronization process.
At RHIC energies the PHSD calculations show also a good reproduction
of the hadron transverse mass and rapidity spectra. Furthermore, the elliptic
ﬂow v2 is well reproduced for Au+Au reactions at
√
s = 200 GeV as a function
of centrality as well as of transverse momenta up to pT ≃ 1.5 GeV. Due to
the local transition rates from partons to hadrons (3.41) the PHSD approach
also gives an approximate quark number scaling of the elliptic ﬂow as found
experimentally by the STAR and PHENIX Collaborations. The elliptic ﬂow v2
as a function of the collision energy in comparison to the available experimental
data as well as to the various transport approach is presented, too.
Furthermore, we have studied the dilepton production in In+In collisions at
158A GeV within the PHSD oﬀ-shell transport approach including a collisional
broadening of vector mesons, microscopic secondary multimeson channels and
the strongly interacting QGP radiation, which is described by the interactions
of dynamical quasiparticles in line with the degrees of freedom propagated in
the transport approach. A comparison to the data of the NA60 Collabora-
tion shows that the dilepton yield is well described by including the collisional
broadening of vector mesons, while simultaneously accounting for the electro-
magnetic radiation of the strongly coupled QGP via oﬀ-shell quark-antiquark
annihilation, quark annihilation with gluon Bremsstrahlung and the gluon-
Compton scattering mechanisms. Furthermore, the spectra in the intermediate87 4.4 Summary
mass range (1 ≤ M ≤ 2.5 GeV) are found to be dominated by quark-antiquark
annihilation in the nonperturbative QGP. Also, the observed softening of the
transverse mass spectra at intermediate masses (1 ≤ M ≤ 2.5 GeV) is approx-
imately reproduced.
In view of the successful description of single-particle spectra, collective
ﬂow v2 as well as electromagnetic radiation in nucleus-nucleus collisions from
lower SPS to top RHIC energies we infer that the cross sections implemented
into PHSD are compatible with experimental observations.Chapter 5
Dynamical equilibration of
strongly interacting matter
In the ﬁrst milliseconds after the “big bang” our entire universe existed in the
QGP state. Whereas the early “big bang” of the universe most likely evolved
through steps of kinetic and chemical equilibrium, the laboratory “tiny bangs”
proceed through phase-space conﬁgurations that initially are far from an equi-
librium phase and then evolve by fast expansion. On the other hand, many ob-
servables from strongly interacting systems are dominated by many-body phase
space such that spectra and abundances look “thermal.” It is thus tempting to
characterize the experimental observables by global thermodynamical quanti-
ties such as “temperature,” chemical potentials or entropy [157–165]. We note
that the use of macroscopic models such as hydrodynamics [166–169] employs
as a basic assumption the concept of local thermal and chemical equilibrium in
the inﬁnite-volume limit, although by introducing diﬀerent chemical potentials
one may treat chemical oﬀ-equilibrium also in hydrodynamics. The crucial
question, however, of how and on what time scales thermodynamic equilib-
rium can be achieved is presently a matter of debate. Thus nonequilibrium
approaches have been used in the past to address the problem of time scales
associated with global or local equilibration [60,170–179]. Another question is
the inﬂuence of ﬁnite-size eﬀects on ﬂuctuation observables and the possibil-
ity of relating experimental observations in relativistic heavy-ion collisions to
the theoretical predictions obtained in the thermodynamic limit. Therefore,
a thorough microscopic study of the questions of thermalization and equili-
bration of conﬁned and deconﬁned matter within a nonequilibrium transport
approach, incorporating both hadronic and partonic degrees of freedom and
8889 5.1 Initialization of the box with periodic boundary conditions
the dynamic phase transition, is mandatory.
This Chapter is dedicated to the study of the thermalization and equili-
bration of conﬁned and deconﬁned matter, which is a main task of this thesis.
The presentation is organized as follows. In Sec. 5.1 we provide the initializa-
tion procedure of the box with periodic boundary conditions. Then in Sec. 5.2
we deﬁne the eﬀective cross sections for each of the various partonic channels,
while in Sec. 5.3 we present the actual results on the chemical equilibration
of the partonic matter in PHSD. In Sec. 5.4 we investigate the properties of
the partonic matter in chemical and kinetic equilibrium and compare the par-
ticle properties in equilibrium with the DQPM, which has been developed to
describe the thermodynamics of lQCD. In Sec. 5.5 we study (within the dy-
namical approach) the parton properties at ﬁnite quark chemical potential µq,
while in Sec. 5.6 higher moments of parton distributions and the equilibration
of ﬂuctuation observables as well as the size of ﬂuctuations in equilibrium are
investigated. We then show in Sec. 5.7 the time scales for the relaxation of
ﬂuctuation observables in comparison to the time scales for the equilibration
of the average values of the observables. Finally, a summary of this Chapter
is presented in Sec. 5.81.
5.1 Initialization of the box with periodic
boundary conditions
We simulate the “inﬁnite” matter within a cubic box with periodic boundary
conditions at various values for the quark density (or chemical potential) and
energy density. The system is initialized out of equilibrium and approaches
kinetic and chemical equilibrium during its evolution by PHSD. We are not
investigating here conﬁgurations far from equilibrium, such as, e.g., the result
of initial hard scatterings in a heavy-ion collision. Instead, we study here con-
ﬁgurations which are reasonably close to equilibrium because in this case the
approach to equilibrium will have universal characteristics that will not depend
on the precise choice of the initial state (cf. Fig. 5.12 and its description). Let
us describe our initial state in detail:
• The size of the box is ﬁxed to 93 fm3 for most of the following calculations.
However, we will study also larger box sizes in order to determine whether
1Note that most of the results of this Chapter have been published in Refs. [180{182] by
the author.Chapter 5: Dynamical equilibration of strongly interacting matter 90
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Figure 5.1: The initial distributions of light (red dots) and strange (blue dots)
quarks and antiquarks as well as of gluons (green dots) in coordinate space for
a system at ε = 1.1 GeV/fm3.
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quarks and antiquarks as well as of gluons (green dots) in coordinate space for
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Figure 5.3: The initial distributions of light (red dots) and strange (blue dots)
quarks and antiquarks as well as of gluons (green dots) in momentum space
for a system at ε = 1.1 GeV/fm3.
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Figure 5.4: The initial distributions of light (red dots) and strange (blue dots)
quarks and antiquarks as well as of gluons (green dots) in momentum space
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Figure 5.5: The initial energy distributions (solid green lines) in comparison
to the equilibrium energy distributions (short-dashed red lines) for a system
at ε = 1.48 GeV/fm3. (a) s quarks; (b) gluons.
the thermodynamic limit is approximately reached, in particular, when
addressing the ﬂuctuation measures.
• The initialization is done by populating the box with light (u and d) and
strange (s) quarks, antiquarks, and gluons.
• The initial space coordinates for the quarks, antiquarks, and gluons are
chosen at random within the ﬁnite box as shown in Figs. 5.1 and 5.2
for diﬀerent energy densities. As an example, we present the initial
distributions of partons in momentum space in Figs. 5.3 and 5.4 for
ε = 1.1 and 4.72 GeV/fm3.
• The system is initialized close to kinetic but out of chemical equilibrium.
The initial momentum distributions and abundances of partons are given
by the thermal distributions
f(ω,p) = Cip
2ωρi(ω,p)nF(B)(ω/Tin), (5.1)
where ρi(ω,p) are the spectral functions (with i = q, ¯ q,g) and nB(F)(ω/Tin)
are the Bose (Fermi) distributions with a “temperature” parameter Tin,
which should not be misidentiﬁed with the ﬁnal temperature T, which
will be characteristic for the energy distributions of the particles after
the thermalization. The latter, “true” temperature T is well deﬁned for
the ﬁnal, thermalized state, and in Sec. 5.4 it will be extracted from
the ﬁnal particle spectra by ﬁtting their high-energy tails. We will use93 5.1 Initialization of the box with periodic boundary conditions
this extracted ﬁnal temperature T to study the equation of state of the
partonic matter in PHSD in Sec. 5.4. On the other hand, the value of
the “temperature” parameter Tin of the initial energy-momentum distri-
butions and the numbers of partons (determined by the coeﬃcients Ci)
just deﬁne the total energy of the system (and in equilibrium the quark
chemical potentials). We show in Fig. 5.5 the initial (solid green lines)
energy distributions of the strange quarks (l.h.s) and gluons (r.h.s.) in
comparison to the equilibrium (short-dashed red lines) energy distribu-
tions. As can be seen in Fig. 5.5, the slopes of the initial and equilibrium
distributions are slightly diﬀerent (the “initial” and ﬁnal temperatures
diﬀer from each other).
• The system is initialized far from chemical equilibrium due to the initial
suppression of the strange quarks and antiquarks. In the initial state the
ratio of the number of s quarks to the number of u quarks and to the
number of d quarks is taken as 1:3:3 such that the strangeness is clearly
undersaturated initially. However, we expect that in the chemically equi-
librated state the ratio of strange quarks to the number of light (u or
d) quarks is governed by the thermodynamics ratios according to their
masses.
• The spectral properties (pole masses and the widths) of the quarks, an-
tiquarks, and gluons are initially taken in the simple Lorentzian form
(3.8) with two parameters for each parton type (M, Γ). Note that in the
DQPM model one also assumes Lorentzian shapes for the parton spec-
tral functions; however, we choose to start the system evolution not from
the explicit DQPM equilibrium spectral functions. For this purpose we
deliberately employ an average value for the pole mass parameter in the
spectral function of the strange quark at initialization (i.e., we choose
Ms = Mu = Md). The other parameters (Mu, Md, Mg, Γi) are ini-
tially as in the DQPM. The spectral functions of partons then evolve
dynamically in time and in the ﬁnal state may deviate noticeably from
the initial ones. We will see in the results of Sec. 5.4 that indeed in the
ﬁnal thermalized state the dynamical gluon spectral functions deviate
from the Lorentzian input and thus are not described properly by the
DQPM ansatz. On the other hand, the pole mass of the strange quark
dynamically reaches the “correct” value in equilibrium. We stress hereChapter 5: Dynamical equilibration of strongly interacting matter 94
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Figure 5.6: (a) The time evolution of the total (solid green line), kinetic (short-
dashed red line), and potential (short-dash-dotted blue line) energies for a sys-
tem at ε = 1.48 GeV/fm3; (b) The ratio between the initial (blue columns) and
equilibrium (red columns) kinetic energies for a system at ε = 1.48 GeV/fm3,
which is stored in diﬀerent parton species, separately.
the importance of using oﬀ-shell transport for our studies. Only in case
of the generalized transport propagation we can study the evolution of
the spectral functions!
• The dynamical quarks, antiquarks, and gluons within PHSD interact also
via the mean ﬁelds. Note that the potential energy of this interaction
is taken into account at initialization, so that it contributes to the total
energy density. The strength of the quark and gluon potential energy
in PHSD is given by the spacelike part of the 00-components of the
energy momentum tensor T 00 as in the DQPM (cf. Sec. 3.2.2). We
present in Fig. 5.6 (l.h.s) the time evolution of the total (solid green
line), kinetic (short-dashed red line), and potential (short-dash-dotted
blue line) energies. The r.h.s. of Fig. 5.6 shows the ratio between the
initial (blue columns) and equilibrium (red columns) kinetic energies,
which is stored in diﬀerent parton species, separately. As can be seen
in Fig. 5.6 (l.h.s.), the total energy is conserved in our simulations and
the ratio of the potential to total energy ≈ 0.33 holds for the whole time
evolution (cf. Fig. 3.8(b)).95 5.2 Reaction rates and eﬀective cross sections
5.2 Reaction rates and eﬀective cross sections
In this Section we present the eﬀective cross sections for each of the various par-
tonic channels as a function of energy density ε; these cross sections determine
the partial widths of the dynamical quasiparticles as well as the various interac-
tion rates. This analysis is important, because, although the DQPM provides
the basis for the description of the strongly interacting quark-gluon system
in PHSD in equilibrium, the dynamical transport approach (i.e., PHSD) goes
beyond the DQPM in simulating hadronic and partonic systems also out of
equilibrium. For the microscopic transport calculations the partial widths of
the microscopic scattering and decay channels have to be known, while the
DQPM provides only the total widths of the dynamical quasiparticles that
have been ﬁxed by lQCD calculations as described in Sec. 3.2. Furthermore,
the explicit shape of the partonic spectral functions—taken as Lorentzians in
the DQPM (3.8)—will depend on the decomposition of the interactions into
particular channels within the coupled-channel dynamics of PHSD.
In order to ﬁx the partial cross sections for the interactions between the
dynamical quarks and gluons (as functions of energy density ε) we perform the
PHSD calculations in a cubic ﬁnite box with periodic boundary conditions—
simulating “inﬁnite” hadronic or partonic matter (cf. Sec. 5.1). In this par-
ticular case the derivatives of the retarded self-energies with respect to space
vanish in Eq. (3.5) such that we essentially deal with the parton dynamics due
to the collision terms in Eq. (3.5).
The following (quasi)elastic interactions among quarks, antiquarks, and
gluons (q, ¯ q,g) are implemented in PHSD:
q(m1) + q(m2) → q(m3) + q(m4), (5.2)
q + ¯ q → q + ¯ q, (5.3)
¯ q + ¯ q → ¯ q + ¯ q, (5.4)
g + q → g + q, (5.5)
g + ¯ q → g + ¯ q, (5.6)
g + g → g + g. (5.7)
The (quasi)elastic processes (5.2)–(5.7) play a crucial role for the thermaliza-
tion in PHSD due to the possibility to change the masses of interacting partons
in the ﬁnal state as shown in Eq. (5.2).Chapter 5: Dynamical equilibration of strongly interacting matter 96
The ﬂavor exchange of partons is possible only within the inelastic inter-
actions in PHSD, which are:
g ↔ q + ¯ q, (5.8)
g ↔ g + g, (5.9)
g + g ↔ q + ¯ q. (5.10)
The inelastic interactions (5.8)–(5.10) are the basic processes for the chemical
equilibration in PHSD; however, the inelastic processes in Eqs. (5.9) and (5.10)
are strongly suppressed (<1%) kinematically in PHSD due to the large masses
of gluons.
We recall that for binary channels we have explicit formulae for the partial
widths, e.g. (from the collision term in Eq. (3.5)),
Γ
elastic(p1) =
∑
2,3,4
tr2tr3tr4|T
†T|
2
1+2→3+4
×Ah2(p2)Ah3(p3)Ah4(p4)Nh2(p2) ¯ fh3(p3) ¯ fh4(p4)
×(2π)
4δ
4(P1 + P2 − P3 − P4), (5.11)
where hi is an index, which can be equal to “qi”, “¯ qi” or “g”, (qi = u,d,s).
Since we study partons at high temperature the fermion blocking terms can
be neglected, i.e., approximated by ¯ f = 1, and one ends up with
Γ
elastic(p1) =
∑
2,3,4
tr2 |T
†T|
2
1+2→3+4
×Ah2(p2)Nh2(p2)R2(p1 + p2;M3,M4), (5.12)
where the four-momenta of particle 4 are ﬁxed by energy-momentum conser-
vation and R2 stands for the two-body phase-space integral (cf. Ref. [183]).
We recall that the squared matrix element times the two-body phase-space
integral deﬁnes a binary cross section σ times a kinematic factor, i.e.,
∑
3,4
|T
†T|
2
1+2→3+4 R2(p3 + p4) = 4E1E2vrelσ, (5.13)
with the relativistic relative velocity for initial invariant energy squared, s,
given by
vrel =
√
(s − M2
1 − M2
2)
2 − 4M2
1M2
2/(2E1E2) . (5.14)97 5.2 Reaction rates and eﬀective cross sections
In Eq. (5.13)
∑
3,4 stands for a summation over discrete ﬁnal channels.
If the cross section σ is essentially independent of the momenta, which
should hold for low-energy binary scattering, we may write Eq. (5.12) as
Γ
elastic(p1) = ⟨v12σ⟩ ˜ N2 , (5.15)
which corresponds to the Boltzmann limit relating the collision rate to the
average velocity between the colliding partners (in the center-of-mass frame)
and the cross section for scattering as well as the density ˜ N2 (summed over the
discrete quantum numbers of particle 2). We employ these relations in deter-
mining the eﬀective elastic cross sections between partons in PHSD. Note that
the total number of collisions between particles of type 1 and 2 are obtained
from Eq. (5.15) (in our case) by multiplication with the volume V and the
particle density ˜ N1, i.e.,
dNcoll
12
dt
= V ⟨v12σ⟩ ˜ N1 ˜ N2 . (5.16)
Both the number of collisions between the individual particle species per time
as well as their densities are easily accessible in the transport approach.
The cross section for gluon formation from ﬂavor-neutral q+ ¯ q interactions
in the color octet channel is calculated by the resonant cross section at invariant
energy squared, s = (pq + p¯ q)2,
σq¯ q→g(s,ε,Mq,M¯ q) =
2
4
4πsΓ2
g(ε)
[
s − M2
g(ε)
]2 + sΓ2
g(ε)
1
P 2
rel
, (5.17)
with
P
2
rel =
[
s − (Mq + M2
¯ q
]
[s − (Mq − M¯ q)2]
4s
, (5.18)
while the factor 2/4 corresponds to the ratio of ﬁnal to initial spins (assuming
two transverse degrees of freedom for the gluon in line with the DQPM). Note
that formula (5.17) provides an oﬀ-shell cross section which depends on the
four-momenta of the incoming quark and antiquark as well as on the spectral
properties of the gluon. We recall that in the actual simulation the quark
and antiquark masses are distributed according to the spectral function (3.8)
and their three-momenta vary in a broad range roughly in line with thermal
Boltzmann distributions.
We point out that the iteration of the coupled equations has been performedChapter 5: Dynamical equilibration of strongly interacting matter 98
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Figure 5.7: The energy-density dependence of the coeﬃcient αqq extracted
from the PHSD simulations in the box (blue dots) and the corresponding ﬁt
(solid red line) (5.21).
with the additional boundary conditions
σgq(qg) =
4
9
σgg(ε), σqq = αqq(ε)σgg(ε) (5.19)
as suggested by lQCD, which roughly follows a scaling with the color Casimir
operators. This is also reﬂected in the DQPM ansatz (3.16). We mention that
this scaling might be violated and require a further independent parameter,
which, however, presently cannot be ﬁxed appropriately by lQCD calculations.
The function αqq(ε) has to be determined by the iteration procedure until self-
consistency has been reached for each value of the energy density ε. Note that
for µq = 0 we have identical phase-space distributions for quarks and antiquarks
and also identical interaction rates, which simpliﬁes substantially the iteration
process. Additionally, we assume that the elastic scattering process is isotropic.
The numerical results of the self-consistent determination of the cross sec-
tions and widths can be parametrized in the following form (with the cross
sections given in fm2):
σgg(ε) ≈ 7.6e
−ε/0.8 + 106.2e
−ε/0.2 + 1.7e
−ε/3.7 + 0.3, (5.20)
where ε is given in units of GeV/fm3. The solution of the coupled equations99 5.2 Reaction rates and eﬀective cross sections
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quark(antiquark) (dashed red line), and quark(antiquark)-gluon or gluon-
quark(antiquark) (dash-dotted green line) elastic cross sections as functions
of the energy density.
then give the coeﬃcient
αqq(ε) ≈ 0.3 e
−ε/2.6 + 0.4 . (5.21)
This ﬁt is shown in comparison to the numerical results of the iteration in
Fig. 5.7. Accordingly, the expressions for the partonic elastic scatterings may
be parametrized as
σgq(qg) =
4
9
σgg(ε), σqq ≈ (0.3 e
−ε/2.6 + 0.4)σgg(ε). (5.22)
In Fig. 5.8 we display the resulting gluon-gluon (solid blue line), quark-quark
(dashed red line), and quark-gluon (dash-dotted green line) elastic cross sec-
tions as functions of the energy density. Note that these cross sections are
moderate at high energy density and typically in the order of 2–3 mb but be-
come large close to the critical energy density. This behavior basically reﬂects
the infrared enhancement of the strong coupling (3.13) around Tc and implies
that partons “see each other” at distances of about 1 fm (and even more) in
the vicinity of the phase transition. The physics interpretation is that color
singlet q¯ q pairs form “rotating strings” whereas qq or (¯ q¯ q) pairs form resonant
(and colored) diquark (antidiquark) states that may fuse with another quarkChapter 5: Dynamical equilibration of strongly interacting matter 100
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Figure 5.9: The reaction rates for elastic parton scattering (dashed green lines),
gluon splitting (solid blue lines), and ﬂavor-neutral q¯ q fusion (short-dashed
red lines) as functions of time for systems at diﬀerent energy densities initially
slightly out-of equilibrium. (a) ε = 1.1 GeV/fm3; (b) ε = 4.72 GeV/fm3.
(or antiquark) to form baryonic resonances.
Although the cross sections (5.22) have been extracted for µq = 0 in thermal
equilibrium we may adopt the same cross sections also out of equilibrium and
for µq ̸= 0 in the PHSD transport approach. This appears legitimate for
phase-space conﬁgurations slightly out of equilibrium as well as for moderate
µq.
5.3 Chemical and thermal equilibration
In this Section we present the results on chemical and kinetic equilibration
of strongly interacting matter within PHSD. In the course of the subsequent
transport evolution of the system by PHSD, the numbers of gluons, quarks,
and antiquarks change dynamically through inelastic and elastic collisions to
equilibrium values. We observe in Fig. 5.9 that after about 20 fm/c (for ε
= 1.1 GeV/fm3) or 3 fm/c (for ε = 4.72 GeV/fm3) the reactions rates are
practically constant and obey detailed balance for gluon splitting and q¯ q fusion.
In Fig. 5.9 the reaction rates for elastic parton scattering (dashed green lines),
gluon splitting (solid blue lines), and ﬂavor-neutral q¯ q fusion (short-dashed
red lines) are presented as functions of time at energy densities of 1.1 and 4.72
GeV/fm3. We ﬁnd that the rate of inelastic collisions relative to the elastic rate
is larger at higher energy density; this is due to a larger gluon fraction with
increasing energy density (or temperature) since gluons are more suppressed
at low temperature due to their larger mass diﬀerence relative to the quarks.101 5.3 Chemical and thermal equilibration
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Figure 5.10: Abundances of the u (solid red lines), d (short-dashed black lines),
and s (dash-dotted blue lines) quarks + antiquarks and gluons (dashed green
lines) as functions of time for systems at diﬀerent energy densities. (a) ε = 1.1
GeV/fm3; (b) ε = 4.72 GeV/fm3.
Nevertheless, it is worth mentioning that the elastic scattering between partons
dominates in PHSD.
A sign for chemical equilibration is the stabilization of the numbers of
partons of the diﬀerent species in time for t → ∞. In Fig. 5.10 we show the
particle abundances of u, d, and s quarks+antiquarks (solid red, short-dashed
black, and dash-dotted blue lines, respectively) and gluons (dashed green lines)
for systems at energy densities of 1.1 and 4.72 GeV/fm3, which are above the
critical energy density (as in the previous ﬁgure). We note in Sec. 5.1 that
energy conservation within PHSD holds with an accuracy better than 10−3 in
these cases, which is a necessary requirement for our study. The slow increase
of the total number of strange quarks and antiquarks during the time evolution
reﬂects long equilibration times through inelastic processes involving strange
partons. These time scales are signiﬁcantly larger than typical reaction times
of nucleus-nucleus collisions at SPS or RHIC energies. Note, however, that
the rapidity and transverse momentum spectra of strange hadrons are well
described by PHSD from lower SPS to top RHIC energies (cf. Chapter 4).
These ﬁndings appear to be in contradiction; however, the time scales from
the box calculations cannot directly be applied to nucleus-nucleus collisions
since the initial conditions are very diﬀerent. The initial state in the box is
chosen close to thermal parton equilibrium. This suppresses the production
of strange quark-antiquark pairs due to kinematics or available energy. The
strangeness production in A+A collisions occurs mainly in the early stage ofChapter 5: Dynamical equilibration of strongly interacting matter 102
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Figure 5.11: The reactions rates for gluon splitting to pairs of strange quarks
and antiquarks (solid blue line) and ﬂavor-neutral s¯ s fusion (short-dashed red
line) as functions of time for a system at an energy density of 1.1 GeV/fm3.
A+A reactions where the system is rather far away from local thermal equi-
librium and kinematical (energy) constraints are subleading, i.e., particle col-
lisions with large center-of-mass energies take place. These energies are much
larger than those in local thermal equilibrium, which makes the strangeness
production more eﬀective in A+A collisions and leads to lower strangeness
equilibration times. Note that these arguments are supported by the calcula-
tions also in HSD, where both colliding and produced particles are hadrons,
which happens at Alternating Gradient Synchrotron (AGS) and lower SPS en-
ergies, as well as in PHSD, where the degrees of freedom are quarks and gluons
(at top SPS, RHIC, and LHC energies).
In Fig. 5.11 we present the time evolution of the reaction rates for gluon
splitting to pairs of strange quarks and antiquarks (solid blue line) and s¯ s fusion
(short-dashed red line) for a system at an energy density of 1.1 GeV/fm3 with
the s and ¯ s quarks initially suppressed by a factor of 3 with respect to the
light quarks. Accordingly, the initial rate for s+¯ s → g is suppressed by about
a factor of 9 and a large time for chemical equilibration is observed again.
The results, shown in Figs. 5.9–5.11, correspond to the initial ratios between
u, d, and s quarks (and antiquarks) taken as
u:d:s = 3:3:1.103 5.3 Chemical and thermal equilibration
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We now vary the initial ﬂavor decomposition and see if the system approaches
the same ﬁnal state (at constant energy density). In Fig. 5.12 we show the
particle abundances of the u, and s quarks and gluons as functions of time for
systems populated with the diﬀerent initial ﬂavor ratios: u:d:s = 3:3:1 (solid
lines), u:d:s = 2.5:2.5:1 (dash-dotted lines), u:d:s = 2:2:1 (dashed lines),
and u : d : s = 1 : 1 : 0 (short-dashed lines) while preserving the same energy
density of the system ε = 1.48 GeV/fm3 in all cases. One can see that the
equilibrium values of the parton numbers for diﬀerent ﬂavors do not depend
on the initial ﬂavor ratios. This implies that our calculations are stable with
respect to the diﬀerent initializations, conﬁrming that the system does reach
equilibrium in our microscopic PHSD calculations. Since the equilibrium state
is well deﬁned by the PHSD calculations at each energy density (e.g., for times
t > 120 fm/c), we may now proceed to study further properties of the system
in dynamical equilibrium.Chapter 5: Dynamical equilibration of strongly interacting matter 104
5.4 PHSD equilibrium calculations in compar-
ison to the DQPM
To compare the particle properties in the equilibrated dynamical model and
in the DQPM, which has been developed to describe QCD in equilibrium, we
calculate dynamically the diﬀerent parton spectral functions. Let us consider
the scalar parton density function ρs (3.24) deﬁned (in equilibrium) by
ρs (T) = dg
∞ ∫
0
dω
2π
∫
d3p
(2π)3 2
√
p2 ρg(ω,p)nB(ω/T)Θ(p
2)
+dq(¯ q)
∞ ∫
0
dω
2π
∫
d3p
(2π)3 2
√
p2 ρq(¯ q)(ω,p)
×{nF[(ω − µq)/T] + nF[(ω + µq)/T]}Θ(p
2), (5.23)
where nB and nF denote the Bose and Fermi distributions, respectively, while
µq stands for the quark chemical potential. Here the scalar parton density is
summed over gluons, quarks, and antiquarks. We recall that the number of
gluonic degrees of freedom is dg = 16, while the fermion degrees of freedom
amount to dq = d¯ q = 2NcNf = 18 in case of three ﬂavors (Nf = 3). The
function Θ(p2) (with p2 = ω2 − p2) projects on timelike four-momenta since
only this fraction of the four-momentum distribution can be propagated within
the light cone. In Eq. (5.23) the parton spectral functions ρj (with j = q, ¯ q,g)
are no longer δ-functions in invariant mass squared but taken as in Eq. (3.8).
Then the total number of timelike gluons g (quarks q or antiquarks ¯ q) in
equilibrium (for µq = 0) is given by the vector densities in thermodynamic
equilibrium multiplied by the volume V :
Ng(q,¯ q) = V dg(q,¯ q)
∞ ∫
0
dω
2π
∫
d3p
(2π)3 2ω ρg(q,¯ q)(ω,p)nB(F)(ω/T)Θ(p
2). (5.24)
Note that for the scalar densities the integrand is the invariant mass divided by
the energy ω
(√
p2/ω
)
, while for the vector densities the integrand is simply
1. For the energy spectrum we have
dNg(q,¯ q)
dω
=
V dg(q,¯ q)
2π
∫
d3p
(2π)3 2ω ρg(q,¯ q)(ω,p)nB(F)(ω/T)Θ(p
2). (5.25)105 5.4 PHSD equilibrium calculations in comparison to the DQPM
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Figure 5.13: The spectra of the u and s quarks and gluons in equilibrium
for diﬀerent energy densities from the PHSD simulations (solid red lines) in
comparison to the DQPM model (dashed blue lines).
By choosing the momenta of the partons in the (narrow) interval |p| ∈ [p−,p+],
the energy spectrum is given by
dNg(q,¯ q)
dω
   
     
|p|∈[p−,p+]
=
V dg(q,¯ q)
2π3 (p+ − p−)|pmid|
2ω ρg(q,¯ q)(ω,pmid)nB(F)(ω/T),
(5.26)
where pmid = (p+ − p−)/2 is the average momentum in the bin.
In the transport approach we can construct the distribution of partons with
given energy and momentum as
d2Ng(q,¯ q)
dωdp
=
1
p+ − p−
dNg(q,¯ q)
dω
   
     
|p|∈[p−,p+]
, (5.27)
which can be easily evaluated within the PHSD simulations in the box. ItsChapter 5: Dynamical equilibration of strongly interacting matter 106
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Figure 5.14: The spectral functions of the u and s quarks and gluons in equilib-
rium from the PHSD simulations (solid red lines) for diﬀerent energy densities
in comparison to the DQPM model (dashed blue lines).
counterpart within the DQPM model is
d2Ng(q,¯ q)
dωdp
=
V dg(q,¯ q)
2π3 p
2
mid ωρg(q,¯ q)(ω,pmid)nB(F). (5.28)
In Fig. 5.13, we show d2N/dωdp for u and s quarks and gluons obtained
by the PHSD simulations (red solid lines) of “inﬁnite” partonic systems at
energy densities of 1.1 and 4.72 GeV/fm3. For comparison, we present on
the same plots the DQPM assumptions (dashed blue lines) for the respective
distributions. One can see that the DQPM distributions are in good agreement
with the dynamical calculations within PHSD for all quarks but deviate from
the simulations at high energy density for gluons. We will return to this
apparent deviation below.
Due to the oﬀ-shell dynamics in PHSD (cf. Sec. 2.2.3) we have also access
to the dynamical spectral functions in and out of equilibrium. Here we focus
on the equilibrium state. Accordingly, we can compare the spectral functions107 5.4 PHSD equilibrium calculations in comparison to the DQPM
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Figure 5.15: The total reaction rate for parton elastic scattering (short-dashed
burgundy line) and separately the reaction rates for gluon-gluon (solid red
line), gluon-quark (dashed blue line), quark-gluon (dotted green line), and
quark-quark (dash-dotted dark yellow line) elastic scatterings as functions of
time for the system at ε = 1.1 GeV/fm3.
of partons within the PHSD simulations in the box and with the DQPM as-
sumption for the spectral functions (3.8). Using the expression for the energy
spectrum (5.26), we get
ρg(q,¯ q) =
2π3
V dg(q,¯ q)
1
|pmid|2ω
n
−1
B(F)
p+ − p−
dNg(q,¯ q)
dω
 
     
 
|p|∈[p−,p+]
. (5.29)
In Fig. 5.14 we show the dynamical spectral functions ρ(ω) for u and s quarks
and gluons as obtained by the PHSD simulations (red solid lines) for “inﬁ-
nite” partonic systems—at energy densities of 1.1 and 4.72 GeV/fm3—and
the DQPM assumptions (dashed blue lines) for the spectral functions (3.8) at
the corresponding energy densities of the system.
We ﬁnd that the dynamical spectral functions of quarks and gluons are gen-
erally fairly well described by the DQPM form (3.8). However, there is a slight
deviation visible at high energy density, especially for gluons. This deviation
explains the diﬀerence between the dynamical results and the DQPM in Fig.
5.13. The origin of the deviation can be traced back to the inelastic collisions
of q¯ q pairs forming gluons in Eq. (5.17) in dense systems. The reactions favor
the high-mass part of the gluon spectral function and predominantly populateChapter 5: Dynamical equilibration of strongly interacting matter 108
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Figure 5.16: The spectrum of u quarks in equilibrium obtained by the PHSD
simulations (red solid line) for systems at energy density 4.72 GeV/fm3 in
comparison to the thermal distributions with diﬀerent temperatures: T = 243
MeV (dashed blue line), T = 223 MeV (dash-dotted green line), and T = 263
MeV (short-dashed burgundy line).
dynamically the right-hand side from the gluon pole mass since the sum of the
pole masses of quarks and antiquarks is larger than the pole mass of the gluon
(cf. Eq. (3.16)). Indeed, let us recall that the inelastic collisions are more
important at higher energy densities (cf. Fig. 5.9). Moreover, from Fig. 5.15
we see that the elastic scattering rate of gluons is lower than that of quarks.
Therefore, the inelastic interaction contributes considerably to the shape of
the spectral function of gluons at high energy density, while it is not so im-
portant for the quarks at ε = 1.1 GeV/fm3. In the DQPM it is assumed that
the width in the spectral function is independent of the mass, which indeed is
found to be a good approximation if elastic scatterings dominate (as in case
of the quarks and antiquarks). However, the inelastic interaction of partons
in PHSD is dominated by the resonant gluon formation, which dynamically
generates a mass-dependent width for the gluon spectral function. This dy-
namical eﬀect in the gluon width is not incorporated in the DQPM assumption
(3.8). Accordingly, the PHSD simulations for systems in equilibrium super-
sede the DQPM assumptions but well reproduce the DQPM assumptions in
the fermionic sector.
Note that the calculations of d2N/dωdp in PHSD in the box in the ﬁnal,
equilibrated state allows us to extract the temperature of the “inﬁnite” par-109 5.4 PHSD equilibrium calculations in comparison to the DQPM
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Figure 5.17: The scaled energy density ε/T 4 (red stars) and the potential
energy fraction of the scaled energy density (green open squares) extracted
from the PHSD calculations in the box in comparison to the lQCD data from
Refs. [75,76] (blue open circles).
ton matter. We obtain the ﬁnal temperature by ﬁtting the parton spectrum
obtained by the PHSD simulations with the product of the Bose (Fermi) dis-
tribution and a Lorentzian spectral function (cf. Eq. (5.28)). In Fig. 5.16, we
show the spectrum of u quarks from the PHSD simulations (solid red line) for a
system at energy density 4.72 GeV/fm3 in comparison to the ﬁt with diﬀerent
temperatures: T = 243 MeV (dashed blue line), T = 223 MeV (dash-dotted
green line), and T = 263 MeV (short-dashed burgundy line). All three curves
were normalized to coincide at the peak of the spectral function. One can
see that the high-momentum behavior of the distribution is governed by the
temperature and that the temperature T = 243 MeV gives the best ﬁt at the
energy density of 4.72 GeV/fm3. We note that the same procedure is repeated
for each particle species and each value of the energy density.
The question of whether the equation of state from the PHSD in equilib-
rium compares reasonably with the lattice data from Refs. [75,76] can now
be answered. To this end we present in Fig. 5.17 the equation of state ex-
tracted from the PHSD calculations in the box (red stars) in comparison to
the respective results from the Wuppertal-Budapest group [75,76] (blue open
circles) as functions of the temperature T. We also show the potential energy
contribution to the equation of state extracted from the PHSD calculationsChapter 5: Dynamical equilibration of strongly interacting matter 110
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Figure 5.18: Abundances of u, d, and s quarks (solid red lines, short-dashed
black lines, and dash-dotted blue lines, respectively) and ¯ u, ¯ d, and ¯ s antiquarks
(dotted red lines, short-dotted black lines, and short-dash-dotted blue lines,
respectively) and gluons (dashed green lines) as functions of time for systems
at ε = 1.48 GeV/fm3 and at diﬀerent quark chemical potentials: (a) µq = 50
MeV; (b) µq = 150 MeV.
in the box (green open squares) that is equivalent to the DQPM potential
energy density. We ﬁnd that the equation of state implemented in PHSD is
well in agreement with the DQPM and the lQCD results. This ﬁnding implies
that PHSD dynamically describes systems of quarks, antiquarks, and gluons
in equilibrium that have the same properties as explicit QCD calculations on
the lattice.
5.5 Finite quark chemical potentials
We have seen in Sec. 5.4 that the dynamical calculations within PHSD re-
produce equilibrium properties of QCD matter as seen in lQCD calculations
at µq = 0. Let us now proceed further and study within the dynamical ap-
proach the quark and gluon properties at ﬁnite quark chemical potential µq (cf.
Sec. 3.2.4), which are currently not yet well established in lQCD calculations.
In Fig. 5.18 we present the particle abundances of u, d, and s quarks (solid
red, short-dashed black, and dash-dotted blue lines, respectively), ¯ u, ¯ d, and ¯ s
antiquarks (dotted red, short-dotted black, and short-dash-dotted blue lines,
respectively) and gluons (dashed green lines) as functions of time for systems
at ε = 1.48 GeV/fm3 and at quark chemical potentials µq of 50 and 150 MeV.
Again chemical equilibrium is achieved for large times but now the abundances
of quarks and antiquarks diﬀer considerable (especially for µq = 150 MeV). A111 5.5 Finite quark chemical potentials
0.0 0.2 0.4 0.6 0.8 1.0
10
-1
10
0
10
1
10
2
10
3
10
4
(a)
 
q
 = 50 MeV 
 PHSD
 DQPM: M =  491 MeV,   = 60 MeV,
                         T = 190 MeV
 1.05<p<1.15 GeV/c 
   = 1.48 GeV/fm
3
 
u-quark
 
 
d
2
N
/
d
d
p
 
[
G
e
V
-
2
]
-p
mid
 [GeV]
(a)
0.0 0.2 0.4 0.6 0.8 1.0
10
-1
10
0
10
1
10
2
10
3
10
4
(b)
 
q
 = 150 MeV 
 PHSD
 DQPM: M =  504 MeV,   = 60 MeV,
                         T = 190 MeV                  
 1.05<p<1.15 GeV/c 
   = 1.48 GeV/fm
3
 
u-quark
 
 
d
2
N
/
d
d
p
 
[
G
e
V
-
2
]
-p
mid
 [GeV]
(b)
Figure 5.19: The spectrum of u quarks in equilibrium as obtained by the
PHSD simulations in the box (solid red lines) in comparison to the DQPM
model (blue dashed lines) for systems at an energy density of 1.48 GeV/fm3
at diﬀerent quark chemical potentials: (a) µq = 50 MeV; (b) µq = 150 MeV.
closer inspection also shows that the strangeness equilibration proceeds slower
since the amount of ﬂavor-neutral q¯ q pairs decreases with increasing µq. Note
that the gluon abundance in the equilibrium stage does not depend on the
initialization.
The phase boundary Tc(µq) in the DQPM (and PHSD) is deﬁned by de-
manding that the phase transition happens at the same critical energy density
εc for all µq. The prediction of Fig. 5.18 might in future be compared to lQCD
calculations at ﬁnite µq.
In Fig. 5.19 we show d2N/dωdp for u quarks obtained by the PHSD simula-
tions (solid red lines) of “inﬁnite” partonic systems at ε = 1.48 GeV/fm3 and
at quark chemical potentials of 50 and 150 MeV. For comparison, we present
on the same plots the DQPM assumptions (blue dashed lines) for the respec-
tive distributions. The agreement is fairly good since the inelastic channels
are further suppressed with increasing µq. Note that in the present version the
DQPM and PHSD treat the quark-hadron transition as a smooth crossover at
all µq. There are, however, some physical arguments in favor of a ﬁrst-order
phase transition at large µq and for the existence of a critical endpoint for
the ﬁrst-order transition line in the T-µq plane. Presently, we are not able to
calculate the properties of a quark-gluon system close to a critical endpoint.
It is also not yet clear whether such an endpoint exists.Chapter 5: Dynamical equilibration of strongly interacting matter 112
5.6 Particle number ﬂuctuations
In this Section we address higher moments of parton distributions in the
sQGP within the PHSD approach and study the equilibration of ﬂuctua-
tion observables as well as the size of ﬂuctuations in equilibrium. We recall
that various ﬂuctuation observables have been addressed theoretically within
lQCD [184–187] as well as within eﬀective models [188–193]. Furthermore,
some of these observables have been studied experimentally by the various
collaborations at SPS and RHIC. Most of these have been evaluated in the
HSD approach including the individual detector acceptance and experimental
biases. For a recent review we refer the reader to Ref. [194] (and references
cited therein). The evaluation of the various ﬂuctuations in PHSD (in analogy
to HSD) is straightforward and in this Section performed for µq = 0.
5.6.1 Scaled variance
We start with the scaled variance
ω =
σ2
µ
, (5.30)
where µ is the mean value of the observable x averaged over N events,
µ =
1
N
N ∑
i=1
xi, (5.31)
and σ2 is the sample variance given by
σ
2 =
1
N − 1
N ∑
i=1
(xi − µ)
2. (5.32)
The standard error of the scaled variance ω is given by
∆ω =
√(
∂ω
∂µ
)2
(∆µ)2 +
(
∂ω
∂(σ2)
)2
[∆(σ2)]2
=
√(
−
σ2
µ2
)2
(∆µ)2 +
(
1
µ
)2
[∆(σ2)]2, (5.33)113 5.6 Particle number ﬂuctuations
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Figure 5.20: The scaled variance as functions of time for a system at ε =
1.48 GeV/fm3 for (a) all charged particles (green open circles) and gluons (red
open squares) and (b) diﬀerent quark ﬂavors: u (red squares), d (blue down
triangles), and s (green up triangles) quarks + antiquarks.
where
∆µ =
σ
√
N
, (5.34)
∆(σ
2) =
√
1
N
(
m4 −
N − 3
N − 1
σ4
)
, (5.35)
and m4 is the fourth central moment,
m4 =
1
N
N ∑
i=1
(xi − µ)
4. (5.36)
In Fig. 5.20 we show the scaled variances ω for particle number ﬂuctuations
as functions of time for the quarks+antiquarks of all ﬂavors (green open cir-
cles), for separate quark ﬂavors—u (red squares), d (blue down triangles), and
s (green up triangles)—and for gluons (red open squares), for a system at an
energy density of 1.48 GeV/fm3. The same results are presented in Fig. 5.21
for a system at ε = 4.72 GeV/fm3. Note that in the grand canonical ensemble,
i.e., for an equilibrium system with constant temperature (due to the presence
of a thermostat) and with thermal ﬂuctuations of the total system energy,
one would expect ω ≈ 1 for all particle number ﬂuctuations. On the other
hand, for an isolated statistical system the global energy conservation for the
microcanonical ensemble leads to a suppression of the particle number ﬂuctu-
ations and thus to ω < 1 (see Refs. [195–198] for more details). As seen from
Figs. 5.20 and 5.21 the equilibrium values of ω are smaller than 1. This can beChapter 5: Dynamical equilibration of strongly interacting matter 114
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Figure 5.21: The scaled variance as functions of time for a system at ε =
4.72 GeV/fm3 for (a) all charged particles (green open circles) and gluons (red
open squares) and (b) diﬀerent quark ﬂavors: u (red squares), d (blue down
triangles), and s (green up triangles) quarks + antiquarks.
interpreted as a consequence of the total energy conservation, which is ﬁxed
more strictly (but still numerically not exactly) in our PHSD box calculations
than that in the grand canonical ensemble. In a mixture of diﬀerent parti-
cle species the inﬂuence of the global energy conservation on particle number
ﬂuctuations is diﬀerent for diﬀerent species in the mixture. The suppression
eﬀects are stronger for those species that contain larger fractions of the total
system energy. The scaled variance of all charged particles (i.e., quarks plus
antiquarks of all ﬂavors) is lower than that of gluons or of a single quark ﬂavor.
This reﬂects the larger energy fraction stored in all quarks. For illustration, we
show in Fig. 5.22 the total energy of partons (dash-dotted green lines), the en-
ergy of all charged partons (solid red lines), and the energy of gluons (dashed
blue lines) as functions of time for systems at energy densities of 1.48 and
4.72 GeV/fm3. We observe that the scaled variances reach a plateau in time
for all observables and energy densities. The scaled ﬂuctuations in the gluon
number are more pronounced at ε = 1.48 GeV/fm3 since the fraction of the
gluon energy is quite small at this energy density. The diﬀerence with respect
to the scaled variance of all charged partons decreases with energy due to the
higher relative fraction of the gluon energy, as discussed before. Due to the
initially lower abundance (thus smaller energy fraction) of strange quarks the
respective scaled variance is initially larger but reaches the same asymptotic
value as the light quarks in the course of the time evolution. Accordingly, the
ﬂuctuations in the fermion number are ﬂavor blind in equilibrium.115 5.6 Particle number ﬂuctuations
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Figure 5.22: The total kinetic energy of partons (dash-dotted green lines), the
kinetic energy of all charged partons (solid red lines), and the kinetic energy of
gluons (dashed blue lines) as functions of time for systems at diﬀerent energy
densities: (a) ε = 1.48 GeV/fm3; (b) ε = 4.72 GeV/fm3.
It is interesting to study the scaled variance for a cell inside the box as a
function of the cell volume. This can easily be achieved by subdividing the total
volume V = 93 fm3 in diﬀerent subvolumes Vn of equal size and evaluating the
scaled variance in each subvolume. Finally an average over the n subvolumes
Vn is performed. In Fig. 5.23 we present the scaled variance as functions of
n = V/Vn in the box for all charged particles (red open circles) and gluons (blue
open squares) and for diﬀerent quarks ﬂavors [u (red open squares), d (blue
open circles), and s (green open triangles) quarks + antiquarks] for systems at
energy densities of 1.48 and 4.72 GeV/fm3, respectively. The inserts show the
observables for larger box sizes by up to about a factor of 8 (n ≈ 0.15) in order
to explore the thermodynamic limit. Indeed, our calculations demonstrate
that the scaled variances no longer change (within statistics) when increasing
the volume of the box by up to about an order of magnitude, thus approaching
the thermodynamic limit. We recall that ω = 1 for a Poissonian distribution
(dash-dotted black lines). The impact of total energy conservation in the box
volume V is relaxed in the subvolume Vn. This inﬂuence becomes weaker for
n ≫ 1, i.e., Vn ≪ V . Therefore, in the subvolume Vn the energy ﬂuctuates and
these ﬂuctuations behave as in the grand canonical ensemble for n ≫ 1. The
remaining part of the box plays—in this limit—the role of a thermostat for
the cell Vn. This explains the behavior ω ∼ = 1 for all scaled variances at large
n as seen in Fig. 5.23. Such a behavior can be also expected from the “law of
rare events”: the scaled variances for all observables approach the PoissonianChapter 5: Dynamical equilibration of strongly interacting matter 116
0 2 4 6 8 10 12 14 16 18
0.0
0.5
1.0
1.5
2.0
2.5
0.0 0.5 1.0 1.5 2.0
0.2
0.4
0.6
0.8
 Poissonian
         distribution
(a)
 = 4.72 GeV/fm
3
:
 all charged
 gluons
 
 
n = V/V
n
 = 1.48 GeV/fm
3
:
 all charged
 gluons
 
 
n = V/V
n
(a)
0 2 4 6 8 10 12 14 16 18
0.0
0.5
1.0
1.5
2.0
2.5
0.0 0.5 1.0 1.5 2.0
0.50
0.75
1.00
1.25
(b)
 = 4.72 GeV/fm
3
:
 u + u
 d + d
 s + s
 = 1.48 GeV/fm
3
:
 u + u
 d + d
  s + s
 
 
n = V/V
n
 Poissonian
         distribution
 
 
n = V/V
n
(b)
Figure 5.23: The scaled variances in equilibrium (at t > 120 fm/c) as functions
of relative system size n = V/Vn at energy densities of 1.48 and 4.72 GeV/fm3,
where V is the default box volume and Vn is the subsystem volume for (a)
all charged particles (red open circles) and gluons (blue open squares) and
(b) diﬀerent quark ﬂavors: u (red open squares), d (blue open circles), and s
(green open triangles) quarks + antiquarks. Note that n = 1 corresponds to a
subsystem volume V1 = V ≡ 93 = 729 fm3; n = 10 stands for V10 = 72.9 fm3;
while n = 0.2 means a system of volume V0.2 = 5 × 729 = 3645 fm3, which is
larger than our default box size V .
limit when one considers only a tiny fraction of all particles in the system.
This observation raises a new question concerning the event-by-event ﬂuc-
tuations in nucleus-nucleus collisions within a viscous hydrodynamical ap-
proach. The basic requirement of this approach is that the local cell size—in
which a possibly chemical and kinetic equilibrium is achieved—is small com-
pared to the macroscopic dimension of the system; in particular, the gradients
in the energy density should be small. In each cell then equilibrium values for
averages as well as ﬂuctuations of observables should be considered within the
grand canonical treatment. Thus, the inﬂuence of the conservation laws (both
energy-momentum and charge conservation) gets lost. However, the inﬂuence
of the global conservation laws on ﬂuctuation observables is by no means neg-
ligible even in the thermodynamical limit, if the detector would accept an
essential fraction of all particles.117 5.6 Particle number ﬂuctuations
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Figure 5.24: The skewness as a function of time for a system at ε = 1.48
GeV/fm3 for (a) all charged particles (green open circles) and gluons (red
open squares) and (b) diﬀerent quarks ﬂavors: u (red squares), d (blue down
triangles), and s (green up triangles) quarks.
5.6.2 Skewness
The skewness characterizes the asymmetry of the distribution function with
respect to its average value. If the bulk of the data are at the left and the right
tail is stretched out, then the distribution is skewed right or positively skewed;
if the peak is toward the right and the left tail is more pronounced, then the
distribution is skewed left or negatively skewed. The deﬁnition of skewness is
as follows:
g1 =
m3
m
3/2
2
=
m3
σ3 , (5.37)
where m2 and m3 are the second (variance) and third central moments, re-
spectively, with
m3 =
1
N
N ∑
i=1
(xi − µ)
3. (5.38)
The skewness of a sample is given by
G1 =
√
N(N − 1)
N − 2
g1, (5.39)
and its standard error is
∆G1 =
√
6N(N − 1)
(N − 2)(N + 1)(N + 3)
. (5.40)Chapter 5: Dynamical equilibration of strongly interacting matter 118
In Fig. 5.24 we show the skewness as functions of time for all charged particles
(green open circles) and gluons (red open squares) and for diﬀerent quarks
ﬂavors [u (red squares), d (blue down triangles), and s (green up triangles)
quarks] for a system at ε = 1.48 GeV/fm3. Note that the skewness is equal to
zero for symmetric distributions (dash-dotted black lines). We ﬁnd that in our
case the skewness of the number of all charged particles tends to be antisym-
metric to the skewness of the number of gluons, but both are compatible with
zero for the present accuracy of the calculations. We only show the results
for a single energy density since our ﬁndings are independent of the energy
density.
5.6.3 Kurtosis
The height and sharpness of the distribution peak relative to a number is called
kurtosis. Higher values of kurtosis indicate a higher, sharper peak; lower values
of kurtosis indicate a lower, less distinct peak. The kurtosis is deﬁned as
β2 =
m4
m2
2
=
m4
σ4 , (5.41)
where m4 is determined by Eq. (5.36). It is equal to 3 for a normal distribution,
so often the excess kurtosis is presented which characterizes the deviation from
a normal distribution,
g2 = β2 − 3. (5.42)
The sample excess kurtosis then is deﬁned by
G2 =
N − 1
(N − 2)(N − 3)
[(N + 1)g2 + 6]. (5.43)
The standard error of the kurtosis is given by
∆G2 = 2∆G1
√
N2 − 1
(N − 3)(N + 5)
, (5.44)
where ∆G1 is determined by Eq. (5.40).
In Fig. 5.25 we present the excess kurtosis as functions of time for all
charged particles (green open circles) and gluons (red open squares) and for
diﬀerent quarks ﬂavors [u (red squares), d (blue down triangles), and s (green
up triangles) quarks] for a system at an energy density of 1.48 GeV/fm3. Note119 5.7 Equilibration times
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Figure 5.25: The excess kurtosis as a function of time for a system at an
energy density of 1.48 GeV/fm3 and the corresponding lQCD results (dashed
orange lines) from Ref. [186] for (a) all charged particles (green open circles)
and gluons (red open squares) and (b) diﬀerent quarks ﬂavors: u (red squares),
d (blue down triangles), and s (green up triangles) quarks.
that the excess kurtosis is equal to zero for normal distributions (dash-dotted
black lines). The lQCD results from Ref. [186] are nonzero and shown by
the dashed orange lines. We ﬁnd that in our case the excess kurtosis of the
number of all charged particles is equal to the excess kurtosis of the number
of gluons. However, within statistical errors, the excess kurtosis is compatible
with zero as well as with the lQCD results from Ref. [186] for gluons and
charged particles. This ﬁnding holds for all energy densities considered.
5.7 Equilibration times
An inspection of the time evolution of the scaled variances in Figs. 5.20 and
5.21 shows that the equilibration of the various scaled variances occurs on
time scales that are shorter than the time scales for the equilibration of the
average values of the observables. In order to quantify this observation we ﬁt
the explicit time dependence of the abundances and scaled variances by the
function
Ot = Ot=0 + (Ot→∞ − Ot=0)
(
1 − e
−t/τeq)
, (5.45)
which deﬁnes a characteristic equilibration time τeq. The results of our ﬁts for
diﬀerent observables and energy densities are summarized in Table 5.1. For
all particle species and energy densities, the equilibration time τeq is found
to be shorter for the scaled variances than for the average values. This isChapter 5: Dynamical equilibration of strongly interacting matter 120
Particle type Equilibration times τeq fm/c
ε = 1.48 GeV/fm3 ε = 4.72 GeV/fm3
abundance ω abundance ω
u + ¯ u 43 16 21 6
d + ¯ d 45 14 21 5
s + ¯ s 35 28 19 17
gluons 18 5 18 4
all charged 18 3 18 2
Table 5.1: Equilibration times for the abundances and the scaled variances for
the diﬀerent particle species and two values of the energy density.
most pronounced when considering all charged partons but less distinct for
strange quarks. Accordingly, scaled variances may achieve an equilibrium,
even if the average values of an observable are still out of equilibrium. This
ﬁnding is reminiscent of strongly interacting quantum systems evaluated on the
basis of Kadanoﬀ-Baym equations in Refs. [43,44], where quantum ﬂuctuations
stabilize early in time, i.e., long before a kinetic or chemical equilibrium is
achieved.
5.8 Summary
In this Chapter we have employed the PHSD oﬀ-shell transport approach to
study systems slightly out of equilibrium as well as in equilibrium in a ﬁnite
box with periodic boundary conditions, thus simulating “inﬁnite” matter.
We have demonstrated explicitly that partonic systems at energy densities
ε, above the critical energy density εc ≈ 0.5 Gev/fm3, achieve kinetic and
chemical equilibrium in time. Furthermore, the energy density of the partonic
system at ﬁxed temperature and quark chemical potential for µq = 0 is well in
line with the lQCD calculations in equilibrium.
In addition to equilibration phenomena of average values for observables
such as particle number or charged particle number we have studied the dy-
namics of ﬂuctuation observables in and out of equilibrium. For all observables
the equilibration time τeq is found to be shorter for the scaled variances than
for the average values. This is most pronounced when considering all charged
partons but less distinct for strange quarks. Accordingly, scaled variances may
achieve an equilibrium even if the average values of an observable are still out
of equilibrium.121 5.8 Summary
The scaled variances for the ﬂuctuations in the numbers of diﬀerent partons
in the box show an inﬂuence of total energy conservation. We have observed
a suppression of the parton number ﬂuctuations in comparison to the ﬂuctua-
tions in the grand canonical ensemble. Furthermore, by dividing the box into
several cells we have calculated the scaled variances of diﬀerent observables in
the cell as functions of the cell size. The scaled variances for all observables
approach the Poissonian limit with ω = 1 when the cell volume is much smaller
than that of the box. This observation indicates that global conservation laws
(for energy-momentum and charges) are not important when one detects only
a small fraction from all particles in the system. However, if the fraction of the
accepted particles is comparable to that in the whole system, the inﬂuence of
global conservation laws on ﬂuctuation observables is not negligible even in the
thermodynamic limit. We have shown, furthermore, that the scaled variances
no longer depend on the size of the box when increasing it up to about an
order of magnitude up to ∼5000 fm3. Accordingly, the continuum limit has
approximately been reached in the calculations.
Our analysis of the skewness and kurtosis gives practically vanishing values
for these observables in time and especially in equilibrium within the limited
statistics achieved. We mention that our results within statistics are also
compatible with the lQCD results from Ref. [186].Chapter 6
Transport coeﬃcients of
strongly interacting matter
Ultrarelativistic heavy-ion collisions at RHIC and LHC energies have produced
a new state of matter, the QGP, for a couple of fm/c. The produced QGP
shows shows features of a strongly interacting ﬂuid unlike a weakly interacting
parton gas [18,40,41]. Large values of the observed azimuthal asymmetry of
charged particles in momentum space, i.e., the elliptic ﬂow v2 [98–101,199],
could quantitatively be well described by hydrodynamics up to transverse mo-
menta on the order of 1.5 GeV [200–204]. A perfect ﬂuid has been deﬁned as
having a zero shear viscosity η; yet semiclassical arguments have been given
suggesting that the shear viscosity cannot be arbitrarily small [205]. Indeed,
the lower bound for the shear viscosity to entropy density ratio η/s = 1/4π
was conjectured by Kovtun-Son-Starinets (KSS) [206,207] for inﬁnitely cou-
pled supersymmetric Yang-Mills gauge theory based on the AdS/CFT duality
conjecture. On the basis of holographically dual computations [208], also for
the bulk viscosity of strongly coupled gauge theory plasmas, a lower bound
was conjectured: ζ/η   2(1/3 − c2
s), where cs is the speed of sound. Empiri-
cally, relativistic viscous hydrodynamic calculations—using the Israel-Stewart
framework—require a very small but ﬁnite η/s of 0.08−0.24 in order to repro-
duce the RHIC elliptic ﬂow v2 data [209–212]. The main uncertainty in these
estimates results from the equation of state and the initial conditions employed
in the hydrodynamical calculations as well as in the temperature dependence
of η/s(T).
Thus not only the absolute values of the shear and bulk viscosities are of
great interest but also the temperature dependence of these coeﬃcients, which
122123
is expected to be quite strong. There is evidence from atomic and molecular
systems that η/s should have a minimum in the vicinity of the phase transition
or—in case of strong interactions at vanishing chemical potential—of the rapid
crossover between hadronic matter and the QGP [70,213,214]. Furthermore,
it is argued that the ratio of the bulk viscosity to entropy density ζ/s should
have a maximum close to Tc—as suggested by lQCD—and might even diverge
in case of a second-order phase transition [215–221]. Such a peak in the bulk
viscosity can lead to instabilities in viscous hydrodynamics simulations for
heavy-ion collisions and possibly to clusterization eﬀects [222].
Shear and bulk viscosities of strongly interacting systems have been eval-
uated within diﬀerent approaches. Calculations have been performed at high
temperatures, where perturbation theory can be applied [223–225], as well as at
extremely low temperatures [225–227]. First results for shear and bulk viscosi-
ties obtained within lQCD simulations above the critical temperature of pure
gluon matter have been presented in [228–231]. There are several methods for
the calculation of shear and bulk viscosities for strongly interacting systems:
the Relaxation Time Approximation (RTA) [232], the Chapmann-Enskog (CE)
method [233] and the Green-Kubo approach [234–236]. The RTA method has
been used to calculate the viscosity [188,205,219,220,237–240] as well as the
Green-Kubo approach [18, 241–245] for both hadronic and partonic matter
providing a rough picture of the transport properties of strongly interacting
matter.
This Chapter is dedicated to the study of the transport coeﬃcients of
strongly interacting matter within PHSD. In this approach the transport co-
eﬃcients do not enter as external parameters but are generic properties of the
degrees of freedom under consideration and can be calculated for systems in
equilibrium as a function of temperature explicitly without incorporating any
additional parameters. Furthermore, the PHSD approach allows to evaluate
the transport coeﬃcients within the partonic as well as within the hadronic
phase on the same footing. Since PHSD yields a reasonable description of
hadronic, collective and electromagnetic observables from heavy-ion collisions
in a wide energy range (cf. Chapter 4), we may deduce the size and tempera-
ture dependence of the transport coeﬃcients.1
1Note that most of the results of this Chapter have been published in Refs [246{248] by
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Figure 6.1: The shear component of the energy-momentum tensor as a function
of time for a system at an energy density of 1.1 GeV/fm3 from the PHSD
simulations. (a) 1 event; (b) 500 events.
6.1 Shear and bulk viscosities
In this Section we calculate the shear and bulk viscosities as a function of
temperature (or energy density) within PHSD employing the Green-Kubo for-
malism and the relaxation time approximation for comparison.
6.1.1 The Kubo formalism
The Kubo formalism relates linear transport coeﬃcients such as heat conduc-
tivity, shear and bulk viscosities to nonequilibrium correlations of the corre-
sponding dissipative ﬂuxes and treats dissipative ﬂuxes as perturbations to
local thermal equilibrium [234–236]. The Green-Kubo formula for the shear
viscosity η is as follows [249]:
η =
1
T
∫
d
3r
∞ ∫
0
dt
⟨
π
xy(0,0)π
xy(r,t)
⟩
, (6.1)
where T is the temperature of the system and ⟨...⟩ denotes the ensemble average
in thermal equilibrium. In Eq. (6.1) πxy is the shear component (non-diagonal
spacial part) of the energy-momentum tensor πµν:
π
xy(r,t) ≡ T
xy(r,t) =
∫
d3p
(2π)3
pxpy
E
f(r,p;t), (6.2)125 6.1 Shear and bulk viscosities
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Figure 6.2: The correlation functions
⟨
πxy(0)πxy(t)
⟩
, which are normalized
by
⟨
πxy(0)2⟩
, as a function of time from the PHSD simulations in the box
(open symbols) for systems at diﬀerent energy densities. The corresponding
exponential ﬁts are given by dashed lines; the extracted relaxation times τ are
given, too.
where the scalar mean-ﬁeld Us (from PHSD) enters in the energy E =
√
p2 + U2
s. In Fig. 6.1 we present the shear component of the energy-
momentum tensor as a function of time from the PHSD simulations in the
box.
In our numerical simulation—within the testparticles representation—the
volume averaged shear component of the energy momentum tensor can be
written as
π
xy(t) =
1
V
N ∑
i=1
px
ip
y
i
Ei
, (6.3)
where V is the volume of the system and the sum is over all particles in the box
at time t. Note that the scalar mean-ﬁeld contribution Us only enters via the
energy E. Taking into account that point particles are uniformly distributed
in our box (implying πxy(r,t) = πxy(t))), we can simplify the Kubo formula
for the shear viscosity to
η =
V
T
∞ ∫
0
dt
⟨
π
xy(0)π
xy(t)
⟩
. (6.4)
The correlation functions
⟨
πxy(0)πxy(t)
⟩
are empirically found to decay almostChapter 6: Transport coeﬃcients of strongly interacting matter 126
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exponentially in time
⟨
π
xy(0)π
xy(t)
⟩
=
⟨
π
xy(0)π
xy(0)
⟩
e
−t/τ (6.5)
as shown in Fig. 6.2, where τ are the respective relaxation times. Finally, we
end up with the Green-Kubo formula for the shear viscosity:
η =
V
T
⟨
π
xy(0)
2⟩
τ, (6.6)
which we use to extract the shear viscosity from the PHSD simulations in the
box at given energy density. Note that the temperature T is uniquely related
to the energy density ε(T) in PHSD (in thermodynamic equilibrium).
We check the numeric stability of the method by plotting the respective
relaxation times τ, extracted from the PHSD simulations in the box, as a
function of the number of testparticles in Fig. 6.3. The results for the relaxation
time τ converge for Ntest   400 independent of the energy density. In this
study, we use a high amount of microcanonical simulations in the ensemble
average (Ntest = 500), which leads to reliable (within statistical error bars)
results.
We also note that our numerical results for η do not depend on the volume127 6.1 Shear and bulk viscosities
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Figure 6.4: The shear viscosity η as a function of temperature from the PHSD
simulations in the box for various volumes of the box: V = 125 GeV/fm3
(green squares), V = 343 GeV/fm3 (red circles) and V = 729 GeV/fm3 (blue
triangles).
V of the box within reasonable variations by factors of 6 as shown in Fig. 6.4.
6.1.2 The relaxation time approximation
The starting hypothesis of the relaxation time approximation (RTA) is that
the collision integral can be approximated by
C[f] = −
f − feq
τ
, (6.7)
where τ is the relaxation time. In this approach it has been shown that the
shear and bulk viscosities (without mean-ﬁeld or potential eﬀects) can be writ-
ten as [250–252]:
η =
1
15T
∑
a
∫
d3p
(2π)3
|p|4
E2
a
τa(Ea)f
eq
a (Ea/T), (6.8)
ζ =
1
9T
∑
a
∫
d3p
(2π)3
τa(Ea)
E2
a
[
(1 − 3v
2
s)E
2
a − m
2
a
]2 f
eq
a (Ea/T), (6.9)Chapter 6: Transport coeﬃcients of strongly interacting matter 128
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Figure 6.5: The relaxation time τ of partons as a function of time extracted
from the PHSD simulations in the box (solid red lines) in comparison to the
DQPM (short-dashed blue lines) for a system at ε = 1.1 GeV/fm3.
where the sum is over particles of diﬀerent type a (in our case, a = q, ¯ q,g). In
the PHSD transport approach the relaxation time is given by:
τa(T) = Γ
−1
a (T), (6.10)
where Γa(T) is the width of particles of type a = q, ¯ q,g as deﬁned by Eqs. (3.14)
and (3.15). In Fig. 6.5 we present the relaxation time of partons extracted from
the PHSD simulations in the box in comparison to the DQPM. In our numerical
simulation—within the testparticle representation—the volume averaged shear
and bulk viscosities are given by the following expressions:
η =
1
15TV
N ∑
i=1
|pi|4
E2
i
Γ
−1
i , (6.11)
ζ =
1
9TV
N ∑
i=1
Γ
−1
i
E2
i
[
(1 − 3v
2
s)E
2
i − m
2
i
]2, (6.12)
where the speed of sound vs = vs(T) is taken from lQCD [75,253] or the DQPM,
alternatively. Note that vs(T) from both approaches is practically identical
since it is governed by the DQPM, which reproduces the lQCD pressure and
energy density.129 6.1 Shear and bulk viscosities
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Figure 6.6: The shear viscosity to entropy density ratio η/s as a function
of temperature of the system obtained by the PHSD simulations using dif-
ferent methods: the relaxation-time approximation (red line+diamonds) and
the Kubo formalism (blue line+dots). The other symbols denote lQCD data
for pure SUc(3) gauge theory from [228] (magenta squares), from [230] (open
and full triangles), and from [231] (black open and full circles). The or-
ange dashed line demonstrates the Kovtun-Son-Starinets bound [206, 207]
(η/s)KSS = 1/(4π). For comparison, the results from the virial expansion
approach (green line) [70] are shown as a function of temperature, too.
6.1.3 Results for the shear viscosity
In Fig. 6.6 we present the shear viscosity to entropy density ratio η/s as a
function of temperature T of the system extracted from the PHSD simulations
in the box, where the viscosity was extracted employing the relaxation time
approximation (red line+diamonds) and the Kubo formalism (blue line+dots).
We ﬁnd that these approaches give roughly the same η/s as a function of
temperature within error bars. For comparison, the results from the virial
expansion approach [70] are given by the green line as well as lQCD data for
pure SUc(3) gauge theory. The results for T < Tc stem from PHSD in the
relaxation-time framework and rapidly rise with decreasing temperature. This
is mainly because of a strong decrease of the entropy density, s → 0 for T → 0
as e−m/T.
The behavior of the speciﬁc shear viscosity with temperature in the PHSD
is in agreement with the results of the SHMC-HQB approach [239,240,254],
where the partonic phase is described in the heavy-quark bag model. However,Chapter 6: Transport coeﬃcients of strongly interacting matter 130
we obtain considerably lower values for the shear viscosity, in particular in the
partonic phase. The low viscosity of the quark-gluon matter in the PHSD
is caused by the stronger interaction between the degrees of freedom and is
supported by the successful description of experimental data on the collective
ﬂow in heavy-ion collisions within PHSD [23,87,255] (cf. Chapter 4).
At T < Tc, the PHSD results for the viscosity of the hadronic matter
at vanishing quark chemical potential µq = 0 qualitatively agree with the
calculations in Refs. [256–259]. On the other hand, let us note that the results
for the hadronic phase here have to be extended to ﬁnite µq before applications
to realistic heavy-ion collisions can be performed.
6.1.4 Mean-ﬁeld or potential eﬀects
We recall that partonic mean-ﬁelds aﬀect the bulk viscosity but not the shear
viscosity (except for a contribution in the energy E in the denominator). Ac-
cording to Refs. [237,252], the expression for the bulk viscosity with potential
eﬀects reads
ζ =
1
T
∑
a
∫
d3p
(2π)3
τa(Ea)
E2
a
f
eq
a (Ea/T)
[(1
3
− v
2
s
)
|p|
2 − v
2
s
(
m
2
a − T
2dm2
a
dT 2
)]2
.
(6.13)
In the numerical simulation the volume averaged bulk viscosity (including the
mean-ﬁeld eﬀects from PHSD) is evaluated as
ζ =
1
TV
N ∑
i=1
Γ
−1
i
E2
i
[(1
3
− v
2
s
)
|p|
2 − v
2
s
(
m
2
i − T
2dm2
i
dT 2
)]2
. (6.14)
By using the DQPM expressions for the masses of quarks and gluons (for
µq = 0)
m
2
q(T/Tc) =
1
3
g
2(T/Tc)T
2, m
2
g(T/Tc) =
3
4
g
2(T/Tc)T
2
we can calculate the derivatives w.r.t. T 2. Thus all quantities in Eq. (6.14)
are uniquely determined within PHSD. We recall that the DQPM description
of thermodynamic properties of lQCD results as well as its implementation in
PHSD give practically the same results (cf. Sec.3.2 and Sec. 5.4). The deriva-
tion of partonic mean ﬁelds as well as their values can be found in Sec. 3.2.3.131 6.1 Shear and bulk viscosities
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Figure 6.7: The bulk viscosity to entropy density ratio ζ/s as a function of
temperature T extracted from the PHSD simulations in the box using the re-
laxation time approximation including mean-ﬁeld eﬀects (red line+diamonds)
and without potential eﬀects (blue line+open triangles). The available lQCD
data from [229] are given by green squares and from [231] by black open and
full circles, respectively.
6.1.5 Results for the bulk viscosity
In Fig. 6.7 we show the bulk viscosity to entropy density ratio ζ/s as a func-
tion of temperature T of the system obtained by the PHSD simulations in
the box employing the relaxation time approximation including mean-ﬁeld
(or potential) eﬀects (red line+diamonds) and without potential eﬀects (blue
line+open triangles) for the partons. For comparison, we show in the same
ﬁgure the available lQCD data [229,231]. Without mean-ﬁeld eﬀects we ﬁnd
an almost constant ratio ζ(T)/η(T) (see below) which is not in line with the
ﬁndings from the lattice. Thus the dynamical mean ﬁelds (as incorporated in
PHSD) play a decisive role for the temperature dependence of the bulk vis-
cosity ζ(T) of the sQGP. The increase of the bulk viscosity per unit entropy
at T ≈ Tc is generated by the collective interaction of partons via mean ﬁelds
rather than by their scatterings. At high temperature the mean-ﬁeld eﬀects
are less pronounced and the values for the bulk viscosity of partonic matter
from PHSD are approaching those obtained in the scope of the SHMC-HQB
model [239,240,254].
On the hadronic side, we observe that ζ/s falls with temperature, which isChapter 6: Transport coeﬃcients of strongly interacting matter 132
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Figure 6.8: The speciﬁc sound channel (η +3ζ/4)/s as a function of tempera-
ture T of the system obtained by the PHSD simulations in the box using the re-
laxation time approximation including mean-ﬁeld eﬀects (red line+diamonds).
It is compared with lQCD data from [262] (green circles) and from combining
results of [229] and [231] (blue squares).
in agreement with the results of the SHMC-HQB model [239,240,254] and of
the chiral model for an interacting pion gas [260,261]. However, we do not see
a divergent behavior of the bulk viscosity to entropy density ratio for T → 0
as predicted in Ref. [261].
Further related quantities are of interest, in particular the speciﬁc sound
channel (η+3ζ/4)/s. A sound wave propagation in the z-direction with wave-
length λ = 2π/k is damped according to
T03(t,k) ∝ exp
[
−
(
4
3η + ζ
)
k2t
2(ε + p)
]
, (6.15)
where T03 is the momentum density in the z-direction, ε is the energy density
and p is the pressure. Thus both the shear η and bulk ζ viscosities contribute to
the damping of sound waves in the medium and provide a further constraint on
the viscosities. In Fig. 6.8 we present the speciﬁc sound channel (η+3ζ/4)/s as
a function of temperature T of the system obtained by the PHSD simulations
in the box using the relaxation time approximation including mean-ﬁeld eﬀects
(red line+diamonds). It is compared with lQCD results for pure SUc(3) gauge
theory from Ref. [262] (green circles) and from combining results of Refs. [228]133 6.1 Shear and bulk viscosities
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Figure 6.9: The bulk to shear viscosity ratio ζ/η as a function of temperature
of the system obtained by the PHSD simulations in the box employing the re-
laxation time approximation including mean-ﬁeld eﬀects (red line+diamonds)
and without potential eﬀects (blue line+circles). It is compared with lQCD
data from [228,229] (green squares). Note the logarithmic scale in ζ/η.
and [229] (blue squares). Note that the PHSD calculations correspond to
unquenched 3-ﬂavor QCD and thus are not expected to match the results for
the pure gauge theory exactly!
Finally, in Fig. 6.9, we show the bulk to shear viscosity ratio ζ/η as
a function of temperature of the system extracted from the PHSD simula-
tions in the box using the relaxation time approximation including mean-ﬁeld
(or potential) eﬀects (red line+diamonds) and without potential eﬀects (blue
line+circles). Whereas an almost temperature independent result is obtained
in the partonic phase when discarding mean-ﬁeld eﬀects, a strong increase
close to Tc is found in the PHSD when including the mean ﬁelds for partons.
The results for the shear to bulk viscosity ratio in the deconﬁned phase are in
agreement with the lattice data [228,229] and with Ref. [263]. Since the PHSD
gives a minimum in the shear viscosity η and a strong maximum in the bulk
viscosity ζ close to Tc (note the logarithmic scale), the ratio ζ/η has a sizeable
maximum in the region of the (crossover) phase transition.Chapter 6: Transport coeﬃcients of strongly interacting matter 134
6.2 Electric conductivity
Whereas shear and bulk viscosities of hot QCD matter at ﬁnite temperature
T presently are roughly known (cf. Sec. 6.1), the electric conductivity σ0 is
a further macroscopic quantity of interest [264]. The basic question is: Is the
“hot QCD matter” a good electric conductor? At ﬁrst glance one might expect
the deconﬁned QCD medium to be highly conductive, since color charges—
and associated electric charges of the fermions—might move rather freely in
the colored plasma. However, due to the actual high interaction rates in the
plasma—reﬂected in a low ratio η/s (cf. Sec. 6.1)—this expectation is not so
obvious. First results from quenched lattice calculation on the electromagnetic
correlator provide results that vary by more than an order of magnitude [265–
268]. Furthermore, the conductivity dependence on the temperature T (at
T > Tc) is widely unknown, too. The electric conductivity σ0 is also important
for the creation of electromagnetic ﬁelds in ultrarelativistic nucleus-nucleus
collisions from partonic degrees of freedom, since σ0 speciﬁes the imaginary
part of the electromagnetic (retarded) propagator and leads to an exponential
decay of the propagator in time ∼ exp(−σ0(t − t′)/(~c)) [269]. High values of
σ0 would thus lead to the screening of external electromagnetic ﬁelds in the
bulk of the highly-conducting QGP similar to the Meissner eﬀect in super-
conductors as well as the “skin-eﬀect” for the electric current. Accordingly, a
suﬃcient knowledge of σ0(T) is mandatory to explore the possible generation
of the Chiral-Magnetic-Eﬀect (CME) in predominantly peripheral heavy-ion
reactions [270–276].
In this Section we concentrate on calculating the electric conductivity for
“inﬁnite” QCD matter, which we simulate within a cubic box with periodic
boundary conditions at various values for the energy density (or temperature)
within PHSD. For more details on the simulation of equilibrated systems using
PHSD in the box we refer the reader to Chapter 5.
6.2.1 External electric ﬁeld
In order to include the eﬀects from a constant external electric ﬁeld Ez, the
propagation of each testparticle (in z−direction) is performed with the addi-
tional force in the equation of motion:
d
dt
p
j
z = qjeEz, (6.16)135 6.2 Electric conductivity
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Figure 6.10: The electric current density jz(t) induced by an external (con-
stant) electric ﬁeld of strength eEz as a function of time t. The calculations
are performed for a system of partons at temperature T = 190 MeV in a box
of volume 729 fm3 within the PHSD approach.
where qj denotes the fractional charges of the testparticles (±1/3,±2/3).
The electric current density jz(t) then is given by
jz(t) =
1
V
∑
j
eqj
pj
z(t)
Mj(t)
, (6.17)
where Mj(t) is the mass of the testparticle j at time t. A note of caution
has to be given, since due to an external ﬁeld we deal with an open system
with increasing energy density (temperature) in time. Therefore we employ
suﬃciently small external ﬁelds, such that the energy increase during the com-
putation time stays below 2% and the increase in temperature below 1 MeV.
Fig. 6.10 presents the time dependence of the electric current jz(t) in-
duced by an external (constant) electromagnetic ﬁeld of strengths eEz =
5 MeV/fm, eEz = 10 MeV/fm, and eEz = 20 MeV/fm (for the tempera-
ture T = 190 MeV). It is seen that the current achieves an equilibrium value
(denoted by jeq) that is proportional to the external ﬁeld. In fact, we obtain
for the ratio of the current and the electric ﬁeld strength2
σ0
T
=
jeq
EzT
, (6.18)
2Note that one has to use the conversion constant (~c) in order to translate the volume,
electric eld strength, etc to natural units (GeV) in the calculation of ratio.Chapter 6: Transport coeﬃcients of strongly interacting matter 136
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Figure 6.11: The dimensionless ratio of the conductivity to the temperature
at T = 190 MeV as a function of the external electric ﬁeld eEz. The statistical
accuracy of the calcualtions is reﬂected in the error bars. The straight line
gives the best ﬁt to the dimensionless ratio σ0/T.
which is shown in Fig. 6.11 as a function of the external ﬁeld eEz. All results
are compatible with a constant ratio (6.18) as indicated by the straight line.
We note that our numerical results for σ0 do not depend on the volume V of
the box within reasonable variations by a factor of 8.
We have performed the PHSD studies for partonic/hadronic systems at
various temperatures from T = 100 MeV up to T = 350 MeV. The respective
results for the ratio σ0/T versus the scaled temperature T/Tc are displayed in
Fig. 6.12 by the full round symbols. We observe a decreasing ratio σ0/T with
T/Tc in the hadronic phase, a minimum close to Tc and an approximately linear
rise with T/Tc above Tc (=158 MeV). Within the error bars of our calculations
(which in Fig. 6.12 are indicated by the size of the symbols above Tc), the
conductivity in the partonic phase is described by
σ0
T
(T) ≈ 0.01 + 0.16
T − Tc
Tc
(6.19)
for Tc ≤ T ≤ 2.2Tc. The lQCD numbers [265–268] are represented by symbols
with error bars (using CEM = 8παEM/3, where αEM = 1/137). In view of the
pQCD prediction of a constant asymptotic value for σ0/T ≈ 5.9769/e2 ≈ 65
in leading order of the coupling [224,265,277], such a linear rise of the dimen-137 6.2 Electric conductivity
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Figure 6.12: The ratio σ0/T as a function of the scaled temperature T/Tc (Tc
= 158 MeV). The round symbols show the PHSD results, the solid blue line
is the linear ﬁt to the PHSD results (above Tc), while the dash-dotted red
line gives the corresponding ratio in the relaxation time approach (employing
the DQPM parameters). The scattered symbols with error bars represent the
results from lattice gauge calculations: the triangles – Ref. [265], the diamonds
– Ref. [266], the squares – Ref. [267], the star – Ref. [268]. We used for the
average charge squared CEM = 8πα/3 with α = 1/137. Note that the pQCD
result at leading order beyond leading log [224] is σ0/T ≈ 5.97/e2 ≈ 65.
sionless ratio with temperature might be surprising, but it can be understood
in simple terms as demonstrated below. Only at the highest temperatures
studied (∼ 5Tc) will we see a stabilization of the ratio.
6.2.2 The relaxation time approximation
The electric conductivity of gases, liquids and solid states is described in the
relaxation time approach by
σ0 =
e2neτ
m∗
e
, (6.20)
where n denotes the density of non-localized charges, τ is the relaxation time
of the charge carriers in the medium and m∗
e their eﬀective mass. This ex-
pression can be directly computed for partonic degrees of freedom within the
DQPM, which was used to match in PHSD the quasiparticles properties to
lQCD results in equilibrium for the equation of state (EoS) as well as var-
ious correlators (cf. Sec. 3.2). We note that the electromagnetic correlatorChapter 6: Transport coeﬃcients of strongly interacting matter 138
from lQCD calculations [265] appears to match rather well the back-to-back
dilepton rate from PHSD at T = 1.45Tc (cf. Fig. 2 in [277]), which suggests
that the results of our calculations for σ0 should also be close to the lQCD
extrapolations from Ref. [265].
In the DQPM the relaxation time is given by:
τ(T) = Γ
−1
q (T), (6.21)
where Γq(T) is the width of particles, which is deﬁned by Eq. (3.14). Further-
more, the spectral distribution for the mass of the quasiparticle has a ﬁnite
pole mass Mq(T) that is also ﬁxed in the DQPM, as well as the density of
(u, ¯ u,d, ¯ d,s, ¯ s) quarks/antiquarks as a function of temperature (cf. Sec. 3.2).
Thus, we obtain for the dimensionless ratio (6.18) the expression
σ0(T)
T
≈
2
9
e2nq(T)
Mq(T)Γq(T)T
, (6.22)
where nq(T) denotes the total density of quarks and antiquarks and the prefac-
tor 2/9 reﬂects the ﬂavor averaged fractional quark charge squared (
∑
f q2
f)/3.
The result for the ratio (6.22) is displayed in Fig. 6.12 (dash-dotted line) and
does not involve any new parameters. Apparently, the PHSD results in equi-
librium and the relaxation time estimates match well up to ∼ 2 Tc which
demonstrates again that PHSD in equilibrium is a proper transport realiza-
tion of the DQPM (cf. Chapter 5).
Our results from the DQPM suggest that above T ∼ 5Tc the dimensionless
ratio (6.22) becomes approximately constant (≈ 0.3). This comes about as
follows: At high temperature T, the parton density scales as ∼ T 3, while
Mq(T) ∼ T and Γq(T) ∼ T. Accordingly the ratio (6.22) is approximately
constant. Note, however, that energy densities corresponding to T > 5Tc
are not reached in present experiments with heavy-ions at RHIC or LHC!
On the other hand, σ0/T rises with decreasing temperature below Tc (in the
dominantly hadronic phase), because at lower temperatures the system merges
to a moderately interacting system of pions, which in view of Eq. (6.20) has a
larger charge (squared) to mass ratio than in the partonic phase as well as a
longer relaxation time.139 6.3 Summary
6.3 Summary
In this Chapter we have employed the oﬀ-shell PHSD transport approach in
a ﬁnite box with periodic boundary conditions for the study of the transport
coeﬃcients as a function of temperature (or energy density) for dynamical
partonic and hadronic systems in equilibrium. We have used the Kubo for-
malism as well as relaxation time approximation to calculate the shear viscosity
η(T). We have found that both methods provide very similar results for the
ratio η(T)/s(T) with a minimum close to the critical temperature Tc, while
approaching the pQCD limit at higher temperatures. For T < Tc, i.e., in the
hadronic phase, the ratio η(T)/s(T) rises fast with decreasing temperature due
to a lower interaction rate of the hadronic system and a signiﬁcantly smaller
number of degrees of freedom (or entropy density). Our results are, further-
more, also in almost quantitative agreement with the ratio η(T)/s(T) from the
virial expansion approach in Ref. [70] as well as with lQCD data for the pure
gauge sector.
We have evaluated the bulk viscosity ζ(T) in the relaxation time approach
and focused on the eﬀects of mean ﬁelds (or potentials) in the partonic phase.
Here we have found a signiﬁcant rise of the ratio ζ(T)/s(T) in the vicinity
of the critical temperature Tc due to the scalar mean ﬁelds from PHSD. The
result for this ratio is in line with that from lQCD calculations. Additionally,
the speciﬁc sound (η+3ζ/4)(T)/s(T) has been calculated and presents a non-
trivial temperature dependence; the absolute value for this combination of
the shear and bulk viscosities is in an approximate agreement with the lattice
gauge theory. Furthermore, the ratio ζ(T)/η(T) within the PHSD calculations
shows a strong maximum close to Tc, which has to be attributed to mean-ﬁeld
(or potential) eﬀects that in PHSD are encoded in the infrared enhancement
of the “resummed” coupling g(T).
Finally, we have evaluated the electric conductivity σ0(T) of the QGP as
well as the hadronic phase as a function of temperature T. We have found that
the dimensionless ratio σ0(T)/T rises above Tc approximately linearly with T
up to T = 2.5Tc, but approaches a constant (≈ 0.3) above 5Tc, as expected
from pQCD. This ﬁnding is naturally explained within the relaxation time
approach using the DQPM spectral functions. Below Tc the ratio σ0(T)/T
rises with decreasing temperature because the system merges to a moderately
interacting gas of pions with a larger charge to mass ratio than in the partonic
phase and a longer relaxation time.Chapter 7
Summary and Discussion
It has been indicated in the Introduction (Chapter 1) that the deconﬁned
state of matter (or QGP) can be created experimentally in relativistic heavy-
ion collisions. The produced QGP shows features of a strongly interacting ﬂuid
unlike a weakly interacting parton gas. The current thesis has been dedicated
to the study of the thermalization and equilibration as well as the transport
coeﬃcients, such as the shear viscosity, bulk viscosity, and electric conductivity
of strongly interacting matter.
The nonequilibrium Green’s function techniques, initiated by Schwinger
as well as Kadanoﬀ and Baym, were used to describe high-energy nuclear
collisions. Based on the Schwinger-Keldysh formalism and on the two-particle
irreducible (2PI) approach the Green’s function techniques have been extended
to relativistic systems for “resummed” propagators and couplings, as shown
in Chapter 2. Furthermore, the Kadanoﬀ-Baym equations and the generalized
transport equations as well as testparticle solution to the resulting transport
equation have been derived which are the formal basis for the PHSD transport
approach.
The PHSD oﬀ-shell transport approach has been used as a method for our
investigation. The main ingredients of the PHSD model have been presented
in Chapter 3. This approach consistently describes the full evolution of a
relativistic heavy-ion collision from the initial hard scatterings and string for-
mation through the dynamical deconﬁnement phase transition to the strongly
interacting QGP as well as hadronization and the subsequent interactions in
the expanding hadronic phase.
To evaluate the self-energies for quarks and antiquarks as well as gluons—
that enter the spectral functions and retarded Green’s functions—the DQPM
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has been introduced. This model is the basis for the partonic phase descrip-
tion in PHSD and describes QCD properties in terms of single-particle Green’s
functions (in sense of a 2PI approach). The DQPM has been matched to re-
produce lQCD results—including the partonic equation of state—in thermo-
dynamic equilibrium.
A further result of the DPQM has been achieved by separating timelike
and spacelike quantities for particle densities, energy densities, etc. The mean-
ﬁeld potentials for quarks, antiquarks, and gluons have been obtained by taking
derivatives of the potential energy densities with respect to the timelike fermion
and gluon densities. Then second derivatives w.r.t. the gluon and/or fermion
densities have deﬁned eﬀective interactions between partons. An extension of
the DQPM to ﬁnite quark chemical potentials has been presented, too.
The PHSD transport approach is a powerful tool to study nucleus-nucleus
collisions in a wide range of energies. The implementations of PHSD for heavy-
ion collisions from SPS to RHIC energies have been presented in Chapter 4. It
was found that even central collisions at the top SPS energy show a large frac-
tion of non-partonic, i.e., hadronic or string-like matter, which can be viewed
as a “hadronic corona”. This ﬁnding implies that neither purely hadronic nor
purely partonic models can be employed to extract physical conclusions in com-
paring model results with data. The PHSD results have been compared to the
experimental data from the NA49 Collaboration for Pb+Pb collisions at SPS
energies and it was found that the partonic phase has only a very low impact
on the longitudinal rapidity distributions of hadrons, but a sizeable inﬂuence
on the transverse-mass distribution of ﬁnal kaons due to the partonic interac-
tions. The most pronounced eﬀect is seen on the production of multi-strange
antibaryons due to a slightly enhanced s¯ s pair production in the partonic phase
from massive timelike gluon decay and a more abundant formation of strange
antibaryons in the hadronization process. This enhanced formation of strange
antibaryons in central Pb+Pb collisions at SPS energies by hadronization sup-
ports the early suggestion by Braun-Munzinger and Stachel [157,278–280] in
the statistical hadronization model, which describes well particle ratios from
AGS to RHIC energies.
The PHSD results are in agreement with the experimental data for the
hadron transverse mass and rapidity spectra at RHIC energies. The elliptic
ﬂow v2 is well reproduced for Au+Au reactions at
√
s = 200 GeV as a function
of centrality as well as of transverse momenta up to pT ≃ 1.5 GeV. The PHSDChapter 7: Summary and Discussion 142
approach also gives an approximate quark number scaling of the elliptic ﬂow
as found experimentally by the STAR and PHENIX Collaborations. Further-
more, PHSD reproduces the results for the elliptic ﬂow v2 from the low Beam
Energy Scan at RHIC.
The dilepton production in In+In collisions at 158A GeV has been studied
within the PHSD oﬀ-shell transport approach including a collisional broad-
ening of vector mesons, microscopic secondary multimeson channels and the
strongly interacting QGP radiation, which is described by the interactions of
dynamical quasiparticles in line with the degrees of freedom propagated in
the transport approach. The dilepton yield is well described in comparison to
the experimental data of the NA60 Collaboration by including the collisional
broadening of vector mesons, while simultaneously accounting for the electro-
magnetic radiation of the strongly coupled QGP via oﬀ-shell quark-antiquark
annihilation, quark annihilation with gluon Bremsstrahlung and the gluon-
Compton scattering mechanisms. Furthermore, the spectra in the intermediate
mass range (1 ≤ M ≤ 2.5 GeV) are found to be dominated by quark-antiquark
annihilation in the nonperturbative QGP. Also, the observed softening of the
transverse mass spectra at intermediate masses (1 ≤ M ≤ 2.5 GeV) was ap-
proximately reproduced.
Chapter 5 has been devoted to study systems slightly out of equilibrium as
well as in equilibrium in a ﬁnite cubic box with periodic boundary conditions
within the PHSD transport approach. The conclusions of this investigation
are as follows:
• Partonic systems at energy densities ε above the critical energy density
εc ≈ 0.5 Gev/fm3 achieve kinetic and chemical equilibrium in time.
• The energy density of the partonic system at ﬁxed temperature and quark
chemical potential for µq = 0 is well in line with the DQPM or lQCD
calculations in equilibrium.
• The strangeness degree of freedom equilibrates on time scales that are
large compared to the reaction times in relativistic nucleus-nucleus col-
lisions. These ﬁndings appear to be in contradiction; to experimental
ﬁndings, however, the time scales from the box calculations cannot di-
rectly be applied to nucleus-nucleus collisions since the initial conditions
are very diﬀerent.143
• For all observables the equilibration time τeq is found to be shorter for the
scaled variances than for the average values. This is most pronounced
when considering all charged partons but less distinct for strange par-
tons. Accordingly, scaled variances may achieve an equilibrium even if
the average values of an observable are still out of equilibrium. This
ﬁnding is reminiscent of strongly interacting quantum systems evaluated
on the basis of Kadanoﬀ-Baym equations, where quantum ﬂuctuations
stabilize early in time, i.e., long before a kinetic or chemical equilibrium
is achieved.
• The scaled variances for the ﬂuctuations in the numbers of diﬀerent par-
tons in the box show an inﬂuence of total energy conservation.
• A suppression of the parton number ﬂuctuations in comparison to the
ﬂuctuations in the grand canonical ensemble is observed.
• After dividing the box into several cells it was found that the scaled
variances for all observables approach the Poissonian limit with ω = 1
when the cell volume is much smaller than that of the box. This ob-
servation indicates that global conservation laws (for energy-momentum
and charges) are not important when one detects only a small fraction
from all particle in the system.
• The scaled variances no longer depend on the size of the box when in-
creasing it up to ≈ 5000 fm3. Accordingly, the thermodynamic limit has
approximately been reached in the calculations.
• Skewness and kurtosis practically vanished in time and especially in equi-
librium for all observables. Within statistics our results are also compat-
ible with lQCD results.
Finally, the PHSD transport approach has been used to extract the trans-
port coeﬃcients of the partonic and hadronic phases in Chapter 6. In this
approach the transport coeﬃcients do not enter as external parameters but
are generic properties of the degrees of freedom under consideration and can
be calculated for systems in equilibrium as a function of temperature explicitly
without incorporating any additional parameters. The summary on transport
coeﬃcients reads as follows:Chapter 7: Summary and Discussion 144
• The Kubo formalism and relaxation time approximation show about the
same results within statistics for the ratio η(T)/s(T) with a minimum
close to the critical temperature Tc, while approaching the pQCD limit at
higher temperatures. Our results are also in almost quantitative agree-
ment with the ratio η(T)/s(T) from the virial expansion approach as
well as with lQCD data for the pure gauge sector.
• The QGP in PHSD behaves as a strongly interacting liquid.
• In the hadronic phase, the ratio η(T)/s(T) rises fast with decreasing
temperature due to a lower interaction rate of the hadronic system and a
signiﬁcantly smaller number of degrees of freedom (or entropy density).
• The ratio ζ(T)/s(T), which was calculated in the relaxation time approx-
imation, shows a signiﬁcant rise in the vicinity of the critical temperature
Tc due to the scalar mean ﬁelds from PHSD. The result for this ratio is
in line with that from lQCD calculations.
• The speciﬁc sound (η +3ζ/4)(T)/s(T) has been calculated and presents
a non-trivial temperature dependence; the absolute value for this combi-
nation of the shear and bulk viscosities is in an approximate agreement
with the lattice gauge theory.
• The ratio ζ(T)/η(T) within the PHSD calculations shows a strong max-
imum close to Tc, which has to be attributed to mean-ﬁeld (or potential)
eﬀects that in PHSD are encoded in the infrared enhancement of the
“resummed” coupling g(T).
• The dimensionless ratio σ0(T)/T, which was calculated in the relaxation
time approximation, rises above Tc approximately linearly with T up to
T = 2.5Tc, but approaches a constant (≈ 0.3) above 5Tc, as expected
from pQCD.
• In the hadronic phase, the ratio σ0(T)/T rises with decreasing tempera-
ture because the system merges to a moderately interacting gas of pions
with a larger charge to mass ratio than in the partonic phase and a longer
relaxation time.
This study is expected shed some light of how and on what time scales
thermodynamic equilibrium can be achieved in nucleus-nucleus collisions at145
ultrarelativistic energies as well as on the transport properties of strongly in-
teracting matter.Appendix A
Multimeson channels of dilepton
production
The dilepton excess yield in In+In collisions at 158A GeV incident energy
for M > 1 GeV was found to be dominated by partonic sources within the
dynamical studies of Renk and Ruppert [281,282] as well as Dusling and Zahed
[283–285]. On the other hand, the model of van Hees and Rapp [286] suggests a
dominance of hadronic sources dubbed “4π channels”. To clarify this question,
we have incorporated in PHSD the 4π channels for dilepton production on
a microscopic level rather than assuming thermal dilepton production and
incorporating a parametrization for the inverse reaction µ+ + µ− → 4π′s by
employing detailed balance as in Refs. [287,288].
By studying the electromagnetic emissivity (in the dilepton channel) of the
hot hadron gas, it was shown in Refs. [155,289] that the dominating hadronic
reactions contributing to the dilepton yield at the invariant masses above the
ϕ peak are the two-body reactions, i.e., π + ρ, π + ω, ρ + ρ, π + a1. This
conclusion was supported by the subsequent study in a hadronic relativistic
transport model [290]. Therefore, we implement the above-listed two-meson
dilepton production channels in the PHSD approach. In addition, some higher
vector mesons (ρ′, etc.) are tacitly included by using phenomenological form
factors adjusted to data.
We determine the cross sections for the mesonic interactions with dileptons
in the ﬁnal state using an eﬀective Lagrangian approach, following the works of
Refs. [155,290]. The dilepton production cross section is given by the product
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of a form factor and the square of a scattering amplitude,
dσ
dt
=
1
64πs
1
|pc.m.|2| ¯ M|
2|F(M)|
2, (A.1)
where
pc.m. =
√
(s − (m1 + m2)2)(s − (m1 − m2)2)/2
√
s (A.2)
is the center-of-mass momentum of the colliding hadrons with the masses m1
and m2, and ¯ |M|2 can be written as
¯ |M|2 = 4
(
4πα
q2
)2
LµνH
µν, (A.3)
with q = p1 + p2 = p3 + p4 and the ﬁne structure constant α. In Eq. (A.3),
Lµν is the leptonic tensor given by
L
µν = p
µ
3p
ν
4 + p
µ
4p
ν
3 − g
µν(p3p4 + m
2
l), (A.4)
while Hµν is a hadronic tensor for the reaction.
The hadronic tensor Hµν for the reaction π+ + π− → e+ + e− is given by
H
µν = (p
µ
2 − p
µ
1)(p
ν
2 − p
ν
1), (A.5)
which leads to the well-known result for the ππ annihilation cross section,
σπ(s) =
4πα2
3s
|Fπ|
2
√
1 −
4m2
π
s
(
1 −
4m2
l
M2
)(
1 +
2m2
l
M2
)
, (A.6)
where M is the mass of the lepton pair and ml is the mass of the lepton. The
electromagnetic form factor |Fπ(M)|2 plays an important role in this process,
providing empirical support for the vector meson dominance: the pion electro-
magnetic form factor is dominated by the ρ(770) meson. In Refs. [291,292],
Gale and Kapusta proposed the form
|Fπ(M)|
2 =
m4
r
(M2 − m′2
r )2 + (mrΓr)2, (A.7)
where mr = 0.775 GeV, m′
r = 0.761 GeV, and Γr = 0.118 GeV.Chapter A: Multimeson channels of dilepton production 148
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Figure A.1: Cross sections for the reactions e+e− → π + ρ in our model (solid
red line) versus the experimental data from Refs. [294] (blue squares) and [295]
(black circles).
According to Ref. [293], the cross section for πρ annihilation is given by
σ(π
+ρ
− → l¯ l) =
2πα2pc.m.
9M
|Fπρ|
2
(
1 −
4m2
l
M2
)(
1 +
2m2
l
M2
)
. (A.8)
Note that the cross section (A.8) is evaluated in the narrow-width approxi-
mation for illustration purposes only. This simpliﬁcation is not used in the
actual transport calculation. The electromagnetic form factor |Fπρ(M)|2 can
then be determined by analyzing the experimental data for e+e− → π+π−π0.
In Ref. [293], three isoscalar vector mesons, ϕ(1020), ω(1420), and ω(1670)
were found to be important in order to ﬁt the experimental data, i.e.,
Fπρ(M) =
∑
V
(
gV πρ
gV
)
eiϕV m2
V
(m2
V − M2) − imVΓV
. (A.9)
Here the summation runs over the three vector mesons listed above. While the
coupling constants gϕ and gϕπρ can be determined from the measured widths,
the coupling constants for two other mesons and the relative phases were de-
termined by a ﬁt to the experimental data of Refs. [296,297]. These coupling
constants were extracted from the latest data of the DM2 Collaboration [294]
and the ND Collaboration [295]. The parameters are listed in Ref. [293]. The149
0.8 1.0 1.2 1.4 1.6 1.8
0
5
10
15
20
25
 e
+
e  -> 
0
 
 
 
(
e
+
e
 
-
>
 
0
)
 
[
n
b
]
M [GeV]
 ND
 ARGUS
 m odel
Figure A.2: Cross sections for the reactions e+e− → π +ω in our model (solid
red line) versus the experimental data from Refs. [298] (blue squares) and [295]
(black circles).
comparison of the ﬁt to the experimental data is shown in Fig. A.1.
The cross section for lepton pair production in pion-ω annihilation is given
by [290]
σ(π
0ω → l¯ l) =
4πα2pc.m.
9M
|Fπω|
2
(
1 −
4m2
l
M2
)(
1 +
2m2
l
M2
)
. (A.10)
The form factor can be parametrized in terms of three isovector ρ-like vector
mesons, ρ(770), ρ(1450), and ρ(1700),
Fπω(M) =
∑
V
(
gV πω
gV
)
eiϕV m2
V
(m2
V − M2) − imVΓV
. (A.11)
Here the summation runs over the three ρ-like resonances listed above. The
parameters used are mr1 = 0.77 GeV, mr2 = 1.45 GeV, mr3 = 1.7 GeV,
Γr1 = 0.118 GeV, Γr2 = 0.25 GeV, Γr3 = 0.22 GeV, Ar1 = 0.85, Ar2 = −0.077,
Ar3 = 0.034, where AV = (gV πω/gV)exp{iϕV}. The comparison with the
experimental data of the ND [295] and ARGUS Collaborations [298] is shown
in Fig. A.2.
Additionally, we consider the reactions πa1 → l¯ l and ρρ → l¯ l, which areChapter A: Multimeson channels of dilepton production 150
eﬀectively four-pion processes. Using the Lagrangian for the πa1 interaction,
Lπa1γ∗ = gea
µ[(∂νAµ)(∂
νπ) − (∂µA
ν)(∂νπ)], (A.12)
one obtains for the cross section of the πa1 → l¯ l process,
σ(πa1 → l¯ l) =
πα2g2M
3pc.m.
(
1 −
4m2
l
M2
)(
1 +
2m2
l
M2
){
1
4
(
1 −
m2
a1
M2
)
×
[
1 +
2
m2
a1
(
5p2
c.m.
12
+
m2
a1
2
)]
+
(
1 −
m2
a1
M2
){
−
1
2
(
1 −
m2
a1
M2
)
+
√
p2
c.m. + m2
π
M
−
M2
2m2
a1
(
1 +
m2
a1
M2
)[
p2
c.m.
6M2 −
1
2
(
1 −
m2
a1
M2
)
+
√
p2
c.m. + m2
a1
√
p2
c.m. + m2
π
M2
]}
+
5p2
c.m.
6M2
[
(M2 + m2
a1)2
4m2
a1M2 − 1
]}
×|Fπa1|
2, (A.13)
where the value of the coupling constant g = (gρ/fρ) is adjusted so that the
experimentally measured radiative decay widths are reproduced.
We obtain the hadronic tensor Hµν for the reaction ρ+ρ− → e+e− by
generalizing the formula of Ref. [155] to explicitly take into account the broad
spectral functions of the colliding ρ mesons:
H
µν = h
µαβ
ρ h
ν
ραβ − h
µαβ
ρ p1βh
νγ
ραp1γ/m
2
ρ1 − h
µαβ
ρ p2αh
νγ
ρβp2γ/m
2
ρ2
+h
µαβ
ρ p1βp2αh
νγδ
ρ p2γp1δ/(m
2
ρ1m
2
ρ2) (A.14)
with
h
µαβ
ρ = (p
µ
2 − p
µ
1)g
αβ + (q
α − p
α
2)g
βµ + (p
β
1 − q
β)g
µα. (A.15)
In this case, the hadronic tensor depends on (generally diﬀerent) masses of the
colliding particles mρ1 and mρ2. In the actual transport calculations, mρi are
distributed according to the dynamical spectral functions. Using Eqs. (A.1)–
(A.3) and (A.14) we obtain the following cross section as a function of M, mρ1,151
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Figure A.3: The sum (solid red line) of the model cross sections for e+e− →
π+ω (green dash-dotted line), e+e− → π+a1 (blue dashed line), and e+e− →
ρ+ρ (magenta dash-dot-dotted line) versus the measured cross section of the
e+e− → π+π−π0π0 reaction from Refs. [295] (black triangles), [299] (black
circles), and [300] (black squares).
and mρ2:
σ(ρρ → l
+l
−) =
πα2|Fρρ|2
120m2
ρ1m2
ρ2M5pc.m.
[
9m
8
ρ1 + 18m
6
ρ1
(
3m
2
ρ2 − 2M
2)
+
(
m
2
ρ2 − M
2)2 (
819m
4
ρ2 + 632m
2
ρ2M
2 − 11M
4)
−2m
2
ρ1
(
363m
6
ρ2 + 32m
4
ρ2M
2 + 327m
2
ρ2M
4 − 2M
6)
+m
4
ρ1
(
−156m
4
ρ2 + 266m
2
ρ2M
2 + 34M
4)]
, (A.16)
which reduces in the narrow width approximation to
σ(ρρ → l
+l
−) =
πα2|Fρρ|2
60m4
ρM3√
M2 − 4m2
ρ
×
(
840m
6
ρ + 1076m
4
ρM
2 − 658m
2
ρM
4 + 11M
6)
. (A.17)
The form factors |Fπa1|2 and |Fρρ|2 can be determined by analyzing the
e+e− → π+π−π+π− and e+e− → π+π−π0π0 data. We determine |Fπa1(M)|2
from experimental data for e+e− → π+π−π+π− from the γγ2 Collaboration
[299], the M3N Collaboration [300], and the ND Collaboration [295]. Further
constraints on |Fπa1|2 and the determination of |Fρρ|2 were provided by theChapter A: Multimeson channels of dilepton production 152
experimental data for e+e− → π+π−π0π0, which can come from πω, πa1, and
ρρ intermediate states. Our form factors are
Fπa1(M) =
∑
V
(
gV πa1
gV
)
eiϕV m2
V
(m2
V − M2) − imV ΓV
(A.18)
with mr1 = 0.77 GeV, mr2 = 1.45 GeV, mr3 = 1.7 GeV, Γr1 = 0.118 GeV,
Γr2 = 0.25 GeV, Γr3 = 0.235 GeV, Ar1 = 0.05, Ar2 = 0.58, Ar3 = 0.027, and
Fρρ(M) =
∑
V
(
gV ρρ
gV
)
eiϕV m2
V
(m2
V − M2) − imVΓV
(A.19)
with mr1 = 0.77 GeV, mr2 = 1.45 GeV, mr3 = 1.7 GeV, Γr1 = 0.118 GeV,
Γr2 = 0.237 GeV, Γr3 = 0.235 GeV, Ar1 = 0.05, Ar2 = 0.05, Ar3 = 0.02. The
comparison to the data is shown in Fig. A.3.
Let us summarize that to ﬁx the form factors in the cross sections for
dilepton production by the interaction of π + ρ, π + ω, ρ + ρ, and πa1, we
use the measurements in the detailed-balance-related channels: e+e− → π+ρ,
e+e− → π+ω, e+e− → ρ+ρ, and e+e− → π+a1. Note that we ﬁtted the form
factors while taking into account the widths of the ρ and a1 mesons in the ﬁnal
state by convoluting the cross sections with the (vacuum) spectral functions of
these mesons in line with Ref. [301] (using the parametrizations of the spectral
functions as implemented in HSD and described in [302]). In Figs. A.1–A.3
we present the resulting cross sections, which are related by detailed balance
to the ones implemented into PHSD.Bibliography
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