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A b s t ra ct
It is pro v e d tha t if G is a t-to ug h g ra ph o f o rde r n a nd minimum de g re e
δ w ith t > 1 the n e ithe r G ha s a c y c le o f le ng th a t le a st min { n, 2 δ + 4 } o r
G is the Pe te rse n g ra ph.
K e y w o rds: H a milto n c y c le , c irc umfe re nc e , minimum de g re e , to ug h-
ne ss.
1 I ntr oduction
Only ¯nite undirected graphs without loops or multiple edges are considered.
We reserve n, ±, ·, c and ¿ to denote the number of vertices (order), the mini
mum degree, connectivity, circumference and the toughness of a graph, respec
tively. A good reference for any unde¯ned terms is [2].
The earliest lower bound for the circumference was developed in 1952 due
to Dirac [3].
Theorem A [3]. In every 2connected graph, c ¸ minfn; 2±g.
In 1986, Bauer and Schmeichel [1] proved that the bound 2± in Theorem
A can be enlarged to 2± + 2 by replacing the 2connectivity condition with 1
toughness.
Theorem B [1]. In every 1tough graph, c ¸ minfn; 2± + 2g.
In this paper we prove that in Theorem B the bound 2± + 2 itself can be
enlarged up to 2± + 4 if ¿ > 1 and G is not the Petersen graph.
Theorem 1. Let G be a graph with ¿ > 1. Then either c ¸ minfn; 2± + 4g or
G is the Petersen graph.
∗G.G. N icogh ossian (u p to 1997)
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To prove Theorem 1, we need the following result due to Voss [4].
Theorem C [4]. Let G be a hamiltonian graph, fv1; v2; :::; vtg  V (G) and
d(vi) ¸ t (i = 1; 2; :::; t). Then each pair x; y of vertices of G is connected in G
by a path of length at least t.
2 N otations and pr eliminar ies
The set of vertices of a graph G is denoted by V (G) and the set of edges by
E(G). For S a subset of V (G), we denote by GnS the maximum subgraph of
G with vertex set V (G)nS. We write G[S] for the subgraph of G induced by S.
For a subgraph H of G we use GnH short for GnV (H). The neighborhood of
a vertex x 2 V (G) will be denoted by N(x). Furthermore, for a subgraph H of
G and x 2 V (G), we de¯ne NH(x) = N(x) \ V (H) and dH(x) = jNH(x)j. Let
s(G) denote the number of components of a graph G. A graph G is ttough if
jSj ¸ ts(GnS) for every subset S of the vertex set V (G) with s(GnS) > 1. The
toughness of G, denoted ¿ (G), is the maximum value of t for which G is ttough
(taking ¿ (Kn) = 1 for all n ¸ 1).
A simple cycle (or just a cycle) C of length t is a sequence v1v2:::vtv1 of
distinct vertices v1; :::; vt with vivi+1 2 E(G) for each i 2 f1; :::; tg, where vt+1 =
v1. When t = 2, the cycle C = v1v2v1 on two vertices v1; v2 coincides with the
edge v1v2, and when t = 1, the cycle C = v1 coincides with the vertex v1. So,
all vertices and edges in a graph can be considered as cycles of lengths 1 and
2, respectively. A graph G is hamiltonian if G contains a Hamilton cycle, i.e. a
cycle of length n. A cycle C in G is dominating if GnC is edgeless.
Paths and cycles in a graph G are considered as subgraphs of G. If Q is a
path or a cycle, then the length of Q, denoted by jQj, is jE(Q)j. We write Q
with a given orientation by
¡!
Q . For x; y 2 V (Q), we denote by x
¡!
Qy the subpath
of Q in the chosen direction from x to y. For x 2 V (C), we denote the hth
successor and the hth predecessor of x on
¡!
C by x+h and x¡h, respectively. We
abbreviate x+1 and x¡1 by x+ and x¡, respectively. For each X ½ V (C), we
de¯ne X+h = fx+hjx 2 Xg and X¡h = fx¡hjx 2 Xg.
Special de¯nitions. Let G be a graph, C a longest cycle in G and P = x
¡!
P y
a longest path in GnC of length p ¸ 0. Let »1; »2; :::; »s be the elements of
NC(x) [NC(y) occuring on C in a consecutive order. Set
Ii = »i
¡!
C »i+1; I
¤
i = »
+
i
¡!
C »¡i+1 (i = 1; 2; :::; s);
where »s+1 = »1.
(1) The segments I1; I2; :::; Is are called elementary segments on C created
by NC(x) [NC(y).
(2) We call a path L = z
¡!
Lw an intermediate path between two distinct
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elementary segments Ia and Ib if
z 2 V (I¤a); w 2 V (I
¤
b ); V (L) \ V (C [ P ) = fz; wg:
(3) De¯ne ¨(Ii1 ; Ii2 ; :::; Iit) to be the set of all intermediate paths between
elementary segments Ii1 ; Ii2 ; :::; Iit .
Lemma 1. Let G be a graph, C a longest cycle in G and P = x
¡!
P y a longest
path in GnC of length p ¸ 1. If jNC(x)j ¸ 2, jNC(y)j ¸ 2 and NC(x) 6= NC(y)
then
jCj ¸
½
3± +maxf¾1; ¾2g ¡ 1 ¸ 3± if p = 1;
maxf2p+ 8; 4± ¡ 2pg if p ¸ 2;
where ¾1 = jNC(x)nNC(y)j and ¾2 = jNC(y)nNC(x)j.
Lemma 2. Let G be a graph, C a longest cycle in G and P = x
¡!
P y a longest
path in GnC of length p ¸ 0. If NC(x) = NC(y) and jNC(x)j ¸ 2 then for each
elementary segments Ia and Ib induced by NC(x) [NC(y),
(a1) if L is an intermediate path between Ia and Ib then
jIaj+ jIbj ¸ 2p+ 2jLj+ 4;
(a2) if ¨(Ia; Ib)  E(G) and j¨(Ia; Ib)j = i for some i 2 f1; 2; 3g then
jIaj+ jIbj ¸ 2p+ i+ 5;
(a3) if ¨(Ia; Ib)  E(G) and ¨(Ia; Ib) contains two independent intermediate
edges then
jIaj+ jIbj ¸ 2p+ 8:
Lemma 3. Let G be a graph and C a longest cycle in G. Then either jC j ¸
·(± + 1) or there is a longest path P = x1
¡!
P x2 in GnC with jNC(xi)j ¸ 2
(i = 1; 2).
3 P r oofs
Proof of Lemma 1. Put
A1 = NC(x)nNC(y); A2 = NC(y)nNC(x); M = NC(x) \NC(y):
By the hypothesis, NC(x) 6= NC(y), implying that
maxfjA1j; jA2jg ¸ 1:
Let »1; »2; :::; »s be the elements of NC(x) [ NC(y) occuring on C in a con
secutive order. Put Ii = »i
¡!
C »i+1 (i = 1; 2; :::; s), where »s+1 = »1. Clearly,
s = jA1j + jA2j + jM j. Since C is extreme, jIij ¸ 2 (i = 1; 2; :::; s). Next, if
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f»i; »i+1g \M 6= ; for some i 2 f1; 2; :::; sg then jIij ¸ p+ 2. Further, if either
»i 2 A1, »i+1 2 A2 or »i 2 A2, »i+1 2 A1 then again jIij ¸ p+ 2.
Case 1. p = 1.
Case 1.1. jAij ¸ 1 (i = 1; 2).
It follows that among I1; I2; :::; Is there are jM j + 2 segments of length at
least p+ 2. Observing also that each of the remaining s¡ (jM j + 2) segments
has a length at least 2, we have
jC j ¸ (p+ 2)(jM j+ 2) + 2(s¡ jM j ¡ 2)
= 3(jM j+ 2) + 2(jA1j+ jA2j ¡ 2)
= 2jA1j+ 2jA2j+ 3jM j+ 2:
Since jA1j = d(x)¡ jM j ¡ 1 and jA2j = d(y)¡ jM j ¡ 1,
jCj ¸ 2d(x) + 2d(y)¡ jM j ¡ 2 ¸ 3± + d(x)¡ jM j ¡ 2:
Recalling that d(x) = jM j+ jA1j+ 1, we get
jCj ¸ 3± + jA1j ¡ 1 = 3± + ¾1 ¡ 1:
Analogously, jCj ¸ 3± + ¾2 ¡ 1. So,
jCj ¸ 3± +maxf¾1; ¾2g ¡ 1 ¸ 3±:
Case 1.2. Either jA1j ¸ 1; jA2j = 0 or jA1j = 0; jA2j ¸ 1.
Assume w.l.o.g. that jA1j ¸ 1 and jA2j = 0, i.e. jNC(y)j = jM j ¸ 2 and
s = jA1j+ jM j . Hence, among I1; I2; :::; Is there are jM j+1 segments of length
at least p+2 = 3. Taking into account that each of the remaining s¡ (jM j+1)
segments has a length at least 2 and jM j+ 1 = d(y), we get
jC j ¸ 3(jM j+ 1) + 2(s¡ jM j ¡ 1) = 3d(y) + 2(jA1j ¡ 1)
¸ 3± + jA1j ¡ 1 = 3± +maxf¾1; ¾2g ¡ 1 ¸ 3±:
Case 2. p ¸ 2.
We ¯rst prove that jC j ¸ 2p+ 8. Since jNC(x)j ¸ 2 and jNC(y)j ¸ 2, there
are at least two segments among I1; I2; :::; Is of length at least p+2. If jM j = 0
then clearly s ¸ 4 and
jCj ¸ 2(p+ 2) + 2(s¡ 2) ¸ 2p+ 8:
Otherwise, since maxfjA1j; jA2jg ¸ 1, there are at least three elementary seg
ments of length at least p+ 2, that is
jC j ¸ 3(p+ 2) ¸ 2p+ 8:
So, in any case, jCj ¸ 2p+ 8.
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To prove that jC j ¸ 4± ¡ 2p, we distinguish two main cases.
Case 2.1. jAij ¸ 1 (i = 1; 2).
It follows that among I1; I2; :::; Is there are jM j + 2 segments of length at
least p+ 2. Further, since each of the remaining s ¡ (jM j + 2) segments has a
length at least 2, we get
jC j ¸ (p+ 2)(jM j+ 2) + 2(s¡ jM j ¡ 2)
= (p¡ 2)jM j+ (2p+ 4jM j+ 4) + 2(jA1j+ jA2j ¡ 2)
¸ 2jA1j+ 2jA2j+ 4jM j+ 2p:
Observing also that
jA1j+ jM j+ p ¸ d(x); jA2j+ jM j+ p ¸ d(y);
we have
2jA1j+ 2jA2j+ 4jM j+ 2p
¸ 2d(x) + 2d(y)¡ 2p ¸ 4± ¡ 2p;
implying that jC j ¸ 4± ¡ 2p.
Case 2.2. Either jA1j ¸ 1; jA2j = 0 or jA1j = 0; jA2j ¸ 1.
Assume w.l.o.g. that jA1j ¸ 1 and jA2j = 0, i.e. jNC(y)j = jM j ¸ 2 and
s = jA1j+ jM j. It follows that among I1; I2; :::; Is there are jM j+1 segments of
length at least p+ 2. Observing also that jM j+ p ¸ d(y) ¸ ±, i.e. 2p+ 4jM j ¸
4± ¡ 2p, we get
jCj ¸ (p+ 2)(jM j+ 1) ¸ (p¡ 2)(jM j ¡ 1) + 2p+ 4jM j
¸ 2p+ 4jM j ¸ 4± ¡ 2p:
Proof of Lemma 2. Let »1; »2; :::; »s be the elements of NC(x) occuring on C
in a consecutive order. Put Ii = »i
¡!
C »i+1 (i = 1; 2; :::; s), where »s+1 = »1: To
prove (a1), let L = z
¡!
Lw be an intermediate path between elementary segments
Ia and Ib with z 2 V (I
¤
a) and w 2 V (I
¤
b ). Put
j»a
¡!
C zj = d1; jz
¡!
C »a+1j = d2; j»b
¡!
Cwj = d3; jw
¡!
C »b+1j = d4;
C 0 = »ax
¡!
P y»b
Ã¡
C z
¡!
Lw
¡!
C »a:
Clearly,
jC 0j = jCj ¡ d1 ¡ d3 + jLj+ jP j+ 2:
Since C is extreme, we have jCj ¸ jC 0j, implying that d1 + d3 ¸ p+ jLj+2. By
a symmetric argument, d2 + d4 ¸ p+ jLj+ 2. Hence
jIaj+ jIbj =
4X
i=1
di ¸ 2p+ 2jLj+ 4:
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The proof of (a1) is complete. To proof (a2) and (a3), let ¨(Ia; Ib)  E(G)
and j¨(Ia; Ib)j = i for some i 2 f1; 2; 3g.
Case 1. i = 1.
It follows that ¨(Ia; Ib) consists of a unique intermediate edge L = zw. By
(a1),
jIaj+ jIbj ¸ 2p+ 2jLj+ 4 = 2p+ 6:
Case 2. i = 2.
It follows that ¨(Ia; Ib) consists of two edges e1; e2. Put e1 = z1w1 and
e2 = z2w2, where fz1; z2g  V (I
¤
a) and fw1; w2g  V (I
¤
b ).
Case 2.1. z1 6= z2 and w1 6= w2.
Assume w.l.o.g. that z1 and z2 occur in this order on Ia.
Case 2.1.1. w2 and w1 occur in this order on Ib.
Put
j»a
¡!
C z1j = d1; jz1
¡!
C z2j = d2; jz2
¡!
C »a+1j = d3;
j»b
¡!
Cw2j = d4; jw2
¡!
Cw1j = d5; jw1
¡!
C »b+1j = d6;
C 0 = »a
¡!
C z1w1
Ã¡
Cw2z2
¡!
C »bx
¡!
P y»b+1
¡!
C »a:
Clearly,
jC 0j = jCj ¡ d2 ¡ d4 ¡ d6 + jfe1gj+ jfe2gj+ jP j+ 2
= jCj ¡ d2 ¡ d4 ¡ d6 + p+ 4:
Since C is extreme, jCj ¸ jC 0j, implying that d2 + d4 + d6 ¸ p + 4. By a
symmetric argument, d1 + d3 + d5 ¸ p+ 4. Hence
jIaj+ jIbj =
6X
i=1
di ¸ 2p+ 8:
Case 2.1.2. w1 and w2 occur in this order on Ib.
Putting
C 0 = »a
¡!
C z1w1
¡!
Cw2z2
¡!
C »bx
¡!
P y»b+1
¡!
C »a;
we can argue as in Case 2.1.1.
Case 2.2. Either z1 = z2, w1 6= w2 or z1 6= z2, w1 = w2.
Assume w.l.o.g. that z1 6= z2, w1 = w2 and z1; z2 occur in this order on Ia.
Put
j»a
¡!
C z1j = d1; jz1
¡!
C z2j = d2; jz2
¡!
C »a+1j = d3;
j»b
¡!
Cw1j = d4; jw1
¡!
C »b+1j = d5;
C 0 = »ax
¡!
P y»b
Ã¡
C z1w1
¡!
C »a;
C 00 = »a
¡!
C z2w1
Ã¡
C »a+1x
¡!
P y»b+1
¡!
C »a:
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Clearly,
jC 0j = jC j ¡ d1 ¡ d4 + jfe1gj+ jP j+ 2 = jC j ¡ d1 ¡ d4 + p+ 3;
jC 00j = jCj ¡ d3 ¡ d5 + jfe2gj+ jP j+ 2 = jCj ¡ d3 ¡ d5 + p+ 3:
Since C is extreme, jC j ¸ jC 0j and jCj ¸ jC 00j, implying that
d1 + d4 ¸ p+ 3; d3 + d5 ¸ p+ 3:
Hence,
jIaj+ jIbj =
5X
i=1
di ¸ d1 + d3 + d4 + d5 + 1 ¸ 2p+ 7:
Case 3. i = 3.
It follows that ¨(Ia; Ib) consists of three edges e1; e2; e3. Let ei = ziwi
(i = 1; 2; 3), where fz1; z2; z3g  V (I
¤
a) and fw1; w2; w3g  V (I
¤
b ). If there
are two independent edges among e1; e2; e3 then we can argue as in Case 2.1.
Otherwise, we can assume w.l.o.g. that w1 = w2 = w3 and z1; z2; z3 occur in
this order on Ia. Put
j»a
¡!
C z1j = d1; jz1
¡!
C z2j = d2; jz2
¡!
C z3j = d3;
jz3
¡!
C »a+1j = d4; j»b
¡!
Cw1j = d5; jw1
¡!
C »b+1j = d6;
C 0 = »ax
¡!
P y»b
Ã¡
C z1w1
¡!
C »a;
C 00 = »a
¡!
C z3w1
Ã¡
C »a+1x
¡!
P y»b+1
¡!
C »a:
Clearly,
jC 0j = jCj ¡ d1 ¡ d5 + jfe1gj+ p+ 2;
jC 00j = jCj ¡ d4 ¡ d6 + jfe3gj+ p+ 2:
Since C is extreme, we have jCj ¸ jC 0j and jCj ¸ jC 00j, implying that
d1 + d5 ¸ p+ 3; d4 + d6 ¸ p+ 3:
Hence,
jIaj+ jIbj =
6X
i=1
di ¸ d1 + d4 + d5 + d6 + 2 ¸ 2p+ 8:
Proof of Lemma 3. Choose a longest path P = x1
¡!
P x2 in GnC so as to
maximize jNC(x1)j. Let y1; :::; yt be the elements of N
+
P (x2) occuring on P in
a consecutive order. Put
Pi = x1
¡!
P y¡i x2
Ã¡
P yi (i = 1; :::; t); H = G[V (y
¡
1
¡!
P x2)]:
Since Pi is a longest path in GnC for each i 2 f1; :::; tg, we can assume w.l.o.g.
that P is chosen such that jV (H)j is maximum. It follows in particular that
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NP (yi)  V (H) (i = 1; :::; t).
Case 1. jNC(x1)j = 0.
Since jNC(x1)j is maximum, we have jNC(yi)j = 0 (i = 1; :::; t), implying
that N(yi)  V (H) and dH(yi) = d(yi) ¸ ± (i = 1; :::; t). Further, since yt = x2,
we have dP (x2) ¸ ±, that is t ¸ ±. By Theorem C, for each distinct u; v 2 V (H),
there is a path in H of length at least ±, connecting u and v. Since H and C
are connected by at least · vertex disjoint paths, we have jCj ¸ ·(± + 2).
Case 2. jNC(x1)j = 1.
Since jNC(x1)j is maximum, we have jNC(yi)j · 1 (i = 1; :::; t), implying
that jNH(yi)j ¸ ±¡1 (i = 1; :::; t), where t ¸ ±¡1. By Theorem C, jCj ¸ ·(±+1).
Case 3. jNC(x1)j ¸ 2.
If jNC(yi)j ¸ 2 for some i 2 f1; :::; tg then we are done. Otherwise jNC(yi)j ·
1 (i = 1; :::; t) and, as in Case 2, jC j ¸ ·(± + 1).
Proof of Theorem 1. If · · 2 then ¿ · 1, contradicting the hypothesis. Let
· ¸ 3. Next, if c ¸ 2± + 4 then we are done. So, we can assume that
c · 2± + 3: (1)
Let C be a longest cycle in G and P = x1
¡!
P x2 a longest path in GnC of
length p. If jV (P )j · 0 then C is a Hamilton cycle and we are done. Let
jV (P )j ¸ 1. Put X = NC(x1) [ NC(x2) and let »1; :::; »s be the elements of X
occuring on C in a consecutive order. Put
Ii = »i
¡!
C »i+1; I
¤
i = »
+
i
¡!
C »¡i+1 (i = 1; :::; s);
where »s+1 = »1:
Claim 1. Let NC(x1) = NC(x2) and let »a; »b be two distinct elements of
X. If either j»a
¡!
Cyj+ j»b
¡!
C zj · p+ 2 or jy
¡!
C »a+1j+ jz
¡!
C »b+1j · p+ 2 for some
y 2 V (I¤a) and z 2 V (I
¤
b ), then yz 62 E(G).
Proof. Assume the contrary, that is yz 2 E(G). If j»a
¡!
Cyj+ j»b
¡!
C zj · p+2
then
j»ax1
¡!
P x2»b
Ã¡
Cyz
¡!
C »aj = jC j ¡ j»a
¡!
Cyj ¡ j»b
¡!
C zj+ p+ 3 ¸ jCj+ 1;
a contradiction. By a symmetric argument, we reach a contradiction when
jy
¡!
C »a+1j+ jz
¡!
C »b+1j · p+ 2. ¢
Claim 2. Let NC(x1) = NC(x2) and let »a; »b; »f be distinct elements of X,
occuring on
¡!
C in a consecutive order. If »¡a »
+
b 2 E(G) and j»f
¡!
Cyj · p+ 1 for
some y 2 V (I¤f ), then y»a; y»b 62 E(G).
Proof. Assume the contrary. If y»a 2 E(G) then
j»fx1
¡!
P x2»b
Ã¡
C »ay
¡!
C »¡a »
+
b
¡!
C »f j = jC j ¡ j»f
¡!
C yj+ p+ 2 ¸ jC j+ 1;
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a contradiction. If y»b 2 E(G) then
j»fx1
¡!
P x2»a
¡!
C »by
¡!
C »¡a »
+
b
¡!
C »f j ¸ jC j+ 1;
a contradiction. ¢
Case 1. p = 0.
It follows that P = x1 and s = d(x1) ¸ ± ¸ 3. Assume ¯rst that s ¸ ±+1. If
¨(I1; :::; Is) = ; then Gnf»1; :::; »sg has at least s+1 components, contradicting
the fact that ¿ > 1. Otherwise ¨(Ia; Ib) 6= ; for some distinct a; b 2 f1; :::; sg.
By Lemma 2, jIaj + jIbj ¸ 6. Since C is extreme, we have jIij ¸ 2 (i = 1; :::; s)
and therefore, c ¸ 6 + 2(s¡ 2) ¸ 2± + 4, contradicting (1). So, s = ±.
The next claim can be derived from (1) and Lemma 2 easily.
Claim 3. (1) jIij+ jIj j · 7 for each distinct i; j 2 f1; :::; sg.
(2) If jIaj + jIbj = 7 for some distinct a; b 2 f1; :::; sg then jIij = 2 for each
i 2 f1; :::; sgnfa; bg.
(3) If jIaj = 5 for some a 2 f1; :::; sg then jIij = 2 for each i 2 f1; :::; sgnfag.
(4) There are at most three segments of length at least 3.
(5) If jIaj ¸ 3, jIbj ¸ 3, jIf j ¸ 3 for some distinct a; b; f 2 f1; :::; sg then
jIaj = jIbj = jIf j = 3.
If ¨(I1; :::; Is) = ; then Gnf»1; :::; »sg has at least s + 1 components, con
tradicting the fact that ¿ > 1. Otherwise ¨(Ii; Ij) 6= ; for some distinct
i; j 2 f1; :::; sg. Choose a; b 2 f1; :::; sg such that ¨(Ia; Ib) 6= ; and jIaj+ jIbj is
maximum. By de¯nition, there is an intermediate path L between Ia and Ib. If
jLj ¸ 2 then by Lemma 2,
jIaj+ jIbj ¸ 2p+ 2jLj+ 4 ¸ 8;
contradicting Claim 3(1). Otherwise jLj = 1 and therefore,
¨(I1; :::; Is)  E(G):
By Lemma 2, jIaj+ jIbj ¸ 2p+6 = 6. Combining this with Claim 3(1), we have
6 · jIaj+ jIbj · 7:
Let L = yz, where y 2 V (I¤a) and z 2 V (I
¤
b ).
Case 1.1. jIaj+ jIbj = 6.
Since jIij ¸ 2 (i = 1; :::; s), we can assume w.l.o.g. that either jIaj = 2,
jIbj = 4 or jIaj = jIbj = 3.
Case 1.1.1. jIaj = 2 and jIbj = 4.
Put Ia = »aw1»a+1 and Ib = »bw2w3w4»b+1. Since jIaj+ jIbj is extreme, we
have jIij = 2 for each i 2 f1; :::; sgnfbg. Clearly, y = w1. By Claim 1, z = w3 and
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¨(Ia; Ib) = fw1w3g. If ¨(I1; :::; Is) = fw1w3g thenGnf»1; :::; »s; w3g has at least
s + 1 components, contradicting the fact that ¿ > 1. Otherwise ¨(If ; Ig) 6= ;
for some distinct f; g 2 f1; :::; sg with ff; gg 6= fa; bg. If ff; gg \ fa; bg = ; then
by Lemma 2, jIf j+ jIgj ¸ 6 and therefore,
c =
X
i2fa;b;f;gg
jIij+
X
i2f1;2;:::;sgnfa;b;f;gg
jIij ¸ 12 + 2(s¡ 4) = 2± + 4;
contradicting (1). Let ff; gg \ fa; bg 6= ;. If f = a then clearly g 6= b and
by Lemma 2, jIaj + jIgj ¸ 6, implying that jIgj ¸ 4. But then jIbj + jIgj ¸ 8,
contradicting Claim 3(1). Now let f 6= a and g = b. By Lemma 2, jIbj+jIf j ¸ 6.
Since jIaj + jIbj is extreme, we have jIbj + jIf j = 6, which yields jIf j = 2. Put
If = »fw5»f+1. Let y1z1 be an intermediate edge between If and Ib. By Claim
1, y1 = w5 and z1 = w3. Recalling that jIij = 2 for each i 2 f1; :::; sgnfbg,
we conclude that w3 belongs to all intermediate edges in ¨(I1; :::; Is). Then
Gnf»1; :::; »s; w3g has at least s + 1 components, contradicting the fact that
¿ > 1.
Case 1.1.2. jIaj = jIbj = 3.
Put Ia = »aw1w2»a+1 and Ib = »bw3w4»b+1. Assume w.l.o.g. that y = w2.
By Claim 1, z = w3 and ¨(Ia; Ib) = fw2w3g. If ¨(I1; :::; Is) = fw2w3g then
Gnf»1; :::; »s; w2g has at least s+1 components, contradicting the fact that ¿ > 1.
Otherwise ¨(If ; Ig) 6= ; for some distinct f; g 2 f1; :::; sg with ff; gg 6= fa; bg.
If ff; gg \ fa; bg = ; then by Lemma 2, jIf j + jIgj ¸ 6 and, as in Case 1.1.1,
c ¸ 12 + 2(s¡ 4) ¸ 2± + 4, contradicting (1). Let ff; gg \ fa; bg 6= ;. Assume
w.l.o.g. that f = a and g 6= b. By Lemma 2, jIaj+ jIgj ¸ 6, that is jIgj ¸ 3. By
Claim 3(5), jIgj = 3. Put Ig = »gw5w6»g+1. Let y1z1 be an intermediate edge
with y1 2 V (I¤a) and z1 2 V (I
¤
g ).
Case 1.1.2.1. g 2 V (»+b+1
¡!
C »¡a ).
If y1 = w1 then by Claim 1, z1 = w6 and
»aw1w6
Ã¡
Cw3w2
¡!
C »bx1»g+1
¡!
C »a
is longer than C , a contradiction. Let y1 = w2. By Claim 1, z1 = w5 and
therefore, ¨(Ia; Ig) = fw2w5g.
Case 1.1.2.1.1. N(w1)  V (C).
By Claim 2, w1»b 62 E(G) and w1»g 62 E(G). Further, if
N(w1)  f»1; :::; »s; w2gnf»b; »gg
then jN(w1)j · s ¡ 1 = ± ¡ 1, a contradiction. Otherwise, w1z2 2 E(G) for
some z2 2 V (I
¤
h), where h 62 fa; b; gg. By Lemma 2, jIaj + jIhj ¸ 6, implying
that jIhj ¸ 3, which contradicts Claim 3(4).
Case 1.1.2.1.2. N(w1) 6 V (C).
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It follows that w1x2 2 E(G) for some x2 2 V (GnC). Since p = 0 and C is
extreme, x2 6= x1 and N(x2)  V (C). By the same reason, x2»a 62 E(G) and
x2w2 62 E(G). By Claim 2, x2»b 62 E(G). If
N(x2)  f»1; :::; »s; w1gnf»a; »bg
then jN(x2)j · s ¡ 1 = ± ¡ 1, a contradiction. Otherwise x2z2 2 E(G) for
some z2 2 V (I
¤
h), where h 6= a. But then I
¤
a and I
¤
h are connected by w1x2z2,
contradicting the fact that ¨(I1; :::; Is)  E(G).
Case 1.1.2.2. g 2 V (»+a+1
¡!
C »¡b ).
If y1 = w2 then by Claim 1, z1 = w5 and we can argue as in Case 1.1.2.1.
Let z1 = w1. By Claim 1, z2 = w6 and w4w6 62 E(G). Further, by Claim
2, w4»a+1 62 E(G) and w4»b 62 E(G). Using Claim 3(4), we have jIij = 2
for each i 2 f1; :::; sgnfa; b; gg. By Lemma 2, N(w4) \ V (I
¤
i ) = ; for each
i 2 f1; :::; sgnfa; b; gg.
Case 1.1.2.2.1. N(w4)  V (C).
It follows that
N(w4)  f»1; :::; »s; w3; w5gnf»a+1; »bg:
Since jN(w4)j ¸ ± = s, we have w4w5 2 E(G).
Case 1.1.2.2.1.1. s ¸ 4.
Since jIij = 2 for each i 2 f1; :::; sgnfa; b; gg, we can assume w.l.o.g. that
jIa¡1j = 2. Put Ia¡1 = »a¡1w7»a. Assume ¯rst that N(w7) 6 V (C), that is
w7x2 2 E(G) for some x2 2 V (GnC). Since C is extreme and ¨(I1; :::; Is) 
E(G), we have x2 6= x1 and
N(x2)  f»1; :::; »s; w7gnf»a¡1; »a; g;
contradicting the fact that jN(x2)j ¸ ± = s. Now assume that N(w7)  V (C).
By Claim 2, w7»a+1 62 E(G). Since jIa¡1j = 2 and jIij · 3 for each i 2 f1; :::; sg,
we have by Lemma 2, N(w7) \ V (I¤i ) = ; for each i 2 f1; :::; sgnfa ¡ 1g. So,
N(w7)  f»1; :::; »sgnf»a+1g, contradicting the fact that jN(w7)j ¸ ± = s.
Case 1.1.2.2.1.2. s = 3.
Put C = »1w1w2»2w3w4»3w5w6»1. Assume ¯rst that N(wi) 6 V (C) for
some i 2 f1; 2; :::; 6g, say i = 1. This means that w1x2 2 E(G) for some
x2 2 V (GnC). Since C is extreme, x2 6= x1 and x2»1; x2w2 62 E(G). Fur
ther, since ¨(I1; I2; I3)  E(G), we have N(x2)  f»2; »3; w1g. On the other
hand, since jN(x2)j ¸ ± ¸ 3, we have N(x2) = f»2; »3; w1g. By Claim 2,
x2»2 62 E(G), a contradiction. Now assume that N(wi)  V (C) (i = 1; :::; 6).
If V (GnC) 6= fx1g, then choose x2 2 V (GnC) such that x2 6= x1. Since
N(wi)  V (C) (i = 1; :::; 6), we have N(x2) = N(x1). But then Gnf»1; »2; »3g
has at least three components, contradicting the fact that ¿ > 1. Finally, if
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V (GnC) = fx1g, then G is the Petersen graph.
Case 1.1.2.2.2. N(w4) 6 V (C).
It follows that w4»2 2 E(G) for some x2 2 V (GnC). Since C is extreme and
¨(I1; :::; Is)  E(G), we have x2 6= x1, x2»b+1 62 E(G) and N(x2) \ V (I
¤
i ) = ;
for each i 2 f1; :::; sgnfbg. So, N(x2)  f»1; :::; »s; w4gnf»b+1g, implying that
x2»b 2 E(G) which contradicts Claim 2.
Case 1.2. jIaj+ jIbj = 7.
By Claim 3(2), jIij = 2 for each i 2 f1; :::; sgnfa; bg. By the hypothesis,
either jIaj = 2, jIbj = 5 or jIaj = 3, jIbj = 4.
Case 1.2.1. jIaj = 2, jIbj = 5.
Put Ia = »aw1»a+1 and Ib = »bw2w3w4w5»b+1. Clearly, y = w1. By Claim
1, z 2 fw3; w4g. Further, if fw1w3; w1w4g  E(G) then
»ax1»a+1
¡!
Cw3w1w4
¡!
C »a
is longer than C , a contradiction. Therefore, we can assume w.l.o.g. that
w1w3 2 E(G) and ¨(Ia; Ib) = fw1w3g. By Claim 3(3), jIij = 2 for each
i 2 f1; :::; sgnfbg. By Lemma 2, each intermediate edge has one end in V (I¤b ).
If ¨(I1; :::; Is) = fw1w3g then Gnf»1; :::; »s; w3g has at least s + 1 compo
nents, contradicting the fact that ¿ > 1. Otherwise ¨(Ib; Ig) 6= ; for some
g 2 f1; :::; sgnfa; bg. Since jIgj = 2, we can set Ig = »gw6»g+1. As above, either
w6w3 2 E(G), w6w4 62 E(G) or w6w3 62 E(G), w6w4 2 E(G). Assume that
w6w4 2 E(G). If »g 2 V (»
+
b+1
¡!
C »¡a ) then
»aw1w3
Ã¡
C »a+1x1»g
Ã¡
Cw4w6
¡!
C »a
is longer than C , a contradiction. If »g 2 V (»
+
a+1
¡!
C »¡b ) then
»ax1»g+1
¡!
Cw3w1
¡!
Cw6w4
¡!
C »a
is longer than C, a contradiction. Now assume that w6w4 62 E(G), implying
that w6w3 2 E(G). This means that w3 belongs to each intermediate edge in
¨(I1; :::; Is). But then Gnf»1; :::; »s; w3g has at least s+ 1 components, contra
dicting the fact that ¿ > 1.
Case 1.2.2. jIaj = 3, jIbj = 4.
Put Ia = »aw1w2»a+1 and Ib = »bw3w4w5»b+1. Assume w.l.o.g. that y = w2.
By Claim 1, z 2 fw3; w4g.
Case 1.2.2.1. w2w3 2 E(G).
Assume ¯rst that N(w1) 6 V (C), that is w1x2 2 E(G) for some x2 2
V (GnC). Since C is extreme, x2 6= x1 and x2»a 62 E(G), x2w2 62 E(G). By
Claim 2, x2»a+1 62 E(G). Recalling that C is extreme and ¨(I1; :::; Is)  E(G),
we have
N(x2)  f»1; :::; »s; w1gnf»a; »a+1g;
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contradicting the fact that jN(x2)j ¸ ± = s. Now assume that N(w1)  V (C).
By Claim 1, w1»a+1 62 E(G), w1»b 62 E(G) and w1w3 62 E(G). Further, if
N(w1) \ fw4; w5g 6= ; then there are two independent intermediate edges be
tween Ia and Ib. By Lemma 2, jIaj+ jIbj ¸ 8, contradicting Claim 3(1). Hence,
N(w1) \ fw4; w5g = ;. Finally, since jIij = 2 for each i 2 f1; :::; sgnfa; bg, we
have N(w1) \ V (I
¤
i ) = ; for each i 2 f1; :::; sgnfag. So,
N(w1)  f»1; :::; »s; w2gnf»a+1; »bg;
contradicting the fact that jN(w1)j ¸ ± = s when »a+1 6= »b. Let »a+1 = »b.
Assume w.l.o.g. that a = 1 and b = 2. If s = 2 then clearly ¿ · 1, contradicting
the hypothesis. Let s ¸ 3. Recalling that jIij = 2 for each i 2 f3; :::; sg, we can
set I3 = »3w7»4. If N(w7) 6 V (C), that is w7x2 2 E(G) for some x2 2 V (GnC),
then x2 6= x1 and
N(x2)  f»1; :::; »s; w7gnf»3; »4g;
contradicting the fact that jN(x2)j ¸ ± = s. Let N(w7)  V (C). By Claim
2, w7»2 62 E(G). Hence, N(w7)  f»1; :::; »sgnf»2g, contradicting the fact that
jN(w7)j ¸ s.
Case 1.2.2.2. w2w4 2 E(G).
If w2w3 2 E(G) then we can argue as in Case 1.2.2.1. Hence, we can as
sume that ¨(Ia; Ib) = fw2w4g. If ¨(I1; :::; Is) = fw2w4g then clearly ¿ · 1,
contradicting the hypothesis. Let ¨(I1; :::; Is) 6= fw2w4g. Since jIaj = 3 and
jIij = 2 for each i 2 f1; :::; sgnfa; bg, we can state by Lemma 2 that each inter
mediate edge has one end in V (I¤b ). Let y1z1 2 E(G) for some y1 2 V (I
¤
g ) and
z1 2 V (I
¤
b ), where g 2 f1; :::; sgnfa; bg. Since jIgj = 2, we can set Ig = »gw6»g+1.
Clearly y1 = w6. By Claim 1, z1 = w4. This means that w4 belongs to all in
termediate edges. Then clearly ¿ · 1, contradicting the hypothesis.
Case 2. p = 1.
Since ± ¸ · ¸ 3, we have jNC(xi)j ¸ ± ¡ p = ± ¡ 1 ¸ 2 (i = 1; 2).
Case 2.1. NC(x1) 6= NC(x2).
It follows that maxf¾1; ¾2g ¸ 1, where
¾1 = jNC(x1)nNC(x2)j; ¾2 = jNC(x2)nNC(x1)j:
If maxf¾1; ¾2g ¸ 2 then by Lemma 1, c ¸ 3± + 1 ¸ 2± + 4, contradicting (1).
Let maxf¾1; ¾2g = 1. This implies s ¸ ± and jIij ¸ 3 (i = 1; :::; s). If s ¸ ± + 1
then c ¸ 3s ¸ 3±+3 > 2±+4, again contradicting (1). Let s = ±, that is jIij = 3
(i = 1; :::; s). By Lemma 2, ¨(I1; :::; Is) = ;, contradicting the fact that ¿ > 1.
Case 2.2. NC(x1) = NC(x2).
Clearly, s = jNC(x1)j ¸ ±¡ p = ± ¡ 1. If s ¸ ± then c ¸ 3s ¸ 3± and we can
argue as in Case 2.1. Let s = ± ¡ 1.
The following can be derived from (1) and Lemma 2 easily.
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Claim 4. (1) jIij+ jIj j · 9 for each distinct i; j 2 f1; :::; sg.
(2) If jIaj + jIbj = 9 for some distinct a; b 2 f1; :::; sg then jIij = 3 for each
i 2 f1; :::; sgnfa; bg.
(3) If jIaj = 6 for some a 2 f1; :::; sg then jIij = 3 for each i 2 f1; :::; sgnfag.
(4) There are at most three segments of length at least 4.
(5) If jIaj ¸ 4, jIbj ¸ 4, jIf j ¸ 4 for some distinct a; b; f 2 f1; 2; :::; sg then
jIaj = jIbj = jIf j = 4.
If ¨(I1; :::; Is) = ; then clearly, ¿ · 1, contradicting the hypothesis. Other
wise ¨(Ia; Ib) 6= ; for some distinct a; b 2 f1; :::; sg. By de¯nition, there is an
intermediate path L between Ia and Ib. If jLj ¸ 2 then by Lemma 2,
jIaj+ jIbj ¸ 2p+ 2jLj+ 4 ¸ 10;
contradicting Claim 4(1). Otherwise jLj = 1 and therefore,
¨(I1; :::; Is)  E(G):
By Lemma 2, jIaj+ jIbj ¸ 2p+6 = 8. Combining this with Claim 4(1), we have
8 · jIaj+ jIbj · 9:
Let L = yz, where y 2 V (I¤a) and z 2 V (I
¤
b ).
Case 2.2.1. jIaj+ jIbj = 8.
Since jIij ¸ 3 (i = 1; :::; s), we can assume w.l.o.g. that either jIaj = 3,
jIbj = 5 or jIaj = jIbj = 4.
Case 2.2.1.1. jIaj = 3 and jIbj = 5.
Put Ia = »aw1w2»a+1 and Ib = »bw3w4w5w6»b+1. Assume w.l.o.g. that
y = w2. By Claim 1, z = w4. By the same reason, N(w1) \ V (I
¤
b )  fw5g.
If w1w5 2 E(G) then there exist two independent intermediate edges between
Ia and Ib, which by Lemma 2 yields jIaj + jIbj ¸ 2p + 8 = 10, contradicting
Claim 4(1). So, N(w1) \ V (I
¤
b ) = ;. Further, if ¨(Ia; If ) 6= ; for some f 2
f1; :::; sgnfa; bg then by Lemma 2, jIaj+jIf j ¸ 2p+6 = 8, implying that jIf j ¸ 5.
But then jIbj+ jIf j ¸ 10, contradicting Claim 4(1). Hence ¨(Ia; Ii) = ; for each
i 2 f1; :::; sgnfa; bg. By Claim 2, w1»a+1 62 E(G). Thus, if N(w1)  V (C) then
N(w1)  f»1; :::; »s; w2gnf»a+1g;
contradicting the fact that jN(w1)j ¸ ± = s + 1. Now let N(w1) 6 V (C) and
let Q = w1
¡!
Qx3 be a longest path having only w1 in common with C. Clearly,
1 · jQj · 2 and V (Q) \ V (P ) = ;. By Claim 2, x3»a+1 62 E(G). Further, since
¨(I1; :::; Is)  E(G), we have N(x3) \ V (I
¤
i ) = ; for each i 2 f1; :::; sgnfag. If
jQj = 1 then
N(x3)  f»1; :::; »s; w1gnf»a; »a+1g;
contradicting the fact that jN(x3)j ¸ ± = s+ 1. If jQj = 2 then
N(x3)  f»1; :::; »s; x
¡
3 ; w1gnf»a; »a+1g;
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contradicting the fact that jN(x3)j ¸ ± = s+ 1.
Case 2.2.1.2. jIaj = jIbj = 4.
Put Ia = »aw1w2w3»a+1 and Ib = »bw4w5w6»b+1.
Case 2.2.1.2.1. y 2 fw1; w3g.
Assume w.l.o.g. that y = w3. By Claim 1, z = w4.
Claim 5. N(w1) [N(w2)  V (C).
Proof. Assume the contrary and let Q = w1
¡!
Qx3 be a longest path having
only w1 in common with C. Clearly, 1 · jQj · 2 and V (Q) \ V (P ) = ;. By
Claim 2, x3»a+1 62 E(G) and x3»b 62 E(G). Since ¨(I1; :::; Is)  E(G), we have
N(x3) \ V (I¤i ) = ; for each i 2 f1; :::; sgnfag. If jQj = 1 then
N(x3)  f»1; :::; »s; w1; w3gnf»a; »a+1g;
contradicting the fact that jN(x3)j ¸ ± = s+ 1. If jQj = 2 then
N(x3)  f»1; :::; »s; x
¡
3 ; w1gnf»a; »a+1g;
a contradiction. Similarly, we can reach a contradiction when N(w2) 6 V (C).
Claim 5 is proved. ¢
Case 2.2.1.2.1.1. »a+1 6= »b.
By Claim 2, w1»a+1 62 E(G) and w1»b 62 E(G). By Claim 1, w1w4 62 E(G).
Moreover, if N(w1) \ V (I
¤
b ) 6= ; then there exist two independent intermediate
edges between Ia and Ib which by Lemma 2 yields jIaj + jIbj ¸ 2p + 8 ¸ 10,
contradicting Claim 4(1). Furthermore, if N(w1) \ V (I
¤
i ) = ; for each i 2
f1; :::; sgnfa; bg then by Claim 5,
N(w1)  f»1; :::; »s; w2; w3gnf»a+1; »bg;
implying that jN(w1)j · s = ± ¡ 1, a contradiction. Otherwise, w1v 2 E(G),
where v 2 V (I¤f ) for some f 2 f1; :::; sgnfa; bg. By a similar way, it can be
shown that w2u 2 E(G), where u 2 V (I¤g ) for some g 2 f1; :::; sgnfa; bg. By
Lemma 2, jIaj + jIf j ¸ 2p+ 6 = 8, that is jIf j ¸ 4. By Claim 4(5), jIf j = 4.
By a symmetric argument, jIdj = 4. Put If = »fw7w8w9»f+1. By Claim 1,
v = w9, i.e. w1w9 2 E(G). If d = f then j¨(Ia; If )j = 2 and by Lemma 2,
jIaj + jIf j ¸ 2p + 7 = 9, a contradiction. Otherwise, there are at least four
elementary segments of length at least 4, contradicting Claim 4(4).
Case 2.2.1.2.1.2. »a+1 = »b.
Assume w.l.o.g. that a = 1 and b = 2. If ¨(I1; I2; :::; Is) = ¨(I1; I2) =
fw3w4g then clearly, ¿ · 1, a contradiction. Otherwise, there is an inter
mediate edge uv such that u 2 V (I¤1 ) [ V (I
¤
2 ) and v 2 V (I
¤
f ) for some f 2
f1; 2; :::; sgnf1; 2g. Assume w.l.o.g. that u 2 V (I¤1 ). If u = w3 then as above,
»2 = »f , a contradiction. Let u 6= w3. By Lemma 2, jI1j+ jIf j ¸ 8, i.e. jIf j ¸ 4.
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By Claim 4(5), jIf j = 4. Put If = »cw7w8w9»f+1. If u = w1 then by Claim 1,
v = w9 and
j»1w1w9
Ã¡
Cw4w3»2x2x1»f+1
¡!
C »1j ¸ jCj+ 1;
a contradiction. If u = w2 then by Claim 1, v = w8 and
j»1w1w2w8
Ã¡
Cw4w3»2x2x1»f+1
¡!
C »1j ¸ jCj+ 1;
again a contradiction.
Case 2.2.1.2.2. y = w2.
By Claim 1, z = w5 and ¨(Ia; Ib) = fw2w5g. If jIij = 3 for each i 2
f1; 2; :::; sgnfa; bg then by Lemma 2, ¨(I1; I2; :::; Is) = fw2w5g and ¿ · 1, con
tradicting the hypothesis. Otherwise, jIf j ¸ 4 for some f 2 f1; 2; :::; sgnfa; bg
and jIij = 3 for each i 2 f1; 2; :::; sgnfa; b; fg. By Claim 4(5), jIf j = 4. Put
If = »fw7w8w9»f+1. Clearly, ¨(I1; I2; :::; Is) = ¨(Ia; Ib; If ). If ¨(Ia; If ) =
¨(Ib; If ) = ; then again ¿ · 1, a contradiction. Let uv 2 E(G), where
u 2 I¤a [ I
¤
b and v 2 V (I
¤
f ). Assume w.l.o.g. that u 2 V (I
¤
a). If u 2 fw1; w3g
then we can argue as in Case 1.2.1.2.1. Let u = w2. By Claim 1, v = w8. If
w1w3 2 E(G) then
»ax1x2»b
Ã¡
Cw3w1w2w5
¡!
C »a
is longer than C, a contradiction. Let w1w3 62 E(G). Analogously, w4w6 62 E(G)
and w7w9 62 E(G). But Then fw1; w3; w4; w6; w7; w9g is an independent set of
vertices and Gnf»1; :::; »s; w2; w5; w8g has at least s+ 4 connected components.
Hence ¿ < 1, contradicting the hypothesis.
Case 2.2.2. jIaj+ jIbj = 9.
Since jIij ¸ 3 (i = 1; :::; s), we can assume w.l.o.g. that either jIaj = 3,
jIbj = 6 or jIaj = 4, jIbj = 5.
Case 2.2.2.1. jIaj = 3 and jIbj = 6.
By Claim 4(3), jIij = 3 for each i 2 f1; :::; sgnfbg. Put
Ia = »aw1w2»a+1; Ib = »bw3w4w5w6w7»b+1:
Since jIaj = 3, we can assume w.l.o.g. that y = w2. By Claim 1, z 2 fw4; w5g.
Case 2.2.2.1.1. z = w4.
By Claim 1, w1w4 62 E(G). Next, if N(w1) \ V (I¤b ) 6= ; then there are two
independent intermediate edges between Ia and Ib and by Lemma 2, jIaj+jIbj ¸
2p+8 = 10, contradicting Claim 4(1). By Claim 2, w1»a+1 62 E(G). Finally, by
Lemma 2 and Claim 4(3), N(w1) \ V (I¤i ) = ; for each i 2 f1; :::; sgnfa; bg. So,
if N(w1)  V (C) then
N(w1)  f»1; :::; »s; w2gnf»a+1g;
contradicting the fact that jN(w1)j ¸ ± = s + 1. Now assume that N(w1) 6
V (C). Choose a longest path Q = w1
¡!
Qx3 having only w1 in common with C.
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Clearly, V (Q) \ V (P ) = ;. Since C is extreme, x3»a 62 E(G) and x3x2 62 E(G).
If x3»a+1 2 E(G) then
»ax1x2»b
Ã¡
C »a+1x3
Ã¡
Qw1w2w4
¡!
C »a
is longer than C , a contradiction. Let x3»a+1 62 E(G). If jQj = 1 then
N(x3)  f»1; :::; »s; w1gnf»a; »a+1g;
contradicting the fact that jN(x3)j ¸ ± = s+ 1. If jQj = 2 then
N(x3)  f»1; :::; »s; x
¡
3 ; w1gnf»a; »a+1g;
contradicting the fact that jN(x3)j ¸ ± = s+ 1.
Case 2.2.2.1.2. z = w5.
If w2w4 2 E(G) then we can argue as in Case 2.2.2.1.1. Let w2w4 62 E(G).
It means that w5 belongs to all intermediate edges. This implies ¿ · 1, contra
dicting the hypothesis.
Case 2.2.2.2. jIaj = 4 and jIbj = 5.
By Claim 4(2), jIij = 3 and ¨(Ia; Ii) = ; for each i 2 f1; :::; sgnfa; bg.
If ¨(Ib; If ) 6= ; for some f 2 f1; :::; sgnfa; bg then we can argue as in Case
2.2.1.1. Otherwise ¨(I1; :::; Is) = ¨(Ia; Ib). If there are two independent edges
in ¨(Ia; Ib) then by Lemma 2, jIaj + jIbj ¸ 10, contradicting Claim 4(1). Oth
erwise ¿ · 1, a contradiction.
Case 3. 2 · p · ± ¡ 3.
It follows that jNC(xi)j ¸ ± ¡ p ¸ 3 (i = 1; 2). If NC(x1) 6= NC(x2)
then by Lemma 1, jCj ¸ 4± ¡ 2p ¸ 3± ¡ p + 3 ¸ 2± + 4, contradicting (1).
Hence NC(x1) = NC(x2), implying that jIij ¸ p + 2 (i = 1; 2; :::; s). Clearly,
s ¸ jNC(x1)j ¡ (jV (P )j ¡ 1) ¸ ± ¡ p ¸ 3. If s ¸ ± ¡ p+ 1 then
jC j ¸ s(p+ 2) ¸ (± ¡ p+ 1)(p+ 2)
= (± ¡ p¡ 1)(p¡ 1) + 3± ¡ p+ 1 ¸ 3± ¡ p+ 3 ¸ 2± + 4;
again contradicting (1). Hence s = ± ¡ p. It means that x1x2 2 E(G), that is
G[V (P )] is hamiltonian. By symmetric arguments, NC(y) = NC(x1) for each
y 2 V (P ). If ¨(I1; I2; :::; Is) = ; then ¿ · 1, contradicting the hypothesis.
Otherwise ¨(Ia; Ib) 6= ; for some elementary segments Ia and Ib. By de¯nition,
there is an intermediate path L between Ia and Ib. If jLj ¸ 2 then by lemma 2,
jIaj+ jIbj ¸ 2p+ 2jLj+ 4 ¸ 2p+ 8:
Hence
jCj = jIaj+ jIbj+
X
i2f1;:::;sgnfa;bg
jIij ¸ 2p+ 8 + (s¡ 2)(p+ 2)
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= (± ¡ p¡ 2)(p¡ 1) + 3± ¡ p+ 2 ¸ 3± ¡ p+ 3 ¸ 2± + 4;
contradicting (1). Thus, jLj = 1, i.e. ¨(I1; I2; :::; Is)  E(G). By Lemma 2,
jIaj+ jIbj ¸ 2p+ 2jLj+ 4 = 2p+ 6;
which yields
jCj = jIaj+ jIbj+
X
i2f1;:::;sgnfa;bg
jIij ¸ 2p+ 6 + (s¡ 2)(p+ 2)
= (s¡ 2)(p¡ 2) + (± ¡ p¡ 3) + (3± ¡ p+ 1) ¸ 3± ¡ p+ 1 ¸ 2± + 4;
contradicting (1).
Case 4. 2 · p = ± ¡ 2.
It follows that jNC(xi)j ¸ ± ¡ p = 2 (i = 1; 2). If NC(x1) 6= NC(x2) then
by Lemma 1, jCj ¸ 4± ¡ 2p = 3± ¡ p+ 2 = 2± + 4, contradicting (1). Hence,
NC(x1) = NC(x2). Clearly, s = jNC(x1)j ¸ 2. Further, if s ¸ 3 then
jC j ¸ s(p+ 2) ¸ 3± ¸ 3± ¡ p+ 2 = 2± + 4;
again contradicting (1). Hence, s = 2. It follows that x1x2 2 E(G), that is
G[V (P )] is hamiltonian. By symmetric arguments, NC(v) = NC(x1) = f»1; »2g
for each v 2 V (P ). If ¨(I1; I2) = ; then clearly, ¿ · 1, contradicting the
hypothesis. Otherwise, there is an intermediate path L = yz such that y 2
V (I¤1 ) and z 2 V (I
¤
2 ). If jLj ¸ 2 then by Lemma 2,
jCj = jI1j+ jI2j ¸ 2p+ 2jLj+ 4 ¸ 2p+ 8 = 3± ¡ p+ 2 = 2± + 4;
contradicting (1). hence jLj = 1, implying that ¨(I1; I2)  E(G). If there
are two independent intermediate edges between I1; I2, then by Lemma 2,
jCj = jI1j + jI2j ¸ 2p + 8 = 3± ¡ p + 2 = 2± + 4, contradicting (1). Other
wise ¿ · 1, contradicting the hypothesis.
Case 5. 2 · p = ± ¡ 1.
It follows that jNC(xi)j ¸ ± ¡ p = 1 (i = 1; 2).
Case 5.1. jNC(xi)j ¸ 2 (i = 1; 2).
If NC(x1) 6= NC(x2) then by Lemma 1, jC j ¸ 2p+ 8 = 3± ¡ p+ 5 > 2± + 4,
contradicting (1). Hence, NC(x1) = NC(x2). Clearly s ¸ 2. Further, if s ¸ 3
then
jCj ¸ s(p+ 2) ¸ 3(± + 1) > 2± + 4;
contradicting (1). Let s = 2. Since · ¸ 3, there is an edge zw such that
z 2 V (P ) and w 2 V (C)nf»1; »2g. Assume w.l.o.g. that w 2 V (I
¤
1 ). Then
it is easy to see that jI1j ¸ ± + 3. Since jI2j ¸ ± + 1, we have jCj ¸ 2± + 4,
contradicting (1).
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Case 5.2. Either jNC(x1)j = 1 or jNC(x2)j = 1.
Assume w.l.o.g. that jNC(x1)j = 1. Put NC(x1) = fy1g. If NC(x1) 6=
NC(x2) then x2y2 2 E(G) for some y2 2 V (C)nfy1g and we can argue as in Case
4.1. Let NC(x1) = NC(x2) = fy1g. Since · ¸ 1, there is an edge zw such that
z 2 V (P ) and w 2 V (C)nfy1g. Clearly, z 62 fx1; x2g and x2z
¡ 2 E(G), where
z¡ is the previous vertex of z along
¡!
P . Then replacing P with x1
¡!
P z¡x2
Ã¡
P z,
we can argue as in Case 4.1.
Case 6. p ¸ ±.
If jC j ¸ ·(± + 1) then clearly jCj ¸ 2± + 4, contradicting (1). Oth
erwise, by Lemma 3, we can assume that jNC(xi)j ¸ 2 (i = 1; 2). Then
jCj ¸ 2(p+ 2) ¸ 2± + 4, contradicting (1).
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