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ABSTRACT. We study index theory of G-invariant elliptic pseudo-differential operators
acting on a complete Riemannian manifold, where a unimodular, locally compact group
G acts properly, cocompactly and isometrically. An L2-index formula is obtained using
the heat kernel method.
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1. INTRODUCTION.
1.1. Main result. Let X be a complete Riemannian manifold acted on properly, cocom-
pactly and isomertrically by a locally compact unimodular group G and let E be a Z/2Z-
graded G-vector bundle over X . Let
P =
(
0 P∗0
P0 0
)
: L2(X ,E)→ L2(X ,E)
be a 0-order properly supported elliptic pseudo-differential operator invariant under the
group action. Such an operator has a real-valued L2-index defined as the difference
1
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of the von Neumann traces of the projections onto the closed G-invariant subspaces
KerP0,KerP∗0 of L2(X ,E):
indP = trG PKerP0 − trG PKerP∗0 .
The paper is to prove that the L2-index of P is calculated by the following topological
formula:
(1.1) indP =
∫
T X
(c◦pi) · ( ˆA(X))2ch(σP).
Here c ∈C∞c (X) is a non-negative function satisfying
∫
G
c(g−1x)dg = 1 for all x ∈ X , and
pi : T X → X is the projection.
1.2. Remarks on the result. The formula (1.1) generalizes the L2-index formula for
free cocompact group actions due to Atiyah [2] and the L2-index formula for homoge-
neous spaces of unimodular Lie groups due to Connes and Moscovici [10]. The study of
L2-indices in general has implications in other areas of mathematics. For example, the
non-vanishing of the L2-index for the signature operator on X indicates the existence of
L2-harmonic forms on X . The L2-index is of interest in the study of discrete series rep-
resentations [10] and has been modified for use in a proof of the Novikov conjecture for
hyperbolic groups [11].
Our index formula (1.1) is analogous to the type II theory in von Neumann algebra.
The key feature of a type II index theory is that the elliptic operators being investigated
are no longer Fredholm, but using some techniques analogous to those used in type II von
Neumann theory, say, by formulating some trace, one may obtain generalized Fredholm
indices associated to the elliptic operators. Refer to [28, 29] for another example of this
type.
When the orbit space X/G is an orbifold, the L2-index discussed in this paper is not the
same as the index for X/G as a compact orbifold [23, 24]. For example, Dirac operators
on a good orbifold are Fredholm and have integer indices, reflecting the information of
the orbit space, while the L2-indices of the Dirac operators lifted to the universal cover
of the orbifold are rational numbers by definition. The integer indices and the rational
indices are different in general [12]. They coincide on spacial cases, for example, when
the orbit space is a smooth manifold [2]. Another example is that when both X and G
are compact, (1.1) is the same as the Atiyah-Singer index formula for compact manifolds,
regardless of the group G [4], while the index formula corresponding to the orbifold X/G
involves group action [24]. Our formula is expected to have interesting applications when
the group is not compact.
We also notice the existence of L2-index formula (in some special cases) when X/G is
a noncompact orbifold but has finite volume [34], where the analysis on the strata of of
X/G is heavily used. It is interesting to study the L2-index (if exists) where the quotient
is noncompact. However, our operator algebraic approach in finding the formula of L2-
index does not work for the case of noncompact quotient. The reason is that when G acts
properly, cocompactly and isometrically on X , the group G and the manifold X are coarse
equivalence, then we may use G, more precisely, C∗(G) to study the elliptic operators on
X invariant under the action of G [25, 22]. However, when X/G is not compact, the group
G has nothing to do with the L2-index for G-invariant elliptic operators on X .
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Finally, (1.1) fits into the framework of the higher index formula taking values in cyclic
theory. In [27], a general formula was proved and the indices of Dirac operators take
values in the entire cyclic homology of some subalgebra of the group C∗-algebra C∗(G).
Formally, for Dirac operators, (1.1) is obtained from [27] corollary 1.2 by taking g ∈G to
be the group identity and by taking n = 0. We would like to have a deeper investigation
on the connection of the two results in future.
1.3. Idea of the proof. To prove (1.1), regard P as an element in the K-homology group
K0G(C0(X)), from which P has a higher index in K0(C∗(G)), where C∗(G) is the maximal
group C∗-algebra. The L2-index of P depends only on the equivalence class of its higher
index in K0(C∗(G)). This is proved in section 4 by defining a trace on a dense holomor-
phic closed ideal S (E ) in K (E ), where E is a Hilbert C∗(G)-module having the same
K-theory as C∗(G). The trace is the von Neumann trace of a type II von Neumann algebra
in the sense of Breuer [8]. A comprehensive discussion on the link between the L2-index
and the higher index may be found in [31].
Secondly, in section 5, we reduce the problem of finding indP into finding indD for
some Dirac type operator D, which has the same higher index as P. Kasparov’s K-
theoretic index formula [17] is essential in the argument. The formulation of Dirac type
operators out of elliptic operators is also related to the vector bundle modification con-
struction in the definition of geometric K-homology [5].
The final step is to calculate indD using the heat kernel method. When D is a first
order G-invariant operator of Dirac type on X , we have the McKean-Singer formula for
the L2-index:
(1.2) indD = trG e−tD∗D− trG e−tDD∗ , t > 0.
In the case of a compact manifold without group action, a cohomological formula was
obtained by studying the local invariants of metrics and connections [3, 14]. The proof
of the local index formula was simplified by a rescaling argument of Getzler [13] on the
asymptotic expansion of the heat kernel e−tD2 around t = 0. Since the index indD in (1.2)
is local when t → 0+, the group action does not affect the calculation. The proof is based
on a modification of the proofs in [30, 6] and is complete in section 6.
1.4. Acknowledgement. The work is modified after my PHD thesis and is funded by
NSF, Vanderbilt University and IHES. Special thanks go to Professor Gennadi Kasparov
for proposing this topic and for his advice. After writing up my paper, I received many
comments as well as warm helps. I wish to express my sincere gratitude to all the pro-
fessors who have helped me. Finally, I would like to thank the referee for the helpful
remarks.
2. PRELIMINARIES.
Let G be a locally compact and unimodular group, that is, there is a bi-invariant Haar
measure µ on G. For example, compact groups and discrete groups are unimodular. Set
dg .= dµ(g) and we have
d(tg) = dg,d(gt) = dg and d(g−1) = dg for any g, t ∈G.
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Let X be a complete Riemannian manifold, on which G acts properly, cocompactly and
isometrically, that is, the pre-image of any compact set under the continuous map
G×X → X ×X : (g,x) 7→ (g · x,x)
is compact, the quotient space X/G is compact, and G respects the metric < ·, ·>:
< x,y >=< gx,gy > for all x,y ∈ X ,g ∈ G.
The reason to consider proper cocompact actions is the existence of a cutoff function on
X .
Definition 2.1. A nonnegative function c ∈C∞c (X) is a cutoff function if for all x ∈ X ,∫
G
c(g−1x)dg = 1.
Remark 2.2. A proper cocompact G-space has a cutoff function c ∈C∞c (X) given by
c(x) =
h(x)∫
G h(g−1x)dg
,
where h(x) ∈C∞c (X) is nonnegative and has non-empty intersection with each orbit.
Example 2.3. Let G be a Lie group with a compact subgroup H, and let X = G/H be
the homogeneous space consisting of all the left cosets of H in G. The action of G on
X is proper. Further, let E be a representation space of H. The induced representation
Y = G×H E , which forms a G-vector bundle over X , is a proper G-space. According to
the slice theorem, every proper space has such a local structure.
Theorem 2.4 (Slice theorem). Let G be a locally compact group and X be a proper G-
space. Then for any x ∈ X and for any neighborhood O of x in X, there exists a compact
subgroup K of G with Gx .= {g ∈ G|gx = x} ⊂ K and a K-slice S such that x ∈ S ⊂ O.
Recall that A K-invariant subset S ⊂ X is a K-slice in X if
(1) The union G(S)(tubular set) of all orbits intersecting S is open;
(2) There is a G-equivariant map f : G(S)→ G/K (the slicing map), such that S =
f−1(eK).
An introduction to the slice theorem may be found in [1] section 2. According to
[7] Ch.II Theorem 4.2, the tubular set G(S) ⊂ X with a compact slicing subgroup K is
G-homeomorphic to G×K S.
Remark 2.5. Since X is covered by G-invariant neighborhoods and since X/G is compact,
then X admits a finite sub-cover, that is,
(2.1) X = ∪Ni=1G×Ki Si = ∪Ni=1G(Si).
The local structure (2.1) of X defines a G-invariant measure dx on X . In fact, The measure
of a set in G(Si) is calculated from the measure on G and on Si divided by the measure of
Ki. Then the measure of a set T ⊂ X is defined using a partition of unity argument. The
1-density on the Riemannian manifold X also defines the same measure.
In order to introduce ellipticity, we recall the following definitions concerning pseudo-
differential operators. Let (E, p) be a finite dimensional complex G-vector bundle over X ,
that is, there is a smooth G action on E such that p(gv) = gp(v) for v ∈ E and the maps of
the fibers g : Ex → Egx are linear. Let pi : T ∗X → X be the projection map and pi∗E over
L2-INDEX FORMULA FOR PROPER COCOMPACT GROUP ACTIONS 5
T ∗X be the pull-back bundle of E . Here, E = E0⊕E1 is Z/2Z-graded and the G-action
is grading preserving. The G-actions on E0,E1 give rise to a G-bundle Hom(pi∗E0,pi∗E1)
over T ∗X . A symbol function σ of order m is a continuous section of this G-bundle
satisfying
(2.2) | ∂
a
∂x|a|
∂ b
∂ξ |b|σ(x,ξ )| ≤Ca,b,K(1+ ‖ξ‖)
m−|b|
for x in any compact set K ⊂X and ξ in the fiber TxX , where Ca,b,K is a constant depending
on a,b,K. Here a = (a1, . . . ,an),b = (b1, . . . ,bn) and |a|=
n
∑
i=1
ai, |b|=
n
∑
i=1
bi(dimX = n).
The set of all order m symbols is denoted by Sm(X ;E0,E1) and a principal symbol of
order m is an element in the quotient Sm(X ;E0,E1)/Sm−1(X ;E0,E1). We shall omit the
word “principal” from now on.
Each symbol σ has an amplitude p defined by
p(x,y,ξ ) = α(x,y)σ(q(y,(x,ξx))),
where α ∈C∞(X ×X) has support contained in a small neighborhood of the diagonal so
that α(x,x) = 1 and α(x,y) ≥ 0 for all x,y ∈ X and q : X ×T ∗X → T ∗X : (y,(x,ξx)) 7→
(y,ξy) (ξy is the parallel transport of ξx from x to y). Conversely,
σ(x,ξ ) = p(x,x,ξ ).
Denote by C∞c (X ,E) the set of smooth sections of E with compact support in X and
G acts on C∞c (X ,E) by (g · f )(x) = g( f (g−1x)), for all g ∈ G, f ∈ C∞c (X ,E).To each
amplitude p(x,y,ξ ), we may construct a pseudo-differential operator P0 : C∞c (X ,E0)→
C∞(X ,E1) by
(2.3) P0u(x) =
∫
X×T ∗x X
eiΦ(x,y,ξ )p(x,y,ξ )u(y)dydξx,
where Φ(x,y,ξ ) =< exp−1x (y),ξx > is the phase function. The Schwartz kernel KP0(x,y)∈
Hom(E0y,E1x) of P0, that is,
P0u(x) =
∫
X
KP0(x,y)u(y)dy for all u(x) ∈C∞c (X ,E0),
is expressed in the following distributional sense,
(2.4) KP(x,y)(w) =
∫
X×T ∗X
eiΦ(x,y,ξ )p(x,y,ξ )w(x,y)dxdydξ , w ∈C∞c (X ×X).
We assume P0 to be G-invariant, that is,
P0(g f ) = gP0( f ), f ∈C∞c (X ,E0), for all g ∈ G.
Clearly, the Schwartz kernel of a G-invariant operator P0 satisfies that
(2.5) KP0(x,y) = KP0(gx,gy) for all x,y ∈ X ,g ∈ G.
In addition, assume P0 to be properly supported, that is, for any compact subset K ⊂
X , the subsets suppKP ∩ (K×X) and suppKP ∩ (X ×K) in X ×X are compact. Proper
supportness of P0 in particular implies that P0 maps C∞c (X ,E1) to itself.
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Choose a G-invariant Hermitian structure on E and let L2(X ,E) be the completion of
Cc(X ,E) under inner product,< f ,g >L2=
∫
X
< f (x),g(x)>Ex dx. Let P be an essentially
self-adjoint operator on L2(X ,E) with odd grading, in the form of
P =
(
0 P∗0
P0 0
)
.
Without loss of generality, P is assumed to be of order 0 and then P extends to be a
bounded self-adjoint operator on L2(X ,E).
We shall use the following notations and we omit E,F or X when it is clear in the
context.
• Ψn(X ;E,F): the set of order n pseudo-differential operators from C∞c (X ,E) to
C∞(X ,F);
• ΨnG(X ;E,F): the subset of G-invariant elements in Ψn(X ;E,F);
• ΨnG,p(X ;E,F): the subset of properly supported elements in ΨnG(X ;E,F);
• Ψnc(X ;E,F): the subset of Ψn(X ;E,F) having compactly supported Schwartz
kernels.
The symbol of an operator P ∈ Ψ∗G,p is G-invariant. Conversely, if σ(x,ξ ) is a G-
invariant symbol, then there is an operator in Ψ∗G,p with symbol σ(x,ξ ). To do this we
construct P using (2.3) and use the averaging operation from [10]:
(2.6) AvG : Ψ∗c →Ψ∗G,p : P 7→
∫
G
gPg−1dg.
Then AvG(cP) ∈ Ψ∗G,p, where c is a cutoff function for X , has the symbol σ(x,ξ ).
Definition 2.6. [19] A pseudo-differntial operator P ∈ Ψm(X ;E,F) is elliptic if there
exists Q ∈Ψ−m(X ;F,E) so that
(2.7) ‖σP(x,ξ )σQ(x,ξ )− I‖→ 0 and ‖σQ(x,ξ )σP(x,ξ )− I‖→ 0
uniformly in x∈K as ξ →∞ in T ∗x X for any compact subset K in X . Without loss of gener-
ality, we will consider order-0 elliptic pseudo-differential operators P0 ∈ Ψ0G,p(X ;E0,E1)
with the condition (2.7) replaced by
(2.8) ‖σP0(x,ξ )σP∗0 (x,ξ )− I‖→ 0 and ‖σP∗0 (x,ξ )σP0(x,ξ )− I‖→ 0.
Proposition 2.7. (1) If P ∈Ψnc , then AvG(P) ∈ ΨnG,p.
(2) If P ∈ΨnG,p(X) is elliptic, then there exists a parametrix Q ∈ Ψ−nG,p(X) such that
(2.9) 1−PQ = S1 ∈ Ψ−∞G,p(X),1−QP = S2 ∈Ψ−∞G,p(X),
where Ψ−∞G,p(X) = ∩n∈RΨnG,p(X) is the set of smoothing operators.
(3) If S ∈ Ψ−∞G,p(X), then KS(·, ·) is smooth and properly supported.
Proof. (1) Clearly, AvG(P) ∈Ψ∗G,p(X). If p(x,y,ξ ) ∈ Sm(X×T ∗X) is the amplitude then
P ∈ Ψnc implies that K = {(x,y) ∈ X ×X |p(x,y,ξ ) 6= 0} is compact. Using the fact that
the Riemannian metric on T ∗X is G-invariant and the measure on X is G-invariant, we
calculate the amplitude for AvG(P) as∫
G
p(g−1x,g−1y,ξg−1x)dg
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which is of order n because the integral is taken over a set {g ∈ G|(g−1x,g−1y) ∈ K}
which is compact.
(2) Let P ∈ ΨnG,p(X) be elliptic and c ∈C∞c (X) be a cutoff function for X . Cover X by
finitely many bounded open balls {Ui}Ni=1 such that supp(c) ⊂ ∪Ni=1Ui. Let {ai}Ni=1 be a
partition of unity subordinate to the finite cover. Since P is elliptic, which implies that for
any compact K ⊂ X , there exists a constant CK such that |σP| ≥C(1+ |ξ |)n uniformly for
all |ξ | ≥CK , then there exist Qi ∈ Ψ−nc (Ui),1 ≤ i≤ N so that
PQi− ai = R1,i,QiP− ai = R2,i
are elements in Ψ−∞c (Ui). Extend the elements in Ψ∗c(Ui) to Ψ∗c(X) and then
c
N
∑
i=1
QiP− c = c
N
∑
i=1
R2,i.
Since
N
∑
i=1
Qi ∈Ψ−nc (X),
N
∑
i=1
R2,i ∈Ψ−∞c (X), we set Q=
∫
G
g(c
N
∑
i=1
Qi)dg∈Ψ−nG,p(X) and S=∫
G
g(c
N
∑
i=1
R2,i)dg ∈Ψ−∞G,p(X). Then
QP =
∫
G
g(c
N
∑
i=1
Qi)Pdg =
∫
G
g(c)g(
N
∑
i=1
QiP)dg
=
∫
G
g(c)dg+
∫
G
g(c)g(
n
∑
i=1
R2,i)dg = I + S.
Similarly, there is a Q′ =
∫
G
g(
N
∑
i=1
Qic)dg ∈ Ψ−nG,p(X) and S′ ∈ Ψ−∞G,p(X) so that PQ′− I =
S′. Since Q′+ SQ′−Q = (1+ S)Q′−Q = Q(PQ′− 1) = QS′, then Q′−Q ∈ Ψ−∞G,p(X).
Hence there are S1,S2 = S ∈ Ψ−∞G,p(X) such that PQ = 1+ S1,QP = 1+ S2.
(3) If S ∈ Ψ−∞G,p(X), then cS ∈Ψ−∞c (X).
We know that cS ∈ Ψ−∞c (X) is equivalent to the fact that KcS(x,y) is smooth and com-
pactly supported in X ×X . Therefore the statement follows from the fact that
KS(x,y) = KAvG(cS)(x,y) =
∫
G
KcS(g−1x,g−1y)dg
and the fact that the integral vanishes outside a compact set in G. 
3. THE G-TRACE AND THE L2-INDEX.
When X is compact and when G is trivial, the dimensions of KerP0 and KerP∗0 are
finite and their difference defines the index of P. In our case we measure the size of
KerP0 or KerP∗0 by a real number in terms of von Neumann dimension. An L2-index
of P, analogous to the Fredholm index is defined, motivated by the L2-index defined by
Atiyah [2] and modified upon [10].
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3.1. The G-trace of operators on X . Recall that a bounded operator T on a Hilbert space
H is of trace class if
∞
∑
i=1
|< |T |ei,ei > |< ∞, where {ei}∞i=1 is an orthonormal basis of the
Hilbert space and its trace calculated by
tr(T ) =
∞
∑
i=1
< Tei,ei >
is independent of the orthonormal basis.
Definition 3.1. A bounded operator S : L2(X ,E)→ L2(X ,E), which commutes with the
action of G, is of G-trace class if φ |S|ψ is of trace class for all φ ,ψ ∈C∞c (X).
If S is a G-trace class operator, we calculate the G-trace by the formula
(3.1) trG(S) = tr(c1Sc2),
where c1,c2 ∈C∞c (X) are nonnegative, satisfying c1c2 = c for some cutoff function c on
X .
Remark 3.2. When G is discrete, Definition 3.1 is essentially the definition of the G-trace
class operator appearing in [2]. Similarly to Lemma 4.9 of [2], we prove in the following
proposition that trG is well defined, that is, trG is independent of the choice of c1,c2 and
c.
Proposition 3.3. Let S (bounded, G-invariant and positive) be a G-trace class operator
and c1,c2,d1,d2 ∈C∞c (X) be nonnegative functions satisfying
∫
G
c1(g−1x)c2(g−1x)dg= 1
and
∫
G
d1(g−1x)d2(g−1x)dg = 1, which means that c = c1c2 and d = d1d2 are cutoff
functions on X . Then tr(c1Sc2) = tr(d1Sd2).
Proof. Let K = {g ∈ G|supp(g · (d1d2)) ∩ suppc 6= /0} and then K is compact by the
properness of the group action. Hence,
tr(c1Sc2) = tr(
∫
G
[g · (d1d2)]c1Sc2dg) = tr(
∫
K
[g · (d1d2)]c1Sc2dg)
=
∫
K
tr([g ·d1][g ·d2]c1Sc2)dg =
∫
K
tr(c1[g ·d1]D[g ·d2]c2)dg
=
∫
K
tr([g−1 · c1]d1Sd2[g−1 · c2])dg = tr([
∫
G
g(c1c2)dg]d1Sd2) = tr(d1Dd2).

Using the fact that tr is a well-defined trace on compactly supported operators on X , it
is easy to see that trG is linear, faithful, normal and semi-finite. The tracial property of trG
is proved in the following proposition together with some other properties of trG.
Proposition 3.4. (1) A properly supported smoothing operator A ∈ Ψ−∞G,p is of G-
trace class. If KA : X ×X → HomE is the kernel of A, then its G-trace is calcu-
lated by
(3.2) trG(A) =
∫
X
c(x)TrKA(x,x)dx,
where c is a cutoff function and Tr is the matrix trace of HomE. In fact, this
formula holds for all G-invariant operators having smooth integral kernel.
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(2) If A ∈Ψ∗G is of G-trace class, so is A∗.
(3) If A ∈ Ψ∗G is of G-trace class and B ∈ Ψ∗G is bounded, then AB and BA are of
G-trace class.
(4) If AB and BA are of G-trace class, then trG(AB) = trG(BA)
Proof. Let φ ,ψ ∈ C∞c (X) and let {α2i }Ni=1 be the G-invariant partition of unity in Propo-
sition 2.7.
(1) Proposition 2.7 (3) shows that A ∈ Ψ−∞G,p has smooth kernel. Then KφAψ (x,y) =
φ(x)KA(x,y)ψ(y), is smooth and compactly supported, which means that φAψ is of trace
class. The integral formula for smoothing operators is classical. A proof may be found at
[32] Section 2.21.
(2) Because ψ¯A ¯φ has finite trace by definition, then φA∗ψ = (ψ¯A ¯φ)∗ is of trace class.
(3) Assume we have a G-trace class operator A ∈ Ψ∗G,p. Since suppψ is compact
then as A is properly supported, there is a compact set K so that suppAψ ⊂ K. Choose
η ,ζ ∈C∞c (X) with K ⊂ suppη and ηζ = η . Then ηAψ = Aψ and for a bounded B∈Ψ∗G,
we have that φBAψ = φBζηAψ = (φBζ )(ηAψ). Since φBζ is bounded operator with
compact support and ηAψ is trace class operator then their product is also a trace-class
operator. So BA is of G-trace class. AB is of G-trace class because B∗A∗ is of G-trace
class.
If A ∈ Ψ∗G, then we have A = A1 +A2 so that A1 ∈ Ψ∗G,p and A2 has smooth kernel
(which follows from a classical statement saying that the Schwartz kernel is smooth off
the diagonal). Then the statement follows from the fact that φA1ψ has smooth, compactly
supported Schwartz kernel.
(4) We first prove a special case when AB and BA have smooth integral kernels. Use the
slice theorem (2.1) to get {G×Ki Si = G(Si)}Ni=1, G-invariant tubular open sets covering
X . Then there exist G-invariant maps αi : X → [0,1] with suppαi ⊂ G(Si) such that
N
∑
i=1
α2i = 1. In fact, let α˜i2 be a partition of unity of X/G subordinate to the open sets
G(Si)/G. Lift α˜i to αi on X , then {α2i } is a G-invariant partition of unity of X . Then:
trG(AB) =
∫
X
∫
X
c(x)Tr(KA(x,y)KB(y,x))dydx
=∑
i, j
∫
G×Ki Si
∫
G×Kj S j
α2i (x)α
2
j (y)c(x)Tr(KA(x,y)KB(y,x))dydx
=∑
i, j
1
µ(Ki)µ(K j)
∫
Si
∫
S j
α2i (s¯)α
2
j (¯t)
∫
G
∫
G
c(ht)Tr(KA(gs,ht)KB(ht,gs))dgdsdhdt
=∑
i, j
1
µ(Ki)µ(K j)
∫
Si
∫
S j
α2i (s¯)α
2
j (¯t)
∫
G
Tr(KB(ht, s¯)KA(s¯,ht))dgdsdhdt = trG(BA).
Note that in the third equality, g¯s .= (g,s)Ki = x ∈G×Ki Si and ¯ht .= (h, t)K j = y ∈G×K j
S j and by definition αi(s¯) = αi(g¯s),α j(¯t) = α j( ¯ht). Also, we have used (2.5), dh−1 =
dh,d(h−1g) = dg, and change of variable in the fourth equality.
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If either A or B are properly supported, (say A), then trG(AB)= tr(c1ABc2)= tr(
∫
G
c1Ag ·
(c1c2)Bc2). So the set {g ∈ G|c1Ag · c1 6= 0} is compact in K, which allows us to inter-
change tr and
∫
K
, and to use tracial property of tr and G-invariance of A and B to prove
trG(AB) = trG(BA)
In general let A = A1 +A2 and B = B1 +B2 where A1,B1 are properly supported and
A2,B2 are bounded and have smooth kernel. Then trG(AB) = trG(BA) using the special
cases discussed above. 
Remark 3.5. Let S be a bounded G-invariant operator with smooth integral kernel and
define Si
.
= αiSαi ∈ Ψ−∞c (X ;E,E). Then α2i S is of G-trace class by Proposition 3.4 (3).
We may calculate trG(S) as follows,
trG(S) = trG(
N
∑
i=1
α2i S) =
N
∑
i=1
∫
G×Ki Si
αi(x)c(x)TrKS(x,x)αi(x)dx
=
N
∑
i=1
∫
G×Ki Si
c(x)TrKSi(x,x)dx
=
N
∑
i=1
µ(Ki)−1
∫
G×Si
c((g,s))TrKSi((g,s),(g,s))dgds
=
N
∑
i=1
µ(Ki)−1
∫
G×Si
c((g,s))TrKSi((e,s),(e,s))dgds
=
N
∑
i=1
µ(Ki)−1
∫
Si
TrKSi(s,s)ds.
The above trace formula coincides with the trace formulas in the special cases.
(1) If the action is free and cocompact, then X = G×U , and for a bounded positive
self-adjoint operator S with smooth kernel, we obtain
trG(S) =
∫
U
TrKS(x,x)dx.
(2) For a homogeneous space of a Lie group X = G/H, and for S ∈ Ψ−∞G,p(X), we
have trG(S) = KS(e,e), where e is the group identity.
Proposition 3.6. If P0 ∈ ΨmG,p is an elliptic operator, then PKerP0 ∈ Ψ−∞G is of G-trace
class.
Proof. By Proposition 2.7, there is a Q ∈ Ψ−mG,p so that 1−QP0 = S ∈ Ψ−∞G,p. Then apply
it to PKerP0 and get PKerP0 = SPKerP0 ∈ Ψ−∞G . The statement is proved using (1) and (3) of
Proposition 3.4. 
Remark 3.7. Let {α2i }Ni=1 be the G-invariant partition of unity in the proof of Proposition
3.4 (4). Then by the same property and for any bounded operator T ∈ Ψ−∞G , we have
trG T =
N
∑
i=1
trG(αiT αi)
where every summand αiT αi is G-invariant and restricts to a slice G×Ki Si in X .
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The action of G on the vector bundle E is induced by the action of its subgroup Ki on
V .= E|Si , the restriction of the bundle E over a subset {(e,s)Ki|s ∈ Si} of X .
V = E|Si
k∈Ki−−−−→ V = E|Siy y
{e}× Si k∈Ki−−−−→ {e}× Si
Then we have the identification of the Hilbert spaces L2(G×Ki Si,E)= (L2(G)⊗L2(Si,V ))Ki ,
which consists of the elements of L2(G)⊗L2(S,V) invariant under the action of Ki, where
k ∈ Ki acts by
k( f (g),h(s)) = ( f (gk−1),k ·h(s)),g ∈ G,s ∈ Si, f ∈ L2(G),h ∈ L2(Si,V ).
The G-invariance of kerP0 implies that αiPkerP0αi is an element of
(3.3) R(L2(G))⊗B(L2(Si,V )),
and this element commutes with the action of the group Ki on R(L2(G))⊗B(L2(Si,V )).
Here R(L2(G)) is the weak closure of the right regular representation of G (L1(G) more
precisely) represented on L2(G). On this set there is a natural von Neumann trace deter-
mined by
τ(R( f )∗R( f )) =
∫
G
| f (g)|2dg,
where f ∈ L2(G) ∩ L1(G) and R( f ) =
∫
G
f (g)R(g)dg. Here R(g) is the right regular
representation of g ∈G on L2(G). Also B(L2(Si,V )) also has a subset where an operator
trace tr can be defined. There is a natural normal, semi-finite and faithful trace defined on
R(L2(G))⊗B(L2(Si,V )) given by τ ⊗ tr on algebraic tensors. Refer to [26] Section 2
for a detailed description.
This trace coincides with the G-trace in Definition 3.1 on the set of bounded G-
invariant operators with smooth kernel. In fact, by a partition of unity argument, such
an operator is finite sum of operators of form S = A⊗B ∈ R(L2(G))⊗B(L2(Si,V )),
which commutes with the action of Ki, where A and B have smooth kernel. In [10], it
has been shown that τ(A) = KA(e,e). Let d ∈C∞c (G) be any cutoff function for G. Then
τ(A) =
∫
G
d(g)KA(g,g)dg. Hence,
τ(A) tr(B) =
∫
G
d(g)KA(g,g)dg
∫
Si
TrKB(s,s)ds
=
∫
G×Si
1
µ(Ki)
c((g,s))TrKS((g,s),(g,s))dgds
=
∫
G×Ki Si
c(x)TrKS(x,x)dx.
Therefore we have proved the following proposition.
Proposition 3.8. On Ψ−∞G,p(X ;E,E), the G-trace equals the natural von Neumann trace
on the von Neumann algebra R(L2(X ,E)), the weak closure of all the natural bounded
operators on L2(X ,E) which commute with the action of G. The L2-index is the difference
of the von Neumann trace of PKerP0 and PKerP∗0 .
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Example 3.9. When G is a discrete group acting on itself by left translations, define
c(g) =
{
1 g = e
0 g 6= e , then
trcT = ∑
g∈G
< cT δg,δg >=< ∑
g∈G
g−1(cT )gδe,δe >=< Av(cT )δe,δe >= trG Av(cT ).
In general, Av(c·) : B(L2(G))→R(L2(G)) extends the map Ψ∗c →Ψ∗G,p : cT →Av(cT )
which preserves the corresponding trace. When T is G-invariant, T = Av(cT ) and then
trG T = trG Av(cT ) = trcT motivates the trG formula.
3.2. The L2-index of elliptic operators on X . According to Proposition 3.6, we define
a real valued G-dimension of K, a closed G-invariant subspace of L2(X ,E), by
dimG K = trG PK
where PK is the projection from L2(X ,E) onto K, and is G-invariant.
Definition 3.10. The L2-index of the elliptic operator P ∈Ψ∗G,p is
(3.4) indP = dimG KerP0− dimG KerP∗0 .
An immediate computation of the L2-index is given by the following proposition,
Proposition 3.11. Let P ∈ ΨmG,p be elliptic and Q be an operator so that 1−QP0 =
S1,1−P0Q = S2 are of G-trace class, then
indP = trG S1− trG S2.
Proof. The proof is similar to the one in [2]. We have
S1PKerP0 = PKerP0 and PKerP∗0 S2 = PKerP∗0
by composing QP0 = 1− S1 with PKerP0 and by composing PKerP∗0 with 1− S2 = P0Q
respectively. Also, P0(QP0) = (P0Q)P0 implies that P0S1 = S2P0. Set R = δ0(P∗0 P0)P∗0
where δ0(0) = 1,δ0(x) = 0 for x 6= 0, so
RP0 = 1−PKerP0 ,P0R = 1−PKerP∗0 .
On one hand trG S1 − trG PKerP0 = trG S1(1− PKerP0) = trG(S1RP0). On the other hand
trG S2 − trG PKerP∗0 = trG S2(1−PKerP∗0 ) = trG(S2P0R) = trG(P0S1R). Therefore trG S1 −
trG S2 = trG PKerP0 − trG PKerP∗0 by Proposition 3.4. 
From the last proposition we derive the following McKean-Singer formula.
Corollary 3.12. If D =
(
0 D∗0
D0 0
)
∈Ψ1G(X ;E,E) is a first order essentially self-adjoint
elliptic differential operator, then
(3.5) indD = trG(e−tD∗0D0)− trG(e−tD0D∗0) for all t > 0,
which in particular means that indD is independent of t > 0.
To prove (3.5) we need the following lemma.
Lemma 3.13. Let D0 be as above, then e−tD0D
∗
0 and e−tD∗0D0 are of G-trace class.
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Proof of lemma 3.13. It is sufficient to prove the case when t = 1. The proof is based on
the ideas in [15, 10]. Also refer to the heat kernel estimate for a Riemannian manifold in
[21] Appendix B.
If λ ∈ C− [0,∞), then λ I−D∗0D0 is invertible. Let L = {λ ∈ C|d(λ ,R+) = 1} be
clock-wise oriented. Then
e−D
∗
0D0 =
1
2pi i
∫
L
e−λ
λ I−D∗0D0
dλ .
Let φ ,ψ ∈C∞c (X) be supported in a compact set K ⊂ X and let {αi}Ni=1 be a partition
of unity subordinated to an open cover of K of local coordinate charts. We approximate
φe−D∗0D0 ψ by an operator in Ψ−∞c (with smooth and compactly supported Schwartz ker-
nel) by inverting λ I−D∗0D0 “locally”.
Let pi be the full symbol of αiφ(λ I−D∗0D0)−1ψ , having the asymptotic sum
(3.6) pi ∼
∞
∑
j=2
a− j on a local coordinate, that is, Op(pi−
m
∑
j=2
a− j) ∈ Ψ−m−1c , ∀m > 1,
where Op means the operator corresponding to the local symbol.
For any l > 0 and n > 0, choose a large enough M and set the operator approximating
αiφ(λ I−D∗0D0)−1ψ to be
(3.7) Pi(λ ) = Op(
M
∑
j=2
a− j),
in the sense that Pi(λ ) is analytic in λ and for any fixed u ∈ L2(X ,E),
(3.8) ‖(Pk(λ )−αiφ(λ I−D∗0D0)−1ψ)u‖l ≤C(1+ |λ |)−n,
where the norm is the Soblev l-norm ‖ ·‖l . The estimate (3.8) is made possible by the as-
ymptotic sum (3.6). In fact, let r(x,ξ ) be the symbol of R .= Pi(λ )−αiφ(λ I−D∗0D0)−1ψ
which is in S−M−1 and then the left hand side of (3.8) is ‖Ru‖l =
∫
(1+ |ξ |2)l |R̂u(ξ )|dξ ,
where Ru(x) =
∫
e<x−y,ξ>r(x,ξ )u(y)dydξ can be controlled by the right hand side of (3.8)
when M >> 2l + 2n. This is because by the definition of r(x,ξ ) there is a constant C so
that |r(x,ξ )|<C(1+ |ξ |)−M−1.
Set
(3.9) E(λ ) =
N
∑
i=1
Ei(λ ) =
N
∑
i=1
1
2pi i
∫
L
e−λ Pi(λ )dλ .
Then the following two observations prove that φe−D∗0D0ψ is of trace class.
(1) The operator E(λ ) is a compactly supported operator with smooth Schwartz ker-
nel.
Proof of claim. We need to show that the Schwartz kernel of Ek(λ ) is smooth. In
view of (3.7) and (3.9), it is sufficient to show that Op(a j), j ≤ −2 has smooth
kernel and
∫
L
e−λ ∂ β (Op(a j)u)dλ is integrable for all β . This claim can be
proved by the symbolic calculus ([15]). The crucial part in the argument is that
by the symbolic calculus, all a j, j ≤−2 contain the factor e−σ2(D∗0D0) and the fact
that e−tσ2(D∗0D0) is rapidly decreasing in ξ . 
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(2) The function (E(λ )−φe−D∗0D0ψ)u is in H l for any fixed u ∈ L2.
Proof of claim. Using (3.8), and fixing a u ∈ L2(X ,E)
‖(E(λ )−φe−D∗0D0ψ)u‖l ≤ 12pi
N
∑
i=1
∫
L
e−λ‖(Pi(λ )−αiφ(D∗0D0−λ I)−1ψ)u‖ldλ
≤C
∫
L
e−λ (1+ |λ |)−ndλ → 0 as n → ∞.

Note that E(λ ) depends on the number M, which is chosen based on l,n, and it has
a compactly supported smooth kernel by the first claim and hence E(λ )u ∈ C∞c ⊂ H l .
The second claim shows that φe−D∗0D0 ψ is in H l . (When n → ∞, there is a sequence of
E(λ ) ∈ H l approaching φe−D∗0D0 ψ in ‖ · ‖l norm.)
Let l → ∞, then by the Sobolev Embedding Theorem (φe−D∗0D0 ψ)u is smooth for all
u∈ L2. Therefore φe−D∗0D0 ψ has a compactly supported smooth kernel and is a trace-class
operator. 
Proof of Corollary 3.5. Let Q =
∫ t
0
e−sD
∗
0D0 D∗0ds, which is the parametrix of D0 because
1−QD0 = e−tD∗0D0 , I−D0Q = e−tD0D∗0
which is of G-trace class by the lemma. The statement follows from Proposition 3.11.
The independence of t can be carried out by a modification of the second proof of [6]
Theorem 3.50. 
4. THE CONNECTION OF THE L2-INDEX TO THE K-THEORETIC INDEX.
Let f ∈ C0(X) be identified as an operator on L2(X ,E) by point-wise multiplication.
Let A ∈ Ψ0p(X ;E,E) be elliptic in the sense of Definition 2.6. Using the Rellich lemma
one may check that A0 : L2(X ,E0)→ L2(X ,E1) satisfies the following conditions:
• (A0A∗0− I) f ∈K (L2(X ,E1)), (A∗0A0− I) f ∈K (L2(X ,E0)),;
• A f − f A ∈K (L2(X ,E));
• A0− g ·A0 ∈K (L2(X ,E1),L2(X ,E2)) for all g ∈ G.
Hence A represents an element in the K-homology group K0G(C0(X)).
Topologically, the K-theoretic index of [A] ∈ K0G(C0(X)), according to [17], is defined
by
IndtA
.
= [p]⊗C∗(G,C0(X)) jG([A]) ∈ K0(C∗(G)),
which is the image of [A] under the descent map
jG : KKG(C,C0(X))→ KK(C∗(G),C∗(G,C0(X)))
composed with the intersection product with [p] ∈ KK(C,C∗(G,C0(X))),
[p]⊗C∗(G,C0(X)) : KK(C∗(G,C0(X)),C∗(G))→ KK(C,C∗(G)).
Here p .= (c · g(c)) 12 an idempotent in Cc(G,C0(X)),being the image of 1 under the ∗-
homomorphism C→C∗(G,C0(X)) and defining an element in K0(C∗(G,C0(X))).
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Analytically, the K-theoretic index of A is constructed explicitly as follows [18]. First
of all, embed Cc(X ,E) in a larger Hilbert C∗(G)-module C∗(G,L2(X ,E)) and after com-
pletion under the norm of the Hilbert module, we obtain a C∗(G)-module E containing
Cc(X ,E) as a dense subalgebra. Note that E is a direct summand of C∗(G,L2(X ,E)) and
is obtained by compressing the C∗(G)-module C∗(G,L2(X ,E)) with the idempotent p.
Then the operator
¯A .= Av(cA) : Cc(X ,E)→Cc(X ,E)
in Ψ0G,p(X ;E,E) extends to two bounded maps ¯A : L2(X ,E)→ L2(X ,E) and ¯A : E → E
with ‖ ¯A‖E ≤ ‖ ¯A‖L2(X ,E). Denote by B(E ) the C∗-algebra of all bounded operators on E
having an adjoint and being C∗(G)-module maps. Then ¯A : E → E defines an element in
B(E ) according to [19]. On the Hilbert C∗(G) module E , for e,e1,e2 ∈Cc(X ,E), a rank
one operator is defined by
θe1,e2(e)(x) = e1(e2,e)(x) =
∫
X
(
∫
G
θg(e1)(x),g(e2)(y)dg)e(y)dy,∀x ∈ X .
The closure of the the linear combinations of the rank one operators under the norm
of B(E ) is the set of compact operators, denoted by K (E ). The elements of K (E )
can be identified with the integral operators with G-invariant continuous kernel and with
proper support. The following proposition indicates some features of elements from
B(E ),K (E ).
Proposition 4.1. [19] If the symbol of the G-invariant properly supported operator P
of order 0 is bounded in the cotangent direction by a constant, then the norm of P in
B(E )/K (E ) does not exceed that constant. The operator P is compact i.e. P ∈K (E ),
if the symbol of P is 0 at infinity (in the cotangent direction).
Since ¯A is elliptic, which means that ‖σ
¯A(x,ξ )2−1‖→ 0 as ξ → 0,x∈K uniformly for
any compact set K ⊂ X , then according to Proposition 4.1 we have that ¯A2− Id ∈K (E ).
Let us set ¯A =
(
0 ¯A0∗
¯A0 0
)
, then [ ¯A0] ∈ K1(B(E )/K (E )). The analytical K-theoretic
index, IndaA, is image of this class in the K-theory of the quotient algebra under the
boundary map ∂ : K∗(B(E )/K (E )) → K∗+1(K (E )) of the six term exact sequence
associated to the short exact sequence 0 →K (E )→B(E )→B(E )/K (E )→ 0.
Remark 4.2. The set of finite rank K (E )-valued projections forms a finite generated
projective C∗(G)-module. Then Theroem 3 of section 6 in [16] implies that K∗(K (E ))≃
K∗(C∗(G)). Hence, IndaP ∈ K0(C∗(G)).
As a generalization of the Atiyah-Singer index theorem, Kasparov proved that Inda and
Indt coincide [17, 19]. We will simply use Ind to denote the K-theoretic index. In sum-
mary, the K-theoretic index under the homomorphism Ind : K0G(C0(X))→KK(C,C∗(G))≃
K0(K (E )) is calculated by
(4.1) [(L2(X ,E),A)] 7→ [(E , ¯A)] 7→ [
 ¯A0 ¯A∗0 ¯A0√1− ¯A∗0 ¯A0√
1− ¯A∗0 ¯A0 ¯A∗0 1− ¯A∗0 ¯A0
]− [(1 00 0
)
].
Note that the second arrow is the Fredholm picture of KK(C,C∗(G)) via boundary map.
Given the K-theoretic index IndA ∈ K0(K (E )), we will define the a homomorphism
K0(K (E )) → R. To do this we find a dense subalgebra S (E ) of K (E ) on which
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a “trace” can be defined and which is closed under holomorphic functional calculus.
Since K (E ) is generated by G-invariant operators with continuous and properly sup-
ported kernel, we define S (E ) to be the subset of the bounded G-invariant operators with
smooth kernels. Let S : C∞c (X ,E)→C∞c (X ,E) be a G-invariant smoothing operator. Ex-
tend S to an operator ¯S ∈ B(E ) and then ¯S ∈ S (E ). Define the trace on ¯S ∈ S (E )
by trG(S) and still denote by trG. The trace is well defined for all the elements of
S (E ). An element of S (E ) is viewed as matrices with C∗(G)-entries. The trace on
such a matrix is the Breuer von Neumann trace [8] on the image of the following map
S (E ) 7→ S (E ⊗C∗(G) R(L2(G))) ⊂ R(L2(X ,E)). Here S (E ⊗C∗(G) R(L2(G))) is a
subset of all G-trace class operators and its elements are represented as matrices with
R(L2(G))-entries. Recall (Remark 3.7) that trG is defined on a dense subset of the G-
invariant operators on L2(X ,E),which can be represented as elements of
R(L2(G))⊗ (⊕i, jB(L2(Ui,E),L2(U j,E)),
and an element of this set can be expressed in terms of a R(L2(G))-valued matrix.
Proposition 4.3. • We have a canonical isomorphism K0(K (E ))≃ K0(S (E )).
• The G-trace trG on S defines a group homomorphism
trG∗ : K0(K (E ))→ R.
Proof. Proposition 3.4 (4) shows that S (E ) is an ideal of B(E ). Since S (E ) contains
the rank one operators, then K (E ) is the C∗-closure of S (E ). Let J = K (E ),J =
S (E ) and let ˜J, ˜J0 be obtained by adjoining a unit. Note that ˜J = B(E ). We claim that
J0 is stable under holomorphic functional calculus. To show the claim we essentially
need to prove that if a ∈ ˜J0 is invertible in ˜J, then a−1 ∈ ˜J0 [9]. Let a−1 = λ I + r, where
λ ∈C, I is the unit and r ∈ J. Choose an s∈ J0 so that ‖a−1−λ I−s‖<min{ 1‖a‖ ,1}. Then
‖1−λ a−as‖< 1 implies that a(λ I+s) is invertible. So λ I+s is also invertible and s−1 ∈
˜J, then a−1 = (λ I + s)[a(λ I + s)]−1. Since J0 is an ideal of ˜J we only need to show that
a(λ I+ s)−1 ∈ ˜J0. Let x = a(λ I+ s) ∈ J0, then ‖1− x‖< 1, then x−1 = [1− (1− x)]−1 =
∞
∑
i=0
(1−x)i ∈ ˜J0. The claim is proved. Hence S (E ) is a dense subalgebra of K (E ) closed
under holomorphic functional calculus, which implies that K∗(K (E )) = K∗(S (E )).
An element of K0(S (E )) is represented by projection matrix with entries in S (E ),
on which there is a natural trace consisting of the composition of the matrix trace with τ
on S (E ). Note that if the element was represented by the difference of two classes of
matrices with entries in S (E )+, the algebra defined by adding a unit, then we define the
trace of this extra unit to be 0. Hence we obtain a homomorphism trG∗ : K∗(S (E ))→R
by the properties of the trace τ . 
Composing with the K-theoretic index, P has a numerical index given by the image of
the map
K0G(C0(X))
K-theoretic index−−−−−−−−−→ K0(S ) trG∗−−→R
and this number depends only on the symbol class and the manifold according to Kas-
parov’s K-theoretic index formula (Theorem 5.1). We show that this number is in fact the
L2-index.
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Proposition 4.4. Let P ∈ Ψ0G,p(X ;E,E) be elliptic, then its L2-index coincides with the
trace of its K-theoretic index, i.e. indP = trG∗(Ind[P]).
Proof. Let P = A and then P = ¯A = Av(cA) in 4.1. Then
IndP = [
(
P0P∗0 P0
√
1−P∗0 P0√
1−P∗0 P0P∗0 1−P∗0 P0
)
]− [
(
1 0
0 0
)
].
We shall alter the matrix representatives without changing the equivalence class, so that
we may apply trG to the 2× 2-matrices.
Given P0 ∈ Ψ0G,p(X ;E0,E1) and using Proposition 2.7, there is a Q ∈ Ψ0G,p so that
1−QP = S0,1−PQ = S1. According to the boundary map construction in [11] section
2, we lift
(
0 −Q
P 0
)
which is invertible in M2(B(E )/S (E )) to an invertible element
u =
(
S0 −(1+ S0)Q
P S1
)
in M2(B(E )) and then
IndP .= [u
(
1 0
0 0
)
u−1]− [
(
0 0
0 1
)
] = [
(
S20 S0(1+ S0)Q
P0S1 1− S21
)
]− [
(
0 0
0 1
)
].
Therefore, trG∗(IndP) = trG(S20)+ trG(1−S21)−τ(1)= trG(S20)− trG(S21). Choose another
Q′ .= 2Q−QPQ, then 1−Q′P0 = S20,1− PQ′ = S21 with S20,S21 being smoothing oper-
ators. Then using Proposition 3.11, we conclude that trG(S20)− trG(S21) = indP. Hence
trG∗(IndP) = indP. 
Remark 4.5. Let X = G/H be a homogeneous space of a unimodular Lie group G (where
H is a compact subgroup). In [10] section 3, it was shown directly that the L2-index
depends only on the symbol class [σP] of P in KG0 (C0(T ∗X)). Plus, there exists a homo-
morphism i : KG0 (C0(T ∗X))→ R so that i[σP] = indP. Note that the Poincare´ duality be-
tween K-homology and K-theory gives rise to KG0 (C0(T ∗X))≃ K0G(C0(X)). So L2-index
essentially gives a homomorphism:
(4.2) ind : K0G(C0(X))→ R.
Remark 4.6. In this section we work on the cycles in K0G(C0(X)) determined by odd
self-adjoint elliptic pseudo-differential operators on X . If Y is another proper cocompact
G-manifold and if E is a G-bundle where L2(Y,E) admits a C0(X)-representation, so that
[(L2(Y,E),Q)] ∈ K0G(C0(X)) with Q ∈ Ψ0G,p(Y ;E,E), we may carry out similar construc-
tions to those in the section easily and there is no problem to define the L2-index of Q.
However, it is not clear how to define L2-index for an arbitrary representative (A,F) in a
general representing cycle [(A,F)] ∈ K0G(C0(X)), where A is a C0(X)-algebra and F is a
general elliptic operator. Because we do not know the way to define pseudo-differential
calculus for the C∗-algebra A and we do not have Proposition 2.7 for F , using which we
calculate the L2-index. But it should be possible to find a proper cocompact G-manifold
Y and pseudo-differential operator Q on Y so that [(A,F)] = [(L2(Y,E),Q)] ∈K0G(C0(X)).
5. REDUCTION TO THE L2-INDEX OF A DIRAC TYPE OPERATOR.
We shall show in this section that for any elliptic operator P ∈ Ψ0G,p(X ;E,E), there is
a Dirac type operator ˜D satisfying indP = ind ˜D. To do this, we show that P and ˜D have
the same K-theoretic index and then apply Proposition 4.4.
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Theorem 5.1. [17, 19] Let X be a complete Riemannian manifold and let G be a locally
compact group acting on X properly and isometrically. Let P be a G-invariant elliptic
operator on X of order 0. Then
(5.1) [P] = [σP]⊗C0(T∗X) [D] ∈ K∗G(C0(X)),
where [D] is the equivalence class defined by the Dolbeault operator on T ∗X .
Remark 5.2. In (5.1), the ellipticity of P =
(
0 P∗0
P0 0
)
∈ Ψ0G,p(X ;E,E) (Definition 2.6)
implies that the symbol σP =
(
0 σP0
σP0 0
)
defines an element of KKG(C0(X),C0(T ∗X)).
In fact, using the Hermitian structure on E = E0⊕E1, we obtain C0(T ∗X ,pi∗E), a Hilbert
module over C0(T ∗X), and the set of “compact operators” is C0(T ∗X ,Hom(pi∗E,pi∗E)).
Also C0(X) acts on C0(T ∗X ,pi∗E0 ⊕ pi∗E1) by pointwise multiplication. Hence for all
f ∈ C0(X), (σ2P − I) f is compact by (2.8) and [σP, f ] = 0. Therefore, the symbol σP :
pi∗E → pi∗E defines the following element in KK-theory:
[(C0(T ∗X ,pi∗E0⊕pi∗E1),
(
0 σ∗P0
σP0 0
)
)] ∈ KKG(C0(X),C0(T ∗X)).
In (5.1), the Dolbeault operator D is a first order differential operator D = √2( ¯∂ +
¯∂ ∗) acting on smooth sections of Λ0,∗(T ∗(T ∗X)), where ¯∂ = ∂∂ z¯ =
1
2
(
∂
∂ξ + i
∂
∂x ). De-
note by H the Hilbert space of L2-forms of bi-degree (0,∗) on T ∗X graded by the odd
and even forms. Then D is an order 1 essentially self-adjoint operator on H. The C∗-
algebra C0(T ∗X) acts on H by point-wise multiplication. The Dolbeault element is the
K-homological cycle given by
[(H,
D√
1+D2
)] ∈ K0G(C0(T ∗X)) = KKG(C0(T ∗X),C).
Remark 5.3. Theorem 5.1 says that [P] is given by the index pairing of the symbol with
some fundamental (Dolbeult) operator on T ∗X . This is the essence of the Atiyah-Singer
index theorem. When X is compact with trivial group action, apply the map
C∗ : K0(C(X))→ K0(C)
induced by the constant map C :C(X)→C : f 7→ f (pt) to both sides of (5.1). The left hand
side of (5.1) is then the Fredholm index of P and the right hand side is the intersection
product of [σP] ∈ K0(C0(T ∗X)) with [D] ∈ K0(C0(T ∗X)). It is classical fact that [σP] is
viewed as some equivalence class of vector bundle V . Then the intersection product is the
well-known Fredholm index of the Dirac operator D with coefficients in V .
The following K-theoretic index formula serves as an important corollary to Theorem
5.1.
Theorem 5.4. [17] Let X be a complete Riemannian manifold, on which a locally com-
pact group G acts properly and isometrically with compact quotient. Let P be a properly
supported G-invariant elliptic operator on X of order 0. Then
IndP = [p]⊗C∗(G,C0(X)) jG([P])
= [p]⊗C∗(G,C0(X)) jG([σP])⊗C∗(G,C0(T∗X)) jG([D]) ∈ K∗(C∗(G)).
L2-INDEX FORMULA FOR PROPER COCOMPACT GROUP ACTIONS 19
Where p is the idempotent in C∗(G,L2(X ,E)) defined by p = (c · g(c)) 12 and [D] is the
Dolbeault element.
Analogous to the vector bundle construction mentioned in Remark 5.3 (See also [3]
section 7), we define a G-bundle V (σP) using the symbol σP as follows. Let B(X)⊂ T ∗X
be the unit ball bundle with its boundary, that is, the sphere bundle S(X)⊂ T ∗X . A new
manifold ΣX is obtained by gluing two copies of B(X) along their boundaries:
(5.2) ΣX = B(X)∪S(X) B(X).
The action of G on T ∗X extends naturally to ΣX because G acts on X isometrically. The
ellipticity of P implies the invertibility of σP|S(X), the symbol restricted to S(X). Define a
G-vector bundle over ΣX by the gluing map σP on the boundary, that is,
(5.3) V (σP) = pi∗E|B(X)∪σP|S(X) pi∗E|B(X).
Here V (σP) defines an element in the representable KK-theory RKK0G(X ;C0(X),C0(ΣX)).
V (σP) is Z/2Z-graded and is the direct sum of two bundles: V (σP0) = pi∗E0|B(X)∪σP0 |S(X)
pi∗E1|B(X) and V (σP∗0 ) = pi∗E1|B(X)∪σP∗0 |S(X) pi
∗E0|B(X). There is a natural homomorphism
RKK0G(X ;C0(X),C0(ΣX)) → KKG(C0(X),C0(ΣX)). Denote by [V (σP)] as the equiva-
lence class of V (σP) either in RKK0G(X ;C0(X),C0(ΣX)) and or in KKG(C0(X),C0(ΣX)).
We shall not distinguish the notations when it is clear from the context. In the proof
Proposition 5.6 we shall see that as a KK-cycle,
[V (σP)] = [(C0(ΣX ,V (σP)),0)] in KKG(C0(X),C0(ΣX)).
Remark 5.5. When X is compact and when G = {e}, the inclusion C→ C(X) further
reduces σP to an element of KK(C,C0(T ∗X)) by “forgetting” the action of C(X) on
the Hilbert-C(X) module C0(T ∗X). Therefore, [σP] ∈ KK(C,C0(T ∗X)))≃ K0(C0(T ∗X))
maps to a vector bundle, trivial at infinity in T ∗X . The bundle is constructed by gluing
pi∗E|B(X) and pi∗E|T ∗X−B(X)◦ along the boundaries using the invertible map σP|S(X) and is
the restriction of V (σP) to T ∗X .
Proposition 5.6. The homomorphism
KKG(C0(X),C0(T ∗X))→ KKG(C0(X),C0(ΣX))
[(C0(T ∗X ,pi∗E),σP)] 7→ [(C0(ΣX ,V (σP)),0)]
is induced by the inclusion map i : C0(T ∗X)→C0(ΣX).
Proof. First of all, the cycle (C0(ΣX ,V (σP)),0) defines an element of KKG(C0(X),C0(ΣX)),
because f ·(02− IdC0(ΣX ,V (σP))) is compact in the Hilbert-C0(ΣX)-module C0(ΣX ,V (σP)).
Here, the compactness of the fiber of ΣX over X is important. The argument fails when
replacing ΣX by T ∗X . For example, (C0(ΣX ,V (σP)|T ∗X),0) does not define an element
in KKG(C0(X),C0(T ∗X)).
Without loss of generality, we may assume σP satisfies that
σ2P = 1 on S(X) and ‖σP‖ ≤ 1.
Using the standard boundary map construction in the exact sequence of K-theory, we
obtain the following projection Q using the unitary u =
 σP −√1−σ2P√
1−σ2P σP
 ∈
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M2(C0(T ∗X ,pi∗E)):
Q .= u
(
1 0
0 0
)
u−1 =
 σ2P σP√1−σ2P√
1−σ2PσP 1−σ2P
 .
Recall that the bundle (V (σP)|T ∗X glued by σP is given by the image of the projection
Q on pi∗E⊕pi∗E , that is,
C0(T ∗X ,V (σP)|T ∗X) = QC0(T ∗X ,pi∗E⊕pi∗E).
Let w = u
(
σP 0
0 1
)
u∗. Then QwQ = w,(1−Q)w(1−Q) = 1−Q, and Qw(1−Q) =
(1−Q)wQ = 0. Then
[(C0(T ∗X ,pi∗E),σP)] = [(C0(T ∗X ,pi∗E),σP)]+ [(C0(T ∗X ,pi∗E),1)]
=[(C0(T ∗X ,pi∗E⊕pi∗E),
(
σP 0
0 1
)
)] = [(C0(T ∗X ,pi∗E⊕pi∗E),w)]
=[(QC0(T ∗X ,pi∗E⊕pi∗E),x)]+ [((1−Q)C0(T ∗X ,pi∗E⊕pi∗E),1−Q)]
=[(QC0(T ∗X ,pi∗E⊕pi∗E),x)]
→[(C0(ΣX ,V (σP)), x˜)] = [(C0(ΣX ,V (σP)),0)].
Here, the arrow in the last line comes from the following fact. The Hilbert C0(T ∗X)-
module C0(T ∗X ,V (σP)|T ∗X) maps to the Hilbert C0(ΣX)-module C0(ΣX ,V (σP)) under
the map i∗ : KKG(C0(X),C0(T ∗X))→ KKG(C0(X),C0(ΣX)) induced from the inclusion
i. The last equality follows from the operator homotopy t → tx˜ and the observation that
(C0(ΣX ,V (σP)), tx˜) is a Kasparov (C0(X),C0(ΣX)) module for all t ∈ [0,1]. The proof is
complete. 
The Dolbeault operator on T ∗X extends to the proper cocompact G-manifold ΣX ,
which also has an almost complex structure. We just glue two Dolbeault operators on
B(X) ⊂ T ∗X along the boundary (the normal directions of S(X) in B(X) need to switch
signs on different pieces). The new Dolbeault operator ¯D is clearly G-invariant and de-
fines an element
(5.4) [ ¯D] = [(L2(ΣX ,Λ0,∗(T ∗(ΣX))),
¯D√
1+ ¯D2
)]
in KKG(C0(ΣX),C). (In section 6 we shall not distinguish [ ¯D] and [D].) The following
proposition is obvious.
Proposition 5.7. The inclusion i : C0(T ∗X)→C0(ΣX) induces the natural map
(5.5) i∗ : KKG(C0(ΣX),C)→ KKG(C0(T ∗X),C) : [ ¯D] 7→ [D].
Corollary 5.8. Assuming the same notations and conditions in the K-homological for-
mula in Theorem 5.1, we have
(1) The elliptic pseudo-differential operator P is in the same K-homology class as
the intersection product [V (σP)]⊗ [ ¯D] in the image of the map
KKG(C0(X),C0(ΣX))×KKG(C0(ΣX),C)→ KKG(C0(X),C).
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(2) The operator P relates to a Dirac type operator ¯DV (σP), that is, the Dolbeault
operator ¯D on ΣX twisted by the bundle V (σP) over ΣX, in the following sense:
(5.6) [P] = j∗[ ¯DV (σP)]
where j∗ : KKG(C0(ΣX),C) → KKG(C0(X),C) is induced by the inclusion j :
C0(X)→C0(ΣX).
Proof. The first statement is a result of Theorem 5.1 as well as the functorality of inter-
section products
[P] = [σP]⊗C0(T X) [D] = [σP]⊗C0(T X) i∗[ ¯D] = i∗[σP]⊗C0(ΣX) [ ¯D] = [V (σP)]⊗C0(ΣX) [ ¯D].
To prove the second statement, we calculate
(5.7)
[V (σP)]⊗C0(ΣX) [ ¯D] = [(C0(ΣX ,V (σP)),φ1,0)]⊗C0(ΣX) [(L2(ΣX ,Λ0,∗(T ∗(ΣX))),φ2,F)],
where F .= ¯D√
1+ ¯D2
. We denote by [(H,η , I)] the KK-product appeared in (5.7).
According to the definition of KK-product,
H =C0(ΣX ,V (σP))⊗C0(ΣX) L2(ΣX ,Λ0,∗(T ∗(ΣX)))
and the operator I needs to satisfy the following two conditions [33]:
(1) I is an F-connection;
(2) I has the property η(a)[0⊗ 1, I]η(a)≥ 0 modulo K (H).
By Kasparov’s stabilization theorem, there is a C0(ΣX)-valued projection Q such that
C0(ΣX ,V (σP)) = Q(⊕∞1 C0(ΣX)). Therefore,
H =Q(⊕∞1 C0(ΣX))⊗C0(ΣX) L2(ΣX ,Λ0,∗(T ∗(ΣX)))
=φ2(Q)(⊕∞1 L2(ΣX ,Λ0,∗(T ∗(ΣX))),
where, φ2(Q), by definition, acts by matrix multiplication and point-wise multiplication.
We claim that
(5.8) I = φ2(Q)(⊕∞1 F)φ2(Q)
The statement is proved if (5.8) is true. In fact, one needs only to observe that
H =φ2(Q)(⊕∞1 L2(ΣX ,Λ0,∗(T ∗(ΣX)))
=L2(ΣX ,Λ0,∗(T ∗(ΣX))⊗V(σP))
and
φ2(Q)(⊕∞1 ¯D)φ2(Q) = ¯DV (σP) on H.
To prove the claim (5.8), it is sufficient to show the following observations.
• (I2− 1)η( f ) ∈K (H), for all f ∈C0(X);
• [I,η( f )] ∈K (H), for all f ∈C0(X);
• [ ˜Tξ ,F ⊕ I] ∈K (L2(ΣX ,Λ∗(ΣX))⊕H),∀ξ ∈C0(ΣX ,V (σP)), where
˜Tξ =
(
0 T ∗ξ
Tξ 0
)
∈B(L2(ΣX ,Λ0,∗(T ∗(ΣX))⊕H),Tξ ∈B(L2(ΣX ,Λ0,∗(T ∗(ΣX)),H)
is defined by Tξ (η) = ξ ⊗ˆη ∈ H.

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Proposition 5.9. Let P be a properly supported G-invariant elliptic pseudo-differential
operator of order 0, ¯D be the Dolbeault operator on ΣX defined in (5.4) and V (σP) be
the G-vector bundle over ΣX defined in (5.3) Then P and DV (σP) have the same L2-index,
that is,
(5.9) indP = indDV (σP).
Proof. In view of Corollary 5.8, the cycle
[(L2(ΣX ,Λ0,∗(T ∗(ΣX))⊗V(σP)), ¯DV (σP))]
represents as the intersection product [V (σP)]⊗ [ ¯D], which is the same as [(L2(X ,E),P)]
in K0G(C0(X)). This implies that IndP = IndDV (σP) and the statement is proved by taking
the trace of the K-theoretic indices. 
6. LOCAL INDEX FORMULA.
6.1. L2-index of Dirac type operators. Using Proposition 5.9, to find a cohomological
formula for the L2-index of P, it is sufficient to figure out a formula for Dirac type op-
erators. Let M be an even-dimensional (dimM = n) proper cocompact G-manifold with
a G-Clifford bundle V , which is a Cl(T ∗M)-module via Clifford multiplication. Here
Cl(T ∗M) = Cl(T ∗M)⊗C is the complex Clifford algebra generated by T ∗M. We con-
struct D , a Dirac type operator acting on sections in V . Let ∇ be the G-invariant Levi-
Civita connection on T M , which can be extended to Cl(T ∗M). Let ∇V be the G-invariant
Clifford connection on V , i.e. [∇V ,c(a)] = c(∇a),a∈C∞c (M,Cl(T ∗M)). A Dirac operator
D : C∞c (M,V )→ C∞c (M,V ) is defined as the composition of the connection ∇V and the
Clifford multiplication c : C∞c (M,T ∗M×V)→C∞c (M,V ) by
D = ∑
i
c(ei)∇Vei ,
where {ei} forms an orthonormal basis of the bundle TM and {ei} is the dual basis of
T ∗M. Here, V = V0 ⊕V1 is Z/2Z graded and D is essentially self-adjoint with an odd
grading, in particular, D =
(
0 D∗0
D0 0
)
: L2(M,V )→ L2(M,V ). The L2-index of D is
expressed by the McKean-Singer formula (3.5) which is independent of t:
(6.1) indD = strG(e−tD2),
where strG(
(
a b
c d
)
) = trG(a)− trG(d) and D2 =
(
D∗0 D0 0
0 D0D∗0
)
.
Let RV = (∇V )2 ∈ Λ2(M,HomV ) be the curvature tensor of the Clifford connection
∇V , then
D2 =−∑
i
(∇Vei)
2 +∑
i
∇V∇ei ei +∑i< jc(e
i)c(e j)RV (ei,e j)
.
= ∆V +∑
i< j
c(ei)c(e j)RV (ei,e j)
is a generalized Laplacian. Let S be the spinor (irreducible) representation of Cl(T ∗x M).
It is a standard fact that HomS = S⊗ S∗ = Cl(T ∗x M). The fiber of the Clifford module V
at x has the decomposition Vx = S⊗W. Here W is the set of vectors in Vx that commute
with the action of Cl(T ∗x M). Therefore on the endomorphism level we have
(6.2) HomVx =Cl(T ∗x M)⊗HomW.
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Here HomCl(T∗x M)(Vx)
.
= HomW is made of the transformations of Vx that commute with
Cl(T ∗x M). According to [6] Proposition 3.43, the curvature RV decomposes under the
isomorphism (6.2) into
(6.3) RV = RS +FV/S
where RS(ei,e j) = 14 ∑kl(R(ei,e j)ek,el)ckcl is the action of the Riemannian curvature R
.
=
∇2 of M on the bundle V and FV/S ∈ Λ2(M,HomCl V ) is the twisting curvature of the
Clifford connection ∇V . According to the Lichnerowicz Formula, [6] Proposition 3.52,
the generalized Laplacian is calculated by:
(6.4) D2 =−
n
∑
i=1
(∇Vei)
2 +∑
i
∇V∇ei ei +
1
4
rM +∑
i< j
FV/S(ei,e j)c(ei)c(e j),
where FV/S(ei,e j) ∈ HomCl V are the coefficients of the twisting curvature FV/S.
Let the heat kernel kt be the Schwartz kernel of the solution operator e−tD
2
of the heat
equation ∂∂ t u(t,x)+D
2u(t,x) = 0. It is a smooth map M×M → Hom(V,V ) satisfying
e−tD
2 f (x) =
∫
M
kt(x,y) f (y)dy. Hence
indD =
∫
M
c(x)strkt(x,x)dx.
We have the following properties of the heat kernel.
Lemma 6.1. (1) For f (x) ∈ L2(M), e−tD2 f is a smooth section;
(2) The kernel kt(x,y) of e−tD2 tends to the δ function weakly, i.e.
e−tD
2
s(x) =
∫
M
kt(x,x0)s(x0)dx0 → s(x) uniformly on a compact set in M as
t → 0.
Proof. We have proved that the Schwartz kernel of ce−tD2 is smooth in Lemma 3.13. So
(e−tD
2 f )(x) =
∫
G×M
c(g−1x)kt(x,y) f (y)dydg .=
∫
G
hg(x)dg,
where hg(x) =
∫
M c(g
−1x)kt(x,y) f (y)dy is smooth in x ∈ M for fixed g ∈ G. Using the
fact that e−tD2 is a bounded operator and that c(x) is smooth and compactly supported,
we conclude that hg(x) depends smoothly on g∈G . Let K be any compact neighborhood
of x, then by the properness of the group action, the set
Z .= {g ∈ G|c(g−1x) 6= 0,x ∈ K,g ∈ G}
is compact and then (e−tD2 f )(x) =
∫
Z
hg(x)dg is smooth for x ∈ K. Therefore the first
statement is proved.
To prove the second one, let u be a smooth function with norm 1. Then < e−tD2u,u>=∫
λ∈sp(D)
e−tλ
2dPu,u, where sp(D) means the spectrum of D . Since the set of integrals for
0 < t ≤ 1 is bounded by 1, then by the dominated convergence theorem,
< e−tD
2
u,u >→
∫
λ∈sp(D)
1dPu,u =< u,u > as t → 0.

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The heat kernel on Rn of ut −
n
∑
i=1
∂ 2
∂ 2xi
= 0, which is
(6.5) pt(x,y) = 1
(4pit)n/2
e−d(x,y)
2/4t ,
suggests a first approximation for the heat kernel on M. The small time behavior of the
heat kernel kt(x,y) for x near y depends on the local geometry of x near y. This is made
precise by the asymptotic expansion for kt(x,y).
Definition 6.2 ([30]). Let B be a Banach space with norm ‖ ·‖ and f : R+ → B : t 7→ f (t)
be a function. A formal series
∞
∑
k=0
ak(t) with ak(t) ∈ E is called an asymptotic expansion
for f , denoted by f (t) ∼
∞
∑
i=0
ak(t), if for any m > 0, there are Mm and εm > 0. So that for
all l ≥ Mm, t ∈ (0,εm], we have
‖ f (t)−
l
∑
k=0
ak(t)‖ ≤Ctm.
When M is compact and when B=C0(M,Hom(V,V )) has C0-norm ‖ f‖= supx∈M | f (x)|,
it is the standard fact that the heat kernel kt(x,x) of e−tD
2 has an asymptotic expansion
kt(x,x) ∼ 1
(4pit)n/2
∞
∑
j=0
t ja j(x)
where a j(x) ∈ Hom(Vx,Xx),x ∈ M are smooth sections ([30] Theorem 7.15). In our case,
this theorem is formulated as follows.
Theorem 6.3. Let M be a proper cocompact Riemannian G-manifold and D be an equi-
variant Dirac type operator acting on the sections of a Clifford bundle V , and kt be the
heat kernel of D . There is an asymptotic expansion for c(x)kt(x,x) under the C0-norm
‖ f‖= supx∈M | f (x)| :
(6.6) c(x)kt(x,x) ∼ c(x) 1
(4pit)n/2
∞
∑
j=0
t ja j(x)
where a j ∈ C∞(M,HomV ) and a j(x) depends only on the the geometry at x (involving
metrics, connection coefficients and their derivatives). In particular a0(x) = 1. The as-
ymptotic expansion works for any Cl-norm for l ≥ 0. (We only need and prove the case
when l = 0.)
To prove Theorem 6.3 we constructe an “approximating heat kernel”. The proof is
a modification of the case of operators on compact manifold ([30] Theorem 7.15 or [6]
Chapter 2). Now kt(x,y) satisfies the heat equation:
(6.7) ∂∂ t kt(x,y)+D
2kt(x,y) = 0,k0(x,y) = δy(x)
where D operates on the x-coordinate only. We fix y and denote it by x0 and solve this
equation locally on a coordinate neighborhood Ox0 of x0 with x ∈ Ox0 . We approximate
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the heat kernel kt(x,x0),x ∈ Ox0 locally by looking for a formal solution
(6.8) pt(x,x0)
∞
∑
i=0
t ibi(x)
to the equation (6.7), where pt(x,x0) = 1
(4pit) n2
e−
r2
4t with r = |x| = d(x,x0) is the heat
kernel on Euclidean space (6.5). Denote by st(x,x0) =
∞
∑
i=0
t ibi(x) in (6.8) and so the heat
kernel is written as
(6.9) kt(x,x0) = pt(x,x0)st(x,x0).
According to [30] equation 7.16, D2 in (6.4) on Ox0 is calculated by
(6.10) [ ∂∂ t +D
2](ptst) = pt [
∂
∂ t +D
2 +
r
4gt
∂g
∂ r +
1
t
∇
r ∂∂ r
]st .
when operating on (6.9), where r = |x|, g = det(gi j) and (gi j) is the Riemannian metric
on M. To find the formal solution (6.8), set the right hand side of (6.10) to be 0. Then the
comparison of the coefficients of terms containing t i for each i ≥ 0 enables us to find bi
inductively via [30] equation (7.17):
(6.11) ∇ ∂
∂ r
(rig
1
4 bi(x)) =
{
0 i = 0
−ri−1g 14 D2bi−1(x) i > 0
(1) (Solve α0(x)) It is trivial to see that pt(x,x0) = 1
(4pit)
n
2
e−
r2
4t → δx0(x) uniformly as
t → 0+. From Lemma 6.1, kt(x,x0)→ δx0(x) uniformly as t → 0+ for all x ∈ K, where
K ⊂ X is any compact subset. Therefore b0(x0) = 1 necessarily. The first line in (6.11)
indicates that g 14 b0(x) = g(x0)
1
4 b0(x0) = 1, and then b0(x) = g−
1
4 (x) is determined by
b0(x0).
(2) (Solve bi(x), i > 0) Inductively the smoothness of bi implies the uniqueness of the
smooth solution bi+1. In fact, when solving the equation in (6.11), the constant term has
to be 0 otherwise bi+1 is not smooth at r = 0. Then bi+1 is smooth except that it may blow
up at 0. But by setting r = 0 in the second line in (6.11) we have bi+1(x0) =− 1j (D2bi)(x0)
which makes sense if bi is smooth. Therefore, there exists a sequence of smooth sections
{bi(x)} in Hom(Vx0 ,Vx) uniquely determined by b0(x0) = 1.
Note that bis are defined on a coordinate neighborhood Ox0 and depend smoothly on
the local geometry around x0. For example, b1(x) = 16 k(x)−K(x), where k is scalar
curvature and K satisfies D2 = ∆+K.
Denote bi(x) by bi(x,x0),x∈Ox0 . Now for any x0
.
= y∈M, we obtain a formal solution
bi(x,y) which smoothly depends on both x and y for x ∈ Oy. Choose O′ ⊂ M×M such
that {(x,x)|x ∈ M} ⊂ O′ ⊂ ∪y∈MOy and choose
φ(x,y) ∈C∞(M×M) so that φ(x,y) =
{
1 (x,y) ∈ O′
0 (x,y) /∈ ∪y∈MOy
.
This definition is based on a cutoff function used to define the approximate heat kernel in
[6] Definition 2.28.
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Definition 6.4. Let (6.9) be the true heat kernel. The approximating heat kernel is
(6.12) hnt (x,y) = pt(x,y)
n
∑
i=0
t iai(x,y),
where ai(x,y) = φ(x,y)bi(x,y) ∈ C∞(M ×M) and supported in a neighborhood of the
diagonal.
With the previous set up we may state the following lemma, which implies Theorem
6.3 when setting x = y.
Lemma 6.5. Let kt(x,y) be the heat kernel and hnt (x,y) be the one in (6.12). Let c ∈
C∞c (M) be a cutoff function of the proper cocompact G-manifold M. Choose c¯ ∈C∞c (M)
satisfying c(x)c¯(x) = c(x),x ∈ M. For all m > 0, there is a Nm, so that for all l > Nm and
t ∈ (0,1],
(6.13) ‖c(x)hlt(x,y)c¯(y)− c(x)kt(x,y)c¯(y)‖<Ctm
where ‖ f‖= supx,y∈M | f (x,y)|.
Proof. For all m, let Nm > max{n+ 1,m+ n2}, where n = dimM. By definition hNmt (x,y)
approximately satisfies the heat equation in the sense that
(6.14) ( ∂∂ t +D
2)hNm = tNm pt(x,y)D2aNm(x,y)+O(t∞)
.
= rt (x,y),
where the first term in (6.14) comes from the calculation of the formal solution. In fact,
using (6.10), (6.11), we have ( ∂∂ t +D
2)[pt(x,y)
Nm∑
j=0
t jb j(x,y)] = tNm pt(x,y)D2bNm(x,y).
What remains O(t∞) is of order t∞, because this term contains the derivatives of φ , which
are of 0-value for x near y, and pt(x,y),(x 6= y), which decreases faster than any positive
power tk as t → 0+. rt(x,y) has the following properties:
(1) The remainder rt(x,y) is smooth for any fixed t > 0. This is because pt(x,y) in
(6.5) and ai(x,y)s in Definition 6.4 are smooth functions, for all t > 0.
(2) Denote the kth Sobolev norm on Cm(M ×M) by ‖ · ‖k. Then for all fixed t > 0
and for all k: ‖c(x)rt (x,y)c¯(y)‖k exists. This is because c(x)rt(x,y)c¯(y) is smooth and
compactly supported on M×M.
(3) We have the estimate
‖c(x)rt(x,y)c¯(y)‖ n2+1 <Ct
m
uniformly for all t ∈ (0,1]. In fact, in the first term c(x)tNm pt(x,y)(D2aNm(x,y))c¯(y) of
c(x)rt(x,y)c¯(y), only tNm pt(x,y) depends on t, it is sufficient to know the order of t in the
kth derivative (in x or y) of tNm pt(x,y), where k ≤ n2 + 1 and the order is: tNmt−
n
2 t−k =
tNm−
n
2−k. So
‖c(x)tNm pt(x,y)(D2aNm(x,y))c¯(y)‖ n2+1 ≤
n
2+1∑
k=0
ckt
Nm− n2−k.
Since Nm > n+ 1, there are no terms of non-positive order in t on the right hand side. In
addition, since Nm > n2 +m, then for all t ∈ (0,1] , there is a constant C1 so that
‖c(x)tNm pt(x,y)(D2aNm(x,y))c¯(y)‖ n2+1 ≤C1t
Nm− n2 ≤C1tm.
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The derivatives of c(x)O(t∞)c¯(y) do not have any terms containing negative power of t so
‖c(x)O(t∞)c¯(y)‖ n
2+1 <C2t
m for all t ∈ (0,1]. So property (3) is proved.
Next, we use rt(x,y) to relate kt(x,y) and hNmt (x,y) in the following claim:
Claim: There is a unique smooth solution for the following equation:
(6.15)
{
( ∂∂ t +D
2)ut(x,y) = rt(x,y)
u0(x,y) = 0
Here, ut(x,y) is regard as a function of t and x.
In fact, It is trivial to check that u1 =
∫ t
0 e
−(t−τ)D2rτ(x,x0)dτ is smooth and satisfies
the equation. If u2 is another smooth solution, then u = u1 − u2 satisfies ( ∂∂ t +D2)u =
0,u0 = u(t = 0) = 0. Hence
d
dt ‖u‖
2
L2 =
d
dt < u,u >=−< u,D
2u >−< D2u,u >=−2‖Du‖2L2
implies that ‖u‖2 is non-decreasing in t, and so ‖u(t = 0)‖= 0 forces u = u1−u2 = 0. So
the claim is proved.
Since hNmt (x,y)− kt (x,y) is also a solution to the equation (6.15), by the uniqueness of
solution we have that hNMt (x,y)− kt(x,y) =
∫ t
0
e−(t−τ)D
2
rτ (x,y)dτ. Then for all t ∈ (0,1],
‖c(x)kt(x,y)c¯(y)−c(x)hNmt (x,y)c¯(y)‖ n2+1 ≤ t sup{‖c(x)rτ(x,y)c¯(y)‖ n2+1|0≤ τ ≤ t}≤Ct
m,
where the second inequality is because of property (3).
By the Sobolev embedding theorem, for all p > n2 , ‖u‖ ≤C0‖u‖p for u ∈ H p, where
‖ · ‖ is the C0 sup norm and ‖ · ‖p is the Sobolev p-norm. Therefore,
‖c(x)kt(x,y)c¯(y)− c(x)hNmt (x,y)c¯(y)‖ ≤C′‖c(x)kt(x,y)c¯(y)− c(x)hNmt (x,y)c¯(y)‖ n2+1
≤C′Ctm.
In fact, since c(x) and c¯(x0) are compactly supported, the function in the norm is supported
in a compact set in M×M, where the theorem can be applied. 
Remark 6.6. From (6.6) lim
t→0+
c(x)strkt(x,x) = lim
t→0+
c(x)
1
(4pit)n/2
l
∑
j=0
t j stra j(x) for suffi-
ciently large l. To calculate the left hand side it is sufficient to investigate a js on the right
hand side.
If a ∈ HomVx then a has a decomposition a = b⊗ c,b ∈ Cl(T ∗x M),c ∈ HomW as in
(6.2). The super-trace stra is then calculated by str(b⊗c)= τ(b) ·strV/S(c) where strV/S is
the super-trace onC-linear endomorphisms of W under the identification HomCl(T ∗x M)(Vx)=
HomC(W ) and τs is the the super-trace on HomS = S⊗S∗=Cl(T ∗x M). The super-trace τs
on Cl(T ∗x M) is explicitly calculated by [6] Proposition 3.21. Let c = ∑ci1i2···ik ei1ei2 · · ·eik
be an element in Cl(T ∗x M) = Hom(S), where ci1i2···ik ,1 ≤ i1 ≤ i2 ≤ ·· · ≤ ik ≤ n is the
coefficient of the element ei1 ei2 · · ·eik in Cl(T ∗x M). Then
(6.16) τs(c) = (−2i) n2 c12···n.
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The Clifford algebraCl(T ∗x M) is a filtered algebra, more specifically,Cl(T ∗x M)=Cl(Rn)=
∪ni=0Cli. Here Cli is the linear combination of e j1 · · ·e jk ,k ≤ i. In proving Theorem 6.3,
the following lemma is obtained as a corollary.
Lemma 6.7. Let ai(x) be the ith term in the asymptotic expansion. Then
(6.17) ai(x) ∈ Cl2i⊗HomCl(T ∗x M)(Sx).
Proof. We define ai(x) = ai(x,x) to be α(x,x). We need to show that αi(y,y) ∈ Cl2i ⊗
HomCl(Vy). Set x = y in (6.11), then
α0(y,y) = 1 and α j(y,y) =−1j (D
2α j−1)(y,y).
with α0(y,y) = 1 ∈ Cl0 ⊗HomCl(Vy). Inductively, the fact that D2 contains the factor
c(ei)c(e j), makes sure that the degree of αi(x) does not increase by more than 2 compared
to that of αi−1(x). 
Remark 6.8. As a consequence of (6.16) and (6.17) we have strai(x) = 0 for i≤ n2 . There-
fore indD = 1
(4pit) n2 ∑i≥ n2
t i
∫
M
c(x)str(ai(x))dx. Furthermore, since the index is indepen-
dent of t and n is even, we have the following theorem.
Theorem 6.9. The index of the graded Dirac operator D is equal to
(6.18) indD = 1
(4pi) n2
∫
M
c(x)str(an/2(x))dx.
The element str(a n
2
(x)) in (6.18) can be calculated analytically in terms of differential
forms on M. To calculate str(an/2(x)) ∈ Hom(Vx), we localize the operator D and the
heat kernel kt(x,y) at a point x. Because the local calculation is irrelevant to M being
compact or not, we use the classical calculation of stra n
2
on a compact manifold without
modification.Therefore, str(a n
2
(x)) is the n form part of det
1
2 (
R/2
sinhR/2
) trV/S(e−F). For
details, please refer to [6] Chapter 4. Finally we obtain the following main theorem of
this subsection.
Theorem 6.10. Let R be the curvature 2-form with respect to the Levi-Civita connection
on the manifold (on T M). Then,
(6.19) indD =
∫
M
c(x) ˆA(M) · ch(V/S).
where ˆA(M) = det
1
2 (
R/4pi i
sinhR/4pi i
) is the ˆA-class of T M and ch(V/S) = trV/S(e−FV/S) is the
relative Chern character, i.e. Chern character of the twisted curvature FV/S of the bundle
S.
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6.2. Conclusion. In this subsection we will figure out indDV (σP) where D is the Dol-
beault operator on ΣX , and where V (σP) is a bundle over ΣX . DV (σP) is a generalized
Dirac operator and we calculate the case when D = DV (σP), M = ΣX in the previous
subsections. Firstly we have the following proposition, as a corollary to Theorem 6.10.
Proposition 6.11. Let G be a locally compact unimodular group and let M be proper
cocompact G-manifold of dimension n having an almost complex structure, curvature R, a
cutoff function c∈C∞c (M) and a G-bundle E with curvature F. Let D : L2(M,Λ0,∗T ∗M)→
L2(M,Λ0,∗T ∗M) be the Dolbeault operator on M. Then the L2-index of the twisted Dirac
operator DE is,
indDE =
∫
M
cTd(M)ch(E),
where Td(M) = det( R1−eR ) and ch(E) = trs(e
−F).
Both Td(M) and ch(E) are G-invariant forms. So the integral does not depend on the
choice of the cutoff function. If M = ΣX , then the cutoff function on M can be obtained
from the cutoff function on X by setting the values of the elements in the same fiber to be
the same. The following index formula is immediate assuming the proposition.
Theorem 6.12. Let X be a complete Riemannian manifold where a locally compact uni-
modular group G acts properly, cocompactly and isometrically. If P is a zero order prop-
erly supported elliptic pseudo-differential operator, then the L2 index of P is given by the
formula
(6.20) indP =
∫
T X
c(x)( ˆA(X))2ch(σP).
Proof. Set M = ΣX ,V =V (σP). Clearly, M has an almost complex structure. By Propo-
sition 5.9 and Proposition 6.11,
indP =
∫
ΣX
c(x)Td(ΣM)ch(VσP) =
∫
T X
c(x)Td(T X ⊗C)ch(σP).
Observe that Td(T X ⊗C) = ( ˆA(X))2, then the statement follows. 
Proof of Proposition 6.11. Let J be an almost complex structure on M. Say xi,yi,1 ≤ i≤
m are a local frame of TM and J(xi) = yi,J(yi) =−xi. J extends C-linearly to T M⊗C=
TM1,0⊕TM0,1 where T M1,0 = {v− iJv|v∈T M} is the set of holomorphic tangent vectors
of the form zi
.
= x j − iy j and T M0,1 = {v+ iJv,v ∈ T M} is the set of anti-holomorphic
tangent vectors of form z¯ j
.
= x j+ iy j. We have real isomorphisms pi1,0 : T M→ TM1,0,v 7→
v1,0 =
1
2
(v− iJv) and pi0,1 : T M → T M0,1,v 7→ v0,1 = 1
2
(v+ iJv). Therefore (T M,J) ≃
TM1,0 ≃ TM0,1 as an almost complex bundle.
Similarly, the complexified cotangent bundle decomposes as T ∗M⊗C = T ∗M1,0 ⊕
T ∗M1,0 where T ∗M1,0 = {η ∈ T ∗M⊗C|η(Jv) = iη(v)}, consisting of covectors of form
z j .= x j + iy j, is the C-dual of T M1,0 (notation: x j(xi) = δi j,y j(yi) = δi j) and T ∗M0,1 =
{η ∈ T ∗M⊗C|η(Jv) = −iη(v)}, consisting of covectors of form ¯z j .= x j − iy j, is the
C-dual of T M0,1.
Let Ω∗M be the set of smooth sections of Λ∗M, which splits into types (p,q) with
Λp,qT ∗M = (ΛpT ∗M1,0)⊗(ΛqT ∗M0,1). If α ∈Ωp,q(M), then the differential decomposes
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into dα =
p+q+1
∑
i=0
(dα)i,p+q+1−i and set ∂α = (dα)p+1,q, ¯∂α = (dα)p,q+1. The Dolbeault
operator ¯∂ : Ω0,q → Ω0,q+1 is the order 1 differential operator given by ¯∂ = ∂∂y + i
∂
∂x in
the local coordinate (x,y) ∈M. If we use the grading, the Dolbeault operator is ¯∂ + ¯∂ ∗ on
Ω0,∗M.
The Dolbeault operator “is” the canonical Dirac operator on M in the sense that they
have the same symbol. The canonical Dirac operator on M is defined as follows. The
bundle S = Λ0,∗T ∗M has an action of the cotangent vectors via Clifford multiplication:
c(η)s =
√
2(ε(η0,1)(s)− ι(η1,0)s),η ∈ T ∗M,s ∈ Λ0,∗T ∗M.
Here, c(xi) = 1√2 (ε(z¯)− ι(z)),c(x
i)c(x j)+ c(x j)c(xi) =−2δi j and ε is the exterior multi-
plication and ι is the C-linear compression by a vector.
The canonical Dirac operator is defined to be D = ∑c(ei)∇Lei where {ei} forms a local
orthonormal basis of T M and ∇L is the Levi-Civita connection on S. Now if there is an
auxiliary complex G-vector bundle E → M, with a G-invariant Hermitian metric and G-
invariant connection ∇E , the Dolbeault operator DE acting on V = S⊗E with coefficients
in E can be represented by (up to a lower order term):
DE = ∑ c(ei)∇Vei , where ∇V = ∇L⊗ 1+ 1⊗∇E.
Let ∇ be the Levi-Civita connection on M (on (T M)0,1, being more precise) and R =
∇2 ∈Λ2(M,so(T M)) be Riemannian curvature, the matrix with coefficients of two forms
representing the curvature of M,
R(X ,Y ) = ∇X ∇Y −∇Y ∇X −∇[X ,Y ],X ,Y ∈C∞(M,T M).
In the orthonormal frame ei of T M, R(ei,e j) = −∑
k<l
(R(ei,e j)el ,ek)ek ∧ el , where we
identify so(T M) with the bundle of two forms on M. Now we have a Clifford module S,
where Cl(T ∗M) = Hom(S), on which T ∗M acts by Clifford multiplication. On S there is
a Clifford connection ∇S so that the Clifford multiplication by unit vectors preserves the
metric and ∇S is compatible with the connection on M. Let RS = (∇S)2 be the curvature
associated to ∇S. It is well known that the Lie algebra isomorphism spinn ≃ son given by
1
4 [v,w] 7→ v∧w implies that
RS(ei,e j) =
1
2 ∑k<l(R(ei,e j)ek,el)c(ek)c(el) =
1
4 ∑k,l (R(ei,e j)ek,el)c(ek)c(el).
On S, there is also a Levi-Civita connection, denoted by ∇L. The associated curvature
RL = (∇L)2 ∈HomS is written as
RL = RS +F
where RS(·, ·) = 1
4 ∑k,l (R(·, ·)z¯k,zl)c(z¯k)c(zl) +
1
4 ∑k,l (R(·, ·)zk, z¯l)c(zk)c(z¯l) ∈ Cl(T M) and
F ∈HomCl V is the twisting curvature.
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Recall that the curvature of the Levi-Civita connection on ΛV ∗ is the derivation of the
algebra ΛV ∗ which coincides with R(ei,e j) on V and is given by the formula
∑
k,l
< ek,R(ei,e j)el > ε(ek)ι(el) = ∑
k,l
(R(ei,e j)el ,ek)ε(ek)ι(el).
Let R− be the curvature of the Levi-Civita connection on T 0,1M. Note that R = R−. Then
the curvature of ∇L on S is given by
RL(·, ·) = 1
4 ∑i, j (R
−(·, ·)zi, z¯ j)ε(z¯ j)ι(zi) =−18 ∑i, j (R
−(·, ·)zi, z¯ j)c(z¯ j)c(zi).
Using the fact that c(zi)2 = 0,c(z¯i)2 = 0,c(zi)c(z¯ j)+ c(z¯ j)c(zi) = −4δi j, where c(z) =
c(x)+ ic(y),c(z¯) = c(x)− ic(y). we have
FV/S = RV −RS = 1
2 ∑k (Rzk, z¯k) =
1
2
TrR+FE
and a direct calculation shows that
ˆA(M)eF
V/S
= det R/2
sinhR/2
e
1
2 TrR(eF
E
) = det R
eR− 1(e
FE ) = Td(M)Tr(e−FE ).

The following theorem is an immediate corollary to Theorem 6.12.
Theorem 6.13 (Atiyah’s L2-index theorem). Let D be an elliptic operator on a compact
manifold X and ˜D be the pi1(X)-invariant operator defined on the universal cover space
˜X as the lift of D. Then ind ˜D = indD.
6.3. L2-index theorem for homogeneous spaces of Lie groups. Let G be a unimodular
Lie group and H be a compact subgroup. Consider the homogenous space M = G/H of
left cosets of H in G, a G-bundle ¯E over M and a G-invariant elliptic operator D on ¯E .
The fiber of ¯E at eH, denoted by E = ¯E|eH , is an H-space, so that ¯E = G×H E. Similarly,
set V = TeHM, then TM = G×H V. Let Ω ∈ Λ2(T M)∗⊗ gl(T M) be the curvature of M,
associated to the G-invariant Levi-Civita connection on T M. Then we have the G-invariant
ˆA-class
ˆA(M) = det
1
2
Ω/4pi i
sinhΩ/4pi i .
Let ΩE ∈ Λ2(ΣM)∗⊗gl(V (σA)) be a curvature form associated to some G-invariant con-
nection on V (σD) over ΣM. Then
ch(σD) = TreΩ
E |T M
is the Chern character of V (σA) restricted to T M. Let ΩV be the curvature tensor Ω re-
stricted to V = TeHM and ΩEV be the curvature tensor ΩE restricted to V. Then we define
the corresponding ˆA-class and Chern character as
ˆA(M)V
.
= det
1
2
ΩV/2
sinhΩV/2
and ch(σD)V
.
= TreΩ
E
V .
We have as a corollary the L2-index theorem for homogeneous spaces.
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Corollary 6.14. The L2-index of a G-invariant elliptic operator D : L2(M, ¯E)→ L2(M, ¯E)
is
(6.21) indD =
∫
V
ˆA2(M)V ch(σD)V .
Proof. The L2-index theorem of D says that
indD =
∫
T M
c ˆA2(M)ch(σD).
Since T M = G×H V , the integration of the form c ˆA2(M)ch(σA) on TM can be computed
by lifting to an H-invariant form on G×V and then integrating over the group part and
then the tangent space at eH. Since ˆA2(M)ch(σD) is G-invariant, then at any g ∈ G, the
form will be the same as its value at the unit e of G: ˆA2(M)V ch(σA)V . Hence,∫
T M
c ˆA2(M)ch(σD) =
∫
V
ˆA2(M)V ch(σD)V
∫
G
c(g−1v)vol =
∫
V
ˆA2(M)V ch(σD)V ,
where vol is the volume form on G. 
Remark 6.15. The formula (6.21) is essentially the L2-index formula in [10]. The com-
ponents of the formula in 6.21 are sketched as follows. On the Lie algebra g of G
there is an H-invariant splitting g = h⊕m where h is the Lie algebra of H and m is
an H-invariant complement. V = TeH(G/H) is a candidate for m. There is a curvature
form on m defined by Θ(X ,Y ) = − 12 θ ([X ,Y ]),X ,Y ∈ m where θ is the connection form
given by the projection θ : g→ h. Θ composed with r : h → gl(E), the differential of
a unitary representation of H on some vector space E , is an H-invariant curvature form
Θr(X ,Y ) = r(Θ(X ,Y )),X ,Y ∈m. Then
ch : R(H)→ H∗(g,H) : r 7→ TreΘr
is a well-defined Chern character ([10] page 309). Also, compose the curvature form
(6.15), with h→ gl(V ), the differential of the H-module structure of V . And a curvature
form ΘV ∈ Λ2m∗⊗gl(V ) on V is constructed and the ˆA-class is defined as
ˆA(g,H) = det
1
2
ΘV/2
sinhΘV/2
.
The L2-index formula of D in [10] is
(6.22) indD =
∫
V
ch(a) ˆA(g,H),
where a is an element of the representation ring R(H), specifically a is the pre-image
of V (σD)|V+ under the Thom isomorphism R(H)→ KH(V ). Here, V+ is the space built
from V by adding one point at infinity. It is the ball fiber in ΣM at eH. Note that the
Thom isomorphism exists only for the case when the action of H on V , lifts to Spin(V ).
The general case was done by introducing a double covering of H and by reducing the
problem to this situation [10] page 307.
To see that 6.21 and 6.22 are the same formula, we prove the following assertions.
(1) ˆA(M)V = ˆA(g,H).
In fact, since T M = G×H V is a principal G-bundle over V/H and V is a principal
H-bundle over V/H, then by [20] II Prop. 6.4, the connection form on T M restricted to V
is also a connection form. Also, on G/H, the restriction of any G-invariant tensor on T M
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to V is an H-invariant tensor on V. Therefore ΩV is an H-invariant curvature form on V
and the restriction ˆA(M)V is the ˆA-class defined by curvature ΩV . By definition ˆA(g,H) is
the ˆA-class of the curvature ΘV on V , ˆA-class of another connection on the same V . The
statement is proved because ˆA is a topological invariant and is independent of the choice
of connection on V.
(2) ch(σD)V = ch(a).
Similarly to the last proof, ΩEV is an H-invariant curvature form of V (σD)|V+ restricted
to V. Recall that V (σD) is glued by the G-invariant symbol σD and therefore it is deter-
mined by its restriction at the ball fiber, V+. By definition V (σD)|V+ is glued two copies
of BV × E on the boundary by σD|SV . Note that the evaluation of σD|SV at ξ ∈ SV is
σD(eH,ξ ) ∈ GL(E),ξ ∈ V,‖ξ‖ = 1. We have an H-bundle V (σD)|V = V ×H E where
r : H → E. Hence the curvature ΩEV is r composed with some curvature form on V. The
statement follows from the fact that ch(r) is independent of the connection and the choice
of the H-invariant splitting of G.
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