1
associated with soybean branching was identified. We then combined the GWAS analysis and feature 1 0 importance analysis with Random Forest score analysis and permutation analysis. Our analysis results 1 1 showed that there are 36,077 features (SNPs) identified by Random Forest score analysis, and 2,098 1 2 features (SNPs) identified by permutation analysis. In total, there are 1,770 features (SNPs) confirmed by 1 3 both of the Random Forest score analysis and the permutation analysis. Based on our analysis, 328 1 4 branching development related genes were identified. A further analysis on GO (gene ontology) term 1 5 enrichment were applied on these 328 genes. And the gene location and gene expression of these 1 6 identified genes were provided. 1 7
Conclusions: We find that the combined analysis with GWAS and machine learning feature selection 1 8 shows significant identification power for minor QTLs mining. The presented research results on minor 1 9
QTLs mining will help understand the biological activities that lie between genotype and phenotype in 2 0 terms of causal networks of interacting genes. This study will potentially contribute to effective genomic 2 1 Introduction 2 5
In molecular genetics research, a remaining challenge in quantitative trait studies is the efficient 2 6 mapping of minor quantitative trait loci (QTLs) to identify causative genes and understand the genetic 2 7 basis of variation in quantitative traits [1] . Because the subtle influence on the phenotype of minor QTLs 2 8 is easily masked by epistasis [2] and gene-environment interactions [3] , minor QTLs are more difficult to 2 9 be detected and analyzed. Because of this, a large fraction of the genetic architecture of most complex 3 0 traits is not well understood [4, 5, 6] . Currently, almost all of genes or QTLs that have been verified were 3 1 major effect ones, and the minor effect QTLs were less investigated. Several different methods have been 3 2 reported to identify minor QTLs，but many of these strategies have had poor success rates [7, 8, 9] . To 3 3 improve the situation, some of these studies were based on expensive experimental data from large 3 4 QTL-mapping algorithm based on statistical machine learning methods better estimates of QTL 3 7 effects, because it eliminates the optimistic bias in the predictive performance of other QTL methods. It 3 8 produces narrower peaks than other methods and hence identifies QTLs with greater precision [17] . Two 3 9 machine-learning algorithms (Random Forest and boosting) have been used to analyze discrete traits in a 4 0 genome-wide prediction context. It was found out that Random Forest and boosting do not need an 4 1 inheritance specification model and may account for non-additive effects without increasing the number 4 2 of covariates in the model or the computing time [18] . This study shows some advantages in the use of 4 3 machine learning methods to analyze discrete traits in genome-wide prediction. Random Forest was 4 4
shown to outperform other methods in the field datasets, with better classification performance within and 4 5
across datasets. Even when tested with the main QTLs for several traits in different chromosomes, 4 6
Random Forest was able to identify them, but it failed to detect significant associations when the variance 4 7 explained by the QTL is low [19] . 4 8 4. Feature importance analysis 1 0 1 Feature importance analysis explains what features have the biggest impact on predictions in testing 1 0 2 model. Permutation importance is a kind of global model-agnostic method and calculated after a model 1 0 3 has been fitted. Compared to most other approaches, permutation importance is fast to calculate and 1 0 4 widely used. Random forest is one of the most effective machine learning models for predictive analytics 1 0 5 capable of performing both regression and classification tasks and able to capture non-linear interaction 1 0 6 between the features and the target. It is very good at handling categorical features with fewer than 1 0 7 hundreds of categories [49] . The character of permutation importance consists with the properties we 1 0 8 would want a feature importance measure to have. In this research we applied the random regressor in 1 0 9 permutation importance analysis and Random Forest score analysis for all of 2137 samples and 42080 1 1 0 features (SNPs). 1 1 1
Gene Ontology analysis 1 1 2
SNPs identified by feature importance analysis were searched in SoyBase data site 1 1 3 (https://soybase.org/snps/) by rs number. And the flank sequence of corresponding SNP was used to 1 1 4 BLAST in Glycine max Genome DB database (http://www.plantgdb.org/GmGDB/) for confirmation. 1 1 5
The gene names which SNPs hit to the same location (including CDS, UTR and intron) were collected for 1 1 6 GO (gene ontology) analysis. All the genes identified by BLAST were analyzed by GO term enrichment 1 1 7 tool at SoyBase website (https://soybase.org/goslimgraphic_v2/dashboard.php). The GO enrichment 1 1 8 information, related charts and gene location map were generated by GO term enrichment tool at SoyBase 1 1 9 website. 1 2 0 Results: 1 2 1
Genome Wide Association Study (GWAS) for soybean branching 1 2 2
A genome-wide association study (GWAS) of soybean branching was conducted with 42,080 1 2 3 SNP markers in the GAPIT (Genome Association and Prediction Integrated Tool) software using a mixed 1 2 4 7 -linear model (MLM). 3541 SNP markers with P-value less than 1.0 were identified. Among these 3541 1 2 5 markers, there are 18 markers with P-value less than 0.005, 32 markers with P-value less than 0.01 and 1 2 6 161 makers with P-value less than 0.05 (Table 1 . and Sup_Table1.). Associations between phenotypes and 1 2 7 genetic markers are displayed as Manhattan plots ( Fig. 1) and (Sup_Table1). P-values were displayed in 1 2 8 negative log scale with base of 10 (-log10 (P)) against the physical map positions of genetic markers. We 1 2 9 set a threshold of -log10 (0.1/42080) = 5.624 (42080 is the SNP marker numbers) to identify SNPs 1 3 0 significantly associated with a trait. In total of 161 which P-value is less than 0.05, only SNP marker 1 3 1 ss715607451 were significantly (-log10 (p) = 9.524328812) associated with soybean branching trait. 1 3 2
Marker ss715632223 and ss715613636 with log10 (p) value at 4.634512015 and 4.554395797 1 3 3 respectively, are near to the threshold but not reach it ( Fig. 1; Sup_Table1) . In other words, by 1 3 4 the GAPIT analysis, only one SNP marker significantly associated with soybean branching was 1 3 5 identified. We also BLAST the 18 SNPs which P-value less than 0.005 in Soybase and five 1 3 6 annotated genes are found (Table 1) , but none of them is reported as branching related. Please refer to Fig. 3 for a summary chart of our feature importance analysis. In the following we 1 3 9
give the details of our analysis results. 1 4 0
In general, feature importance analysis is based on the understanding how the features in the 1 4 1 testing model contribute to the prediction model. Feature importance includes local model-agnostic 1 4 2 feature importance and global model-agnostic feature importance. Since local measures focus on the 1 4 3 contribution of features for a specific prediction, whereas global measures take all predictions into 1 4 4 account. Here we applied permutation feature importance, a global model-agnostic approach, with the 1 4 5
Random Forest algorithm as the core. After evaluating the performance of the models, we permuted the 1 4 6 values of a feature of interest and re-evaluate the model performance. The average reduction in impurity 1 4 7 across all trees in the forest due to each feature was computed. 1 4 8 8 Our results showed that there are 974 features in total with the weight values above zero. Among 1 4 9 them, 971 features (SNPs) have weights bigger than 1E-06, 952 features (SNPs) in total have weights 1 5 0 bigger than 1E-05 and 872 features (SNPs) have weights bigger than 0.0001(Sup_Table2.). Our results 1 5 1 also showed that there are 1124 features in total with negative weight values. Among them, 1107 features 1 5 2 (SNPs) have weights smaller than -1E-05, 939 features (SNPs) have weights smaller than 1E-04 1 5 3 (Sup_Table2.). There are 39982 features with weight zero in the Random Forest regression model, and 1 5 4 these features account for around 95.014% of the total number of features (SNPs) (Sup_Table2.). Table 2 1 5 5 showed the top 20 features with higher importance in both the positive side and negative side. 1 5 6
Besides the permutation feature importance, the feature importance was also computed by feature 1 5 7 scores. The computation of feature scores was implemented by the Random Forest algorithm. Our results 1 5 8
showed that there are 36077 features in total got a score bigger than 1E-07. Among them, 33121 features 1 5 9 (SNPs) got a score bigger than 1E-06, 19735 features (SNPs) got a score bigger than 1E-05, and 1472 1 6 0 features (SNPs) got a score bigger than 0.0001. A total of 6003 features got a score zero, and these 1 6 1 features accounts for 12.466% of the total features (SNPs) ( Forest score analysis ad permutation analysis. Among these 1770 features (SNPs), there were 146 features 1 7 0 (SNPs) with P-value < 1 (69 positives and 77 negatives) (Fig. 2, Sup_Table4. ). 1 7 1
To validate our feature importance analysis results, all 2137 samples characterized with 1170 1 7 2 identified SNPs were applied on the Elastic net regression analysis. Our results showed that the RMSE 1 7 3 (root mean square error) was 0.2813 and the R 2 value was 0.741. Compare to the Elastic net analysis on 1 7 4 9 data subsets from the GAPIT analysis, the accurate level close to the data set those with P-value <1. For 1 7 5 SNPs with P-value less than 1 in the GAPIT analysis, the RMSE value was 0.2601 and the R 2 value was 1 7 6 0.7810, but there were 3451 features (SNPs) applied (Table 2) . In other words, our results showed that 1 7 7 1770 features (SNPs) from feature selection could reach the same accuracy as the 3451 features (SNPs) 1 7 8 with P-value less than 1.0. The analysis showed that feature importance analysis could help lower the 1 7 9 feature size and increase the computation efficiency. 1 8 0
Based on the above analysis, we searched all 1170 SNPs which were confirmed by both of 1 8 1
Random Forest score and Permutation analysis in soybean genome. We found that 328 SNPs hit the 1 8 2 annotated genes (Sup_Table4). To identify biological processes these 328 genes participate in, we further 1 8 3 applied the GO (gene ontology) term enrichment analysis for all of them. Our result showed that the 1 8 4 functional group for biological process, cellular component and molecular function were highly enriched 1 8 5 by most of these 328 genes (Fig. 3, 4 , and 5, Sup_Table5). In biological process, 66 genes (times) were 1 8 6 classified into 16 GO term classes and 14 genes had no specific GO term to assign (Fig. 3, Sup_Table5 ). 1 8 7
In cellular component class, 388 genes (times) were classified into 18 GO classes and 14 genes had no 1 8 8 specific GO term to assign (Fig. 4, Sup_Table5) . In molecular function class, 264 genes (times) were 1 8 9 classified into 17 GO classes and 14 genes had no specific GO term to assign (Fig. 5, Sup_Table5 ). As is 1 9 0 common with GO analysis, some genes were classified differently under different GO terms 1 9 1 (Sup_Table5). 1 9 2
Gene location mapping results showed that all of these 328 genes are scattered on chromosome 1 1 9 3 to chromosome 18. There were no branching related genes located in chromosome 19 and chromosome 1 9 4 20 (Fig. 6) . The inquiry term "branching" was searched in Soybase and 35 genes were found 1 9 5 (Sup_Table4). To make a comparison, the location of these 35 genes were also marked on Fig. 6 . The 1 9 6 gene expression information of all 328 genes identified in this research were searched against Soybase for 1 9 7 a further analysis (Sup_Table 6). 1 9 8 Discussion: 1 9 9 1. Minor QTLs and genomic selection 2 0 0 1 0 Genomic selection is a marker-assisted selection approach to enhance quantitative traits in 2 0 1 breeding population, in which whole genome SNPs (single-nucleotide polymorphisms) markers can be 2 0 2 used to predict breeding values. Genomic selection has been proved to increase breeding efficiency in 2 0 3 both plant and animal breeding, such as dairy cattle, pig, rice and soybean [41] . To get an accurate 2 0 4 prediction in genomic selection, we need a better understanding of the population of SNP makers and the 2 0 5 contribution of each markers. In the last decade, efforts of global international collaborations have 2 0 6 revealed numerous loci that influence traits development in different organism by genotyping and 2 0 7 phenotyping very large cohorts of individuals. However, the effects of single alleles explain only a small 2 0 8 portion of the heritable variability [42] . Although some traits loci are found, these loci alone do not point 2 0 9 to the underlying mechanism responsible for the association, which is due to complex gene interactions in 2 1 0 biological activities. To identify genes and pathways responsible for variation in quantitative traits, it is 2 1 1 still a central challenge of modern genetics.
1 2
Plant breeding is the process of pyramiding favorable alleles. The minor effect QTLs have much 2 1 3 more importance in molecular breeding and commercial breeding since the enrichment of minor alleles 2 1 4 can enhance the control accuracy of phenotype performance [43] . In this research, we applied a new 2 1 5 framework which combined the GWAS analysis and different feature selection methods to explore minor 2 1 6
QTLs/alleles and their importance in soybean branching. Compare to the P-value method in GWAS 2 1 7 analysis, the feature importance analysis we used in this research explored 36077 features in total with a 2 1 8 score higher than 1E-07, which is about ten times as the number of the features identified in GWAS 2 1 9 analysis with P-value less than 1.0. Based on the Permutation feature importance analysis, we explored 2 2 0 974 features with positive effects on soybean branching development and 1124 features with negative 2 2 1 effects on soybean branching development ( Table 2 and Sup_Table2). Either in linkage mapping or in 2 2 2 association mapping, it is difficult to find the QTLs which have negative contribution to a trait, even we 2 2 3 all know there are negative QTLs/alleles involved in all biological activities. From our analysis and 2 2 4 testing results, the new framework we used in this research is superior to the traditional P-value based 2 2 5 methods in molecular genetics analysis. Actually, in GWAS analysis, there is only one SNP 2 2 6 1 1 (ss715607451) above the threshold, unfortunately, this SNP does not hit on any gene. And the BLAST 2 2 7 results of the 18 SNPs with P-value less than 0.005 in Soybase shows five annotated genes (Table 1) , but 2 2 8 none of them is reported as branching related. All of these information are very important to genomic 2 2 9 selection and could lead to an accurate prediction in genomic selection a further study in future. 2 3 0 2. Feature importance analysis and its applications 2 3 1
In this research, we applied three kind of feature importance analysis, permuted feature 2 3 2 importance, feature importance scoring and P-value analysis through GAPIT. We employed the Random 2 3 3
Forest regression algorithm in permuted feature importance and feature importance scoring analysis. It is 2 3 4 reported that the feature importance based methods are applicable if we are going to use a tree-based 2 3 5 model for making predictions [44] . Random Forest is one of the most effective machine learning models 2 3 6 for predictive analytics capable of performing both regression and classification tasks and able to capture 2 3 7 non-linear interaction between the features and the target [45] . In random Forest, features that tend to split 2 3 8 nodes closer to the root of a tree will result in a larger importance value. Node splits based on this feature 2 3 9 on average result in a large decrease of node impurity. Permutation feature importance is a model-2 4 0 agnostic approach and is calculated after a model has been fitted. The values of a feature of interest and 2 4 1 reevaluate model performance is permutated after evaluating the performance of model. The observed 2 4 2 mean decrease in performance indicates feature importance. The performance decrease can be compared 2 4 3 on the test set as well as the training set. Only the latter will tell us something about generalizable feature 2 4 4 importance. 2 4 5
As we mentioned above, one of the biggest problems facing GWAS analysis is difficult to detect 2 4 6 quantitative traits which controlled by multiple genes, Association mapping and bi-parent mapping good 2 4 7 for major QTLs but not minor QTLs, Minor QTLs are important for quantitative traits but hard to be 2 4 8 1 2 0 Tables and table legends 
