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Abstract. In the paper, we establish a new estimate for Kloosterman sum over primes with
respect to an arbitrary modulus q. This estimate together with some recent results of the second
author are applied to the problem of solvability of the congruence
g(p1) + . . . + g(pk) ≡ m (mod q)
in prime variables p1, . . . , pk 6 N , N 6 q1−δ. Here g(x) ≡ ax+ bx (mod q), where a, b,m and
k > 3 are arbitrary integers, (ab, q) = 1. The main result of the paper gives an asymptotic
formula for the number of solutions for the case when q is coprime to 6.
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1. Introduction.
Let q> 2, a, b be integers. The exponential sum
S(a, b; q) =
q∑′
n=1
eq(an+ bn), (1)
is called a complete Kloosterman sum. Here eq(u) = e2piiu/q, the prime sign means the
summation over (n, q) = 1 and the symbol n = 1/n stands for the inverse residue to n
modulo q, that is, for the solution of the congruence nn ≡ 1 (mod q). The sum of the
type (1) where the summation is taken over some set which does not coincide with the
reduced residual system modulo q, is called an incomplete Kloosterman sum. A particular
case of such sum is Kloosterman sum with primes, that is
Wq(a, b;X) =
∑′
p6X
eq(ap+ bp) (2)
Such sums were studied by E. Fouvry, P. Michel [1], J. Bourgain [2], M.Z. Garaev [3],
E. Fouvry, I.E. Shparlinski [4], R.C. Baker [5] and the author [6]-[8] (see also [9], [10]).
An estimate of the sum (2) for an arbitrary composite modulus q is of special
interest. In [4], [6], such estimates for the case b ≡ 0 (mod q) (“homogeneous” sum)
are given. These estimates have some applications to various arithmetical problems (see,
for example, [4], [5], [11]). In particular, such estimates allow one to study the solvability
of the congruence
p1 + . . . + pk ≡ m (mod q) (3)
in primes p1, . . . , pk6X. In [12], the second author find an estimate of “inhomogeneous”
sumWq(a, b;X), (ab, q) = 1, which is valid for q 3/4+ε  X  q 3/2 (see the below Lemma
1)The second author was supported by the Russian Science Foundation under grant 19 -11 -00001.
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3.1). This estimate together with some other assertions allow one to study the solvability
of the congruence
g(p1) + . . . + g(pk) ≡ m (mod q), g(x) ≡ ax+ bx (mod q), (4)
in prime numbers p1, . . . , pk6X. Such a problem is the main subject of the present
paper.
The solution of this problem has some common features with circle method of Hardy,
Littlewood and Ramanujan. Namely, the roles of “major” and “minor” arcs are played
here by small and large divisors of modulus q, respectively. First of them generate a
main term, and the others contribute to the remainder. Consequently, an asymptotic
formula for the number of solutions of (4) involves a factor κk(a, b,m; q) which is similar
to the singular series in the formulas given by circle method. In such interpretation, the
estimate of the sum (2) given in [12] corresponds to the estimate of the exponential sum
over minor arcs. Consequently, in order to study (4), we need some information about
the behavior of (2) over “major arcs”, that is, for the case when the length X of the sum is
sufficiently large in comparison with modulus q. Such information is given by Theorems
2.1 and 2.2 below.
The main difficulty in the problem under considering is the study of the singular
series κk(a, b,m; q) depending on the tuple of parameters a, b,m and k. This singular
series is a multiplicative function of q for fixed a, b,m and k. It appears that if k> 3 is
fixed and q is coprime to 6 then κk(a, b,m; q) is strictly positive for any tuple (a, b,m)
such that 16 a, b,m6 q, (ab, q) = 1, and in this case the formula for the number Ik(N)
of solutions of (4) given by Theorem 3.1 becomes asymptotic (see Theorem 7.1). At the
same time, the behavior of κk(a, b,m; q) for q = 2n, 3n is much more complicated. In
particular, in these cases there exist tuples (a, b,m) such that κk(a, b,m; q) = 0. That
is the reason why we restrict here ourselves by the case (q, 6) = 1. The behavior of the
values of κk(a, b,m; q), q = 2n, 3n will be studied in a separate paper.
Notations. For integers a and b, the symbol (a, b) denotes their greatest common
divisor, while the notation (a; b) is used for the ordered pair. As usual, we use the standard
notations ϕ(n), Λ(n), µ(n) and τ(n) for Euler, von Mangoldt, Mo¨bius and the divisor
functions, respectively. The number of different prime divisors of n counted without
multiplicity is denoted by ω(n).
2. Estimates of “long” Kloosterman sums with primes.
In this section, we prove several estimates for Kloosterman sum Wq(a, b;X) with
primes in the case when the length X of this sum is large in comparison with the modulus
q. Obviously, it is sufficient to estimate the sum
Tq(X) = Tq(a, b;X) =
∑′
n6X
Λ(n)eq(an+ bn).
Below Theorems 2.1 and 2.2 are similar to Theorems 3 and 2 from [4].
We start with some auxiliary assertions.
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Lemma 2.1. Let q> 2, a, b be integers. Then the following estimate holds:∣∣∣∣ q∑′
n=1
eq(an+ bn)
∣∣∣∣ 6 τ(q)√q (a, b, q)1/2.
Corollary. Under the assumptions of the lemma, for any N 6 q we have∣∣∣∣ N∑′
n=1
eq(an+ bn)
∣∣∣∣ 6 τ(q)√q (a, q)1/2(ln q + 1).
For the proof of Lemma 2.1, see [14]. The corollary is derived from Lemma 2.1 by
standard tools.
Lemma 2.2. Suppose that X > 2 and let a be even number, 26 a6X. Then the
number of primes p6X such that p+ a is also prime, does not exceed
cX
(lnX)2
∏
p|a
(
1 +
1
p
)
,
where c > 0 is an absolute constant.
For the proof, see, for example, [15, Ch.II, §4, Th. 4.4].
Lemma 2.3. Suppose that 1 < N < N16 2N , 16 δ6N . Then∑
N<n2<n1 6N1
n1−n2≡0 (mod δ)
Λ(n1)Λ(n2)  N
∑
16m6 N
δ
∑
d|mδ
µ2(d)
d
+
N 3/2
δ
lnN.
Proof. Denote byWj (j = 1, 2, 3, 4) the contribution coming to the initial sum from
the pairs (n1;n2) of the form (a) n1 = p1, n2 = p2, (b) n1 = p`1, n2 = p2, (c) n1 = p1,
n2 = p
r
2 and (d) n1 = p`1, n2 = pr2. Here p1, p2 are primes and `, r are some integers with
the conditions 26 `, r6H, H = [log2N1] + 1.
If p1−p2 = mδ then 1 < mδ6N1−N 6N and hence 16m6Nδ−1. Thus, by Lemma
2.2, we get
W1 6 (lnN1)2
∑
16m6 N
δ
∑
N<p2 6N1
p2+mδ is prime
1  (lnN)2
∑
16m6 N
δ
N
(lnN)2
∏
p|mδ
(
1 +
1
p
)

 N
∑
16m6 N
δ
∏
p|mδ
(
1 +
1
p
)
.
Next, estimating W2, we fix an integer `> 2. Then∑
N<p2<p`1 6N1
p`1−p2≡0 (mod δ)
(ln p1)(ln p2)  (lnN)
∑
N1/`<p1 6N1/`1
(ln p1)
∑
N<n6 p`1
n≡p`1 (mod δ)
1
 N
δ
(lnN)
∑
N1/`<p1 6N1/`1
(ln p1)  N
1+1/`
δ
.
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The summation over 26 `6H yields:
W2  N
3/2
δ
lnN.
The same bound holds true for W3. Finally, if we fix `, r> 2 then∑
N<pr2<p
`
1 6N1
p`1−pr2≡0 (mod δ)
(ln p1)(ln p2) 
∑
p1 6N1/`1
ln p1
∑
p2 6N1/r2
ln p2  N1/`+1/r.
Summing over 26 `, r6H we find that W4  N . Therefore,
4∑
j=1
Wj  N
∑
16m6 N
δ
∏
p|mδ
(
1 +
1
p
)
+
N3/2
δ
lnN + N 
 N
∑
16m6 N
δ
∑
d|mδ
µ2(d)
d
+
N3/2
δ
lnN. 
Lemma 2.4. Suppose that 1 < M < M16 2M , 1 < N < N16 2N , MN 6X, and let
|am|6 lnm, |bm|6 τ(m) for M < m6M1. Then the sums
U(M,N) =
∑′
M<m6M1
am
∑′
N<n6N1
mn6X
eq(amn+ bmn),
W (M,N) =
∑′
M<m6M1
bm
∑′
N<n6N1
mn6X
Λ(n)eq(amn+ bmn)
satisfy the estimates
U(M,N) 
(
M
√
N +
MN
4
√
q
τ(q) + N
√
M 4
√
q τ(q)
√
lnX
)
lnX, (5)
W (M,N) 
(
M
√
N +
MN
4
√
q
τ(q)√
lnX
+ N
√
M 4
√
q τ(q)
)
(lnX)2. (6)
Proof. Writing both sums in a uniform manner as
V (M,N) =
∑′
M<m6M1
α(m)
∑′
N<n6N1
mn6X
β(n)eq(amn+ bmn)
and applying Cauchy’s inequality we get
|V (M,N)|2 6 ‖α‖22
∑′
M<m6M1
∣∣∣∣ ∑′
N<n6N1
mn6X
β(n)eq(amn+ bmn)
∣∣∣∣2,
where ‖α‖2 =
( ∑′
M<m6M1
|α(m)|2
)1/2
.
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Further,
|V (M,N)|2 6 ‖α‖22
∑′
M<m6M1
∑′
N<n1,n2 6N1
mn1,mn2 6X
β(n1)β(n2)eq(a(n1 − n2)m+ b(n1 − n2)m) 6
6 ‖α‖22
{ ∑′
M<m6M1
∑′
N<n6N1
mn6X
|β(n)|2 +
+ 2
∑′
N<n2<n1 6N1
|β(n1)β(n2)|
∣∣∣∣ ∑′
M<m6M2
eq(a(n1 − n2)m+ b(n1 − n2)m)
∣∣∣∣},
where M2 = min
(
M1, Xn
−1
1
)
. Next, we split (M,M2] to the segments of length q (with
at most one possible exception, where this length is strictly less than q) and apply the
estimates of Lemma 2.1 and its Corollary. Since (n1 − n2, q) = (n1 − n2, q), we obtain
|V (M,N)|2 6 M‖α‖22‖β‖22 + 2‖α‖22
([
Mq−1
]√
qτ(q) +
√
qτ(q)(ln q + 1)
)
S,
where
S =
∑′
N<n2<n1 6N1
|β(n1)β(n2)| (n1 − n2, q)1/2 6
∑
δ|q
δ6N
√
δ
∑′
N<n2<n1 6N1
n1−n2≡0 (mod δ)
|β(n1)β(n2)|.
For the case of U(M,N), we obviously have
‖α‖22  M(lnX)2, ‖β‖22  N, S 
∑
δ|q
δ6N
√
δ
N2
δ
 N2τ(q),
and hence
|U(M,N)|2  M2N(lnX)2 + M(lnX)2
(
M√
q
+
√
q ln q
)
N2τ 2(q) 
 M2N(lnX)2 + (MN)
2
√
q
(lnX)2τ 2(q) + MN2
√
q(lnX)3τ 2(q),
so the desired estimate follows.
In the second case, we have
‖α‖22  M(lnX)3, ‖β‖22  N lnX.
Moreover, in view of Lemma 2.3 we have
S 
∑
δ|q
δ6N
√
δ
(
N
∑
16m6 N
δ
∑
d|mδ
µ2(d)
d
+
N3/2
δ
lnN
)
 NΣ + N3/2(lnN)τ(q),
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where
Σ =
∑
δ|q
δ6N
√
δ
∑
16m6 N
δ
∑
d|mδ
µ2(d)
d
=
∑
d6N
µ2(d)
d
∑
δ|q
δ6N
√
δ
∑
16m6 N
δ
mδ≡0 (mod d)
1.
The inner sum does not exceed N(d, δ)(dδ)−1. Hence,
Σ 6
∑
d6N
µ2(d)
d
∑
δ|q
δ6N
√
δ
N
dδ
(d, δ) =
= N
∑
d6N
µ2(d)
d2
∑
δ|q
δ6N
(d, δ)√
δ
= N
∑
δ|q
δ6N
1√
δ
+∞∑
d=1
µ2(d)
d2
(d, δ).
Obviously, the sum over d is equal∏
p
(
1 +
(p, δ)
p2
)
=
∏
p-δ
(
1 +
1
p2
)∏
p|δ
(
1 +
1
p
)

∏
p|δ
(
1 +
1
p
)

∑
d|δ
µ2(d)
d
.
Thus,
Σ  N
∑
δ|q
1√
δ
∑
d|δ
µ2(d)
d

∑
d|q
µ2(d)
d
∑
c|qd−1
1√
cd

∑
d|q
µ2(d)
d 3/2
τ(qd−1)  τ(q).
Hence,
S  N2τ(q) + N3/2(lnN)τ(q)  N2τ(q)
and therefore
|W (M,N)|2  M2N(lnX)4 + M(lnX)3
(
M√
q
+
√
q ln q
)
N2τ 2(q) 
 M2N(lnX)4 + (MN)
2
√
q
(lnX)3τ 2(q) + MN2
√
q(lnX)4τ 2(q).
Now, the second inequality follows. 
Theorem 2.1. Suppose that 0 < ε < 0.1 is arbitrary small but fixed constant, and
let q> q0(ε), a, b be integers, (ab, q) = 1. Then, for any X > qτ 4(q)(ln q)12, the following
estimate holds
Tq(X) X∆, where ∆ = (lnX)
5/2
4
√
q
τ(q) +
( q
X
)1/6
(lnX)2(τ(q))2/3.
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Proof. Suppose that 1 < V <
√
X and apply Vaughan’s identity in the form given
in [13, Ch. II, §6, Th. 1]. Thus we get Tq(X) = S1 − S2 − S3 − S4 +O(V ), where
S1 =
∑′
m6V
µ(m)
∑′
n6X/m
(lnn)eq(amn+ bmn), S2 =
∑′
m6V
am
∑′
n6X/m
eq(amn+ bmn),
S3 =
∑′
V <m6V 2
am
∑′
n6X/m
eq(amn+bmn), S4 =
∑′
V <m6X/V
bm
∑′
V <n6X/m
Λ(n)eq(amn+bmn),
am =
∑
r`=m, r,`6V
µ(r)Λ(`), bm =
∑
d|m, d6V
µ(d).
By Abel summation formula and Lemma 2.1, we write the inner sum S1(m) in S1 as
follows:
S1(m) =
∑′
n6X/m
(lnn)eq(amn+ bmn) = C
(
X/m
)
ln
(
X/m
) − ∫ X/m
1
C(u)
du
u
,
C(u) =
∑′
n6u
eq(amn+ bmn) =
[
u
q
]
S(a, b; q) +
∑′
16n6 q{u/q}
eq(amn+ bmn) 

[
u
q
]√
qτ(q) +
√
qτ(q) ln q 
(
u√
q
+
√
q ln q
)
τ(q).
Hence,
S1(m)  X
m
τ(q)√
q
lnX +
√
qτ(q)(ln q) lnX,
S1  X τ(q)√
q
(lnX)2 + V
√
qτ(q)(ln q) lnX.
The same estimate holds for the sum S2.
Next, we split the domains (V, V 2] and (1, XV −1] of m and n in S3 into segments
of the type M < m6M1, N < n6N1 (M16 2M , N16 2N) by the points M = 2sV ,
N = XV 2−t, s, t = 1, 2, . . .. Thus we obtain the expansion of S3 into the sums U(M,N)
from Lemma 2.4. Using the inequality (5) and denoting the summation overM,N under
considering by twin prime sign, we get
S3  (lnX)
∑′′
V <M 6V 2
∑′′
1<N 6XM−1
(
M
√
N +
MN
4
√
q
τ(q) + N
√
M 4
√
q
√
lnX
)

 (lnX)
∑′′
V <M 6V 2
(√
X
√
M +
X
4
√
q
τ(q) +
X√
M
4
√
q
√
lnX
)

 V
√
X lnX +
X
4
√
q
(lnX)2τ(q) +
X√
V
4
√
q(lnX)3/2.
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Similarly, splitting (V,XV −1] to diadic intervals and using (6), we find that
S4  (lnX)2
∑′′
V <M 6XV −1
∑′′
V <N 6XM−1
(
M
√
N +
MN
4
√
q
τ(q)√
lnX
+ N
√
M 4
√
qτ(q)
)

 V
√
X(lnX)2 +
X
4
√
q
(lnX)5/2τ(q) +
X√
V
4
√
q(lnX)2.
Summing the estimates for Sj, 16 j6 4, we get
Tq(X)  V√q(lnX)2τ(q) + V
√
X(lnX)2 +
X
4
√
q
(lnX)5/2τ(q) +
X√
V
4
√
q(lnX)2τ(q).
Now we choose V balancing the second and the last terms:
V
√
X(lnX)2 =
X√
V
4
√
q(lnX)2τ(q), that is, V = X1/3q1/6(τ(q))2/3.
The condition V 6
√
X is equivalent to the inequality X > qτ 4(q) which is obviously true
for X under considering. Thus we obtain:
Tq(X)  X1/3q2/3(lnX)2(τ(q))5/3 + X5/6q1/6(lnX)2(τ(q))2/3 + X
4
√
q
(lnX)5/2τ(q) 
 X
{(
q
X
(τ(q))5/2(lnX)3
)2/3
+
(
q
X
(τ(q))4(lnX)12
)1/6
+
(lnX)5/2
4
√
q
τ(q)
}

 X
{(
q
X
)1/6
(τ(q))2/3(lnX)2 +
(lnX)5/2
4
√
q
τ(q)
}
.
Theorem is proved. 
Corollary. Under the conditions of Theorem 2.1, Wq(a, b;X) pi(X)∆.
Proof. By Abel summation formula,
Wq(a, b;X) =
∑′
n6X
Λ(n)
lnn
eq(an+ bn) + O(
√
X) =
Tq(X)
lnX
+
∫ X
2
Tq(u)du
u(lnu)2
+ O(
√
X).
Setting Y = qτ 4(q)(ln q)12, we estimate Tq(u) trivially for 26u6Y and by Theorem 2.1
for Y < u6X. Thus we get
Wq(a, b;X)  pi(X)∆ + Y
(lnY )2
+
∫ X
Y
(
u−1/6q1/6(τ(q))2/3 +
τ(q)
4
√
q
√
lnu
)
du
 pi(X)∆ + Y
(lnY )2
+
X∆
(lnX)2
 pi(X)∆.
Corollary is proved. 
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The Generalized Riemann hypothesis allows one to improve the estimates of Theorem
2.1 and its corollary. Namely, the following assertion holds true.
Theorem 2.2. Let q, a, b be integers, (ab, q) = 1 and suppose that X > q(ln q)4. Then,
under the generalized Riemann hypothesis, the following estimate holds:
Tq(X) X∆1, where ∆1 =
√
q
ϕ(q)
τ(q) +
√
q
X
(lnX)2.
Proof. First we write Tq(X) as follows:
Tq(X) =
q∑′
ν=1
∑
n6X
n≡ν (mod q)
Λ(n)eq(an+ bn) =
q∑′
ν=1
eq(aν + bν)
∑
n6X
n≡ν (mod q)
Λ(n).
Further, the inner sum is written as∑
n6X
Λ(n)
ϕ(q)
∑
χ (mod q)
χ(n)χ(ν) =
1
ϕ(q)
∑
χmod q
χ(ν)
∑
n6X
χ(n)Λ(n) =
1
ϕ(q)
∑
χmod q
χ(ν)ψ(X;χ),
where
ψ(X;χ) =
∑
n6X
χ(n)Λ(n).
Thus,
Tq(X) =
1
ϕ(q)
∑
χmod q
ψ(X;χ)
q∑′
ν=1
χ(ν)eq(aν + bν) =
1
ϕ(q)
∑
χmod q
ψ(X;χ)S(a, b, q;χ),
where
S(a, b, q;χ) =
q∑′
ν=1
χ(ν)eq(aν + bν).
Extracting the contribution from the principal character χ0 we find that
Tq(X) =
ψ(X;χ0)
ϕ(q)
S(a, b; q) + R, where |R| 6 1
ϕ(q)
∑
χ 6=χ0
|ψ(X;χ)| · |S(a, b, q;χ)|.
One can check that
ψ(X;χ0) = ψ(X) + O((lnX)
2)  X.
Moreover, the Generalized Riemann hypothesis yields that ψ(X;χ)  √X(lnX)2 for
any χ 6= χ0 (see, for example, [17, Ch. 20]). Hence,
Tq(X)  X
ϕ(q)
√
qτ(q) +
√
X
ϕ(q)
(lnX)2S,
where
S =
∑
χmod q
|S(a, b; q, χ)|.
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By Cauchy’s inequality,
S2 6 ϕ(q)
∑
χmod q
∣∣∣∣ q∑′
ν=1
χ(ν)eq(aν+bν)
∣∣∣∣2 = ϕ(q) ∑
χmod q
q∑′
µ,ν=1
χ(ν)χ(µ)eq(a(ν−µ)+b(ν−µ)) =
= ϕ(q)
q∑′
µ,ν=1
eq(a(ν − µ) + b(ν − µ))
∑
χmod q
χ(ν)χ(µ) = ϕ3(q).
Therefore,
Tq(X)  X
ϕ(q)
√
q τ(q) +
√
X
√
ϕ(q) (lnX)2  X∆1. 
Corollary. Under the condition of Theorem 2.2, Wq(a, b;X) pi(X)∆1.
The proof follows the same lines as the proof of Corollary to Theorem 2.1, but with
Y = q(ln q)4.
3. Application to a congruence with inverses.
Following two lemmas are proved in [12].
Lemma 3.1. Let 0 < ε < 0.1 be any fixed constant, q> q0(ε), (ab, q) = 1. Then, for
any X satisfying the conditions q 3/4+ε6X 6 (q/2)3/2, the sum
Wq(X) = Wq(a, b;X) =
∑′
p6X
eq(ap+ bp)
obeys the estimate Wq(X) Xqε∆, where
∆ =
{(
q 3/4X−1
)1/7
, when q 3/46X 6 q 7/8,(
q 2/3X−1
)3/35
, when q 7/86X 6 (q/2)3/2.
Lemma 3.2. Suppose that (ab, q) = 1. Then the number of solutions of the congruence
g(x) ≡ g(y) (mod q) with the conditions 16x, y6 q does not exceed κ(q)6 2ω(q)+1τ(q)q.
These assertions together with the estimates of Theorems 2.1, 2.2 allow one to study
the solvability of some congruences to any composite modulus. In what follows, we prove
Theorem 3.1. Let 0 < ε < 0.01 be an arbitrary fixed constant and let k> 3 be
any fixed integer. Suppose that q> q0(ε, k). Further, let (ab, q) = 1 and g(x) ≡ ax + bx
(mod q). Finally, let
ck =
2(k + 33)
3k + 64
if 36 k6 16 and ck =
3k + 50
4(k + 12)
if k> 17,
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and suppose that q ck+ε6N 6 q. Then the number Ik(N) = Ik(N, q, a, b,m) of solutions
of (4) in primes pj 6N , (pj, q) = 1, is equal to
Ik(N) =
pik(N)
q
(
κk(q) + O(∆k)
)
.
Here κk(q) = κk(a, b,m; q) is some non-negative multiplicative function of q for any fixed
tuple k, a, b and m. Moreover,
a) for any k> 7 we have ∆k = (ln lnN)B(lnN)−A, where
A =
1
2
+
29
2
(k − 7), B = 2k − 1;
b) for any k> 3 we have ∆k = q− ε, if Generalized Riemann hypothesis is true.
Remark. For any k> 3, we have ck6 1− 173 < 1.
Proof. Obviously, we have
Ik(N) =
1
q
q∑
c=1
eq(−cm)W kq (ac, bc;N).
If (c, q) = δ then q = δr, c = δf for some f, r with (r, f) = 1. Hence,
Ik(N) =
1
q
∑
r|q
r∑
f=1
(f,r)=1
er(−mf)W kδr(aδf, bδf ;N). (7)
For the proof of the unconditional result, we set L = lnN , F = LC , C = 70, G =
2N2/3 and split the sum in (7) into three parts I(1)k , I
(2)
k and I
(3)
k satisfying the intervals
16 r6F , F < r6G, G < r6 q (some of them may be empty). The first part contributes
to the main term in the asymptotic for Ik(N), and the others give the remainder.
The calculation of I(1)k . First, we note that
Wδr(aδf, bδf ;N) =
∑
p6N
p-q
er(f(ap+ bp)) = Wr(af, bf ;N) + θ1ω(q), |θ1|6 1. (8)
Further,
Wr(af, bf ;N) =
r∑
h=1
(h,r)=1
er(f(ah+ bh))
∑
p6N
p≡h (mod r)
1 =
r∑
h=1
(h,r)=1
er(f(ah+ bh))pi(N ; r, h).
By Siegel-Walfisz theorem, for 1 < r6F we have
pi(N ; r, h) =
pi(N)
ϕ(r)
+ O
(
pi(N)e−c
√L), c > 0.
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Hence,
Wδr(aδf, bδf ;N) =
pi(N)
ϕ(r)
S(af, bf ; r) + O
(
rpi(N)e−c
√L).
Consequently,
W kδr(aδf, bδf ;N) =
=
pik(N)
ϕk(r)
Sk(af, bf ; r) + O
(
pik(N)
ϕk−1(r)
|S(af, bf ; r)|k−1e−c
√L
)
+ O
(
pik(N)rke−ck
√L) =
=
pik(N)
ϕk(r)
Sk(af, bf ; r) + O
(
pik(N)e−c1
√L), c1 = 23 c.
Hence, turning to the sum I(1)k , we get
I
(1)
k =
1
q
∑
r|q
16 r6F
er(−mf)
{
pik(N)
ϕk(r)
Sk(af, bf ; r) + O
(
pik(N)e−c1
√L)} =
=
pik(N)
q
∑
r|q
16 r6F
Ak(r) + O
(
pik(N)
q
e−c2
√L
)
,
where
Ak(r) = Ak(a, b,m; r) =
1
ϕk(r)
r∑
f=1
(f,r)=1
er(−mf)Sk(af, bf ; r), c2 = 13 c.
Now we show that Ak(r) is a multiplicative function of r (for any fixed a, b,m and k).
Indeed, let (r1, r2) = 1, where (r1, r2) = 1 and r1, r2 > 1. If y and z run through the
reduced residual systems moduli r1 and r2 then x = yr2 + zr1 runs through the reduced
residual system modulo r and, moreover,
x ≡ y r22r2 + z r21r1 (mod r),
where yy ≡ r2r2 ≡ 1 (mod r1), zz ≡ r1r1 ≡ 1 (mod r2). Therefore,
S(u, v; r) =
r∑
x=1
(x,r)=1
exp
(
2pii
r
(ux+ vx)
)
=
=
r1∑
y=1
(y,r1)=1
r2∑
z=1
(z,r2)=1
exp
(
2pii
r1r2
(uy r22r2 + uz r
2
1r1 + vyr2 + vzr1)
)
=
=
r1∑
y=1
(y,r1)=1
exp
(
2pii
r1
(uy r22 + vy)
) r2∑
z=1
(z,r2)=1
exp
(
2pii
r2
(uz r21 + vz)
)
.
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Changing the variables y, z to yr2, zr1, we get
S(u, v; r) =
r1∑
y=1
(y,r1)=1
exp
(
2piir2
r1
(uy + vy)
) r2∑
z=1
(z,r2)=1
exp
(
2piir1
r2
(uz + vz)
)
=
= S(ur2, vr2; r1)S(ur1, vr1; r2).
Further, if f runs through the reduced residual system modulo r = r1r2 then f is
represented in the form f = sr2 + tr1 where s, t run through the reduced systems moduli
r1 and r2. Thus, we obtain
S(af, bf ; r) = S(afr2, bfr2; r1)S(afr1, bfr1; r2) = S(as, bs; r1)S(at, bt; r2),
er(−mf) = er1(−ms)er2(−mt).
Therefore,
Ak(r) =
1
ϕk(r)
r∑
f=1
(f,r)=1
er(−mf)Sk(af, bf ; r) =
=
1
ϕk(r1)
r1∑
s=1
(s,r1)=1
er1(−ms)Sk(as, bs; r1) ·
1
ϕk(r2)
r2∑
t=1
(t,r2)=1
er2(−mt)Sk(at, bt; r2) =
= Ak(r1)Ak(r2).
If (u, v, r) = 1 then, by Lemma 2.1,
|Ak(r)| < ϕ(r) r
k/2τ k(r)
ϕk(r)
ε r−k/2+1+ε, (9)
and hence ∣∣∣∣ ∑
F<r6 q
r|q
Ak(r)
∣∣∣∣ ε ∑
r>F
r−k/2+1+ε ε F −k/2+2+ε
for k> 2. Therefore,
I
(1)
k =
pik(N)
q
κk(q) + Oε
(
pik(N)
q
(
F −k/2+2+ε + e−c2
√L)) =
=
pik(N)
q
κk(q) + Oε
(
pik(N)
q
L−A(k/2−2−ε)
)
, (10)
where
κk(q) = κk(a, b,m; q) =
∑
r|q
Ak(q).
Obviously, κk(q) is multiplicative function for fixed a, b,m and k.
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The estimation of I(j)k , j = 2, 3. Denote by Ej, j = 2, 3 the segments F < r6G
and G < r6 q. Then, by (8) we have
|I(j)k | 6
1
q
∑
r|q
r∈Ej
r∑
f=1
(f,r)=1
∣∣Wr(af, bf ;N) + θ1ω(q)∣∣k 6
6 2
k−1
q
∑
r|q
r∈Ej
r∑
f=1
(f,r)=1
(|Wr(af, bf ;N)|k + ωk(q)) 6
6 2
k−1
q
∑
r|q
r∈Ej
W k−2r
r∑
f=1
|Wr(af, bf ;N)|2 + (2ω(q))
k
q
∑
r|q
ϕ(r) =
=
2k−1
q
∑
r|q
r∈Ej
W k−2r rJr(N) + (2ω(q))
k,
where Wr = max
(f,r)=1
|Wr(af, bf ;N)| and Jr(N) denotes the number of solutions of the
congruence
g(p1) ≡ g(p2) (mod r)
in primes 1 < p1, p26N . Splitting the domain of p1 and p2 into segments of length r and
using Lemma 3.2 we get:
rJr(N) 6
([
Nr−1
]
+ 1
)2
2ω(r)+1r2τ(r)  (N2 + r2)τ 2(r).
If j = 2 then r6G = 2N 2/3 for any r ∈ Ej, that is N > r 3/2 and N2 + r2  N2. Using
the Corollary of Theorem 2.1 we get
Wr  pi(N)
{(
r
N
)1/6
L2(τ(r))2/3 + L5/2 τ(r)
4
√
r
}

 pi(N)
{
N−1/18L2(τ(r))2/3 + L5/2 τ(r)
4
√
r
}
.
Hence,
I
(2)
k 
1
q
∑
F<r6G
r|q
pik−2(N)
{(
τ 2(r)L6
N1/6
)(k−2)/3
+ L5k/2−3 (τ(r))
k−2
r(k−2)/4
}
N2τ 2(r) 
 pi
k(N)
q
∑
F<r6G
r|q
{
L2
(
τ 2(r)L6
N1/6
)(k−2)/3
+ L5k/2−1 (τ(r))
k−2
r(k−2)/4
}
τ 2(r) 
14
 pi
k(N)
q
{
N−(k−2)/18L2(k−1)
∑
r|q
(τ(r))2(k+1)/3 + L5k/2−1
∑
F<r6G
r|q
(τ(r))k
r(k−2)/4
}

 pi
k(N)
q
{
N−(k−2)/18L2(k−1)(τ(q))(2k+5)/3 + L5k/2−1
∑
r>F
(τ(r))k
r(k−2)/4
}
.
The first term does not exceed N−(k−2)/206N−1/4. Next, in view of the inequality k> 7
we have (k − 2)/4> 5/4 > 1 and the series over r converges. By Mardzhanishvili’s
inequality [16], we can easily conclude that this sum is bounded by
(lnF )2
k−1
F (k−6)/4
 (lnL)
2k−1
LC(k−6)/4 .
Thus we get
I
(2)
k 
pik(N)
q
{
N−1/4 + L5k/2−1 (lnL)
2k−1
LC(k−6)/4
}
 pi
k(N)
q
(lnL)2k−1
LA , (11)
where
A =
C
4
(k − 6) − 5k
2
+ 1 =
29
2
(k − 7) + 1
2
.
We apply the same arguments in the case j = 3, replacing the estimate of Corollary of
Theorem 2.1 by the estimate of Lemma 3.1. Thus, for any fixed ε we have
Wr 
(
N6/7r3/28 + N32/35r2/35
)
rε /(4k)  pi(N)(N−1/7q3/28 + N−3/35q2/35)qε /(3k),
rJr(N)  (N2 + r2)τ 2(r)  q2τ 2(q)  pi2(N)N−2q2+ε /6,
and hence
I
(3)
k 
pik(N)
q
∑
G<r6 q
r|q
(
N−(k−2)/7q3(k−2)/28 + N−3(k−2)/35q2(k−2)/35
)
N−2q2 qε /2−2 ε /(3k) 
 pi
k(N)
q
q0.5 ε
(
N−(k−2)/7−2q3(k−2)/28+2 + N−3(k−2)/35−2q2(k−2)/35+2
) 
 pi
k(N)
q
q0.5 ε
{(
qαk
N
)(k+12)/7
+
(
qβk
N
)(3k+64)/35}
,
where
αk =
3k + 50
4(k + 12)
, βk =
2(k + 33)
3k + 64
.
Since max (αk, βk) = ck, for N > qck+ε we have
I
(3)
k 
pik(N)
q
q0.5 ε
(
q− ε(k+12)/7 + q− ε(3k+64)/35
) 
 pi
k(N)
q
(
q− ε(2k+17)/14 + q− ε(6k+93)/70
)  pik(N)
q
q− ε. (12)
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Now the desired assertion follows from the relation (10) and the estimates (11), (12).
The conditional proof follows the same lines, but we need to choose F = N1/3,
G = N2/3. If the Generalized Riemann hypothesis is true then
pi(x; r, c) =
pi(x)
ϕ(r)
+ O(
√
x lnx)
for any (r, c) = 1 (see [17, Ch. 20]; the constant in O-symbol is absolute). Hence, passing
to the calculation of I(1)k and using the inequality (9), we find
Wr(af, bf ;N) =
pi(N)
ϕ(r)
S(af, bf ; r) + O
(
ϕ(r)L
√
N
)
,
W kδr(aδf, bδf,N) =
pik(N)
ϕk(r)
Sk(af, bf ; r) + O
(
pik−1(N)
ϕk−1(r)
(
√
rτ(r))k−1 ϕ(r)L
√
N
)
+
+ O(ϕk(r)Nk/2Lk)
and therefore
I
(1)
k =
pik(N)
q
∑
16 r6F
r|q
Ak(r) + O
(
Nk/2
q
Lk
∑
16 r6F
r|q
ϕk+1(r)
)
+
+ O
(
pik−1(N)
q
L
√
N
∑
16 r6F
r|q
(
√
rτ(r))k−1
ϕk−3(r)
)
. (13)
The second term in (13) does not exceed in order
Nk/2Lk
q
F k+1τ(q)  pi
k(N)
q
F k+1
Nk/2
L2kτ(q)  pi
k(N)
q
N−(k−2)/6L2kτ(q)  pi
k(N)
q
q− ε.
Further, since
r
ϕ(r)
 ln ln r  lnL,
then the last term in (13) is estimated as
pik(N)
q
L2√
N
∑
16 r6F
r|q
(
r
ϕ(r)
)k−3
τ k−1(q)
r(k−1)/2
rk−3

 pi
k(N)
q
L2√
N
(lnL)k−3τ k−1(q)
∑
16 r6F
r|q
r−(k−5)/2 
 pi
k(N)
q
L2√
N
(lnL)k−3τ k(q)(1 + F−(k−5)/2) 
 pi
k(N)
q
L2(lnL)k−3τ k(q)(N −1/2 + N−(k−2)/6)  pik(N)
q
q− ε.
16
Next, the term I(2)k is estimated by Corollary of Theorem 2.2:
I
(2)
k 
1
q
∑
F<r6G
r|q
pik−2(N)
{(√
rτ(r)
ϕ(r)
)k−2
+
(
r
N
)(k−2)/2
L2(k−2)
}
N2τ 2(r) 
 pi
k(N)
q
L2τ 2(q)
{ ∑
F<r6G
r|q
(
r
ϕ(r)
)k−2(
τ(r)√
r
)k−2
+
(
GN−1
)(k−2)/2L2(k−2)} 
 pi
k(N)
q
L2τ 2(q)
{
(lnL)k−2
∑
F<r6G
r|q
(
τ(q)√
r
)k−2
+ N−(k−2)/6L2(k−2)
}

 pi
k(N)
q
L2(F−(k−2)/2(lnL)k−2τ k+1(q) + N−(k−2)/6τ 2(q)L2(k−2)) 
 pi
k(N)
q
N−(k−2)/6τ k+1(q)L2k−2  pi
k(N)
q
q− ε. (14)
Finally, the estimate (12) of I(3)k in unconditional case is still true. Now the assertion
follows from the relations (12)-(14). 
Remark. Estimating the term I(2)k unconditionally, we essentially use the fact that
k> 7. In this case, the sum∑
r|q
F<r6G
(τ(r))k
r(k−2)/4
=
∑
r|q
r>F
(τ(r))k
r(k−2)/4
+ O
(
τ k+1(q)
G
)
=
∑
r|q
r>F
(τ(r))k
r(k−2)/4
+ O
(
N−2/3+ε
)
is small. It is naturally to ask whether this sum is small for k6 6. It is easy to prove that
this is true for almost all q. However, in general case, for k = 6, even the estimate∑
r|q
r>F
(τ(r))k
r(k−2)/4
=
∑
r|q
r>F
τ 6(r)
r
= O(1)
does not hold. To show this, it is sufficient to prove that for any fixed constant A > 1
there exists an infinite sequence of moduli q such that the sums
Σ(q;A) =
∑
d|q
d>(ln q)A
1
d
do not satisfy the estimate Σ(q;A) = O(1), and, moreover Σ(q;A)→ +∞ when q → +∞.
To do this, we need some definitions. Namely, let Ψ(x, y) and Ψ2(x, y) denote the
number of n6x (squarefree n6x, respectively) that are free of prime factors p6 y (here
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26 y6x). Then, given ε > 0, one has
Ψ(x, y) = x%(u)
(
1 + O
( ln (1 + u)
ln y
))
, (15)
Ψ2(x, y) =
6
pi2
Ψ(x, y)
(
1 + O
( ln2 (u+ 1)
ln y
))
, u =
lnx
ln y
. (16)
The first one holds uniformly in e(ln lnx)2+ε 6 y6x, and the second one holds uniformly
in xε6 y6x (for the proof of (15), see, for example, [18, Ch. III.5, Cor. 9.3]; the relation
(16) can be derived from the first one in the way pointed in [19]). The symbol %(u) stands
here for Dickman function defined by the following conditions:
%(u) ≡ 1 when 0 < u6 1, u%′(u) + %(u− 1) = 0 for u > 1.
Now suppose thatA > 1 is arbitrary large but fixed number and suppose thatX >X0(A) >
2. Denote q =
∏
p6X
p (here and below in this section, we use the same notation q which
stands for the modulus of the congruence; but this does not lead us to confusion). By
prime number theorem,
ln q =
∑
p6X
ln p = X
(
1 + O(e−c
√
lnX)
)
, c > 0,
so we have XA = (ln q)A(1 + o(1)). Next, by Mertens formula,
S =
∑
d|q
1
d
=
∏
p6X
(
1+
1
p
)
=
∏
p6X
(
1− 1
p2
)(
1−1
p
)−1
=
6
pi2
eγ(lnX)
(
1 +O(e−c
√
lnX)
)
.
(17)
Further, let
S1 =
∑
d|q
d6XA
1
d
.
Then, using the notation P+(n) for the greatest prime divisor of n> 2, we get
S1 =
∑
n6XA
P+(n)6X
µ2(n)
n
=
( ∑
n6X
+
∑
X<n6XA
P+(n)6X
)
µ2(n)
n
= S2 + S3.
Basic property of Mo¨bius function implies the formula
S2 =
6
pi2
(
lnX + γ + 2
∑
p
ln p
p2 − 1
)
+ O
(
lnX√
X
)
.
Next, by Abel summation formula we get
S3 =
1
XA
(
Ψ2(X
A, X)−Ψ2(X,X)
)
+
∫ XA
X
(
Ψ2(u,X)−Ψ2(X,X)
)du
u2
=
=
Ψ2(X
A, X)
XA
+
∫ XA
X
Ψ2(u,X)
du
u2
− Ψ2(X,X)
X
.
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Since
Ψ2(X,X) =
6
pi2
X + O
(√
X
)
,
then (16) implies
S3 =
6
pi2
(
1 +O(∆)
) ∫ XA
X
%
(
lnu
lnX
)
du
u
+
6
pi2
%(A)
(
1 +O(∆)
) − 6
pi2
+ O
( 1√
X
)
=
=
6
pi2
(∫ A
1
%(v)dv
)
(lnX)
(
1 +O(∆)
)
, ∆ =
ln2(A+ 1)
lnX
.
Therefore,
S1 =
6
pi2
(
1 +
∫ A
1
%(v)dv
)
(lnX)
(
1 +O(∆)
)
=
6
pi2
(∫ A
0
%(v)dv
)
(lnX)
(
1 +O(∆)
)
.
(18)
Finally, subtracting (18) from (17), we get
Σ(q;A) =
∑
d|q
d>XA
1
d
=
6
pi2
(
eγ −
∫ A
0
%(v)dv
)
(lnX)
(
1 +O(∆)
)
.
Using the identity∫ +∞
0
%(v)dv = 2%(2) + 3%(3) + 4%(4) + 5%(5) . . . = eγ
(see [18, Ch. III.5, Ex. 2]), we conclude that
Σ(q;A) = c(A)(lnX)
(
1 +O(∆)
)
, c(A) =
∫ +∞
A
%(v)dv > 0.
If X → +∞, then Σ(q;A)→ +∞.
4. Structure of the “singular series”.
In what follows, we study the properties of the “singular series” κk(q) = κk(a, b,m; q).
In this section, we give the “probabilistic” interpretation of the first term in the above
formula for Ik(N).
Since κk(q) is multiplicative over q, it is sufficient to study the case q = pn for prime
p and n> 1. Denote by Vk(q) = Vk(a, b,m; q) the number of solutions of the congruence
g(x1) + . . . + g(xk) ≡ m (mod q) (19)
with the conditions 16xj 6 q, (xj, q) = 1, j = 1, 2, . . . , k. Obviously,
Vk(q) =
1
q
q∑
f=1
eq(−mf)Sk(af, bf ; q).
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Then, for n> 2 we have
Ak(p
n) =
1
ϕk(pn)
{ pn∑
f=1
epn(−mf)Sk(af, bf ; pn) −
pn−1∑
f=1
epn(−mfp)Sk(afp, bfp; pn)
}
=
=
1
ϕk(pn)
{ pn∑
f=1
epn(−mf)Sk(af, bf ; pn) − pk
pn−1∑
f=1
epn−1(−mf)Sk(af, bf ; pn−1)
}
=
=
1
pk(n−1)(p− 1)k
(
pnVk(p
n)−pk+n−1Vk(pn−1)
)
=
p
(p− 1)k
(
Vk(p
n)
p(k−1)(n−1)
− Vk(p
n−1)
p(k−1)(n−2)
)
.
By similar arguments, we find that
Ak(p) =
pVk(p)− (p− 1)k
(p− 1)k =
pVk(p)
(p− 1)k − 1.
Thus we obtain
κk(pn) =
n∑
µ=0
Ak(p
µ) = 1 +
(
pVk(p)
(p− 1)k − 1
)
+
n∑
µ=2
p
(p− 1)k
(
Vk(p
µ)
p(k−1)(µ−1)
− Vk(p
µ−1)
p(k−1)(µ−2)
)
=
=
p
(p− 1)k ·
Vk(p
n)
p(k−1)(n−1)
=
pnVk(p
n)
ϕk(pn)
.
Hence, in the case of an arbitrary modulus q we have
κk(q) =
q
ϕk(q)
∏
pn||q
Vk(p
n) =
qVk(q)
ϕk(q)
(here we use the multiplicativity of Vk(q) over q; this fact easily follows from Chinese
remainder theorem). Now the first term in the expression for Ik(N) can be expressed as
follows:
pik(N)
q
qVk(q)
ϕk(q)
=
(
pi(N)
ϕ(q)
)k
Vk(q) (20)
The ratio pi(N)/ϕ(q) is the density of primes p6N in the reduced residual system
(N < q). Therefore, the coefficient (pi(N)/ϕ(q))k in (20) is the “probability” of that all
the components of the tuple (x1, . . . , xk) satisfying (19), are prime numbers. In other
words, this is the probability of that the solution of (19) is also the solution of the initial
congruence (4).
5. Explicit formulae for the quantities Ak(pn), 36 k6 5, via Ramanujan
sums.
To study the properties of κk(q), we need the explicit expressions for the quantities
S(a, b; pn), Ak(a, b,m; pn), n> 2.
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Lemma 5.1. Let p> 3 and (ab, p) = 1. If ab is a quadratic non-residue modulo p then
S(a, b; pn) = 0 for any n> 2. Otherwise, setting q for pn and ν for any solution of the
congruence ab ≡ ν2 (mod q), we have
S(a, b; q) = S(ν, ν; q) =
2
√
q cos
(
4piν
q
)
for even n,
2
√
q
(
ν
q
)
cos
(
4piν
q +
pis
2
)
for odd n,
where s = 0 for p ≡ 1 (mod 4) and s = 1 for p ≡ 3 (mod 4).
For the proof, see [20].
Corollary. Under the conditions of Lemma 5.1, for any n> 2 and q = pn we have
|S(a, b; q)| < 2√q.
Remark. For the most part of number-theoretic applications, only the Corollary
of Lemma 5.1 is sufficient. It is surprisingly enough that the below explicit formulas
for Ak(q) are used essentially in the deriving of the precise expressions for complete
Kloosterman sums given by Lemma 5.1. The connection between Lemma 5.1 and the
expressions for Ak(q) is given by well-known Ramanujan sums.
Recall that Ramanujan sum cq(a) (see [21]) is defined by the following relations:
cq(a) =
q∑′
f=1
e2pii
af
q =
q∑′
f=1
cos
(2piaf
q
)
.
It is well-known that
cq(a) =
ϕ(q)
ϕ(q/δ)
µ
(q
δ
)
, δ = (q, a),
(see, for example, [22, Ch. XVI, Th. 272]). In particular, if q = pn, n> 2, and δ = pr
then
cq(a) =

0, if 06 r6n− 2,
−pn−1, if r = n− 1,
ϕ(pn), if r = n.
(21)
We also introduce the quantities
uq(a) = Rewq(a), vq(a) = Imwq(a), where wq(a) =
q∑
f=1
(f
q
)
e2pii
af
q
and
(f
q
)
stands for Jacobi symbol in this section.
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Lemma 5.2. If p> 3 is prime, n is odd and q = pn then the following relations hold:
uq(a) =

( b
p
)
pn−1/2, when a = bpn−1, p ≡ 1 (mod 4),
0, otherwise,
vq(a) =

( b
p
)
pn−1/2, when a = bpn−1, p ≡ 3 (mod 4),
0, otherwise.
Proof. In fact, let a = bpr where (b, p) = 1 and 06 r6n−1. Then, setting f = g+pn−rh,
where 16 g6 pn−r and 16h6 pr, we get
wq(a) =
pn−r∑
g=1
pr∑
h=1
(g
p
)
exp
(
2pii
b
pn−r
(g + pn−rh)
)
= pr
pn−r∑
g=1
(g
p
)
exp
(
2pii
bg
pn−r
)
=
= pr
( b
p
) pn−r∑
g=1
(g
p
)
exp
(
2pii
g
pn−r
)
.
If n− r = 1 then the sum over g coincides with Gaussian sum
p∑
g=1
(g
p
)
e2pii
g
p =
{√
p, p ≡ 1 (mod 4),
i
√
p, p ≡ 3 (mod 4).
Otherwise, setting g = s+ pn−r−1t where 16 s6 pn−r−1, 16 t6 p, we find
wq(a) = p
r
( b
p
) pn−r−1∑
s=1
(s
p
)
exp
(
2pii
s
pn−r
) p∑
t=1
e2pii
t
p = 0.
Lemma is proved. 
Lemma 5.3. Suppose that p> 3, n> 2, q = pn, and let a, b,m be any triple satisfying
to the conditions: 16 a, b,m6 q, (ab, p) = 1,
(ab
p
)
= 1. Finally, let ν be any solution of
the congruence ab ≡ ν2 (mod q). Then the following relations hold:
A3(q) =

q
√
q
ϕ3(q)
(
cq(m+ 6ν) + cq(m− 6ν) + 3cq(m+ 2ν) + 3cq(m− 2ν)
)
,
when n is even,
q
√
q
ϕ3(q)
(ν
p
) (
uq(m+ 6ν) + uq(m− 6ν) + 3uq(m+ 2ν) + 3uq(m− 2ν)
)
,
when n is odd and p ≡ 1 (mod 4),
q
√
q
ϕ3(q)
(ν
p
) (
vq(m+ 6ν)− vq(m− 6ν)− 3vq(m+ 2ν) + 3vq(m− 2ν)
)
,
when n is odd and p ≡ 3 (mod 4).
(22)
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Proof. By Lemma 5.1, for even n we have
S(af, bf ; q) = S(νf, νf ; q) = 2
√
q cos
(4piνf
q
)
.
Hence,
A3(q) =
1
ϕ3(q)
q∑′
f=1
cos
(2pimf
q
)(
2
√
q cos
(4piνf
q
))3
=
=
8q
√
q
ϕ3(q)
q∑′
f=1
cos
(2pimf
q
)
cos3
(4piνf
q
)
.
Next, using the identity cos3 ϑ =
1
4
cos 3ϑ+
3
4
cosϑ, we obtain
A3(q) =
8q
√
q
ϕ3(q)
q∑′
f=1
cos
(2pimf
q
)(1
4
cos
(12piνf
q
)
+
3
4
cos
(4piνf
q
))
=
=
2q
√
q
ϕ3(q)
q∑′
f=1
(
cos
(2pimf
q
)
cos
(12piνf
q
)
+ 3 cos
(2pimf
q
)
cos
(4piνf
q
))
=
=
q
√
q
ϕ3(q)
q∑′
f=1
{
cos
(2pif
q
(m+ 6ν)
)
+ cos
(2pif
q
(m− 6ν)
)
+
+ 3 cos
(2pif
q
(m+ 2ν)
)
+ 3 cos
(2pif
q
(m− 2ν)
)}
=
=
q
√
q
ϕ3(q)
(
cq(m+ 6ν) + cq(m− 6ν) + 3cq(m+ 2ν) + 3cq(m− 2ν)
)
.
In the case of odd n and p ≡ 1 (mod 4), Lemma 5.1 implies:
A3(q) =
1
ϕ3(q)
q∑′
f=1
cos
(2pimf
q
)(
2
(νf
q
)√
q cos
(4piνf
q
))3
=
=
8q
√
q
ϕ3(q)
(ν
q
) q∑′
f=1
(f
q
)
cos
(2pimf
q
)
cos3
(4piνf
q
)
=
=
8q
√
q
ϕ3(q)
(ν
q
) q∑′
f=1
(f
q
)
cos
(2pimf
q
){1
4
cos
(12piνf
q
)
+
3
4
cos
(4piνf
q
)}
=
=
2q
√
q
ϕ3(q)
(ν
q
) q∑′
f=1
(f
q
){
cos
(2pimf
q
)
cos
(12piνf
q
)
+ 3 cos
(2pimf
q
)
cos
(4piνf
q
)}
=
23
=
q
√
q
ϕ3(q)
(ν
q
) q∑′
f=1
(f
q
){
cos
(2pi
q
(m+ 6ν)
)
+ cos
(2pi
q
(m− 6ν)
)
+
+ 3 cos
(2pi
q
(m+ 2ν)
)
+ 3 cos
(2pi
q
(m− 2ν)
)}
=
=
q
√
q
ϕ3(q)
(ν
q
)(
uq(m+ 6ν) + uq(m− 6ν) + 3uq(m+ 2ν) + 3uq(m− 2ν)
)
.
In the case of odd n and p ≡ 3 (mod 4), the identity sin3 ϑ = −1
4
sin 3ϑ+
3
4
sinϑ together
with Lemma 5.1 imply:
A3(q) = −
8q
√
q
ϕ3(q)
(ν
q
) q∑′
f=1
(f
q
)
cos
(2pimf
q
)
sin3
(4piνf
q
)
=
=
8q
√
q
ϕ3(q)
(ν
q
) q∑′
f=1
(f
q
)
cos
(2pimf
q
){1
4
sin
(12piνf
q
)
− 3
4
sin
(4piνf
q
)}
=
=
2q
√
q
ϕ3(q)
(ν
q
) q∑′
f=1
(f
q
){
cos
(2pimf
q
)
sin
(12piνf
q
)
− 3 cos
(2pimf
q
)
sin
(4piνf
q
)}
=
=
q
√
q
ϕ3(q)
(ν
q
) q∑′
f=1
(f
q
){
sin
(2pif
q
(m+ 6ν)
)
− sin
(2pif
q
(m− 6ν)
)
−
− 3 sin
(2pif
q
(m+ 2ν)
)
+ 3 sin
(2pif
q
(m− 2ν)
)}
=
=
q
√
q
ϕ3(q)
(ν
q
)(
vq(m+ 6ν)− vq(m− 6ν)− 3vq(m+ 2ν) + 3vq(m− 2ν)
)
.
Lemma is proved. 
Lemma 5.4. Under the conditions of Lemma 5.2, we have
A4(q) =
q2
ϕ4(q)
(
cq(m+8ν)+cq(m−8ν) + 4(−1)
n
2
(p−1)(
cq(m+4ν)+cq(m−4ν)
)
+ 6cq(m)
)
(23)
Remark. Obviously, (−1)
n
2
(p−1)
= −1 only in the case when p ≡ 3 (mod 4), n ≡ 1
(mod 2).
Proof. For even n, Lemma 5.1 implies
A4(q) =
16q2
ϕ4(q)
q∑′
f=1
cos
(2pimf
q
)
cos4
(4piνf
q
)
.
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Hence, using the identity cos4 ϑ =
1
8
cos 4ϑ+
1
2
cos 2ϑ+
3
8
, we get
A4(q) =
2q2
ϕ4(q)
q∑′
f=1
cos
(2pimf
q
){
cos
(16piνf
q
)
+ 4 cos
(8piνf
q
)
+ 3
}
=
=
q2
ϕ4(q)
q∑′
f=1
{
cos
(2pif
q
(m+ 8ν)
)
+ cos
(2pif
q
(m− 8ν)
)
+
+ 4 cos
(2pif
q
(m+ 4ν)
)
+ 4 cos
(2pif
q
(m− 4ν)
)
+ 6 cos
(2pifm
q
)}
=
=
q2
ϕ4(q)
(
cq(m+ 8ν) + cq(m− 8ν) + 4cq(m+ 4ν) + 4cq(m− 4ν) + 6cq(m)
)
.
If n is odd and p ≡ 1 (mod 4) then Lemma 5.1 yields
S4(af, bf ; q) = S4(νf, νf ; q) =
{
2
(νf
q
)√
q cos
(4piνf
q
)}4
= 16q2 cos4
(4piνf
q
)
.
Therefore, A4(q) coincides with the expression given above. Finally, if n is odd and p ≡ 3
(mod 4) then, by Lemma 5.1,
S4(af, bf ; q) =
{
−2
(νf
q
)√
q sin
(4piνf
q
)}4
= 16q2 sin4
(4piνf
q
)
.
Thus, using the identity sin4 ϑ =
1
8
cos 4ϑ− 1
2
cos 2ϑ+
3
8
, we find
A4(q) =
2q2
ϕ4(q)
q∑′
f=1
cos
(2pimf
q
){
cos
(16piνf
q
)
− 4 cos
(8piνf
q
)
+ 3
}
=
=
q2
ϕ4(q)
(
cq(m+ 8ν) + cq(m− 8ν) − 4cq(m+ 4ν)− 4cq(m− 4ν) + 6cq(m)
)
.
Lemma is proved. 
Lemma 5.5. Under the conditions of Lemma 5.2, the following relations hold:
A5(q) =

q2
√
q
ϕ5(q)
(
cq(m+ 10ν) + cq(m− 10ν) + 5cq(m+ 6ν) + 5cq(m− 6ν)+
+ 10cq(m+ 2ν) + 10cq(m− 2ν)
)
, when n is even,
q2
√
q
ϕ5(q)
(ν
p
) (
uq(m+ 10ν) + uq(m− 10ν) + 5uq(m+ 6ν) + 5uq(m− 6ν)+
+ 10uq(m+ 2ν) + 10uq(m− 2ν)
)
, when n is odd and p ≡ 1 (mod 4),
q2
√
q
ϕ5(q)
(ν
p
) (−vq(m+ 10ν) + vq(m− 10ν) + 5vq(m+ 6ν)− 5vq(m− 6ν)−
− 10vq(m+ 2ν) + 10vq(m− 2ν)
)
, when n is odd and p ≡ 3 (mod 4).
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Proof. The proof follows the same lines as above and uses the formulas
cos5 ϑ =
1
24
(
cos 5ϑ+ 5 cos 3ϑ+ 10 cosϑ
)
, sin5 ϑ =
1
24
(
sin 5ϑ− 5 sin 3ϑ+ 10 sinϑ). 
Remark. Using the same arguments, on can obtain the expressions for Ak(q) in the
case of arbitrary k. However, Lemmas 5.3-5.5 are sufficient for our purposes.
6. Some estimates for the quantities Ak(pn).
Explicit formulas for the sums Ak(pn) given in § 5 together with the Corollary of
Lemma 5.1 are used here to estimate absolute values of these quantities.
Lemma 6.1. Suppose that p> 3 is prime. Then for any s>n> 2, k> 5 the following
inequality holds: ∣∣∣ s∑
r=n
Ak(p
r)
∣∣∣ < 2( 2p
p− 1
)k−1
p−n(k/2−1)
1− p1−k/2 .
Proof. Lemma 5.1 implies the bound
|Ak(pr)| < 2
( 2p
p− 1
)k−1
p− r(k/2−1).
Summing this estimate over n6 r6 s, we get the desired result. 
Lemma 6.2. Suppose that p> 3 is prime. Then the inequality
|Ak(p)| <
(2
√
p)k
(p− 1)k−1
(
1
4
+
1
4p
)
holds for any k> 5.
Proof. By Lemma 2.1, |S(u, v; p)| < 2√p for any u, v such that (uv, p) = 1.
Therefore,
|Ak(p)| 6 1
ϕk(p)
p−1∑
f=1
|S(af, bf ; p)|k < (2
√
p)k−2
ϕk(p)
p−1∑
f=1
|S(af, bf ; p)|2 =
=
(2
√
p)k−2
ϕk(p)
( p∑
f=1
|S(af, bf ; p)|2 − |S(0, 0; p)|2
)
=
(2
√
p)k−2
ϕk(p)
(
pI − (p− 1)2),
where I denotes the number of solutions of the congruence
g(x) ≡ g(y) (mod p), 16x, y6 p− 1.
Obviously, I 6 2(p− 1). Hence,
|Ak(p)| 6
(2
√
p)k−2
(p− 1)k
(
2p(p− 1)− (p− 1)2) = (2√p)k−2
(p− 1)k−1 (p+ 1) =
(2
√
p)k
(p− 1)k−1
(
1
4
+
1
4p
)
.
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Lemma is proved. 
Lemma 6.3. Let p> 3 be a prime and suppose that n> 3 when p = 3 and n> 2
when p> 5. Then, for any s>n and for any a, b satisfying the condition
(ab
p
)
= 1 the
following inequality holds:
∣∣∣∣ s∑
r=n
A3(p
r)
∣∣∣∣ 6

3
( p
p− 1
)4
p
− n
2 , when n ≡ 0 (mod 2),
3
(
2− 1
p
)( p
p− 1
)4
p
− n+1
2 , when n ≡ 1 (mod 2);
In particular,∣∣∣∣ s∑
r=2
A3(p
r)
∣∣∣∣ 6 3p3(p− 1)4 ,
∣∣∣∣ s∑
r=4
A3(p
r)
∣∣∣∣ 6 3p2(p− 1)4 ,∣∣∣∣ s∑
r=3
A3(p
r)
∣∣∣∣ 6 3p(2p− 1)(p− 1)4 ,
∣∣∣∣ s∑
r=5
A3(p
r)
∣∣∣∣ 6 3(2p− 1)(p− 1)4 .
Proof. First we prove that each of the formulas (22) for A3(q) contains at most one
non-zero term. Indeed, in the opposite case, the relations (21) together with Lemma 5.2
imply that there exist two numbers among m± 6ν, m± 2ν dividing by pn−1. Hence, the
difference of such numbers is also divisible by pn−1. But this difference has the form ±4ν,
±8ν, ±12ν and can not be divided by pn−1. This leads us to contradiction.
Next, let n6 r6 s. Since |cq(a)|6ϕ(q), |uq(a)|, |vq(a)|6 p r−1/2 then
∣∣A3(pr)∣∣ 6 q√q
ϕ3(q)
· 3ϕ(q) = 3q
√
q
ϕ2(q)
=
3p
3r
2
p2(r−1)(p− 1)2 = 3
( p
p− 1
)2
p
− r
2
for even r and
∣∣A3(pr)∣∣ 6 q√q
ϕ3(q)
· 3pr−
1
2 =
3p
3r
2 · pr−
1
2
p3(r−1)(p− 1)3 = 3
( p
p− 1
)3
p
− r+1
2
for odd r. Thus, if n = 2h is even then∣∣∣∣ s∑
r=n
A3(p
r)
∣∣∣∣ 6 ∑
r> 2h
r≡0 (mod 2)
3
( p
p− 1
)2
p
− r
2 +
∑
r> 2h+1
r≡1 (mod 2)
3
( p
p− 1
)3
p
− r+1
2 =
= 3
( p
p− 1
)2 +∞∑
`=h
p−` + 3
( p
p− 1
)3 +∞∑
`=h
p−`−1 =
= 3
( p
p− 1
)3
p−h + 3
( p
p− 1
)3 p−h
p− 1 = 3
( p
p− 1
)4
p−h = 3
( p
p− 1
)4
p
− n
2 .
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Similarly, if n = 2h+ 1 then∣∣∣∣ s∑
r=n
A3(p
r)
∣∣∣∣ 6 ∑
r> 2h+1
r≡1 (mod 2)
3
( p
p− 1
)3
p
− r+1
2 +
∑
r> 2h+2
r≡0 (mod 2)
3
( p
p− 1
)2
p
− r
2 =
= 3
( p
p− 1
)3 p−h
p− 1 + 3
( p
p− 1
)2 p−h
p− 1 = 3
(
2− 1
p
)( p
p− 1
)4
p
− n+1
2 .
Lemma is proved. 
Lemma 6.4. Under the conditions of Lemma 6.3, one has∣∣∣∣ s∑
r=n
A4(p
r)
∣∣∣∣ 6 6( pp− 1)4p−n.
Proof. Using the same arguments as above, we see that the formula (23) for A4(q)
contains at most one non-zero term. This leads us to the estimate
|A4(q)| 6 6q
2ϕ(q)
ϕ4(q)
=
6q2
ϕ3(q)
=
6p2r
p3(r−1)(p− 1)3 = 6
( p
p− 1
)3
p−r.
Summing the last inequality over n6 r6 s, we get the desired estimate. 
Lemma 6.5. Suppose that p> 3 is prime and n> 2, n ≡ γ (mod 2), γ = 0, 1. Then,
for any s>n, the following inequality holds:∣∣∣∣ s∑
r=n
A5(p
r)
∣∣∣∣ 6 10( pp− 1)6 · p2 − (−1)γ(p− 1)p2 + p+ 1 p−3n2 −γ2 .
Proof. First we proof the estimate
|A5(pr)| 6 10
( p
p− 1
)4+δ
p
− 3r
2
− δ
2 , δ =
{
0, when r ≡ 0 (mod 2),
1, when r ≡ 1 (mod 2).
Indeed, let r be even. Suppose that there are two non-zero terms in the expressions
for A5(pr) given by Lemma 5.5 Then the difference of the arguments of corresponding
Ramanujan sums cq is divisible by pr−1. But all these differences have the form
± 22 · 5ν, ± 24ν, ± 22 · 3ν, ± 23ν, ±22ν.
Obviously, this is impossible when p> 7, r> 2 or when p = 3, 5, r> 3. Hence, in these
cases we have
|A5(pr)| 6
q2
√
q
ϕ5(q)
· 10ϕ(q) = 10q
2√q
ϕ4(q)
= 10
( p
p− 1
)4
p
− 3r
2 . (24)
If p = 5 and r = 2 then 5r−1 = 5 may divide the numbers m ± 10ν. The corresponding
sums cq occur in the expression for A5(pr) with coefficients equal to 1. Since 1 + 1 < 10,
the estimate (24) holds true in this case.
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If p = 3, r = 2 then pr−1 = 3 can divide only the differences
±{(m+ 6ν)− (m− 6ν)}, ±{(m+ 10ν)− (m− 2ν)}, ±{(m− 10ν)− (m+ 2ν)}.
Hence, nonzero terms in the expression of Lemma 5.5 should coincide with one of the
sums
5c9(m+ 6ν) + 5c9(m− 6ν), c9(m+ 10ν) + 10c9(m− 2ν), c9(m− 10ν) + 10c9(m+ 2ν).
Obviously, the first sum does not exceed 10ϕ(9) in modulus, and therefore this case
is covered by (24). In two other cases we note that the numbers m + 10ν, m − 2ν
(m − 10ν, m + 2ν, respectively) are not divided by 9 simultaneously: in the opposite
case, ν should be divided by 3. Hence, the sums c9(m±10ν), c9(m∓2ν) are not equal to
ϕ(9) simultaneously. Hence, there is at least one sum which is equal to 0 or (−3). Thus,
one can check that in all such cases the expression c9(m± 10ν) + 10c9(m∓ 2ν) does not
exceed 10ϕ(9)− 3 < 10ϕ(9) in modulus. Hence, the inequality (24) holds true.
Suppose now that r> 3 is odd. Then, using the same arguments as above, we conclude
that the expression for A5(q) contains at most one nonzero term. Therefore,
|A5(pr)| <
q2
√
q
ϕ5(q)
· 10pr−
1
2 =
10p
7r
2
−1
2
p5r−5(p− 1)5 = 10
( p
p− 1
)5
p
−3r
2
−1
2 (25)
for any p and k under considering.
Next, for even n = 2h and any s>n we have∣∣∣∣ s∑
r=n
A5(p
r)
∣∣∣∣ < ∑
`>h
10
( p
p− 1
)4
p
−3
2
·2`
+
∑
`>h
10
( p
p− 1
)5
p
−3
2
(2`+1)−1
2 =
= 10
( p
p− 1
)4 +∞∑
`=h
p−3` + 10
( p
p− 1
)5 +∞∑
`=h
p−3`−2 =
= 10
( p
p− 1
)4 p−3h
1− p−3 + 10
( p
p− 1
)5 p−3h−2
1− p−3 = 10
( p
p− 1
)6 p2 − p+ 1
p2 + p+ 1
p
−3n
2 .
Finally, for odd n = 2h+ 1 we get∣∣∣∣ s∑
r=n
A5(p
r)
∣∣∣∣ < ∑
`>h
10
( p
p− 1
)5
p
−3
2
(2`+1)−1
2 +
∑
`>h+1
10
( p
p− 1
)4
p
−3
2
·2`
=
= 10
( p
p− 1
)5 +∞∑
`=h
p−3`−2 + 10
( p
p− 1
)4 +∞∑
`=h+1
p−3` =
=
( p
p− 1
)5p−3h+1
p3 − 1 + 10
( p
p− 1
)4 p−3h
p3 − 1 = 10
( p
p− 1
)6
· p
2 + p− 1
p2 + p+ 1
p−3h−2.
Since 3h+ 2 =
3n
2
+
1
2
, the the desired estimate follows. Lemma is proved. 
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7. Non-vanishing of singular series κk(q; a, b,m) for q coprime to 6.
Here we state the following assertion.
Theorem 7.1. Suppose that q is coprime to 6 and let k> 3 be any fixed integer.
Then, for any triple (a, b,m) with the conditions 16 a, b,m6 q, (ab, q) = 1 the following
inequalities hold:
κk(q; a, b,m) >

C1 exp
(
− C2
√
ln q
ln ln q
)
, if k = 3,
C3(ln ln q)
−6, if k = 4,
105, for any k> 5
where the constants Cj, j = 1, 2, 3, are absolute.
Corollary. Under the conditions of Theorem 7.1, the formula for Ik(N) of Theorem
3.1 is asymptotic.
To prove this theorem, we need some auxilliary lemmas.
Lemma 7.1. Suppose that k> 3 is fixed and let p> 7 be a prime. Then the inequality
κk(q) = κk(a, b,m; q) > c1 =
1
23
holds for any q = pn, n> 1, and for any triple (a, b,m) such that 16 a, b,m6 q, (ab, p) =
1.
Proof. Using the estimates of Lemmas 6.1 and 6.2 together with the fact that
Ak(p
n) = 0 for n> 2 when e =
(
c
p
)
= −1, c ≡ ab (mod p), (26)
we easily get∣∣κk(q) − 1∣∣ 6 |Ak(p)| + n∑
ν=2
|Ak(pν)| 6
6 (2
√
p)k
(p− 1)k−1
(
1
4
+
1
4p
)
+ (1 + e)
(
2p
p− 1
)k−1
p2−k
1− p1−k/2 6
6 (2
√
p)k
(p− 1)k−1
(
1
4
+
1
4p
+
1
p k/2−1 − 1
)
. (27)
Denote the right-hand side of (27) by h(p; k). Then
∂h
∂p
= − (2
√
p)k
(p− 1)k
{(
k
2
(
1 +
1
p
)
− 1
)(
1
4
+
1
4p
+
1
p k/2−1 − 1
)
+
+
p− 1
p2
(
1
4
+
(
k
2
− 1
)
p k/2
(p k/2−1 − 1)2
)}
,
∂h
∂k
= − (2
√
p)k
(p− 1)k−1
{
ln
(
p− 1
2
√
p
)(
1
4
+
1
4p
+
1
p k/2−1 − 1
)
+
1
2
(ln p)
p k/2−1
(p k/2−1 − 1)2
}
.
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One can check that
∂h
∂p
< 0,
∂h
∂k
< 0
for p> 7, k> 6. Hence, h(p, k) decreases in this domain with respect to each variable.
The direct calculation shows that h(7, 6) = 0.865398 . . .. Hence,
h(p, k) 6 h(7, 6), κk(q) > 1− h(7, 6) = 0.134602 . . . > c1
for any p> 7, k> 6 and q = pn, n> 1.
Further, since ∂h/∂p < 0 for any p, k> 3 then the functions h(p, k), k = 3, 4, 5,
decreases with respect to p. Thus, the equalities h(11, 4) = 0.721600 . . ., h(23, 3) =
0.955938 . . . imply that
κk(q) > 1− h(11, 4) > 0.2784 . . . > c1 for any k = 4, 5, p> 11,
κk(q) > 1− h(23, 3) > 0.04406 . . . > c1 for any k = 3, 4, 5, p> 23.
Therefore, it is sufficient to check the assertion of the lemma for (a) k = 3, 116 p6 19
and for (b) p = 7, 36 k6 5.
Since S(a, b; p) = S(1, c; p) for c ≡ ab (mod p) then we have S(fa, fb; p) = S(1, cf 2; p)
for any f , (f, p) = 1. If f runs through the reduced residual system modulo p then f 2c
runs through all quadratic residues or non-residues depending on whether c is a quadratic
residue modulo p or no. In view of (26), Lemmas 6.3, 6.4 imply the inequality
|κk(q)− 1| < 2
(p− 1)k
∑
ν
|S(1, ν; p)|k + 1
2
(1 + e) Φk(p), (28)
where ν runs through all residues modulo p such that
(ν
p
)
= e and
Φ3(p) =
3p3
(p− 1)4 , Φ4(p) =
6p2
(p− 1)4 , Φ5(p) =
10p3
(p− 1)6
p2 − p+ 1
p2 + p+ 1
.
The direct calculation shows that
in the case e = 1 : in the case e = −1 :∣∣κ4(7n)− 1 ∣∣ 6 0.382716 . . . , ∣∣κ4(7n)− 1 ∣∣ 6 0.868827 . . . ,∣∣κ5(7n)− 1 ∣∣ 6 0.119817 . . . , ∣∣κ5(7n)− 1 ∣∣ 6 0.530055 . . . ,∣∣κ3(11n)− 1 ∣∣ 6 0.860875 . . . , ∣∣κ3(11n)− 1 ∣∣ 6 0.897571 . . . ,∣∣κ3(13n)− 1 ∣∣ 6 0.692316 . . . , ∣∣κ3(13n)− 1 ∣∣ 6 0.812294 . . . ,∣∣κ3(17n)− 1 ∣∣ 6 0.542971 . . . , ∣∣κ3(17n)− 1 ∣∣ 6 0.624966 . . . ,∣∣κ3(19n)− 1 ∣∣ 6 0.499344 . . . , ∣∣κ3(19n)− 1 ∣∣ 6 0.57458 . . . .
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Hence,
κk(7n) > 1− 0.868827 . . . > 0.131173 . . . > c1 (k = 4, 5),
κ3(11n) > 1− 0.897571 . . . > 0.102428 . . . > c1,
κ3(13n) > 1− 0.812294 . . . > 0.187706 . . . > c1,
κ3(17n) > 1− 0.624966 . . . > 0.375034 . . . > c1,
κ3(19n) > 1− 0.57458 . . . > 0.42542 . . . > c1 .
Therefore, it remains to consider the case k = 3, p = 7. If n> 2 then Corollary of Lemma
6.3 implies the bound
∣∣κ3(7n) − κ3(72)∣∣ 6 ∣∣∣∣ n∑
r=3
A3(7
r)
∣∣∣∣ 6 3 · 7 · 1364 = 91432 .
At the same time, the direct calculation based on the formulas of Lemma 5.3 shows that
the least value of the quantity
κ3(7 2) = 1 +
1
63
6∑
f=1
S3(1, (νf)2, 7) cos
(2pimf
7
)
+
+
1
63
(
c72(m+ 6ν) + c72(m− 6ν) + 3c72(m+ 2ν) + 3c72(m− 2ν)
)
is equal to 7
9
(the minimum is taken over all possible values of 16m, ν6 7 2 where
(ν, 7) = 1; it is attained at m = 7µ, µ = 1, . . . , 6, and any ν 6≡ 0 (mod 7)). Hence, for
any n> 2 we have
κ3(7n) > κ3(7 2) − 91
432
> 7
9
− 91
432
=
245
432
= 0.567129 . . . > c1.
Finally, if n = 1 then the desired bound follows from the inequalities∣∣κ3(7)− 1∣∣ 6 2
63
(|S(1, 1; 7)|3 + |S(1, 2; 7)|3 + |S(1, 4; 7)|3) < 0.381509 . . . .
Lemma is proved. 
Lemma 7.2. Suppose that k> 3 is fixed, n> 1 and q = 5n. Then the inequality
κk(q) = κk(a, b,m; q) > c2 =
1
22
holds for any triple (a, b,m) with the conditions 16 a, b,m6 q, (ab, 5) = 1.
Proof. Suppose first that k> 4. Let e =
(ab
5
)
. If e = −1 then Lemma 5.1 implies
the inequality ∣∣κk(q)− 1∣∣ 6 |Ak(5)|.
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If e = 1 then, by Lemmas 6.4 and 6.1 we have
∣∣κk(q)− 1∣∣ 6 ∣∣Ak(5)∣∣ + ∣∣∣∣ n∑
r=2
Ak(5
r)
∣∣∣∣ 6 ∣∣Ak(5)∣∣ + f(k),
where
f(k) =

75
128
, when k = 4,
20 · 2− k
1− 51−k/2 , when k> 5.
Using the same arguments as in previous lemma, we conclude that∣∣Ak(5)∣∣ 6 2
4k
∑
ν : (ν
5
)=e
∣∣S(1, ν; 5)∣∣k = 2(|ξ|k + |η|k),
where
ξ =
1
4
S(1, 1; 5) =
3−√5
8
, η =
1
4
S(1, 4; 5) =
3 +
√
5
8
in the case e = 1 and
ξ =
1
4
S(1, 2; 5) = −
√
5 + 1
4
, η =
1
4
S(1, 3; 5) =
√
5− 1
4
in the case e = −1. Therefore,
∣∣κk(q)− 1∣∣ < h(k; a, b), where h(k; a, b) = { 2(|ξ|k + |η|k) for e = −1,
2
(|ξ|k + |η|k)+ f(k) for e = 1.
If k> 5 then h(k; a, b) is decreasing function of k in both cases e = ±1. Hence,∣∣κk(q)− 1∣∣ < max
a,b
h(5; a, b) < 0.813922 . . .
and therefore κk(q) > 0.186078 . . . > c2. Similarly, if k = 4 then∣∣κ4(q)− 1∣∣ < max
a,b
h(4; a, b) < 0.953125 . . . ,
so we have κ4(q) > 0.046875 . . . > c2.
Finally, let k = 3. Then the direct calculation based on the formulas of Lemma 5.5
shows that the smallest values of the quantities
κ3(5) = 1 +
1
43
4∑
f=1
S3(1, (νf)2, 5) cos
(2pimf
5
)
,
κ3(52) = κ3(5) +
1
43
(
c52(m+ 6ν) + c52(m− 6ν) + 3c52(m+ 2ν) + 3c52(m− 2ν)
)
,
κ3(53) = κ3(52) +
1
43
(ν
5
)(
u53(m+ 6ν) + u53(m− 6ν) + 3u53(m+ 2ν) + 3u53(m− 2ν)
)
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are equal to
35
64
,
15
32
and
15
32
, respectively. If n> 4 then Lemma 6.3 implies the inequality
∣∣κ3(5n) − κ3(54)∣∣ 6 27
256
.
Thus we get
κ3(5n) >
15
32
− 27
256
=
93
256
.
Lemma is proved. 
Lemma 7.3. Let q be any integer coprime to 6. Then the inequality
κk(q) = κk(a, b,m; q) > c
holds with c = 10−5 for any triple 16 a, b,m6 q, (ab, q) = 1 and for any k> 5.
Proof. Let us split q into the product q1q2 where all prime divisors of q1 exceed 11
and q2 = 1 or all prime divisors of q2 belong to the set {5, 7, 11}. If q1 = 5α7β11γ > 1,
α, β, γ> 0 then Lemmas 7.1 and 7.2 imply
κk(q1) = κk(5α)κk(7β)κk(11γ) >
1
22
· 1
232
.
Further, let q2 = pα11 . . . pαss 6= 1 where 136 p1 < . . . < ps. By (27), for ν = 1, . . . , s we
have
κk(pανν ) > 1 −
(2
√
pν )
k
(pν − 1)k−1
(
1
4
(
1 +
1
pν
)
+
1
p
k/2−1
ν − 1
)
= 1− h(pν , k).
Earlier, we find that the function h(p, k) decreases with respect to both variables p and
k in the region p> 13, k> 5. Hence, 0 < h(p, k)6h(13, 5) = 0.273667 . . . for any such
pair. Thus, one can easily check that
ln (1− h(p, k)) > − 6
5
h(p, k)
and
h(p, 5) =
32p 5/2
p4
(
p
p− 1
)4{
1
4
(
1 +
1
p
)
+
1
p3/2 − 1
}
<
13
p 3/2
.
Therefore,∏
p> 13
(
1− h(p, k)) > ∏
p> 13
(
1− h(p, 5)) = exp(∑
p> 13
ln (1− h(p, 5))
)
>
> exp
(
− 6 · 13
5
∑
p> 13
1
p 3/2
)
>
1
8
.
Finally we get
κk(q) >
1
8 · 22 · 232 > 10
−5.
34
Lemma is proved. 
Lemma 7.4. There exist absolute constants C1, C2, C3 such that the inequalities
κ3(q) > C1 exp
(
− C2
√
ln q
ln ln q
)
, κ4(q) >
C3
(ln ln q)6
holds for any q coprime to 6 and for any triple 16 a, b,m6 q, (ab, q) = 1.
Proof. Setting
q1 =
∏
pα||q, p6 19
pα, q2 =
∏
pα||q, p> 23
pα,
by Lemmas 7.1 and 7.2 we find that
κk(q1) > 22−1 · 23−5
for k = 3, 4. Next, one can check that
h(p, 3) <
4.6√
p
, h(p, 4) <
6
p
for any p> 23. Then
κ3(q2) > exp
(∑
p|q
ln
(
1− 4.6√
p
))
 exp
(
− 4.6
∑
p|q
1√
p
)
,
κ4(q2) > exp
(∑
p|q
ln
(
1− 6
p
))
 exp
(
− 6
∑
p|q
1
p
)
.
Now it remains to note that∑
p|q
1√
p

√
ln q
ln ln q
,
∑
p|q
1
p
6 ln ln ln q +O(1).
Lemma is proved. 
Now Theorem 7.1 follows immediately from Lemmas 7.3 and 7.4.
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