The objective of this paper is to develop an approach to nonlinear ltering based on the Cameron-Martin version of Wiener Chaos expansion. This approach gives rise to a new numerical scheme for nonlinear ltering. The main feature of this algorithm is that it allows one to separate the computations involving the observations from those dealing only with the system parameters and to shift the latter o -line.
Introduction
Nonlinear ltering is a classic problem of applied stochastic analysis (see e.g. Kallianpur 19 ], Kunita 23 ], Kushner 24 ], Liptser-Shiryayev 27], etc.). It is of notable theoretical and practical importance by itself and also as a part of control theory for partially observable stochastic systems (see e.g. ).
In this paper we consider the ltering scheme where the signal process x(t) is a Markov di usion process and the observation process is of the form y(t) = y 0 + Z t 0 h(x(s))ds + w(t) where w(t) is a Brownian motion independent of the process x(t).
Let f be a given bounded function on R d andf(x(t)) be the optimal lter (the best in the mean-square estimate for f(x(t)) based on observations y(s), s t). A fundamental result of ltering theory says that the optimal lter is given by the formulâ f(x(t)) = R R d f(x)u(t; x)dx R R d u(t; x)dx (1) 2 where u(t; x) is the so-called unnormalized ltering density (UFD); of course, some regularity assumptions are needed to ensure the existence of the density. A standard way to study the UFD (analytically or numerically) is to treat it as a solution of the Zakai equation du(t; x) = L u(t; x)dt + h(x)u(t; x)dy(t) (2) where L is the formally adjoint operator to the generator of the Markov process x(t) (see e.g. Another comparatively recent approach is based on the Wiener Chaos expansion (see references below). In this paper we further develop a version of this approach based on the CameronMartin orthogonal decomposition of L 2 -functionals of a Gaussian process (see ). We prove that the UFD can be written in the form u(t; x) = X 1 p ! ' (t; x) (y)
where (y) are Wick polynomials (certain products of Hermite polynomials see e.g. 14]) of Wiener integrals R t 0 m i (s)dy(s), where fm k g is a complete orthonormal system in L 2 ( 0; t]), and ' (t; x) are deterministic Hermite-Fourier coe cients in the Cameron-Martin orthogonal decomposition of u(t; x) (see (Mikulevicius and Rozovskii 30, 31] ). The Wick series expansion (3) converges in L 2 -sense on the reference probability space.
We prove that the set of functions f' (t; x)g is a solution to a simple recursive system of Kolmogorov-like equations (see (9) ). Below it will be referred to as the S-system. Our interest in the Wiener Chaos expansion (WCE) was motivated mainly by computational purposes. One important feature of the expansion (3) is that it separates observations and parameters, in that the Wick polynomials are completely de ned by the observation process y(t), but the Hermite-Fourier coe cients ' (t; x) are determined only by the coe cients of the signal process x(t), its initial distribution and the observation function h.
Unfortunately, direct application of the above expansion for numerical computations is impractical, limited, at best, to short time intervals. The main reason is possible exponential growth of the errors in icted by truncation of the in nite series (3) , as the time interval 0; t] increases (Theorem 2).
One important objective of the paper is to develop a numerical approximation scheme for the UFD which retains the separation of observations and parameters but is not subject to the aforementioned limitations (Theorem 5 and the accompanying algorithm).
This recursive scheme splits into two parts: \deterministic" and \stochastic." The deterministic part (solving the S-system) might be time consuming but can be performed o -line since in many applications the coe cients of the processes x(t); y(t) and also of the S-system are known a priori. The stochastic part (determining the Wick polynomials (y)) is computationally simple and can be performed in real time. In this paper this scheme is referred to as the spectral separating scheme (S 3 ).
We prove the strong convergence of S 3 both in L 2 and C spaces and demonstrate that the overall rate of convergence (on-and o -line) is of order O( ) where is the time step (Theorems 2 and 4). S 3 can be also viewed as a time-discretization scheme for a solution of the Zakai equation. In Section 4 we demostrate that some well known discretization algorithms for this equation (e.g. explicit Euler scheme, splitting-up method (see 4, 26] )) can be derived from a multi-step version of (3) . In this section we also discuss the computational complexity of S 3 , compare it with the complexity of the splitting-up method and present some results of numerical simulations.
We conclude the Introduction with some historical remarks. The idea of obtaining an \explicit" WCE solution of a stochastic (ordinary) di erential equation can be traced back to the paper 21] by Krylov and Veretennikov (see also Zvonkin and Krylov 38] ). Kunita 22] applied this idea to prove uniqueness of the Zakai equation. Wong 35] obtained the solution of a special class of nonlinear ltering problems in the form of the Wiener Chaos expansion. Ocone 32] pioneered nite order Wiener Chaos expansions of normalized nonlinear lters (see also references therein).
In these works the multiple Wiener integral version of the WCE was used. The CameronMartin development is analytically equivalent to this version of the WCE (see e.g. Ito 17] ). However, it has some computational advantage since only ordinary Wiener integrals are required in this approach. Lo and Ng 28] were the rst ones to utilize the above fact. They modi ed Ocone's approximation using the Cameron-Martin expansion. Unfortunately, the equations for the deterministic coe cients of the nite order approximations in 28] are quite complex. To solve them one needs to know the Hermite-Fourier coe cients for the corresponding unnormalized lters. Computation of the latter was not discussed in 28].
S-system (9) was introduced by Mikulevicius and Rozovskii 30] , 31]. The upper bound ce ct t N+1 =(N + 1)! on the error of the Nth order approximation to (3) was obtained in 30] . Recently, Budhiraja and Kallianpur 5] developed a di erent WCE -type approximation of the unnormalized ltering density using the Haar type basis. They also established an upper bound on the error of truncation with respect to the stochastic and deterministic bases.
Main Results
Let ( ; F;P) be a probability space and w(t) be an r -dimensional Brownian motion on the space. Let x(t) be a d -dimensional (unobservable) signal process and y(t) be the rdimensional observation process given by y(t) = Z t 0 h(x(s))ds + w(t); 0 t T; (4) where h = (h l ) 1 l r is an r-dimensional vector function on IR d . We assume in addition that the signal x(t) is a di usion Markov process of the form 1 dx i (t) = b i (x(t))dt + ij (x(t))dw j (t); 0 < t T; The following is assumed about the model ((4), (5)):
(A1) functions b, , and h are in nitely di erentiable and bounded with all derivatives; (A2) processes w andw are independent; (A3) random vector x 0 is independent of both w andw and has density 2 p(x) 2 H n for n = 0; 1; 2; : : :;
(then by the Sobolev Embedding Theorem, p(x) is also in C n b for any n). Some of these assumptions can be weakened and we will discuss them at the end of this section.
Let F y t be the -algebra generated by y(s), s t. Denote
It is well known (see e.g. 27] or 19]) that the measureP de ned by dP = (T)dP is a probability measure on ( ; F) with the properties: (i) On the reference probability space ( ; F;P), y( ) is a Brownian motion independent of x( );
(ii) The optimal lterf(x(t)) = E f(x(t))jF First, we will focus on the expansion of the UFD in the Wick polynomials . To determine the coe cients of the expansion we consider the following system of deterministic PDE's: 
This system is recursive in j j: once we know the functions ' for all of length j j = k, we can compute all ' for j j = k + 1. To illustrate the idea, again consider the case r = 1. and so on. Under assumptions (A1) and (A3), system (9) has a unique smooth solution (see Proposition A.1 for details).
Our approach is based on the following expansion of the UFD.
Theorem 1 (Mikulevicius, Rozovskii 30, 31] 
This series converges in L 2 ( ;P) and L 1 ( ; P) and the following Parseval's equality holds:
Proof of this Theorem is given in the Appendix. For the computational purposes one needs to truncate the sum in the expansion of u. This sum is \double in nite." Writing u(t; x) = On the other hand, by restricting the length of , we eliminate a number of elements of the stochastic basis f g, which are otherwise available with the retained collection of fm k g.
Thus, restriction of the order of makes the inner sum in (13) nite and is equivalent to the truncation of the deterministic basis fm k g while restriction of the length of makes the outer sum in (13) nite and is equivalent to the truncation of the stochastic basis .
The following theorem gives the upper bound on the error one makes by doing both truncations for a particular choice of the basis fm k g. This and the following theorems will be proved in Section 3. The Hermite{Fourier coe cients ' in (13) and (14) can be computed o -line, since system (9) does not involve the observation process y. In spite of this important property, approximation (14) does not yet provide an e ective numerical algorithm for computing the UFD. The major reason for this is that the error of truncation may grow exponentially with t, so we can expect (14) to give a good approximation only for su ciently small t. The above is a typical problem for approximations of solutions of parabolic equations (both deterministic and stochastic). One can try to o set this e ect by choosing a higher order approximation (in our case by taking larger N and n). However, higher order numerical schemes are slower and often numerically unstable. A standard way to overcome the exponential growth of the truncation errors is to develop a recursive procedure by iterating the one-step approximation.
Remark 2.2. Of course, for the recursive approximation to converge, it is necessary that the error of the one-step approximation converges to zero fast enough as t # 0. By Theorem 2, the short time asymptotics of the error of approximation (14) is of order t if N = 1 and of order t 3=2 if N > 1, so it is possible to use (14) to costruct a multi-step approximation (Theorem 4) .
In what follows, we present a recursive version of the expansion (11) . It will allow us to modify the corresponding numerical scheme and eliminate the possible error growth.
Let 0 = t 0 < t 1 < : : : < t M = T be a uniform partition of the interval 0; T] with step (so that t i = i ; i = 0; : : : ; M). Let (18) where g(x) is a function to be determined. For each i = 1; : : :; M this system is similar to (9) . The main new feature is that the initial time moment is no longer zero and we now allow that an arbitrary initial condition g may be di erent for di erent i; this dependence on g is indicated explicitly in the arguments of '.
The following is the recursive version of Theorem 1.
Theorem 3 
Eju(t i ; x)j 2 = X 2J 1 !Ẽ j' (t; x; u(t i?1 ; ))j 2 ; i = 1; : : :; M:
This result follows easily from Theorem 1, since equation (7) is linear with a unique solution, and random variables u(t i?1 ; x) and i are independent under measureP.
Again, for computational purposes, we need to perform truncations in (19 
Constants B and C depend only on the coe cients b; ; h of the model and h 0 := P r l=1 sup x2IR d jh l (x)j 2 . 3 The sequence fu n N (t i ; x)g 1 i M gives an approximation to the UFD at all points of the time grid. This is a exible and comparatively universal approximation. Many well-known numerical schemes for the Zakai equation can be obtained as particular cases of (21) . In Section 4 we will demonstrate this for two well known algorithms: the explicit Euler scheme and the splitting-up method. (21) of the spectral approximation of the unnormalized ltering density has one important disadvantage as compared to the one-step approximation (14) . Indeed, to compute u n N (t i ; x) we have to solve a certain number of equations from system (22) . Although these equations are the same on every time interval and their coe cients do not involve the observation process y, the initial condition for the rst equation of the system, u n N (t i?1 ; x), does. This fact of course rules out o -line computation of the Fourier-Hermite coe cients ' (t; x), which is one of the important objectives of our study. For this reason, we present below a modi cation of the expansion (21) which admits o -line computations. Loosely speaking, the idea is to expand the initial condition for the rst equation of (22) in a Fourier series as a function of spatial variable x, u n N (t i?1 ; x) = P l c l e l (x), and to exploit the obvious relation ' (t i ; x; u(t i?1 ; x)) = X l c l ' (t i ; x; e l ):
Note that the functions ' (t i ; x; e l ) can be computed o line.
Theorem 5 Let fe l g = fe l (x)g l 1 ; e l 2 \ n H n , be a CONS in L 2 (IR d ) and ( ; ) be the inner product in that space. Suppose that assumptions (A1 { A3) hold and fm i k g are given by (20) .
Consider the following system of equations: @' (s; x; g) @s = L ' (s; x; g) + P k;l l k m k (s)h l (x)' (k;l) (s; x; g); 0 < s ' (0; x; g) = g(x)1 fj j=0g : (25) De ne q l k := (' ( ; ; e k ); e l ) and then by induction l (0; N; n) := (p; e l ); 
Now we can describe an approximation algorithm which stems from Theorem 5:
1. Before the observations become available a) choose a nite collection fe l g 1 l ;
b) compute l (0; N; n; ) := (p; e l ); 1 l , where p is the initial density; c) for all 2 J n N and l = 1; : : : ; compute ' ( ; x; e l ); d) compute q l k = (' ( ; ; e k ); e l ). We refer to this algorithm as the spectral separating scheme (S 3 ). Remark 2.4. The amount of on-line operations and the amount of information that has to be stored in each step of S 3 do not depend on the number of steps to be performed. Also in contrast to the standard time-discretization schemes for the Zakai equation, S 3 does not require computing of the UFD at all the grid points t i ; i = 1; : : : ; M. Speci cally, step 2(c) of the algorithm can be omitted on any subset of time grid points (e.g. everywhere except the nal point t M ). Note that computing of (28) is time consuming since it has to be done at all points of the space mesh.
The truncation of the basis fe l g assumed in the above algorithm is necessary for computational reasons. Obviously it adds an extra error to (23) . It is also clear that the error depends on the choice of the basis fe l g and is very much related to the particular numerical scheme used to solve (25) .
It is beyond the scope of this work to study the above questions in detail, so we restrict ourselves to one particular case.
Theorem 6 Suppose that fe l g is the Hermite basis in L 2 (IR d ) ( 16] ).
Let 0 = t 0 < : : : < t M = T be a uniform partition of 0; T] and u n N (t i ; x) and u n; N (t i ; x) be de ned by (21) and (28) MC (e C T ? 1) T ?1=2 : (29) This theorem shows that for su ciently smooth initial condition p and with appropriate choice of the basis fe l g, the error due to the truncation of the basis decays faster than any power of , i.e. our approximation is of a \spectral quality" (see e.g., 15]). Remark 2.5. The overall error of approximation for the spectral separating scheme follows from (23) and (29) and is given by By no means is our approach a universal one. For example, it requires advanced knowledge of the parameters of the system which are not always readily available. Also, it is not clear if it could be extended to the case of a non-Markov state process.
Proofs
In this section we will prove Theorems 2, 4, and 5. Everywhere C stands for a positive constant depending only on the parameters of the system; its actual value may be di erent in di erent places. When r = 1, each multi-index = ( 1 ; 2 ; : : :) of length j j = k can be identi ed with a vector K = (i 1 ; : : : ; i k ) where i 1 i 2 : : : i k . The rst entry i 1 of K is the number of the rst nonzero element of . The second entry i 2 is equal to i 1 if that rst nonzero element i 1 is greater than 1; otherwise i 2 is the number of the second nonzero element and so on. As a result, if j > 0; then exactly j entries of the vector K are equal to j. We will call this vector the characteristic set of multi-index . For example, if = (0; 1; 0; 2; 3; 0; : : :), then nonzero elements are 2 = 1; 4 = 2; 5 = 3 and the characteristic set is (2; 4; 4; 5; 5; 5). A similar construction is possible for general r > 1. In the future, when there is no danger of confusion, we will omit the upper index in i (i.e. write i j rather than i j ).
Let P k be the permutation group of the set f1;:::;kg. For a given 2 J with j j = k and the characteristic set (i 1 ; : : :; i k ) (r = 1) de ne
Proof of Theorem 2. We will prove inequality (15) (15) will follow immediately from the inequality (a + b) 2 2(a 2 + b 2 ). The problem is thus to prove (31) and (32) . To simplify the presentation, we assume that r = 1.
Proof of (31) . We will use the following results: X j j=k ' 2 (t; x) ! = Z (k) jF(t;s k ; x)j 2 ds k ; (33) where ' is the solution of (9) Proof of (32) . If is a multi-index with j j = k and the characteristic set (i 1 ; : : :; i k ) then i k = d( ), the order of , and so the set J n N can be described as f 2 J : j j N; i j j ng. The problem is thus to estimate 
2
Proof of Theorem 4. We again prove only the rst inequality.
First of all notice that time homogeneity of (18) and the special choice of fm i k g as m i k (s) = m k (s ? t i?1 ) imply ' i ( ; x) = ' i (t i ; x; u(t i?1 ; )) (see (18) and (22) (38) By Theorem 3 and linearity of equation (7) with some l (i; N; n). Then all we have to do is to establish (26) , which means
We will prove this by induction. For i = 0; l (0; N; n) = (u n N (t 0 ; ); e l ) by de nition. Assume that u n N (t i?1 ; x) = P l l (i ? 1; N; n)e l (x) for some i 1.
The proof of Theorem 2 shows that operator g 7 ! ' (t i ; ; g) is continuous and linear from L 2 (IR d ) to L 2 (IR d ) for all 2 J, where ' (t i ; ; g) is the solution of (25) . Then and by an induction assumption the right hand side of the above formula is equal to (' ( ; ; u n N (t i?1 ; )); e l ):
On the other hand, comparing (22) and (25) and by (21) this is equal to (u n N (t i ; ); e l ). This completes the proof of (44) and the theorem as a whole. (48) Below we will be dealing with a xed set (n; i; N) and to simplify notations will write V instead of V n;i N . We also omit the dot in u n N (t i ; ), etc. Since the coe cients of the model are time independent, u n N (t i ) = V (u n N (t i?1 )); u n; 
for any positive integer , where ' i ( ) = ' ( ; u(t i?1 )). As a result, from (21), (47), (51), and the obvious estimates ' i l ( ; x) i l ; and this, due to the above relations, coincides with (53).
Another well-known algorithm for solving the Zakai equation (7) 
Indeed, for k = 0, this is the exact solution (if T t is exact); assuming (55) for some k = n?1 0, we get for k = n ' i n (t; x) = n 
can be obtained by Theorem 4 in the same way.
Next, we present an estimate on the number of on-line operations required by S 3 and compare it with a corresponding estimate for the splitting-up method.
We introduce the following parameters: N s , the number of grid points in the spatial domain; N J , the number of elements in J n N ; , the number of basis functions e l . Assume that one needs to compute an approximation to the solution of (7) at moment t = N :
To do this using S 3 , one has to nd l (i; N; n; ); i = 1; : : : ; N for every l = 1; : : : ; ; which requires about 2 2 N J N ops, and then compute the sum in (28) | N s more ops. The Wiener integral k;l = R 0 m k (s)dy l (s) reduces to a one-dimensional Riemann integral by integrating by parts. In addition, computations of the integrals k;l for di erent k and l can be performed in parallel. As a result, computational complexity of the Wick polynomials is negligible as compared to other procedures of S 3 .
The total number of ops N S 3 is then N S 3 = 2 2 N J N + N s . Given the precision of the approximation, the number 2 will grow with d as C d , where C is some constant depending on the type of the basis (but not on d), so N S 3 C d (2N J N + N s ) . If the splitting-up algorithm is used, one has to perform N steps of the type (54). Each step requires solving a parabolic equation. To estimate the corresponding number of operations, assume that a nite element method is used and the resulting linear system is solved using an iterative procedure without preconditioning. The matrix of the system is of dimension N s N s , sparse and non-symmetric (since operator L is not self-adjoint). Then one iteration requires about C d N s ops, where C d is a constant depending on d and on the particular numerical algorithm (see 1]), and the total number of iterations is proportional to the condition number of the matrix ( 36] ). For non-symmetric matrices, the condition number is proportional to at least (lnN s ) d?1 ( 1, 6] When the estimation of u is required at one time moment after a long observation period (N 1). This is characteristic for some tracking problems. When the dimension d of the state process is large.
To conclude this section we compare (numerically) the on-line performance of S 3 and the splitting-up method for one simple example.
For the test model, both signal and observation processes were chosen one-dimensional with the signal dx(t) = 0:1 cos(2x(t))dt + 0:14dw(t); x(0) N(0;0:1); arctan(x(s))ds + 0:04w(t); obvious modi cations were made to reduce the last equation to the standard form (4). We took T = 2 and = 0:01.
Interval -1, 1] was taken as the spatial domain; it was discretized uniformly with step 0.01.
Functions sin( l(x ? 1)=2); 1 l 15 sampled at the points of the spatial grid served as the basis fe l g. For the S 3 , multi-indices with j j 8; d( ) 1 were used (this corresponds to the set J 1 8 in Theorem 4). Given trajectory of the signal process, 100 independent observation trajectories were simulated; for each trajectory, the ltering density was computed at moments 25 ; 50 ; : : : ; 200 using both the S 3 and the splitting-up method.
The results are presented in Table 4 . They are borrowed from 13]. In the table, \ ops " stands for the total number of the on-line oating point operations (additions and multiplications) it took to compute the ltering density at the given time moment; N 50 (resp. N 75 , N 95 ) is the number of times the value of the signal process was in the 50% (resp. 75%, 95%) con dence interval de ned by the computed density.
We see that S 3 results in substantial reduction (up to 20 times) in the number of on-line computations without signi cant loss of accuracy. The decrease in the number of on-line computations should be even more conspicuous as the dimension of the observation process grows. where the second equality follows from the martingale property of P s (z) on ( ;P). Now to prove (11) and (12) it remains to show that the system of functions f' g; 2 J is a solution to the S-system (9). For this purpose it will be convenient to treat the UFD u(t; x) as the solution of the Zakai Equation Applying the operator 1 p ! @ @z on both sides of (A.6) and setting z = 0 we get (9) . To complete the proof of Theorem 1 one needs to prove that the right hand side of (11) converges also in L 1 ( ; P). This follows in a simple way from the convergence in L 2 ( ;P) and Cauchy{Schwartz inequality ( 30] 
In what follows we give some additional properties of the solution of (9) in the case r = 1; these properties are used in the proof of Theorem 2. Generalizations to the general case r > 1 are straightforward. which proves (A.6).
Remark A.1. In this article we needed WCE (11) only at the nal point of the time interval. However, it is readily checked that, due to F y t { measurability of UFD u(s; x) for all s t, the statement and the proof of Theorem 1 remains virtually unchanged if, in (11) and (12), we replace t by any s t. This implies in particular that equality (19) This gives an alternative (but equivalent) form of WCE (11) in terms of multiple Wiener integrals. A similar expansion holds for an arbitrary r.
