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FROM SPECTRAL THEORY TO BOUNDS ON ZEROS
OF HOLOMORPHIC FUNCTIONS
MARCEL HANSMANN AND GUY KATRIEL
Abstract. We show how eigenvalue estimates for linear opera-
tors can be used to obtain new Blaschke type bounds on zeros of
holomorphic functions on the unit disk.
1. Introduction
The aim of this work is to show that the spectral theory of linear
operators can be used to derive results about the distribution of zeros
of a large class of holomorphic functions on the unit disk, namely, the
class of all Cauchy transforms of complex Borel measures on the unit
circle. This class, henceforth denoted by K, consists of all holomorphic
functions h ∈ H(D) which can be written as
h(w) =
∫
T
µ(dζ)
1− wζ
, (1)
where µ is some finite complex Borel measure on the unit circle T. Ob-
viously K is a linear space, and a natural norm on it is given by setting
‖h‖K to be the minimal total variation of all measures µ generating h
according to (1) (see Section 3).
Denoting the zero set of h by Z(h), we will prove, assuming h ∈ K
and h(0) = 1, that ∑
z∈Z(h)
(
|z|−1 − 1
)
≤
∥∥∥∥h(w)− 1w
∥∥∥∥
K
, (2)
where each zero in the sum is counted according to its order. Here it
should be noted that when h ∈ K, then also h(w)−h(0)
w
∈ K and that
‖h(w)−h(0)
w
‖K ≤ ‖h‖K.
The finiteness of the sum in (2) is certainly well-known, being a
simple consequence of the fact that for h ∈ K with h(0) = 1 the
corresponding Blaschke-sum
∑
z∈Z(h)(1 − |z|) is finite, see [1]. How-
ever, the explicit bound in (2) is new (to the best of our knowledge).
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Moreover, we find it of interest that our result is proved via purely
operator-theoretic arguments, without appeal to the theory of complex
functions. The proof proceeds by associating to a given holomorphic
function h an explicitly defined linear operator L which is a rank-1
perturbation of a contraction A, and which has the property that the
eigenvalues of L outside the unit disk are the reciprocals of the zeros of
h. A general result on eigenvalues of trace class perturbations of linear
operators, which is a special case of [4] Theorem 2.1, is then used to
obtain information on the eigenvalues of L, and hence on the zeros of
h.
The question naturally arises whether our result can also be proved
using more ‘standard’ complex-function theory. While we do not know
the answer to this question, we do note here one consequence of inequal-
ity (2) which can also be derived via a straightforward complex-analysis
approach. This concerns the subclass H1 ⊂ K of holomorphic func-
tions with L1 boundary values (see [5] Chapter 17). Noting that for
h ∈ H1 we have ‖h‖K ≤ ‖h‖H1 and so∥∥∥∥h(w)− h(0)w
∥∥∥∥
K
≤
∥∥∥∥h(w)− h(0)w
∥∥∥∥
H1
= ‖h(w)− h(0)‖H1 ,
we see that inequality (2) implies that for h ∈ H1 with h(0) = 1∑
z∈Z(h)
(
|z|−1 − 1
)
≤ ‖h− 1‖H1. (3)
We show now that (3) can also be obtained, independently of the
method developed in this paper, via the classical Jensen formula. We
are grateful to Leonid Golinskii for pointing this out. The Jensen for-
mula says that, for any holomorphic function on the unit disk with
h(0) = 1, we have∏
z∈Z(h)
|z|−1 = sup
0<r<1
exp
(∫
T
log |h(rζ)|m(dζ)
)
, (4)
where m(dζ) denotes normalized Lebesgue measure on T. Assuming
h ∈ H1 and using convexity, the right hand side of (4) is bounded from
above by ‖h‖H1 , while the left-hand side is bounded from below by∏
z∈Z(h)
|z|−1 =
∏
z∈Z(h)
[
1 + (|z|−1 − 1)
]
≥ 1 +
∑
z∈Z(h)
(|z|−1 − 1),
so (4) implies ∑
z∈Z(h)
(|z|−1 − 1) ≤ ‖h‖H1 − 1 ≤ ‖h− 1‖H1,
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so that we have (3).
It is certainly an interesting question whether our general inequality
(2) can also be derived using Jensen’s formula. Whatever the answer
turns out to be, our approach here, which does not invoke any results
from complex analysis, gives an alternative pathway to obtaining in-
formation on zeros of Cauchy transforms.
The approach described in this paper crucially depends on the fact
(see Theorem 4 below) that the class of all h ∈ K with h(0) 6= 0 consists
precisely of those functions which can be represented as
h(w)/h(0) = 1 + w〈(I − wA)−1φ, ψ〉, w ∈ D,
where φ and ψ are arbitrary elements of a complex separable Hilbert
space (H, 〈., .〉) and A is a contraction on H, i.e. a bounded linear
operator with ‖A‖ ≤ 1. In the next section we shall prove the following
inequality on zeros of such functions.
Theorem 1. Let (H, 〈., .〉) be a complex separable Hilbert space. More-
over, let φ, ψ ∈ H and let A be a contraction on H. Define h ∈ H(D)
as
h(w) = 1 + w〈(I − wA)−1φ, ψ〉, w ∈ D.
Then ∑
z∈Z(h)
(
|z|−1 − 1
)
≤ ‖φ‖H‖ψ‖H,
where each zero is counted according to its order.
Our main theorem on the zeros of Cauchy transforms, which will
follow from Theorem 1 in view of the equivalence noted above, is proved
in Section 3.
2. The proof of Theorem 1
In the following A and L denote bounded linear operators on a com-
plex separable Hilbert space (H, 〈., .〉) (the inner product being linear
in the first component). The numerical range of A is defined as
Num(A) = {〈Af, f〉 : f ∈ H, ‖f‖H = 1}
and we clearly have Num(A) ⊂ {λ : |λ| ≤ ‖A‖}. The discrete spectrum
of L, σd(L), is the set of all isolated eigenvalues of L of finite algebraic
multiplicity. Assuming that L− A is a trace class operator we denote
its trace norm by ‖L− A‖tr.
The next result, which is a special case of [4] Theorem 2.1, is the
main ingredient in the proof of Theorem 1. For the convenience of the
reader, its proof is included in the appendix.
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Theorem 2. Let A and L be as above and assume that L−A is a trace
class operator. Then∑
λ∈σd(L)
dist(λ,Num(A)) ≤ ‖L− A‖tr,
where each eigenvalue is counted according to its algebraic multiplicity.
We now assume that ‖A‖ ≤ 1 and that M is the rank-1 operator on
H defined by
Mf = −〈f, ψ〉φ, f ∈ H,
where φ, ψ ∈ H \ {0}. Moreover, we set
L = A+M.
Remark 1. We note that the spectrum of the contraction A is contained
in D. Moreover, the assumption that M = L− A is a rank-1 operator
implies that the essential spectra of A and L coincide (Weyl’s theorem)
so the essential spectrum of L must be contained in D as well. This
shows that the spectrum of L in the complement of D can consist of
isolated eigenvalues of finite algebraic multiplicity only, see e.g. [2]
Theorem 4.3.18.
Using ‖M‖tr = ‖M‖ = ‖φ‖H‖ψ‖H and Num(A) ⊂ D we obtain from
Theorem 2 that∑
λ∈σd(L),|λ|>1
(|λ| − 1) ≤
∑
λ∈σd(L)
dist(λ,Num(A)) ≤ ‖φ‖H‖ψ‖H. (5)
The following lemma relates the eigenvalues of L = A +M to the
zeros of the function
h(w) = 1 + w〈(I − wA)−1φ, ψ〉, w ∈ D.
Lemma 1. For w ∈ D we have h(w) = 0 if and only if w−1 ∈ σd(L),
and the order of w as a zero of h is equal to the algebraic multiplicity
of w−1 as an eigenvalue of L.
Proof. For |w| < 1, set λ = w−1, so that |λ| > 1. If h(w) = 1 + 〈(λ−
A)−1φ, ψ〉 = 0 then
L(λ− A)−1φ = (A+M)(λ−A)−1φ = A(λ−A)−1φ− 〈(λ−A)−1φ, ψ〉φ
= λ(λ−A)−1φ− (1 + 〈(λ−A)−1φ, ψ〉)φ = λ(λ−A)−1φ,
so λ ∈ σd(L). Conversely, if Lf = λf for some f 6= 0, then Mf =
(λ−A)f and setting g = (λ− A)f we obtain
g =M(λ− A)−1g = −〈(λ−A)−1g, ψ〉φ, (6)
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which implies that g = cφ for some c ∈ C \ {0}. But plugging g = cφ
back into (6) we obtain that
h(w) = 1 + 〈(λ−A)−1φ, ψ〉 = 0.
The fact that the algebraic multiplicity of λ = w−1 as an eigenvalue
of L coincides with the order of w as a zero of h requires some more
work. It follows from the fact that h coincides with the perturbation
determinant of L by A, i.e.
h(1/λ) = det(I −M(λ−A)−1),
and from standard properties of the perturbation determinant, see [3]
p.173-174. 
From (5) and Lemma 1 we obtain∑
z∈Z(h)
(
|z|−1 − 1
)
≤ ‖φ‖H‖ψ‖H.
This concludes the proof of Theorem 1.
3. Cauchy transforms
Let M denote the class of all finite complex Borel measures on T and
for µ ∈M let Kµ ∈ H(D) be defined by
(Kµ)(w) =
∫
T
µ(dζ)
1− wζ
, w ∈ D.
K is called the Cauchy transform of the measure µ.
Remark 2. For a comprehensive discussion of Cauchy transforms we
refer to the monograph [1], in which much of what follows is discussed
in great detail.
As above, the vector space of all Cauchy transforms is denoted by
K, i.e.
K = {h ∈ H(D) : h = Kµ for some µ ∈M} .
Setting Rh = {µ ∈ M : Kµ = h} the space K can be equipped with a
norm by defining
‖h‖K = inf{‖µ‖ : µ ∈ Rh}, h ∈ K,
where ‖µ‖ denotes the total variation of the measure µ. Moreover, for
each h ∈ K there exists a unique µ0 ∈ Rh such that
‖h‖K = ‖µ0‖,
6 M. HANSMANN AND G. KATRIEL
see [1] Proposition 4.1.4. For our main result we will also need the
backward shift operator, B, on H(D), which is defined as
(Bh)(w) =
h(w)− h(0)
w
, h ∈ H(D), w ∈ D.
Lemma 2. Let h ∈ H(D). Then h ∈ K if and only if Bh ∈ K.
The proof of Lemma 2 can be found in the appendix. For the proof
of the next lemma see [1] Proposition 11.3.1.
Lemma 3. The backward shift operator B : (K, ‖.‖K) → (K, ‖.‖K) is
bounded and
‖B‖ = sup
h∈K,h 6=0
‖Bh‖K
‖h‖K
= 1.
Our main result on the zeros of Cauchy transforms is the following
theorem.
Theorem 3. Let h ∈ K with h(0) = 1. Then∑
z∈Z(h)
(
|z|−1 − 1
)
≤ ‖Bh‖K, (7)
where each zero is counted according to its order.
Remark 3. The previous inequality is sharp in the following sense:
there exist h ∈ K with h(0) = 1 and Z(h) 6= ∅ such that the left-
and right-hand sides of (7) coincide. For instance, this is the case for
h(w) = 1 + w
1+w
since here Bh = Kδ−1, where δ−1 denotes the Dirac
measure supported on {−1}, and so both sides of (7) are equal to 1.
Proof of Theorem 3. Let µ ∈ RBh be the unique measure with ‖Bh‖K =
‖µ‖. In particular, h(w) = 1 + w · (Kµ)(w). Noting that dµ = νd|µ|
for some measurable function ν : T → T, we choose H = L2(T, d|µ|),
φ(ζ) = 1, ψ(ζ) = ν(ζ) and we define a unitary operator A on H by
setting (Af)(ζ) = ζf(ζ). Then
1 + w〈(I − wA)−1φ, ψ〉 = 1 +
∫
T
w
1− wζ
µ(dζ) = h(w).
Since ‖φ‖H‖ψ‖H = ‖µ‖ = ‖Bh‖K, Theorem 1 implies that∑
z∈Z(h)
(
|z|−1 − 1
)
≤ ‖Bh‖K.

In view of Lemma 3 we have:
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Corollary 1. Let h ∈ K with h(0) = 1. Then∑
z∈Z(h)
(
|z|−1 − 1
)
≤ ‖h‖K.
Remark 4. It can well happen that ‖Bh‖K < ‖h‖K. For instance, if
h ≡ 1 then ‖Bh‖K = 0, while ‖h‖K = 1.
In the proof of Theorem 3 we have first shown that every h ∈ K
with h(0) = 1 can be represented as h(w) = 1 + w〈(I − wA)−1φ, ψ〉
for special choices of φ and ψ and some special unitary operator A,
and then we have applied Theorem 1 to estimate the corresponding
Blaschke sum from above by ‖φ‖H‖ψ‖H. However, this choice of φ, ψ
and A is certainly not unique and so there exists the possibility that
a different choice (e.g. with a non-unitary A) might lead to a better
bound on the sum in (7), or to a larger class of holomorphic functions
which might be treatable. The next theorem will show that this is not
the case.
Theorem 4. Let h ∈ H(D) with h(0) = 1. Then the following are
equivalent:
(i) h ∈ K.
(ii) There exists a complex separable Hilbert space (H, 〈., .〉H), vec-
tors φ, ψ ∈ H and a contraction A on H such that
h(w) = 1 + w〈(I − wA)−1φ, ψ〉H, w ∈ D. (8)
(iii) There exists a complex separable Hilbert space (H′, 〈., .〉H′), vec-
tors φ′, ψ′ ∈ H′ and a unitary operator U on H′ such that
h(w) = 1 + w〈(I − wU)−1φ′, ψ′〉H′, w ∈ D. (9)
Moreover, if h ∈ K then
‖Bh‖K = min ‖φ‖H‖ψ‖H = min ‖φ
′‖H′‖ψ
′‖H′
where the minima are taken with respect to all possible representations
of h in the form (8) and (9), respectively.
Proof of Theorem 4. The implication (i)⇒ (iii) has already been shown
in the proof of Theorem 3. In the same proof we have also seen that
there exists a representation of h ∈ K in the form (9) such that
‖φ′‖H′‖ψ
′‖H′ = ‖Bh‖K. The implication (iii) ⇒ (ii) is trivial, as is
the fact that
inf ‖φ‖H‖ψ‖H ≤ inf ‖φ
′‖H′‖ψ
′‖H′.
Hence, what remains to be shown is the implication (ii)⇒ (i) and that
for an arbitrary h of the form (8) one has
‖Bh‖K ≤ ‖φ‖H‖ψ‖H.
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To this end, suppose that h(w) = 1 + w〈(I − wA)−1φ, ψ〉H where
φ, ψ ∈ H and A is a contraction on H. By the Sz.-Nagy dilation
theorem (see e.g. [2], Theorem 10.3.1) there exists a Hilbert space
(H′, 〈., .〉H′) with H ⊂ H
′ (and 〈f, g〉H′ = 〈f, g〉H for every f, g ∈ H)
and a unitary operator U onH′ such that for every n ∈ N0 and f, g ∈ H
〈Unf, g〉H′ = 〈A
nf, g〉H.
In particular, using the Neumann series we see that
h(w) = 1 +
∑
n≥1
wn〈An−1φ, ψ〉H = 1 +
∑
n≥1
wn〈Un−1φ, ψ〉H′
= 1 + w〈(I − wU)−1φ, ψ〉H′. (10)
Now let EU(.) denote the projection-valued spectral measure, defined
on the Borel sets of C, associated to U via the spectral theorem. Note
that EU is supported on T. Let us define a complex Borel measure
µ ∈M by setting µ(.) = 〈EU(.)φ, ψ〉H′.
Remark 5. It is easy to see that ‖µ‖ ≤ ‖φ‖H′‖ψ‖H′ = ‖φ‖H‖ψ‖H.
The spectral theorem and identity (10) imply that we can rewrite h
as
h(w) = 1 + w
∫
T
µ(dζ)
1− wζ
.
Hence, setting µ(Ω) := µ(Ω∗) where Ω∗ = {λ : λ ∈ Ω}, we see that
Bh = Kµ. This shows that Bh ∈ K and so h ∈ K by Lemma 2.
Moreover, Remark 5 implies that
‖Bh‖K ≤ ‖µ‖ = ‖µ‖ ≤ ‖φ‖H‖ψ‖H.
This concludes the proof of Theorem 4. 
Remark 6. While in this paper we have concentrated on Cauchy trans-
forms of measures on the circle, let us remark that we can obtain anal-
ogous results for Cauchy transforms of measures on the line (we thank
the anonymous referee for making us aware of this fact). Namely, if
h(λ) =
∫
R
µ(ds)
s− λ
, Im(λ) > 0,
denotes the Cauchy (or Borel) transform of a finite complex Borel mea-
sure µ on R (which we assume to be normalized, µ(R) = 1, and to
satisfy ‖sµ(ds)‖ :=
∫
R
|s|d|µ|(s) < ∞), then we can show, using the
same method as above, that∑
λ∈Z(h)
Im(λ) ≤ ‖sµ(ds)‖.
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This follows from the fact that this class of functions coincides with
the class of functions of the form h(λ) = 〈(A − λ)−1φ, ψ〉, where A
is a selfadjoint operator on a Hilbert space H and φ, ψ ∈ H, and
by an application of Theorem 2 to the operator L = A +M , where
Mf = −〈f, ψ〉φ. The equality of these two classes of functions is a
consequence of the spectral theorem for selfadjoint operators or, ulti-
mately, of the Herglotz representation theorem.
4. Appendix
Proof of Lemma 2. Let h = Kµ for some µ ∈M. Then
(BKµ)(w) =
1
w
(∫
T
µ(dζ)
1− wζ
−
∫
T
µ(dζ)
)
=
∫
T
ζµ(dζ)
1− wζ
,
so Bh = K(ζµ(dζ)) ∈ K. To show the converse let Bh = Kσ for some
σ ∈M. Define µ ∈M by
µ(dζ) = ζσ(dζ) + (h(0)− cσ)m(dζ),
where cσ =
∫
T
ζσ(dζ). Then∫
T
µ(dζ)
1− wζ
=
∫
T
ζ
1− wζ
σ(dζ) + (h(0)− cσ)
∫
T
m(dζ)
1− wζ
= h(0) +
∫
T
ζ
1− wζ
σ(dζ)− cσ
= h(0) +
∫
T
ζ
1− wζ
σ(dζ)−
∫
T
ζ
1− wζ
1− wζ
σ(dζ)
= h(0) + w
∫
T
σ(dζ)
1− wζ
= h(w).
This shows that h ∈ K. 
Proof of Theorem 2. The trace norm of L − A can be computed as
follows:
‖L− A‖tr = sup
{en},{fn}
{∑
n
|〈(L− A)en, fn〉|
}
, (11)
where the supremum is taken with respect to arbitrary orthonormal
sequences {en} and {fn} in H, see [6] Proposition 2.6. Let λ1, λ2, . . .
denote an enumeration of σd(L), where each eigenvalue is counted ac-
cording to its algebraic multiplicity and equal eigenvalues are denoted
successively. By Schur’s lemma, see e.g. [3] Remark 4.1 on page 17,
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there exists an orthonormal sequence {gn} in H and a sequence of
complex numbers {bjk} such that
Lgn = bn1g1 + bn2g2 + . . .+ bnngn and bnn = λn. (12)
Hence, we can use (11) to obtain
‖L−A‖tr ≥
∑
n
|〈(L− A)gn, gn〉| =
∑
n
|〈Lgn, gn〉 − 〈Agn, gn〉|.
Using (12) we have 〈Lgn, gn〉 = λn and so
‖L−A‖tr ≥
∑
n
|λn − 〈Agn, gn〉| ≥
∑
n
dist(λn,Num(A)).

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