order. Generalization to other (non-integer) indices was carried out in Guo et al. (2009) to obtain families of orthogonal polynomials for Chebyshev spectral methods or problems with singular coefficients. However, although these GJPs can be described in terms of short linear combinations of Legendre polynomials, at least for certain index pairs of interest (Guo et al. 2009; Shen 2003) , the three-term recurrence relations characteristic of families of orthogonal polynomials have not been developed in these cases.
In this paper, we use the bases from Shen (1997) to develop families of polynomials that are orthogonal with respect to ω(x) ≡ 1 and satisfy the requisite boundary conditions, to facilitate transformation between physical and frequency space without using functions such as the Legendre polynomials that lie outside of the solution space. These families can also be efficiently modified to work with alternative weight functions, thus leading to the development of new numerical methods. In particular, it is demonstrated that these new families can be used to obtain three-term recurrence relations for the GJPs that satisfy the same boundary conditions.
The outline of the paper is as follows. In section "Variational formulation", we provide context for these families of polynomials by adapting the variational formulation employed in Shen (1997) to the time-dependent PDE (1)-(3). In section "The case m = 0" we develop orthogonal polynomials with unit weight function satisfying the boundary conditions p(1) = 0. In section "The case m ≠ 0" we do the same for the boundary conditions p(−1) = p(1) = 0. In section "Recurrence relations for generalized jacobi polynomials" we describe how these families of orthogonal polynomials can be efficiently modified to obtain three-term recurrence relations for GJPs as described in Guo et al. (2009 ), Shen (2003 . Concluding remarks and directions for future work are given in section "Conclusions".
Variational formulation
In this section, we describe one possible context in which the sequences of orthogonal polynomials discussed in this paper can be applied.
Conversion to polar coordinates
We consider the reaction-diffusion equation on a unit disk where α is a constant.
Following the approach used in Shen (1997) for a steady-state problem, we can convert the IBVP in (1)-(3) to polar coordinates by applying the polar transformation x = r cos θ , y = r sin θ and letting u(r, θ ) = U (r cos θ , r sin θ ), f (r, θ ) = F (r cos θ, r sin θ ). The resulting problem in polar coordinates is as follows:
The solution is represented using the Fourier series
The Fourier coefficients u 1,m (r, t), u 2,m (r, t) must satisfy the boundary conditions u 1,m (1, t) = u 2,m (1, t) = 0 for m = 0, 1, 2, . . . Due to the singularity at the pole r = 0, we must impose additional pole conditions on (5) to have regularity in Cartesian coordinates. For u(r, θ , t) to be infinitely differentiable in the Cartesian plane, the additional pole conditions are Shen (1997) By substituting the series (5) into (4) and applying the pole conditions in (6), we obtain the following ODEs, for each nonnegative integer m:
where u and f are now generic functions.
Weighted formulation
We will extend (7) to the interval (−1, 1) using a coordinate transformation as in Shen (1997) . Using the coordinate transformation r = s+1 2 in (7) and setting v(s) = u s+1 2 , we obtain where g(s) = f s+1 2
. To formulate a weighted variational formula for (8), we must find v ∈ X(m) such that (4)
and ω is a weight function.
Legendre-Galerkin method
To approximate (9) using the Legendre-Galerkin method, we let ω = 1 and we have to find v N ∈ X N (m) such that ∀w ∈ X N (m), where I N is the interpolation operator based on the Legendre-Gauss-Lobatto points. That is, I N g (t i ) = g(t i ), i = 0, 1, . . . , N , where {t i } are the roots of 1 − t 2 L ′ N (t) and L N is the Legendre polynomial of degree N.
The case m = 0
In the case where m = 0, (10) reduces to As before, we let L k (t) be the kth-degree Legendre polynomial, and define X N (0) to be the space of all polynomials of degree less than or equal to N that vanish at 1. This space can be described as Shen (1997) where φ i (t) is the ith basis function. By applying the Gram-Schmidt process (Burden, Faires 2005) to these basis functions, φ i (t), we can obtain a new set of orthogonal polynomials that will be denoted by φ i , i = 0, 1, 2, . . ., where the degree of φ i and φ i is i + 1. The new basis functions, φ i , can be found by computing
due to the orthogonality of the Legendre polynomials, thus greatly simplifying the computation of φ i .
(10)
To start the sequence {φ i }, we let so then and
The first several polynomials φ 0 ,φ 1 , . . . ,φ 4 are shown in Fig. 1 . Now, comparing φ 1 with φ 1 and φ 2 with φ 2 , we can find a general formula for the φ i in terms of φ i . By subtracting φ i from φ i , we obtaiñ and This suggests a simple recurrence relation for φ i in terms of φ i . Before we prove that this relation holds in general, we need the following result.
Proof We proceed by induction. For the base case, we have
For the induction step, we assume that there is a k > 0, such that
. We must show that the formula found in Eq. (15) is true for k.
k−1 , and using (13)
we have
We can now establish the pattern seen in (13), (14).
Proof Again we proceed by induction. For the base case, we will show that the theorem holds when i = 1:
Note that Eq. (18) is equivalent to Eq. (13). For the induction step, we assume that there is a j ≥ 0, such that
(17)
We show that (17) holds when i = j + 1. We have Therefore, using Lemma 1 and (16), we obtain
We now prove a converse of Theorem 1.
Proof Case 1:
All orthogonal polynomials satisfy a general three-term recurrence relation that has the form where α j , β j and γ j are constants. By enforcing orthogonality, we obtain the formulas First, we will find the value of α j .
Theorem 3 Let α j be defined as in (21) .
Proof Base case: When j = 0, we use (21) to obtain
For the induction hypothesis, we assume there is a j > 0 such that
. From
, we obtain Now, from the recurrence relation for Legendre polynomials, we obtain
(24)
.
and
To calculate the middle term in Eq. (24) we will multiply 2c j by the result from Eq. (26):
We rearrange the formula for α j−1 to obtain the following:
(27) Hence, Now, we will find the value of β k .
Theorem 4 Let β j be defined as in (22) .
Proof For the base case, we consider j = 0:
For the induction step, we assume there is a j ≥ 0 such that
and φ j = φ j + c jφj−1 where c j = j j+1 2 , we obtain 
φ j+1 , xφ j = φ j+1 + c j+1φj , x φ j + c jφj−1 = φ j+1 , xφ j + c j φ j−1 , xφ j+1 + c j+1 φ j , xφ j + c j c j+1 φ j , xφ j−1 .
Using the recurrence relation for Legendre polynomials, we obtain and
We then have
The last term in (29) is obtained as follows:
(31)
We rearrange the formula for β j−1 to obtain the following:
Therefore, Now we can use the results from Eqs. (30)-(33) to determine the numerator of β j .
Hence,
Using the same approach as in the preceding proof, we obtain (32)
c j c j+1 φ j , xφ j−1 = j j + 1
(34)
In summary, the polynomials {φ i } satisfy the recurrence relation
We can rewrite Eq. (19) as φ j − c jφj−1 = φ j . In matrix form, we have where
, with x being a vector of at least n + 2 Legendre-Gauss-Lobatto points. This ensures that the columns of Φ are orthogonal. Then, given f ∈ X n+1 (0), we can obtain the coefficients f i in by simply computing f i = �φ i , f �/N i , where N i is as defined in (15). Then the coefficients f i in can be obtained by solving the system Cf =f using back substitution, where C is as defined in (36). These coefficients can be used in conjunction with the discretization used in Shen (1997) , which makes use of the basis {φ i }.
The case m � = 0
In the case where m � = 0, we work with the space As discussed in Shen (1997) , this space can easily be described in terms of Legendre polynomials:
Applying the Gram-Schmidt process to the basis functions {φ i }, we obtain a new set of orthogonal polynomials that will be denoted as {φ i }. These basis functions are obtained in the same way as in Eq. (11). First, we let
and Then, we have and The graphs of the first several members of the sequence {φ i } are shown in Fig. 2 . Again, we will compare φ 2 with φ 2 and φ 3 with φ 3 to find a general formula for the values of φ i . We obtain the following formulâ
(37)
and These results suggest a simple recurrence relation for φ i in terms of φ i and φ i−2 , in which the coefficient of φ i−2 is a ratio of triangular numbers
We therefore define with initial conditions
To prove that these polynomials are actually orthogonal, we first need this result.
Lemma 2 Let φ j (x) be defined as in (38), (39), and let N j = φ j ,φ j , ∀ j ≥ 2. Then
(40) . Now, we must show that the formula (40) is true for j. We have (j+1)(j+2) .
Proof For the base case, we first show that φ 1 = φ 1 and φ 0 = φ 0 are already orthogonal. We have Next, we show directly that the theorem holds when j = 2:
For the induction step, we assume that φ 0 , . . . ,φ j−1 are all orthogonal, where j ≥ 2, and that
Using Lemma 2, we obtain
We now confirm that the polynomials defined using the recurrence (41) are orthogonal.
Theorem 6 Let φ k be defined as follows:
Proof We will show that for each k ≥ 0, φ k ,φ j = 0 for 0 ≤ j < k. The case k = 1 was handled in the proof of Theorem 5. Proceeding by induction, we assume φ 0 , . . . ,φ k−1 are all orthogonal, and show that φ k ,φ j = 0 for j = 0, 1, . . . , k − 1.
Case 3: j = k − 1. If k ≥ 3, then we have If k = 2, then the steps are the same, except that the term with φ k−3 is not present.
Like all families of orthogonal polynomials, the {φ k } satisfy the recurrence relation By analogy with (21), (22) and (23), we have Because φ j contains only terms of odd degree if j is odd and of even degree if j is even, just like the Legendre polynomials, it is easily shown that α j = 0 for j = 1, 2, . . . We will now find the values of β j and γ j .
Theorem 7 Let β j be defined as in (45) .
Proof We show the base case j = 0 directly:
Then, using (45), we have β j = φ j+1 ,xφ j φ j+1 ,φ j+1
and
(j+1)(j+2) . For the numerator, we have
We now compute each part of this numerator as follows:
Then
For the third term in (47), we have
(48)
= j + 1 2j + 1 2 2j + 3 − j + 2 2j + 5 2 2j + 3 + j + 3 2j + 5 2 2j + 7 = 2(j + 2) (2j + 1) 2j + 7 , φ j−2 , xφ j+1 = φ j−2 , j + 2 2j + 3
d j φ j−2 , xφ j+1 = j j − 1 j + 1 j + 2 − 2 j + 1 2j + 1 2j + 3 = −2j j − 1 j + 2 2j + 1 2j + 3 .
= − j + 1 2j + 1 2 2j + 3 + j 2j + 1 4 j j + 1 − j + 2 2j + 5 2 2j + 3 = 6 j + 3 j + 1 2j + 1 2j + 5 , and therefore
We rearrange the formula for β j−2 to obtain the following:
Therefore,
Now we can use the results from Eqs. (48)-(51) to determine the numerator of β j .
Thus,
From (46), (52), and Lemma 2, we obtain (50) d j+1 φ j−1 , xφ j = j j + 1 j + 2 j + 3 6 j + 3 j + 1 2j + 1 2j + 5 . = 6j j + 2 2j + 1 2j + 5 .
φ j−1 , xφ j−2 = β j−2 φ j−1 ,φ j−1 = j + 1 2j + 1 2( j + 2 j + 3 j j + 1 2j + 3 = 2 j + 2 j + 3 j 2j + 1 2j + 3 .
(51) d j d j+1 φ j−1 , xφ j−2 = j j − 1 j + 1 j + 2 j j + 1 j + 2 j + 3 2 j + 2 j + 3 j 2j + 1 2j + 3 = 2j j − 1 j + 1 2j + 1 2j + 3 .
(52) φ j+1 , xφ j = 2(j + 2) (2j + 1) 2j + 7 − 2j j − 1 j + 2 2j + 1 2j + 3 + 6j j + 2 2j + 1 2j + 5 + 2j j − 1 j + 1 2j + 1 2j + 3 = 2 j + 4 j + 5 j + 2 2j + 5 2j + 7 β j = 2 j + 4 j + 5 j + 2 2j + 5 2j + 7 j + 2 j + 3 2j + 7 2 j + 4 j + 5 = j + 3 2j + 5 .
(53) γ j = 2 j + 4 j + 5 j + 2 2j + 5 2j + 7 j + 1 j + 2 2j + 5 2 j + 3 j + 4 = (j + 1) j + 5 (j + 3) 2j + 7 .
