ABSTRACT Pedestrian detection is a valuable and challenging problem in computer vision. To fully exploit the interframe information to improve the detector's performance, many frameworks with high complexity for offline detection have been proposed. These methods cannot provide spontaneous responses or alerts. In this paper, we present a Kalman filter-based convolutional neural network (CNN) for online pedestrian detection in videos. First, the single shot multibox detector is implemented as the CNN detector, which incorporates the pedestrian's aspect ratios. Fusion modules are implemented to improve the detector's robustness for medium and far scale pedestrians. Then, bounding boxes are propagated according to the prediction from the Kalman filter. Finally, the location and confidence of the bounding boxes are refined by the Kalman filter. Our method is evaluated on two datasets with respect to both the miss rate and speed, and the results show that our method has a lower miss rate, more stable confidence, and a much higher speed.
I. INTRODUCTION
Pedestrian detection in video plays an important role in surveillance, automatic driving and other applications. These applications require online detection, which means that the surveillance systems provide alerts during events. As a powerful tool, the convolutional neural network (CNN) is widely used in object detection and its subfield pedestrian detection [1] - [5] . Due to the occlusion and motion blur, false negatives frequently occur when applying CNNs to videos. Objects in adjacent frames are highly correlated, which is helpful interframe information to reduce false negatives and enhance the detector's performance. So far, CNNs are mostly based on the single frame strategy and ignore the abundant interframe information in video. Thus, an interframe aided CNN algorithm for object detection in video is a promising field for the future.
The existing methods for video object detection can be classified into three categories: Long Short-Term Memory (LSTM), feature level processing and box level processing [6] - [11] . Methods at the box level provide a good performance and generality with no extra training overhead. These algorithms are suitable for practical applications.
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Tubelets with the CNN (T-CNN) proposed by Kang et al. [11] is one of the representative frameworks at the box level. It calculates the motion vector to propagate the bounding box for reducing false negative detections. The T-CNN consists three parts: Multi-Context Suppression (MCS), Motion Guided Propagation (MGP) and tubelet rescoring. MCS suppresses those confidence scores under a threshold to lower the false positive rate. MGP first obtains the optical flow to calculate the motion vector of an object, and then propagates bounding boxes to the next frame to reduced missed detections. Tubelet rescoring views the bounding box sequence as a whole, which is called a tubelet. The statistical features of the tubelets are fed to a Bayes classifier to reduce false positives.
Although the T-CNN successfully integrates interframe information to the CNN, it still has two shortcomings: inaccurate propagation and poor real time ability. Inaccurate propagation means the propagated bounding box could not fit the pedestrian precisely. There are two reasons that lead to inaccurate propagation. First, a complicated background results in an impure optical flow that has a negative impact on the quality of the motion vector. Second, the pedestrian covers a portion of its bounding box rather than the whole, and thus the motion vector of the bounding box is always smaller than the target's velocity. These two reasons influence the effectiveness of the motion vector, and hence the propagated box cannot fit the ground truth accurately. The acquisition of a dense optical flow leads to a poor real time ability. To obtain the dense optical flow, time consuming iterative algorithms are implemented, causing a large delay. In addition, the T-CNN requires both forward and backward frames, which are unavailable for online detection.
In view of the above problems, we propose a Kalman filter-based CNN algorithm for online pedestrian detection in video. The single shot multibox detector (SSD) is selected as the base detector due to its outstanding detection and realtime performance. To deal with small targets, multi-level fusion strategy is carried out. In the postprocessing stage, the Kalman filter is used to replace the dense optical flow to improve the detection performance and speed. The Kalman filter treats each object as a single particle and calculates the motion vector of its center to obtain an accurate propagation. Furthermore, the Kalman filter refines the bounding box propagation according to the measurement value, aiming at making bounding boxes fit the ground truth more precisely with a higher and more stable confidence. The Kalman filter has a lower computational load compared to MGP, thus maintaining the real time capability for postprocessing.
Our contribution can be summarized as followed: 1) In this paper, the fusion module summarizes the conv4_3 and conv5_3 feature maps point to point to benefit the medium and far scale pedestrians. Experiments show the effectiveness of the proposed fusion module. 2) We designed a novel Kalman filter-based postprocessing algorithm for advanced SSD. Proposed algorithm further reduce the miss-rate with less cost of speed.
Comparison of MGP and our approach is presented to show the effectiveness of the proposed algorithm. 3) We conducted experiments to validate the improvement of the combination. The combination of fusion module and Kalman filter makes up the deficiencies of SSD. The experiment results demonstrate the improvement of the combination compare to SSD. The rest of this paper is organized as follows. In Sec. 2, we review the related work on interframe information-based frameworks. In Sec. 3, our proposed method is introduced. In Sec. 4, we conduct experiments on the Caltech benchmark and the private dataset, and compare the results of the SSD and SSD with MGP with respect to the miss rate and speed. Comparison with the state-of-the-art is also presented. In Sec. 5, the conclusion and the discussion of future work are presented.
II. RELATED WORK A. PEDESTRIAN DETECTION
Pedestrian detection is a valuable technology for various applications. To design a powerful pedestrian detector, traditional algorithms extract elaborate artificial features from images, such as: Histogram of oriented gradient (HOG), aggregate channel feature (ACF) and local binary pattern (LBP) [12] - [14] . These features are fed into classifiers to identify pedestrians from the background. The design of hand-crafted features requires vast experience of the researchers. Along with the rapid development of deep learning, CNN based algorithms become the mainstream of pedestrian detection. CNN is capable of learning features from the images, hence it relaxes the requirements of engineering experience [15] .
Detecting with occlusion and far distance are the significant challenges in pedestrian detection. Recent CNN detectors focus on improving the ability to handle occlusion and far scale pedestrians. To lower the miss rate of far scale pedestrian, multiscale feature maps is fed into classifiers to discriminate far scale pedestrians from the background [16] - [19] . Lower level feature maps contribute richer information than higher level feature maps, therefore combining multiscale feature maps improving the detector's performance, especially for the far scale pedestrians. Another approach for detecting far scale pedestrian is introducing the contextual and semantic information [20] - [22] . Far scale pedestrians provide less pixels in the regions of interest (ROI). The ROIs of the far scale pedestrians are difficult to recognize even for human beings. However, distinguishing far scale pedestrians is easier with the help of the contextual and semantic information, In some pedestrian detection framework, higher level feature maps is stitched to increase the context information [23] .
Occlusion is another critical problem in pedestrian detection. Ouyang and Wang [24] proposed an integrated framework to strengthen the detector's capability for occlusion. By combining deformation model and part detection, the performance of the integrated framework is improved. Wang et al. [25] designed the repulsion loss for detecting pedestrians in crowd. Repulsion loss contains the attraction of matched ground truth and the repulsion of neighboring ground truth or predicted boxes. By training CNN with the repulsion loss, Detectors can detect pedestrians even with heavy occlusion.
Previous state-of-the-art CNN detectors are designed with high complexity [26] - [28] . In practical applications, it is important that pedestrian detectors can provide spontaneous response. Yang et al. [17] proposed a SSD based real time pedestrian detector. The proposed algorithm has a good performance for the far scale pedestrians, meanwhile the speed could reach 20fps. However, real time CNN detector still exhibits a lack of study.
B. CNN FOR VIDEO OBJECT DETECTION
Previous work on integrating interframe information into the CNN can be classified into three categories: LSTM, feature level processing and box level processing.
Methods based on LSTM simply attach a LSTM unit at the end of detectors such as the R-FCN and SSD [6] . LSTM is designed for processing time series, especially long term series [29] . Among these methods, LSTM processes the location and confidence series to refine the detection results. These methods perform well when detecting persons that last a long time in a video, but their hardware implementation is complex to some extent.
Methods on the feature level focus on the combination of mid-level feature maps in adjacent frames [7] - [9] . The combination of mid-level features has a lower computational load and a better detection than other fusion approaches. Feature maps are accumulated or stitched as the input for the remaining network, which automatically learns the interframe information from the processed feature map. However, these networks are hard to converge during the training process.
Methods on the box-level propagate or suppress bounding boxes to achieve a good performance [10] , [11] . The T-CNN lowers the miss rate by propagating bounding boxes, as mentioned before. Another way to process on the box-level is to find the relationships between targets in both the spatial and temporal domain. Han et al. propose the sequence nonmaximium suppression (Seq-NMS), which builds an intersection of union (IoU) graph to represent the correspondence of bounding boxes. A route with a maximum confidence score in this graph is selected to suppress other detections. The confidence score of each box in this route is replaced by its maximum value or average value. These methods are easy to implement with no extra training overhead.
Some of the previous works have good detection abilities but are designed in an offline manner. Additionally, these algorithms have a bad real-time ability, which has a negative impact on applications. Compared to these works, our method is applicable for online pedestrian detection in video and has a low computational complexity.
III. PROPOSED METHOD
The proposed method consists of SSD and Kalman filterbased postprocessing, as shown in Fig. 1 . The SSD generates the detection result of each object with the top-left corner's coordinate (x, y), width (w), height (h) and confidence score (s). During postprocessing, the k th and k−1 th detection results are fed into the Kalman filter and the output optimized detection results in fewer false negatives. First, the postprocessing module predicts pedestrians' states in the k th frame, and then matches the pedestrians in the k−1 th frame to reveal the implicit correspondence between adjacent frames.
Finally, the predictions are updated according to the measurement value, which is followed by Non-maximum suppression (NMS) to remove overlapping bounding boxes.
A. SSD
The SSD is a one-stage CNN detector that is characterized by the use of multiscale feature maps and default boxes [1] . Multiscale feature maps improve the detection of objects of various sizes. The default box is a set of boxes with different scales and aspect ratios at each location in the feature maps. The use of the default box simplifies the detection problem to the classification and regression problem of boxes, thereby avoiding the extraction of the ROI. Studies on the SSD mainly consist of the architectural design and training.
1) ARCHITECTURE
The architecture of the SSD contains two parts. The first part is the base network, which is used for the preliminary feature extraction. In this paper, the VGG is selected as its backbone network [30] . The remaining part of the SSD further classifies and regresses the default boxes to the predicted boxes according to the extracted feature maps. In this paper, we attach another conv10 layer to the end of the SSD to enlarge the input resolution to 512 * 512. The architecture of the SSD is shown in Fig. 2 .
As shown in Fig.2 , SSD construct a feature pyramid for detecting pedestrian with different scale. Lower layer feature map has a strong activation for far scale pedestrian, thus it is utilized to predict the confidence and location for the medium and far scale pedestrians. Feature map with lower resolution has a larger reception field, therefore it can predicts the confidence and location for the large scale pedestrians. Considering the speed and performance, pedestrian detections are computed over several given layers (conv4_3, fc7, conv6_2, conv7_2, conv8_2, conv9_2, conv10_2) in SSD.
The low accuracy of far scale pedestrian detection is a common problem in existed SSD researches. Cao et al. proposed concatenation and element-sum fusion modules to improve the accuracy of far scale pedestrian [23] . In concatenation module, conv4_3 and conv5_3 are chosed to be fused, since the higher feature maps may introduce noises. Conv5_3 layer is followed by a deconvolution layer to enlarge the resolution of the conv5_3 feature map. The enlarged conv5_3 feature map and conv4_3 feature map are normalized before concatenation. In element-sum module, the fusion procedure is similar to the concatenation module, except the fusion type of feature maps. Feature maps are summarized point to point in element-sum module. In this paper, the element-sum module is implemented to improve the accuracy of far scale pedestrian detection. It performed better than concatenation module for 'person' category on Pascal VOC, meanwhile it maintained a higher speed than concatenation module.
At the end of the network, a regressed vector for each default box can be used to refine the default box. The aspect ratios of the default box are set to 0.41 according to the pedestrian's aspect ratio. The scales of default box are shown as Table 1 . In the regressed vector, the first two elements represent scale-invariant transform of the default box. The second two represent the log-space transform of the width and height of the default box, respectively. This refining procedure of the default box is shown as:
where p represents the predicted box, d represents the default box, and l represents the vector to be refined. x and y are the center coordinates of the bounding box. w and h are the width and height of the bounding box, respectively.
2) TRAINING
The Stochastic Gradient Descent (SGD) method with momentum is used to fine-tune the pretrained model.
Hard negative mining is employed to train the SSD for faster and stable optimization. The pretrained model is trained using the VOC and the COCO dataset [31] . The loss function for the optimization is defined as:
where x is an indicator for matching the default boxes to the ground truth boxes. l denotes the predicted boxes, and g denotes the ground truth boxes. cx and cy are the center coordinates of the boxes. w and h are the width and height of the boxes, respectively. The overall loss function consists of the confidence loss and localization loss. The confidence loss is the softmax loss over the background and pedestrian classes. The localization loss is the smooth L1 loss between the predicted boxes and ground truth boxes. Some hyper parameters for the SGD method are listed here. The batch size is set to 32. The initial learning rate is 0.001. The weight decay is set to 0.005, and the momentum is 0.9.
B. KALMAN FILTER-BASED CNN POSTPROCESSING
False negative detection occurs frequently when applying the SSD to pedestrian detection in video. To enhance the detection performance and real-time feasibility, the Kalman filter is selected to integrate the interframe information to reduce false negative detections. The Kalman filter provides an optimized estimation output according to the measurement value under the minimum variance criterion [32] - [34] . Before using Kalman filter, a set of parameters must be determined according to the assumptions of the pedestrians' movements.
1) KALMAN FILTER MODELLING
Given a linear discrete system with Gaussian noise, this system can be described by the process and observation equations, as follows:
where X k is the state of the pedestrians in the k th frame. A represents the transition matrix of the system. W k is the noise in the process system, where W k ∼ N (0, Q). Y k is the measurement value. H represents the observation matrix. V k is the noise in the observation system, where V k ∼ N (0, R). We assume that pedestrians have uniform motion, which is independent in the X and Y directions. Due to the small changes in pedestrians' postures and the illumination between adjacent frames, it is assumed that the confidence scores of pedestrians are stable over a short time. According to the above assumptions, the state for each pedestrian is set to
The detection results from the SSD include the location and confidence scores, and the measurement value is set to
The observation equation is defined as follows:
When the model is a linear system, and both the system uncertainty and the observation noise is Gaussian noise, this problem can be solved iteratively by using the basic Kalman filter equation. The basic Kalman filter equation contains the prediction and update.
Prediction:
Update:
whereX − k is the prior state, andX k is the estimated state. P k represents the covariance, K g represents the Kalman gain, Q is the system uncertainty, and R is the observation noise.
2) POSTPROCESSING PROCEDURE
Postprocessing contains the prediction, object matching and update, as shown in Algorithm 1. In the prediction (steps 3 and 4), the prior state and covariance of the pedestrians in the k th frame are predicted from the previous state. According to the assumption of the pedestrians' motion and confidence scores, the prior state and covariance can be computed by (7) for further processing.
Algorithm 1 Kalman Filter-Based Postprocessing
Input: pedestrian's state (confidence score, coordinate of bounding box's top-left corner, velocity) and covariance. 
if match_id = 0 then 7.
end if 14. end for 15. output NMS(X k ) Object matching (step 5) finds the correspondence between pedestrians in adjacent frames, because only matched states can be updated. In object matching, pedestrians are matched by their IoUs, areas and aspect ratios. When these three indicators all exceed their respective threshold, the bounding boxes refer to the same pedestrian with a high probability. Due to the slow motion of the pedestrians in adjacent frames, bounding boxes that are near to each other may refer to an identical person. The IoU is the ratio of the intersection area of two bounding boxes, which is calculated as (9) . The IoU measures the location similarity of two bounding boxes.
The area and aspect ratio of the same pedestrian change slightly in adjacent frames, and thus bounding boxes with similar areas and aspect ratios are very likely to belong to the same person. In this paper, we use (10) to measure the similarity of the area and aspect ratio.
l(a, b)
In the k th frame, multiple bounding boxes will be matched to a single box in the k-1 th frame. The bounding box with the highest confidence score is selected as the matching result. Bounding boxes will be propagated, and the confidence scores of those failed matchings are decayed. In our approach, the decay coefficient is set to 0.8. Large decay coefficient can make the propagated boxes last longer. We conducted some experiments with different decay coefficient, which turned out that the optimal value of decay coefficient is 0.8.
In the update (steps 7-9), the Kalman gain is first calculated by the prior covariance, which is used to provide an optimized estimation under the minimum variance criterion based on the weighted summation of the prediction and measurement values. The NMS is implemented to remove overlapping results.
IV. EXPERIMENTS A. EXPERIMENT SETUP 1) DATASET
The proposed method is evaluated using both a private dataset and the Caltech benchmark. The detailed information of the private dataset is shown in Table 1 .
The private dataset is a semiautomatic annotated by ACF [13] . Manually annotation refinements are done by using the Training Image Labeler Tool in MATLAB. The private dataset contains pedestrians with widths greater than 1% of the image and occlusion smaller than 80%. In our experiment, 80% of the dataset is used for training and the rest is used for testing.
The Caltech dataset contains 250000 images [35] , [36] . We extract one frame for every five frames from set00∼set05 for training. In addition to the Caltech dataset, we extract all frames from the ETH and TUD-Brussels datasets for training [37] , [38] . Set06∼set10 are used for testing. The raining set contains 27121 frames. The testing set contains 4024 frames.
The annotations of pedestrians include 'person', 'people' and 'person?'. 'person' represents a single pedestrian. 'people' refers to a large group of pedestrians. 'person?' represents uncleared object whether the object is a person or not. Only 'person' annotations is used for training, other annotations are ignored. For positive samples, we extract the pedestrians that are at least 20 pixels tall and at least 20% of their body is visible.
Evaluation can be carried on Caltech subsets. The detail experiment setting of these subsets are elaborated in Table. 3.
2) EVALUATION METRIC
In this paper, we use miss rate over the FPPI = 10 −2 ∼10 0 to evaluate the effectiveness of the detector. The FPPI is defined as: where FP is the false positives, and N I is the number of images.
The miss rate is defined as follows:
where FN is the false negatives, and N P is the number of pedestrians in the video.
B. ABLATION STUDY
To investigate the effectiveness of fusion module and Kalman postprocessing, experiments on Caltech benchmark are carried out. The experiment results are shown in Table. 4
1) EFFECTIVENESS OF THE FUSION MODULE
In Table 4 , the effectiveness of fusion module can be observed. With the help of fusion module, a better performance of SSD can be obtained. Compared to SSD, SSD with fusion module improves the results by 1.23% and 0.85% on ''Reasonable'' and ''All'' subsets respectively. The results show the improvement of implementing fusion module. The miss rate of SSD + fusion module achieves 37.68% and 71.25% on the ''Medium'' and ''Far'' scale subset respectively. The lower miss rate of SSD+ fusion module indicates the effectiveness of the fusion module. The fusion module contributes a richer contextual information to the conv4_3 feature map. Hence, it benefits the detection ability of SSD. SSD has a low accuracy for medium and far scale pedestrians. Conv4_3 predicts the pedestrians with height smaller than 40 pixels. With the fusion module, the performance of SSD on medium and far scale pedestrians can be improved.
Meanwhile, the experiment results of SSD + fusion module outperforms the SSD with a heavy occlusion detection of 45.49% MR. But it fails to provide a lower miss rate on ''Partial'' occlusion subset compare to SSD.
2) EFFECTIVENESS OF THE KALMAN FILTER-BASED POSTPROCESSING
The proposed method is compared with MGP using the Caltech dataset. In MGP, we use the Farneback algorithm in OpenCV to obtain the optical flow [39] . The experiments mainly focus on the miss rate and speed. In addition, VOLUME 7, 2019 we further analyze the stability and robustness of these two algorithms on scale and occlusion subsets.
Our method and MGP have positive effects on decreasing the miss rate. It can be seen from Table 4 and Fig. 4 that both the proposed method and MGP provide a lower miss rate on the all subset. For SSD + fusion module, Kalman filterbased postprocessing outperforms others on the ''Reasonable'' and ''All'' subsets. With the proposed postprocessing method, the miss rate of SSD + fusion module drops to 10.99% and 51.36% on the ''Reasonable'' and ''All'' subsets respectively. Although MGP fails to improve the base detector on ''Reasonable'' subset, it provides a lower miss rate than base detector. Overall, the experiment results show the improvement of MGP and our method.
The proposed method provides a lower miss rate than MGP due to the following reasons (1) the propagation is more robust against complicated environment, and (2) the confidence scores of the true positives are promoted.
The robustness can be observed from the detection result. Taking the pedestrian with arrow in Fig. 3 as an example, the bounding box of the proposed method is closer to the ground truth because of the high-quality motion vector provided by the Kalman filter. The optical flow is influenced by the passing car, thus an inaccurate optical flow is obtained, leading to a false positive propagation. Accurate propagation is helpful for reducing the false positives caused by bounding box propagation, thus improving the detector's performance.
The promotion of the confidence score can be measured by the average confidence score of the same pedestrian in adjacent frames. Taking the pedestrian in the middle of Fig. 4 as an example, the average confidence of MGP is 0.8383, while the average confidence of the proposed method is 0.8467. Taking the pedestrian in the right side of Fig. 3 as an example, the average confidence of MGP is 0.8883, while the average confidence of the proposed method is 0.9067. The average confidence score of the proposed method is higher than MGP. Higher confidence of true positive helps the detector to discriminate false positives and true positives, thus enhancing the performance of the CNN.
The stability of the confidence score can be measured by the variance of the same pedestrian in adjacent frames. Taking the pedestrian in the middle of Fig. 4 as an example, the standard deviation of MGP is 0.1314, and the proposed method's standard deviation is 0.0797. Taking the pedestrian in the right side of Fig. 3 as an example, the standard deviation of MGP is 0.0828, whereas the standard deviation of the proposed method is 0.0653. The results of our method are more stable. Stability benefits the threshold setting, and thus is good for achieving a better detection result. Table 4 shows the experiment results on scale subsets. On scale subsets, both MGP and our method yield a better performances. On ''Large'', ''Near'', and ''Far'' subsets, the miss rate of MGP is lower than our method. However, the proposed method outperforms the MGP on ''Medium'' subset. For pedestrians with larger size, the bounding boxes contain more pixels, and the average motion vector is less vulnerable to noisy environment. Besides, the confidence of large sized pedestrians are higher, which are less affected by the propagation. For medium size pedestrian, the propagation and confidence promotion are equally important. Therefore, Kalman filter-based post processing yields a better performance than MGP.
The miss rate on occlusion subsets shows the robustness of MGP and our method. Both MGP and our method performs well on occlusion subsets. The box level propagation can suppress the negative impact of pedestrian scale and occlusion. When short term occlusion happened, the bounding box can be propagated if the pedestrian is detected in previous frames. The propagated bounding boxes compensate for the missed detection caused by the occlusion. Hence, a lower miss rate can be achieved by implementing MGP and Kalman filter based-postprocessing. However, the box propagation strategy cannot cope with long term occlusion. The only way to combat long term occlusion is to improve the accuracy of base detector for heavy occlusion. In Table 4 , we notice the improvement difference of MGP and our post processing. For SSD, MGP provides a lower miss rate than our method on ''Partial'' and ''Heavy'' subsets. On the contrary, our method presents a lower miss rate for SSD + fusion module. In our opinion, the improvement difference is caused by the difference of detector. Box level propagation relies on the previous detection. Thus, the performance of detector influence the improvement of MGP and our method. SSD + fusion module has a better detection ability, Kalman filter is more suited for the models with better detection ability.
The experiment for speed comparison is conducted on Caffe [40] . The proposed method and MGP are tested on both a GPU (NVIDIA GTX 1080Ti) and a CPU (Intel Core i5-4590).
As shown in Table 5 , the speeds of MGP and the proposed method are lower than simply implementing NMS. However, the proposed method's speed is much higher than MGP. A single GPU platform can achieve a high running speed and meet the real-time requirement for applications. Table 4 shows the effectiveness of SSD + fusion module + Kalman filter. The SSD module combined with fusion module and Kalman filter provides the most significant improvement. There are two drawbacks of SSD: (1) low accuracy for medium and far scale pedestrians, (2) frequent missed detection. The fusion module lower the miss rate of medium and far scale pedestrians. Our proposed postprocessing method reduces the miss detection of SSD, thus the overall miss rate is decreased. Compared to MGP, our method is faster, aiming at realtime applications. The combination of fusion module and Kalman filter make up for the deficiency of SSD.
3) ANALYSIS OF THE COMBINATION

C. PERFORMANCE ON CALTECH BENCHMARK 1) COMPARISONS WITH STATE-OF-THE-ART METHODS
To evaluate the improved performance of our method, we conducted experiments by challenging four stateof-the-art algorithms and SSD based pedestrian detectors [17] , [21] , [26] - [28] . In terms of the computational load and miss rate, comparisons between Deepparts, F-DNN, SDS-RCNN, SA-Fast RCNN and our method are carried out.
As shown in Fig.5 and Table 6 , the proposed method achieves a competitive performance. The results of our approach is slightly worse than F-DNN on the ''All'' subset. Meanwhile, the miss rate on the ''Reasonable'' is worse VOLUME 7, 2019 than SDS-RCNN, F-DNN and SA-Fast RCNN. However, the speed of our method is relatively higher than others. Our approach is competitive in terms of miss rate and speed. A higher speed is crucial for an online detector. To provide the spontaneous responses, the detector must have real time ability. Our method is available for these online applications.
2) PERFORMANCE ON SCALE AND OCCLUSION SUBSETS
Evaluation on scale and occlusion subsets is critical. In actual scenes, pedestrians are mostly medium or far. Moreover, pedestrians have a certain extent of occlusion. Hence, evaluation on scale and occlusion subsets is necessary. SA-Fast RCNN and SDS-RCNN are adept in detecting large scale pedestrians. F-DNN and our approach are good at detecting far scale pedestrians. On the ''Far'' subsets, our method outperforms F-DNN with 70.70% MR. Our method improve the result by 6.77%. On ''Medium'' subset, our method is worse than F-DNN, but outperforms others with 12.70% in average. Overall, our approach owns a good detection ability for medium and far scale pedestrians.
On the occlusion subsets, experiments are conducted to evaluate our method. On the ''Heavy'' occlusion subsets, our approach provides the lowest miss rate than others. It outperforms others with 15.42% in average. However, on the ''partial'' occlusion subset, the miss rate is not satisfactory compare with SDS-RCNN and F-DNN.
D. PERFORMANCE ON PRIVATE DATASET
The experiments on Caltech benchmark show the effectiveness on vehicle surveillance video. To validate our method's improvement on surveillance video with static background, experiments are conducted on the private dataset. The private dataset contains videos with more shooting angles. Meanwhile, the pedestrians in private dataset are involved in occlusion and posture changing. The private dataset contains two test scenes. The video of railway platform is shot downward from the top of railway station. It contains medium and far scale pedestrians. The video of campus contains crowd scene. The pedestrians in video of the campus have large or near scale pedestrians with heavy occlusion. Fig.6 shows the detection results which demonstrates that our method is available for practical applications.
V. CONCLUSION
In this paper, a Kalman filter-based method for online video pedestrian detection is presented. This method combine fusion module and kalman filter based postprocessing together, and effectively reduce the miss rate. Our method is compared with MGP on Caltech pedestrian datasets. The experiments show that the proposed method provides a better performance and has a faster speed. Our method is robust to pedestrians with different scale and occlusion. Experiments on private dataset show the adaptability to realistic scenarios, which prove that our method is able for practical applications. In the future, we will try to optimize the network structure and object matching method to further improve the robustness of the algorithm.
