Abstract-Augmented Reality (AR) is the process of overlaying meaningful interactive information in a live video stream for creating an enriched visual experience for users. Within Remote Access Laboratories (RAL) this enables users to gain design experience along with gaining knowledge about the particular experiment in question and potentially collaborate on design experiences. This paper focuses on the issues related to the applications of AR in RAL, the
INTRODUCTION
Remote Access Laboratories (RAL) are online environments that allow users to communicate with remote measurement and scientific instruments over the internet. The users employ a User Interface (UI) that provides information regarding the experiment's inputs and outputs. The UI is sometimes referred to as a client. For an effective learning experience, UIs must be well designed. Several technologies have been used to create appropriate UI for RAL including specialized versions for desktops [1] and mobiles [2] . This means the experiment makers must create software tools to integrate special features like Augmented Reality into the UI for the experiment they design [3] .
Augmented Reality (AR) is broadly a technology to enhance users visual and auditory perception by providing information for which the users senses cannot directly detect [4] . Mostly, AR embeds additional information in video/audio streams to create a richer interactive User Interface (UI). The embedded AR components can comprise of simple text or highly complex graphics and visuals. AR technology typically reacts to the changing surrounding environment i.e. responds with AR components depending upon the visual or tracked inputs into the system. The AR components typically need to update in real time by recognizing the input video frames' contents, processing it according to a pre-determined logic, and then produce the AR response components. Several other factors and input components within the target environment such as image tags, room telemetry, internal GPS, inertial, magnetic tracking, etc. are can also collected and analyzed to determine the AR output to produce an immersive experience for the users. Apart from objects, gestures from the users themselves which are also part of the environment. AR systems can also take in other positional, inertial, or tracked inputs, in addition to conventional inputs such as a mouse and keyboard. AR is used in many areas of science and technology including computer games for recreational purposes, sports and entertainment, navigations and tourism. AR has also been used in education [5] .
In this paper, the key aspects of integrating AR into RAL are discussed. This includes practical scenarios of augmented and virtual objects contents in the final video feedback utilising web-based technology. It also includes the AR framework and issues with implementing natural user interfaces for a RAL system and its vital components. Finally an example implementation in a web-based environment is discussed.
The rest of the paper is organized as follows: Section 2 discusses the current status of AR and it's applications in education and in particular RAL. Section 3 describes the application areas of AR in RAL, and types of AR and constraints of applying them to RAL systems. The key aspects of AR and RAL are presented in Section 4. Section 5 discusses the implementation methods of the tools described.
II. RELATED WORK
A. Augmented Reality
Augmented Reality can be perceived in multiple varied manners. Most commonly it is defined as a mixed environment that blends both digital information with real world objects in a meaningful and structured way [6] . Consequently the digital information should augment and support the viewable real world objects, where the amount of real world objects in the environment should be more than the digital overlay information for it to be considered AR [7] . AR has become widely popular and well known with gaming apps such as Pokémon Go 1 which was recently released. This emboldens the popularity of such technology and their acceptance and integration into traditional human activities.
There are different classes of AR environment based on how immersive they appear. One common form of device is a head mounted display system, possibly with hand gloves incorporating feedback [8] . These are fully immersive environments that enable users to experience the whole of the reality environment with augmented features. It also allows more accurate interaction with the AR environment. Fully immersive AR is achieved by using a wearable device such as smart glasses or head mounted displays. These devices have cameras mounted on them which are capable of running applications to process the video view within the visual area of the PAPER AUGMENTED AND MIXED REALITY FEATURES AND TOOLS FOR REMOTE LABORATORY EXPERIMENTS wearer. This view is then enhanced with overlaid information.
The other type is desktop based AR [9] which only considers partial spaces around the user, in particular possibly being confined to the desktop computer screen. In this instance, the view is limited and interaction with the environment occurs through regular input devices e.g. mouse, keyboard, webCamera, etc. While full immersive AR is more attractive and advantageous, they have many problems:
• Expensive: The hardware required is expensive , and is not yet a commonly available tool available for broad educational purposes.
• Requires high precision to recreate the augmented feature. It requires expertise to setup and maintain the system, and is prone to tracking errors [10] .
• It works by augmenting the local visual environment with digital virtual objects. This by itself takes considerable cost, processing power and technology. It is more difficult and unnecessary to recreate a remote real environment completely and then augment it with virtual objects. The ability to view remote real environment is much reduced and only a fixed set of views are available through cameras. Thus these video streams can be projected directly onto screens. However, a Virtual Reality (VR) environment can be used to provide an alternative interface where the users can have a immersive experience in a virtual world with some real components.
B. AR in Education
AR in education broadly aims to provide a rich educational experience. Such systems are usually implemented using desktop AR models or mobile devices due to their ready availability. Traditionally, some systems use visual markers for identifying a fixed position in the real world video stream, which is to be replaced with augmented information or visual objects. The augmented objects are typically stored in a database, against a unique identifier and reproduced when a desired marker appears within the captured stream. This also requires accurate computer vision models to correctly identify the marker and the encoded identifier within it.
This type of technology helps in understanding the functionality of lesson material through the use of enhanced models of the objects that replace the in-place real world learning materials. They can present the users with a quick in-depth augmented multimedia experience during their interaction with the real world environment.
C. RAL and AR
Augmented Reality features have been added to RAL experiments before [5, 7, 11] . Usually the AR is desktop based where the augmentation comprises of overlaid virtual components, such as switches, that can be manipulated by the user. In [7] the virtual elements of field-programmable gate array (FPGA) boards allow the user to remotely interact with the real and virtual devices. The real devices are viewed through a camera providing video feedback. The virtual components are a few 3D buttons overlaid over the real buttons in the video feedback. This approach provided a very realistic environment, as a majority of what the users see as part of the user interface was the real object i.e. the FPGA Board, enabling to view all the changes and events clearly. Only small portions of the video feedback was overlaid with other information and graphics that takes users inputs.
Within the context of web environments for RAL, desktop AR provides an opportunity for wider use and access to AR experiments, as this approach minimises the need for specialised hardware or software at the users end. Our peer-to-peer experiment [12] utilizing the SNAP [13] platform demonstrates the potential capabilities and usability of AR within a RAL framework. Other current JavaScript implementations provide options for utilizing WEB based implementations. For better and more engaging learning experience, special input devices can be used to take more complex inputs.
D. Natural User Interface
Natural User Interfaces (NUI) are a mechanism to take input from users without using a fixed position (i.e. immobile) or dimensionally restricted input devices (e.g. keyboard) which is restricted in movement and only allows basic text or button inputs or a mouse which allows only limited degrees of freedom. The NUI aims to take inputs from the natural movement of the users, particular gestures of their body parts. Typically an NUI aims to incorporate computer vision processing to identify and track whole body, or hand and finger movements as gestures for input to the system. NUIs utilising 2D Cameras have been investigated for a long time, but with recent advances incorporating depth sensors (e.g. Kinect [14] ) and other devices such Leap Motion [15] , it has become easier to capture complex body gestures with high accuracy. NUIs can be easily integrated with AR (or VR) for inputs such that the user does not have to rely on conventional means for input. They can directly interact with the objects in the AR. NUI is very common in the computer game industry and has helped deliver very cost effective and commonly available solutions [16, 17] .
III. AUGMENTED REALITY AND RAL
This section describes the application areas of AR in RAL, the types of AR, and constraints in applying them.
A. AR Application Areas in RAL
Augmented Reality (AR) can be used in many ways [6] . AR in RAL can be used primarily for two purposes:
• Induced visibility: In certain experiments some objects/entities/properties may not be visible to the camera. For example, magnetic fields that attract magnetic materials generated and studied by using different electromagnets [18] . This entities which are part of the experiment, may be embedded into correct positions by using animations. This involves re-drawing certain objects such as arrows over the region to indicate the presence and orientation of the entities.
• Overlaid Information: Another set of objects that needs to be presented is text information relating to certain real objects in the video. It is best to draw the text onto the video feedback close to the associated object. To do this however, the objects must be identified and tracked in real-time during the experiment. Overlaid text information must be updated in real time as well to reflect the change in the state of the object.
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B. Levels of AR
In the current context, AR is the process of overlaying virtual objects including scalar images or vector animations or both onto the video feedback. The video feedback has a definite frame rate and resolution and thus a fixed number of pixels (P) for each frame. Milgram [19] shows a scale of virtuality, such as 2, where there is a continuous spectrum from reality (on the left) and a fully virtualised environment on the right. For AR, a pixel p in the feedback visuals may contain a real-object, a virtual object or fractionally both. Thus two measurements within a frame can be defined -1. Virtual Pixels (P V ): the average number of pixels that relate to a virtual object. Then, !P V and !R V are two parameters that signifies average change in the P V and R V over time in the video feedback where R V is the matrix representing the position of the virtual pixels.
2. Real Pixels (P r ): the number of pixels that relate to real objects. !P r and !R r signifies average change in the P r and R r over time in the video feedback where R r is the matrix representing the position of the real pixels.
This allows for different degrees of virtual and real objects to be blended in the virtual continuum. In RAL, the AR may be implemented by having
Case 1.
More virtual components with more active behaviour than that of the real objects. i.e.
P V > P r and (!P V )(!R V ) > (!P r )(!R r ) Case 2.
More virtual components than the real objects but less activity in behaviour than the real objects. i.e.
P V > P r but (!P V )(!R V ) < (!P r )(!R r ) Case 3.
Lesser virtual components than the real objects but more or equal active in behaviour than the real objects.
Lesser virtual components than real objects. i.e.
P V < P r and (!P V )(!R V ) < (!P r )(!R r )
The first case is in the space of augmented virtuality [20] where both virtual visibility and associated information are high and the real objects themselves do not change their orientation much. In the second case real objects change their orientation more often compared to (or equally to) the induced visibility/information. In the third case the user have less virtual components and the real world objects, both can be equally active. In the fourth case, the users' interact largely with the real components and only supporting information is displayed as visible information.
IV. AR FRAMEWORK FOR RAL This section presents the key aspects of the AR framework for RAL
A. Key Aspects of an AR System
Augmented Reality systems require several core components in order to provide the augmented visual services. The minimum set of services may vary from installation to installation, but for visual AR systems the set can be broadly defined as:
• Video Capture of Live Video Streams: real-time video stream interception is an essential component of all AR systems. Without proper processing of the video stream, numerous errors become introduced into the resultant feedback. Azuma [4] has detailed the primary difficulties, including many hardware and software induced issues. The capture of live video streams requires timely and accurate processing to avoid as many introduced errors as possible.
Computer vision systems undertake analysis of the individual frames, either as discrete instance or as sequence.
• Real Object Identification (ROI): Without the ability to interpret the scene from a video stream, AR capabilities become ineffectual. Interpretation of objects within the video scene comprises the bulk of the image processing workload. Computer vision techniques, such as probability density functions [21] , frame subtract and clustering, are used to extract meaningful information from the sequence of live video frames. Object identification hinges on techniques that filter all but the items of interest. Sensing moving or changing scene objects through algorithms such as frame subtraction, fail to appreciate the complexity in the image parameters between one frame and the next. Single point solutions only solve problems for specific experiment configurations.
• Object Tracking: Identifying an object is only part of the AR key aspects, and identification must work with object tracking. Without the ability to track the identified object, recognize it if it should move in and out of the scene, or adjust its visible surface area, then the results are also ineffectual. Object tracking must continue to recognize the object and changes its position or orientation between frames.
• Image Overlays: Visual AR systems provide the augmentation through image overlays, combining the real and virtual dataset into one seamless visual information stream. Overlay data services need to ensure that important objects with the video stream are not occluded by any virtual objects draw to the frames. Occlusion affects both the real and virtual data, and strict rules are necessary to keep tracked objects, virtual feedback elements and secondary data objects clear from each other. Fig 2 shows an example of separating different data sets into layers, aiding the AR services to provide the correct data at the correct location.
• Interactive Feedback: In [4] , the key aspect of AR is the interactive nature of the technology. Feedback to the user, in visual AR systems, requires images or text to be placed over the existing live video. Image 
B. Key Aspects of an AR System in RAL
Integrating AR services into RAL requires system interfaces allowing the key aspects of AR to interact seamlessly. Fig 4 demonstrates the level of cohesion necessary for this to occur. Specifically how AR models interface with RAL is not within the scope of this paper, but the key interfaces, and their crucial requirements, are defined below:
• Interfaces: Remote Access Laboratories are both sources and sinks of data. The live video stream, the key aspect of RAL systems, is served to the AR services. This is the primary interface between the two systems, and requires careful management, as described further below. RAL user platforms, such as SNAP, require no modification to use the video stream, whereas more complex visual processing is required for three dimensional content of engineering and science subjects [9] .
• Timings/Delays: The discrepancy between the live video data appearing from the RAL experimental rig, and the image overlays supplied by the AR services, are finite and influence the users immersion in the AR experience. Any delays introduced by the AR services must be kept to a minimum so as to maintain the AR synchronisation.
• Registration: Understanding a video scene is the purveyance of the AR services, but any virtual objects or images created by the AR services, must align with the real objects within the stream [22] . Delays (above) will produce obvious discrepancies between the real and virtual data. Misaligned virtual objects can appear in the wrong location within the users view.
C. NUI and gestures
Apart from real object tracking and virtual object creations, NUIs can be an integral part of RAL. Many experiments require operating instruments without using a keyboard type interface with buttons only. This involves complex hand movements to manipulate physical objects and observe the resultant behaviour of the objects. While implementing such experiments, the hand movements are replaced with some form of automations and the users never get the real hand-onexperience as they would have in an on-site laboratory. The NUI has the potential to address this issue. The issues that need to be considered to implement NUI and AR in an experiment for RAL are as follows:
• Space Requirements: NUI based experiments require a limited amount of space to operate. [14] .
• Types of Display: The output of the gestures along with the graphical representations of the gestures can be displayed either on a wearable display device e.g. smart glass or on a computer desktop as well.
• Virtual objects: As with any AR application, the NUI also requires virtual objects which are manipulated according to the users' input. These objects can be stored locally or downloaded during runtime.
Integrating the NUI with the AR involves the following issues:
i. The virtual objects may be stored locally or downloaded and the user interacts with them locally on their computing devices. If a certain gesture (for e.g. turning on a switch) requires actions on the remote experiment rig, then the UI sends the request to the rig and waits for a reply. Once a response is received, the corresponding changes are reflected in the video output. This method is effective if there are distinct short gestures in term of time in the experiment e.g. flipping a switch or pushing a button. Longer gestures may require larger number if request/response between the NUI and the rig causing delays in updating the NUI and the virtual objects. The user may not be able to hold the hand or body positions for large intervals while waiting for a response to be received, thus creating a jittery learning experience. ii. The virtual object may be operated remotely where the users' inputs from the NUI are constantly streamed to the remote experiments rig. The rig then determines any gesture and makes changes to the real rig and the virtual components as well. The status of the virtual rig and real instrument are constantly streamed back to the NUI. This type of remote NUI can be used to record and process long gestures as the gestures are streamed to the remote location.
V. IMPLEMENTATIONS
This section discusses the various methods of implementing AR tools within a RAL framework. Generic aspects of implementation have been discussed in the last section and demonstrated here in context of the Peer-to-Peer RALfie system [3] . It uses the SNAP platform [3] with some added AR functionalities. The SNAP is a web-based programming platform used for creating experiments programs. It is based on JavaScript and runs within a web browser. It is capable of transmitting commands to and consuming incoming data from an experiment. The SNAP enables smooth transition from 
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the experiment makers interface to the learners interface with respect to a Peer-to-Peer RAL [3] .
A. Video Capture
The first stage of implementing visual sensory AR services, is the processing of the live video stream from the RAL cameras. Typically, video processing techniques for non-AR applications, are performed off-line as some sort of post-processing procedure. Key aspects of AR dictate that the system must be interactive; as such, any sort of post-processing is automatically precluded. Ignoring Case 1 as a form of AR for live experiences of remote labs, the remaining cases require the superimposing of virtual overlays.
Live video streams from RAL assemblies are broken down to individual frames for processing by other AR services. Tracking the frame numbers is necessary to ensure that video overlays are matched to the frame that they are derived from.
B. Object Detection and Tracking
ROI occurs through Computer Vision (CV) object detection methods. All computer vision models are based on the assumption that something significant changes between one frame and the next, or from one frame to the reference point. Expanding the CV models to interface to RAL systems is not a straightforward process, as most CV algorithms require either extensive training (probabilistic models require historical data [25] for baseline purposes) , or processing periods longer than standard video frame rates.
Data associated with objects within the video stream are required to match the action appearing to the user, but also to the results of the ROI services. Sensor data plays an important role in producing the immersive interactive AR experience, and must coordinate with ROI, tracking and feedback services.
C. Object Identification and Tagging (OIT)
The approach to object identification is varied due to the methods utilized to extract the scene data. Successfully identifying an object in one frame does not necessarily ensure the object will appear in the next from in the same way.
Due to variations in lighting, subtle changes in camera image translation and other factors, a group of pixels, consisting of a shape (S) and volume (V) will change from frame-to-frame. Taking colour variation in isolation, for example; Fig 3 shows an example of the colour variation found in pendulum experimental rig, shown in Fig 6. The extent of a single pixels RGB colour variation over 214 frames, is substantial. The graph demonstrates the variation in the red and green colour channels for a pixel deemed to be a static background pixel.
For motion static rigs, such as the traffic light experiment shown below in Fig 4, object identification is simpler, as the location for the object detection is also static. When the object is detected, it has to be the object previously detected.
Once an object has been detected, the experiment maker must select the object as an item of interest. Several objects may be detected, but not everything is important to the experiment. Selecting the object tags the item, supplying a unique identifier which can be associated with a sensor, for further use by the AR/RAL system.
In any rig, the actuators move causing a change in the rig's position. The magnitude of the change in the position can be measured by a sensor. For e.g. in Fig 6 (b) showing a pendulum experiment, if the user has to drop the ball, then the corresponding actuator is rotated by a certain degree. This ball then changes position in the video stream. The length of the drop is a function of the rotation. This change in the balls position can be display in real time as augmented texts pointing towards the ball. The aim of the experiment is to find the acceleration due to gravity by swinging the ball at different heights.
The experiment maker can attach the sensor values x as a function f(x) which is constantly updated on the screen. The experiment maker can also designate a particular area of the screen where the text is displayed. This should ideally be a space that does not have any meaningful object and the text should not overlap such objects. However, in certain cases where, the rig has massive change in position, no such suitable space on the screen may be available for the entire duration of the experiment. The AR engine must determine a suitable space to put the text. The user is also able to switch on and off the AR components to make them visible or invisible. 
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A prototype ROI mechanism has been developed in RAL [12] as follows:
Step1. The initial image of a video stream, when a session starts, is stored as the background image (B). Step2. Once any object moves in image F i , it is isolated by subtracting F i ' = F i -B. A residue of the object is left in B, which is identified using subsequent frames, as the residue will always remain static. The pixels of the object residue in B are replaced with the corresponding pixels in the current frame F i . Step3. A clustering mechanism is used to remove noise and get the actual objects in the frame F' i . The clustering mechanism takes into account the potential radius (as specified by the experiment maker) of the target object that needs to be tagged. Thus any object that is larger than the size is automatically put off the list. Fig 6 (a) depicts an identified object. These steps allow identifying and extracting an object from the video feedback. Once the object has been identified:
Step4. The experiment makers can then select the object(s) that need to be stored permanently and will be used for AR.
Step5. The experiment maker then associate a sensor value with the desired object and also mention its x, y coordinates on the stage.
Step6. Each object is stored in a database and marked with a unique identifier. The object does not need to be identified in real world as what it actually is, but only matched relatively in each experiment session. It may be noted that the actual algorithms to realize each part can be implemented in multiple ways. For example, the DBSCAN algorithm [26] is used for creating clusters of right size.
While the steps 1-6 are designed to work as a generic tool to identify objects, they can be modified and used to identify objects specific to an experiment by the its makers in a centralized RAL.
When the users run the experiment, the AR module checks if any of the objects, stored in the database while creating the experiment is in the frame. If there is any such object, then the corresponding, sensor values are shown if AR tools are activated. Fig 6 (c) shows the final output of the Object Identification and Tagging (OIT) process where the ball is tagged with the value of the sensor measuring its height. This image frame is placed in the stage of the SNAP environment.
D. Super-Imposing the Camera View
Methods of augmenting the live video stream received from the RAL rig depends on the user platform. Correctly combining computer generated images with the live video stream, where the virtual objects react in synchronisation with the real objects, is a complex process.
The final output from the AR video services needs to be a new composite video stream, containing the combination of real and virtual objects of cases 2, 3 and 4. Graphic engine packages such as Unity [27] , provide the frame work for comprehensive video processing. Unity is a cross-platform game engine that utilises objectorientated programming through its C# language support. Video and 3D image overlay are combined, under Unity, and issues such as timing and registration can all be controlled, resolved or minimised through the underlying software.
Performing image overlay within the SNAP user [3] environment, is both easier and harder. The convenience of the SNAP system mitigates some of the intricate processes necessary to add AR capabilities. It is important to note that the live video stream is not modified in the SNAP platform.
In RALfie, the SNAP platform has a designated area of screen that is called the stage. The stage is where all the objects of animation and other output data are displayed. The simplest form of AR is to super-imposing the cameras view below the stage. This is done by connecting the stage's background directly to the camera stream. The camera steam may be resized to any size and placed at any position on the stage or a full screen mode can be applied.
Experiment makers must include a command to start the AR. If the AR is not started then the SNAP environment behaves like a typical non-AR setup. Once the AR mode is started, the camera is visible. Then the experiment makers can include any object they wish on the stage that will appear on top of the video stream. The experiment makers can make precise movements according to the underlying changes in the camera feedback. Fig 7 shows an example of this type of AR. The experiment activity concerned is a traffic light system as shown previously in Fig 4 and Fig 5. The rig has some LEDs that must go 'on' and 'off' and virtual objects (sprites) are the cars which must stop and move according to the LEDs status. The LEDs are connected to the ports on the MCU which is a Beaglebone and controlled with The video feedback shows the LEDs and the background roads etc. and the cars' movements are controlled through SNAP depending upon the data received from MCU. This type of AR presents two kinds of issues:
1.
Stability:
The camera view is assumed to be static. The problem may arise if and when the camera view changes due to the camera getting moved accidentally, in which case, the changed view can be detected and the experiment makers can be notified to duly put the camera back in place. However, if the AR objects are very precisely programmed or stored in a library, they may require re-calibration of coordinates to ensure correct UI interactions. There is currently no object identification procedure to re-align the virtual objects accordingly.
2.
Response time: The response time is the time taken to retrieve any data/video from the experiment maker node to the user node. On the internet this may be high. The animation frame rate will be typically faster than the frames from the video, thus it will create a lag in user interaction if every frame of the stage is attached to a new video frame. For this purpose, the video is handled by a separate process that runs parallel to the snap execution platform running the virtual objects activity. Whenever the video frame is retrieved, the stage background is updated accordingly. Thus the users' interaction with the UI components remains normal.
A second problem is the difference between the arrival rate of data and the SNAP animation frame rate. Due to response time, the data may arrive at a later time than the relevant frame where the data was supposed to have any effect. Thus, all SNAP execution including animation is suspended when a message or instruction a is issued from the SNAP to the MCU at time T a . During this period the virtual objects do not move or operate thus creating a paused state until the data is received. With higher latencies, the number of paused states will increase in an interval of time, thus affecting quality of experience. But the data and SNAP animation will remain synchronized thus not affecting the learning objectives.
The last problem is the arrival time difference between the data and video stream. Typically, the command and sensor data exchanged between the nodes is very small and delivered at faster rate than the video as well. This causes the problem of de-synchronization between the video frame and the virtual objects. Thus, the SNAP execution engine is paused until a new video frame is received after receiving a new data after an instruction a is issued. With stable internet conditions, there will be least effect on the performance and interaction of the users. Thus the paused time after an instruction a is issued to the experimental rig from the user interface is:
Improving the immersion factor for users, can mean allowing the AR services to run without the need for a data stream. Detecting the lights changing does not require a signal from the MCU to the remote SNAP terminal. Vehicles may continue to move until the lights change. User interaction (to switch the lights) is then only affected by the latency in one direction, to the experimental rig. This delay is unlikely to annoy the user.
VI. LIMITATIONS AND FUTURE WORK
The prototype system for ROI (or its implementation -OIT) is successful in principle to provide a generic tool to create AR interfaces for multiple experiments using the steps described earlier. But it is not able to support all types of experiments. The major performance shortcomings that can be refined are:
1. The JavaScript based SNAP environment runs in a web-browser. The OIT AR tools increase the CPU rate to more than 33% on a 2.5GHz, Intel i5 processor using the web browser Firefox version 41. This indicates that AR tools require considerable computational power which may not be available on mobile devices.
In
Step 2, basic frame subtraction methods can only work in relatively static experimental rigs. Large movements in the rig, other than the items of interest, cause significant flooding of the data. To reduce the loss of signal, more comprehensive subtraction methods are required, adding to the processing power requirements and delays. 3. In Step 3, a clustering algorithm the DBSCAN algorithm is used which has 2 inputs ! and p where ! signifies the radius around a point and p is the minimum number of points (or pixels) around a given point. The resultant clusters will have each point in the cluster surrounded by a minimum of p clusters within a radius of !. This is an ideal way to determine objects and reduce noise in the video input. However, this also adds to parameters that need to be altered to an extent to identify the desired objects correctly. Further improved implementations of this have to either automatically adjust this or the users choose the desirable values. 4. In Step 4, the objects properties -average colour for red, blue and green along with a range of minimum and maximum heights and widths of the detected clusters are stored. While this is sufficient to identify small and mobile objects with uniform colour, it may fail on some scenarios with larger objects. . One of the inherent limitations of AR implementations in RAL includes the need for static camera positions. Ambient lighting changes can also affect the outcome. It will create larger differences between the background (B) Fig 7. A traffic light example in SNAP with real LEDs and virtual cars PAPER AUGMENTED AND MIXED REALITY FEATURES AND TOOLS FOR REMOTE LABORATORY EXPERIMENTS and any subsequent frames. Thus the experiments with AR tools must be setup in a well-defined environment. Further work will look into minimizing the effect of response time on the performance of AR tools. There are also issues with identical objects in the same experiment setup that needs to be addressed.
The OIT in this work assumes that there are fewer moving or changing components compared to static objects in an experiment view. At the moment issues such as occlusion are not addressed, i.e. when an object is covered by other objects. The OIT described here can be used only for moving or largely changing objects visible to the camera. Future work will research computer vision techniques to achieve reliable OIT in a variety of experiment types with minimal impact on computer resources.
VII. CONCLUSIONS AR tools are based on the activity of the virtual and real components in the experiment video stream. Such services can help users of the experiments to quickly identify the changing parameters of the experiment and help developers become acquainted with the relationship of those parameters and the RAL rig operation. In short, augmented reality tools can help users and makers to recognize the most important learning concepts in the experiment. It can highlight important data and help user to understand the experiment. It provides a higher level of immersion in the experiment, such that the user does not feel disconnected from the resources and increases authenticity of the learning experience.
