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1. Introduction
In [1] the structure of Eilenberg-Moore algebras for the Girymonad for subprobabilities on Polish spaces is investigated in
some detail, and a representation in terms of positive convex structures is given. In turning a positive convex structure into
an algebra, the algebra was ﬁrst deﬁned on the set of all discrete measures, and then extended continuously to the set of all
subprobabilities, given that the discrete subprobabilities are dense in the topology of weak convergence. Themain argument
was to ﬁnd a continuous extension, and this was done using the Prohorov metric on the space of all subprobabilities.
It turned out, however, that one of the inequalities relating the Prohorov distance of certain discrete measures to their
images under a positive convex structure seems to hold only under the assumption of convexity. This note is intended to
ﬁll the gap, and to provide a correction to one of the results, yielding a complete characterization of the algebras for Polish
spaces. The discrete case is discussed brieﬂy as well.
All notations are taken from [1].
1.1. The problem
It is stated in [1] that
h0
⎛
⎝ n∑
i=1
αi · δxi
⎞
⎠ := P∑
1in
αi · xi,
deﬁnes a uniformly continuous map on the set of all discrete subprobability measures, and that h0 extends continuously to
the setS
(
X
)
of all subprobability measures on the Polish space X . HereP is a positive convex structure on X . It was argued
that this extension is possible because of the inequality
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d
⎛
⎝h0
⎛
⎝ n∑
i=1
αi · δxi
⎞
⎠ ,h0
⎛
⎝ m∑
j=1
βj · δyj
⎞
⎠
⎞
⎠ dP
⎛
⎝ n∑
i=1
αi · δxi ,
m∑
j=1
βj · δyj
⎞
⎠ .
Here dP denotes the Prohorov metric on the spaceS
(
X
)
of all subprobability measures on X which is endowed with the
topology of weak convergence.
The proof depends on a convexity argument which is not available for all spaces. The present note corrects this argument,
technically replacinguniformcontinuitywith theoscillationon thedense subset ofdiscretemeasures.Werecall thedeﬁnition
of the oscillation of a map in Section 2, investigate the interplay of positive convex structures and a metric on normalized
subsets which is inspired by the Hutchinson–Monge–Kantorovich metric in Section 3 with the goal of establishing the one-
to-one correspondence of whatwe call regular positive convex structures and Eilenberg-Moore algebras. Section 4 has a look
at the corresponding categories, maintaining the characterizing result from [1]. Finally, Section 5 discusses the discrete Giry
monad, putting the present results into the perspective of discrete subprobabilities.
2. The oscillation
We deﬁne the oscillation of a partial function between metric spaces, this leads to a Theorem due to Kuratowski which
gives a very general condition for the unique continuous extension of a function with vanishing oscillation.
We assume all metric spaces to be bounded, and for the sake of convenience we assume the bound to be 1. In fact, if (Y , e)
is a metric space, then it is well known that
e′(x, y) := e(x, y)
1 + e(x, y)
deﬁnes a boundedmetric on Y so that the underlying uniform spaces are isomorphic. Thus in particular the properties which
will be of interest here remain invariant: (Y , e) is complete iff (Y , e′) is, (Y , e) has a countable dense subset iff (Y , e′) has one,
and a map with domain or codomain Y is uniformly continuous with respect to e iff it is uniformly continuous with respect
to e′.
Now let (Y , e) be a metric space. Deﬁne the diameter diam(Q ) of Q ⊆ Y as
diam(Q ) := sup{e(y1, y2) | y1, y2 ∈ Q }.
If (W , r) is another metric space with S ⊆ W , denote by cl(S) the topological closure of S. For a continuous map f : S → Y ,
the oscillation OS
(
f ,w
)
of f at w ∈ cl(S) is deﬁned as the smallest diameter of the image of an open neighborhood of w,
formally,
OS
(
f ,w
)
:= inf{diam(f [S ∩ V ]) | w ∈ V ,Vopen}.
Let Ke,δ(w) := {w′ ∈ W | e(w,w′) < δ} be the open ball with centerw and radius δ. Because for each open set V withw ∈ V
there exists δ > 0 such that Ke,δ(w) ⊆ V , it is readily veriﬁed that
OS
(
f ,w
)
:= inf
δ>0
diam(f [S ∩ Ke,δ(w)])
holds. This observation is immediate:
Lemma 2.1. Let (W , r) and (Y , e) be metric spaces.
(i) If g : W → Y is continuous and ∅ = S ⊆ W , thenOS
(
g,w
)
= 0 for each w ∈ W .
(ii) If S ⊆ W is dense, and f : S → Y is uniformly continuous, thenOS
(
f ,w
)
= 0 for each w ∈ W .
Proof. Part (i) is obvious, because g is assumed to be continuous on all ofW . For establishing Part (ii), letw ∈ W , and let ε > 0
be given. Since f is uniformly continuous on S, there exists δ > 0 such that e
(
f (s), f (s′)
)
< ε whenever s, s′ ∈ Swith r(s, s′) < δ.
Since S is dense, S ∩ Kr,δ(w) = ∅, and we obtain diam(f [S ∩ Kr,δ(w)]) < ε. Thus
OS
(
f ,w
)
 diam (f [S ∩ Kr,δ(w)]) < ε,
and the assertion follows. 
The oscillation of a function is a helpful tool for investigating continuous extensions; this is stated in Kuratowski’s Extension
Theorem [2, Theorem 35.I.1].
Theorem 2.2. Let (Y , e) be a complete metric space, (W , r) a metric space with S ⊆ W , and assume that f : S → Y is continuous.
Then
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(1) S ⊆ S* := {w ∈ W | OS
(
f ,w
)
= 0} ⊆ cl(S),
(2) f can be extended uniquely to a continuous map S* → Y .
This Theorem entails as a special case the well-known fact that a uniformly continuous map can be extended uniquely from
a dense subset of a metric space to its closure.
Proposition 2.3. Let (Y , e) be a complete metric space, (W , r) a metric space with S ⊆ W dense, and assume that f : S → Y is
uniformly continuous. Then there exists a unique continuous map W → Y that extends f .
Proof. Deﬁne S* as in Kuratowski’s Theorem 2.2, then it is enough to show that S* = W holds. But this follows from uniform
continuity of f by Lemma 2.1. 
Let again be S ⊆ W considered as a metric subspace. The metric completion S˜ of S is deﬁned as the set of all equivalence
classes [(xn)n∈N]≈ of Cauchy sequences (xn)n∈N, where the equivalence ≈ is deﬁned through
(xn)n∈N ≈ (x′n)n∈N iff limn→∞ r(xn, x
′
n) = 0.
(˜S, r˜) is a complete metric space with
r˜
(
[(xn)n∈N]≈ , [(yn)n∈N]≈
) := lim
n→∞ r(xn, yn).
This process is well known. It results in a completemetric space. IfW is complete, then the closure cl(S) of a subset S ⊆ W
is homeomorphic to its metric completion S˜ [3, Theorem 8.3.12]. This consideration motivates the constructions below.
3. Positive convex structures
Recall the deﬁnition of a positive convex structure from [4,1] as amapPwhich assigns each 〈α1, . . . ,αn〉 ∈  a continuous
map 〈α1, . . . ,αn〉P : Xn → X with certain properties that renderP compatible with the positive convex structure of
 :=
⎧⎨
⎩〈α1, . . . ,αk〉 ∈ [0, 1]k |
k∑
i=1
αi  1
⎫⎬
⎭
(see [1, Deﬁnition 3.1]). We use throughout the suggestive notation
P∑
1ik
αi · xi := 〈α1, . . . ,αk〉P(x1, . . . , xk).
Fix throughout a complete and separable metric space (X , d) with d  1.
Proposition 3.1. LetP be a positive convex structure, then these properties hold:
(1)
∑P
1in αi · xi =
∑P
1in,αi /=0 αi · xi,
(2) 〈0〉P(x) = 〈0〉P(x′) holds for all x, x′ ∈ X ,
(3)
∑P
1in αi · xi =
∑P
1in απ(i) · xπ(i) for each permutation π of {1, . . . ,n}.
Proof. See the proof of [5, Theorem 2.4]. 
Hence a positive convex structureP is commutative, that is, rearranging the coefﬁcients α and the arguments through
the same permutation π does not affect the value of 〈α1, . . . ,αn〉P(x1, . . . , xn). Consequently, we may write
P∑
1in
αi · xi =
P∑
〈α,x〉∈A
α · x
with
A := {〈αi, xi〉 | 1 i  n,αi /= 0}.
The second property makes sure that the coefﬁcient 0 cancels elements uniformly, it may be formulated brieﬂy as 0 · x =
0 · x′, omitting the reference toP. We deﬁne for later use √P := 〈0〉P(x) forP.
Just as a reminder we show how Eilenberg-Moore algebras deﬁne positive convex structures.
Proposition 3.2. Let 〈X ,h〉 be an Eilenberg-Moore algebra. Then
F(X ,h)∑
1in
αi · xi := h
⎛
⎝ n∑
i=1
αi · δxi
⎞
⎠
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deﬁnes a positive convex structureF(X ,h) on X.
Proof. This is established in [1, Lemma 4.4]. 
Deﬁnition 3.3. A ﬁnite subset A ⊆ (0, 1] × X is called normalized iff
(1) 〈α, x〉 ∈ A and 〈α′, x〉 ∈ A implies α = α′,
(2)
∑
〈α,x〉∈A α  1.
LetSX := {A ⊆ (0, 1] × X | A is normalized} be the set of all normalized sets over X .
The empty set is normalized. A normalized set A over X is just the inverse of the graph for a ﬁnite partial map from X to
the left open unit interval (0, 1] that represents a discrete subprobability
A :=
∑
〈α,x〉∈A
α · δx;
for the empty set this subprobability is just the zero measure.
The setSX of all normalized sets is endowed with a metric in the following way. First, call a map f : X → R Lipschitz iff
|f (x) − f (x′)| d(x, x′) always holds. Maps satisfying the Lipschitz condition are uniformly continuous. Denote by K1(X) the
set of all Lipschitz maps f on X with supx∈X |f (x)| 1.
Deﬁnition 3.4. Deﬁne for A,B ∈SX their distance
H(A,B) := sup
⎧⎨
⎩
∣∣∣∣∣∣
∑
〈α,x〉∈A
α · f (x) −
∑
〈β,y〉∈B
β · f (y)
∣∣∣∣∣∣ | f ∈ K1(X)
⎫⎬
⎭ ,
Lemma 3.5. H is a metric onSX .
Proof. Symmetry and the triangle inequality are obvious, and it is clear that alwaysH(A,A) = 0 holds. Suppose thatH(A,B) =
0, and assume that there exists 〈α, x′〉 ∈ A \ B. Let
{z ∈ X | 〈β, z〉 ∈ A ∪ B for some β} = {x0, x1, . . . , xk}
with x′ = x0, and take f ∈ K1(X) with
f (x) =
{
1 if x = x0,
0 if x = xj , j > 0
(in fact, x → d(x,A) is amember ofK1(X) for each A ⊆ X , thus f : x → r−1 · d(x, {x1, . . . , xk})with r := d(x0, {x1, . . . , xk}) > 0will
do). Put
q :=
∣∣∣∣∣∣
∑
〈α,x〉∈A
α · f (x) −
∑
〈β,y〉∈B
β · f (y)
∣∣∣∣∣∣ .
If there exists β with 〈β, x′〉 ∈ B, then β = α and q = |α − β|, and if such a coefﬁcient β does not exist, q = α, in any case
contradicting H(A,B) = 0. The case B \ A = ∅ is treated similarly. Consequently, H(A,B) = 0 iff A = B. Hence H is a metric. 
A positive convex structureP on X induces a mapSX → X , again denoted byP, upon setting
P(A) :=
⎧⎪⎨
⎪⎩
P∑
〈α,x〉∈A
α · x, A = ∅;
√
P, A = ∅.
Wewill use A →P(A) as awitness for the asymptotic behavior ofPwhen dealingwith sequences of sets: if the sequence
(Cn)n∈N ⊆SX behaves properly at inﬁnity, i.e. is a Cauchy sequence, then we want the sequence
(
P(Cn)
)
n∈N to behave
properly as well. Since we usually do not have the limit of a Cauchy sequence inSX at our disposal, we measure against the
equivalence classes that comprise the completion S˜X . Note that
(
H(A,Cn)
)
n∈N converges inRwhenever (Cn)n∈N is a Cauchy
sequence inSX . Deﬁne for r > 0 as a modulus for smooth asymptotic behavior close to the Cauchy sequence (Cn)n∈N
	P,r
(
(Cn)n∈N
) := sup {d (P(A),P(B)) | A,B ∈SX , lim
n→∞H(A,Cn) < r, limn→∞H(B,Cn) < r
}
.
It is clear that 	P,r
(
(Cn)n∈N
) = 	P,r ((C ′n)n∈N)whenever (Cn)n∈N ≈ (C ′n)n∈N, so that 	P,r really depends on the class rather
than on the sequence proper.We callP regular ifP(A) andP(B) are close to each other, whenever A and B are asymptotically
close to a Cauchy sequence, formally:
Deﬁnition 3.6. A positive convex structureP on X is called regular iff
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inf
r>0
	P,r
(
(Cn)n∈N
) = 0
for each H-Cauchy sequence (Cn)n∈N inSX .
Because each C ∈SX constitutes a Cauchy sequence, a regular positive convex structure P induces a continuous map
SX → X.
Recall that the set
TX :=
⎧⎨
⎩
n∑
i=1
αi · δxi | n ∈ N, xi ∈ X , 〈α1, . . . ,αn〉 ∈ 
⎫⎬
⎭ .
of all discrete subprobabilities on X is dense in S
(
X
)
in the topology of weak convergence, since (X , d) is in particular a
separable metric space [6, Theorem II.6.5]. The latter topology is metrizable: Deﬁne for μ,μ′ ∈ S (X) their distance
dH(μ,μ
′) := sup
{∣∣∣∣
∫
X
f dμ −
∫
X
f dμ′
∣∣∣∣ | f ∈ K1(X)
}
.
The following is well known [7, Proposition 2.5.14, Theorems 2.5.17 & 2.5.25].
Proposition 3.7. dH is a metric onS
(
X
)
for the topology of weak convergence. The metric space
(
S
(
X
)
,dH
)
is complete.
Themetric dH (which is sometimes called theHutchinson–Monge–Kantorovich metric, see [7, p. 107]) and themetricH are
closely related, witnessed by the observation that the elements ofSX are essentially the graphs of discrete subprobabilities.
In fact,
dH (A, B) = H(A,B)
whenever A,B ∈SX .
As an aside we obtain from this isometry.
Corollary 3.8. The metric completion S˜X ofSX is homeomorphic toS
(
X
)
.
Returning to algebras, we state:
Proposition 3.9. Let (X ,h) be an Eilenberg-Moore algebra, and deﬁne the positive convex structureF(X ,h) on X as in Proposition
3.2. ThenF(X ,h) is regular.
Proof. Becauseh : S (X) → X is continuous, andbecauseTX isdense inS (X),weknowfromLemma2.1 thatOTX (h,μ) = 0
holds for all μ ∈ S (X).
1. Let (Cn)n∈N be a Cauchy sequence inSX . Then it is clear that this yields a Cauchy sequence
(
Cn
)
n∈N inS
(
X
)
which in
turn converges due to completeness. Put
μ := lim
n→∞ Cn ,
then we claim that this equality
(‡) 	F(X ,h),r
(
(Cn)n∈N
) = diam (h [TX ∩ Ur(μ)]) ,
holds, where
Ur(μ) := KdH ,r(μ) = {ν ∈ S
(
X
) | dH(μ, ν) < r}
is the open ball with radius r and center μ for the metric dH.
2. Let C ∈SX , then
lim
n→∞H(C,Cn) = limn→∞dH(C , Cn ) = dH(C ,μ).
This implies C ∈TX ∩ Ur(μ) iff limn→∞ H(C,Cn) < r. Hence
	F(X ,h),r
(
(Cn)n∈N
) = sup {d (F(X ,h)(A),F(X ,h)(B)) | A,B ∈ SX , A, B ∈TX ∩ Ur(μ)} .
3. We obtain for A,B ∈SX with A, B ∈TX ∩ Ur(μ) that
d
(
F(X ,h)(A),F(X ,h)(B)
)= d
⎛
⎝F(X ,h)∑
〈α,x〉∈A
α · x,
F(X ,h)∑
〈β,y〉∈B
β · y
⎞
⎠
= d (h(A),h(B))
diam (h [TX ∩ Ur(μ)]) .
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This implies
	F(X ,h),r
(
(Cn)n∈N
) diam (h [TX ∩ Ur(μ)]) .
Let conversely A,B ∈SX with A, B ∈TX ∩ Ur(μ). Then
d
(
h(A),h(B)
) = d (F(X ,h)(A),F(X ,h)(B)) 	F(X ,h),r ((Cn)n∈N) ,
so that
diam
(
h
[
TX ∩ Ur(μ)
]) 	F(X ,h),r ((Cn)n∈N)
This establishes Eq (‡).
4. Consequently,
inf
r>0
	F(X ,h),r
(
(Cn)n∈N
) = inf
r>0
diam
(
h
[
TX ∩ Ur(μ)
]) = OTX (h,μ) = 0.
This implies thatF(X ,h) is regular. 
Summarizing, we see that each Eilenberg-Moore algebra gives rise to a regular positive convex structure. The converse is
true as well, yielding a complete characterization of these algebras.
Proposition 3.10. LetP be regular, and deﬁneG0(X ,P) :TX → X through
G0(X ,P)
⎛
⎝ ∑
〈α,x〉∈A
α · δx
⎞
⎠ := P∑
〈α,x〉∈A
α · x.
ThenG0(X ,P) has a unique continuous extension to an algebraG(X ,P) : S
(
X
) → X.
Proof. 1. With a view towards Theorem 2.2 it is sufﬁcient to compute the oscillation of G0(X ,P) onTX for an arbitrary
μ ∈ S (X). We ﬁrst ﬁnd a Cauchy sequence (Cn)n∈N inSX with
μ = lim
n→∞ Cn
in the following way. SinceTX is dense inS
(
X
)
, there exists for μ a sequence (μn)n∈N of discrete subprobability measures
with dH(μn,μ) → 0. Since (μn)n∈N converges, it is a Cauchy sequence. Write μn = Cn for some normalized set Cn. Because
H(Cn,Cm) = dH(μn,μm),
we see that (Cn)n∈N is in fact a Cauchy sequence inSX with the desired property.
2. Given  > 0, we can ﬁnd r > 0 such that
d
⎛
⎝ P∑
〈α,x〉∈A
α · x,
P∑
〈β,y〉∈B
β · y
⎞
⎠ < 
whenever A,B ∈ SX with both limn→∞ H(A,Cn) < r and limn→∞ H(B,Cn) < r. In fact, becauseP is regular, and since (Cn)n∈N
is Cauchy, we know that inf r>0 	P,r
(
(Cn)n∈N
) = 0. But this means that we can ﬁnd for  some r > 0 with 	P,r ((Cn)n∈N) < .
Hence limn→∞ H(A,Cn) < r and limn→∞ H(B,Cn) < r together imply that
d
⎛
⎝ P∑
〈α,x〉∈A
α · x,
P∑
〈β,y〉∈A
β · y
⎞
⎠ = d (P(A),P(B)) < .
Now
dH(A,μ) = limn→∞dH(A, Cn ) = limn→∞H(A,Cn) < r,
and similarly dH(B,μ) < r. Thuswe infer that both A and B aremembers ofUr(μ), so that diam
(
G0(X ,P)
[
Tx ∩ Ur(μ)
])
< 
follows, from which
OTX
(
G0(X ,P),μ
)
= 0
is immediate. An easy consequence of Theorem 2.2 yields thatG0(X ,P) is continuous onTX (but this is not needed here).
3. The fact that this continuous extensionG(X ,P) is an algebra is established exactly as in [1, Proposition 4.2] and needs
not be repeated here. 
Uniform continuity yields an interesting special case.
Corollary 3.11. LetP be a positive convex structure. ThenG0(X ,P) has a unique continuous extension to an algebraG(X ,P) :
S
(
X
) → X , whenever the induced mapP :SX → X is H-d-uniformly continuous.
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Proof. Let (Cn)n∈N be a Cauchy sequence inSX , then
(
Cn
)
n∈N is a Cauchy sequence inS
(
X
)
. Put μ := limn→∞ Cn , then the
proof of Proposition 3.9 shows that
inf
r>0
	P,r
(
(Cn)n∈N
) = OTX (G0(X ,P),μ).
Since P is uniformly continuous onSX , G0(X ,P) is uniformly continuous onTX , so that OTX
(
G0(X ,P),μ
)
= 0 by
Lemma 2.1. 
4. Comparing categories
Denote byAlg the category of algebras for the Girymonad, and by StrConv the category of positive convex structureswith
continuous afﬁne maps as morphisms, Algu and StrConvu denote the full subcategories of uniformly continuous algebras
resp. uniform continuous positive convex structures.
F deﬁnes a functor Alg → StrConv upon setting
F(f )
⎛
⎝F(X ,h)∑
1in
αi · xi
⎞
⎠ := F(X
′ ,h′)∑
1in
αi · f (xi),
whenever f : 〈X ,h〉 → 〈X ′,h′〉 is an algebra morphism (thus f : X → X ′ constitutes a continuous map with f ◦ h = h′ ◦ S (f )).
Now let ϑ : 〈X ,F(X ,h)〉 → 〈X ′,F(X ′,h′)〉 be a morphism in StrConv, consequently,
ϑ
⎛
⎝F(X ,h)∑
1in
αi · xi
⎞
⎠ = F(X
′ ,h′)∑
1in
αi · ϑ(xi)
holds for all 〈α1, . . . ,αn〉 ∈  and x1, . . . , xn ∈ X . This translates to
ϑ
⎛
⎝h
⎛
⎝ n∑
i=1
αi · δxi
⎞
⎠
⎞
⎠ = h′
⎛
⎝ n∑
i=1
αi · δϑ(xi)
⎞
⎠ = h′
⎛
⎝S (ϑ)
⎛
⎝ n∑
i=1
αi · δxi
⎞
⎠
⎞
⎠ ,
on account of the deﬁnition ofF(X ,h) and because
n∑
i=1
αi · δϑ(xi) = S (ϑ)
⎛
⎝ n∑
i=1
αi · δxi
⎞
⎠ .
Thus (ϑ ◦ h)(μ) = (h′ ◦ S (ϑ)) (μ) holds for each μ ∈TX . Since the set of all discrete subprobabilities is dense in the
weak topology, and all maps involved are continuous, we infer that ϑ ◦ h = h′ ◦ S (ϑ) holds on all of S (X). Consequently,
ϑ : 〈X ,h〉 → 〈X ′,h′〉 is an algebra morphism.
Conversely, letg : 〈X ,P〉 → 〈X ′,P′〉beamorphisminStrConv (thusg : X → X ′ is a continuousmapsuchthatg
(∑P
〈α,x〉∈A α · x
)
= ∑P′〈α,x〉∈A α · g(x) holds). Then g : G(X ,P) → G(〈X ′,P′〉) is an algebra morphism. In fact, let μ ∈ S (X), and select (Cn)n∈N
such that μn := ∑〈α,x〉∈Cn α · δx converges weakly to μ. Then
(
G(X ′,P′) ◦ S (g)
)
(μ) = lim
n→∞
(
G0(X
′,P′) ◦ S (g)
)
(μn) = lim
n→∞G0(X
′,P′)
⎛
⎝ ∑
〈α,x〉∈Cn
α · δg(x)
⎞
⎠
= lim
n→∞
P′∑
〈α,x〉∈Cn
α · g(x) = lim
n→∞ g
⎛
⎝ P∑
〈α,x〉∈Cn
α · x
⎞
⎠ = lim
n→∞
(
g ◦ G0(X ,P
)
(μn)
= (g ◦ G(X ,P)) (μ),
establishingG(X ′,P′) ◦ S (g) = g ◦ G(X ,P). Consequently,G deﬁnes a functor StrConv → Alg.G andF are inverse to each
other. Hence we have established
Proposition 4.1. The category Alg of Eilenberg-Moore algebras for the Giry monad is isomorphic to the category StrConv of
regular positive convex structures.
It is clear from the constructions thatG deﬁnes an isomorphism StrConvu → Algu. This yields:
Proposition 4.2. The category Algu of uniform continuous algebras for the Giry monad is isomorphic to the category StrConvu
of uniform continuous positive convex structures.
This result translates to the probabilistic case and convex structures,mutatis mutandis.
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5. The discrete case
The discrete version of the subprobability functor is deﬁned through
D
(
G
) :=
⎧⎨
⎩
∑
〈α,x〉∈A
α · δx | A ⊆ (0, 1] × G is normalized
⎫⎬
⎭ ,
whenever G is an arbitrary set. If f : G → H is a map, then
D
(
f
)⎛⎝ ∑
〈α,x〉∈A
α · δx
⎞
⎠ := ∑
〈α,x〉∈A
α · δf (x)
is deﬁned. Hence D is an endofunctor on the category of sets (with maps as morphisms). This is of course well known [8,
Chapter 3.5].
Deﬁne for 〈α1, . . . ,αn〉 ∈  and μ1, . . . ,μn ∈ D
(
G
)
the subprobability
mQ
⎛
⎝ ∑
1in
αi · δμi
⎞
⎠ := ∑
1in
αi · μi,
(in particular mQ (δμ) = μ), and put eQ (x) := δx for x ∈ Q . Then m : D2 •→ D and e : Id •→ D are natural transformations,
and we obtain from the continuous case that 〈D, e,m〉 is a monad, the discrete Giry monad. The continuous case applies since
m˜Q (M) is a discrete measure wheneverM ∈ S2(Q ) is a discrete measure [1, Lemma 4.1]; here m˜ denotes the multiplication
in the continuous version of the Giry monad, see [9, Proposition 2.5].
Each algebra for the monad deﬁnes a positive convex structure, just as in the continuous case. The proof of [1, Lemma
4.4] carries over without changes.
Proposition 5.1. Given an Eilenberg-Moore algebra 〈Q ,h〉 for the discrete Giry monad,
P∑
1in
αi · xi := h
⎛
⎝ n∑
i=1
αi · δxi
⎞
⎠
deﬁnes a positive convex structure on Q .
The converse reads as follows and is veriﬁed directly without having to resort to a continuous extension.
Proposition 5.2. Given a positive convex structureP on a set Q ,
h
⎛
⎝ n∑
i=1
αi · δxi
⎞
⎠ := P∑
1in
αi · xi
deﬁnes an Eilenberg-Moore algebra for the discrete Giry monad.
Proof. IfM ⊆ (0, 1] × D (Q ) is normalized, then
D
(
h
)⎛⎝ ∑
〈α,μ〉∈M
α · δμ
⎞
⎠ = ∑
〈α,μ〉∈M
α · δh(μ),
thus
(
h ◦ D (h))
⎛
⎝ ∑
〈α,μ〉∈M
α · δμ
⎞
⎠ = P∑
〈α,μ〉∈M
α · h(μ).
On the other hand,
mQ
⎛
⎝ ∑
〈α,μ〉∈M
α · δμ
⎞
⎠ = ∑
〈α,μ〉∈M
α · mQ (δμ) =
∑
〈α,μ〉∈M
α · μ,
so that
(
h ◦ mQ
)⎛⎝ ∑
〈α,μ〉∈M
α · δμ
⎞
⎠ = ∑
〈α,μ〉∈M
α · δh(μ).
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This implies that h is an algebra. 
Morphisms are treated as in the continuous case, so that we have established
Proposition 5.3. The category of Eilenberg-Moore algebras for the discrete Giry monad and the category of positive convex
structures are isomorphic.
Considering the subcategory which is given through the probability functor, and convex structures, one obtains an iso-
morphism for these categories as well.
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