We consider the asymptotic behavior of minimizers of a functional which represents nematic liquid crystals with a specific boundary data under a tilted applied magnetic field. We show that the specific configuration used in this paper is only a global minimizer if and only if the intensity of the magnetic field is equal to zero. And we examine the asymptotic behavior of the minimizer of the functional as the intensity approaches to zero or infinity. Then we shall also see that any minimizers tend to the specific nematic state as the intensity tends to zero. On the other hand, in the case of equal elastic coefficients we see that any minimizers tends to the direction or the opposite direction of the applied field as the intensity tends to the infinity in some subdomain.
Introduction
The purpose of this paper is to examine the asymptotic behavior of nematic states with a specific boundary data under a tilted magnetic field as the inten-sity of the magnetic field tends to zero or the infinity. We consider the stability of the state under the applied field. Such a problem is important physically and mathematically. There are many articles on the stability of minimizers. For example, see Aramaki [2, 4, 5] , Atkin and Stewart [7, 8] , Cohen and Luskin [10] and Lin and Pan [17] . In the previous paper [4] , we considered the stability of a specific nematic liquid crystal configuration under the applied magnetic field.
Such a theory for molecular orientation in nematic liquid crystal was given by Ericksen and Leslie [12] . According to the theory, for nematic liquid crystals the bulk free energy without external field is given by
where Ω ⊂ R 3 is a bounded smooth domain which is occupied by the material, n = n(x) is the unit vector field which is called the director field at x ∈ Ω, and W (∇n, n) is the Oseen-Frank energy density:
where K i (i = 1, 2, 3) are positive constants which represent the elastic coefficients, and ν is a real constant. Throughout this paper, we impose the strong anchoring condition to the director field, that is to say, the Dirichlet boundary condition n(x) = e 0 (x) on the boundary ∂Ω where e 0 : ∂Ω → S 2 is a given smooth unit vector field. In the situation where liquid crystal material is subject to a static magnetic field H, we must add a magnetic energy contribution to the energy W(n). It is well accepted that such a magnetic energy density is of the form −χ a (H · n) 2 where χ a is a positive constant (cf. de Gennes and Prost [11, p. 287] ). We assume that the magnetic field H = H(x) is of the form H(x) = σh(x) where h(x) ∈ C 2 (Ω, S 2 ) is a vector field on Ω with values in the unit sphere S 2 in R 3 and σ ≥ 0 is the intensity of H.
To describe the space of admissible director fields, let W 1,2 (Ω, R 3 ) be the usual Sobolev space of vector fields,
and
We note that if e 0 : ∂Ω → S 2 is a smooth vector field and ∂Ω is Lipschitzian, then W 1,2 (Ω, S 2 , e 0 ) is a non-empty set (cf. Hardt et al. [14] ). According to [14] , for all n ∈ W 1,2 (Ω, S 2 , e 0 ),
where ∇ tan n = ∇n − (∇n)ν ⊗ ν on ∂Ω, ν denotes the outward normal unit vector field at ∂Ω and dS is the surface element of ∂Ω. Therefore, under the strong anchoring condition, the integral of the last term of (1.2):
represents a surface energy which only depends on the boundary data e 0 (cf. Bauman et al. [9] ), and so the term S(e 0 ) does not affect the problem of finding equilibrium configurations. Thus it suffices to consider the total energy of the nematic state:
where
Here we define
We note that it follows from standard variational theory that C(σ) is achieved in W 1,2 (Ω, S 2 , e 0 ). For the proof, see [17] or [5] . Now we consider the following variational problem.
It is well known that the critical point n ∈ W 1,2 (Ω, S 2 , e 0 ) of (1.6) is a weak solution of the following Euler-Lagrange equation
Thus n is a harmonic map from Ω to S 2 . Throughout this paper, we assume that there exists e ∈ C 2 (Ω, S 2 ) such that curl e = 0 and e is a unique minimizer of (1.6).
(H.1)
The construction of such vector fields satisfying (H.1) is intensively discussed in the previous paper [4] . For example, if we define the vector field
, 0
∂Ω
where a 1 is so large that e 0 ∈ B r (p) for some p ∈ S 2 and 0 < r < π/2 where B r (p) = {q ∈ S 2 ; dist Ë 2(q, p) ≤ r} is the closed geodesic ball with center p and radius r, then
, 0 is a unique minimizer of (1.6) and satisfies curl e = 0 in Ω. That is to say, e satisfies the condition (H.1). We note that there are many choices of a 1 . The uniqueness is due to the fact if e 0 : ∂Ω → S 2 is regular map, that is, if e 0 ⊂ B r (p) for some p ∈ S 2 and 0 < r < π/2, there exsits a unique, smooth solution of (1.7) which is a minimizer of (1.6). This is a special case of the result of Hildebrandt et al. [15] or Lin and Wang [18] . Recently Aramaki [1] gave an another proof of the regularity under more weaker assumption than [15] and [18] .
As we consider the tilted magnetic field, we write
When θ(x) ≡ 0 or θ(x) ≡ π, we can easily see that for any σ ≥ 0, the minimizer n σ of (1.5) satisfies that n σ = h if θ(x) ≡ 0, and n σ = −h if θ(x) ≡ π which will be viewed in Proposition 2.4 below. When θ(x) ≡ π/2, i.e., h(x) is orthogonal to e(x) for any x ∈ Ω, it follows from the previous paper [4] 
For the special case where h and e are constant vectors, see [17] . When 0 < θ(x) < π/2 on Ω, according to the previous paper Aramaki [3] we can see that
For the special case where h and e are constant vectors, see Aramaki [6] .
In this paper we assume that
Because of the technical reason, we moreover assume that
In the main theorem (Theorem 3.1), we will see that if the subdomain Ω + := {x ∈ Ω; 0 < θ(x) < π/2} intersects with the boundary ∂Ω, then the minimizer n σ of F σ satisfies that n σ → h in L 2 (Ω + ) as σ → ∞, and if the subdomain Ω − := {x ∈ Ω; π/2 < θ(x) < π} intersects with the boundary ∂Ω,
It seems that such phenomenon is interesting.
We also consider the asymptotic behavior of the minimizer n σ of F σ as σ → 0 (Theorem 2.8). When σ → 0, we shall show that n σ tends to e strongly in W 1,2 (Ω, R 3 ).
Preliminaries and asymptotics of minimizers as the intensity tends to zero
First we review the notion of critical point of
, we can write, for small t
Then we can see that (cf. [5] )
where n t is defined by (2.1).
It easily follows from (2. 
Proof. First we note that
Therefore, e is a critical point of F σ if and only if
This means that σ = 0 or cos θ(x) ≡ 0 in Ω. However, it follows from (H.2) that we see σ = 0.
By the standard theory of variational problem, we can see that
is achieved by some minimizer in W 1,2 (Ω, S 2 , e 0 ).
Proposition 2.3 (Lin [16], [18]).
Under the hypothesis (H.2), e in (H.1) is also a unique minimizer of (2.4).
Proof. We use the formulas: for any n ∈ W 1,2 (Ω, S 2 ),
and |curl n| 2 = |n · curl n| 2 + |n × curl n| 2 . So for any n ∈ W 1,2 (Ω, S 2 , e 0 ), we have
Therefore e is a minimizer of F . If n is a minimizer of F , then we have
Hence from (2.5),
Since e is a unique minimizer of (1.6), we have n = e.
Although we assume (H.2), if θ(x) ≡ 0 or θ(x) ≡ π, then we can show that n σ = h or n σ = −h for any σ ≥ 0, respectively, in the following proposition.
Proposition 2.4. When θ(x)
Proof. When θ(x) ≡ 0 or π, we have e(x) · h(x) = cos θ(x) = ±1, respectively. Hence e(x) = ±h(x). Let n σ be a minimizer of F σ . Then we see that
. Since e is a minimizer of F , we have
Therefore we get
, we have n σ = e. If σ > 0, we see that
, so we have n σ = e. This completes the proof. Using Proposition 2.2, we can show the following.
Proposition 2.5. Let σ ≥ 0 and let n σ be a minimizer of F σ . Then we have
If σ > 0, the last inequality is strict.
Proof. When σ = 0, since n σ = e, the result is clear. Let σ > 0. Since
we see that
On the other hand, for σ > 0, n σ is not a minimizer of (1.6). In fact, if n σ is a minimizer of (1.6), then from (H.1) n σ = e, so e is a global minimizer of F σ . Therefore e is a critical point of F σ . This contradicts Proposition 2.2.
Thus we have
we get the conclusion.
Next we show the following. Proposition 2.6. For 0 ≤ σ 1 < σ 2 , let n σ 1 and n σ 2 be minimizers of F σ 1 and F σ 2 , respectively. Then we have
In particular, C(σ) is strictly decreasing and a locally Lipschitz function on [0, ∞).
Proof. First we see that
If we exchange the role of σ 1 and σ 2 , then we have
Thus using Proposition 2.5, we get the conclusion.
Corollary 2.7. C(σ) → −∞ as σ → ∞.
Proof. Applying the above Proposition 2.6 with σ 1 = 0 and σ 2 = σ, we have
Since θ(x) ≡ π/2 by (H.2), we see that C(σ) → −∞ as σ → ∞.
We shall prove the main theorem in this section.
Theorem 2.8. Assume that (H.1), (H.2) and (H.3) hold. Let n σ be a global minimizer of F
Passing to a subsequence, we may assume that n σ → n 0 weakly in
) and a.e. in Ω. Therefore, |n 0 | = 1 and n 0 = e 0 on ∂Ω. Moreover, from the fundamental fact of functional analysis and (2.6), we have
From (H.1), we see that n 0 = e. Therefore, we have
Since ∇n σ → ∇e weakly in L 2 (Ω, R 9 ), we see that ∇n σ → ∇e strongly in L 2 (Ω, R 9 ). Since n σ → e strongly in L 2 (Ω, R 3 ), we can see that n σ → e strongly in W 1,2 (Ω, R 3 ).
Asymptotic behavior of minimizer as the intensity of the magnetic field tends to the infinity
In this section, we shall consider the asymptotic behavior of minimizers of F σ as the intensity σ tends to the infinity. We state the main theorem in this paper. (ii) Let n σ be a global minimizer of
(iii) In the particular case where
Proof. For every x ∈ Ω, choose e (x) so that
Then we have |e (x)| = 1, e (x) · h(x) = 0 and can write
e(x) = sin θ(x)e (x) + cos θ(x)h(x).
Moreover, if we define k(x) = h(x) × e (x), then (e (x), k(x), h(x)) is an orthonormal basis in R 3 . Let n σ be a minimizer of F σ . We write
We note that on ∂Ω,
Furthermore we have n 2 σ,e + n 2 σ,k + n 2 σ,h = 1, and h · n σ = n σ,h . Thus from (3.3) we can write
We take a test field n = cos φ √ 1 + sin 2φ cos θ e + sin φ √ 1 + sin 2φ cos θ h where 0 ≤ φ ≤ π/2 and φ = 0 on ∂Ω. We note that it follows from the hypothesis (H.2) that there exists δ > 0 such that δ ≤ θ(x) ≤ π − δ on Ω, so there exists c > 0 such that c ≤ 1 + sin 2φ cos θ. Therefore the test field is well defined. We can easily see that n = e 0 on Ω, |n| = 1 and
We write
where e 1 = (1, 0, 0), e 2 = (0, 1, 0), e 3 = (0, 0, 1) are the canonical basis of R 3 . Then we compute
there exists a constant C > 0 such that |div n| 2 ≤ C(|∇φ| 2 + 1). Similarly we have |curl n| 2 ≤ C(|∇φ| 2 + 1). Now we can write
Here we note that if φ = π/2, h · n = f θ (π/2) = 1, and that
For small ε > 0, define
We choose the above function φ so that φ = π/2 in Ω ε , φ = 0 on ∂Ω and |∇φ| ≤ C 1 /ε. Clearly we see that G σ, 2 [n] ≤ C|Ω| where C is a constant independent of σ. For G σ, 1 [n], we have
Since ∂Ω is smooth, there exists C 0 > 0 such that |Ω ε | ≤ C 0 ε. If we choose ε = 1/σ, there exist positive constants C 2 , C 3 and C 4 independent of σ such that we have
for large σ. Thus we see that for large σ,
for some constant C > 0 independent of σ. Hence (i) holds. From (3.4), we see that
as σ → ∞, and so
where C 5 is a constant independent of σ. From this we have
Hence (ii) holds. For the proof of (iii), we consider one parameter case
In this case we have
If n σ is a minimizer of F σ, , n σ satisfies the following Euler-Lagrange equation
on ∂Ω (3.5) where b 2 = χ a /K. We write n σ = n σ,e e + n σ,k k + n σ,h h. Since n σ = e 0 on ∂Ω, we see that n σ,e = 1, n σ,k = 0, n σ,h = 0 (3.6)
on ∂Ω. Define u σ = H(cos θ)H(n σ,e cos θ + n σ,h )n σ (3.7)
where H(t) = 1 for t ≥ 0 and H(t) = −1 for t < 0. Then u σ = e 0 on ∂Ω and |u σ | = |n σ | = 1. Thus u σ ∈ W 1,2 (Ω, S 2 , e 0 ). It is well known that ∇(H(cos θ)) = ∇(cos θ)δ {cos θ=0} = 0, and ∇(H(n σ,e cos θ + n σ,h )) = ∇(n σ,e cos θ + n σ,h )δ {nσ,e cos θ+n σ,h =0} = 0.
Therefore, since ∇u σ = H(cos θ)H(n σ,e cos θ + n σ,h )∇n σ , we have |∇u σ | = |∇n σ |. We also have (h · u σ ) 2 = (h · n σ ) 2 . Hence u σ is also a minimizer of F σ and so u σ satisfies the Euler-Lagrange equation
We write u σ = u σ,e e + u σ,k k + u σ,h h (3.9) = H(cos θ)H(n σ,e cos θ + n σ,h )[n σ,e e + n σ,k k + n σ,h h].
We take the inner product of h on Ω + if Ω + = ∅, and of −h on Ω − if Ω − = ∅ with the first equation of (3.8), we have
Therefore we have
