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ABSTRACT
In long term evolution numerical models, the interactions of a floating barrier
with the wave field is then deputed to some parametrized transfer functions,
which mimic wave energy transmission and dissipation in the frequency do-
main. This thesis provide, as final result, two transfer functions (one for in-
cident waves, one for reflected ones) for a particular class of compact shaped
floating breakwaters.
These functions are based on three main parameters, which have been derived
on physical model results. The first one (χ) is the ratio between the incoming
wave frequency and an approximation of FB heave natural frequency, based
on principal FB cross section dimensions. Wave steepness has been considered
to be the second variable which helps in describing the amount of dissipated
energy. A FB draft to water depth ratio has been identified.
Available algorithms for the decomposition into incident and reflected waves
of flume records are mostly Stokes-FFT based. Therefore they suffer some limi-
tations for relatively high wave steepness (Ch. 4). Since the latter is considered
as a crucial parameter, a lot of effort has been drawn in solving some conun-
drums of actual methods.
Two algorithms are proposed. The first one (Ch. 5), based on empirical mode
decomposition, did not give satisfactory results. The second one (Ch. 6) is
based on linear waves superposition, but, getting rid of linear dispersion re-
lation, detects automatically each phase celerity. The proposed algorithm ap-
pears to be effective for relatively shallow water waves, for which the phase
modulation approach is more consistent than Stokes formulations. A Stokes
2nd order algorithm has also been implemented.
In Ch. 7 the experimental set up is presented. A second order analysis of trans-
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mission and reflection processes is also introduced.
Results are given (and discussed) in Ch. 8. Linear transmission and reflection
transfer functions are derived, based on experimental data fitting. These are
finally validated with irregular wave test measurements.
It is found that the transmission process mainly depends on frequency (χ)
and on FB relative draft. The last parameter does not enter the reflection pro-
cess, which basically described by χ and wave steepness. In particular, steeper
waves loose more energy, and are less reflected. For transmitted waves only, a
significant amount of energy transfer from primary to secondary harmonics is
observed.
SOMMARIO
Nei modelli numerici per applicazioni costiere, l’implementazione delle opere
di difesa galleggianti é generalmente costruita a partire da semplici funzioni
di transferimento. Queste distorcono, nelle spazio delle frequenze, il campo
d’onda incidente in onde trasmesse a tergo dell’opera. Questa tesi propone
due funzioni di trasferimento per una particolare classe di frangiflutti galleg-
gianti (di seguito FB): una per il campo trasmesso, l’altra per quello incidente.
Tali espressioni sono funzione di tre parametri principali, ricavati sulla base
di risultati sperimentali. Il primo di questi (χ) é costituito dal rapporto tra la
frequenza dell’onda incidente e un’approssimazione della frequenza naturale
di oscillazione verticale del FB. Un secondo parametro é caratterizzato dalla ri-
piditá dell’onda incidente, mentre l’ultimo é una variabile adimensionale che
caratterizza il pescaggio del FB in relazione alla profonditá d’acqua locale.
Gli algoritmi presenti in letteratura, finalizzati alla decomposizione di misure
d’onda in incidenti e riflesse, sono generalmente basati su formulazioni tipo
Stokes-FFT. Pertanto, in presenza di ripiditá particolarmente elevate, possono
interpretare poco correttamente i dati misurati. Poiché la ripiditá (dell’onda) é
considerata un parametro fondamentale per la descrizione dei processi dissi-
pativi, si propongono due algoritmi alternativi per la soluzione di tali criticitá.
Il primo di questi si basa su un punto di vista AM-FM, decomponendo le mis-
ure attraverso l’empirical mode decomposition (Cap. 5). Il secondo rimane
su un’ipotesi di sovrapposizione lineare di onde elementari, ma prescinde
dall’equazione di dispersione (Cap. 6). Ció permette un’interpretazione piú
affinata delle celeritá di fase. Con particolari vantaggi in acque basse, laddove
l’approccio di modulazione di fase é piú appropriato di un’espansione tipo
Stokes.
iv
L’apparato sperimentale é descritto nel Cap. 7, nel quale é proposta anche una
procedura di analisi dei risultati affinata al secondo ordine.
Dai risultati (Cap.8) si desume che, dal punto di vista lineare, il processo di
trasmissione dipende principalmente dalla frequenza dell’onda incidente e dal
pescaggio del FB (relativo al fondale). Per quanto concerne le onde riflesse,
queste sono meglio descritte dalla ripiditá dell’onda, nonché dalla frequenza.
In particolare, le onde piú ripide sono soggette a maggiori dissipazioni e con-
seguentemente sono riflesse in misura inferiore. Solamente in riferimento al
processo di trasmissione, si notano sensibili trasferimenti di energia dalle com-
ponenti principali, a favore delle seconde armoniche.
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1 INTRODUCTION
Floating breakwaters (FB) present an alternative solution to conventional fixed
breakwaters and can be effective in coastal areas with mild wave environment
conditions (e.g. in bays, lakes or estuaries). The fact that FBs are only slightly
conditioned by water depth and sea bed characteristics are other peculiari-
ties of these structures. Therefore, they have been increasingly used to protect
marinas or small craft harbours and, less frequently, the shoreline, aiming at
erosion control.
The search for innovative approaches aiming at flood risk mitigation in coastal
areas, and particularly deltas and estuaries of large rivers, has drawn attention
to the potentialities of floating breakwaters, a versatile structure that shelters
the coast and can perfectly cope with tide. On the other hand, high reflection
can aggravate the waves in adjacent areas, posing possible problems there.
It should be stressed that this application of FBs is inherently different from
the traditional one which aims at sheltering marinas. For example, in coastal
areas there is a considerable benefit if a 2m high wave is reduced by say a 20%,
since this may prevent flooding to occur, whereas such high waves cannot be
tolerated in marinas.
Fig. 1.1 – Concept sketch of a floating breakwater princi-
ple.
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1.1 Concept
The device partly reflects and partly dissipates the incident wave energy, so
that the transmitted waves are reduced (Fig. 1.1). Energy is transmitted either
directly, below or above the structure, or indirectly, as a consequence of the
device movements. The latter mechanism is referred as wave radiation.
Direct energy transmission is affected by the main characteristics of the wave
field: shot or long-crested, and by the overtopping process. Energy transmis-
sion related to the device movements can be interpreted only by a strongly
non-linear point of view of the interactions between the incident wave and the
structure dynamics. In this picture a dominant role is played by the mooring
forces and the reactions due to connections between modules.
The search for innovative approaches aiming at flood risk mitigation in coastal
areas, and particularly deltas and estuaries of large rivers, has drawn atten-
tion to the potentialities of floating breakwaters (FBs), a versatile structure that
shelters the coast and can perfectly cope with tide.
On the one hand, by reducing the wave that runs up the river of coastal dike,
FBs can contribute significantly to mitigate the flooding hazard. On the other
hand, high reflection can aggravate the waves in adjacent areas, posing possi-
ble problems there.
It should be stressed that this application of FBs is inherently different from the
traditional one which aims at sheltering marinas. For example, in coastal areas
there is a considerable benefit if the 1 or 2m incident wave is reduced by 20%,
since this may prevent flooding to occur, whereas such high waves cannot be
tolerated in marinas. The traditional FB function may be found for instance in
Tsinker (1994) or Headland (1995).
Purposes and
Application
If mega-float devices are excluded, FBs are only effective
for marine protection with limited fetches, i.e. for relative
small wave lengths. The possible application of FB as a mitigation measure
against coastal flooding and erosion extends the possible use of these devices
to cases with areas with longer fetches possibly subjected to severe wave con-
ditions. Possible applications of FB for coastal protection are those that en-
hance the advantages of this kind of structures (see introduction), as for ex-
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ample: 1) lakes, especially in presence of deep waters; 2) lagoons, especially
if the mechanical characteristics of the bed are poor; 3) river deltas, especially
if the position of the banks is evolving due to a dynamic sediment transport
scenario.
Wave
Transmission and
Reflection
Coefficients
Commonly speaking the performance of a breakwater is
described by its effects on the local wave field. The lower
the height of the transmitted wave, the better the perfor-
mance. In some cases, its reflection capacity has to be con-
sidered too, in order to define the agitation of the wave field on the structure
wind side, e.g. for navigation purposes.
In common literature reflection and transmission coefficients are defined as re-
flected (or transmitted) wave height to incident wave height ratios. If these
quantities are deduced on a timeseries statistical basis (e.g. zero down cross
analysis) then the following definitions hold:1
ρrms =
HR rms
HI rms
τrms =
HT rms
HI rms
(1.1)
One can define similar coefficients based on other statistical quantities such as
H1/3, H1/10 and so on. By a spectral point of view, direct transformation of
timeseries into frequency space leads to measures of energy spectral densities
(S). The square root of zeroth moment of these distributions define, on linear
wave theory basis, a wave height denoted as Hm0 (which is proportional to
H1/3, in most narrow banded cases). Therefore:
ρm0 =
HR m0
HI m0
τm0 =
HT m0
HI m0
(1.2)
where
Hj m0 = 4
(∫
Sj( f )d f
)1/2
(1.3)
1 In the present work reflection and transmission coefficients are denoted by Greek letters
to let frequent literature Latin letters (k, c) free for wavenumbers and celerities.
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Common shapes
and mooring
systems
FB are commonly divided into four general categories:
box, pontoon, mat and tethered float. Some floating break-
water of each category are shown below (Tabb.1.1 and
1.2).
Tab. 1.1 – Various types of breakwaters (adapted from
McCartney (1985))a.
BOX Sometimes named: Pon-
toon Solid rectangle
shape Reinforced con-
crete units are the most
common type. They may
be empty (air filled) or
filled with light weight
material.
BARGE Formed by array of dis-
used vessels. Frequently
employed by army.
PONTOON Sometimes named Cata-
maran or Twin pontoon
Catamaran shape.
ALASKA Open compartment
A FRAME
TWIN LOG Deck is open wood frame
a Continues to Tab.1.2
The "box" and "pontoon" categories have much larger model and prototype
experience; and thus are the most frequently used. The typical size of box or
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Tab. 1.2 – Continues from Tab.1.1: various types of
breakwaters (adapted from McCartney (1985)).
TIRE MAT Scrap tires strung on pole
framework or bound to-
gether with chain or belt-
ing. Foam flotation is
usually need.
LOG MAT Log raft chained or cabled
together.
TETHERED w/Spheres Float placed in rows and
connected to a horizontal
support.
TETHERED w/Tires Arrangement similar to
spheres. Steel drums with
ballasts can be used in-
stead of tires
pontoon types FB are described in below 1.2. The Mat and Tethered types are
much wider, of order 10 ≈ 20 m, but draft is quite smaller (less than a meter).
Reinforced concrete modules are either empty inside or, more often, filled with
a light material. In the former case the risk of sinking of the structure is not
negligible. Connections are either flexible, allowing preferably only the roll
along the breakwater axis, or pre- or post-tensioned, to make them act as a
single unit. In the latter case the efficiency is higher, but the risk of damage
is also larger. Interconnection between adjacent modules and mooring system
are primary points of concern for this kind of structures.
Large breakwaters are sometimes built with used barges, ballasted to the de-
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sired draft with sand or rock. Pontoon type are more effective when the overall
width is larger than half the incident wavelength. In this case the expected at-
tenuation is very good.
Within the mat category, the most used are made with tires. They are subjected
to lower anchor loads, reflect less and dissipate relatively more than previous
ones. Although less effective, they have a low cost, can be removed more easily
and constructed with unskilled labour and minimal equipment, but the envi-
ronmental impact is of course important.
Mat and Tethered float are seldom used due to a large environmental impact
and small efficiency. The attenuation effect is based on dissipation of energy
as the wave travel across the width of the device.
FBs efficiency is partly affected by the mooring systems. In general, FBs can
be moored with cables (possibly elastic devices), with compliant chains, with
short chains, tethered or constrained to piles. The main characteristics to be
taken into account when deciding the mooring type, and evaluating systems
functionality are enumerated below (Tab. 1.3).
Qualitative
Comparison with
Other Defence
Strategies
When speaking of conventional types of breakwater we
usually think at these gravity structures which founda-
tion occupies at least the total area of the top elevated
structure. To this set belong mound breakwaters, caissons,
block walls, and their combinations. Submerged barriers are to be included
when dealing with coastal protection issues. All this kind of devices are de-
signed on the basis of an extended and firm literature. On the contrary, FBs
related knowledge appears to be still spread, mostly among building compa-
nies technical reports. Hence very few studies concern a unified point of view
in engineering terms.
A synthetic comparison with conventional breakwaters is therefore hard to be
defined in an strictly economical frame. Some of the conditions that are in
favour of the FB installations are due to their flexibility and low cost for return
to the original environment.
Anyhow, total water depth structures does permit total reflection and dissipa-
tion of the incident sea. Hence their performance in classical terms (transmis-
sion coefficient) is anyway higher than an FB one.
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Tab. 1.3 – Various types of FBs mooring systems.
Class 2DV example Design Variables
PILES number of piles per ele-
ment; diameter of piles;
height of pile/ water
depth; material; connec-
tion characteristics.
CHAINS number of chains; length
of chains; position of
fairleads [x,y,z]; posi-
tion of anchors [x,y,z];
chains weight per unit
length; connection char-
acteristics; anchor type.
CABLES or
TENSION LEGS
number of lines; length
of lines; line material
resistance; position of
fairleads [x,y,z]; posi-
tion of anchors [x,y,z];
joint characteristics; an-
chor type.
In order to quantify a reliable comparison on cost/effectiveness basis the fol-
lowing items must be taken into account at a pre-design state. 1) Poor foun-
dation: FB may be the only solution where poor foundations will not support
bottom connected breakwater. 2) Deep water: in water depths in excess of 6
m, bottom connected breakwater are often more expensive than FB. 3) Water
quality: FB present a minimum interference with water circulation and fish mi-
gration. 4) Ice problems: FB can be removed and towed to protected areas if ice
formation is a problem. They may be suitable for areas where summer anchor-
age or moorage is required. 5) High tidal excursions: The body performance
do not change with water level changes (anyhow the mooring system stiffness
variation must be considered) while in case of high tide, high over-topping
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occurs at conventional breakwaters head, and in case of low tide a conven-
tional structure may have a very high visual impact. 6) Mean Water Level: Long
term variations of MWL can be faced with little adjustment on mooring system
(chain lengths) while conventional breakwaters have to be adapted with high
cost solutions. 7) Visual impact: FB have a low profile and present a minimum
intrusion on the horizon, resulting suited to limit visual impact. 8) Summer and
under development marinas: FB can usually be rearranged into new layout with
minimum effort, to accommodate to future developments.
Critical Issues With respect to actual and possible applications and on
cost-effectiveness ratio the points to be taken into account can be enumerated
as follows. 1) Performance: find solutions to enhance performance outside of
nowadays working conditions (longer waves). 2) Design: unification of labo-
ratory testing data and predictive formulas for designers. 3) Structural: correct
evaluation/interpretation of wave loads under common and dramatic wave
conditions. 4) Mooring Materials: a) protection of anchoring part from sand
scraping, b) different FB behaviour between chains and elastic rigs.
1.2 Prototype Installations
Experience is only available with respect to the traditional use of FB, mainly
after the second world war, as a consequence of their (partially) successful
application in Normandy. The break water called "Bombardon" was used by
the Allies in June 1944. It was a steel hollow cruciform "tube", 7.6 m high and
wide, 61 m long. They were placed in two lines with a mutual distance of
244 m, in order to reduce the wave motion down to the wanted sea state (Fig.
1.2). The experimental and theoretical studies that were carried on are still
forming the basis for FB development.
1.2.1 Commercial FBs
Huge number of installations and building companies can be reported. For the
sake of simplicity we hereby cite some commercial dimensions. For example
(Fig. 1.3), there are modules which are 15 ∼ 20 m long, 2.5 ∼ 5 m wide and
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Fig. 1.2 – The "Bombardon" breakwater
1 ∼ 2 m high. Their displacements are the order of 15 to 60 tons. These are
useful for protecting areas presenting sea states characterized by wave lengths
up to 20 m, or periods up to 3.5 s and maximum wave heights of 1.5 m.
Fig. 1.3 – Example of commonly used floating modules
1.2.2 MegaFloats
A wave attenuator design usually goes through a site specific process. In some
cases megafloats have been installed in fairly open harbour areas. We report
here some examples.
Montecarlo,
Condamine
Harbour
This FB, built up in Algeciras, E, and placed in Montecarlo
(Fig. 1.4), has been designed for a lifecycle of 100 years. It
is 352 m long, 28 m wide at top and 44 m wide at bottom.
Its freeboard measures 3 m on the leeside and 6.6 m on the seaside. The dis-
placement is on the order of 160000 tons.
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Fig. 1.4 – Semi floating dock in the Principality of
Monaco
Bintuny Bay,
Indonesia
Two types of breakwaters are investigated, named the East-
ern Traveller which is 73.15 m long, 18.89 m wide and 3.81 m
high, and the Eastern Galaxy (91.44 x 27.43 x 5.48 m) pontoon breakwaters (Aji-
wibowo and Yuanita, 2009).
1.3 Wave Energy Dissipation
Energy Balance With classical definitions of transmission and reflection
coefficients, such as in terms of statistic representative wave height (1.1) or
characteristic spectral wave heights (1.2), one can define correspondent coeffi-
cients in energy terms. These are simply the squares of the formers, i.e. τ2 and
ρ2. A straightforward energy balance of the wave passing an FB can thus be
written in non dimensional form:
τ2 + ρ2 + δ2 = 1 (1.4)
where δ2 is an energy loss, or dissipation, coefficient.
If we separate the radiated waves generated by the FB induced motion, we
must argue that from a physical point of view, transmitted wave is what re-
mains after the processes of reflection and dissipation. Actually, the shape
of the incoming wave is first deformed due to partial reflection and possible
breaking induced by the FB. The energy that is not reflected passes below and
in some cases above (overtopping) the structure. In both cases some energy is
dissipated.
It must be added that reflection and transmission coefficients are usually di-
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rectly derived from sampled time series analysis, and the techniques adopted
do always carry an amount of error into the results. Related uncertainties do
then spread when evaluating δ2 through (1.4), reaching, in some cases the same
datum order of magnitude (Pezzutto et al., 2012). A fundamental point for the
description of energy losses in laboratory tests is then the implementation of a
refined method for time series interpretation.
Meaning of δ2 It is common practice, in laboratory tests, to evaluate and
report such additional parameter, as a rather qualitative descriptor of an FB
behaviour. An investigation of the relationships occurring between the triad in
(1.4) is not usually attempted. It could be useful to estimate these relationships,
if any, with respect to a set of physical quantities, or better, a number of suitable
non dimensional parameters. This for sake of a floating breakwaters practical
knowledge implementation.
For example it may be interesting to check if higher energy loss do generally
correspond to lower transmission coefficients, and if this apply to whole wave
frequency field or to a certain bandwidth.
The possible answers on the coefficient triad dependences could be crucial for
engineering purposes. For instance, the design of a floating protection may be
focused on attempting high dissipative capacity to reduce wave transmission.
Dissipate and
Harvest
Recently growing debates into coastal engineering com-
munity are focusing on matching the demand of both coastal
protection and renewable energies with the opportunity of using floating wave
energy converters (Ruol et al., 2010b; Zanuttigh et al., 2010). Besides the rel-
ative advantages of a floating protection, utilization of a floating WEC may
present the additional advantage of lowering overall costs through energy sell-
ing. This kind of integration, in which protection is the main target, would also
pursue additional useful know-how in developing wave energy technologies.
In general, installation of a WEC farm in relative shallow waters may reduce
the transmitted energy in a way which could alter the coastal morphology.
And this might be included in strategic environmental assessment for WEC
farms (Azzellino et al., 2011).
Detailed evaluation of device - wave field - coast interactions has to be deputed to
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coupled physical and numerical modelling. Morphological time scales have an
order of magnitude which is at least 2 times higher than wave periods, hence
fast numerical models (spectral models and depth averaged phase resolving
schemes) are usually utilized to mimic these phenomena.
Recent attempt for implementing WEC interaction with phase averaged wave
climates are due to Smith et al. (2012), who modify SWAN (Booij et al., 1999)
source code including spectral changes at device location, according to user
defined transfer functions. Beels et al. (2010) included in a mild-slope equa-
tion scheme a array of cells with assigned degree of absorption, by using the
sponge layer technique.
Nørgaard and Andersen (2012) did also implement porous layers, but into a
commercial Boussinesq model, to mimic WaveDragon device. Porosities were
calibrated with physical models, since, as they state, "detailed information on ab-
sorption and reflection is needed to accurately determine the wave transmission from
a single or multiple devices in various sea conditions".
Proceeding from that it turns out the importance of δ2 accurate measurements
for the calibration models which evaluate either WECs or FBs interactions with
the environment.
1.3.1 Dissipative Agents
In the process of a wave passing a floating obstacle some energy is lost. In
order to better visualize this concept, consider the Pierson-Moskowitz event
facing a FB described in Fig. 1.5. No dimensionless coefficients are reported,
but energy spectral densities retrieved by a frequency band by band applica-
tion of (1.4).
The figure anticipates what is stated in the present job. As it can be seen, an
amount of energy is dissipated, and this depends on wave frequency. Trans-
mitted energies are more evident in the low frequency region, while reflected
spectrum shape is deformed through the short waves region.
In the middle, a peak of energy loss is evident. Therefore, there should proba-
bly exist a characteristic wave period at which energy dissipation is maximum.
The modal period of the above spectrum has been centred, for purpose, at the
FB heave natural period. As the body resonates with the waves, the relative
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Fig. 1.5 – Energetic balance. Results of physical model
irregular PM test described in Ch. ??
motions may be such strong that the boundary layer become turbulent and a
lot of vortices separates, dissipating energy.
Moreover, at some frequencies an energy gain (instead of loss) can be expe-
rienced. Besides all errors (measurements and spreading) a gain is possible
whenever energy transfers from low to high frequencies, due to involved non-
linearities.
The hydrodynamics analysis may be split into two regions: the unconfined re-
gion sufficiently below the air-water surface, and a close surface region, where
vertical and horizontal velocities have the same order of magnitude.
Unconfined
region
Through large-scale tests, Koutandos et al. (2005) exam-
ined the behaviour of four FB configurations of different
shapes under both regular and irregular wave conditions. They observed that
a vertical plate, protruding downward from the front of the FB, significantly
enhanced the efficiency of the structure, increasing dissipation and therefore
reducing transmission. Koftis et al. (2006) showed that, by numerical simu-
lation, protruding plates, qualitatively as much as each submerged structure
edge, act as turbulent energy sources, which dissipate wave energy. The gen-
eral conclusion of these two papers is that model scales that are too small to
reach high-turbulent flow are likely to lead to slight underestimation of the
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full-scale τ for high waves. In fact, dissipation increases faster than wave
height and does not follow the Froude law.
? concludes that the effects of wave steepness should preferably be studied
on large-scale models. This is certainly true for steady flow regimes. In wave
motion things may differ significantly, especially for short waves, which rapid
oscillatory flow direction changes do not let boundary layer to fully develop.
Sumer and Fredsøe (1997) collected an extensive amount of data regarding the
flow regime around cylindrical (circular) structures in oscillatory flows. They
observed that, for fixed and relatively low Reynolds number (defined through
amplitude of wave induced velocities) the characteristics of vortices around a
cylinder do strongly depend on Keulegan-Carpenter number. The latter, for
monochromatic waves, can be reduced to wave amplitude over cylinder sec-
tion diameter ratio, no matter the wavelength. Vortex shedding events, caus-
ing sensible increase in energy dissipation, start to appear at KC ≈ 7. As
Re increases, while greater than approximately 104.5, incipient turbulence and
vortex shedding regimes are slightly anticipated to lower KCs.
For non circular shapes, flow asymmetries and relative instabilities must be
taken into account.
Near surface
flow
The most part of the wave energy is concentrated in this
region.
With respect to incoming waves that are relatively short, the FB behaves mostly
as a rigid body. The dynamics are then comparable with that of waves facing
a rigid wall, with the formation of a partial reflection field with evident nodes
and anti-nodes. At these locations (anti-nodes) in waves are sufficiently high,
white capping frequently occurs, with relative energy dissipation.
For relatively long waves, a free body does basically follow the flow, while a
chain moored FB may react violently. In fact, the body reaching its maximum
mooring allowed position is almost an impulse. Depending on wave height,
there can be only little reaction, strong slamming or the body sinks and rapidly
emerge, all this with release of impulsive waves and more or less air entrap-
ment.
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1.4 Contributions of Present Thesis
Satisfactory descriptions of the dissipating processes enumerated above can
be obtained only throughout very detailed numerical models (Reynolds av-
eraged or DNS). For coastal engineering problems, at sea storm time scales,
the application of these models is not feasible at all. Nevertheless, linearised
potential solutions are basically conservative. The final purpose of this job is
then to give a parametric point of view of a FB behaviour, in terms of wave
transmission, reflection and dissipation coefficients. Results can be used as a
basis for validating depth averaged wave models.
A number of parameters are identified, on the basis of literature and flume
tests observation. A set of experiments has been designed and done according
to those non dimensional quantities.
The description of dissipating processes appears to be crucial. However, with
actual linear analysis methods, an error in determining it could be introduced
when non-negligible wave steepness are considered. Two new algorithms
based on modulated waves point of view are proposed.
Experimental results are interpreted in a second order quadratic fashion, sep-
arating the analysis of primary and related bound waves, with that of second
harmonic free waves. For linear waves, detailed transfer functions which de-
scribe energy reflection and transmission have been derived. These are based
on the proposed parameter set. For secondary free waves, the energy transfer
from primary components is also analysed.
During this thesis development the following works have been published:
Pezzutto et al. (2012); Martinelli et al. (2012); Ruol et al. (2010a, 2011, 2012a,b,
2013); Burcharth et al. (2012a,b)
1.5 Thesis Organization
CHAPTER 2 Literature review of experimental investigations and related works
on floating breakwaters is given together with a brief discussion on the
definition of a FB efficiency.
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CHAPTER 3 One of the targets of present job is the identification of funda-
mental parameters which better describe the transformation of the wave
field which encounter a floating, compact shape, barrier. This chapter
summarizes author referenced works on this subject. Three main param-
eters are identified: a scaled frequency, wave steepness and FB draft to
water depth ratio.
CHAPTER 4 Provides a literature available algorithms for wave flume (2DV)
reflection analysis. Each method is described in detail, together with dis-
cussion on the shortcomings of involved wave theories.
CHAPTER 5 Attempts an improvement on reflection analysis by empirical
mode decomposition. A frequency shifting procedure for mode mixing
mitigation is proposed.
CHAPTER 6 Derives the main contribution of this thesis: a new method for
decomposing a wave field into incident and reflected linear superposing
modulated waves.
CHAPTER 7 Draws the experimental set-up for the evaluation and verifica-
tion of preceding assumptions made in Ch. 3. Laboratory devices, float-
ing breakwaters models and test plans are described.
CHAPTER 8 Presents and discuss experimental results. Estimated reflection,
transmission and dissipation coefficients are given with respect to pre-
viously identified non-dimensional parameters, together with approxi-
mated simple functions. An alternative depth dependent parameter is
identified.
CHAPTER 9 Resumes the overall job and draws the conclusions.
2EFFICIENCY OF FLOATING BREAKWATERS
This chapter provides a review of literature available experimental studies on
floating breakwaters. The efficiency of a FB is frequently expressed in terms
of the transmission coefficient τ, defined as the ratio between transmitted and
incident wave height. The second part of the chapter discuss on the ambiguity
of such a definition and presents an alternative effect oriented point of view.
Most experimental reports are based on specific case studies, therefore pro-
vided results are very specific. The lack of a unified parametrization reduces
the possibilities of comparisons.
2.1 Literature Review
In countless cases, experimental studies certified the efficiency of the different
designs to specific installations. Only a small number of internal reports are
available, though. In most cases they show the decrease of the incident regu-
lar wave with varying height and period for such designs. In a fewer number
of cases, the behaviours under regular and irregular conditions are compared.
The following list of available reports is therefore definitely incomplete.
In some cases the studies are not applied to specific installations but to prefab-
ricated devices. One of first available technical report (Nece and Richey, 1972)
provides experimental results on twin-hull pontoon and box pontoon FB.
A growing number of companies provide pre-fabricated modules for floating
breakwaters (FBs), a traditional protection system with multiple benefits es-
pecially for the environment, suited for small marinas in mild sea conditions
(wave periods up to 4.0s and wave heights smaller than 1.5m).
The most used type of pre-fabricated module is a chain-moored rectangular
caisson with two vertical plates protruding downwards from the sides. As
these shapes resemble a Greek pi, they are referred to as pi − type FBs. It is be-
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lieved that these devices are more economical compared to other with different
geometries, such as the simple rectangular shape usually named box-type.
Multiple
Configurations
Ruol (1984) investigated on the importance of mooring ca-
ble elasticity for an Alaska Pontoon (open compartment).
Better degree of protection from wave motion was observed with cable slope
1:1 with respect to 1:5.
Blumberg and Cox (1988), from wave flume experiments on various configu-
rations (boxes, T shaped, and a catamaran), derived useful design curves in
terms of both transmission coefficient and maximum horizontal wave loads.
Atzeni et al. (1998) filled a rectangular box with pressurized air at different
pressures. Different mooring lines lengths were tested too. Two dissipating
devices were mounted on seaside and leeside faces of the FB. They found that
the lower the length of the cables, the better the performance in terms of trans-
mitted wave.
Neelamani and Rajendran (2002b,a) focused their investigations on partially
submerged T-type and ⊥-type Fbs. The wave transmission, reflection and en-
ergy dissipation characteristics retrieved using physical models under regular
and random waves. It was found that the coefficient of transmission generally
reduces with increased wave steepness and increased relative water depth, d/L.
Both breakwaters were found to be very efficient in dissipating the incident
wave energy. A comparison of the hydrodynamic performance of ⊥-type and
T-type shows that T-type breakwater is better than ⊥-type by about 20− 30%
under identical conditions.
Dong et al. (2008) performed an experimental study among three types of float-
ing breakwater (a box, a double-box and board-net) aimed to protect fish and
fish cages. The wave transmission coefficients of these three types of break-
waters under regular waves with or without currents were calculated. Results
show that the board-net floating breakwater, which is a simple and inexpen-
sive type of structure, can be adopted for aquaculture engineering in deep-
water regions.
Koutandos et al. (2005) examined four different FBs configurations: a single
fixed FB, the same FB with heave motion only allowed, a single fixed FB with
attached front plate (impermeable and permeable) and a double fixed FB. The
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attached plate in the front part of the FB significantly enhances the efficiency
of the structure.
Numerical
interpretations
Fugazza and Natale (1988) set up a linear coupled model
(wave diffraction and body movement) for the descrip-
tion of a Box FB (Caisson breakwater) in regular wave fields. Laboratory tests
agree with the theoretical solution. In some cases the hydrodynamic coeffi-
cient of heave-related added mass underestimate experimental values, when
calculated under the assumption of potential flow.
Sannasiraj et al. (1998) adopted a two-dimensional numerical model to evalu-
ate hydrodynamic coefficients and forces in an oblique wave field for multiple
box shaped FBs (pontoons). It was found that the two-dimensional model is
applicable to investigate the wave-structure interaction problems of the type
herein considered.
Rahman et al. (2006) performed flume experiments in order to verify the pre-
sented linear numerical model for a rectangular section FB. Results are pre-
sented regarding the water surface elevations at different locations of both
onshore and offshore side, the dynamic displacements of the floating body.
Forces acting on mooring lines, estimation of the hydrodynamic coefficients
of the structure (transmission, reflection and dissipation) were also given and
compared with experimental results.
Gesraha (2006) provided both numerical and experimental study of a rectan-
gular breakwater with two thin sideboards protruding vertically downward, a
pi-shaped floating. Results show that for short oblique waves higher transmis-
sion occurs when compared with rectangular breakwaters.
Extreme loads Cox et al. (2007) reported a flume study aimed to exam-
ine a box type floating breakwater performance in both regular and irregular
waves with particular emphasis on wave transmission and reflection, energy
dissipation, motions and restraining forces. Occurrence of intense and short
duration impact loads were noted.
Ruol and Martinelli (2007) tested different types of mooring for a Π-shaped
FB: chains with different initial tensions and piles. Observations were focused
on wave transmission, moorings loads and chain snapping. Simple numerical
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simulations, based on irrotational flow, which are commonly used for design
of moorings, were seen not to be suitable to describe the maximum loads. The
added value of a more detailed investigation, in particular by means of physi-
cal testing, was established.
Martinelli et al. (2008) investigated he relevance of the layout on the perfor-
mance of a pi-shaped floating breakwater schemes under oblique waves. With
increasing wave obliquity, wave transmission decreases, mooring forces due to
snapping decrease and link forces slightly increase. The maxima of link forces
are not much greater than the average loads and this is relevant for fatigue and
reliability considerations.
Energy
Dissipation
Williams (1988) carried out a flume study to investigate
the hydrodynamic interaction between a train of regular
incident waves and a partially immersed, substantially rectangular obstacle
in an essentially two-dimensional domain. The interaction are considered for
both fixed and floating obstacle modes. Experimental measurements have
been taken of the obstacle reflection and transmission characteristics in both
modes, together with the obstacle motion response in the floating mode, and
comparison is made with the predictions of linear diffraction theory. The re-
sults of the investigation have enabled identification of the conditions under
which the use of potential theory alone becomes invalid due to the significant
presence of energy dissipation mechanisms in the interactive process.
Jung et al. (2004, 2005) investigated wave interactions with a fixed (2004) and
free rolling (2005) rectangular structure in a wave flume, using particle image
velocimetry (PIV). No overtopping occurred on the deck. The study focused
on the detailed hydrodynamic field near the structure; two-dimensional spatial
velocity maps on both sides of the structure were measured at eight different
phases. Phase average was used to extract the mean flow and turbulence prop-
erty from the repeated instantaneous PIV velocity measurements. The mean
velocity field was demonstrated along with the generation and evolution of
vortices and turbulent kinetic energy on both sides of the structure. For the
free rolling structure, the results show that vortices were generated near the
structure corners at locations opposing to that of the roll damping effect for
waves with a period longer than the roll natural period of the structure.
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He et al. (2012) investigated the complete hydrodynamic performance of float-
ing breakwaters with pneumatic chambers, comparing them to equivalent ones
without pneumatic chambers. Based on 2DV regular wave experiments, they
gave results in terms of RAOs, transmission, reflection and dissipation coef-
ficients. They concluded that the pneumatic chambers significantly enhanced
the wave energy dissipation, especially for low frequency waves. As a conse-
quence, the wave transmission is significantly reduced.
Empirical
formulae
Uzaki et al. (2011) investigated experimentally performance
of wave absorption of a steel floating breakwater "FBT"
which is composed of a box-type pontoon and truss structures. Truss struc-
tures are attached to the front and the rear of the pontoon and exaggerate the
wave energy dissipation due to the wave breaking. Transmission coefficient, τ
is also discussed and quantified with the aid of dimensional analysis. Values
of τ are plotted against the ratio of the water depth h to the wavelength of in-
cident waves L, while a universal empirical expression for τ is obtained.
Ruol et al. (2013) proposed a formula for τ, suited to chain moored pi − type
FBs, and introduced an important nondimensional parameter χ, basically equal
to the ratio between the incident peak wave period and the FB natural period
of oscillation.
Recently, several studies investigated on the sensitivity of the transmission co-
efficient relative Floating Breakwaters on non-dimensional parameters such
as d/h (relative draft) and w/h (relative width). Koftis and Prinos (2011), by
means of an extensive experimental dataset, analyse the performance of FBs in
terms τ. They recognize that fixed and moored FBs have a very different be-
havior, and propose two simple formulas given as a function of h/L (L being
the wavelength of incident waves), d/h and w/h.
Ruol et al. (2012a) performed 2D numerical simulations considering FB under
regular waves, fully constrained (in order to roughly simulate tethered con-
ditions), free to move vertically (simulating pile supports) and moored with
loose springs (simulating the chain mooring). It was seen that the type of
mooring system, not included in the formula, has a significant effect. FBs
moored with loose chains are less effective than tethered ones. Considering
wave periods smaller than the natural period of oscillation (χm < 1) and rela-
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tive drafts d/h > 0.2, FBs where roll and surge is impeded perform better than
fixed ones. For periods close to the natural period of oscillation and drafts
d/h > 0.1, FBs where roll and surge is impeded perform better than chain
moored FBs. From these considerations, it must be concluded that the arbi-
trary application of the formula to FBs moored with other than loose chains
leads in most cases to an over prediction of the transmission coefficient.
Abdolali et al. (2012) investigated FBs subject to regular waves constrained to
move only vertically. They compared numerical simulations, experimental ob-
servations and the formula proposed by Ruol et al. (2013). The tested range
included large values of χ (ranging from 1 to 7), and large values of relative
draft (d/h between 0.20 to 0.45) and relative width (w/h between 0.66 to 1.66).
Also these numerical investigations confirm that in these conditions the for-
mula significantly overpredicts the numerical data.
2.2 Other Possible Efficiency Definitions
The efficiency of a breakwater is commonly expressed in terms of a transmis-
sion coefficient. The latter is usually defined in statistical terms ((1.1) or sim-
ilar) or through spectral averages (1.2). An analysis of Fig. 1.5 may be the
starting point for a discussion on alternative formulations.
In most cases, flume irregular tests refer to standard synthesized JONSWAP
or Pierson-Moskowitz spectra. Results (transmission coefficients) then refer to
spectral fundamental parameters, which are the incident (target or measured)
significant wave height and peak period. The shape of the transmitted spec-
trum, for single test cases, is hardly reported. So one could object that classical
average definitions may be somewhat ambiguous.
Linearity Consider the case a 0.5 transmission coefficient for an ir-
regular wave test is reported. A straight interpretation of that would be the
multiplication for an even transfer function (τ2 = 0.25) of the incident spec-
trum to obtain the transmitted one, as depicted in Fig. 2.1. But, considering
different shapes for the transfer function which conserve the integrals ratio
(1.2), would lead to dramatic change in spectral shape (Fig. 2.2).
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Fig. 2.1 – Even transmission (τ = 0.5) of an incident
spectrum (black). Green: transmitted spectrum.
Fig. 2.2 – Linear transmission (τ = 0.5) of an incident
spectrum (black): low pass (blue) and high pass (red)
filtered.
All these consideration are based on the hypothesis of a linear process (the
existence of a transfer function). But, in many situations, it is not. Going back
to Fig. 1.5 one can note that, besides estimation errors, a net energy gain could
be admitted at some frequencies, as a consequence of energy transfer between
wave components. Hence, wave height or energy attenuation coefficients may
not be sufficient for description of wave effects.
Effects There’s something more about spectral shapes. A break-
water is aimed to defend an environment from waves, and the effects on the
environment are usually evaluated considering energy fluxes, not energies.
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Action of long waves is more important than the one due to short waves, be-
cause the associated group celerity cg is higher. With reference to Fig. 2.2,
the reader would allow that the transformation which leads to red spectrum
should be cast as more efficient than the one that transforms the incident waves
into the blue distribution. But in terms of wave height (or energy) they are the
same.
In terms of energy fluxes the following efficiency coefficient can be defined:
τEF =
(∫
cg St d f
)1/2(∫
cg Si d f
)1/2 (2.1)
For the real example of Fig. 1.5, τm0 = 0.42 and τEF = 0.47. Consider that the
latter could be a little higher, since, due to limitations of the reflection analysis
algorithms, very long waves are not considered here.
These ambiguities can be solved performing simple regular wave tests. With
respect to irregular tests, these take less operational time, since only a few
waves are sufficient, hence the wave period grid can be more refined. The
resulting transmission coefficient distribution can therefore be interpreted by
fitting adequate transfer functions.
If relatively important non-linear events are to be captured, then bi-chromatic
wave tests can be the option. These also allow to interpret energy transfer from
the two primary waves to three super-harmonics and, which is more impor-
tant, to one sub-harmonic. In both cases, few irregular runs should be per-
formed for verification purposes.
2.3 Needs for a Unified Description
In common literature FB efficiency is handled graphically in terms of τ versus
non dimensional parameters, in such a way that each single structure is char-
acterized by a single distribution. For example, this occurs using kw (or w/L)
as the ordering parameter. With L we denote wave length, k the wave number,
which is equal to 2pi/L, and w breakwater width.
Some authors give their results ordered with respect to some incoming wave
characteristic period (which can be the spectral peak period TP). Due to the
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dimensionality of T, separated traces are again denoting single structures.
The physical meaning of most common variables is very clear, however they
suffer some limitations when comparisons are attempted. For example, if w/L
is chosen, usually the higher the ratio, the higher the efficiency of a box shaped
FB. But then a thin wall would win against it.
There are of course a number of variables, frequently added by the authors,
which enrich the presentation of results. But the comparison problem does re-
main. In some cases, the parametrization is very extended, and the number of
variables to be considered is very high.
The identification of a small group of non dimensional variables, which should
be physically meaningful, is then wished.

3PARAMETERS IDENTIFICATION
This chapter provides the fundamental steps which have been done with au-
thor cooperation for the identification of three characteristic non-dimensional
variables for the 2DV FB problem. The first one helps in describing the time
scale (or frequency scale) of the process involved. The second one character-
izes the dissipative events, while the third one is presented as an attempt to be
verified in the present thesis. Some of the results have been already published.
3.1 Time Scale
While investigating floating structures properties, it is common practice to ren-
der the response amplitude operators (RAO) of such bodies. These are basi-
cally parametric relations describing the floating body motion amplitude to
wave amplitude ratios, for all degrees of freedom. The peaks of RAOs dia-
grams correspond to resonant or nearly-resonant behaviours. If the sea state
matches these conditions, then relevant scattered waves are expected, together
with high forces.
In Fig. 1.5, an amount of energy is dissipated, and this depends on wave fre-
quency. Transmitted energies are more evident in the low frequency region,
while reflected spectrum shape is deformed through the short waves region.
In the middle, a peak of energy loss is evident. Therefore, there should proba-
bly exist a characteristic wave period at which energy dissipation is maximum.
And this has to be in connection with some dynamic FB characteristics.
3.1.1 FB natural frequencies
RAOs of an FB physical model do need an extensive number of experimental
runs to be correctly evaluated. If the model is sufficiently manageable, natural
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frequencies can be rapidly estimated through free decay tests. A description is
here recalled.
In order to measure an FB heave natural frequency, the FB is manually dis-
placed downward from its equilibrium position. Then the FB is "instanta-
neously" released and let free to oscillate. During these operations, time-series
of the lee and wake side positions are sampled by means of position transduc-
ers.
When interpreting the acquired signals, one might take account that "instanta-
neous" release of the body is never as much instantaneous as one wants. There-
fore, a portion of signal corresponding to that time interval, namely [t0, t1],
during which the body freely moves, should be considered.
We consider a FB with mass Ms. Breakwater mass is later computed, by virtue
of Archimedes principle, considering the immersed volume. Therefore Ms
does include also mooring chains mass. However, being the latter on the order
of 70g/m, its incidence on the vibrating system is negligible. We also neglect
other spring effects, due to the chains and to the measuring system (position
transducers), being them on the order of 0.1% with respect to the magnitude
of the body spring constant, that is γww.
Under these assumptions, the FB should behave as a damped oscillator. Be-
ing z0 the displacement at time t0, and v0 the corresponding vertical speed,
the body should move in vertical direction with the law z(t) defined by the
following vibrating system:
z,tt + 2ez,t +ω2hz = 0 (3.1a)
z (0) = z0 (3.1b)
z,t (0) = v0 (3.1c)
where e is the damping coefficient (to be tuned), and ωh the natural frequency
related to heave motion.
During the tests the system appeared to be under-damped. However, small
number of oscillations have been observed, namely in the order of 3 ∼ 4. Due
to this behaviour, non-linearities in damping and mass coefficients are difficult
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to be observed. Therefore we assumed these to be linear, getting:
z = z0e−et
[
cosωt +
1
ω
(
e+
v0
z0
)
sinωt
]
(3.2)
The reduced motion frequency may be recovered from:
ω =
√
ω2h − e2 (3.3)
The four parameters model has been then fitted to the sampled signals.
The procedure was first utilized by Martinelli et al. (2008), where the results
relative to a pi-type FB are given as function of TP/Th, with TP being the wave
period corresponding to the peak of the incident JONSWAP spectrum (for lat-
erally confined structure, i.e., high length/width ratio).
Thanks to the choice of TP/Th (as an alternative to w/L), the transmission and
reflection coefficients for different structures appeared to be described by ap-
proximately the same line. One possible reason for this interesting behaviour
is that the response amplitude operator usually shows a peak in correspon-
dence of a wave with a frequency equal to the natural frequency, and by using
the suggested scaling variable, all the peaks occur at the same abscissa.
Of the six degrees of freedom of the FB, the heave oscillation has been selected
because: a) only the response to the frontal waves is considered in wave tank
tests, and other movements (sway, jaw, and pitch) are not present; b) heave
always exists and is not considerably affected by the mooring type, whereas,
for instance, surge-free oscillations are dominated by the horizontal mooring
rigidity; c) heave contributes in a high degree to the formation of the transmit-
ted wave field; and d) in a numerical code, the heave motion can be evaluated
considering one degree of freedom only, because it is usually uncoupled from
the other modes.
3.1.2 Geometric approximation
The natural period of heave oscillation might not be easily available. The
somewhat circuitous search for an alternative nondimensional variable pro-
duced a result that is a good approximation of TP/Th. Th, or the corresponding
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ωh = 2pi/Th, is found using the equation for the natural frequency of a sim-
plified vertical undamped oscillation of a floating body, neglecting possible
coupling terms of the heave motion with the rest of the motions of the struc-
tures:
ω2h =
K
M
(3.4)
where K is the vertical spring stiffness and M the overall mass of the system. K
is given by the buoyancy forces and the mooring stiffness in the vertical direc-
tion. Because moorings are hardly designed to restrain the vertical movements
of the FB, the stiffness is totally dominated by the buoyancy forces F. Because a
two-dimensional problem is discussed, all quantities are given per unit length,
and the spring force F is given by
F = γwwz = Kz (3.5)
where w is FB width, z the vertical coordinate counted upward starting at s.w.l.
and γw the water local weight. The overall system mass M is the sum of the
structure mass Ms and the added mass Ma, which is essentially the mass of
water that accelerates together with the body.
In Fig.3.1, Ma is simplified by the water mass trapped in between the two
plates and the water mass trapped in half of a circle of the radius equal to
half of the FB width w.
Fig. 3.1 – Graphical interpretation for added mass of the
floating breakwater
According to Fig.3.1, the added mass in two-dimensions is assessed as
M˜a = ρw
(
wd2 + piw2/8
)
(3.6)
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Because the body mass is equal to the mass of the displaced water, the total
estimated mass may be evaluated as
Ms + M˜a = ρww (d + 0.39w) (3.7)
Replacing (3.5) and (3.7) into (3.4), an estimated expression for the heave nat-
ural frequency is obtained as follows:
ω˜h =
√
g
d + 0.39w
(3.8)
A regression analysis was performed based on experimental evaluation of the
natural frequency, producing the following approximation:
ωh ≈
√
g
d + 0.35w
(3.9)
which reflects the database geometries and is not much different from (3.8).
The assumption for the added mass (and the consequent calculation of the
natural period of oscillation) is questionable, but it gives quite good approxi-
mation of real investigated cases, as proved by Fig.3.2.
Fig. 3.2 – Linear regression of heave natural frequencies;
+ Sc0v07kg, / Nc0c16kg, ♦ Dc0c32kg,  Dc0c56kg, I
Dc0c76kg
The fitted results derive by several physical model tests carried out on 6 struc-
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tures which are described in Tab. 3.1. Each investigation is characterised
by a "model code" identifying the FB and test configuration. The first let-
ter is not relevant in this context. The second letter describes the mooring
system (c=chains, ..); a digit for the structure orientation (0 if perpendicular
to the waves); a digit for the facility hosting the tests (c=flume,. . . ); eventu-
ally a group of 4 characters with the target model mass and its unit measure
(〈xx〉 kg).
Tab. 3.1 – Structures tested in the wave flume in Padova
FB code mass [kg] w [m] hs [m] d [m] h [m]
Sc0c16kg 16.2 0.25 0.150 0.100 0.515
Dc0c32kg 32.0 0.50 0.150 0.100 0.515
Dc0c56kg 56.3 0.50 0.283 0.178 0.515
Dc0c76kg 76.3 0.50 0.283 0.238 0.515
Mc0c76kg 76.3 0.50 0.343 0.238 0.515
All devices of Tab. 3.1 were moored with 4 chains, with submerged weight of
approximately 70g/m, anchored at a distance equal to twice the water depth
(h = 0.5 m). The initial pretension is always very low, equal to the total chain
weight. In shallow waters, chains may become fully extended in case of large
waves. The sharp impact load that develops in case the chain is fully extended
was studied in Martinelli et al. (2008).
Eq. (3.9) could also be justified numerically. The semicircular shaped added-
mass (second term in (3.6)) is half of the addedmass relative to a plate moving
in an unbounded fluid, that is, in absence of a free surface (Sarpkaya and Isaac-
son, 1981). In the presence of a free surface, the added mass is frequency de-
pendent, Ma(ω), and may be determined solving the classical radiation prob-
lem (Newman, 1977; Chakrabarti, 1987). The natural oscillation is found itera-
tively computing Ma(ω) for ω = ωh (Mays, 1997; Senjanovicˇ et al., 2008).
3.1.3 A Predictive Formula for Π-type FBs
? proposed a formula that is a modification of the Macagno’s analytical rela-
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tion. The latter is given by:
τM =
[
1+
(
kw sinh kh
2 cosh (kh− kd)
)2]− 12
(3.10)
This relation is valid for a rectangular, fixed and infinitely long FBs (represent-
ing many aligned modules connected to each other) with draft d and width
w, subject to regular waves. In (3.10), h is the water depth and k is the wave
number relative to a regular wave. For irregular waves, where TP is known,
we evaluate the wavenumber assuming an equivalent period T = TP/1.1.
Since Macagno’s relation is based on linear wave theory in absence of displace-
ments and dissipations, it is not expected to predict accurate results in presence
of movements. Furthermore, it is not meant to be applied to floating Π-type
FBs.
The assumed scaling parameter χ ≈ TP/Th is obtained directly from (3.9)
χ =
TP
2pi
√
g
d + 0.35w
(3.11)
Because χ is much easier to find than TP/Th and has essentially the same
value, ? propose that the experimental results of an FB efficiency (τ, ρ) are
always plotted as a function of χ. The symbol χm is used if the mean wave
period T is used rather than the peak wave period TP.
The method proposed consists in evaluating τ by the multiplication of the
Macagno’s relation by a function of β:
τ = β (χ) τM (3.12)
Based on the experiments carried out in the wave flume of Padova University,
β is given by the following expression:
β =
[
1+
(
χ− χ0
σ
)
e−
(
χ−χ0
σ
)2]−1
(3.13)
where χ0 = 0.7919 (with 95% confidence interval [0.7801, 0.8037]) and σ =
0.1922, [0.1741, 0.2103]. Eq. (3.13) is valid in the tested ranges: χ ∈ [0.5, 1.5],
34 3. Parameters Identification
and d/h ∈ [0.2, 0.45].
For oblique waves, it is proposed that χ is evaluated with an equivalent (longer)
wave period, obtained by the apparent wavelength (L/ cos θ). Note that (3.13)
is merely a fitting of the experimental results. The core of the proposed method
is given by (3.12), that assumes χ as the most relevant variable of the process
beside the prediction based on Macagno’s relation.
The formula was fitted to cases with incident waves smaller than the free board
height. Comparison with literature data also showed good agreement, at least
for small incident wave heights. In case of large waves, the transmission is
seen to be slightly under-predicted for small χ and over-predicted for large χ.
3.2 Wave Steepness
The same set of data, coming from extensive testing of structures enumerated
in Tab.3.1, showed that even wave reflection and energy dissipation follow
a generic law strongly depending on the preceding described parameter χ.
However, the distribution of loss coefficients did not "collapse" into a single
curve, as for τ (see Fig.3.3).
Fig. 3.3 – Dissipation coefficients for different Π-type
floating breakwaters under irregular wave fields.
Strong dependence on wave steepness is underlined
by colours.
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3.2.1 An experiment (Pezzutto et al., 2012)
In physical models, the dissipated energy is evaluated not at the breakwater
itself, but in a wider control region (which contains the structure location) de-
limited by the sets of measurement instruments. In that control region, relative
steep waves, if sufficiently reflected, tend to break. Proceeding from this ob-
servation, wave steepness, defined as the ratio of wave height (H) over local
wave length (L), is considered as an additional parameter to be taken into ac-
count. Note that in Fig.3.3, H/L is defined as significative wave height over
wave length corresponding to spectral peak period.
A set of experiments have been performed in a wave flume, on aΠ-type, chain
moored, FB. Wave heights and periods arrays have been determined on the
basis of the FB geometry, in the way that the parameters involved would span
their respective range of validity across the critical region of χ = 1.
Only regular waves have been generated. This gave the opportunity to limit
the uncertainties due to the separation of incident and reflected wave trains.
Test wave conditions have been designed in order to span a wide range of both
wave steepness and χ parameter. The set can be divided into four series with
fixed H/L. For each series eight wave periods were reproduced (Tab. 3.2).
Tab. 3.2 – Test target wave conditions in terms of wave
heights for different periods (T) and wave steepness
(H/L). Target values of χ are also reported.
H/L 0.01 0.03 0.05 0.07
T χ
0.8 0.01 0.03 0.05 0.07 0.67
0.9 0.01 0.04 0.06 0.09 0.76
1 0.02 0.05 0.08 0.11 0.84
1.1 0.02 0.06 0.09 0.13 0.92
1.2 0.02 0.07 0.11 0.15 1
1.3 0.03 0.08 0.13 0.18 1.09
1.4 0.03 0.09 0.14 0.2 1.17
1.5 0.03 0.1 0.16 0.23 1.26
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Evident
dissipating
phenomena
During the laboratory tests we recorded a list of informa-
tion based on visual analysis of the wave field. These are
mainly related to wave breaking and FB overtopping. The
strength of breaking events is reported graphically in Fig. 3.4.
Fig. 3.4 – Strength of breaking events. Visual judgement:
cyan, none; pink, spilling-like breakers; red:plunging-
like.
Fig. 3.5 describes, by the same point of view, the appearing magnitude of over-
topping events.
Fig. 3.5 – Strength of overtopping events. Visual judge-
ment: cyan, none; pink, water on deck; red:water jet.
Another dissipative phenomenon we observed was the growth of noisy macro-
vortices at FB sides (flume walls) under waves steepness H/L = 0.03, and
wave periods close to 1.1 ∼ 1.2 s.
We noticed some distortions of the 2DV expected wave field. In some cases a
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channel cross mode was excited by the combined regular forcing of the paddle
and FB motion. That occurred for wave periods close to 0.8 ∼ 0.9 s, i.e. wave-
lengths close to flume width.
Some asymmetries were enhanced during testing wave conditions with pe-
riods in the interval 0.9 ∼ 1.1 s. These became visible after approximately
40 ∼ 60 s from the beginning of the test. This has been taken into account
when analyzing data records, cutting all the time-series at the point these in-
stabilities show up.
Results and
remarks
Syntetic results are reproduced in Fig. 3.6, where dissi-
pation coefficients relative to two exterme wave steepness
test series are plotted against non dimensional time χ. It was concluded that
incoming wave steepness is confirmed to be a fundamental parameter to be
taken into account.
0.8 0.9 1 1.1 1.2 1.3
0
0.2
0.4
0.6
0.8
1
χ
δ
H/L = 0.01
H/L = 0.07
Fig. 3.6 – Dissipation coefficients for the two extreme
wave steepness series and χ > 0.8. Error bars are stan-
dard deviations for δ evaluated as App.A
The study unticipated one critical aspect discussed in present thesis. Since
energy losses are usually evaluated as sons of standardized reflection and
transmission analysis procedures, they may include some errors amplifica-
tions. These uncertainties have been evaluated via Monte-Carlo simulations
(see App.A). For relative long waves, the estimated uncertainties have the
same order of magnitude of the obtained results.
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It was concluded that, in order to solve these conundrums, i.e. to have a correct
description of H/L incidence on δ, more appropriate reflection analysis has to
be considered.
3.3 Relative Water Depth
Consider a box floating breakwater, w wide, moored at a water depth h, one
would argue that increasing the draught d of the FB, would augment the re-
sistance opposed to water particles motion, determining lower wave energy
transmission across the body.
This is a kind of intuitive proposition which does not consider a set of deter-
mining quantities. For example, an increase of draught, maintaining constant
width w, corresponds to an increase of mass, which modifies the dynamic be-
haviour of the body (Fousert, 2006).
Api-type FB is nothing but a box-type FB with an economical increased draught,
which cross section is modified attaching downward protruding plates. As
shown in Sec.3.1, it does cause an increase of added mass which lowers the FB
heave natural period.
With the term relative depth we consider here the draught over water depth
ratio, i.e. d/h. The idea is to uncouple parametric behaviour of an FB with
respect to all that is caused by an increase of mass. Since that has to deal with
dynamic behaviours and can be described by precedent defined characteristic
time.
4REFLECTION ANALYSIS METHODS
This chapter provides a detailed review on available methods for the separa-
tion of a measured 2DV wave field into incident and reflected waves. All meth-
ods described hereby refer to the analysis of surface elevation measurements,
provided by gauges placed in regions where the bathymetry is considered suf-
ficiently even (absence of shoaling). The limitations of the algorithms and their
background theories are also discussed.
Fig. 4.1 – Wave gauges methods reference system
4.1 Frequency Domain
4.1.1 Deterministic Methods
Goda and Suzuki Developed by Goda and Suzuki (1976), this is a method
for the separation of incident and reflected 1D surface water waves, which has
been widely used among the last decades.
Water elevation is sampled at two wave gauges, as shown below (Figure 4.1).
The wave field is assumed to be a linear superposition of stationary monochro-
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matic perturbations travelling in opposite directions:
η (x, t) =
∞
∑
j=1
aj cos
(
ωjt− k jx + φj
)
+ bj cos
(
ωjt + k jx + ϕj
)
(4.1)
Each component is identified with an Airy surface wave, travelling with the as-
sociated linear phase celerity. Hence, the wavenumbers should satisfy Stokes
dispersion relation (
ωj
)2
= gk j tanh k jh. (4.2)
If we denote dt and ∆t = (M− 1) dt as the sampling time step and the total
timeseries length (M samples), then (4.1) can be approximated by a discrete
sum of Fourier modes. Being ω0 = 2pi/∆t the minimum resolved bandwidth,
and pi/dt = (M/2− 1)ω0 the maximum observable circular frequency, then
the application of FFT to the timeseries sampled at the nth gauge returns the
set of complex amplitudes of
ηn = <
{
M/2
∑
p=M/2−1
Apneipω0t
}
, (4.3)
where i =
√−1 is the imaginary unit, and t is the discrete time. If the sample
is sufficiently long, then the resolved frequencies are physically meaningful,
and converge to a finite number of modes included in (4.1). Since a linear
superposition hypothesis has been made so far, the following identity must
hold:
Apn = ape−ikpxn + bpeikpxn , (4.4)
where ap, bp ∈ C1 and
ap =
∣∣ap∣∣ eiφp (4.5a)
bp =
∣∣bp∣∣ eiϕp . (4.5b)
Timeseries are recorded at two gauges, whose relative distance is ∆x = x2− x1.
By means of straightforward algebra one can find the analytical expressions
for incoming and reflected wave amplitudes, namely ap and bp. For the p− th
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frequency band these are (Goda and Suzuki, 1976):
ap =
Ap1eikpx2 − Ap2eikpx1
2i sin kp∆x
(4.6a)
bp =
Ap2e−ikpx1 − Ap1e−ikpx2
2i sin kp∆x
, (4.6b)
while the observer phase shifts can be retrieved by:
φp = arg ap (4.7a)
ϕp = arg bp. (4.7b)
The most evident practical limitation of this method is due to the singularities
of (4.6), i.e. the wavenumbers satisfying k = mpi/∆x,with m ∈ N0, can not be
resolved. Hence the probes relative distance has to be designed, case by case,
according to the expected wavelengths.
Sanchez and
Chevalier
Recently Sanchez and Chevalier (2006) proposed a three
equally spaced gauges method. In the following their equa-
tions are recovered, slightly modified in order to take into account non equally
spaced gauges.
The method is based on the construction of the complex function:
F = η + iχ, (4.8)
where η is a linear wave packet (4.1) and
χ =
∞
∑
j=1
∂
∂kjx
[
aj cos
(
ωjt− k jx + φj
)
+ bj cos
(
ωjt + k jx + ϕj
)]
; (4.9)
therefore
F =
∞
∑
j=1
[
aje
i(ωjt−kjx+φj) + bje−i(ωjt+kjx+ϕj)
]
. (4.10)
The right spectrum of F (positive frequencies) contains the whole set of in-
coming wave components, while the reflected wave components lie in the left
spectrum of F (negative frequencies). The reflection coefficient can thus be ob-
tained as the ratio of left over right first order spectral moments.
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Passing at discrete variables, F is a timeseries evaluated at the reference gauge
(WGn1), with ηn the sampled data and χn the 1
st order difference computed
with the discrete samples collected by the other two gauges (WGn2 and WGn3).
In the original method, WGn1 is the central one (WG2) and the three gauges are
equally spaced. In general one can write:
χn2 =
M/2
∑
p=M/2−1
cos kp (xn2 − xn1)Apn3 − cos kp (xn3 − xn2)Apn1
sin kp (xn3 − xn1)
eipω0t, (4.11)
and show that
χn2 (t) =
M/2
∑
p=M/2−1
∂
∂kpx
Apneipω0t. (4.12)
This method suffers the same severe limitation of the one proposed by Goda
and Suzuki (1976). In fact (4.11) is affected by the same singularities, and some
wavenumbers would blow the relative component up.
4.1.2 LS Methods
The opportunity of overcoming the singularities arisen in deterministic meth-
ods has been explored by a number of authors. To our knowledge, Mansard
and Funke (1980) were the first ones who proposed a three gauges least squares
method. This tool is basically intended for the minimization of errors due
to the sampling apparatus noise and smoothing of actually measured non-
linearities. Later, Zelt and Skjelbreia (1992) expanded LS method to an arbi-
trary number of gauges, together with the introduction of a set of weighting
parameters. The fundamental assumptions on the wave field are based on Airy
point of view (4.1).
Some authors adapted the idea in order to recover more informations on the
wave field. Among others, Grønbech et al. (1996) capture flume cross modes,
Bakkenes (2002) use LS to separate long bound waves from the free ones in
the near-shore region and Lin and Huang (2004) resolve at first approximation
whole set of high and low frequency bound waves.
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Zelt and
Skjelbreia
As already mentioned this method is based on Airy waves
hypothesis. Incident and reflected wave Fourier coeffi-
cients, respectively Apn and Bpn in (4.5), are searched for at a reference position
(probe). Wave amplitudes are assumed to be constant in space, the measured
event being thought stationary and periodic.
Anyhow, an error is admitted to be committed by the observer, allowing the
measured timeseries to match (4.3). The pth Fourier coefficients relative to the
n− th gauge sample is assumed to be:
Cpn = Apn + Bpn + epn. (4.13)
The errors epn included in (4.13) is intended to be a cumulative one, accounting
for the following set of error sources: 1) gauges and hardware errors, such
as: a) noise, b) non-linearities; 2) wave model mismatches: a) non-linear
hydrodinamic effects, b) two dimensional wave motion (e.g. cross modes), c)
viscous effects.
Probes calibration mistakes are here not intended as errors. Zelt and Skjelbreia
(1992) search for the (a) minimum of the merit function:
Ep =
N
∑
n=1
µpne
2
pn (4.14)
where µpn are a set of real positive valued weighting coefficients. This is not
the function reported by Zelt and Skjelbreia (1992), but effectively the one that
allow their final expressions and coincides with the one given by Mansard and
Funke (1980).
Due to the quadratic feature of (4.14), its minimum is located in the C2 space
where both derivatives with respect to ap and bp are zero. This traduces in a
2× 2 linear system i.e. ∀p ∈ {−M/2+ 1, ...M/2} ∈ Z:
Zu = b (4.15)
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where
Z =

N
∑
n=1
µpne−2ikpxn
N
∑
n=1
µpn
N
∑
n=1
µpn
N
∑
n=1
µpne2ikpxn
 , (4.16)
the vector of unknowns is
u =
[
apn bpn
]T
(4.17)
and
b =
[
N
∑
n=1
µpn Apne−ikpxn
N
∑
n=1
µpn Apneikpxn
]T
. (4.18)
Matrix Z (4.16) can be inverted only if its determinant:
detZ ∝
N
∑
n=1
N
∑
q=1
µpnµpq sin2 kp
(
xn − nq
)
(4.19)
doesn’t vanish, i.e., for a given frequency kp
(
xn − xq
)
/pi ∈ Z∀n, q. This is
again a practical limitation which limits the resolvable wavelengths whenever
a gauges array is given. Anyhow, to avoid singularities, only a little care has to
be taken when designing the experimental set-up. Furthermore, a large probe
spacing would increment the errors due to deviation from linear celerity. The
authors define the following heuristic "goodness" function:
γpnq =
sin2 kp
(
xn − nq
)
1+
[
kp
(
xn − nq
)
/pi
]2 . (4.20)
For a given circular frequency, a large value of (4.20) (better gauge spacing)
means that kp
(
xn − xq
)
/pi /∈ Z and relative probe spacing are not "too big".
Starting from that, the weighting coefficients for the n− th gauge are proposed
to be
µpn =
N
∑
q=1
γpnq. (4.21)
Analytic solutions are given by authors, however the numerical solution of
(4.15) is not time consumig at all.
Finally, it is worth to notice that, in case of unitary weighting coefficients, this
method includes some known particular cases such as Goda and Suzuki (1976)
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(N = 2) and Mansard and Funke (1980) (N = 3).
Cross Modes
Identification
As previously mentioned, Grønbech et al. (1996) adapt the
least squares method to account for flume cross modes.
They basically admit that
Apn = ape−ikpxn + bpeikpxn + cp + epn (4.22)
where cp is the Fourier coefficient of the cross mode at p− th frequency band.
This formulation suppose also that the gauges are placed in a line, parallel
to the flume walls and orthogonal to the incident and reflected wave fronts.
Skipping the already familiar LS procedure, the entries of (4.15) now read:
Z =

N
∑
n=1
µpne−2ikpxn
N
∑
n=1
µpn
N
∑
n=1
µpne−ikpxn
N
∑
n=1
µpn
N
∑
n=1
µpne2ikpxn
N
∑
n=1
µpneikpxn
N
∑
n=1
µpne−ikpxn
N
∑
n=1
µpneikpxn
N
∑
n=1
µpn

, (4.23)
u =
[
ap bp cp
]T
(4.24)
and
b =
[
N
∑
n=1
µpn Apne−ikpxn
N
∑
n=1
µpn Apneikpxn
N
∑
n=1
µpn Apn
]T
. (4.25)
Analytic solutions can be computed with some algebra, however authors do
not give them extensively. Anyhow, it is worth to notice that detZ vanishes if
N
∑
n,q,r=1
µpnµpqµpr
[
cos
(
∆pnq + ∆pnr
)
+ 2 cos∆pnq − 2 sin2 ∆pnq
]
= 0 (4.26)
where ∆pnq = kp
(
xn − xq
)
. The latter condition must be avoided when de-
signing a test set-up.
It must be pointed out that cross flume resonant modes are represented by
standing waves. Hence, gauge placement at the centre of the channel would
coincide with nodes of the series of odd cross modes, while these oscillations
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would not be detected. It is then worth to place the gauges array line somehow
away from the most probable nodes.
This method allow for the separation of flume channel cross modes without
a great effort, thus reducing the sources of errors previously mentioned. It is
therefore recommended to implement it when analysing data collected with
more than 3 in line probes. If the number of instruments is N = 3 it reduces to
a deterministic method, loosing its least squares minimization feature.
Increasing the number of gauges, would increase the length of the investigated
domain, together with the uncertainties derived from the Airy wave celerity
assumption. The following goodness function, which slightly modifies (4.20)
is here proposed:
γpnqr =
cos
(
∆pnq + ∆pnr
)
+ 2 cos∆pnq − 2 sin2 ∆pnq
1+
(
∆pnq/pi
)2
+
(
∆pnr/pi
)2 . (4.27)
Bound Long
Waves Separation
To second order Stokes approximation, waves impinging
a beach force long free waves which travel back offshore
together with the set of bound components. While the latter are phase locked
to the fundamental components, the former travel with their own celerity.
Their separation, throughout measurements analysis, is therefore wanted, head-
ing to improvements in shore hydrodynamics knowledge.
These two sets (bound and free long waves) cannot be recognized by a time-
frequency Fourier transform of surface displacement, just because they both
belong to the same spectral bands. For that reason Bakkenes (2002) proposes
an N gauges LS method which detects incident and reflected long bound wave
components in shore regions.
The wave model (short wind waves) supposes a narrow band spectrum, so
that long components can be clearly identified, therefore isolated by means of
a low pass filter. In other words, the spectra of long and main components
are disjoint. Hence, in the low frequency region, the Fourier coefficients are
assumed to be composed by the sum of incoming and reflected bound compo-
nents, plus reflected free components:
Apn = ape
−ik2pxn/2 + bpeik2pxn/2 + bpeikpxn + epn (4.28)
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where the underline emphasizes bound components, and k2p are the wavenum-
bers of the (1st order) main components. Note that no long free components
are allowed. Care must be taken when recreating such a field in the lab, avoid-
ing the generation of unwanted long waves (2nd order). The entries of (4.15)
now read:
Z =

N
∑
n=1
µpne−ik2pxn
N
∑
n=1
µpn
N
∑
n=1
µpne−i(kp−k2p/2)xn
N
∑
n=1
µpn
N
∑
n=1
µpneik2pxn
N
∑
n=1
µpnei(kp+k2p/2)xn
N
∑
n=1
µpne−i(kp−k2p/2)xn
N
∑
n=1
µpnei(kp+k2p/2)xn
N
∑
n=1
µpne2ikpxn

,
(4.29)
u =
[
ap bp bp
]T
(4.30)
and
b =
[
N
∑
n=1
µpn Apne−ik2pxn/2
N
∑
n=1
µpn Apneik2pxn/2
N
∑
n=1
µpn Apneikpxn
]T
. (4.31)
Usual considerations on detZ singularities have to be done. Furthermore,
since in shallow water regions triad interaction effects are enhanced, care must
be taken on total probes array length. It should be verified that this dimension
is sufficiently small compared to the main modulation beat length. This should
be done in order to avoid interpreting the modulated amplitude of a travelling
wave as a sum of incident plus reflected wave.
4.1.3 Weakly non-linear methods
Airy wave theory applied to signals projected onto discrete Fourier spaces may
reveal its limitations for basically two interconnected reasons.
One is related to the FFT approach which underline a full stationary, even if
periodic, point of view on the measured physics. In many cases events are
highly transient, consider e.g. an N-wave or a solitary wave.
The second question is about the Airy phase celerity associated to a circular
frequency. In case of non negligible wave steepness, Stokes bound wave com-
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ponents cannot be neglected. Since they travel with the group celerity, they
cannot be revealed by previous described method in a broad spectrum sea
state.
Even if conventional Stokes and phase modulation 2nd order approaches may
fail in shallow-intermediate waters, they are still a satisfactory point of view
for most laboratory tests performed in intermediate-deep waters.
Stokes 2nd order Some conundrums arise when trying to deterministically
resolve a 2nd order sea state throughout a discrete Fourier decomposition. At
a given frequency band the the main questions are related to the amount of
energy of the local (in frequency terms) free wave and the other amounts rel-
ative to a set of bound waves. These can be deterministically determined by
the free (1st order) components. The problem is how to detect the set of main
components.
A frequent approach is the distinction of a principal spectral band, a sub-
harmonic and a super-harmonic ranges. All the fundamental band couples are
spanned, building tentative low and high frequency spectral bands (Lin and
Huang, 2004). This would solve the problem in a narrow band sea state, but in
a broad band the three regions are not disjointed. Furthermore, in a laboratory
flume, free long and short waves must be admitted to exist at each frequency,
even if not generated (i.e. suppressed) and even with most advanced absorp-
tion systems.
A practical solution may follow some iterations based on a satisfactory linear
method together with a 2nd order Stokes-like formulation. Initially the mea-
sured data are assumed to be a superposition of Airy free waves, thus sepa-
rated with e.g. Zelt and Skjelbreia procedure, to get the incident and reflected
complex amplitudes, i.e. (ap, bp) for each frequency band centred atωp. The so-
lution is used to construct the 2nd order components. For each couple (ap, aq),
three super-harmonic (Gp,qapaq, p ≤ q) and one sub-harmonic (Gp,−qapa∗q) are
defined (Sharma and Dean, 1981) on local water depth h by transfer functions:
Gp,q = δ˜p,q
[(
ωp +ωq
) Hp,q
Dp,q
− Lp,q
]
(4.32)
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where
δ˜p,q =
 12 p = q1 elsewhere (4.33)
and
Hp,q =
(
ωp +ωq
) (
ωpωq − g2kp · kq
ωpωq
)
+
+ 12
(
ω3p +ω
3
q
)
− g
2
2
(∣∣kp∣∣2
ωp
+
∣∣kq∣∣2
ωq
) (4.34a)
Dp,q = gKp,q tanh Kp,qh−
(
ωp +ωq
)2 (4.34b)
Lp,q = 12
[
g2
kp · kq
ωpωq
−
(
ω2p +ω
2
q
)]
(4.34c)
with ω−p = −ωp, k−p = −kp and Kp,q =
∣∣kp + kq∣∣. The above notation is due
to Schäffer and Steenberg (2003), and it has been chosen because of its com-
pactness which eases implementation: sub and super-harmonics are collected
into a single matrix which saves half memory. Note that (4.32) is not a pure
number, but it has the dimension of a wavenumber ([L−1]).
Once the 2nd order components are built, they are subtracted from the original
data, and the difference is passed again to the reflection analysis procedure.
Algorithm stops when the norm of the components difference between two
successive iteration reaches a desired tolerance. A detailed procedure is de-
scripted in Prislin et al. (1997)
It must be mentioned that the kind of wave-wave interaction, hence the result-
ing modulation or second order description, does depend on the frequency
interval of the interacting wave couple. This aspect must also be taken into
account. The solution for that has been proposed by the next method.
DHWM The title acronym stands for "Directional Hybrid Wave
Model" (Zhang et al., 1999), based on the 1D Hybrid Wave Model previously
introduced by Zhang et al. (1996).
As revealed by Zhang et al. (1996), conventional Stokes perturbation approach
(Longuet-Higgins and Stewart, 1960) and phase modulation approach (Phillips,
1981; Longuet-Higgins, 1987; Zhang and Melville, 1990) do not converge for
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each interacting wave couple. The discriminant parameter is found to be the
wavelength ratio of the shorter-wave to longer-wave component. HWM is,
strictly speaking, a match between the two approaches. The distinction of prin-
cipal spectral bands is done with reference to Fig. 4.2.
Fig. 4.2 – Frequency band division
Firstly the sampled signal is decomposed through FFT. Then, adopting the
resulting spectrum as the image of a set of stationary free waves only (first
order), each wave couple is analysed to get the interaction components. The
non-linear components are firstly evaluated on the basis of long-wave band.
If the shape of predicted long-wave spectrum (free+non-linear interactions) is
close enough to the measured one, then the analysis move to the higher band.
Else, predicted spectrum substitutes the primary one and computation is re-
peated until convergence. Similar, but not equally straightforward procedure
is adopted for the shorter wave bands. For detailed description of band divi-
sion adopted criteria and iteration steps please refer to Zhang et al. (1996).
DHWM is a further implementation of these concepts to formulate determinis-
tic interpretation of a directional wave field in the frame of weakly non-linear
wave state, up to second order in wave steepness. The above described al-
gorithm loop is enriched at the beginning with a directional analysis, pursued
throughout an extended maximum likelihood method, and another fitting pro-
cedure for identifying the initial phases.
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4.2 Time Domain
4.2.1 Deterministic Methods
Frigaard and
Brorsen
This method has been developed by Frigaard and Brorsen
(1995) as a tool for real time reflection analysis to imple-
ment in a laboratory active absorption system (Frigaard and Christensen, 1995).
The formulation is based on the same pont of view of periodic stationary linear
wave packet (4.1) propagating on uniform water depth described in Sec. 4.1.
Wavenumbers are assumed to obey Stokes dispersion relation.
Wave elevation sampled at two gauges only are used, but the same principles
can be extended easily to two distinct velocity probes, as showed later on by
the author. Sampled signals are digitally filtered in time and then composed
with simple arithmetic operations to directly get timeseries of incident and re-
flected waves.
It is worth to notice that the present method actually operates a mixed time-
frequency domain, the time window corresponding to the filter length. In
other words the wave field is assumed stationary inside each window. Since
these windows are completely overlapping (except for the advancing time
step), and the output are given at their centres, then it is included in this time
domain section.
The design of the filters can be summarized as follows. One may want that
the sum of the two filtered timeseries equals the incident wave field at a refer-
ence position, say WGp, i.e. one wants to find the set of complex coefficients G
which solves
<
{
2
∑
n=1
Gn (ω)
[
a (ω) e−ik(ω)xn + b (ω) eik(ω)xn
]
eiωt = a (ω) ei(ωt−k(ω)xp)
}
(4.35)
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By choosing Gn = G0eiφn , after some algebra, one can find three conditions
which satisfy (4.35):
2G0 cos
1
2
(∆21 − φ2 + φ1) = 1 (4.36a)
∆p2 + ∆p1 + φ2 + φ1 + 4qpi = 0 ∀q ∈ Z (4.36b)
∆12 − φ2 + φ1 − pi + 4rpi = 0 ∀r ∈ Z (4.36c)
where ∆np = k (ω)
(
xn − xp
)
. The latter traduce in a reference gauge indepen-
dent solution for the filter amplitude:
G0 (ω) = − 12 sin∆21 (4.37)
and two filter phases
φ1 (ω) = ∆2n + pi2 (4.38a)
φ2 (ω) = ∆1n − pi2 , (4.38b)
for the arbitrary choice of q = 0 and r = 0. Finally the frequency response
function for the nth gauge with reference to the pth probe is:
G1 (ω) =− ie
i∆2p
2 sin∆21
(4.39a)
G2 (ω) =
iei∆1p
2 sin∆21
. (4.39b)
It is worth to notice that these are the same coefficients which solve the two
gauges problem in the frequency domain (Goda and Suzuki, 1976). Hence
they suffer the same singularities of a deterministic linear method. The au-
thors overcome this problem in the discrete frequency space by setting an up-
per threshold value for the gain, i.e. |G| < 5.
The main implementation steps involve the computation of the discrete con-
volution integral, i.e. the filtered timeseries
η¯
(m)
n =
Q−1
∑
q=0
g(q)n η
(m−q)
n (4.40)
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where g(q)n is the impulse response of the digital filter at gauge n and qth time
step:
g(q)n =
Q−1
∑
r=0
Gn (ωr) eirωq (4.41)
ωr = rω0 is the rth multiple of the frequency resolution ω0 = 2pi/TFIR which
corresponds to the filter length TFIR = Qδt, and δt the sampling time step. The
delay of the output with respect to input is (Q/2− 1)δt.
Besides the singularities, another source of error is the mismatch between fre-
quency resolution and physical frequencies. If they coincide there’s no error, if
not, the wave celerities are badly interpreted by the inversion of the dispersion
relation, and a residue is wrongly deputed to the reflected wave. The practical
solution adopted by the authors is the cosine tapering of the filter, which they
show improves significantly the results.
Direct
wavenumbers
resolution (DKR)
One of the open issues in separating multi-directional wave
fields is the accurate estimation of wave celerities. Wavenum-
bers are mostly computed proceeding from a more or less
approximated dispersion relation which hold in their relative applicability ranges.
The direct estimation of phase celerities from data samples. . .
Kitano et al. (2002) assumes that locally in time the wave field can be approxi-
mated by a sum of incident wave plus a reflected wave, which corresponding
surface elevation signals are simple sinusoidal function of the phases. The sum
of their quadratures can thus be determined by means of the Hilbert transform
(HT) of the total signal, hence the following analytic signal holds1:
η˜ = η + iηˆ = aei(ωt−kx+φ) + bei(σt+wx+ϕ) (4.42)
where
ηˆ (t) = −
∫
R
η (s)
t− s ds (4.43)
is the Hilbert transform of surface elevation (dashed integral stands for the
Cauchy principal value integral). The whole set of unknown variables is as-
sumed to be spatially stationary at current time t, but totally transient. Both
1 In this case, amplitudes are real valued numbers and observer phases are grouped into the
exponential argument to cope with common analytic signal notation.
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frequencies and wavenumbers are different for the two linearly superimposed
perturbations.
Assume (4.42) is known at three, equally spaced, reference points, e.g. x1 =
x2 − s and x3 = x2 + s. The couple of wavenumbers (k, w) can be obtained as
combination of the three signals. Let define the two angles α = s (k + w) /2
and β = s (k− w) /2, then
tan β = −=
{
η˜3 + η˜1
η˜2
}
/<
{
η˜3 − η˜1
η˜2
}
(4.44a)
cos α =
1
2
(
<
{
η˜3 + η˜1
η˜2
}
cos β−=
{
η˜3 − η˜1
η˜2
}
sin β
)
(4.44b)
Once the wavenumbers are known it is then straightforward to determine η˜ip
and η˜rp, respectively the incident and the reflected analytic signals at a refer-
ence position, i.e. xp. The timeseries (ηip, ηrp) are then recovered by taking the
real part of these signals.
Notice that in this way no information on real amplitude and phases are re-
quired to get the wanted timeseries separation. If one requires these informa-
tions, then intrinsic frequencies may be computed by differentiating analytic
signals phases with respect to time, e.g.
ω (t) =
∂
∂t
arctan
(
arg η˜ip
)
(4.45)
and the amplitudes by taking their module:
a (t) =
∣∣η˜ip∣∣ . (4.46)
As ever, the practical implementation reveals some critical issues, the most of
them related to the approximation of (4.43).
The infinite support of the integral in (4.43) is limited by the finite length of
sampled timeseries. The authors show that the committed error depend on
this length, and that it vanishes for sufficiently large time windows, being min-
imum at the centres of them and maximum at the sides. This hold in continu-
ous time.
When passing at discrete numeric space, HT is frequently approximated by a
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discrete convolution integral which, in most cases, is speed up with FFT sub-
routines, taking advantage of Fourier Transform convolution theorem. Hence,
HT is actually treated as a digital filter. Since for sinusoidal signals it does be-
have as a pi/2 phase shifter, it is also frequently implemented as an option in
FIR toolboxes. More detailed HT related discussions will be given in Ch.??.
The authors highlight some numerical issues. Firstly, they observe there’s no
proof concerning the boundedness of (4.44b) to unity, hence direct implemen-
tation may result in ={α} 6= 0 (which actually is a proof that the local model
is wrong). In addition to it, (4.44a) may face numerical oscillations, e.g. small
α causes a nearly indeterminate 0/0 behaviour. Kitano et al. (2002) formulate
a trick to overcome this problem. They observe that, invoking De L’Hospital
theorem and exchanging variables
k− w = lim
s→0
2β
s
= − lim
s→0
∂
∂s
(
=
{
η˜3+η˜1
η˜2
}
/s
)
∂
∂s<
{
η˜3−η˜1
η˜2
}
= −
∂
∂t=
{
η˜3+η˜1
η˜2
}
∂
∂t<
{
η˜3−η˜1
η˜2
} .
(4.47)
Therefore, in discrete time, if (4.44a) fails, it is replaced by
tan β(m) = −
=
{
η˜3+η˜1
η˜2
}(m+1) −={ η˜3+η˜1η˜2 }(m−1)
<
{
η˜3−η˜1
η˜2
}(m+1) −<{ η˜3−η˜1η˜2 }(m−1) . (4.48)
Authors do not give any deterministic rule which help in detecting the above
mentioned failures. Who writes notes that deviation from the solution does
mainly depend on how β and α are computed. In fact arctan and arccos are de-
fined in the half circle only, which causes uncontrolled pi shifts in the solution.
Wether this procedure leads to meaningful results or not should be verified. A
simple way to do it is to check that the amplitude and phase spectra are disjoint
(Bedrosian, 1963). Let’s add an intuitive example which in some sense would
quote last sentence. Consider the possibility of finding a time interval in which
both the signal and its second derivative have the same sign. In such a case it
is hard to think about a pure sinusoid since its second derivative is opposite in
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sign. The simpler fitting function would be a sine shifted by a constant. If the
incident wave or the reflected one present such a behaviour somewhere, then
simply (4.42) does not hold.
It should be added that sampling time step and gauges spacing must be adapted
case by case, since wavenumbers can be assumed stationary only in space and
time ranges which ratio closely approximate the group celerity ω,k. In other
words, the extracted data should nearly satisfy the following conservation
equation
k,t +ω,kk,x = 0 (4.49)
which proceeds from the definition of wave phase of a locally linear perturba-
tion.
4.2.2 Weakly non-linear methods
LASA The development of this method is due to Medina (2001).
The first two letters in title acronym stands for "Local Approximation" which
underline that a wave pattern is fitted to approximate locally (in time) N-
gauges recorded water wave signals. The last two letters identify the algo-
rithm used by the author to achieve the fitting, i.e. "Simulated Annealing".
The local wave model is a linear superposition of incoming and reflected kind
of bi-chromatic Stokes second order solutions, plus a constant shift. It can be
rewritten as follows:
η = 2c + a1 cos θ1 + a2 cos θ2 + a1 cos 2θ1 + a2 cos 2θ2
+ b1 cos ϑ1 + b2 cos ϑ2 + b1 cos 2ϑ1 + b2 cos 2ϑ2
(4.50)
where the phases of incident and reflected components are
θi =ωit− kix + φi (4.51a)
ϑi =σit + wix + ϕi. (4.51b)
Stokes linear dispersion relation governs the frequency-wavenumber couples
(ω, k) and (σ, w) of, respectively, incident and reflected principal phases, while
φ and ϕ denote the observer phase-shifts. This is the model described in the re-
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ferred paper. The authors quote that other linear combinations of principal and
bounded components have been investigated. It must be noticed that (4.50)
is a limited Stokes model in the sense that it does not take into account the
bound components generated by the interaction of distinct modes, i.e. |θ1 ± θ2|
phased perturbations are not included.
The set of quantities that have to be estimated for completely resolving the
wave field includes 17 dimensional variables, which are four frequencies (ω1,
ω2, σ1, σ2), four observer phase-shifts (φ1, φ2, ϕ1, ϕ2), four free wave ampli-
tudes (a1, a2, b1, b2), the mean level shift c and four bound wave amplitudes (a1,
a2, b1, b2). The last quartet could be determined on conventional perturbation
solution or phase modulation basis. Probably the author prefers to estimate it
as a set of unknowns parameters, instead of adapting case by case the former
or the latter deterministic theories (as done e.g. by Zhang et al. (1996)).
"Locality" is here intended in a relaxed sense: the model is considered station-
ary in time relatively to time-windows of duration Tw, but linear overlapping
windows are used in order to minimize the error on parameters estimation.
In other words, being η(p) the resolved model (4.50) corresponding to the pth
window, the full signal is described by the following decomposition
η =
P
∑
p=1
γpη (p) (4.52)
where P is the total number of time windows and the triangular weights are
γp =

q− (p− 1) q ∈ (p− 1; p] ∈ R
p + 1− q q ∈ (p; p + 1) ∈ R
0 elsewhere
(4.53)
The width Tw is evaluated on the basis of the whole timeseries spectral analy-
sis, i.e. Tw ≈ min{T01, Tv}, where T01 = m0/m1 is the spectrum mean orbital
period, and Tv is the temporal peakedness parameter defined as the integral of
signal variance spectrum divided by m20.
Assume that surface elevation timeseries are sampled at N wave gauges, then
a system of NPTw/δt non-linear equations has to be solved with respect to 17P
unknowns, being δt the sampling time step. The solvability condition requires
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that the number of gauges is such that N ≥ 17δt/Tw, e.g. two gauges would
be sufficient for common laboratory conditions with Tw ≈ 2s and δt = 0.05s.
However, these kind of trigonometric systems are full of attractive points which,
in most cases, are fake solutions. Hence direct implementation of Newton-like
algorithms may often lead to wrong solutions. The author the proposes the
implementation of a technique which comes from artificial intelligence world.
The optimization procedure comes under the name of Simulated Annealing
and details of its implementation with respect to present case can be recovered
in Medina (2001).
The method turns out to be very precise when applied to numerical data, and
surprisingly stable with respect to noise. The goodness of the method has
been given only in terms of overall MSE and no local singularities have been
reported.
4.3 Error Sources and Limitations
This section provides a general resume of the previous cited reflection analysis
methods and their theoretical and practical limitations. Some of the methods
are only discussed briefly, while others are also implemented and tested.
4.3.1 Wave models in reflection analysis
A great effort has been made in order to definitively solve reflection analysis
with a small number of measurement points. All the proposed solutions given
in literature, and revised in Ch. 4, can be resumed in three fundamental steps.
Step 1 Firstly, an intelligible model for surface elevation is iden-
tified as a mapping η : Rd → R such that
η = η (t, x,ω,k, a, . . . ) . (4.54)
Usually (4.54) is enriched with some dependencies between variables, espe-
cially with a dispersion relation
ω2 = Ω (k, a, . . . ) . (4.55)
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Step 2 The model is then approximate with the correspondent
one based on discrete time and space variables (η¯ ≈ η) to cope with a data
sample discrete space. This procedure depends on the time resolution of the
samples and the spatial distribution of the instruments. A set of equations is
then built to match the discrete model with the samples:
F (η¯,S) = 0. (4.56)
Step 3 Finally comes the strictly speaking numerical part. The
procedure adopted for solving (4.56) depend on its characteristics. Usually it
is a linear system, or a set of linear systems, but in some cases it does involve
transcendent functions. The formers can be directly inverted and, in some
cases, solutions are already given in analytic form. The latter are very hard to
be solved with common Newton methods and some more specific algorithms
must be considered.
The choices in developing the preceding steps affects the following ones. In
some cases, little approximations in the model lead to high advantages in the
solution in terms of computational time, but the result can be physically mean-
ingless. The efficiency of the optimal (if one exists) reflection analysis method
should be a balance between its precision (in terms of results) and its numerical
stability.
4.3.2 Is an approximated hydrodynamic model really needed?
I want to discuss here about the choice of (4.54), and point out some notes
which may be helpful in answering the title question.
In many cases authors consider analytic solutions of a linearised physics prob-
lem (such as Airy and Stokes ones):
η = <
{
M
∑
m=1
cmeiωmt
}
(4.57a)
cm = amei(−km+φm) + bmei(kmx+ϕm) (4.57b)
Ω = gk tanh kh (4.57c)
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The application is made with respects to real problems which invalidate some
hypotheses on which the analytic model is based on. For example (4.57) is
a linear superposition of small amplitude waves, but in a so called irregular
wave train a number of non negligible amplitude waves are usually observed.
Furthermore one has to wonder if the observable components in a water wave
timeseries are effectively stationary waves, i.e. if they really travel at their own
phase speed. This comes together with the fact that the formalisms of (4.57)
and a Fourier series are very similar, and the latter is adopted as an approxi-
mation of the former. But the match does make sense when the observer time
window is not limited.
Some more detailed analytic solutions (Stokes 2nd order or HWM) are used to
get more detailed description of some so called non-linearities. A wavepacket
of this kind
η = <
{
M
∑
m=1
(cm + cm) e
iωmt
}
(4.58a)
cm = amei(−km+φm) + bmei(kmx+ϕm) (4.58b)
cm =
P(m)
∑
p=1,p 6=m
ape
i(−kp+φp) + bpe
i(kpx+ϕp) (4.58c)
Ω = gk tanh kh (4.58d)
kp 6= Ω−1 (ωm) (4.58e)
is considered to cope with non negligible wave steepness. Non-linearities are
here intended in a weak sense, since the analytic solution comes from two suc-
cessive linearised problems, and the result (4.58a) is still a linear superposition
of monochromatic perturbations. What could be non-linear here is deputed to
step two and three, i.e. the evaluation of the bound waves coefficients (4.58c),
which can be determined on theoretical basis once (4.58b) are known. But the
estimation could be linear also, this does depend on the kind of measuring in-
struments.
If the surface elevation is sampled with a sufficient spatial discretisation, then
the same Fourier series likelihood can be adopted in space, and the wavenum-
bers, hence the celerities, directly estimated as spatial frequencies. Without
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the need of a dispersion relation, and bypassing any second (or higher) order
theory, at least verifying it. This traduces in a full Fourier-like point of view,
stationary in space and time:
η = <
{
M
∑
m=1
P
∑
p=1
cmpei(kmpx+φmp)eiωmt
}
, (4.59)
where negative wavenumbers are of course allowed. As a consequence no
hydrodynamic models are required to give an estimation of (4.59) since it is
built up only starting with the hypothesis of linear superposing stationary
monochromatic waves. The derivation from that of other physical quantities,
such as pressure and radiation tensors, is not supported by any theory and
may have no physical meaning. Anyhow, the definitions of reflection coeffi-
cients on spectral basis still hold.
The great game is the definition of a model which gets rid of the stationary
point of view. In some sense, time window methods, do approach this need
(Frigaard and Brorsen, 1995; Medina, 2001); even if some of them are not de-
signed for it. Why can’t we think that, for each direction of propagation, one
and only one perturbation is passing at the observer place at a given time in-
stant? Or at least that it passes in the observer region during a given time
interval? If the motion is not stationary, then the local perturbation does not
need to be described by an infinite sum of monochromatic waves, but only a
few may be sufficient to estimate it. For example Medina (2001) uses a kind of
Stokes second order solution, limited to super-harmonics only. There are also
authors that treat the local wave as a linear superposition of two monochro-
matic waves travelling in two opposite directions (Kitano et al., 2002).
The goodness of each method is supported by the proposing authors, together
with practical limitations for its applicability. In many cases the results does
mainly depend much more on data manipulation and fitting procedures (Steps
2 and 3) than on the analytic model itself. As en example, one can easily com-
pare the output of a LS-like approach on a linear wave packet, such as Zelt and
Skjelbreia (1992), with a time window approach on a quite non-physical model
such as Medina (2001). The results does not differ too much at first glance.
Therefore, instead of trying to fit a very detailed model, approximating, and
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loosing, the physics that are not involved, a more manageable adapting lo-
cal tool would probably let the physics be interpreted in the post-processing,
without forcing their observation.
4.3.3 Airy monochromatic waves
Assume that a linear Airy wave with amplitude a and frequency ω, travel-
ling in positive x direction, is partially reflected from an obstacle at unknown
distance by an amount ρ. The resulting surface elevation is then given by:
η = <
{
ceiωt
}
(4.60a)
c = a
[
ei(−k+φ) + ρei(kx+ϕ)
]
(4.60b)
Ω = gk tanh kh (4.60c)
Frequency
Domain
In order to assess the efficiency of a reflection analysis
method for given frequency and ρ, let assume that (4.60)
is measured by N in-line gauges, with a sampling frequency fs for ∆t s. As-
sume that a is a random variable with uniform probability in the interval
[0; 0.07pi/k], and the same for φ and ϕ varying inside [0; 2pi). All these vari-
ables are independent, hence a Monte-Carlo approach can be used. Therefore,
run the reflection method, with the random field as input, until the outputs of
the method and their main statistics converge. Do this for all frequencies and
reflection coefficient of interest.
For example, for a LS method, the convergence of the absolute error eρ =
E[ρMC]− ρ and its variance σ2ρ has been considered (E is the expected value,
and subscript MC denote the realizations vector). Iterations are stopped after
the tolerance of 10−6 or the maximum number of 250 points is reached (mini-
mum number of iterations is 10). Wave gauge spacing has been designed ac-
cording to the best weighting coefficient (4.20) distribution for the range of fre-
quencies [0.01; 5] Hz, considering a minimum gauge spacing of 4 cm, according
to common intermediate scale laboratory devices, and water depth is h = 1m.
Fig. 4.3 shows the uncertainties revealed on reflection coefficient evaluation
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for N = 2 (deterministic), N = 3 and 4 (least squares). The variance is mainly
governed by the wave frequency: the worst points are concentrated around
well defined band. As the number of gauges increase this band moves toward
the lower frequencies and with a tail broadening in the same direction.
Fig. 4.3 – Variance on ρ evaluation in model (4.60) for LS
methods: a) N=2 gauges (relative spacing is [0; 5] cm);
b) N=3 ([0; 4; 9] cm); c) N=4 ([0; 5; 9; 13] cm). fs = 50Hz
and ∆t = 100s.
The same general behaviour is observed in Fig. 4.4 for the expected absolute
errors. In this case ρ plays a fundamental role too: the bigger the reflection co-
efficient the lower the absolute error. The decay is linear in the low frequency
region, and approximately super-linear in the upper region. The narrow band
at approximately 4 Hz, in the N=2 case, corresponds to the region where (4.20)
almost vanish.
Where the modulus of the absolute error plus the uncertainty have the same
magnitude of ρ the methods are practically useless (shaded areas). Note that
these high errors are due to the usual implemened low frequency cut-off, which
enhances in case of either transient phenomena, or FFT frequency mismatches.
For a given couple (ω, ρ), the efficiency of a LS method does not depend upon
the sampling frequency, nor the amplitude of the signal (Fig. 4.5), being the
FFT frequency resolution an inverse function of the sample length ∆t: the
longer the data set, the smaller the frequency step, the better the evaluation.
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Fig. 4.4 – Absolute error eρ in model (4.60) for LS meth-
ods. Symbols and parameters: same of 4.3, except for
shaded area:
∣∣eρ∣∣+ σ > ρ.
Fig. 4.5 – LS (N=4) sensitivity (MC) to sampling fre-
quency and magnification amplitude for αη and η
given by (4.60) with ω = 2pi1.033 rad/s, ρ = 0.1,
∆t = 20s: a) eρ; b) σ2
Time Domain For what concerns the time domain methods response to
the simple model given by (4.60) the discussion must be split.
Apart from the half length filter delay of the optimal response, FB, the (FFT
based) FIR approach introduced by Frigaard and Brorsen (1995) does behave
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exactly in the same way as the classical frequency domain two gauges method.
A slight improvement with respect to the latter is due to the singularities
smoothing proposed by the authors. However, due to practical use, the fi-
nite length of the filter causes misjudgements in the frequency discretization.
The response for a particular case of frequency mismatch is given in Fig. 4.6,
together with the response of a generalized LS FIR filter, based on the least-
squares coefficients of frequency domain methods.
Fig. 4.6 – FIR filter outputs (incident wave) on (4.60)
with ω = 2pi1.01 rad/s, ρ = 0.5, ∆t = 40s, ∆tFIR = 10s:
continuous line for true data; dashed, FB; dotted, GFB
N=2; dash-dot, GFB N=3; thin continuous, GFB N=4.
The Hilbert transform based DKR of Kitano et al. (2002) does not suffer any
frequency resolution problem of this kind. This is one of the main advantages.
On the other hand it has to be stabilized in some way, since, as also reported
by the authors, (4.44) are usually governed by strong singularities. As a con-
sequence of that, the phases, and therefore the elevation timeseries, present a
number of unwanted spikes. The inventors propose a change of variable in the
equations, which in practice do linearly interpolate the data where these spikes
occur. In the next chapter a useful tool will be introduced, which does help in
the elimination of the spikes. Apart from that, the errors of this approach are
only 2 orders of magnitude far from machine double precision (see Fig. 4.7).
For what concerns the LASA approach nothing can be reported, since I did not
get to a satisfactory, i.e. sufficiently robust and fast, implementation of Simu-
lated Annealing algorithm. Medina (2001) reports an example based on (4.60)
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showing negligible errors. If a proper implementation is achieved, in this case,
there’s no reason for the errors on the resolved parameters not being on the
order of the SA imposed tolerance.
Fig. 4.7 – DKR wavenumber evaluation relative error on
(4.60) with ω = 2pi1.01 rad/s, ρ = 0.5, ∆t = 40s: dashed
line, original method; continuous line, EEMD smoothed
data set (see next chapter for EEMD).
4.3.4 Instrument Noise
Assume that the overall acquisition system (gauges, wires, A/D interfaces,
machine and software) do impose to the pure signal (4.60) an unknown noise
ν.
η = <
{
ceiωt
}
+ ν (4.61a)
c = a
[
ei(−k+φ) + ρei(kx+ϕ)
]
(4.61b)
Ω = gk tanh kh (4.61c)
In testing a process of this kind, the latter is usually intended in a Gaussian
sense, with zero mean and an imposed variance. Its features, for a given acqui-
sition system, can be deduced with a statistical analysis of still water samples.
To get a better estimate one may want to verify the noise behaviour according
to samples of known displacements. Since part of the acquisition system is
unique for all signals a partial correlation between them should be expected.
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An example is given in Fig. 4.8.
Fig. 4.8 – Normalized occurence of sampled signal noise.
In first line, wave generation system is off, and WG
cross-correlation is 0.16; in second line, the system is on
and cross-corr. is 0.39. The kind of noise is affected in a
different way for each channel and distributions are not
always Gaussian.
LS methods were designed to minimize the response due to these kind of un-
wanted inputs. By weighting the signals of different gauges, the noise-based
error should decrease with the number of measurement points. Same consider-
ations can be added for multi-gauge FIR based analyses. LASA noise response
has been reported to be surprisingly good (Medina, 2001). Direct wavenumber
resolution operations are based on three signals, which noise can strongly af-
fect the results, hence a pre processing de-noising procedure should be wished.
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4.3.5 Weakly non-linear waves (Stokes)
As far as waves present non negligible amplitudes (4.60) does not hold, and
a better approximation for a regular wave would be a second order Stokes
solution (4.62).
η = <
{
ceiωt + ce2iωt
}
(4.62a)
c = a
[
ei(−k+φ) + ρei(kx+ϕ)
]
(4.62b)
c = ka2G
[
e2i(−k+φ) + ρ2e2i(kx+ϕ)
]
(4.62c)
G = cosh kh (cosh 2kh + 2) sinh−3 kh (4.62d)
Ω = gk tanh kh (4.62e)
The bounded components (c) travel at the same celerity of the main compo-
nents, therefore methods based on (4.60) (such as LS and FB) do not correctly
evaluate it. Airy based solutions, in fact, do evaluate the wavenumber of the
2ω component as Ω−1 (2ω) instead of 2Ω−1 (ω). Anyhow, as far as the con-
cern is about regular waves, a deterministic evaluation of the parameters in
(4.62) is easy to implement as an extension of linear based methods. How-
ever, in an irregular waves framework, a straightforward solution can not be
achieved due to the coexistence of a free and several bound components at a
given frequency. In this case, an iterative approach has to be designed (con-
sider for example the DHWM).
4.3.6 Non stationary waves
Assuming no interaction between components, an irregular wave field is usu-
ally approximated with a linear superposition of elementary modes. Let ne-
glect here both standing waves, set ups, and other distortions, and focus on
the periodic travelling part of a second-order Stokes-based formulation. Pro-
ceeding from that, one has to admit that a number of modes coexist at each
frequency. These are described as a free wave (travelling with its own celerity)
and a number of bound waves which travel at celerities governed by quadratic
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interactions of free waves couples. Trigonometric manipulation of such a so-
lution, considering a finite number of components and referring everything to
free waves, leads to the following Fourier-like formulation.
η = <
{
M
∑
m=1
cm (x) eiωmt
}
(4.63a)
cm = a˜mei(−kmx+φ˜m) + b˜mei(kmx+ϕ˜m) (4.63b)
in which the mth wavenumber is the linear dispersion relation solution for the
mth frequency. Both amplitudes and phases result to be non-stationary. The
ones related to the incident part are defined as
a˜2m =
P(m)
∑
i=1
P(m)
∑
j=1
aiaj cos∆ij (4.64a)
tan φ˜m =
∑
P(m)
i=1 ai sin∆im
∑
P(m)
i=1 ai cos∆im
(4.64b)
where ∆ij =
[(
k j − ki
)
x− φj + φi
]
. Correspondent relations can be derived
for the reflected modes. Now let define amax = max{ai}, and αi = ai/amax,
then the variation of envelope of incoming waves can be written as
α˜m,x =
∑
P(m)
i,j=1 αiαj
(
ki − k j
)
sin∆ij
2
(
∑
P(m)
i,j=1 αiαj cos∆ij
)1/2 (4.65)
which is a bounded quantity, in fact
0 ≤ |α˜m,x| ≤
∑
P(m)
i,j=1 αiαj
∣∣ki − k j∣∣
2
(
∑
P(m)
i,j=1 (−1)1−δij αiαj
)1/2 (4.66)
where δij is the Kronecker symbol.
The (4.66) states that in a finite amplitude framework, stationary Fourier-like
components probably never exist. Hence linear wave superposition do involve
celerities misjudgements especially in short and long waves. The beat-lengths
of the envelopes are governed by the stronger products αiαj which weight the
lengths 2pi/
∣∣ki − k j∣∣.
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Most laboratory experiments are designed for testing the response of beaches
and structures under strong events. In these cases the Airy small amplitude
hypotheses do often fail, and the researcher has to deal with this kind of non-
linearities. In general, the higher the tested wave, the bigger the error commit-
ted when considering it as a superposition of linear waves.
Deterministic approaches has been proposed (only) up to second order ex-
pansion in a Fourier-like framework, so far. LS methods include the non-
stationarity features inside the minimized overall errors, giving an average
Airy based result for the gauges observation region. But, moving the gauges
causes slightly different results.
LASA method assumes a local model which is something in between a deter-
ministic second order and a linear wave. Therefore it may be helpful in detect-
ing phases which do not travel at linear celerity. However, these are defined as
bound waves of the single main components, and a deterministic dispersion
relation is always included. As a consequence of that, other components which
are not included in the local model can not be revealed, as can be deduced in
Fig. 3 in Medina (2001).
DKR does not consider any non-stationary feature in the wave model. Hence
each spatial variation of the envelope is detected as there were a superposition
of two opposite travelling waves. As in the case of each linear based method.
4.3.7 Transient waves
Expressions in (4.64) are to be considered only an approximation which is valid
to determine a relative small amplitude waves local water level. In principle
each spatial variation of a quantity should be balanced somehow. In a mono-
dimensional framework, this aspect is described by a conservation equation of
the kind
∂
∂t
(·) + ∂
∂x
(c ·) = S (4.67)
with c a characteristic celerity, and S a general source. For example, if the
enclosed quantity is the description of a wave shape, i.e. its associated phase:
θ =
∫
ωdt−
∫
kdx + φ (4.68)
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then it can be written
∂k
∂t
+
∂ω
∂k
∂k
∂x
= 0 (4.69)
which states that the wavelength travels in the phase space on the group celer-
ity line.
Consider the quantity called wave action usually identified as A = E/σ (where
E is local energy and σ the local intrinsic frequency). If a single mode exists,
this quantity also follows a conservation law:
∂A
∂t
+
∂
∂x
(
cg A
)
= 0 (4.70)
in which cg = ∂ω/∂k is group celerity. Conservation of fluxes is not guaran-
teed in a multi-modes system Hayes (1970). Anyhow, since local energy has
to deal with the envelope, an amplitude spatial variation should be balanced
with an amplitude modulation. As far as a measured signal is decomposed
into a set of Fourier modes, in frequency domain the transient features of the
wave motion are misinterpreted. For example the ramp up-ramp down of
the beginning-end of a laboratory test, which are usually pursued varying the
stroke amplitude while keeping constant frequency, are projected into Fourier
space as long wave components. And stationary based methods do reveal an
amount of partial reflection in these regions. A usual solution to that is the
exclusion from the analysed data set of these known transient states; but there
may be others which are not known. Windowed approaches does in principle
help, as far as window (filter) lengths are sufficiently small compared to the
modulations, and spatial gauges relative positions are of the same order. DKR
does resolve transient wavenumbers and envelopes, but their consequent spa-
tial variation is excluded.
Transient wave features can be observed in an alternative space only, e.g. through
decomposition into a mixed time-frequency space, and following quantities
paths (amplitude, phases, . . . ) in their characteristic spaces. This discussion,
and what should come from it, does definitively crash with the incident-reflected
paradigm and all actual reflection analysis methods.
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4.3.8 Other error sources
Wave flume experiments may be corrupted by the growing of disturbances
which deviate the motion from the pure idealistic 2DV features. It is a com-
mon practice to avoid generation close to facility resonant frequencies, espe-
cially in case of regular waves tests. For these wave fields, due to the regular
forcing of the paddle, near-resonant phenomena enhance in magnitude. These
phenomena are hardly observed in most irregular wave fields (Grønbech et al.,
1996).
5MODULATED WAVES
As seen in previous chapter, the correct decomposition of a wave field into free
and bound waves is a hard task. The need in distinguishing between these
components is related to the correct evaluation of their celerities, which final
scope is the evaluation of corresponding travelling quantities. This chapter
discuss on the possibility of pursuing such analyses proceeding from empir-
ical mode decomposition (EMD). This recently introduced technique suffers
some limitations when applied to wave flume waves. An improvement for
smoothing the mode mixing phenomenon is proposed.
5.1 AM-FM Decomposition
If the phenomena to be interpreted are highly transient, then the standard fre-
quency domain decomposition leads to identify waves in a space and time
where no waves exists. Consider as an example the Fourier set of components
of a Dirac delta function, which spectrum does affect the whole frequency
space in a uniform way.
This feature has moved a lot of researchers to define more suitable tools for the
analysis of a digital signal. The key for the development of these new points
of view is the observation of the DS in a mixed time and frequency domain, or
better the observation of the frequency content of limited parts of the signals.
These limited parts, or "windows", must have well defined properties in order
to accomplish certain dualities similar to Fourier and Inverse Fourier Trans-
forms. One of the pioneers is Gabor time window applied to FT, from which
basis the integral Wavelets transforms were derived. The latter are considered
to be the tool for the analysis of transient signals. And this is due to the fact that
their mathematical bases are well formed.
The finite length of the wavelet, or window, is actually the limit which defines
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the locality of the analysis. In other words, this approach does not fully satisfy
the need for extracting signals instantaneous features, and sudden changes in
intrinsic properties may not be revealed. For that reason, some attempts on the
use of Hilbert transform were done by a number of researchers.
5.1.1 Hilbert Transform
The Hilbert Transform fˆ of the function f is defined as (King, 2009a)
fˆ (t) =
1
pi
−
∫
R
f (s)
t− s ds (5.1)
where the dashed integral means that the Cauchy principal value must be
taken. For some functions, their HT is very manageable. For example, sin’s
is just itself with a pi/2 phase shifted argument (i.e. its quadrature). Proceeding
from that, if f = a cos θ (t), with a,t = 0, then
A ( f ) = f + i fˆ = aeiθ(t). (5.2)
The latter is called the analytic signal representation of f (King, 2009b). The am-
plitude is readily given by |A ( f )| and the phase can be retrieved as arg f + i f .
The derivative of the phase angle with respect to time is usually defined as
instantaneous frequency of f :
ω (t) = θ,t. (5.3)
If the representation is given in space also, then the instantaneous wavenum-
ber vector can be retrieved
k (t) = −∇θ. (5.4)
5.1.2 Two Important Theorems
If ω,t 6= 0 then the signal is said to be frequency modulated (FM). In case
of amplitude modulation (AM) the representation (5.2) may be ambiguous as
states the following
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Bedrosian’s Theorem. (Bedrosian, 1963) Let f (t) and g(t) denote two L2 complex
function of real variable t, which Fourier transforms are F(u) and G(u). If one of the
following two propositions is true:
a) the supports of the two Fourier transforms are disjoint in the way that
supp{F (u)} = { u ∈ R | |u| < a }
supp{G (u)} = { u ∈ R | |u| > a } ,
b) f and g are both analytic, i.e. their real and complex parts are Hilbert couples,
then
f̂ g = f gˆ.
Hence we can be sure that <{a (t) eiθ(t)} = a (t) cos θ (t) only if it satisfies the
first Bedrosian hypothesis (being both amplitude an phase real valued func-
tion of time). The local properties of an AM-FM modulated wave can thus be
studied in a Hilbert fashion only if the AM spectrum is disjointed from the
FM one. However this is only a sufficient condition, and there’s no way of
checking it a priori. An error evaluation on the features of HT is given by the
following
Nuttal’s Proposition. (Nuttall, 1966) Let f (t) = a (t) cos [ω0t + φ (t)] be an AM-
FM signal with imposed modulations a (t) and φ (t),Q f (t) = a (t) sin [ω0t + φ (t)]
its quadrature and fˆ its HT; and let S (ω) =
∫
R
a (t) exp i [φ (t)−ωt]dt be the
spectrum of the modulations. Then, the energy difference between Hilbert transform
and quadrature is given by twice the energy in S below −ω0, i.e.
E =
∫
R
[
fˆ (t)−Q f (t)
]2
dt
= 2
∫ −ω0
−∞
|S (ω)|dω
The evaluation of (5.1.2) needs the knowledge of the modulation couple, when
not the exact quadrature, making it useless for many practical applications.
It must be added that it is an average measure of the committed error, and
therefore gives no local informations of its distribution along the data sets.
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5.1.3 Finite HT
Truncated HT is the name which identifies the same integral (5.1) but evaluated
on a interval [a, b] ⊆ R, and not on the whole R. When the integration ex-
tremes are symmetric with respect to origin, then the integral is named Finite
HT:
fˆa (t) =
1
pi
−
∫ a
−a
f (s)
t− s ds a ∈ R
+ (5.6)
In practical engineering applications one has to treat with finite and discrete
signals. It is worth to evaluate, at first, the error committed in the finite con-
tinuous case. For example, consider the FHT of the function f (t) = sin t(King,
2009a):
fˆa (t) =
1
pi
−
∫ a
−a
sin s
t− s ds =−
∫ 1
−1
sin as
t− s ds =
=
sin t
pi
[Ci (a + t)−Ci (a− t)]
− cos t
pi
[Si (a + t) + Si (a− t)]
(5.7)
where
Ci (z) =fl+ log z +
∫ z
0
cos y− 1
y
dy (5.8a)
Si (z) =
∫ z
0
sin y
y
dy (5.8b)
and fl is the Euler’s constant. Hence
E
[
fˆa (0)
]
=
∣∣∣ fˆ (0)− fˆa (0)∣∣∣2 = (1− 2
pi
∫ a
0
sin y
y
dy
)2
(5.9)
from which
lim
a→∞ E
[
fˆa (0)
]
= 0. (5.10)
It is then expected that for a finite signal, the wider the time interval the lower
the error on evaluating its quadrature (see Fig. 5.1).
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Fig. 5.1 – Distance of FHT ( fˆa) from HT ( fˆ ) defined at the
centre of the interval for f (t) = sin t
5.1.4 Discrete HT - Implemetation
In digital signal processing there exist different techniques for evaluating the
quadrature of a signal. The most common implementations of Discrete HT
are developed on the similarity of (5.1) with a 1/pit convolution integral. The
latter can be computed in discrete frequency domain via an FFT approach,
which takes advantage of FT and convolution relation:
F
[
fˆ (t)
]
(ω) = F
[
1
pit
∗ f (t)
]
(ω) = F
(
1
pit
)
F [ f (t)] (ω) (5.11)
This direct approach has several limitations because the whole signal is needed.
In fact the application to non-overlapping data sub-sets introduces errors due
to the discretization, eventually leading to negative frequencies inside the set.
Moreover, the practical application in real-time is also prevented.
In order to overcome this sort of limitations, a FIR filter can be designed. In
this case the Hilbert transfer function which has to be implemented is simply
H (ω) = −i sgnω = F
(
1
pit
)
(5.12)
It can be shown that the discrete sequence h(m) which satisfy the need
H (ω) =
∞
∑
m=−∞
h(m)e−iωm (5.13)
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is the following ideal impulse response
h(m) =
 2pim sin2
(
pim
2
)
m ∈ Z, m 6= 0
0 m = 0.
(5.14)
There are some tips to be considered when designing a FIR filter. An odd
impulse response length (type IV) Hilbert filter (Parks-McClellan algorithm)
should rather be better than an even length one, for the response of the lat-
ter is half a data step shifted. The former still present some problems close
to zero frequency and half sampling frequency neighbourhood. Anyhow, for
our practical applications this is not a trouble since the most of energy is con-
centrated inside a narrow region. Reilly et al. (1994) propose a complex filter
approach which helps in solving most FIR limitations.
5.1.5 HT and Water Waves
The analytic signal representation (5.2) is very manageable and we would like
to see if it can be used in reflection analysis.
To our knowledge, one of first attempts of observing water wave features in
a Hilbert fashion were pursued by Melville (1983). HT is linear in its argu-
ments, that is ̂a f + bg = a fˆ + bgˆ, with a and b constant. It follows that for
f = ∑i ai cos θi (t), with ai,t = 0
f + i fˆ =∑
i
aieiθi(t). (5.15)
Hence a wavepacket must be first decomposed in order to get its analytic rep-
resentation. A simple way of overcoming Bedrosian theorem is then band pass
filtering, in order to treat separated narrow banded signals, which amplitudes
frequencies are lower than the carrier ones.
For a single mode travelling in one direction, and sampled at a number N of
gauges, its features can be determined by simple first differences of the ana-
lytic signals
{
ηn = aneiθn ; n = 1, 2, . . . N
}
.
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At mth time step one gets
ω
(m)
n =
(
θ
(m+1)
n − θ(m)n
)
/
(
t(m+1)n − t(m)n
)
(5.16a)
k(m)
n+12
=
(
θ
(m)
n − θ(m)n+1
)
/
(
x(m)n+1 − x(m)n
)
(5.16b)
a(m)
n+12
=
(
a(m)n + a
(m)
n+1
)
/
(
x(m)n+1 − x(m)n
)
(5.16c)
Let again stress on the fact that the results of the latter discrete evaluations
must be verified through determination of correspondent group celerity, and
should approximately suite a discrete version of (4.49), for which N > 2 gauges
are needed.
5.2 Empirical Mode Decomposition
If c,t = 0 then cˆ = 0, which leads to the fact that the HT of a function is in-
dependent from its shifts. And thus the analytic signal representation may be
little confusing. Furthermore, inside the intervals where the sign of the signal
equals its second derivative’s one, the analytic signal has decreasing phase and
therefore presents negative frequencies. This intuitively means that more than
one mode is present at that time.
A new promising point of view for the decomposition of wave modes has
been recently proposed by Norden Huang (Huang et al., 1998, 1999; Huang
and Shen, 2005). A real signal which could overcome the above questions is
defined as an intrinsic mode function (IMF) with the following properties: a) in
the whole timeseries, the number of extrema and the number of zero crossings
must either equal or differ at most by one; b) at any point, the mean value of
the envelope of the local maxima and the one of the local minima is zero. By
author experience, an IMF is an AM-FM signal which can be treated with sig-
nificant results.
The extraction of IMFs is done with a sifting numeric process on a digital sig-
nal, which goes under the name of empirical mode decomposition (EMD), through-
out spline identification of local envelopes (Alg. 5.1).
The single mode extraction is done with Fun. 5.2. A key point of the function
is the scheme used to define the local extrema (lines 3 and 4) at the side ends
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Algorithm 5.1: EMD
Data: x non monotone
Result: the set of IMF z [i] and a residue r, such that ∑i z[i] + r = x
1 set x0 = x, i = 1;
2 repeat
3 y = sift(x0);
4 store the ith IMF as z[i] = y, i = i + 1;
5 set x0 = x0 − y;
6 until x0 is monotone;
7 r = x0
of the signal. The decomposed IMFs results very sensitive to this particular
choice, which is arbitrary and always introduce some (in principle unknown)
errors. The original procedure has been refined through the years in order
to solve spline ending effects contamination (Deng et al., 2001; Zhidong and
Yang, 2007; Wu and Qu, 2008; Qingjie et al., 2010).
The exiting condition at line 2 must also be properly defined, since it severely
affects the successive IMFs. Again, no unambiguous definition has been given,
but some conditions are proposed, which efficiency varies case by case. A
proper choice is left to the user. Fun. 5.2 is called iteratively by Alg. 5.1 until
its residue is monotone.
Note that the monotone residue r is actually stored as the last IMF. The mono-
Function 5.2: sift(x)
Data: x non monotone
Result: the IMF y, the residue r
1 set y = x;
2 while y is not IMF do
3 find local maxima(y) and connect with spline yM;
4 find local minima(y) and connect with spline ym;
5 compute the envelopes mean y¯ = (yM + ym)/2;
6 "detrend" the signal y = y− y¯;
7 end
8 r = x− y
tonicity exiting condition at line 6 must be deisgned carefully to prevent in-
finite loops. Statistical post processing are recommended for stating the sig-
nificance of each IMF. Some authors propose an in-algorithm condition for ac-
cepting or discarding (putting it into the residue) an IMF (Ayenu-Prah and
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Attoh-Okine, 2010).
It has been shown by Dätig and Schlurmann (2004) that two close modes may
be not effectively separated by EMD. Attempt for solving conundrums related
to mode mixing, i.e. the non perfect separation of intuitively superimposed
modes, were pursued by inserting temporary oscillations (Wang, 2005), by dif-
ferentiation (Wu et al., 2010), by noise assisted ensemble approach (EEMD)
(Wu and Huang, 2009; Torres et al., 2011), with morphological filter and blind
source separation (Tang et al., 2012) and through wavelet shrinkage (Zhidong
et al., 2011). Even if there’s no proof of IMFs orthogonality, all the cited refine-
ments show an improvement on this direction.
Hilbert transform of IMFs decomposed signals has been named Hilbert-Huang
Transform (HHT). Until now no mathematical basis have been formulated,
therefore EMD-like decompositions remains an empirical tool. On the other
hand it is a totally data adaptive scheme and, in many cases, HHT renders
physically trustworthy outputs.
By applying an iterative spline sifting procedure, similar to EMD, the single
IMF can be normalized into a simple FM signal with unit amplitude. This
permits to fit first Bedrosian hypothesis. The application of HT to these sig-
nals goes under the acronym of NHT (normalized Hilbert transform). In order
to get rid of Nuttal proposition, a direct quadrature (DQ) method has been
proposed. The latter makes use of the the preceding normalization procedure
(Huang et al., 2009).
5.2.1 EMD-likes and Water Waves
Besides the identification of EMD limits in separating two stationary modes
with close frequency, Dätig and Schlurmann (2004) were the first to pursue a
detailed investigation of EMD efficiency in treating wave gauges sampled sig-
nals.
The experiments reported in the cited paper relate to numerical simulations
of Stokes 2nd order wave fields, equipped with a 3rd order dispersion relation.
They simulate bi-chromatic groups at distinct positions, in a flume, propagat-
ing in one direction, and neglecting the existence of spurious modes. Corre-
spondent wave flume timeseries are EMD processed with a slope method to
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prevent spline-end contamination, and finally compared with the two IMFs
extracted from the numerical prediction.
The separated signals resemble effectively the predicted ones as far as the ratio
of the two fundamental frequencies remains low, apparently in contradiction
with the first part of the job. For higher ratios, the riding wave "steals" some low
frequency energy from the carrier. Apart from wave-wave interactions, which
are deputed to be the main reason of the mismatches (between the model and
the physics for first and then between decomposed modes), it should be noted
that the fundamental frequencies ratios are all integers, and therefore that most
harmonics do coincide. Probably, repeating the experiments with different ini-
tial phases would have led to somehow different results.
A method for enhancing the decomposition of bi-chromatic wave groups with
fundamental frequency ratios close to unity has been proposed by Wang (2005).
He inserts some known modulation by multiplying the analytic signal of the
data set by e−iω0t. If the frequency ω0 is properly selected then the frequency
ratio grow up to an acceptable value. EMD is then applied to both real and
imaginary parts. Each resolved IMF couple is then reassembled and demodu-
lated to get the real IMF. Note that, due to the frequency shifts the IMF features
of the outputs are not ensured.
5.3 Reflection of an AM-FM wave
The procedure developed by Kitano et al. (2002) (see 4.2.1) has showed a great
power in determining the local wavenumbers in a quasi-regular wave field.
However some limitations begin to occur in the presence of secondary max-
ima and minima, since the analytic signal built with HT might be a fake. This
probably proceeds from the fact that the basic model describes the superposi-
tion of two single modes, travelling in opposite directions, while a number of
modes should in principle be assumed. On the other hand, there’s no concern
if one wants to assume that at single instant, in a single place, a single pertur-
bation of the mean water level exists. But, if this perturbation is assumed to
be an AM-FM wave, due to Bedrosian theorem, it is hard to show that its HT
is its true analytic couple. And, to our knowledge, there’s no way of building
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it unambiguously. We must conclude that the DKR procedure does not per-
form well if timeseries are not single modes which can be cast into a Bedrosian
frame. In this fashion, the decomposition of the record data through an EMD
process into IMFs seems to be a consistent procedure to be coupled with.
As previously mentioned, the standard EMD process suffers some limitations
when applied to water waves due to the local disappearing of low energetic
components (such as reflected unwanted free waves in a flume), and mode
mixing usually occurs at each level.
This problem is of main concern here. As reflection analysis is our main tar-
get, the decomposed modes at each wave gauge should be comparable, i.e. the
bases has to be the same gauge by gauge. As far as the EMD invokes adaptive
decomposition, data set at distinct gauges are expected to decompose accord-
ing to distinct (adaptive) bases. In Fig. 5.2 an example of EMD decomposition
for a test case taken from Pezzutto et al. (2012) is reported. This is a clear case
of mode mixing. At about t = 20s secondary maxima start appearing in the
troughs due to the arrival of high frequency free waves (first row). This leads
the sifting procedure to include them into IMF1 (second row), and the funda-
mental wave is deputed to IMF2. Fig. 5.3 reports the same outputs related to
the samples of WG3. Here no mode mixing occurs, since the phases of second
order free waves make them undetectable by EMD. It is clear that IMF1 of the
two figures are far to be comparable. Hence it is impracticable to process them
together for further analyses.
A number of procedures for solving these phenomena have been tried, but no
one of them gave us successful results when analysing our flume timeseries.
Among others, the error assisted EEMD it is able to un-mix the modes only if
huge artificial noise is inserted. But the higher the noise, the higher the num-
ber of realizations that have to be computed to have a convergent estimation.
In many cases the mean outputs were not pure IMFs. On the contrary, small
noise brought to almost pure IMFs but mode-mixed.
The procedure proposed by Wang (2005) seems to be very effective, however,
according to the author, case sensitive. Therefore an algorithm has been de-
signed to make it as automatic as possible.
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Fig. 5.2 – EMD decomposition of data sampled at WG1
(first row).
Fig. 5.3 – EMD decomposition of data sampled at WG3
(first row) for the same test of Fig. 5.2.
5.4 Mode mixing elimination in EMD (ωEMD)
The algorithm outlined below proceeds from the idea of Wang (2005). In the
cited document the original signal transformed into its correspondent analytic
form via HT. The composition is correct as far as the data set is represents a
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sum of modes with AM disjointed by the FM. After the selection of a proper
frequency ω0, the signal is frequency shifted with respect to it. The sifting pro-
cedure, Fun. 5.2, is then applied to the real and the imaginary parts separately,
which are then recomposed into the analytic form and frequency re-shifted.
The correspondent IMFs are the real parts of these outputs. Some conundrums
still exist on how to select the best ω0. A solution for that is hereby proposed.
In the former procedure the frequency shift is done only once at the beginning
of the sifting scheme (and once at the end to recover the real data). Suppose
that the best ω0 has been selected, and the first IMF has been extracted with
success. It is reasonable to think that, at this point, the (frequency shifted)
residues may have a modified frequency content which does not permit the
extraction of other well un-mixed IMFs. And this does depend on the choice
of ω0. Hence we should re-shift the residues in order to achieve our purposes,
and keep history of the successive frequency shifts. This is equivalent to shift
and un-shift at beginning and at the end of each IMF extraction. Which does
make sense if we have a receipt for a proper choice of ω0. In pseudo language
terms, this traduces to the substitution, inside Alg. 5.1, of the Fun. 5.2 calls
with calls of the Fun. 5.3. A proto-algorithm would be Alg. 5.4.
Function 5.3: Asift(y0,ω0)
Data: y0 = Ax0 where x0 is the real signal to be sifted; ω0
Result: y sifted
1 y = y0e−iω0t;
2 [yR, rR] = sift (<y);
3 [yI , rI ] = sift (=y);
4 y = (yR + iyI) eiω0t;
5.4.1 Problem definition
The idea is to search into a range of possible ω0 and minimize some goodness
indicators in order to cope with the condition in line 4 of Alg. 5.4. Suppose
we have chosen an ω0 and extracted the first real and imaginary shifted IMFs,
respectively yR and yI . First of all we want them to be an analytic couple. This
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Algorithm 5.4: proto-ωEMD
Data: x non monotone
Result: the set of IMF z [i] and a residue r, such that ∑i z[i] + r = x
1 set x0 = x, i = 1;
2 repeat
3 set y0 = Ax0;
4 while not satified do
5 y = Asift(y0,ω0)
6 end
7 store the ith IMF as z[i] = <y, i = i + 1;
8 set x0 = x0 − y;
9 until x0 is monotone;
10 r = x0
can be controlled by requiring that
χA = ‖yI − yˆR‖ (5.17)
is small.
Then we would like to satisfy Bedrosian theorem, i.e. we would like that the
extracted IMF has disjointed amplitude and phase spectra. The IMF is recov-
ered by means of
y = <
{
(yR + iyI) eiω0t
}
(5.18)
and its amplitude a and phase θ throughout a standard DQ procedure. Instead
of taking the spectra of the overall series, we measure their boundedness by
extracting their respective DQ features. The ratio of the mean frequency of the
envelope over the mean IF has to be low
χd =
ω¯a
θ¯t
(5.19)
this is a measure of the separation of respective spectral peaks (in a Fourier
sense). Moreover we would like that the changes in the envelope to be smooth
enough, i.e.
χa =
σ2 (a˜)
a¯
(5.20)
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where a˜ is the de-trended envelope. Finally the frequency should be also subject
to a similar condition:
χω =
a¯ω
ω¯
. (5.21)
The last two conditions provide successful results when applied to a kind of
quasi-regular wave motion. Similar parameters may be introduced to take
into account a so called irregular wave field, where simple average and de-
trending may lead to kind of confusing interpretation. A possible way may
come through decomposing the envelopes through EMD procedures, in order
to get their general trends.
It was also noted that, the less iterations in Alg. 5.2, the higher the confidence
that could be given to the extracted IMF. Hence, denoting with NR the itera-
tions for extracting the real IMF, and NI the correspondent for the imaginary
part, the following parameter should be low enough.
χN =
√
NRNI (5.22)
Our game is the the minimization of the following goodness indicator
χ =∏
j
χ
αj
j (5.23)
where a choice for the exponents αj is left for normalizing their respective be-
haviours. The goal must be reached with a proper choice of the shifting fre-
quency ω0.
5.4.2 Possible choices for ω0
The single sifting procedure physiologically selects the IMF presenting the
higher local frequency. For a quasi-regular wave field, we do almost know
the frequency content, and that it is relatively stable in the record. Hence we
can emphasize, shift up to the EMD recognizable region, the energies we want
to extract as an IMF.
Given an ω0, everything that lies in the range (0; ω0) will be mirrored with
respect to ω0/2, and the energy content of higher frequencies will be shifted
down, mixing together with the other energies. If there’s no energy above ω0,
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i.e. ω0 > ωmax, then no mixing will occur, and what will prevail will be the
very low frequency IMFs. Some examples are given below in Fig.5.4 in a spec-
tral fashion. In the limit case where ω0 ≥ ωmax the whole content is mirrored.
By choosing very high ω0 it may come the case that the highest frequencies
could not be revealed due to the limited time resolution. It is worth to notice
that with this kind of procedure the lower frequency components are extracted
first, differently from the standard EMD algorithm.
Fig. 5.4 – Frequency shifts of the analytic signal. Some
examples by a spectral point of view. Dashed line: fre-
quency image of the original signal; dotted line: fre-
quency shifted signal.
The problem now shift on how to identify the frequency content of the origi-
nal series. In principle we don’t want to have it from an FFT analysis. In this
case ωmax would be automatically determined by the Nyquist frequency. Even
if this could be solved by setting a threshold, FFT is a restriction since it does
not consider modulated amplitudes. We can initially suppose that no mode-
mixing occurs and compute the Hilbert marginal spectrum with a standard,
and very fast, EMD-DQ procedure. And then make a decision on its output.
The best option we found is to build the timeseries of the local frequencies cor-
respondent to the locally most energetic IMF. The mean value of this series is
set as a reference value ωre f . We then search for the best multiplier µ which
gives
ω0 = µωre f µ ∈ [0; 3] ∈ R (5.24)
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The upper and lower bound have been determined by experience. For regular
waves, µ = 2.5 is sufficient for mirroring the whole spectrum and extracting
the fundamental wave. Values close to zero resulted necessary for extracting
third and higher components.
The overall approach permits the extraction of the most energetic components
as first IMFs. In case of irregular waves this effect may be not possible, al-
though it has been shown its effectiveness in a bi-chromatic field. It is reason-
able to think that a similar procedure can be done only by the use of a time
dependent frequency shift.
5.4.3 Pattern-search of ω0
We propose an automatic optimization procedure for the search of ω0. The
MATLAB patternsearch has been implemented in the code, with the objective
function defined as (5.23). Results obtained for the same test case of 5.2 are
outlined in Fig. 5.5. The effectiveness of ωEMD is clear.
Once the optimal decomposition of WG1 is completed, and history of the ω0
best set is kept, there are two options: proceeding with ωEMD for the other
sets, or decompose them according to Kitano et al. (2002) and the stored ω0
best set. Results are shown respectively in Fig. 5.6 and Fig. 5.7. By choosing
the first way, a better decomposition is assured but it is not said that the IMFs
can be compared together with the other set ones. On the contrary, one can
think that the second option allow some dependency of the basis, while being
also much faster. The bad new is that the outputs might be not pure IMFs (see
second row in Fig. 5.7).
A mixed way between the two does probably allow better results. Passing to
ωEMD the ω0 history we force patternsearch to look inside a narrow interval for
the best choice, fastening the calculation (not much). This results in pure IMFs
and hopefully much more similar basis (see Fig. 5.8). Final implementation
follows as Alg. 5.5. The function patternsearch does iteratively call Fun. 5.3 in
order to compute the objective parameter.
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Algorithm 5.5: ωEMD
Data: x non monotone, ω0
Result: the set of IMF z [i] and a residue r, such that ∑i z[i] + r = x
1 set x0 = x, i = 1;
2 repeat
3 if ω0 is empty then
4 IMF0 = EMD(x0);
5 evaluate ω0 as weighted average of IMF0 set;
6 set ω0L = 0, ω0R = 3ω0;
7 set y0 = Ax0;
8 else
9 set a small δ;
10 set ω0L = ω0 − δ > 0, ω0R = ω0 + δ;
11 end
12 end
13 minimize χ of (5.23) pathsearching best ω0 ∈ [ω0L,ω0R];
14 store ω0;
15 store the ith IMF as z[i] = <y, i = i + 1;
16 set x0 = x0 − y;
17 until x0 is monotone;
18 r = x0
5.4.4 Other fundamental choices
The basic EMD procedure requires some choices which are usually case depen-
dent. Two exit conditions have to be defined for both the global algorithm and
the sifting function. Moreover it must be implemented a method for minimiz-
ing end effects, i.e. a method for a good choice of the external hidden extrema,
necessary for the sifting splines construction.
About the last issue we have adopted some tricks. Due to the presence of
secondary maxima, the standard last two extrema extrapolation may result in
unreal very high external extrema. Hence we make use of a last three extrema
linear regression. Wave flume timeseries are possibly recorded with ramp-up
and ramp-down, preceded (and followed) by (almost) steady zeros at the be-
ginning and at end of the record. This prevents the identification of unreal
ending extrema, minimizing the growth of end effects for successive siftings.
Since the ramps might not be included for some reason, we smooth the data
set endings with artificial ramps. These have the duration of approximately
2÷ 3 main periods.
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Fig. 5.5 – ωEMD decomposition of data sampled at WG1
(first row).
Fig. 5.6 – ωEMD decomposition of data sampled at WG3
(first row).
The ωEMD exit condition is designed according to what follows. It is meant
that the decomposition continues until the residue is monotone. The mean
value of all TS is close to zero (mean water level); furthermore, the most ener-
getic IMFs are usually extracted at first with ωEMD; hence there’s no need in
searching for too many IMFs. An or condition is implemented, that is to say
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Fig. 5.7 – Kitano et al. (2002) EMD decomposition of
data sampled at WG3 (first row) with reference to ω0
retrieved from ωEMD of WG1.
Fig. 5.8 – ωEMD decomposition of data sampled at WG3
(first row) with reference to ω0 retrieved from stored
best ωEMD.
that procedure stops whenever the residue is sufficiently low or a sufficient
number of IMFs has been extracted.
Last few words about the exit condition of the sifting function. At each sift it-
eration the average distance of the current residue with the previous iteration
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one is checked. If this value is less than a prescribed toleration (10−3) then the
iterations stop. Here the output is analysed: if it matches IMF requirements,
the function exits successfully, otherwise the tolerance is decreased by an or-
der of magnitude and the sifting continues. By doing that no infinite loops has
been observed until now. However, since the number of iterations is usually
on the order of 10 or lower, a maximum number of 100 sifting (probably much
lower) is enough.
5.4.5 Performance on numerical wave data
We repeated the sims of Dätig and Schlurmann (2004) for a bi-chromatic wave
packet, but only locally in the low frequency domain, in order to show im-
provement with respect to standard EMD. For each couple ( fr, fs) an MC sim
was run accounting for uniform probability phase shifts (riding Vs carrier, and
carrier Vs time window) and remainder of window duration Vs carrier cycles.
Window duration varies between 29 and 30 pi s.
Fig. 5.9 – ωEMD performance on bichromatic series: rms
between waves and correspondent IMFs: a) carrier; b)
riding (NSimsomE MD.m).
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Fig. 5.10 – ωEMD performance on bichromatic series:
log-uncertainty on rms between waves and correspon-
dent IMFs: a) carrier; b) riding (NSimsomE MD.m).
5.5 Reflection analysis of ωEMD decomposed waves
We discuss here the performance of the coupled ωEMD-DKR, as a tool for sep-
arating modulated incident and reflected waves. The concept of separation un-
derlines an important hypothesis: i.e. waves that travel in opposite directions
due linearly superimpose. If one wants to get rid of that, then an interaction
model should be taken into account. We hereby consider that at each order an
IMF is the sum of two modes travelling in two opposite directions.
In previous paragraphs we have identified the possibility of a direct wavenum-
ber resolution 4.2.1 as a powerful tool for the reflection analysis of laboratory
waves. Each reflection analysis procedure needs a number of comparable sin-
gle modes, relative to different locations. A method for getting this kind of
data from measured timeseries has been proposed as a ωEMD.
However, also with this small improvement, the resolved basis are still mea-
surement point dependent. This causes the algorithm to be very unstable and
provide no success. More research has to be done in this direction.
Since, up to now, no mathematical proofs have been introduced for EMD,
probably a good intermediate step for wave packets analyses would be based
on suitable wavelet, or other Fourier derived projections.
6ON ANOTHER TIME DOMAIN APPROACH
In the previous chapter we have identified in EMD like procedures a possible
tool for the separation of a wave train in a finite number of modulated modes
that can be treated with DKR. In order to apply DKR we need in principle
the superposition of no more than two modes: one coming in and one going
back. These can present very different frequencies. Both phases and ampli-
tudes can be modulated. But the respective AM and FM modulations must
have disjointed spectra (to cope with Bedrosian hypotheses) otherwise the HT
built analytic signals may be incorrect.
Moreover, amplitudes should be constant in space, or, at least, should not vary
too much in the observation region (a,x ≈ 0). Same assumption are made for
the phases space derivatives, i.e. the local wavenumbers (k,x ≈ 0). That is to
say that a certain local (in space) stationarity is assumed. Therefore, why not
to restrict to a local time stationary point of view?
A single Fourier mode is not modulated, and therefore its analytic couple is
readily determined. Instead of decomposing the whole series through EMD,
there may be an option of DKR processing the local Fourier modes.
6.1 Wave Model
Consider a linear superposition of incident and reflected cylindrical waves,
for which the wavenumbers km and wm real positive valued, but not necessary
linked to corresponding frequencies mω0 through any dispersion relationship.
Assume that this model is valid on a local support, i.e.
η =
∞
∑
m=1
(
ame−ikmx + bmeiwmx
)
eimω0t + c.c. (x, t) ∈ Γ ∈ R2. (6.1)
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Consider a set of three equally spaced gauges:
x =
[
−s 0 s
]
s ∈ R (6.2)
with s sufficiently small, then the samples of (6.1) taken at these points can be
approximated by
ηn =
M
∑
m=1
(
amei(2−n)(αm+βm) + bmei(n−2)(αm−βm)
)
eimω0t + c.c. (6.3)
for a sufficiently short time duration. Once the samples are projected into dis-
crete Fourier space, then each complex amplitude can be treated by DKR (in-
stead of the local approximate analytic signal) to estimate the associated phase
angles
αm = s (km + wm) /2 (6.4a)
βm = s (km − wm) /2. (6.4b)
Fourier coefficients am and bm can thus be retrieved, and timeseries of incident
and reflected waves reconstructed by inverse FFT.
6.2 DKR tips and tricks
The correct phases resolution is deputed to the correct evaluation of two an-
gles, which are defined as sum and difference of the wavenumbers of incident
and reflected elementary waves, namely α and β. In the original equations
these are evaluated through the inversion of a cosine and a tangent, which are
defined in the half circle.
This leads to frequent misinterpretation of the quadrant in which the angles
are to be found, and the most part of the spikes in the definitive solution. A
solution is given here in a generalized form, valid for both analytic or Fourier
points of view.
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6.2.1 Correct angles reproduction
Let ηmn be the mth local mode at the nth gauge and A{ηmn} its analytic rep-
resentation or the mth Fourier coefficient at a local window. Let define the
following quantities
Aq = A
{
ηm3 + (−1)q ηm1
}
(A{ηm2})∗ (6.5)
and
Bpq = ip
[
Aq + (−1)pA∗q
]
. (6.6)
The angle βm the quadrant of βm is readily given by
βm = arg (B01 + iB10) (6.7)
since the solution has a 2pi periodicity. For angle αm consider the quantity:
Cm =
1
4
(B00 − iB11) eiβm , (6.8)
then
<{Cm} = |A {ηm2}| cos αm (6.9)
which inverse defines an angle in the half circle. To get the true quadrant of αm
one may note that
={Cm} =
(
b2m − a2m
)
sin αm (6.10)
where a and b are, respectively, the amplitudes of incident and reflected waves.
If the relation between the two envelopes is known, then the sgn of sin αm can
be deduced. Since the signs of b2m − a2m are not known in principle, the solu-
tion presents an alternative. Hence an initial guess has to be made. In a local
Fourier framework, a good guess would be the imposition of spatial linear
phases with Airy wavenumbers.
In the original Hilbert transform approach it is more difficult to achieve disam-
biguation of the phases. In this case a useful initial choice seems to be the lin-
ear wavenumber of the principal frequency content. The latter, if determined
with a Fourier approach, appear to be consistent only with narrow banded sig-
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nals. Transient and modulated ones must be treated locally, again with an FFT
(which precision depends on the window width), with a DQ approach (only if
the signal is sufficiently smooth in the IMF sense), or maybe better a wavelet
decomposition.
6.2.2 Waves reconstruction
Once the spatial phases mismatches (wavenumbers) are known, Kitano et al.
(2002) propose a direct reconstruction of the incoming and reflected waves at
the central gauge. In case the wavelength is on the order of the gauge spac-
ing, the same two gauges method singularities may blow the local solution
up. When this occurs, a local interpolation can substitute the wrong datum.
Some other uncontrollable errors may arise both in case of particularly dis-
turbed data. For this, a weighted LS approach can help in stabilizing the out-
puts at each point. For this purpose the local solution is retrieved through
inversion of a matrix like (4.16), which in this case reads:
Z =

N
∑
n=1
µmne−2ikmxn
N
∑
n=1
µmnei(wm−km)xn
N
∑
n=1
µmnei(wm−km)xn
N
∑
n=1
µmne2iwmxn
 , (6.11)
being km and wm the wavenumbers of mth incident and reflected components.
The latter can be rewritten in terms of αm and βm:
Z =
2 cos (2αm + 2βm) + 1 2 cos (2βm) + 1
2 cos (2βm) + 1 2 cos (2αm − 2βm) + 1
 (6.12)
where µmn are set to one, since no weights are involved in precedent calcula-
tions ((6.5) and what follows). The right hand side vector is
b =
[
N
∑
n=1
Amnei(2−n)(α+β)
N
∑
n=1
Amnei(2−n)(α−β)
]T
. (6.13)
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Analytic solution can be extracted with little algebraic effort.
[
am bm
]T
=
D∗m
|Dm|2
Sm
[
Am1 Am2 Am3
]T
(6.14)
Where
Sm =
 χξ3 (ξ2 + χ2 + 1) ξ2 (ξ2 − χ4) −χξ (χ2ξ2 + ξ2 + χ2)
−χξ (χ2ξ2 − ξ2 + 1) ξ2 (χ4ξ2 − 1) χξ3 (χ2ξ2 + χ2 + 1)
 (6.15)
and
Dm =
(
ξ2 − 1
) (
ξ4χ2 + ξ2χ4 + 2ξ2χ2 + ξ2 + χ2
)
(6.16)
with the following positions: ξ = eiαm and χ = eiβm . It seems that there’s no
way to reduce to sin αm free forms. Hence the somehow iterative procedure,
described in previous section, must be kept, for correct reproduction of both
amplitudes and phases.
Singularities The solution (6.14) blows up whenever the modulus of
(6.16) vanishes. A little trigonometric manipulation leads to following form
(omitting for convenience the m subscript):
|Dm| = 2
∣∣∣(e2iα − 1) (cos 2α+ cos 2β+ 1) e2i(α+β)∣∣∣
≤ 2
∣∣∣(e2iα − 1)∣∣∣ |(cos 2α+ cos 2β+ 1)|
= 4 |sin α| |(cos 2α+ cos 2β+ 1)|
(6.17)
which has the usual solution
α = qpi ∀q ∈N (6.18)
i.e. (k + w)s = 2qpi, and vanishes also on the curves where
cos 2α+ cos 2β = −1. (6.19)
These are represented in Fig. 6.1. For simple linear waves, β = 0, hence only
(6.18) holds. In case of deviation from linear celerity, or mth component is a
superposition of a number of modes, the β assumes a whatsoever value on the
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circle, and the condition (6.19) must be checked too.
Fig. 6.1 – Singularities of the solution (6.14). Red: (6.18),
Blue (6.19)
6.3 Local Treatment
6.3.1 Algorithm
If the wave motion is assumed stationary, then the adaptive wavenumbers
reconstruction can be described by the following Alg. 6.1.
6.3.2 Gauge Spacing
It can be shown that the smaller the relative spacing of the gauges triplet, the
higher the first frequency at which detZ (6.12) vanishes. On the other hand,
if gauges are too close, the cross spectra are too correlated, hence it may be
not possible to measure significant phase changes, especially for long pertur-
bations. Increasing sampling frequency does help in detecting time variations
on the order of the spatial ones. However, if their magnitude is comparable
with overall noise disturbances one, the significant informations may not be
correctly retrieved.
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Algorithm 6.1: Fourier DKR
Data: η (M× 3 data set), s (gauge spacing), h water depth, fs sampling
frequency
Result: ηi (incident), ηr (reflected)
1 A = FFT(η) keeping only 1 side;
2 for m = 1 to Mw/2+ 1 do i.e. for each frequency
3 linear waves k(m) = Ω−1(h, f requencym);
4 p = sgn{sin kms};
5 compute βm (6.7) and Cm (6.8);
6 cos αm = <Cm;
7 sin αm = sgn{=Cm}
√
1− cos αm;
8 αm = p arg {cos αm + i sin αm};
9 repeat
10 compute S (6.15) and D (6.16);
11 [am, bm] = D∗SATm |D|−2 from (6.14);
12 p = sgn(|bm|2 − |am|2);
13 until amplitudes converge;
14 end
15 ηi = iFFT([a a∗(Mw/2 : 2)]);
16 ηr = iFFT([b b∗(Mw/2 : 2)]);
In practice, relative gauges spacing is limited by the gauges dimensions, and
singularities may occur very soon. With a loss of locality, but with a sufficient
increase of stability, a fourth gauge should be added. If correctly placed, an-
noying singularities does disappear. The fundamental triplet is then used to
resolve phases mismatches, while the fourth enters the LS amplitude estima-
tion only.
6.3.3 Window Length
Let’s take this very simple model
η = a cos (2pi f t− kx + φi) + ρa cos (2pi f t + kx + φr) (6.20)
and evaluate the error on the incident wave computed by Alg. 6.1 as
Err =
∥∥∥ηFDKRi,2 − ηi,2∥∥∥
‖ηi,2‖ (6.21)
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where subscript 2 stands for second wave gauge.
Now set zero initial time, zero second gauge position, and let vary the ini-
tial phases of incident and reflected components, respectively φi and φr in the
whole circle. This corresponds to analyse the response with respect to the win-
dow attack for all possible situations with respect to the observer at central
gauge.
If window length (Mw points) covers an even number of integer periods, then
the FFT error would be minimum. A window of this kind can be selected
through a zero crossing analysis, or after determining a characteristic period
of a sufficient long record. For sake of locality, let Mw be the distance between
three subsequent zero down crosses (2 periods). In most cases this can not be
taken exactly, due to the mismatch between sampling frequency fs and wave
frequency. Therefore let analyse the error dependence on window length to
period ratio, i.e. Mw f / fs. Results are shown in Fig. 6.2 for f = 0.9 Hz and
fs = 100 Hz.
If time window length is not correctly chosen, then, for small changes (2 time
steps) with respect to optimal length, the error would be raise up an order of
magnitude, due to FFT leakage, independently from the phases. Error is low at
the corners and positive diagonals of the panels of Fig. 6.2, i.e. the two waves
are in phase at central gauge. If they have opposite observation phases, then
the error is maximum.
Fig. 6.3 repeats optimum window width analysis for various reflection coef-
ficients. Black contour lines represent the observer phase of window attack
φw/pi defined by posing c cos (2pi f t− kx + φw) = η of (6.20) at gauge 2. For
example, a value of 1 (2) means that, at window start, the observer sees a
trough (crest); and a zero down(up)-cross is denoted by 0.5 (1.5). Even if only
integer φw/pi lines pass through error local minima, there seem to be no option
for choosing best attack position.
6.3.4 Implementation Tips
Round-off errors The precision of FFT depends upon the CPU and on the
kind of implementation. Usually the round-off errors are on the order of ma-
chine precision. For the present utilization of Fourier coefficients, even these
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Fig. 6.2 – Log10 of FDKR error at various window length
over period ratio (bold face). Water depth is 0.6 m, a =
6.5 cm, ρ = 0.9, f = 0.9 Hz and gauge spacing is s =
0.04 m.
small errors appear to be a critical point.The uncertainty spreading involved
in (6.5) and (6.6) may lead to wrong solutions.
Consider as an example, two linear waves (incident and reflected) with the
same frequency. In this case the solution for βm must be zero, being the differ-
ence of two equal wavenumbers (6.4). Then real part of (6.7) argument must
be finite, and the imaginary part must be zero. Due to errors spreading, the
latter absolute value will result 2 ∼ 3 orders of magnitude greater than FFT
round-off error. In case the former (real part) is small too, then βm results suf-
ficiently far from zero to affect sensitively the final solution.
For expected solutions far from pi/2 multiples, accumulated errors are small
compared to the components of (6.7), hence their ratio results very close to the
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Fig. 6.3 – Log10 of FDKR error (color) for various reflec-
tion coefficients (bold face). Black contours: φw/pi. Wa-
ter depth is 0.6 m, a = 6.5 cm, f = 0.9 Hz and gauge
spacing is s = 0.04 m.
desired one.
As a rule of thumb for circumvent these problem, one can set a threshold of
about 103eM (where eM is machine precision) for both complex and real part
of Fourier coefficients and (6.5).
Singularities Close to the classical singular lines (6.18) the solution may
explode, hence one should exclude interested components to be processed.
Note that gauges must have been spaced to prevent these singularities to occur
at significant frequencies (according to linear wave theory).
For what concerns the curves (6.19), the angles lying in their neighbourhood,
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while not exactly on them, can be transformed to the linear solutions, i.e.
αm = sΩ−1(mω0) (6.22a)
βm = 0 (6.22b)
which is still regarded as a good approximation.
Whenever these solutions are not sufficient, one may put a quality condition
for very unreliable components. For example |am|+ |bm| should not be too big,
with respect to the mth Fourier coefficient of the original sample.
Unitary
reflection
coefficients
It may happen that, the absolute values of incident and
reflected amplitudes are very close. The algorithm is then
unable to determine the right quadrant for αm. The solu-
tion should be forced to the linear one.
Wrong cosines Despite the error smoothing, the local approximation model
may be wrong, at least for some components. In some cases this is revealed by
the appearance of absolute values bigger than unity for cos αm (6.9). It seems
that there’s nothing to do with it.
6.4 Global Treatment
6.4.1 Algorithm
In general, we will process wave gauge signal belonging to small time win-
dows (compared to the whole record), as described by Alg. 6.2, which helps
in satisfying our needs. The choice of the windows length (line 2) appears
to be an important point to discuss. The opportunity of overlapping them
and changing their shape, thus modifying accordingly the merging (averag-
ing) procedure at line 10, may also affect the final results. These aspects are
discussed below.
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Algorithm 6.2: Windowed Fourier DKR
Data: η (M× 3 data set), s (gauge spacing), h water depth, fs sampling
frequency
Result: ηi (incident), ηr (reflected)
1 set iw = 1;
2 choose a time window ;
3 Mw = length(window);
4 repeat
5 η0 = η(window);
6 [η0i(iw)η0r(iw)] = FDKR(η0, s, h, fs) Alg. 6.1;
7 shift window;
8 iw = iw + 1;
9 until window(end) >= M;
10 ηi = merge(η0i);
11 ηr = merge(η0r)
6.4.2 Window Shape
The big part of the error is due to FFT leakage, causing side-ends distortions.
Cosine tapering, such as with Tukey windows, is frequently invoked in spec-
tral analysis to preserve certain symmetry and limit side-ends effects. The
three panels in Fig. 6.4 show the error due to application of three simple
shapes: a rectangular, a triangular (Bartlett) and a Hann window.
Fig. 6.4 – Log10 of FDKR error for various window type:
a) rectangular, b) Bartlett, c) Hann. Other data: same as
Fig. 6.2.
Since the errors are concentrated at the ends, a zero ended window is prefer-
able. As side-ends are smoothed out, the resolution becomes better, and local
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minima appear also on the first diagonal of the diagram. This aspect is em-
phasized in case of raised cosine type windows. In principle the shape should
be designed according to the expected error distribution. However, this can be
done for regular waves only. As modulations and non-harmonic components
start to enter the domain, the error distribution may vary a lot from case to
case.
The choice at line 2 of Alg. 6.2 is then determined as a Hann window, of length
Mw, correspondent to an even number of periods MT. In particular Mw will
be the minimum even number of points between MT down zero-crosses plus
the zero-closer one.
The window shape is then used in the merging procedure only (Alg. 6.2, line
10), not in pre-processing. Hann heights are intended as coefficients to be used
for weighted average of the results at each time step.
The first weighted point will appear with a delay depending on the overlap-
ping width. For example, if windows are overlapped approximately of Mw/2
(depending on the choice of each support) then the cited point will be ready
after reading 1.5Mw points, plus the computational time. The latter is very
small: non optimized, non compiled (Matlab interpreted), Alg. 6.1 elaborates
Mw = 200 points in approximately 0.002 s on a single i5 processor, e.g. 1/5
time steps when sampling at fs = 100 Hz.
6.4.3 Window Overlap
There may be severe changes in the prevalent frequency, especially in transient
zones. Hence, taking zero crosses as the only feature for decision on windows
lengths may induce sensible errors. At present, the strategy can be described
as follows.
First of all, a local characteristic period (Tcar) is determined on the basis of
zero-down cross analysis. To define it for the whole data set, a cubic spline
interpolation is used.
Local window length is decided on the basis of a pre defined number of down-
crosses (Mzdc). This should satisfy the need of minimizing the FFT error for
the most energetic components. The overlapping intervals are also decided on
ZDC basis: the window advance is on the order of one zero down cross.
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Each window signal is processed by FDKR and the results are then weighted
with Hann coefficients. Since the length is designed to accomplish a local pe-
riod demand, and since the minimum errors are expected at the window cen-
tre, the closer the local period T(m)car (at a given instant) to the characteristic
window local period T(w)car , the lower should be the committed error. For that,
an additional set of weights is applied:
γm = e
−
∣∣∣T(m)car −T(w)car ∣∣∣2 (6.23)
Since the signal is divided into a number of partial overlapping windows of
different length, the weights (both Hann and (6.23)) are normalized according
to window length.
Results at a given time are then averaged according to the so determined
weighting coefficients.
6.5 Performance
6.5.1 FDKR
Linear waves
(numerical)
Figures 6.5 and 6.6 compares the performance of the adap-
tive FDKR versus a LS method, where wavenumbers are
the linear solutions. Results are given for a single Hann window, covering 2
periods.
It is seen that if FFT is unable to resolve correctly the frequencies, FDKR adapts
wavenumbers decreasing the error by an order of magnitude, with respect to
classical LS (Fig. 6.5). If the frequencies are matched, the errors of both meth-
ods are not far from machine precision, and are mainly due to round-off (Fig.
6.6).
Weakly
non-linear waves
(numerical)
When dealing with second order Stokes solutions FDKR
resolves finds an approximation for the phases of the bounded
component, while the Airy based LS does not.
If the FFT resolution is sharp (Fig. 6.7) FDKR errors are the same of the corre-
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Fig. 6.5 – Log10 of error for a) FDKR, b) LS. Results are
Hann windowed. Other data: same as Fig. 6.2.
Fig. 6.6 – Same as Fig. 6.5, except for f = 1 Hz.
spondent linear case (Fig. 6.6).
If FFT resolution does not match the wave frequencies (Fig. 6.8) then FDKR
adapts the phases at each frequency, and solved the problem with an error
which is again, in the most part of the graph, similar to the linear case one
(Fig. 6.5). In both cases the precision of the LS method is the same, since it is
governed by the mismatch of the second harmonic phases.
The sharp high error lines in Fig. 6.8 (left panel) are due to second harmonics.
When the incident and reflected components have a phase difference (which
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Fig. 6.7 – Log10 of error on Stokes 2nd order solution for
a) FDKR, b) LS. Results are Hann windowed. Other
data: same as Fig. 6.2.
Fig. 6.8 – Same as Fig. 6.7, except for f = 0.9 Hz.
depends on the observation point) exactly equal to qpi (∀q ∈ Z) the algorithm
converges to wrong amplitudes.
One may fix this bug forcing FDKR to the linear solution. But besides a little
improvement for the FFT non-sharp resolved cases, it would worsen severely
the precision for the rest of the applications. This does remain an open ques-
tion, thus. Anyhow, note that, in order to invalidate the solution, the phases
difference matches (qpi) must be exact.
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Weakly
non-linear
laboratory waves
(numerical)
When dealing with laboratory regular waves, and in gen-
eral, with irregular waves (both field and laboratory events),
Stokes solutions predict coexistence of free and bound waves
at each frequency band. Linear superposition of these
components do not match with local DKR assumptions. In fact, the expression
of local amplitude and wave numbers are not stationary in space (according to
Stokes). See e.g. (4.64).
Consider a simple quasi-regular laboratory wave field:
η =a cos (ωt− kx + φ) + aF cos (2ωt− kFx + ϕ)
+ b cos (ωt + kx + ϕ) + bF cos (2ωt + kFx + ϕF)
+ interactions (4.32)
(6.24)
with k = Ω−1(ω) and kF = Ω−1(2ω) the linear wavenumbers. This is pro-
duced generating relatively steep waves with straight Biesel transfer function.
But it is also determined by perfect waves interacting with obstacles in the
flume. Therefore a frequent case to be dealt with when testing floating struc-
tures in relatively steep wave conditions.
Assume that free second order wave is generated at the paddle and let vary
the amount of the reflected one. In order to investigate the expected errors,
for each case assume the observer phases to be even distributed random vari-
ables in the interval [0; 2pi]. In principle the phase of the unwanted outgoing
wave can be deterministically evaluated, but let it be an additional unknown
variable for general purposes. Results of Monte-Carlo based simulations are
are reported in Fig. 6.9, where sensitively high wave steepness (a/L = 0.045)
was considered. Note that, for the last point, bF/b = 0.3. And this is not an
infrequent case.
The performance of FDKR is compared with classical LS and with an iterative
LS (LS2) which resolves the bounded wave field according to (4.32).
For very small spurious free waves amounts (bF/aF) a better behaviour for
FDKR was expected (with respect to LS), since the algorithm is able to model
exactly the bounded waves phases. The reason for this unexpected discrep-
ancy should be investigated in the future. In general the bigger errors are due
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Fig. 6.9 – Error committed by three valuable methods.
Black: LS, blue: FDKR, red: LS2 with second order fit-
ting. Thick lines: average errors; dashed lines: confi-
dence interval. Main reflection coefficient is ρ = 0.5;
ω = 1.8pirads−1, h = 0.6m, aF is ≈ 0.5 the main
bounded component amplitude, a = 6.9cm.
to the fact that the wave field does not match DKR hypotheses. The best results
are given by the second order solver.
Comparison of Fig. 6.9 with Fig. 6.8 reveals that the presence of more than one
free component (non strictly regular field) dramatically decreases the methods
precision. Even if LS2 results were not given before, the reader would trust
that its capability is comparable with FDKR, for previous simple wave fields.
6.5.2 WFDKR - Flume data examples
This paragraph reports examples of application to extreme cases of wave flume
records. A floating breakwater is moored with loose chains in the flume, and
gauges are placed in between paddle and FB positions, well away from them.
For both examples the gauges spacing is x = [00.0850.170.27]. The reasons for
that choice will be described in the next chapter. Waves are generated with
piston type paddle with regular monochromatic motion. No correction for
spurious waves is adopted.
WFDKR outputs based on the first gauges triplet are compared with other
methods. These are the straight LS, based on whole gauges set, a windowed
LS (first triplet) and a windowed LS2 (whole set). Windowing and averaging
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are done by the same algorithm for the three methods.
Example 1 Wave principal frequency is f = 1.894 Hz, water depth is
h = 0.6 m and target wave amplitude is a = 0.65 cm.
Fig. 6.10 shows the outputs of the four mentioned algorithms for a time range
where no reflection is expected. WLS2 is the only one which shows almost neg-
ligible reflected wave, since it is the only one that captures almost perfectly the
phases of the second harmonics. All other suffer a sensible leakage. Airy based
LS and WLS2 misinterpret the second harmonics phases. It has been shown
that WFDKR is able to exactly reproduce the phases of mono-components. The
reason of its failure is then to be considered a confirmation that multiple waves,
travelling with different celerities, coexist at each frequency.
For completeness, in Fig. 6.11 attention is paid to time at which FB reflected
waves begin passing through the gauges line. In these regions there’s no way
of distinguishing the better and the worse.
A classical way of evaluating the output of a reflection analysis is to measure
the distance between the reconstructed wave η˜ = ηi + ηr (incident+reflected)
and the original signal η. A normalized error estimation is here proposed:
Err =
(η˜ − η)
max{|η|} (6.25)
In Fig. 6.12, 6.25 are given for each method, and for the whole data set. The
LS method reconstructed wave field is closer to the original than the WLS ones
simply because the frequency discretization is more accurate. The better re-
construction is due to WLS2.
The smaller errors are observed for WFDKR in the time range where only in-
cident waves are expected. The reason for the better, even if in cumulative
sense, behaviour, is that the phases of the principal component are better es-
timated by FDKR procedure. At fundamental frequency band, no sensitive
bound components are expected, hence the adaptive phase resolution is al-
most exact. In the reflection zone, the WFDKR errors have the same order of
magnitude of Airy based methods.
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Example 2 Wave principal frequency is f = 0.812 Hz, water depth is
h = 0.385 m and target wave amplitude is a = 9.2 cm.
Fig. 6.13 shows the outputs of the four mentioned algorithms for a time range
where no reflection is expected, while Fig. 6.14 for the time range at which FB
reflected waves start to reach the gauges.
Again, the best results are due to WLS2. Anyhow, WFDKR outputs are not
worse than Airy based methods. This is probably due to the fact that second
order phases mismatches are not so big as in the preceding example, i.e. wave
are less dispersive. Note that relative water depths (kh) are 9.38 and 1.32 for
examples 1 and 2 respectively. For that, second order phases are better approx-
imated by FDKR.
Cumulative errors are given in Fig. 6.15. WFDKR ones are lower than the oth-
ers by an order of magnitude, again for its power of resolving almost exactly
the phases of the fundamental components.
6.6 Concluding Remarks
These few words are meant to close the chapter series spent on research of a
valuable reflection analysis method for laboratory waves.
All linear methods do not satisfy the precision need when analysing relative
high steep wave conditions, due to their sensitive non-linear characteristic.
Even not found in literature, a second order Stokes method was implemented
(LS2).
Among all methods DKR seemed a good starting point to be dealt with. Au-
thors report that its performance is limited in case of non strictly speaking
narrow band wave spectra. Its precision is related to mismatches between the
simplified model quadrature and the one given by its HT. Attempts of amelio-
rating its capability are done at first by implementing a modified EMD proce-
dure for expanding the wave signals into a set of Bedrosian admitted signals.
It was concluded that EMD like utilized procedures are unable to explode the
gauges signals into a set of homogeneous basis, useful for reflection analysis.
Other DKR problems were recognized and solved by rewriting basic equations
and implementing it iteratively. A novel solution (FDKR) was proposed, based
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on DKR, but applied to components in the frequency domain, instead of on an-
alytic signals in time domain.
It has been shown that the tool gets rid of FFT frequency discretization and
is therefore able of resolving wave phases much better than a linear method.
However the application to real data showed that waves interaction are not
solved properly. This at least confirms that a number of components with same
frequency travelling at different speed co-exist in the observation region.
Wave-wave interactions, at least up to second order, are better detected by LS2.
I.e. an hydrodynamic model is really need, at least up to now.
For these reasons, the final choice is the windowed Stokes second order LS
based method. LS2 will be used for separating wave trains from laboratory
data collected for the present work.
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Fig. 6.10 – Example 1. Reflection analysis results where
no reflected waves are expected. Outputs of each of
considered methods. Black dashed line: original data;
blue: incident wave; red: reflected
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Fig. 6.11 – Example 1. Reflection analysis results where
first reflected waves reach the gauges. Outputs of each
of considered methods. Black dashed line: original
data; blue: incident wave; red: reflected
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Fig. 6.12 – Example 1. Errors on wave filed reconstruc-
tion for each of considered methods.
6.6. Concluding Remarks 119
Fig. 6.13 – Example 2. Reflection analysis results where
no reflected waves are expected. Outputs of each of
considered methods. Black dashed line: original data;
blue: incident wave; red: reflected
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Fig. 6.14 – Example 2. Reflection analysis results where
first reflected waves reach the gauges. Outputs of each
of considered methods. Black dashed line: original
data; blue: incident wave; red: reflected
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Fig. 6.15 – Example 2. Errors on wave filed reconstruc-
tion for each of considered methods.

7EXPERIMENTAL SET-UP
7.1 Facilities
Physical model tests have been carried out in the Maritime Laboratory of ICEA
Dept. (University of Padova). The wave flume is 36 m long, 1.0 m wide and
1.4 m deep (Fig. 7.1).
Fig. 7.1 – Wave flume set up. Horizontal scale to vertical
scale proportion is 4 : 1.
7.1.1 Wave Generation
The wave generator paddle is a hydraulic servo-controlled roto-translating
flap with variable rotation point. It can be set to work as a bottom hinged
flap as well as a pure translating piston. All intermediate configurations are
possible. For present job the machine motion were set to piston mode.
The basic wave generation software is based on f irst− order Biesel technique,
allowing both regular motion and irregular JONSWAP and Pierson-Moskowitz
like white noise filtered spectra. Other kind of wave conditions can be user de-
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fined, imposing needed paddle motion timeseries. The system is equipped
with a filter based active absorption system.
Due to the facility complexity, each experimental set-up has to be preceded
by an overall paddle transfer function calibration. A set of user friendly VBA
based tools has been recently implemented (Pezzutto, 2012) to provide a fast
and automatic procedure.
For present job, waves were generated with simple f irst− order technique and
active absorption tool was utilized.
7.1.2 Wave Measurements
Water surface time series were sampled with 8 resistive gauges, connected to
HRw rack-mounted system. Both gauges calibrations and data sets storage
was pursued via rack-USB interface through HRDaq software.
For present job, gauges were divided into two in-line arrays. The first one has
been positioned between the paddle and the FB site, and the second between
the FB and the beach. Gauges number identifiers are ordered left to right (Fig.
7.1).
The distance of each array from the FB is 4m (with reference to gauges 2 and
5), high enough to not capture significant evanescent standing modes.
Each array has been designed to cope with reflection analysis methods enu-
merated in Sec. 6.5.2. The first three gauges are equally spaced (for DKR use)
of an amount of 8.5 cm, and the fourth is positioned 27.1 cm downstream from
the first gauge to minimise LS overall singularities.
7.2 Models
Two floating breakwater models were utilized for physical tests. General sketch
is given in Fig 7.2 and detailed characteristics are summarized in Tab. 7.1. Both
models were built using aluminium with a polystyrene core.
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Fig. 7.2 – Sketch of FB models, with indication of 2DV
relevant dimension.
Tab. 7.1 – FB models description with reference to Fig.
7.2
FB code type mass [kg] w [m] ds [m] d [m] d2 [m] Th [s] a
S16 single 16.20 0.250 0.150 0.110 0.035 0.88
D56 double 56.30 0.500 0.283 0.178 0.067 1.17
a heave natural period measured with free decay test on 0.515 m water depth
7.3 Test Cases
The series of tests has been designed according to the main objective of this
job, i.e. to investigate the behaviour of some commercial type FBs relative to a
set of non dimensional parameters. Some of them have been identified in Ch.
3. These are the ratio of incident wave period over FB heave natural period
(evaluated through free decay test), i.e. T/Th, wave steepness kH (or 2piH/L)
and relative FB draft d/h.
Due to physical limitation of the wave flume, the small FB has been utilized
to investigate relative small d/h conditions, while the bigger one resulted suit-
able for big d/h ratios. The four setups (series) are here summarized in Tab.
7.2. All waves are regular waves, except where mentioned.
It is worth to mention that some extreme combinations were not investigated
due to initial incorrect evaluation of generator limitations, some were excluded
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Tab. 7.2 – Test series description. For each series consider
all possible combinations with H/L = [0.03 0.05 0.09].
series FB d/h h [m] zc [m] a xc [m] a T/Th
from to step
A S16 0.183 0.600 0.550 1.400 0.6 1.5 0.1
B S16 0.286 0.385 0.320 0.900 0.6 1.5 0.1
C D56 0.286 0.623 0.543 1.520 0.5 1.6 0.1
D D56 0.396 0.449 0.369 1.100 0.5 1.6 0.1
a zc and xc are vertical and horizontal lengths of chains at rest
for sake of safety, and some others were corrupted for some physical reasons
(moorings loosening or breaking, incorrect sampling,. . . ). These are here enu-
merated with notation [<series>, <T/Th>, <H/L>]: [A, 1.5, 0.05], [A, 1.4, 0.09],
[A, 1.5, 0.09], [B, 1.5, 0.09], [C, 1.4, 0.05], [C, 1.1∼1.4, 0.09], [D, 1.4, 0.05], [D, all,
0.09].
Four additional tests were later included for aesthetic purposes (photos and
moovies) and demonstration examples. These are two regular wave tests,
namely [D, 0.5, 0.05] and [D, 1.4, 0.02], and two irregular wave runs. The first
of these is a narrow banded JONSWAP-type wave series, γ = 3.3, denoted by
J[D, 1, 0.03], where values have to be intended in a peak and significant terms.
The second one is a Pierson-Moskowitz wave series with same modal period
of the former, therefore denoted as PM[D, 1, 0.027].
Total number of test cases is then 105. The 103 regular wave tests results will be
utilized for FB parametric analysis, while the 2 irregular wave ones are utilized
to inspect spectral deformations of waves passing a FB.
7.4 Analysis Methodologies
7.4.1 Pre-Analysis
Reflection
Analysis
All the results presented in Ch. 8 are derived from least
squares frequency domain algorithm LS2 described in 4.1.3.
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Pre-Treatment LS2 output timeseries have been shortened, eliminating
the side end transients. The shortening has been made synchronizing incident,
reflected and transmitted waves, accounting for main group celerities and FB
and wave gauge positions.
This procedure allowed to retain, case by case, for incident, reflected and trans-
mitted surface elevations, the same series length and the corresponding event
representation, in terms of energy flux.
7.4.2 Coefficients Expansion
By pursuing the reflection analyses throughout LS2 method, we achieved an
almost second order accuracy on separated time-series. This allows us to eval-
uate FB process coefficients directly from free waves data. Thus all data pre-
sented in the following are to be referred to LS2 reflection analyses.
Gauges arrays have been placed sufficiently far from the floating object, so we
can expect that non-linear wave components can be fully described based on
primary waves. Denoting the free waves incident signal (complex) amplitude
with ai and the transformed one (reflected, transmitted or dissipated) with aF,
in general we have for a linear process
aF (ω) = F (ω) ai (ω) (7.1)
with F (ω) a given transfer function. Bounded incident second order spectra
are due to primary ones
aI Ii (ω1,ω2) = G (ω1,ω2) ai (ω1) ai (ω2) (7.2)
where G are the second order transfer functions. Due to its linearity, the trans-
formed second order spectra are again linear functions of the latter:
aI IF (ω1,ω2) = G (ω1,ω2) aF (ω1) aF (ω2)
= G (ω1,ω2) F (ω1) ai (ω1) F (ω2) ai (ω2)
= F (ω1) F (ω2) aI Ii (ω1,ω2)
(7.3)
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If (7.1) holds for reflection, transmission and dissipation of energy for a wave
passing an FB, then it is sufficient to evaluate the linear coefficients F (ω) only.
Linear
Coefficients
In order to determine (evaluate) F (ω) from experimental
data we first isolate free wave components from second
order bounded ones (see Fig. 7.3). Error in pursuing this separation is almost
of third order in wave steepness. No additional procedure is needed for that,
since, by solving the reflection problem with LS2 method, Fourier components
and time series are already available.
Fig. 7.3 – Refinement of the records, discarding relevant
phase-locked components. Ordinate: energy spectral
densities, normalized with value at principal frequency.
The whole data set of present job regards laboratory regular waves. Hence,
for each record, the most part of energy is concentrated at fundamental fre-
quency ( fP). After the separation (Fig. 7.3), we note that, at double frequency
an amount of energy deputed to un-locked waves usually exists for each case.
This aspect matches expectations, since it is well known that pure sinusoidal
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paddle motion generate unwanted free components, which are second order
in wave steepness.
For the same reasons (interaction of a sinusoidal wave with an object) free
waves at double frequency (2 fP) are expected to be released by the FB. There-
fore, in reflected and transmitted records, we may face 2 fP free components
which are partly due to linear reflection (transmission) of incoming compo-
nents of the same kind, and partly to quadratic transfer from primary fP com-
ponents. It is not infrequent then to compute meaningless (bigger than unity)
reflection and transmission coefficients at these frequencies bands (Fig. 7.4).
Fig. 7.4 – Transmission coefficients for free second har-
monics (series C). Steepness (colorbar) is relative to
incident primary component. Coefficients higher than
unity reveals that an amount of energy comes from
somewhere else in the world.
For these reasons, we will consider only primary waves to interpret linear re-
flection and transmission coefficients distributions.
Non-Linear
Coefficients
Once F (ω) in (7.1) is estimated for reflection and trans-
mission processes, the amount of energy transfer from pri-
mary to second harmonics can be depicted. The second harmonic energy in-
crease can be estimated as the difference between measured energy |aF (2ω)|2
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and its expected linear value:
∆EF (2ω) = |aF (2ω)|2 − F2 (2ω) |ai (2ω)|2 (7.4)
The coefficient
δ2F,2 =
|∆EF (2ω)|
|ai (2ω)|2
(7.5)
does therefore account for second harmonic energy loss, if ∆EF (2ω) is nega-
tive, or for an energy increase, if ∆EF (2ω) > 0.
Since we are dealing with regular waves only, it is expected that, in the latter
case, (7.4) has to be deputed to quadratic transfer from primary component. It
is also expected that, at this level, energy flux is conserved:
cg (ω)∆EF (ω) = cg (2ω)∆EF (2ω) (7.6)
with cg the group celerity of the free wave at corresponding frequency.
If ∆EF (2ω) < 0 such estimation can not be done, because the whole trans-
fer amount results masked by second harmonic losses. For these reasons the
following coefficient is defined
δ2F,1 = max
{
0,
cg (2ω)
cg (ω)
∆EF (2ω)
|ai (2ω)|2
}
(7.7)
accounting for additional primary wave loss.
It is worth to notice that, in order to have a complete description for irregular-
like waves, second order transfer functions should be estimated throughout
bi-chromatic wave fields experiments. This is left for future research.
7.4.3 Coefficients definition
Analyses for primary and second harmonics will be separated, and the wave
height for the jth harmonic are computed with the proper discrete summation
form of following energy integral:
H2m0 (j fP) = 8
∫ fP+∆ f
fP−∆ f
E ( f )d f j = 1, 2 (7.8)
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where fP is the frequency of the main wave and ∆ f ≤ fP/2.
All transmission (τm0), reflection (ρm0) and loss coefficients (δm0) do refer to
spectral analysis, except when differently indicated in text or by subscripts.
Squared coefficients do refer to energy ratios, while non squared ones account
for amplitudes or heights ratios.

8RESULTS AND DISCUSSION
8.1 Verification of Target Incident Waves
This section is meant to verify experimental magnitudes characteristics and
time series regularity. Inspection is made through zero down cross analysis
of the incident wave series, previously separated according to the most stable
reflection analysis method (LS2).
8.1.1 Wave Periods
Mean period Tm is here defined as the average of all detected zero-cross peri-
ods. Figure 8.1 report their deviations from the target periods T, i.e.
e (Tim) =
Tim − T
T
. (8.1)
In all cases Tm deviates from target values less than 1%. By this point of view
all data are acceptable.
8.1.2 Root Mean Square Heights
Root mean square heights is defined as the square root of the average of all
zero-cross detected squared wave heights (Hzc),
Hrms =
√
〈H2zc〉 (8.2)
Figure 8.2 gives the relative errors of LS2 separated incident wave heghts (Hirms)
with respect to the target values (H), i.e.
e (Hirms) =
Hirms − H
H
. (8.3)
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Fig. 8.1 – Relative error on Tm (8.1) of generated waves.
Colorbar: expected wave steepness.
Results are plotted against target wave periods (T) and coloured according to
target wave steepness (kH).
There are three recognizable outliers in panel A of Fig. 8.2. Their separation
from the main tendency isn’t due bad wave data analysis but to wrong user
input to the wave generator. These are therefore useful data, and will not be
discarded for later manipulations.
The overall behaviour of data states that long waves were generally better
reproduced at the wavemaker. Short small waves were usually higher than
wanted, while steep short waves turned out to be generally lower. This causes
a little compression in the target wave steepness range.
8.1.3 Heights Distribution
Regularity of wave trains is here investigated. In statistical terms, significant
wave height is defined as the average of the highest third of Hzc set, and is here
denoted as H1/3. The closer is H1/3 to Hrms the more regular the wave train.
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Fig. 8.2 – Relative error on generated Hrms. Colorbar:
expected wave steepness.
Figure 8.3 reports this deviance, i.e.:
e (Hi1/3) =
Hi1/3 − Hirms
Hirms
. (8.4)
Most deviations are smaller than 0.1, which can be set as the acceptable limit.
In fact, in all cases wavemaker rump-up waves are included in the analysis,
and these are on the order of 1 over 10.
Relative short waves were very difficult to be generated properly, since trans-
verse oscillation effects appeared very soon, close to the paddle. That was
mostly due to the leakage at the wavemaker sides. These effects were more
visible in case of steep waves (long and fast paddle motions) and particularly
strong after few waves were reflected back from the FBs towards the genera-
tion point. All time series were shortened to exclude these phenomena but, in
some cases, their early envelope appeared very irregular. The latter are recog-
nizable in the small period regions, namely 0.5 ∼ 0.7 s.
Data presenting a deviation value higher than e (Hi1/3) = 0.12 could be ex-
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cluded from further investigations. These are [A, 0.6∼0.8, 0.09], [B, 0.8, 0.09],
and [C, 0.5∼0.6, 0.09]. But, in some cases they fit with other data, as it can be
verified in next paragraphs.
Fig. 8.3 – Regularity of generated wave heights distribu-
tions as by (8.4). Colorbar: expected wave steepness.
8.1.4 Discarded Data
In some cases the experiment went corrupted for some reason. Besides the
ones already mentioned, a description of the exclusion paradigms and the list
of discarded events is hereby described.
In two cases the mooring broke before a significant amount of data was recorded.
As these were limit cases (end series, high steepness and very long waves) they
were not repeated. These are [B, 0.67, 0.09] and [D, 0.77, 0.05].
In four cases short cross modes (flume lateral near-resonance) developed very
soon, thus corrupting the wave field. These are [A, 0.52, 0.09], [B, 1.25, 0.09],
[C, 2.00, 0.09] and [C, 1.67, 0.09]. Even capturing the cross modes exactly, data
would be unusable. In fact, enhancing dissipative white capping phenomena,
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they partially destroy reflected (and incident) wave fields. Thus making the
interpretation of the latter a bit cumbersome.
Under particular steep and long waves (thus very far from design conditions)
the motion of the FBs suffered of severe mooring snaps. Most of the cases re-
main included. But a strong deviance from main behaviour was observed for
the small FB in cases [B, <0.8, >=0.05] and [B, <0.9, 0.09]. Related data are left
for separate extreme cases analysis.
Other four cases are excluded because they reveal (for each reflection analysis
method taken into account) that some energy went "created" at main wave fre-
quency, i.e. negative energy dissipation coefficients δ2 were found. Since this
coincides with very short waves events, it could be explained by existence of
undetected relevant cross modes. These cases are [A, 1.43, 0.05], [A, 1.43, 0.09],
[B, 1.67, 0.03] and [B, 1.43, 0.05].
8.2 Wave Transmission
8.2.1 Linear Coefficients
In regular wave tests, energy is well concentrated at narrow frequency bands.
Since we are analysing here only fundamental components, we commit no sub-
stantial error in using τm0. Fig. 8.4 depicts, series by series, τm0 against the
primary waves frequencies fP. Data are coloured according to estimated wave
steepness.
Frequency (time)
Scale
We recall here the non-dimensional variable introduced in
by (3.11), here in terms of frequency:
χ−1 = ωP
ωˆh
(8.5)
where
ωˆh =
√
g
d + 0.35w
(8.6)
is set on the basis of (3.9). Same data of Fig. 8.4 are given in Fig. 8.5, but
plotted against non-dimensional frequencies (8.5). It can be observed that lo-
cal minima (corresponding to resonance condition) are all located at χ ≈ 1.2.
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Fig. 8.4 – Transmission coefficients for primary compo-
nents.
This fact gives more consistency to the choiche of geometrical scaling factor for
principal wave frequencies.
Frequency
Response
For each case an average frequency response function can
be extrapolated
At = T (χ) Ai (8.7)
Where Ai and At are the incident and reflected amplitudes. The transfer func-
tion T can be expressed as the product of two functions, one describing the
general decay of transmission coefficient with respect to (non-dimensional)
frequency, and the other the local minimum due to resonance, i.e.
T (χ) = Td (χ) Tr (χ) (8.8)
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Fig. 8.5 – Transmission coefficients for primary compo-
nents, with respect to non-dimensional frequenciy (8.5).
The general decay of transmission coefficient is
Td = 1− exp (c1χc2) (8.9)
and the resonance function
Tr = 1− c6yr exp [r (1− y)] (8.10a)
y = (c3χ)
−c5 (8.10b)
r =
c4
c5
(8.10c)
While the former wants to mimic the general low pass behaviour of a floating
barrier, the latter is inserted to cope with the local minima, visible in Fig. 8.5
and Fig. 8.4, with local minima of linear mathematical models. In particular,
coefficient c6 govern the height of the minimum, located by c3. All the others
are shape coefficients.
Other alternatives would have been difficult to control. For example, with an
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exponential for low frequencies plus a Rayleigh-Weibull kind for high frequen-
cies, it was somehow difficult to locate the local minima.
With help of Newton-like fitting routine, equations have been fitted to data for
each test series. Table 8.1 enumerate the results, while in Fig. 8.6 graphical fits
are reported.
Tab. 8.1 – Parameters for (8.9) and (8.10).
coeff. A B C D
c1 1.99 2.22 2.75 2.35
c2 3.54 3.77 3.43 3.64
c3 1.15 1.13 1.16 1.13
c4 5.37 4.11 5.02 2.95
c5 14.70 13.04 5.26 7.21
c6 0.54 0.50 0.68 0.70
Fig. 8.6 – Fitting functions (8.8) for the transmission coef-
ficients distributions of Fig. 8.5.
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Wave Steepness Very low dependence is observed, in general, with respect
to incoming wave height, thus with respect to wave steepness or any other
combined parameters.
Relative Depth
Response
If the second more significant parameter is relative draft
d/h, then distributions of panel B and C in Fig. 8.6 should
appear very similar, since they represent two cases with same d/h. But it is not.
Especially in the region χ−1 below resonance zone, C distribution is somewhat
lower than B one.
In order to express this secondary variation, an alternative variable might be
searched for. Many combinations have been tried, ending up with following
(8.11) which satisfy the needs.
ξ =
tanh kˆh (h− d)
kˆhw
(8.11)
where kˆh is the wavenumber corresponding to heave frequency estimation
(8.6) and water depth h.
Note that non physics is involved in last definition. Anyhow it has some mean-
ingful features. The numerator grows from 0 to 1 as draft approaches water
depth. Moreover, the wider the FB, the lower the value of ξ. Anyhow, the
dimensions must cope with the range of validity of (8.6), which has been veri-
fied for compact box and pi− type FB cross sections. As ξ decreases, then lower
transmission should be expected.
First Order
Transfer
Coefficients for (8.9) and (8.10), which values have been
enumerated in Tab. 8.1 are expressed, in this framework,
by suitable simple function of ξ. This choice appeared more feasible than
searching for a function of ξ that enters 8.7 as a third multiplier.
Simple models, for each coefficient, have been designed based on proper as-
sumptions. These are enumerated in Tab. 8.2, together with respective statis-
tics.
The reasons for such models are readily explained. The first one, governs the
strength of the exponential decay, and must have always a positive finite value.
Coefficients c4 and c5 define the width of (8.10), thus must be positive, but zero
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if draft equals water depth, leading to zero transmission. This is enforced by
c6 = 1 in the same situation. The other two coefficients (c2 and c3) were left to
a linear behaviour, even if they are almost the same for each experiment series.
Tab. 8.2 – Parameters for (8.9) and (8.10) as function of ξ.
coeff. model a b SSEa RMSEb R2c
c1 aξ+1 + b 1.50 1.22 0.017 0.092 0.566
c2 aξ + b 0.10 3.46 0.048 0.154 0.014
c3 aξ + b 0.04 1.12 0.000 0.012 0.233
c4 aξ 6.70 0.00 0.061 0.143 0.983
c5 aξ 18.83 0.00 0.889 0.544 0.969
c6 exp aξb 0.82 1.06 0.002 0.032 0.894
a residual sum of squares
b root mean squared error
c determination coefficient
The function which interpret linear transmission, given graphically in Fig. 8.7,
is therefore expressed as
T (χ, ξ) = Td (χ, ξ) Tr (χ, ξ) (8.12)
together with (8.9), (8.10) and Tab. 8.2. Verification of data fitting is rendered
in Fig. 8.8.
8.2.2 Second Order Coefficients
Let trust the linear process described by (8.7), even for what it does predict in
the very high frequency region. Second harmonics linear transmission coeffi-
cients can thus be compared to what predicted by (8.7). Fig. 8.9 compares the
linear interpretation τm0 (χ/2) with T (χ/2).
Second harmonics transmission coefficients are on the order of unity (or higher)
and can’t thus be described by (8.7). Hence an energy transfer from primary
waves has to be admitted. The mount of transfer, with reference to second
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Fig. 8.7 – First order transfer function for transmitted
free wave amplitudes.
Fig. 8.8 – Principal components transmission coefficients
compared to T (χ, ξ). Shaded area: reversible 20% con-
fidence.
harmonic can be estimated:
∆Et (χ/2) = |at (χ/2)|2 − T2 (χ/2, ξ) |ai (χ/2)|2 (8.13)
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Fig. 8.9 – Comparison of second free harmonics trans-
mission coefficients (scattered data) and what predicted
by linear estimation (8.7). Wave steepness refers to pri-
mary component.
The energy transfer (loss) coefficients for second harmonic
δ2t,2 =
|∆Et (χ/2)|
|ai (χ/2)|2
(8.14)
are given in Fig. 8.10 in logarithmic scale. Abscissa refer to primary frequen-
cies χ−1, which helps the description.
All distributions are very scattered, and may suffer of error estimations of the
same order of datum, since the initial measurement error might have spread
significantly throughout all computations. Anyhow, some characteristic fea-
tures can be observed.
In all cases, relative maxima in correspondence of χ ≈ 1 appear, which cor-
respond to maxima in energy transfer from primary to second harmonic for
waves matching FB resonance frequencies. This is a crucial aspect that linear
models are not able to mimic.
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Fig. 8.10 – Energy transfer coefficients (8.14) referred to
second harmonic energy variation. Abscissa refers to
first order component frequency. Wave steepness refers
to primary component.
8.3 Wave Reflection
8.3.1 Linear Coefficients
Reflection coefficients relative to primary frequency band are reported in Fig.
8.11 directly against non dimensional frequency χ−1. The latter confirms as a
satisfactory descriptive variable.
Draft In the high frequency region (χ
−1 > 1, plotted data re-
veals no substantial dependence of ρm0 with respect to any draft/depth com-
binations. A distinct behaviour is observed in short waves region: higher re-
flection is found going from case A to D. However, it appears here a negligible
aspect and no modelling attempts are pursued.
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Fig. 8.11 – Reflection coefficients for primary compo-
nents against normalized frequency. Wave steepness
refers to primary incident wave.
Wave steepness One can deduce from Fig. 8.11 that the higher the wave
steepness of incoming wave, the smaller the reflection coefficient of primary
waves. And this enhances as wave frequency grows.
The intervention of H/L on the sea side wave field is thus crucial. This as-
pect cannot be resolved by any conservative mathematical or numerical model,
such as potential eigenfunction expansions, or solutions based on BEM.
First Order
Transfer
On the basis of the above observations a simple model has
been chosen to mimic the linear reflection process:
Ar = R (χ, H/L) Ai (8.15)
The first order transfer function is given as
R = 1− exp
[
−
(
c1χ−1
)c2]
(8.16)
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where c1 and c2 are steepness dependent functions of the kind:
cj = aj exp
(−bj H/L) j = 1, 2 (8.17)
The four coefficients have been estimated by non-linear Newton-like fitting,
and are resumed in Tab. 8.3.
Tab. 8.3 – Coefficients for (8.17).
a1 b1 a2 b2
0.93 3.90 5.59 7.80
The shape of the resulting (8.16) is depicted in Fig. 8.12, while its validation
against estimated free fundamental components reflection coefficients is given
in Fig. 8.13.
Fig. 8.12 – First order transfer function for reflected free
wave amplitudes.
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Fig. 8.13 – Principal components reflection coefficients
compared to R (χ, H/L). Shaded area: reversible 20%
confidence.
8.3.2 Second Order Coefficients
With an expression similar to (8.14), the quadratic energy transfer coefficient
(loss) for reflected second harmonics can be estimated as:
δ2r,2 =
|∆Er (χ/2)|
|ai (χ/2)|2
(8.18)
with
∆Er (χ/2) = |ar (χ/2)|2 − R2 (χ/2, ξ) |ai (χ/2)|2 (8.19)
Results are given in Fig. 8.14. Note that in many cases the second order trans-
fer appears negative, down to values of−1. This could be due to the fact that R
(8.16) overestimates the linear reflection coefficients ρm0 (see Fig. 8.13). Under
such assumption, (8.18) have been re-evaluated admitting a 20% overestima-
tion (Fig. 8.15).
Unfortunately, even with this correction, data appear very scattered, and no
physical meanings can be deduced. Most probably the scattering is due to
huge error spreading. A secondary maximum appears at resonance conditions
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Fig. 8.14 – Energy transfer coefficients (8.18) for reflected
second harmonics. Abscissa refers to first order com-
ponent frequency. Wave steepness refers to primary
component.
in panel D, but it might be a fake.
Moreover the energy transfers could be severely masked by dissipating pro-
cesses, occurring at small scales. For this reason, the coefficients hereby de-
rived can not be distinguished by energy losses, could thus be cast as net en-
ergy transfer coefficients.
8.4 Wave Energy Dissipation
8.4.1 Primary Wave Energy Losses
Energy loss coefficients relative to primary frequency band are reported in Fig.
8.16 directly against non dimensional frequency χ−1.
Evident maxima in correspondence of unitary relative frequency do reveal
that the most energy is lost by primary waves in near-resonant conditions.
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Fig. 8.15 – Same as Fig. 8.14 but admitting a 20% overes-
timation for R.
The analysis related to steepness and draft parameters is left to following 8.4.2
where net losses are treated.
Expression for
primary losses
The total energy loss of fundamental components can be
approximated by D (8.20), a function of the three parame-
ters identified in this job: scaled period χ (frequency χ−1, relative draft param-
eter ξ and wave steepness H/L, with wave quantities referred to the incident
wave field.
D = 1− R2 (χ, H/L)− T2 (χ, ξ) (8.20)
Comparison with data δ2m0 is given in Fig. 8.17. D evaluations are based on
expected generated waves features (rather than estimated ones). Therefore,
the very outsiders do not conflict with general behaviour.
Note that the match of (8.20) is not perfect, since for very small H⁄L, it defines
a small region where D is little negative. All formula derived so far proceed
from fitting of estimated coefficients, which are error affected. Moreover, they
8.4. Wave Energy Dissipation 151
Fig. 8.16 – Energy loss coefficients for primary compo-
nents against normalized frequency. Wave steepness
refers to estimated primary incident wave.
do not exactly reproduce the results. Anyhow, since errors are not systematic,
these relationships are based on evident data physical meanings, reproducing
them qualitatively, and, with some confidence interval, also quantitatively.
8.4.2 Net Energy Losses
It is worth to notice that part of this energy loss does not leave the system. It
feeds transmitted and reflected secondary components, in the sense of (8.14)
and (8.18), as revealed by Figs. 8.10 and 8.14.
Energy balance for primary waves must then be rewritten as:
τ2 + ρ2 + δ2L = 1− δ2T (8.21)
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Fig. 8.17 – Principal components energy loss coefficients
compared to D (χ, ξ, H/L). Shaded area: reversible 20%
confidence.
where, up to second order precision, δ2L (Fig. 8.20) can be cast as the system
energy loss coefficient (referred to primary amplitude), while
δ2T = δ
2
t,1 + δ
2
r,1 (8.22)
is the amount of energy transfer (relative to primary energy) from primary
incident component to reflected and transmitted second harmonics (Fig. 8.18).
For the definition of δ2t,1 and δ
2
t,1 see Par. 7.4.2, in particular (7.7). These affects
the estimation of energy loss through direct energy balance of at most 15%, as
showed in 8.19, in which
e (δ) =
δ2T,m0
δ2m0
(8.23)
with
δ2m0 = δ
2
T,m0 + δ
2
L,m0. (8.24)
8.5. Spectra Reconstruction 153
Fig. 8.18 – Coefficients for primary component energy
loss due to transfer to second harmonics. Wave steep-
ness refers to estimated primary incident wave.
Parameters
sensitivity
Finally Fig. 8.20 reports primary component net losses
δ2L,m0. Relative maxima at near resonant frequency are
conserved.
As expected, steeper waves do loose higher amount of energy. This mostly
corresponds to lower reflection coefficients.
As water depth parameter decreases, a little increase in local maxima is ob-
served. The distributions does also broaden, with higher energy losses both at
low and high frequencies.
8.5 Spectra Reconstruction
The last two experimental run were based on irregular wave fields. This brief
section aims at evaluating reconstruction of transmitted and reflected spectra
based on linear hypotheses, throughout the proposed formula (8.12) and (8.16).
Energy losses distributions are also compared to what predicted by (8.20). All
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Fig. 8.19 – Incidence of energy transfer from primary to
second harmonic on total loss.
predictions are generated starting from the expected incident spectra, which
are also compared to measured ones.
Figs. 8.21 and 8.22 summarize the results for the JONSWAP and the Piersom-
Moskowitz cases, respectively. Distributions, given with respect to non dimen-
sional frequency χ−1, are normalized with respect to peak value of predicted
curves. Incident wave spectra are very well described, therefore the analyses
of the other distributions can be easily uncoupled.
In both cases the peak of transmitted spectrum is slightly underestimated,
while the shape is well reproduced. On the contrary, energy losses are slightly
overestimated close to the peak, while the high frequencies energies are under-
estimated. Second order energy transfers from peak to high harmonics should
be then taken into account.
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Fig. 8.20 – Coefficients for net primary components en-
ergy loss. Wave steepness refers to estimated primary
incident wave.
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Fig. 8.21 – Predicted spectra (symbols) Vs measurements
(curves) for the JONSWAP case. a) incident, b) trans-
mitted, c) reflected, d) energy loss
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Fig. 8.22 – Predicted spectra (symbols) Vs measurements
(curves) for the Pierson-Moskowitz case. a) incident, b)
transmitted, c) reflected, d) energy loss

9CONCLUSIONS
Floating breakwaters (FB) have been increasingly used, during the last decades,
to protect marinas or small craft harbours. Related scientific publications has
followed this trend. These devices present an alternative solution to conven-
tional fixed breakwaters and can be effective in coastal areas with mild wave
environment conditions. Recently, the search for innovative approaches aim-
ing at flood risk mitigation in coastal areas, deltas, estuaries of large rivers and
shoreline protection has drawn attention to the potentialities of floating break-
waters.
Much of the effort has been drawn to investigate on increasing FB efficiency, in
terms of wave height reduction and in increasing energy dissipation capabil-
ities. This shares many common topics with floating wave energy converters
(WEC) world. In fact, a WEC is nevertheless than an FB which harvest en-
ergy, instead of dissipating it. A growing number of studies provides specific
analysis on the wake wave field of a WEC, and discuss on the possibility of
matching the two targets of wave climate mitigation and energy harvesting.
Numerical models used to describe the long term evolution of a shoreline are
based on spectral (wave action propagation) equations, or rather on depth-
averaged equations (e.g. Bousinnesq). The interactions of a floating barrier
with the wave field is then deputed to some parametrized transfer functions,
which mimic wave energy transmission and dissipation in the frequency do-
main.
The first part of this thesis has been focused on the research of a small signifi-
cant number of non-dimensional parameters which govern the 2DV process of
a wave passing an FB.
Three main parameters have been identified. The first one (χ) is the ratio be-
tween the incoming wave frequency and an approximation of FB heave natu-
ral frequency, based on principal FB cross section dimensions. Wave steepness
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has been considered to be the second variable which helps in describing the
amount of dissipated energy. A FB draft to water depth ratio has been identi-
fied.
Available algorithms for the decomposition into incident and reflected waves
of flume records are mostly Stokes-FFT based. It has been shown that they
suffer some limitations for relatively high wave steepness. Since the latter is
considered as a crucial parameter, a lot of effort has been drawn in solving
some conundrums of actual methods.
Two algorithms have been proposed. The first one, based on empirical mode
decomposition, did not give satisfactory results. The second one is based on
linear waves superposition, but, getting rid of linear dispersion relation, de-
tects automatically each phase celerity. The proposed algorithm appears to be
effective for relatively shallow water waves, for which the phase modulation
approach is more consistent than Stokes formulations. A Stokes 2nd order al-
gorithm has also been implemented.
An extensive set of wave flume tests have been planned accordingly to the
proposed set of parameters. is also introduced.
Results are given (and discussed) in Ch. 8. Linear transmission and reflection
transfer functions are derived, based on experimental data fitting. These are
validated with irregular wave experimental data.
It was observed, by the linear point of view, that the transmission process
mainly depends on incoming wave frequency (χ) and on FB relative draft.
The last parameter does not enter the reflection process, which is basically
described by χ and wave steepness. In particular, steeper waves loose more
energy, and are less reflected.
Throughout a second order analysis of transmission and reflection processes,
it was also found that, for transmitted waves only, a significant amount of en-
ergy transfer from primary to secondary harmonics is observed.
This leads to the observation that second order energy transfers should be de-
tected in order to have a sufficiently detailed description of the phenomena.
Non-linear interactions evaluation for irregular wave fields can be pursued
throughout experimental data retrieved from simple bi-chromatic tests.
A UNCERTAINTIES EVALUATION
A.1 Monte Carlo Uncertainties Evaluation
Dissipation coefficients are determined via energy balance:
δ2 = 1− ρ2 − τ2 (A.1)
And uncertainties do spread according to
σ2
(
δ2
)
= σ2
(
ρ2
)
+ σ2
(
τ2
)
+ 2cov
(
ρ2, τ2
)
(A.2)
It is hereby described an MC method based on expectable FB flume tests Stokes
2nd order wave fields. It has been utilized to evaluate dissipation coefficient
uncertainties by Pezzutto et al. (2012).
A.1.1 Pseudo-regular waves in a flume
Second order quasi-regular wave fields interacting with structures it is there-
fore common to sample, at the nth gauge, a signal of the form:
ηn =a cos θi,n + a2 cos 2θi,n + b2 cos ϑi,n
ρ1a cos θr,n + ρ1a2 cos 2θr,n + ρ2b2 cos ϑr,n
(A.3)
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where the phases of the non-harmonic component with amplitude b2 are de-
fined as follows
θi,n = ωt− kxn + φi,n (A.4a)
θr,n = ωt + kxn + φr,n (A.4b)
ϑi,n = 2ωt− kFxn + ϕi,n (A.4c)
ϑi,n = 2ωt− kFxn + ϕi,n (A.4d)
phase shifts (ϕin and ϕrn) differs from the harmonic component ones, and ρ2 is
the reflection coefficient associated to the free component.
We must add that in an unreliable wave field, in which a2 is set equal to zero,
i.e. no bounded components are travelling in any direction, LS is able to de-
tect exactly incident and reflected waves. This comes out from the linearity
hypotheses of the method, that is to say that LS considers each perturbation as
a free wave.
When attempting the generation of pseudo-regular waves the release of these
free components can be avoided, thus generating more-regular waves (see e.g.
Schaffer, 1996). On the other hand, as we mentioned before, the general pro-
cess around the reflecting obstacle is such that non-harmonic waves, travelling
backwards, are liberated from that region. This occurs especially (but not only)
in the case of waves interacting with floating bodies.
The method proposed by Zelt and Skjelbreia (1992) was used to separate inci-
dent from reflected waves. This method will be hereafter referred as LS.
Moreover, the uncertainty on τ depends on the coupling of two distinct LS
procedures. The first one, LS1, is used to separate incident and reflected wave
field at the first gauges array, thus getting an estimation of ρ. The second, LS2,
is used to separate the incident (transmitted with respect to the FB) and the
beach reflected wave field. Only the combination of the two results allows
evaluation of τ as ratio between the two detected incident wave heights.
We compute reflection and transmission coefficients as ratios of 0th order spec-
tral moments (m) of the LS separated signals:
ρ2 =
mr
mi
τ2 =
mi
mi
(A.5)
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where subscripts i and r stand for incident and reflected wave spectra, while
m¯i identifies the incident signal on LS2, namely the transmitted wave spec-
tral moment, which is detected trough the application of LS to the wake-side
gauges recordings (gauges 5 to 8). The first two moments (mi and mr) are eval-
uated with LS1 applied to gauges 1 to 4.
In the following subsections we discuss the main phenomena related to a wave
flume pseudo-regular wave field which may lead to errors when analysing
them through the single LS procedure.
Filtering the signals passing only a narrow band centred at the principal com-
ponent frequency ω, as proposed before, would not be a correct procedure.
Therefore, being aware that some energy is carried back from the reflecting ob-
stacle by the non-harmonic component (2ω), we have processed signals which
have the form of (A.3). This procedure is a source of errors due to the presence
of bounded harmonics which travels at the same carrier celerity.
A.1.2 Combined approach
We performed Monte-Carlo (MC) simulations based on (A.3), considering the
following 6 parameters: a, ρ1, φi1, φr1, ϕi1 and ϕr1. An amount of energy is
supposed to be carried back by the non-harmonic component, but this value is
limited by fixing a coefficient β such that ρ1 is a uniformly distributed random
variable in the interval:
ρ1 ∈ [(1− β) ρ; ρ] ∈ R (A.6)
being ρ the total reflection coefficient. For the free component, ρ2 is a function
of ρ and ρ1, satisfying the following condition:
ρ2 =
ρ21
(
a2 + a22
)
+ ρ22a
2
2F
a2 + a22 + a
2
2F
(A.7)
Second order amplitudes are known on the basis of Stokes-like solutions, pro-
vided that a is fixed. The latter is a uniformly distributed random variable in
the interval [amin; amax] which is defined for each case on the basis of the sam-
pled time-series. We report in Fig.A.1 a typical distribution of the MC output.
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Results of this procedure are used to estimate errors and uncertainties of the
LS detected values in processing laboratory data.
Fig. A.1 – Expected LS values for reflection coefficient
ρMC based on MC simulations with time-series of the
kind Eq.(7). Fundamental frequency is f = 1 Hz. β
accounts for ρ2 magnitude providing that ρ = mr/mi.
The evaluation of ρ and τ will be done, for each test, in the following way. We
process first gauges array samples, obtaining an initial value for the reflection
coefficient:
DATA{1 : 4} IN−→ LS1 OUT−−→ ρLS1 (A.8)
With this estimation we enter a curve of the kind depicted in Fig.A.1, i.e. we
perform a series of MC simulations, looking for the best match between ρMC
and ρLS1, obtaining the most probable true value of ρ and the associated distri-
butions of the incident and reflected spectral moments:
ρLS1
IN−→ MC OUT−−→
{
ρ, σ2 (ρ) , mi, mr
}
(A.9)
Afterwards we do the same with respect to the second gauges array:
DATA{5 : 8} IN−→ LS2 OUT−−→ ρLS2 (A.10)
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In this case we are interested in storing the distribution of the incident 0− th
spectral moment only:
ρLS1
IN−→ MC OUT−−→ mi (A.11)
We can then compute the transmission coefficient:
τ2 =
E (mi)
E (mi)
(A.12)
where E(X) stands for the expected value of variable X. Its variance can be
estimated as:
σ2
(
τ2
)
= τ4
[
σ2 (mi)
m2i
+
σ2 (mi)
m2i
− 2 E (mimi)
mimi
+ 2
]
(A.13)
The covariance associated to transmission and reflection coefficients is:
cov
(
ρ2, τ2
)
= 2
[
E
(
mimr
m2i
)
− E
(
mi
mi
)
E
(
mr
mi
)]
(A.14)
Finally, the uncertainty on the dissipation coefficient is evaluated with (A.2).
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