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Abstract
The non-analytic growth bound zðTÞ of a C0-semigroup T measures the extent to which T
can be approximated by a holomorphic function, and it is related to spectral properties of the
generator A in regions of C far from the real axis. We show that zðTÞ can be characterised by
means of Fourier multiplier properties of the resolvent of A far from the real axis, and also by
existence and uniqueness of mild solutions of inhomogeneous Cauchy problems of the form
u0ðtÞ ¼ AuðtÞ þ f ðtÞ on R where the Carleman spectra of f and u are far from the origin. The
corresponding results for the exponential growth bound o0ðTÞ have been established earlier
by other authors.
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1. Introduction
Let A be the generator of a C0-semigroup T ¼ fTðtÞ : tX0g on a complex Banach
space X ; and consider the linear inhomogeneous Cauchy problem
u0ðtÞ ¼ AuðtÞ þ f ðtÞ ðtARÞ: ðACPf Þ
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It was shown in [19] (see also [12, Section 4.3]) that T is hyperbolic if and only if
there is a unique mild solution uALpðR; XÞ of ðACPf Þ for each fALpðR; XÞ: Similar
results have been obtained with LpðR; XÞ replaced by various spaces of continuous
functions [21, Chapter 10; 27; 29]. The proof in [12] used the theory of evolution
semigroups. Indeed, if G is the generator of the evolution semigroup on LpðR; XÞ
associated with T ; then
u is a mild solution of ðACPf Þ 3 uADðGÞ and Gu ¼ 	f
[23, 12, Proposition 4.32]. Thus existence and uniqueness of mild solutions is
equivalent to invertibility of G: Applying the Fourier transform F formally to
ðACPf Þ gives
	G	1f ¼ u ¼F	1ðRði
; AÞFf Þ;
where Rðl; AÞ :¼ ðl	 AÞ	1 is the resolvent of A: This was made precise in [20] where
it was shown that T is hyperbolic if and only Rði
; AÞ exists on R and is a Fourier
multiplier on LpðR; X Þ:
The most fundamental special case of this theory concerns exponential stability.
Thus the following are equivalent (see [16,18]):
(i) T is exponentially stable;
(ii) sðAÞCfl : Re lo0g; supRe lX0 jjRðl; AÞjjoN and Rði
; AÞ is a Fourier
multiplier on LpðR; X Þ;
(iii) sðAÞCfl : Re lo0g; supRe lX0 jjRðl; AÞjjoN and for each fALpðR; XÞ there
is a unique mild solution uALpðR; XÞ of ðACPf Þ:
In an earlier paper [5] with Blake, we have studied the non-analytic growth bound
zðTÞ of a C0-semigroup. It is an analogue of the exponential growth bound o0ðTÞ
and it measures the exponential growth of T modulo functions which are
holomorphic and exponentially bounded on a sector containing Rþ: It has similar
properties to the critical growth bound, ocritðTÞ or dðTÞ; studied in [7,24] (see also
[8–11]), and indeed it is an open question whether zðTÞ ¼ ocritðTÞ for every C0-
semigroup T : In particular, we showed in [5] that zðTÞ is related to the spectrum and
resolvent of A in those parts of right half-planes which are far away from the real
axis in much the same way as o0ðTÞ is related to the spectrum and resolvent of A
throughout right half-planes.
In the present paper, we will establish the equivalence of appropriate analogues
of (i), (ii) and (iii) in the context of the non-analytic growth bound. Here
(ii) and (iii) are modiﬁed by considering only the behaviour of the spectrum and
resolvent of A far from the real axis and by considering ðACPf Þ only for functions
whose Carleman spectra are separated from the purely imaginary part of the
spectrum of A:
The evolution semigroup played an important technical role in [19] (where the
results were proved even in the non-autonomous context) and a signiﬁcant role in
[20], but it does not seem to be straightforward to adapt that method to our context.
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Instead we ﬁrst characterise zðTÞ in terms of Fourier multipliers (Theorem 3.6) by
adapting some other arguments from [20] and then we establish the connection
between Fourier multipliers and the linear inhomogeneous Cauchy problem
(Theorem 4.5) by applying the Fourier transform directly. The latter part is valid
for any closed operator A and it depends on a simple description of mild solutions of
ðACPf Þ in terms of Fourier transforms (Corollary 4.2).
2. Preliminaries
Throughout this paper, X will be a complex Banach space and LðXÞ will be the
space of all bounded linear operators on X : The Schwartz space of all rapidly
decreasing functions f :R-X will be denoted by SðR; X Þ; while LpðR; XÞ will be
the Lebesgue–Bochner space for 1pppN: When X ¼ C we shall simply writeSðRÞ
and LpðRÞ for these spaces. For FASðRÞ and xAX ; the function F#xASðR; X Þ is
deﬁned by ðF#xÞðtÞ ¼ FðtÞx ðtARÞ: The linear span of such functions is dense in
LpðR; X Þ for 1ppoN: We shall use the notation F#x in the same way when
FASðR;LðX ÞÞ:
Let mALNðR;LðXÞÞ and pA½1;NÞ: Then m is a Fourier multiplier on LpðR; X Þ if,
for all fASðR; XÞ;
Mð f Þ :¼F	1ðmð
ÞFf ÞALpðR; XÞ
and there exists a constant C such that
jjMð f ÞjjppCjj f jjp ð fASðR; XÞÞ: ð2:1Þ
Here, ðFf ÞðsÞ ¼ R
R
e	istf ðtÞ dt and ðF	1f ÞðsÞ ¼ ð2pÞ	1ðFf Þð	sÞ for fAL1ðR; X Þ:
Then M extends to a bounded linear operator on LpðR; XÞ: We shall denote the
space of all Fourier multipliers on LpðR; X Þ byMpðX Þ with the usual identiﬁcation
of functions which coincide a.e. We put
jjmjjMpðXÞ :¼ jjMjjLðLpðR;XÞÞ: ð2:2Þ
The space MpðX Þ equipped with this norm is a Banach algebra.
We deﬁne the space L1s ðR;LðX ÞÞ by
L1s ðR;LðXÞÞ ¼ fS :R-LðX Þ : Sð
Þx is Bochner measurable for all xAX and
there exists gAL1ðRÞ with jjSðtÞjjpgðtÞg
and the space FL1s ðR;LðX ÞÞ by setting
FL1s ðR;LðXÞÞ ¼ fFS : SAL1s ðR;LðX ÞÞg:
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Here, the Fourier transform is taken in the strong operator topology. Thus, for
SAL1s ðR;LðXÞÞ; FS is given by
ðFSÞðsÞx ¼
Z
R
e	istSðtÞx dt:
It is easy to see that if mAFL1s ðR;LðXÞÞ then m is a Fourier multiplier
on LpðR; XÞ for 1ppoN: Indeed, if m ¼FS for some SAL1s ðR;LðXÞÞ
and fASðR; XÞ; then the operator-valued version of Young’s inequality (see
[2, Remark 1.3.8]) shows that
Mð f Þ ¼F	1ðFSFf Þ ¼ S  fALpðR; X Þ ð2:3Þ
and
jjS  f jjppjj f jjp
Z
R
jjSðtÞjj dt: ð2:4Þ
The following criterion that mAFL1s ðR;LðXÞÞ is due to Amann [1, Corollary 4.4]
(see also [15, Proposition 6.4]).
Theorem 2.1. Let mAC2ðR;LðXÞÞ satisfy the following conditions for some e40:
sup
tAR
jjt jþemð jÞðtÞjjoN ð j ¼ 0; 1; 2Þ:
Then mAFL1ðR;LðX ÞÞ and m is a Fourier multiplier on LpðR; XÞ for 1ppoN:
If X is a Hilbert space, then every mALNðR;LðXÞÞ is a Fourier multiplier on
L2ðR; X Þ: This is a direct consequence of Plancherel’s Theorem.
Let A : DðAÞ-X be a closed operator on X ; with domain DðAÞCX : The spectrum
and resolvent set of A will be denoted by sðAÞ and RðAÞ; respectively, and we put
Rðl; AÞ ¼ ðl	 AÞ	1ðlARðAÞÞ: We deﬁne spectral bounds as follows:
sðAÞ :¼ supfRe l : lAsðAÞg;
s0ðAÞ :¼ inffa4sðAÞ : sup
Re l4a
jjRðl; AÞjjoNg;
sN0 ðAÞ :¼ inf
(
aAR : fl : Re lXa; jIm ljXbgCRðAÞ and:
sup
Re lXa
Im lXb
jjRðl; AÞjjoN for some bX0
)
:
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In these and other similar deﬁnitions, we allow the values 	N andN according to
the usual conventions. In the context of generators of C0-semigroups, the ﬁrst two
deﬁnitions are standard (see [2, Section 5.1] or [26, Section 1.2]) and the third has
been studied in [5,7].
Let aAR: We shall say that A satisﬁes condition ðRaÞ if there exists bX0 such that
aþ isARðAÞ whenever jsjXb and supjsjXb jjRðaþ is; AÞjjoN: For example, A
satisﬁes ðRaÞ whenever a4sN0 ðAÞ or ao	 sN0 ð	AÞ: If X ¼ X1"X2 and A ¼
A1"A2 and sN0 ðA1Þoao	 sN0 ð	A2Þ; then A satisﬁes ðRaÞ: Various classes of C0-
semigroups whose generators satisfy such conditions for some or all a will be
mentioned in Section 3.
When A satisﬁes ðRaÞ we shall say that fACNðRÞ satisﬁes condition ðPaÞ if there
exist a bounded open set U in R and b4supsAU jsj such that U+fsAR : aþ
isAsðAÞg and
fðsÞ ¼ 0 ðsAUÞ;
1 ðjsjXbÞ:

ð2:5Þ
Further, given b as in ðRaÞ; we shall say fACNðRÞ satisﬁes property ðPa;bÞ if there
exists b4b with
fðsÞ ¼ 0 ðjsjobÞ;
1 ðjsjXbÞ:

ð2:6Þ
Clearly, if f satisﬁes ðPa;bÞ then it satisﬁes ðPaÞ:
When A satisﬁes ðRaÞ and f satisﬁes ðPaÞ we deﬁne maALNðR;LðXÞÞ by
maðsÞ ¼ fðsÞRðaþ is; AÞ; ð2:7Þ
with the understanding that maðsÞ ¼ 0 whenever fðsÞ ¼ 0: Usually a will be 0, and
we shall often write just m or fRði
; AÞ instead of m0:
We shall be concerned with the question whether maAMpðXÞ: Since ma is
inﬁnitely differentiable with bounded derivatives, F	1ðmað
ÞFf ÞASðR; XÞ when-
ever fASðR; XÞ and the only issue is whether an estimate of the form (2.1) holds.
Remark 2.2. The deﬁnition of ma depends on the choice of f satisfying ðPaÞ; but the
question whether maAMpðX Þ is independent of the choice.
Suppose that A satisﬁes ðRaÞ and f; *fACNðRÞ both satisfy ðPaÞ: Let ma and
m˜a be the corresponding functions as in (2.7). Then m˜a 	 maACNc ðR;
LðXÞÞCFSðR;LðXÞÞCFL1ðR;LðXÞÞ; and therefore it is a Fourier multiplier.
In fact, if maAFL1s ðR;LðXÞÞ; then so is m˜a:
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3. The non-analytic growth bound
Let S : ð0;NÞ-LðXÞ be a strongly continuous function. The exponential growth
bound o0ðSÞ is deﬁned to be
o0ðSÞ ¼ inf aAR : sup
tX0
e	atjjSðtÞjjoN
 
:
The Laplace transform Sˆ is deﬁned by
SˆðlÞx ¼
Z N
0
e	ltSðtÞx dt ðRe l4o0ðSÞ; xAX Þ:
Then Sˆ is a holomorphic function on fl : Re l4o0ðSÞg: Any holomorphic
extension of Sˆ to a larger simply connected domain will also be denoted by Sˆ:
Throughout this section, T :Rþ-LðX Þ will be a C0-semigroup with generator A:
Thus, T is strongly continuous and exponentially bounded, Tð0Þ ¼ I and
TðsÞTðtÞ ¼ Tðs þ tÞ ðs; tX0Þ: Moreover, A is a closed, densely deﬁned operator
on X ; s0ðAÞpo0ðTÞ and
Rðl; AÞ ¼ TˆðlÞ ðRe l4o0ðTÞÞ:
The non-analytic growth bound zðTÞ is deﬁned as follows. LetHðLðXÞÞ be the set of
all functions S : ð0;NÞ-LðX Þ which have holomorphic, exponentially bounded
extensions to sectors of the form Sy :¼ fzAC : jarg zjoyg for some y40 (depending
on S). Then
zðTÞ ¼ inffo0ðT 	 SÞ : SAHðLðX ÞÞg:
It is shown in [5, Proposition 2.1] that it sufﬁces to assume that S has an entire,
exponentially bounded extension to C: Indeed, if zðTÞoa then there exist aoa and
bX0 such that fl : Re lXa; jIm ljXbgCRðAÞ and o0ðT 	 Ta;bÞoa for all such a
and b; where
Ta;bðtÞ ¼ 1
2pi
Z
Ga;b
eltRðl; AÞ dl:
Here Ga;b is the path consisting of line-segments joining a	 ib; o	 ib; oþ ib and
aþ ib successively where o4o0ðTÞ (or any deformation of that path within RðAÞ).
Moreover, it is shown in [5, Proposition 2.4] that
zðTÞXsN0 ðAÞ; ð3:1Þ
o0ðTÞ ¼ maxðzðTÞ; sðAÞÞ: ð3:2Þ
In particular, it follows from (3.1) that A satisﬁes ðRaÞ whenever a4zðTÞ:
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Blake [6, Theorem 6.6.1; 7, Lemma 4.3] (see also Example 3.12) proved that
equality holds in (3.1) if X is a Hilbert space; this result is an analogue of the
Gearhart–Pru¨ss Theorem that o0ðTÞ ¼ s0ðAÞ if X is a Hilbert space [2, Theorem
5.2.1]. For general Banach spaces, it is trivial that zðTÞ ¼ 	N if T is holomorphic.
More generally, zðTÞ ¼ sN0 ðAÞ ¼ 	N if T is eventually differentiable [5, Theorem
5.6] and in some other cases [5, Section 5]. On the other hand, if T is eventually
norm-continuous, it is known [7, Corollary 3.3] that sN0 ðAÞ ¼ 	N but it is not
known whether zðTÞ ¼ 	N: Note that it follows from (3.2) that zðTÞ4sN0 ðAÞ
whenever o0ðTÞ4s0ðAÞ:
Our objective in this section is to characterise the non-analytic growth bound of a
C0-semigroup T in terms of Fourier multiplier properties of the resolvent of its
generator A on vertical lines, using ideas from [17,20]. Since zðTÞ may be smaller
than sðAÞ; the resolvent may not exist at some points of the relevant vertical lines,
but (3.1) shows that the exceptional points form bounded subsets of the relevant
lines, and we can therefore consider modiﬁcations of the resolvent as described in
Section 2.
The case when a ¼ 0 and iRCRðAÞ has been considered in [20]. A C0-semigroup T
is said to be hyperbolic if there exist closed T-invariant subspaces X1 and X2 of X
such that X ¼ X1"X2; the restriction T1 of T to X1 satisﬁes o0ðT1Þo0 and the
restriction T2 to X2 is such that T2ðtÞ is invertible on X2 and o0ðT	12 Þo0: See [14,
Section V.1c] or [12, Section 2.1.4] for background information on hyperbolic
semigroups. If T is hyperbolic, it is clear that iRCRðAÞ and supsAR jjRðis; AÞjjoN
(and in particular, A satisﬁes ðR0Þ). It is shown in Theorem 2.7 of [20] that T is
hyperbolic if and only if iRCRðAÞ and mðsÞ :¼ Rðis; AÞ is a Fourier multiplier on
LpðR; X Þ: In Theorem 3.6 we shall obtain a corresponding result in our context,
thereby characterizing the property that zðTÞo0: Many of the ideas in the following
sequence of lemmas and the proof of the theorem itself come from [17,20]. For
example, the following technical lemma reduces to Lemma 2.4 of [20] when f  1:
Lemma 3.1. Suppose that A satisfies ðR0Þ and fACNðRÞ satisfies ðP0Þ; and let c ¼
F	1ð1	 fÞASðRÞ: Let FASðR; X Þ; tAR and t40: Then,Z
R
eistfðsÞTðtÞRðis; AÞFFðsÞ ds ¼
Z
R
eisðtþtÞfðsÞRðis; AÞFFðsÞ ds
	 2p
Z t
0
TðrÞFðt þ t	 rÞ dr
þ 2p
Z t
0
TðrÞðc  FÞðt þ t	 rÞ dr:
Proof. Since d
dr
ðe	isrTðrÞRðis; AÞFFðsÞÞ ¼ 	e	isrTðrÞFFðsÞ; integrating with re-
spect to r gives
e	istTðtÞRðis; AÞFFðsÞ ¼ Rðis; AÞFFðsÞ 	
Z t
0
e	isrTðrÞFFðsÞ dr
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if isARðAÞ: Hence,Z
R
eistfðsÞTðtÞRðis; AÞFFðsÞ ds
¼
Z
R
eisðtþtÞfðsÞRðis; AÞFFðsÞ ds 	
Z
R
eisðtþtÞfðsÞ
Z t
0
e	isrTðrÞFFðsÞ dr ds
¼
Z
R
eisðtþtÞfðsÞRðis; AÞFFðsÞ ds 	
Z
R
Z t
0
eisðtþt	rÞTðrÞFFðsÞ dr ds
þ
Z
R
Z t
0
eisðtþt	rÞð1	 fðsÞÞTðrÞFFðsÞ dr ds
¼
Z
R
eisðtþtÞfðsÞRðis; AÞFFðsÞ ds 	 2p
Z t
0
TðrÞFðt þ t	 rÞ dr
þ 2p
Z t
0
TðrÞðc  FÞðt þ t	 rÞ dr: &
Lemma 3.2. Let 1ppoN: Suppose that A satisfies ðR0Þ; fACNðRÞ satisfies ðP0;bÞ
for some b4supfjsj : isAsðAÞg; and m is a Fourier multiplier on LpðR; X Þ; where
mðsÞ ¼ fðsÞRðis; AÞ ðsARÞ:
Then there exists e40 such that aþ isARðAÞ whenever jajoe and jsjXb;
supjajoe;jsjXb jjRðaþ is; AÞjjoN; and ma is a Fourier multiplier on LpðR; X Þ whenever
jajoe; where
maðsÞ ¼ fðsÞRðaþ is; AÞ ðsARÞ:
Proof. By Remark 2.2, we may assume that 0pfp1: Let C ¼ supjsjXb jjRðis; AÞjj
and e1 ¼ 1=ð2CÞ: Then the Neumann series expansion shows that aþ isARðAÞ
and jjRðaþ is; AÞjjo2C whenever jajoe1 and jsjXb: Furthermore, for jajoe1 and
any sAR;
XN
n¼0
ð	1ÞnanfðsÞnþ1Rðis; AÞnþ1 ¼ fðsÞRðafðsÞ þ is; AÞ;
where both the sides of the above equality are taken to be zero when
fðsÞ ¼ 0: Moreover the series converges uniformly for all sAR: Since s/mðsÞ ¼
fðsÞRðis; AÞ is a Fourier multiplier on LpðR; X Þ; so is s/fðsÞnþ1Rðis; AÞnþ1 and
therefore so is
s/
XN
n¼0
ð	1ÞnanfðsÞnþ1Rðis; AÞnþ1; ð3:3Þ
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provided jajoe where
e ¼ min 1jjmjjMpðXÞ
; e1
 !
:
Therefore, s/fðsÞRðafðsÞ þ is; AÞ is a Fourier multiplier on LpðR; XÞ for jajoe:
Deﬁne F :R-LðX Þ by
FðsÞ ¼fðsÞRðafðsÞ þ is; AÞ 	 fðsÞRðaþ is; AÞ
¼
0 if jsjob;
afðsÞð1	 fðsÞÞRðafðsÞ þ is; AÞRðaþ is; AÞ if bpjsjpb;
0 if jsj4b;
8><
>:
where b is as in (2.6). Then FACNc ðR;LðXÞÞ and is therefore a Fourier multiplier on
LpðR; X Þ: Thus,
s/fðsÞRðaþ is; AÞ ¼ fðsÞRðafðsÞ þ is; AÞ 	 FðsÞ
is also a Fourier multiplier on LpðR; X Þ whenever jajoe: &
Lemma 3.3. Under the assumptions of Lemma 3.2, the bounded operator M on
LpðR; X Þ associated with the Fourier multiplier m is a bounded map from LpðR; XÞ to
LNðR; XÞ:
Proof. Let FASðR; XÞ: Since m is a Fourier multiplier on LpðR; X Þ;
MðFÞALpðR; X Þ and there is a constant K such that
jjMðFÞjjppK jjFjjp:
It follows that for each nAN; there exists tA½n; n þ 1 such that
jjF	1ðfRði
; AÞFFÞðtÞjj ¼ jjMðFÞðtÞjjpjjMðFÞjjppK jjFjjp:
Let tA½0; 2: Then,
jjTðtÞðF	1ðfRði
; AÞFFÞðtÞÞjjpCjjFjjp; ð3:4Þ
where C :¼ suprA½0;2 jjTðrÞjjK is a constant. By Lemma 3.1,
TðtÞðF	1ðfRði
; AÞFFÞðtÞÞ ¼ 1
2p
Z
R
eistfðsÞTðtÞRðis; AÞFFðsÞ ds
¼MðFÞðt þ tÞ 	
Z t
0
TðrÞFðt þ t	 rÞ dr
þ
Z t
0
TðrÞðc  FÞðt þ t	 rÞ dr; ð3:5Þ
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where c ¼F	1ð1	 fÞ: It follows from (3.5) and (3.4) that
jjMðFÞðt þ tÞjjp
Z t
0
TðrÞFðt þ t	 rÞ dr




þ
Z t
0
TðrÞðc  FÞðt þ t	 rÞ dr



þ CjjFjjp
p
Z 2
0
jjTðrÞjjp0 dr
 1=p0
ðjjFjjp þ jjc  FjjpÞ þ CjjFjjp
p C˜jjFjjp;
where C˜ is a constant. We have used Ho¨lder’s inequality to obtain the second last
estimate for 1opoN with p0 such that 1=p þ 1=p0 ¼ 1; and for p ¼ 1;
ðR 20 jjTðrÞjjp0 drÞ1=p0 is to be interpreted as suprA½0;2 jjTðrÞjj: By varying the choice
of n and t; we obtain
jjMðFÞðrÞjjpC˜jjFjjp
for all rAR: Therefore, MðFÞALNðR; X Þ: This holds for all such F and by a density
argument it follows that M maps LpðR; XÞ into LNðR; XÞ and is bounded. &
Remark 3.4. We observe here that if the operator M is bounded from LrðR; XÞ to
LqðR; X Þ for some r; q satisfying 1pr; qoN then arguments almost identical to
those above yield that M maps LrðR; XÞ to LNðR; XÞ:
Lemma 3.5. Under the assumptions of Lemma 3.2, the operator M on LpðR; XÞ
associated with the Fourier multiplier m is bounded from L1ðR; XÞ to LNðR; XÞ:
Proof. For p ¼ 1; this is immediate from Lemma 3.3. Assume that 1opoN and let
p0 be the conjugate index. Since M :LpðR; XÞ-LpðR; XÞ is bounded, so is the
adjoint map M : LpðR; XÞ-LpðR; XÞ: Let X} be the sun-dual of X ; i.e. the
subspace of X  on which the restriction T} of the adjoint semigroup T is strongly
continuous [25, Chapter 1]. There is a natural isometric embedding of Lp
0 ðR; X Þ and
hence of Lp
0 ðR; X}Þ in LpðR; XÞ given by the duality
/ f ; gS ¼
Z
R
gðtÞð f ðtÞÞ dt ð fALpðR; XÞ; gALp0 ðR; X ÞÞ
[13, p. 98, Chapter 4]. Similarly, LpðR; X}Þ is isometrically embedded in
Lp
0 ðR; X}Þ: Since X is isomorphically embedded in X} [25, Theorem 1.3.5] it
follows that jj 
 jj0p; given by
jj f jj0p ¼ supfj/ f ; gSj : gALp
0 ðR; X}Þ; jjgjjp0 ¼ 1g; ð3:6Þ
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is an equivalent norm on LpðR; XÞ: Further, SðR; X}Þ is invariant under the
bounded operator M and for gASðR; X}Þ;
F	1ðfRði
; A}ÞFgÞ ¼FðfRði
; A}ÞF	1gˇÞ$ ¼ MðgˇÞ$;
where gˇðtÞ ¼ gð	tÞ: It follows that fRði
; A}Þ is a Fourier multiplier on Lp0 ðR; X}Þ;
the corresponding bounded operator being the restriction M} of M to the space
Lp
0 ðR; X}Þ: Lemma 3.3 with T replaced by T}; X by X} and p by p0 implies that
M} : Lp
0 ðR; X}Þ-LNðR; X}Þ is bounded. For any fASðR; X Þ; (3.6) gives
jjMð f Þjj0p ¼ supfj/Mð f Þ; gSj : gALp
0 ðR; X}Þ; jjgjjp0 ¼ 1g
¼ supfj/ f ; M}gSj : gALp0 ðR; X}Þ; jjgjjp0 ¼ 1g
p jj f jj1 supfjjM}gjjN : gALp
0 ðR; X}Þ; jjgjjp0 ¼ 1g
pCjj f jj1;
where C is a constant. Consequently, M is a bounded operator from L1ðR; XÞ to
LpðR; X Þ: It follows from Remark 3.4 that M : L1ðR; XÞ-LNðR; XÞ is
bounded. &
We now state the main result of this section. It is comparable to [20, Theorem 2.7],
where it has been shown that a strongly continuous semigroup is hyperbolic if and
only if the map s/Rðis; AÞ is a Fourier multiplier on LpðR; XÞ for some/all
pA½1;NÞ: We prove the corresponding result for the non-analytic growth bound.
Theorem 3.6. Let T be a C0-semigroup on X with generator A; and let 1ppoN: The
following are equivalent:
(i) zðTÞo0;
(ii) sN0 ðAÞo0 and mAFL1s ðR;LðXÞÞ; where
mðsÞ ¼ fðsÞRðis; AÞ ðsARÞ
for some fACNðRÞ satisfying ðP0Þ;
(iii) sN0 ðAÞo0 and m is a Fourier multiplier on LpðR; X Þ; where
mðsÞ ¼ fðsÞRðis; AÞ ðsARÞ
for some fACNðRÞ satisfying ðP0Þ:
Remark 3.7. We note here that each of the three conditions of Theorem 3.6
immediately implies that A satisﬁes ðR0Þ: Moreover, conditions (ii) and (iii) are
independent of the choice of f satisfying ðP0Þ in view of Remark 2.2.
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Proof of Theorem 3.6. ðiÞ ) ðiiÞ: It follows from (i) and (3.1) that sN0 ðAÞo0: Take
ao0 and bX0 such that flAC : Re lXa; jIm ljXbgCRðAÞ: By [5, Proposition 2.1],
TðtÞ ¼ Ta;bðtÞ þ T2ðtÞ ðtX0Þ
with o0ðT2Þo0: Now Tˆ2ðlÞ is deﬁned for Re l4o0ðT2Þ and Tˆa;bðlÞ is given by
Tˆa;bðlÞ ¼ 1
2pi
Z
Ga;b
Rðz; AÞ
l	 z dz
for Re l sufﬁciently large. Choosing Ga;b appropriately, this formula may be used to
extend Tˆa;b holomorphically to larger regions. By analytic continuation, the
following formula is valid for all l in an open set containing fis : jsjXbg:
Rðl; AÞ ¼ Tˆa;bðlÞ þ Tˆ2ðlÞ: ð3:7Þ
In view of Remark 2.2, we may assume that fACNðRÞ satisﬁes ðP0;bÞ: Suppose
then that fACNðRÞ; fðsÞ ¼ 0 whenever jsjob and there exists b4b such that
fðsÞ ¼ 1 whenever jsj4b: Let
m1ðsÞ ¼ fðsÞTˆa;bðisÞ ðjsj4bÞ;
0 ðjsjpbÞ;
(
m2ðsÞ ¼ ð1	 fðsÞÞTˆ2ðisÞ;
m3ðsÞ ¼ Tˆ2ðisÞ:
Then (3.7) gives
mðsÞ ¼ m1ðsÞ 	 m2ðsÞ þ m3ðsÞ:
Since
Tˆ
ð jÞ
a;b ðisÞ ¼
ð	1Þ j j!
2pi
Z
Ga;b
Rðz; AÞ
ðis 	 zÞ jþ1 dz ðjsjXbÞ
for a suitably chosen path Ga;b; there is a constant C such that
jjs jþ1Tˆð jÞa;b ðisÞjjpC ð j ¼ 0; 1; 2; jsj4bÞ: ð3:8Þ
Now, m1ACNðR;LðX ÞÞ and it follows easily from (3.8) that
sup
sAR
jjs jþ1mð jÞ1 ðsÞjjoN ð j ¼ 0; 1; 2Þ:
Therefore, Theorem 2.1 shows that m1AFL1ðR;LðX ÞÞ:
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Due to the particular choice of f; m2 has compact support and is obviously
smooth. Therefore, m2ACNc ðR;LðXÞÞCSðR;LðX ÞÞ: Since FSðR;LðX ÞÞ ¼
SðR;LðX ÞÞ; we conclude that m2AFL1ðR;LðXÞÞ:
By the hypothesis, o0ðT2Þo0; so that T2AL1s ðR;LðXÞÞ and m3ðsÞ ¼ ðFT2ÞðsÞ;
where T2ðtÞ ¼ 0 for to0: Therefore, m3AFL1s ðR;LðXÞÞ: Thus the linear
combination
m ¼ m1 	 m2 þ m3AFL1s ðR;LðXÞÞ:
ðiiÞ ) ðiiiÞ: This is immediate from (2.3).
ðiiiÞ ) ðiÞ: It follows from (iii) that there is a bounded linear map
M : LpðR; XÞ-LpðR; XÞ with
Mð f Þ ¼F	1ðmFf Þ
for fASðR; X Þ; where mðsÞ ¼ fðsÞRðis; AÞ ðsARÞ and fACNðRÞ satisﬁes ðP0Þ:
Since sN0 ðAÞo0; we may take bX0 such that fl : Re lX0; jIm ljXbgCRðAÞ; and
we may assume that f satisﬁes (2.6) for some b4b: From Lemma 3.5, it follows
that M is a bounded map from L1ðR; XÞ to LNðR; X Þ; that is, there exists K40
such that
jjMð f ÞjjNpK jj f jj1: ð3:9Þ
Fix xAX : Let FASðRÞ: Then F	1F#xASðR; X Þ and
jjMðF	1F#xÞjjNpK jjF	1Fjj1jjxjj:
Note that
MðF	1F#xÞ ¼F	1ðfRði
; AÞF#xÞ; ð3:10Þ
which is continuous since fRði
; AÞF#xAL1ðR; XÞ: Therefore,
jjMðF	1F#xÞð0ÞjjpK jjF	1Fjj1jjxjj: ð3:11Þ
It follows from (3.10) and (3.11) thatZ
R
fðsÞRðis; AÞxFðsÞ ds



 ¼ 2pjjMðF	1F#xÞð0Þjj
p 2pK jjF	1Fjj1jjxjj
¼K jjFFjj1jjxjj: ð3:12Þ
Since sN0 ðAÞo0;
lim
s-N
jjRðw þ is; AÞxjj ¼ 0
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uniformly for wA½0; a for each a40 [26, Lemma 1.3.2]. Hence the complex inversion
theorem for Laplace transforms and Cauchy’s Theorem yield the following formula
for TðtÞx when tX0:
TðtÞx ¼ T0;bðtÞx þ 1
2p
ðC; 1Þ
Z
jsjXb
eistRðis; AÞx ds;
where the Cesa`ro-convergence of the integral is uniform for tA½0; a for each a40
(see [2, Theorem 2.3.4; 26, Theorem 1.3.3]). For tX0; let
SðtÞx ¼TðtÞx 	 T0;bðtÞx 	 1
2p
Z
bpjsjpb
eistð1	 fðsÞÞRðis; AÞx ds
¼ 1
2p
ðC; 1Þ
Z
jsjXb
eistfðsÞRðis; AÞx ds:
For CACNc ðRÞ with suppCCRþ; the uniformity of the Cesa`ro-convergence gives
Z N
0
SðtÞxCðtÞ dt ¼ lim
N-N
Z N
0
1
2p
Z N
	N
1	 jsj
N
 
eistfðsÞRðis; AÞx dsCðtÞ dt
¼ lim
N-N
Z N
	N
1	 jsj
N
 
fðsÞRðis; AÞxF	1CðsÞ ds
¼
Z
R
fðsÞRðis; AÞxF	1CðsÞ ds: ð3:13Þ
Now (3.12) gives
Z N
0
SðtÞxCðtÞ dt



pK jjxjj jjCjj1
for all CASðRÞ: Since t/SðtÞx is continuous, one sees (for example by applying
linear functionals) that
jjSðtÞxjjpK jjxjj
for all t40: Further, since
1
2p
Z
bpjsjpb
eistð1	 fðsÞÞRðis; AÞx ds



pK1jjxjj
for some constant K1; we conclude that
jjTðtÞx 	 T0;bðtÞxjjpK0jjxjj
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for some constant K0 and all xAX : It follows that
jjTðtÞ 	 T0;bðtÞjjpK0
so that zðTÞp0:
To obtain the strict inequality in (i) take e40 as in Lemma 3.2 and aAð	e; 0Þ; and
consider the rescaled semigroup t/e	atTðtÞ: This also satisﬁes the condition (iii), so
we obtain from the above that zðTÞpao0: &
Remark 3.8. If the equivalent conditions of Theorem 3.6 hold then m ¼FS where
SAL1s ðR;LðXÞÞ is given by
SðtÞx ¼
TðtÞx 	 T0;bðtÞx 	 1
2pi
R
bpjsjpb e
istð1	 fðsÞÞRðis; AÞx ds if tX0
	T0;bðtÞx 	 1
2pi
R
bpjsjpb e
istð1	 fðsÞÞRðis; AÞx ds if to0:
8><
>: ð3:14Þ
For tX0 this follows from (3.13). For to0 one has
0 ¼ T0;bðtÞx þ 1
2p
ðC; 1Þ
Z
jsjXb
eistRðis; AÞx dt
where the Cesa`ro-convergence is uniform on compact subsets of ð	N; 0Þ; and a
similar argument to the proof of Theorem 3.6, ðiiiÞ ) ðiÞ; leads to the conclusion.
Remark 3.9. In the proof of Theorem 3.6, ðiÞ ) ðiiÞ; the property that o0ðT2Þo0
can be replaced by a weaker property, for example that
RN
0 e
etjjT2ðtÞjj dtoN for
some e40: Applying this to rescaled semigroups t/e	atTðtÞ shows that zðTÞ
coincides with the non-analytic abscissa of absolute convergence kðTÞ of the C0-
semigroup T :
zðTÞ ¼ kðTÞ :¼ inf aAR :
Z N
0
e	atjjTðtÞ 	 SðtÞjj dtoN

for some SAHðLðXÞÞ

ð3:15Þ
(see [5]). The analogous result that o0ðTÞ ¼ inffaAR :
RN
0 e
	atjjTðtÞjj dtoNg is an
elementary consequence of the semigroup property (see [2, Proposition 5.1.1]) but we
do not know of an elementary proof of (3.15).
The following corollary is obtained by applying Theorem 3.6 to the rescaled
semigroups t/e	atTðtÞ: It is a non-analytic version of [18, Theorem 3.2].
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Corollary 3.10. For a C0-semigroup T on X with generator A;
zðTÞ ¼ inffa4sN0 ðAÞ : s/fðsÞRðaþ is; AÞ is a Fourier multiplier on LpðR; XÞ
for some pA½1;NÞ and some fACNðRÞ satisfying ðPaÞg:
Example 3.11. Assume that iRCRðAÞ and let 1ppoN: Then Theorem 3.6 gives
zðTÞo0 3 sN0 ðAÞo0 and Rði
; AÞ is a Fourier multiplier on LpðR; XÞ:
This can be deduced directly from [6, Theorem 3.5.2, Proposition 4.5.5; 20,
Theorem 2.7].
Example 3.12. Assume that X is a Hilbert space. Then M2ðXÞ ¼ LNðR; X Þ; by
Plancherel’s Theorem. It follows from Corollary 3.10 that
zðTÞ ¼ sN0 ðAÞ:
Thus we have obtained a new proof of Blake’s analogue of the Gearhart–Pru¨ss
Theorem [6, Theorem 6.6.1; 7, Lemma 4.3].
4. Inhomogeneous Cauchy problems
In this section we will establish the connection between Fourier multipliers of
the form mðsÞ ¼ fðsÞRðis; AÞ and solutions of inhomogeneous Cauchy problems.
Throughout this section, A will be a closed operator on X with RðAÞ non-empty,
but A is not required to be a generator except where speciﬁcally stated. For
a locally integrable function F with values in C; X  or LðXÞ and fAL1locðR; X Þ;
we shall write
/F; fS ¼
Z
R
FðtÞf ðtÞ dt
whenever the integral is convergent.
By an inhomogeneous Cauchy problem on R we mean an equation
u0ðtÞ ¼ AuðtÞ þ f ðtÞ ðtARÞ: ðACPf Þ
For fAL1locðR; XÞ; a function uAL1locðR; XÞ is called a mild solution of ðACPf Þ ifZ t
s
uðtÞ dtADðAÞ; and ð4:1Þ
uðtÞ ¼ uðsÞ þ A
Z t
s
uðtÞ dtþ
Z t
s
f ðtÞ dt ð4:2Þ
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for almost all t; s ðtXsÞ: We observe here that then (4.2) is true for almost all
ðs; tÞAR2 (with the usual convention about R b
a
¼ 	 R a
b
). A classical solution of
ðACPf Þ is a C1-function u such that uðtÞADðAÞ for all t and such that ðACPf Þ is
valid. For f continuous, a continuous mild solution u is a classical solution if and
only if uAC1ðR; X Þ: If f and u both have a continuous derivative, then u is a classical
solution of ðACPf Þ if and only if u0 is a classical solution of ðACPf 0 Þ and uðtÞADðAÞ
for some t:
In order to introduce Fourier multipliers, we need to apply Fourier trans-
forms in ðACPf Þ: If f ; uAL1ðR; X Þ; this can be done pointwise, but for
f ; uALpðR; X Þ ð1opoNÞ; the Fourier transform has to be taken distributionally.
The next result reformulates the notion of mild solution in a distributional form, and
the following corollary introduces the Fourier transform.
Proposition 4.1. Let A be a closed operator on X with non-empty resolvent set. Let
u; fAL1locðR; XÞ and let lARðAÞ: Then the following are equivalent:
(i) u is a mild solution of ðACPf Þ;
(ii) For all FACNc ðRÞ;
	/F0; Rðl; AÞuS ¼ /F; ARðl; AÞuSþ/F; Rðl; AÞfS; ð4:3Þ
(iii) For all rACNc ðRÞ; r  u is a classical solution of ðACPrf Þ:
Proof. ðiÞ ) ðiiÞ: By assumption, there exists s such that (4.2) holds for almost
all tAR: Let vðtÞ ¼ R t
s
uðtÞ dt and gðtÞ ¼ R t
s
f ðtÞ dt; and let FACNc ðRÞ: ThenR
R
F0 ¼ 0; so
/F0; Rðl; AÞuS ¼ /F0; ARðl; AÞvSþ/F0; Rðl; AÞgS:
Simple applications of Fubini’s Theorem show that
	/F0; ARðl; AÞvS ¼ /F; ARðl; AÞuS; 	/F0; Rðl; AÞgS ¼ /F; Rðl; AÞfS;
and this gives (4.3).
ðiiÞ ) ðiiiÞ: Note ﬁrst that r  uAC1ðR; X Þ and ðr  uÞ0 ¼ r0  u; etc. Simple
applications of integration by parts, Fubini’s Theorem, change of variables and
differentiation through an integral show that
/F; ðr  uÞ0S ¼ 	/F0; r  uS ¼ 	/F0  $r; uS ¼ 	/ðF  $rÞ0; uS ð4:4Þ
for all FACNc ðRÞ; where $rðtÞ ¼ rð	tÞ: Applying Rðl; AÞ and using (4.3) with F
replaced by F  $r gives
/F; Rðl; AÞðr  uÞ0S ¼ /F  $r; ARðl; AÞuSþ/F  $r; Rðl; AÞfS:
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As in the second equality of (4.4), this leads to
/F; Rðl; AÞðr  uÞ0S ¼ /F; ARðl; AÞðr  uÞSþ/F; Rðl; AÞðr  f ÞS:
Since F is arbitrary and the relevant functions are continuous, it follows that
Rðl; AÞðr  uÞ0ðtÞ ¼ARðl; AÞðr  uÞðtÞ þ Rðl; AÞðr  f ÞðtÞ
¼ lRðl; AÞðr  uÞðtÞ 	 ðr  uÞðtÞ þ Rðl; AÞðr  f ÞðtÞ
for all tAR: It follows that ðr  uÞðtÞADðAÞ and
Rðl; AÞðr  uÞ0ðtÞ ¼ Rðl; AÞAðr  uÞðtÞ þ Rðl; AÞðr  f ÞðtÞ:
Since Rðl; AÞ is injective, this gives
ðr  uÞ0ðtÞ ¼ Aðr  uÞðtÞ þ ðr  f ÞðtÞ;
as required.
ðiiiÞ ) ðiÞ: Fix r1ACNc ðRÞ with
R
R
r1 ¼ 1: Let rnðtÞ ¼ nr1ðntÞ; un ¼ rn  u and
fn ¼ rn  f : By assumption, un is a classical, and hence a mild, solution of ACPfnÞ; so
unðtÞ ¼ unðsÞ þ A
Z t
s
unðtÞ dtþ
Z t
s
fnðtÞ dt
whenever tXs: Now un-u and fn-f in the natural topology of L1locðR; X Þ and
hence there is a subsequence for which unrðtÞ-uðtÞ a.e. Since A is closed
this gives
uðtÞ ¼ uðsÞ þ A
Z t
s
uðtÞ dtþ
Z t
s
f ðtÞ dt
for almost all t; s: &
In the following corollary and elsewhere, i 
 F will denote the function s/isFðsÞ:
Corollary 4.2. Let A be a closed operator on X with non-empty resolvent set. Let
lARðAÞ; pA½1;N and u; fALpðR; XÞ: Then the following are equivalent:
(i) u is a mild solution of ðACPf Þ;
(ii) For all FASðRÞ;
/Fði 
 FÞ; Rðl; AÞuS ¼ /FF; ARðl; AÞuSþ/FF; Rðl; AÞfS; ð4:5Þ
(iii) (4.5) holds for all FASðR;LðX ÞÞ:
When p ¼ 1; these conditions are equivalent to:
(iv) For all sAR; FuðsÞADðAÞ and ðis 	 AÞFuðsÞ ¼Ff ðsÞ:
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Proof. If (i) holds, then (4.3) holds for all FACNc ðRÞ and hence, by density, for all
FASðRÞ: Replacing F byFF gives (4.5). If (ii) holds, then replacing F by CASðRÞ
and applying UALðX Þ; (4.5) holds for F ¼ C#U : By linearity and density, it holds
for all FASðR;LðXÞÞ: The converse implications are straightforward.
Now suppose that p ¼ 1 and (i) holds. Let rACNc ðRÞ: By Proposition 4.1,
ðr  uÞ0ðtÞ ¼ Aðr  uÞðtÞ þ ðr  f ÞðtÞ ðtARÞ:
Taking Fourier transforms and using that A is closed (cf. [2, Proposition 1.1.7]) gives
that Fðr  uÞðsÞADðAÞ and
isFðr  uÞðsÞ ¼ AFðr  uÞðsÞ þFðr  f ÞðsÞ ðsARÞ:
Choosing r so that FrðsÞa0 gives (iv). The converse implication is proved
by reversing this argument using the fact that if g; hAL1ðR; XÞ and FgðsÞADðAÞ
and AFgðsÞ ¼FhðsÞ for all sAR; then gðtÞADðAÞ and AgðtÞ ¼ hðtÞ a.e.
(cf. [2, Proposition 1.7.6]). &
Now we consider brieﬂy the special case when A is the generator of a
C0-semigroup. Then mild solutions are automatically continuous.
Proposition 4.3. Let u; fAL1locðR; XÞ and suppose that u a mild solution of ðACPf Þ: If
A is the generator of a C0-semigroup T then there exists a unique continuous function u˜
such that u˜ ¼ u a.e. and
u˜ðtÞ ¼ Tðt 	 sÞu˜ðsÞ þ
Z t
s
Tðt 	 rÞf ðrÞ dr ð4:6Þ
whenever tXs:
Proof. We use the notation of the proof of Proposition 4.1, ðiiiÞ ) ðiÞ: Since un is a
classical solution of ðACPfnÞ;
unðtÞ ¼ Tðt 	 sÞunðsÞ þ
Z t
s
Tðt 	 rÞfnðrÞ dr
for all nX1 and tXs [2, Proposition 3.1.16]. There is a subsequence for which
unrðsÞ-uðsÞ a.e. For such s; ðunrÞ converges uniformly on ½s; s þ t for each t40 to a
limit u˜ satisfying (4.6). Then u˜ is continuous on ½s;NÞ and u˜ ¼ u a.e. on ½s;NÞ: It
follows that the functions u˜ for different choices of s are mutually consistent, and so
we have constructed the desired function u˜ on R: &
In what follows, we shall be considering ðACPf Þ with the function fALpðR; XÞ
and the operator A satisfying a condition of non-resonance. The precise deﬁnition
involves the notions of the Carleman transform and Carleman spectrum of a
function fALpðR; XÞ which we now recall (see Sections 4.6 and 4.8 of [2]).
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Let fALpðR; XÞ; where 1pppN: The Carleman transform fˆ of f is deﬁned by
fˆðlÞ ¼
RN
0 e
	ltf ðtÞ dt if Re l40;
	 RN0 eltf ð	tÞ dt if Re lo0:
(
(We use the same symbol for the Carleman transform and the Laplace transform,
but this should not lead to any confusion.) Now fˆ is a holomorphic function deﬁned
on C\iR: A point iZAiR is called regular for fˆ if there exists an open neighbourhood
V of iZ in C and a holomorphic function h :V-X such that hðlÞ ¼ fˆðlÞ for all
lAV \iR: The Carleman spectrum spcð f Þ of f is deﬁned by
spcð f Þ ¼ fZAR : iZ is not regular for fˆg:
It is shown in [2, Theorem 4.8.1] that
spcð f Þ ¼ fZAR : for all e40; there exists FASðRÞ such that
suppFCðZ	 e; Zþ eÞ and /FF; fSa0g: ð4:7Þ
Further, the proof of this fact shows that if E is a closed subset of R then
spcð f ÞCE
3/FF; fS ¼ 0 whenever FASðRÞ and suppF-E ¼ | ð4:8Þ
3/FF; fS ¼ 0 whenever FASðR;LðXÞÞ and suppF-E ¼ |: ð4:9Þ
In particular,
spcð f Þ ¼ | 3 f ðtÞ ¼ 0 a:e: ð4:10Þ
If fAL1ðR; X Þ then spcð f Þ coincides with the usual support of the function
suppFf :
spcð f Þ ¼ suppFf : ð4:11Þ
For fALpðR; XÞ and CASðRÞ; the identity /FF;C  fS ¼ /FðFFCÞ; fS
ðFASðR; X ÞÞ and (4.8) give
spcðC  f ÞCspcð f Þ-suppFC; ð4:12Þ
spcð f 	C  f ÞCspcð f Þ-suppð1	FCÞ: ð4:13Þ
Let m be a Fourier multiplier on LpðR; XÞ and M be the associated bounded
operator on LpðR; XÞ: It follows from the density of SðR; XÞ in LpðR; X Þ that the
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following holds for all fALpðR; XÞ:
/FF; Mð f ÞS ¼ /FðFmÞ; fS ðFASðRÞÞ: ð4:14Þ
When p ¼ 1; one has
FðMð f ÞÞðsÞ ¼ mðsÞFf ðsÞ ðsARÞ:
It now follows from (4.8) or (4.11) that
spcðMð f ÞÞCspcð f Þ: ð4:15Þ
Lemma 4.4. Let A be a closed operator on X : Let u; fALpðR; X Þ for some 1ppoN
and suppose that u is a mild solution of ðACPf Þ: Then
i spcðuÞCsðAÞ,i spcð f Þ:
Proof. We may assume that RðAÞ is non-empty. Let lARðAÞ: Let CASðRÞ; and
suppose that i suppC-ðsðAÞ,i spcð f ÞÞ is empty. Applying Corollary 4.5(iii) with
F ¼ CRði
; AÞ and using (4.9) gives
Rðl; AÞ/FC; uS ¼/Fði 
CRði
; AÞÞ; Rðl; AÞuS	/FðCRði
; AÞÞ; ARðl; AÞuS
¼Rðl; AÞ/FðCRði
; AÞÞ; fS
¼ 0:
Since Rðl; AÞ is injective, it follows that /FC; uS ¼ 0: Now the result follows
from (4.8). &
We say that fALpðR; X Þ has no resonance with the closed operator A deﬁned on X
(or, A and f satisfy the condition of non-resonance) if sðAÞ-i spcð f Þ is empty. When
ðACPf Þ is interpreted in physical terms, this condition says that the generalized
frequencies of the input f do not coincide with those of the system itself, so it is
heuristically natural to assume this when one is seeking an output u with similar
properties to the input. A result showing that the condition is mathematically natural
can be found in [30, Corollary 3.2].
Suppose that sðAÞ-iR is bounded, fALpðR; X Þ has no resonance with A;
and uALpðR; XÞ is a mild solution of ðACPf Þ: Then u can be replaced by a mild
solution v which has no resonance with A: Indeed, let CACNc ðRÞ satisfy C  1 in a
neighbourhood of fsAR : isAsðAÞg and suppC-spcð f Þ ¼ |; and put v ¼ u 	
ðF	1CÞ  u: Since spcðF	1C  f Þ is empty by (4.12), F	1C  f ¼ 0 by (4.10). It
follows easily (see Proposition 4.1) that v is also a mild solution of ðACPf Þ: By (4.13),
spcðvÞCsuppð1	CÞC	 iRðAÞ; and it follows from Lemma 4.4 that spcðvÞCspcð f Þ:
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Theorem 4.5. Let A be a closed operator on X satisfying condition ðR0Þ; and let
1ppoN: The following are equivalent:
(i) m is a Fourier multiplier on LpðR; X Þ; where
mðsÞ ¼ fðsÞRðis; AÞ ðsARÞ
for some fACNðRÞ satisfying ðP0Þ;
(ii) For each fALpðR; XÞ which has no resonance with A; there exists a unique mild
solution uALpðR; X Þ of ðACPf Þ which has no resonance with A:
Proof. Throughout this proof, lARðAÞ will be ﬁxed.
ðiÞ ) ðiiÞ: Recall from Remark 2.2 that (i) is independent of the choice of f: Given
fALpðR; X Þ with i spcð f Þ-sðAÞ empty, choose fACNðRÞ satisfying ðP0Þ such
that fðsÞ ¼ 1 for all s in a neighbourhood of spcð f Þ: Then, M :SðR; XÞ-SðR; XÞ
given by
MðgÞ ¼F	1ðfRði
; AÞFgÞ ðgASðR; X ÞÞ
extends to a bounded linear operator on LpðR; XÞ: Let u ¼ Mð f Þ: Then
spcðuÞCspcð f Þ by (4.15), so that i spcðuÞ-sðAÞ is empty.
Let CASðRÞ: Now (4.14) with F ¼ i 
C gives, on applying the operator Rðl; AÞ;
/Fði 
CÞ; Rðl; AÞuS ¼ /Fði 
CfRði
; AÞÞ; Rðl; AÞfS: ð4:16Þ
Similarly (4.14) with F ¼ C gives, on applying the bounded operator ARðl; AÞ;
/FC; ARðl; AÞuS ¼ /FðCfRði
; AÞÞ; ARðl; AÞfS: ð4:17Þ
Subtracting (4.17) from (4.16) yields
/Fði 
CÞ; Rðl; AÞuS ¼/FC; ARðl; AÞuS
þ /FðfCði 
 Rði
; AÞ 	 ARði
; AÞÞÞ; Rðl; AÞfS
¼/FC; ARðl; AÞuSþ/FC; Rðl; AÞfS:
Here, the last equality follows since (4.8) shows that
/Fðfði 
 Rði
; AÞ 	 ARði
; AÞÞCÞ; Rðl; AÞfS ¼/FðfCÞ; Rðl; AÞfS
¼/FC; Rðl; AÞfS:
Therefore, it follows from Corollary 4.2 that u is a mild solution of ðACPf Þ:
If v is another mild solution of ðACPf Þ then u 	 v is a mild solution of ðACP0Þ; so
i spcðu 	 vÞCsðAÞ by Lemma 4.4. If i spcðuÞ-sðAÞ and i spcðvÞ-sðAÞ are both
empty, then it follows that spcðu 	 vÞ is empty and therefore u ¼ v a.e. by (4.10).
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ðiiÞ ) ðiÞ: By assumption, there is a b40 such that isARðAÞ whenever jsjXb and
supjsjXb jjRðis; AÞjjoN: Let fACNðRÞ satisfy ðP0;bÞ: Let
Y ¼ f fALpðR; X Þ : spcð f ÞCR\ð	b; bÞg:
Then Y is closed in LpðR; X Þ: For fAY ; i spcð f Þ-sðAÞ is empty. Therefore,
hypothesis (ii) implies the existence of a unique ufALpðR; X Þ with i spcðuf Þ-sðAÞ
empty, which is a mild solution of ðACPf Þ: We show next that the linear map
B : Y-LpðR; XÞ given by Bð f Þ ¼ uf is closed.
Suppose ð fnÞCY converges to f in LpðR; X Þ and ðunÞ converges to some
uALpðR; XÞ; where un ¼ Bð fnÞ: By Lemma 4.4, i spcðunÞÞCi spcð fnÞCR\ð	b; bÞ; so
unAY for all n: Hence uAY and, in particular, i spcðuÞ-sðAÞ is empty. Moreover, by
Corollary 4.2,
/Fði 
 FÞ; Rðl; AÞunS ¼ /FF; ARðl; AÞunSþ/FF; Rðl; AÞfnS
for all FASðRÞ: Taking limits gives
/Fði 
 FÞ; Rðl; AÞuS ¼ /FF; ARðl; AÞuSþ/FF; Rðl; AÞfS:
By Corollary 4.2, u is a mild solution of ðACPf Þ; so u ¼ Bð f Þ: It follows from the
Closed Graph Theorem that there is a constant K such that
jjBð f ÞjjppK jj f jjp ð fAYÞ: ð4:18Þ
Let gALpðR; XÞ be arbitrary. Then fg :¼ g 	F	1ð1	 fÞ  gAY by (4.13), so there
is a unique mild solution ufg of ðACPf Þ with i spcðufgÞ-sðAÞ empty. Set MðgÞ ¼
ufg ¼ Bð fgÞ: Then M is a well deﬁned linear map on LpðR; XÞ; and there exists a
constant K1 such that
jjMðgÞjjp ¼ jjBð fgÞjjppK jj fgjjp ¼ K jjg 	F	1ð1	 fÞ  gjjppK1jjgjjp:
Suppose that gASðR; XÞ: From Corollary 4.2 we have, for all CASðR;LðXÞÞ;
/Fðði 
C	CAÞRðl; AÞÞ; MðgÞS ¼ /FC; Rðl; AÞfgS: ð4:19Þ
Let FASðRÞ with i suppFCRðAÞ and put CðsÞ ¼ FðsÞRðis; AÞ: Then (4.19) gives
/FFRðl; AÞ; MðgÞS ¼/Fðði 
C	CAÞRðl; AÞÞ; MðgÞS
¼/FC; Rðl; AÞfgS: ð4:20Þ
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Since Rðl; AÞ is an injective operator,
/FF; MðgÞS ¼/FC; fgS
¼/FRði
; AÞ;fFgS
¼/F;fRði
; AÞFgS
¼/FF;F	1ðfRði
; AÞFgÞS;
where we have used standard properties of the Fourier transform of Schwartz
functions including the fact that Ffg ¼ fFg: By (4.8), the Carleman spectrum
of MðgÞ 	F	1ðfRði
; AÞFgÞ is contained in fsAR : isAsðAÞgCð	b; bÞ: But
spcðMðgÞÞCspcð fgÞCR\ð	b; bÞ and spcðF	1ðfRði
; AÞFgÞÞ¼ suppðfRði
; AÞFgÞC
R\ð	b; bÞ: It follows that the Carleman spectrum of MðgÞ 	F	1ðfRði
; AÞFgÞ is
empty, and therefore by (4.10),
MðgÞ ¼F	1ðfRði
; AÞFgÞ
for all gASðR; X Þ: Thus s/fðsÞRðis; AÞ is a Fourier multiplier on LpðR; X Þ: &
Remark 4.6. We have used Corollary 4.2 to prove Theorem 4.5. There is a somewhat
different proof in [28] which is based on the following fact.
If u; fALpðR; XÞ and i spcðuÞ-sðAÞ and i spcð f Þ-sðAÞ are both empty, then the
following are equivalent:
(i) u is a mild solution of ðACPf Þ;
(ii) For all CASðRÞ (or SðR;LðX ÞÞ with i suppCCRðAÞ;
/FC; uS ¼ /FðCRði
; AÞÞ; fS:
When p ¼ 1; Theorem 4.5 can be proved using (iv) of Corollary 4.2 instead of the
distributional arguments. The details of this are also given in [28].
Remark 4.7. In Theorem 4.5, condition (ii) can be replaced by the formally weaker
condition:
ðii0Þ There exists b such that for all fALpðR; XÞ with spcð f Þ-ð	b; bÞ empty, there
is a mild solution uALpðR; XÞ of ðACPf Þ:
Moreover, if this holds and E is a closed subset of R such that iE-sðAÞ is empty,
then the space Y :¼ f fALpðR; X Þ : spcð f ÞCEg is ‘‘regularly admissible’’ in the
sense that for each fAY there is a unique mild solution uAY of ðACPf Þ (see [30]).
These facts follow from the proof of Theorem 4.5 together with the discussion
immediately preceding the theorem.
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Remark 4.8. It is routine to verify that all the concepts and results of this paper
remain valid if the space LpðR; X Þ is replaced by the space C0ðR; XÞ of all continuous
functions from R to X vanishing at inﬁnity.
In fact, let Y be any closed subspace of LNðR; X Þ with the following two
properties:
(a) c  fAY whenever cASðRÞ and fAY ;
(b) There is a constant c such that
jjgjjL1ðR;X Þpc supfj/g; fSj : fAY ; jj f jjN ¼ 1g
for all gASðR; X Þ:
For example, Y may be any translation-invariant space of bounded, uniformly
continuous, functions containing either C0ðR; XÞ or the space APðR; XÞ of all almost
periodic functions from R to X : Suppose that A satisﬁes (R0) and there is a mild
solution uALNðR; X Þ of ðACPf Þ for each fAY with no resonance with A: Then
fRði
; AÞ is a Fourier multiplier on C0ðR; X Þ when fACNðRÞ satisﬁes (P0). The
proof of this uses a duality argument similar to Lemma 3.5 and techniques from the
proofs of Theorem 4.5 and Remark 4.6.
Now suppose that A is the generator of a C0-semigroup T : The following
corollary is obtained from Corollary 3.10 by applying Theorems 3.6 and 4.5 to
the operators A 	 a and noting that mild solutions of v0ðtÞ ¼ ðA 	 aÞvðtÞ þ gðtÞ are
in bijective correspondence with mild solutions of u0ðtÞ ¼ AuðtÞ þ eatgðtÞ by taking
uðtÞ ¼ eatvðtÞ: We let LpaðR; XÞ be the space of all fAL1locðR; XÞ such thatR
R
e	patjj f ðtÞjjp dtoN: We say that such an f has no resonance with A if
i spcðe	a
f Þ-sðA 	 aÞ is empty.
Corollary 4.9. Let T be a C0-semigroup on X with generator T ; and let 1ppoN:
Then
zðTÞ ¼ inffa4sN0 ðAÞ : for each fALpaðR; X Þ with no resonance with A;
there is a mild solution uALpaðR; X Þ of ðACPf Þg:
Suppose that zðTÞo0; let fALpðR; XÞ where 1ppoN; and suppose that f has no
resonance with A: Then there is a unique mild solution uALpðR; XÞ of ðACPf Þ which
has no resonance with A: It follows from Remark 3.8 and the proof of Theorem 4.5
that u ¼ S  f ; where S is deﬁned by (3.14) when f is chosen so that ðP0Þ is satisﬁed
and fðsÞ ¼ 1 for all s in a neighbourhood of spcð f Þ: In fact, u ¼ S  f is also a
mild solution of ðACPf Þ when fALNðR; XÞ: Indeed, (4.14) holds when mðsÞ ¼
fðsÞRðis; AÞ and Mð f Þ ¼ S  f : This can be seen from Fubini’s Theorem when
fAL1ðR; X Þ-LNðR; XÞ and then for general f by an approximation argument.
Then the proof of Theorem 4.5, ðiÞ ) ðiiÞ; shows that u ¼ Mð f Þ is a mild solution.
Moreover, spcðuÞCspcð f Þ and u is the unique mild solution of ðACPf Þ in LNðR; XÞ
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which has no resonance with A: If Y ¼ C0ðR; XÞ; APðR; X Þ or one of many spaces of
bounded continuous functions, then S  fAY whenever fAY :
Conversely if sN0 ðAÞo0 and there is a mild solution of ðACPf Þ in LNðR; XÞ
whenever fAY with no resonance with A; where Y is a space as in Remark 4.8, then
it follows from Remark 4.8 and Theorem 3.6 that zðTÞo0:
Remark 4.10. Let 1ppoN and T be a C0-semigroup with generator A such that
sðAÞ-iR is empty. Then Theorem 4.5 and [20, Theorem 2.7] (see Remark 3.11) give
T is hyperbolic3For all fALpðR; X Þ there exists a unique
mild solution of ðACPf Þ in LpðR; XÞ:
This has been proven by Latushkin et al. [12, Theorem 4.33; 19, Theorem 2.1] in the
more general setting of evolution families. Similar results, with LpðR; X Þ replaced by
spaces of bounded continuous functions from R to X ; can be found in [21, Chapter
10], [27, Theorem 4], [29, Theorem 3].
Remark 4.11. Let T be a C0-semigroup with generator A; and suppose that
sðAÞ-iRCið	b; bÞ for some bX0: Let Y be any of the spaces LpðR; XÞ ð1ppoNÞ;
C0ðR; X Þ or APðR; X Þ; and let
Z ¼ f fAY : spcð f Þ-ð	b; bÞ is emptyg:
Then Z is invariant under the evolution semigroup on Y associated with T : Let GZ
be the generator of the evolution semigroup on Z: It follows from [12, Proposition
4.32] and Remark 4.7 that GZ is invertible if and only if, for each fAZ; there exists a
mild solution uAY of ðACPf Þ: Hence zðTÞo0 if and only if sN0 ðAÞo0 and GZ is
invertible.
Example 4.12. We consider an abstract delay equation of the form
u0ðtÞ ¼ BuðtÞ þ Fut ðtX0Þ;
uð0Þ ¼ x;
u0 ¼ f ;
where B generates a C0-semigroup T on a Banach space X ; xAX ; fALpð½	1; 0; XÞ
for some 1ppoN; utðtÞ ¼ uðt þ tÞ ðtX0; tA½	1; 0Þ and FðgÞ ¼
R 0
	1 dZ g for some
function Z : ½	1; 0-LðX Þ of bounded variation.
Let E ¼ X  Lpð½	1; 0; X Þ; and
A ¼ B F
0 d
dt
 !
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with
DðAÞ ¼ x
f
 
ADðBÞ  W 1;pð½	1; 0; X Þ : f ð0Þ ¼ x
 
:
It has been shown in [3,22] thatA generates a C0-semigroupT on E and that orbits
of T correspond with mild solutions of the delay equation.
It was shown in [4, Corollary 4.8] that if o0ðTÞo0 and the total variation VðZÞ is
sufﬁciently small then o0ðTÞo0: Similarly, if zðTÞo0 and VðZÞ is sufﬁciently small
then zðTÞo0: The proof of this is similar in strategy to the proof in [4] using our
Theorem 3.6 and a version of Lemma 3.2.
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