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ABSTRACT
This thesis consists of two research topics in commutative algebra.
In the first chapter, a comprehensive analysis is given of the Weak Lef-
schetz property in the case of ideals generated by powers of linear forms in
a standard graded polynomial ring of characteristic zero. The main point to
take away from these developments is that, via the inverse system dictionary,
one is able to relate the failure of the Weak Lefschetz property to the geom-
etry of the fat point scheme associated to the powers of linear forms. As a
natural outcome of this research we describe conjectures on the asymptotical
behavior of the family of ideals that is being studied.
In the second chapter, we solve some relevant cases of the Evans-Griffith
syzygy conjecture in the case of (regular) local rings of unramified mixed
characteristic p, with the case of syzygies of prime ideals of Cohen-Macaulay
local rings of unramified mixed characteristic being noted. We reduce the
remaining considerations to modules annihilated by ps, s > 0, that have
finite projective dimension over a hypersurface ring. Our main results are
obtained as a byproduct of two theorems that establish a weak order ideal
property for kth syzygy modules under conditions allowing for comparison of
syzygies over the original ring versus the hypersurface ring.
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CHAPTER 1
WEAK LEFSCHETZ PROPERTY AND FAT
POINTS
1.1 Introduction
A very broad and fascinating problem in the study of standard graded al-
gebras is to describe the algebraic, geometric and homological consequences
forced on the algebras by conditions on the Hilbert function. There is a vast
literature on this topic. Part of the great interest in the Weak Lefschetz
property stems from the fact that its presence puts severe constraints on the
possible Hilbert functions. The main player of the chapter is
Definition. Let I ⊆ S = K[x1, . . . , xr] be an ideal such that A = S/I is
Artinian. Then A has the Weak Lefschetz property (WLP) if there is a
linear form ` ∈ S1 such that for all m, the map µ`
Am
·`−→ Am+1
is either injective or surjective.
The Lefschetz elements of A (` in the notation of the definition) form
a Zariski open, possibly empty, subset of A1. Therefore, the existence of
the Lefschetz element ` in the definition of the Weak Lefschetz Property
guarantees that this set is nonempty and is equivalent to the statement that
for a generic linear form in S1 the corresponding multiplication map has full
rank.
Although many algebras are expected to have the Weak Lefschetz property,
establishing this property is often rather difficult. For example, it is open
whether every complete intersection of height four over a field of characteristic
zero has the Weak Lefschetz property. (This is true if the height is at most
3 by [HMNW03].)
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Throughout this chapter, we work over a field K of characteristic zero
(unless stated otherwise). As shown in [HMNW03], the Weak Lefschetz
property behaves in very subtle ways in positive characteristic.
The purpose of the first three sections of this chapter is to survey the tools
employed in analyzing the Weak Lefschetz property as synthesized in the
Algebraic aspects, Geometry and Combinatorics sections and in the follow-
ing sections we reveal new developments in analyzing the Weak Lefschetz
property in the case of ideals generated by powers of linear forms. The main
point to take away from these developments is that, via the inverse system
dictionary, one is able to relate the failure of the Weak Lefschetz property
to the geometry of the fat point scheme associated to the powers of linear
forms.
1.2 Algebraic aspects of the Weak Lefschetz property
One motivation for studying the Weak Lefschetz property and related prop-
erties is a conjecture of Fro¨berg related to the Hilbert functions of Artinian
algebras. In this section we define some notions closely related to the Weak
Lefschetz property (such as the Strong Lefschetz property and the Maxi-
mum Rank property), we explore their inter-connections and give a flavor of
the strength of each of these properties and how one might hope to apply
them towards studying Hilbert functions of Artinian algebras. In particu-
lar we point out the direct relation of the Weak Lefschetz property, Strong
Lefschetz property, Maximum Rank property to Fro¨berg’s conjecture.
Let R = k[x1, . . . , xn] where k is an infinite field. Let A = R/I =
⊕r
i=0 Ai
be a standard graded Artinian k-algebra. Recall
Definition 1.1. The Weak Lefschetz property says that for a general linear
form `, the induced multiplication (·`) : Ai → Ai+1 should have maximal
rank, for each i.
Definition 1.2. The Strong Lefschetz property says that for a general linear
form ` and for any power d, the multiplication (·`d) : Ai → Ai+d has maximal
rank.
Notice that by semicontinuity the Strong Lefschetz property implies that
for a general form F of arbitrary degree d, the induced multiplication
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(·F ) : Ai → Ai+d has maximal rank.
Definition 1.3. We will call this latter property that for a general form F of
arbitrary degree d, the induced multiplication (·F ) : Ai → Ai+d has maximal
rank the Maximal Rank property.
Clearly if R/I has the Strong Lefschetz property then it has the Weak Lef-
schetz property. However, it is well-known that the Weak Lefschetz property
does not imply the Strong Lefschetz property as the following examples in
[HMNW03] point out.
Example 1.4. We first give a simple example of an ideal with the Weak
Lefschetz property but not the Strong Lefschetz property. Let I be the lex-
segment ideal with generators
(x21, x1x2, x1x
2
3, x
3
2, x
2
2x
2
3, x2x
3
3, x
5
3).
It has Hilbert function (1 3 4 3 1), and one can check that for multiplication
by a general linear form ` we have maximal rank between consecutive com-
ponents, while `2 has the element x1 in the kernel of the multiplication map
from the vector space of degree 1 forms on S/I to the space of degree 3 forms.
One would certainly expect, however, that ”most” Artinian k-algebras
would have both the Strong and the Weak Lefschetz properties. Many results
in the last several years have contributed to making this expectation more
precise. On the other hand, many very natural questions remain open. We
first recall several of these results and open questions.
It was shown by R. Stanley [Sta80] and by J. Watanabe[Wat87] that a
monomial complete intersection always has the Strong Lefschetz property.
By semicontinuity, it follows that a general complete intersection has the
property as well. A surprising step came in [HMNW03] where it was shown
that for n = 3, every complete intersection has the Weak Lefschetz property,
extending a result of J. Watanabe[Wat98]. The problem remains open for
n ≥ 4, and also for n = 3 in the case of the Strong Lefschetz property. It was
shown in [HMNW03] that any Artinian algebra in k[x1, x2]has the Strong
Lefschetz property.
Another interesting problem is to determine if the property holds for
Gorenstein Artinian K-algebras. It was shown by J. Watanabe ([Wat87], Ex-
ample 3.9) that in any codimension,“most” Artinian Gorenstein rings possess
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the Strong Lefschetz property. More precisely, Watanabe showed that this
holds for an open subset of the projective space parameterizing the Artinian
Gorenstein ideals with fixed socle degree. (Note that he does not show it
for arbitrary Hilbert function, and in fact the algebras that he produces are
compressed, i.e. have maximal Hilbert function.) In K[x1, x2, x3] it is not
known if all Artinian Gorenstein ideals possess the property, or if it at least
holds for a general Artinian Gorenstein ideal with fixed Hilbert function (cf.
[Die96]).
The same questions can also be asked for Artinian Gorenstein ideals in
K[x1, . . . , xn], possibly restricting to some subclass of such ideals. Watanabe
[Wat89] proved a number of other strong consequences of the Strong Lefschetz
property for Gorenstein rings. On the other hand, it is known that not all
Artinian Gorenstein K-algebras have the Weak Lefschetz property, if n ≥ 4
(cf. for instance [Ike96] Example 4.4).
The behavior of different types of algebras relative to the WLP, the SLP
and the MRP is given below. The table only addresses characteristic zero
behavior.
Algebra type vars WLP SLP MRP
Any 2 yes yes yes
Complete Intersection 3 yes yes 2 yes 2
Complete intersection > 3 yes 1 yes 2 yes 2
Almost complete Intersection 3 yes 2 yes 2 yes 2
Almost complete intersection > 3 no no no
Gorenstein 3 yes 2 yes 2 yes 2
Gorenstein > 3 no no no
Powers of linear forms 3 yes 3 no no
Powers of linear forms > 3 no 3 no no
Monomial complete intersection any yes yes yes
Monomial almost complete intersection 3 no no no
1 This is a conjectural answer.
2 Generically, i.e. when the ideal is generated by general forms.
3 Proved in this thesis.
As the table suggests, no example is currently known where the Maximum
Rank property holds, but the Strong Lesfchetz property does not hold.
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1.2.1 Hilbert functions of algebras that possess the WLP
Harima-Migliore-Nagel-Watanabe give in [HMNW03] a complete characteri-
zation of the possible Hilbert functions of algebras with the Weak Lefschetz
property. Furthermore, they show that there is a sharp upper bound on all
of the graded Betti numbers in the minimal free resolution of an algebra with
the Weak Lefschetz property.
Definition 1.5. Let R = K[x0, . . . , xn]. If A = R/I is a graded K-algebra
then we denote the Hilbert function of A by
hA(t) := dimK [R/I]t.
Note that the Hilbert function of an Artinian k-algebra has finite support
and is captured in its h-vector h = (h0, h1, . . . , he) where h0 = 1, hi =
hA(i) > 0 and e is the last index with this property. The integer e is called
the socle degree of A and e + 1 the length of h. The socle of A is defined
as the annihilator of the homogeneous maximal ideal m = (x1, . . . , xr) j A,
namely soc(A) = {a ∈ A | am = 0}.
Definition 1.6. An O-sequence is a sequence of non-negative integers that
form the h-vector of an Artinian Algebra.
In algebraic combinatorics, pure O-sequences (i.e those that correspond
to h-vectors of level Artinian algebras which have the socle concentrated
in a single degree) coincide with the f -vectors of pure multicomplexes (i.e.
simplicial complexes where the vertices are allowed to have multiplicities).
The best known and most studied special kind of pure O-sequence, perhaps,
consists of the f -vectors of pure simplicial complexes, i.e. pure f -vectors.
Recall that a pure simplicial complex is one where the facets all have the
same dimension, and the component fi of the f -vector counts the faces of
dimension i.
By a celebrated theorem of Macaulay, there is a well-known combinatorial
property that characterizes O-sequences.
Let n and d be positive integers. There exist uniquely determined integers
kd > kd−1 > · · · > kδ ≥ δ ≥ 1 such that
n = n(d) =
(
kd
d
)
+
(
kd−1
d−1
)
+ · · ·+ (kδ
δ
)
.
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This is called the d-binomial expansion of n. For any integer a, we define
(n(d))
a :=
(
kd+a
d+1
)
+
(
kd−1+a
d
)
+ · · ·+ (kδ+a
δ+1
)
where we set
(
m
p
)
= 0 whenever p < 0 or m < p.
The characterization of O-sequences given by Macaulay is the following:
Theorem 1.7 (Macaulay). The following are equivalent:
1. the vector (h0, h1, . . . he) is an O-sequence;
2. hi ≤ ((hi+1)i+1)1,∀0 ≤ i ≤ e− 1.
In the following Proposition we summarize some of the restrictions that
the WLP imposes on the h-vector of an Artinian algebra.
Proposition 1.8. Let A be an Artinian algebra that satisfies the WLP.
1. Let d be the smallest degree for which ·` : Ad → Ad+1 is surjective.
Then the map ·` : Aj → Aj+1 is also surjective for all j ≥ d.
2. ·` : Aj → Aj+1 is injective, but not surjective, for all j < d.
3. Let h = (h0, h1, . . . , hs) be the Hilbert function of A. From (1) and (2)
it follows that
h0 < h1 < · · · < hd ≥ hd+1 ≥ · · · ≥ hs.
In particular, h is unimodal and strictly increasing until it reaches its
peak, which is called the Sperner number of the Hilbert function of A
([Wat87]).
4. Thus we see that there exist integers u1, u2, . . . , u` such that
h0 < h1 < · · · < hu1 = · · · = hu2−1 > hu2 = · · · = hu3−1
> hu3 · · · > hu` = · · · = hs > 0.
In particular u1 = d.
5. Furthermore from (1) and (2) we have that the positive part of the first
difference of h, namely
1, h1 − h0, h2 − h1, · · · , hu1 − hu1−1,
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is the Hilbert function of B = A/(`). In particular, this is an O-
sequence.
Proof. The first assertion is a consequence of the fact that standard grading is
used throughout. The surjectivity of the map Ad
`−→ Ad+1 provides the base
step, while composing a surjective map Ai
`−→ Ai+1 with the multiplication
map by a variable xj yields surjections xjAi
`−→ xjAi+1 and Ai+2 is contained
in the union of these images. Therefore the proof can be completed by
induction.
The second assertion is a consequence of the way d has been chosen and the
third and fourth items are consequences of the first two. The last assertion
relates the h-vectors of Artinian Algebras related by the exact sequence
0 −→ A `−→ A −→ A/(`) −→ 0
Harima-Migliore-Nagel-Watanabe ([HMNW03]) show that the converse is
also true.
Proposition 1.9 (Proposition 3.4 in [HMNW03]). Let h = (1, h1, . . . , hs)
be a finite sequence of positive integers. Then h is the Hilbert function of a
graded Artinian K-algebra R/J having the Weak Lefschetz property if and
only if h is a unimodal O-sequence such that the positive part of the first
difference is an O-sequence.
However, these conditions on the Hilbert function do not fully characterize
Algebras with the WLP. Migliore-Nagel-Watanabe give an example of two
ideal with the same Hilbert function one of which satisfies the WLP while
the other one does not.
1.2.2 Related conjectures on Hilbert functions
A problem that comes up surprisingly often in algebra and geometry and
which is closely related to the Strong Lefschetz property is to determine the
Hilbert series of the graded quotient A = R/I, that is the series
HilbA(t) =
∞∑
s=0
dimk Ast
s
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where As is the s-th graded piece of A. If r ≤ n then I is a complete inter-
section and the result is well known. So, assume r > n, which in particular
means that A is Artinian. In 1985, R. Fro¨berg conjectured
Conjecture 1.10. (Fro¨berg, 1985) If I is an ideal generated by r generic
forms of degrees di then such that A = S/I is Artinian, then
HilbA(t) =
[∏r
i=1(1− tdi)
(1− t)n
]
.
Here, for series we use the notation above to mean truncaton at the first
zero coefficient. More precisely, denote [
∑∞
j=0 ajt
j] =
∑∞
j=0 bjt
j with
aj =
{
bj if ai ≥ 0 for all i ≤ j;
0 otherwise.
Several contributions to this apparently simple problem have been made and
there are at least three ways to attack this conjecture. First, one could bound
the number of variables. The conjecture was proved to be true for n = 2 by
R. Fro¨berg ([Fro85]) and for n = 3 by D. Anick ([Ani86]). Secondly, one
could bound the number of generators for the ideal I. The conjecture is
easily seen to be true for r ≤ n and it was proved to be true for r = n + 1
by R. Stanley [Sta80]. It is also true if all the generators have the same
degree d and r ≥ 1
n
(
d+n
d+1
)
([Fro85] Example 4, p. 128). Thirdly, one could
prove that the conjecture is true for the first terms in the Hilbert series. The
first non-trivial statement comes for degree d + 1 with d = min{di}. In this
degree the conjecture is equivalent to the following result of M. Hochster and
D. Laksov ([HL87]):
Proposition 1.11. Let F1, . . . , Fr be r general forms of degree d in R =
k[x1, . . . , xn]. Set A = R/(F1, . . . , Fr). Then,
dimkAd+1 = max
{
0,
(
n+ d
d+ 1
)
− rn
}
i.e., {xiFj}i=1,...,n;j=1,...,r spans a vector space of maximal dimension, namely,
min
{
rn,
(
n+ d
d+ 1
)}
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1.3 Geometry of the WLP
1.3.1 WLP and the syzygy bundle
In [HMNW03], Harima-Migliore-Nagel-Watanabe introduced the idea of
studying the WLP using the syzygy bundle:
Definition 1.12. If I = 〈f1, . . . , fn〉 is 〈x1, . . . , xr〉−primary, and deg(fi) =
di, then the syzygy bundle S(I) = S˜yz(I) is a rank n− 1 bundle defined via
0 −→ Syz(I) −→
n⊕
i=1
S(−di) [f1,...,fn]−→ S −→ S/I −→ 0. (1.1)
or, equivalently, by
0 −→ Syz(I) −→
n⊕
i=1
S(−di) −→ I −→ 0 (1.2)
Let ` be a generic form in S1 with L = V (`), and I an ideal such that
A = S/I is Artinian. Sheafifying the sequence of modules in (1.1) and
twisting gives
0 −→ S(I)(m) −→
n⊕
i=1
OPr−1(m− di) −→ OPr−1(m) −→ 0. (1.3)
We start with the following cohomological observation.
Proposition 1.13. Let R = K[x1, . . . , xr], N ≥ 2, and let I = (f1, . . . , fn) ⊆
R be an R+-primary homogeneous ideal and denote the degree of fi by di.
Then we have
Am = H
1(Pr−1,S(I)(m))
for every graded component Am of A := R/I, m ∈ Z.
Proof. Since H1(Pr−1,OPN (m)) = 0 for all m and r ≥ 3, we derive from
the presenting sequence (1.3) of S(I)(m) := S˜yz(f1, . . . , fn)(m) the exact
cohomology sequence
n⊕
i=1
H0(Pr−1,OPr−1(m−di)) f1,...,fn−→ H0(Pr−1,OPr−1(m)) −→ H1(Pr−1,S(I)(m)) −→ 0.
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Now the claim follows immediately, by comparing the sequence above with
(1.1) and noting H0(Pr−1,OPr−1(m)) = Rm.
Similarly,
Syz(I) '
⊕
t
H0(Pn,S(I)(t))), (1.4)
since Syz(I) and
⊕
t
H0(Pr−1,S(I)(t)) both are direct sums of kernels of the
same maps on global sections. From Equation (1.2) we also see that
dimK Ij =
∑
i
(
j − di + r − 1
r − 1
)
− dimK Syz(I)j. (1.5)
In case fi = L
t
Pi
for a set of distinct points Pi, setting Dj = jE0 − (j − t +
1)(E1 + · · ·+ En) and comparing with Equation (1.10) shows that
h0(S(I)(j)) = dimK Syz(I)j = h1(Dj) (1.6)
for j ≥ t.
Since S(I) is a bundle, tensoring the sequence
0 −→ OPr−1(m) −→ OPr−1(m+ 1) −→ OL(m+ 1) −→ 0
with S(I) gives the exact sequence
0 −→ S(I)(m) −→ S(I)(m+ 1) −→ S(I)|L(m+ 1) −→ 0.
The long exact sequence in cohomology yields a sequence
0 // H0(S(I)(m)) // H0(S(I)(m+ 1)) φm // H0(S(I)|L(m+ 1))
qqdddddddd
dddddddd
dddddddd
dddddd
H1(S(I)(m)) µ` // H1(S(I)(m+ 1)) // H1(S(I)|L(m+ 1))
ψm
qqdddddddd
dddddddd
dddddddd
dddddd
H2(S(I)(m)) // H2(S(I)(m+ 1)) // · · · .
(1.7)
Surjectivity of µ` in degree m follows from injectivity of ψm, and injectivity
of µ` from surjectivity of φm. In particular, µ` is injective in degree m if
h0(S(I)|L(m+ 1)) = 0.
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1.3.2 Macaulay’s inverse systems
A central tool in this thesis is Macaulay’s inverse system (see [Mac16]). This
classical correspondence has been deeply studied in the homogeneous case,
among other authors, by Iarrobino in a long series of papers, see for exam-
ple: [Iar72], [Iar94], [IK99]. Notice that from a categorical point of view,
Macaulay’s correspondence is a particular case of Matlis duality, see [BS98],
[Nor72].
Through the paper we are assuming that the basic field K is algebraically
closed of characteristic zero. Let S = K[x1, . . . xn] and let R = K[y1, . . . , yn]
be a new polynomial ring. Let s be a positive integer, we denote by R≤s the
set of polynomials of degree ≤ s. Let I be an ideal of S such that A = S/I
has finite length. Let m be the unique homogeneous maximal ideal of S,
then the socle of A is the colon ideal 0 : m. The socle degree s of A is the
largest integer for which ms 6= 0. From now A will be a quotient of S.
In this section we collect the main facts and notations concerning
Macaulay’s inverse system in the study and classification of Artinian graded
rings. The reader may refer to [Ems78] and [Iar94] for an extended treatment.
It is known that R has a structure of S-module by means the following
action
◦ : S ×R −→ R
(f, g) → f ◦ g = f(∂y1 , . . . , ∂yn)(g)
where ∂yi denotes the partial derivative with respect to yi. If we denote by
xα = xα11 · · ·xαnn and yβ = yβ11 · · · yβnn then
xα ◦ yβ =

(
β
α
)
yβ−α if βi ≥ αi for i = 1, · · · , n
0 otherwise
where
(
β
α
)
=
∏n
i=1
(
βi
αi
)
. Since we are working over a a characteristic zero
field it turns out that these coefficients are well defined and furthermore we
may even ignore them without changing the algebraic properties described.
Most importantly Hilbert functions of inverse systems remain unchanged if
we drop the coefficients.
The action for polynomials is defined bilinearly from that for monomials.
We remark that for every f, h ∈ R and g ∈ P, then (fh) ◦ g = f ◦ (h ◦ g),
and that we have ms+1 ◦ g = 0 if and only if g ∈ P≤s.
11
Starting from ◦ we consider the exact pairing of K-vector spaces:
〈 , 〉 : S ×R −→ K
(f, g) → (f ◦ g)(0)
If S were set to be the power series ring in n variables instead, this would
give an explicit description of the injective envelope of the R-module K in
terms of the polynomial ring R with the structure of S-module via the action
◦ (see [Ems78] Section B, Lemme and Proposition 1; [Iar94] page 9, [Nor72]).
Definition 1.14. For any ideal I ⊂ S we define the following S-submodule
of R, which we call the inverse system of I:
I−1 := {g ∈ R | 〈f, g〉 = 0 ∀f ∈ I } = {g ∈ R | I ◦ g = 0}.
If I = ms+1 then I−1 coincides with R≤s. In general if S/I has socle-degree
s, then I−1 is generated by polynomials of degree ≤ s. Conversely, for every
S-submodule M of R we define
AnnS(M) := {g ∈ S | 〈g, f〉 = 0 ∀f ∈M} = {g ∈ S | g ◦M = 0}
which is an ideal of R. Emsalem in [Ems78], Section B, Proposition 2, Iar-
robino in [Iar72] Theorem 4.6 B and [Iar94] Lemma 1.2, proved that there
exists a one-to-one correspondence between ideals I ⊆ S such that S/I is
an Artinian algebra and S-submodules M of R which are finitely gener-
ated. Even more is true: via this correspondence Artinian Gorenstein S-
algebras A correspond to cyclic R-modules (i.e A is Gorenstein if and only if
A = S/AnnS(fR) for some f ∈ R).
Since S/I and I−1 are finitely generated K-vector spaces, it is easy to see
that the action 〈 , 〉 induces the following isomorphism of K-vector spaces
(see [Ems78] Proposition 2 (a)):
(S/I)∗ ' I−1. (1.8)
Hence dimKS/I = dimKI
−1. The main point is that it is possible to com-
pute the Hilbert function of A = S/I via the inverse system and in the
following we shall record the appropriate formulas for the case that is rele-
vant to this thesis, namely the case of fat point ideals.
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In [EI95], Emsalem and Iarrobino proved that there is a close connection
between ideals generated by powers of linear forms, and ideals of fat points.
Let pi = [pi1 : · · · : pir] ∈ Pr−1, I(pi) = ℘i ⊆ R = K[y1, . . . , yr], and
{p1, . . . , pn} ⊆ Pr−1 be a set of distinct points. A fat point ideal is an ideal
of the form
F =
n⋂
i=1
℘αi+1i ⊂ R.
Emsalem and Iarrobino generalized Terracini’s lemma (where the αi are
all two) show the following:
Theorem 1.15 (Emsalem and Iarrobino, [EI95]). Recall S = K[x1, . . . , xr],
R = K[y1, . . . , yr] and let Lpi =
∑r
j=1 pijxj. Let F be an ideal of fatpoints:
F = ℘α1+11 ∩ · · · ∩ ℘αn+1n ⊂ R.
Then
(F−1)j =

Sj for j ≤ max{αi}
Lj−α1p1 Sα1 + · · ·+ Lj−αnpn Sαn for j ≥ max{αi + 1}
and
dimK(F
−1)j = dimK(R/F )j.
The following corollary is just a special case version of Theorem 1.15, but
one that we will use repeatedly.
Corollary 1.16. Let t ≥ 1 be an integer, let
J = ℘j−t+11 ∩ · · · ∩ ℘j−t+1n ⊂ R
be an ideal of fatpoints and consider the ideal I = 〈Ltp1 , . . . , Ltpn〉 ⊂ S. Then
dimK Ij =
dimK(R/J)j for j ≥ t0 for 0 ≤ j < t
and hence
dimK(S/I)j =
dimK Jj for j ≥ t(r−1+j
r−1
)
for 0 ≤ j < t
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Note that to obtain the Hilbert function of a fixed ideal of linear forms, it
is necessary to consider an infinite family of ideals of fat points.
Example 1.17. Here we apply Corollary 1.16 to obtain the Hilbert function
for A = K[x1, x2, x3, x4]/〈x31, x32, x33, x34, (x1 +x2 +x3 +x4)3〉. We consider the
restriction of this example to P2 in Example 1.18.
j 0 1 2 3 4 5 6 . . .
dimKAj 1 4 10 15 15 6 0 . . .
HF (∩5i=1℘j−2i , j) 0 0 0 15 15 6 0 . . .
1.3.3 Blowups of points in projective space
There is a well-known correspondence between the graded pieces of an ideal
of fat points F ⊆ K[x1, . . . , xr] and the global sections of a line bundle on the
variety X which is the blow up of Pr−1 at the points. We briefly review this.
Let Ei be the class of the exceptional divisor over the point pi, and E0 the
pullback of a hyperplane on Pr−1. Given non-negative integers mi, consider
the fatpoints ideal J = ℘m11 ∩ · · · ∩ ℘mnn ⊂ R and let
D = jE0 −
n∑
i=1
miEi.
Of course, dimK Jj = h
0(Pr−1, IZ(j)), where IZ(j) is the ideal sheaf of the
fatpoints subscheme Z defined by F . Moreover, by [Har10, Proposition 4.1.1],
hi(X,D) = hi(Pr−1, IZ(j)) for all i ≥ 0. Taking cohomology of the exact
sequence
0 −→ IZ(j) −→ OPr−1(j) −→ OZ(j) −→ 0
and using the fact that OZ(j) ∼= OZ and thus h0(Z,OZ(j)) = h0(Z,OZ) =∑
i
(
r−2+mi
r−1
)
, shows that
h0(X,D) = h0(IZ(j)) =
(
r − 1 + j
r − 1
)
−
∑
i
(
r − 2 +mi
r − 1
)
+h1(IZ(j)). (1.9)
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In the context of Corollary 1.16, taking mi = j − t+ 1 for all i and defining
Dj to be Dj = jE0 − (j − t+ 1)(E1 + · · ·+ En), we thus have:
dimK Ij =
n
(
r+j−t−1
r−1
)− h1(IZ(j)) = n(r+j−t−1r−1 )− h1(Dj) for j ≥ t
0 for 0 ≤ j < t
(1.10)
Alternatively, this can be stated for the quotient S/I = A as:
dimKAj =
h0(Dj) for j ≥ t(r−1+j
r−1
)
for 0 ≤ j < t
(1.11)
We will say that I has expected dimension in degree j if either Ij = 0 or
h1(Dj) = 0. We say Dj is irregular if h
1(Dj) > 0 and regular otherwise. We
say Dj is special if h
0(Dj) and h
1(Dj) are both positive.
Example 1.18. Let A be the quotient of K[x1, x2, x3] by the cubes of five
general linear forms. The corresponding five points in P2 are general, and
the first interesting computation involves D4 = 4E0 −
5∑
i=1
2Ei, for which we
have
dimKA4 = h
0(D4) =
(
6
2
)
− 15 + h1(D4).
Since H0(D4) contains the double of a conic through the five points, D4 is
special, and in fact we have h0(D4) = 1 = h
1(D4).
A landmark result on the dimension of linear systems is:
Theorem 1.19 (Alexander–Hirschowitz [AH92]). Fix m, r−1 ≥ 2, and con-
sider the linear system of hypersurfaces of degree m in Pr−1 passing through
n general points with multiplicity two. Then
1. For m = 2, the system is special iff 2 ≤ n ≤ r − 1.
2. For m greater than two, the only special systems are (r − 1,m, n) ∈
{(2, 4, 5), (3, 4, 9), (4, 4, 14), (4, 3, 7)}. In each of these four cases, the
linear system is expected to be empty but in fact has projective dimen-
sion 0.
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1.4 Combinatorics of the WLP
Gelfand-Tsetlin patterns
There is an interesting connection between ideals generated by powers of
linear forms and certain notions in combinatorics described below. We shall
explore the connections in the next sections.
Definition 1.20. A two-row Gelfand-Tsetlin pattern is a non-negative inte-
ger 2 × n-matrix (λij) that satisfies λ2n = 0, λ1,j+1 ≥ λ2,j and λi,j ≥ λi,j+1
for i = 1, 2 and j = 1, . . . , n− 1.
In Proposition 3.6 of [SX10], Sturmfels-Xu show that for generic forms li,
the Hilbert function of K[x1, . . . , xr]/〈lu11 , . . . , lur+1r+1 〉 in degree i is the number
of two-rowed Gelfand-Tsetlin patterns with λ21 = i and λ1j +λ2j = uj + · · ·+
ur+1 for j = 1, . . . , r + 1.
Corollary 1.21. Let m = min{b i
t
c, r}. The number of two-rowed Gelfand-
Tsetlin patterns with λ21 = i and λ1j + λ2j = (r+ 2− j)t for j = 1, . . . , r+ 1
is 
(
r−1+i
r−1
)
+
∑
1≤j≤m
(−1)j(r−1+i−tj
r−1
) · (r+1
j
)
if this quantity is positive.
0 otherwise.
Proof. This follows from the result of Sturmfels-Xu and Lemma 1.42.
1.5 Powers of linear forms in P2
For the entire section we focus on the case r = 3, so henceforth S denotes
K[x, y, z].
In this section, we examine a special class of ideals in S which falls out-
side the classes considered by Anick ([Ani86]), Brenner-Kaid ([BK07]), and
Harima-Migliore-Nagel-Watanabe ([HMNW03]). Our main result is
Theorem An Artinian quotient of K[x, y, z] by powers of linear forms has
WLP.
Recall from section 1.3 the long exact sequence in cohomology
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0 // H0(S(I)(m)) // H0(S(I)(m+ 1)) φm // H0(S(I)|L(m+ 1))
rreeeeeee
eeeeee
eeeeee
eeeeee
eeeeee
e
H1(S(I)(m)) ·` // H1(S(I)(m+ 1)) // H1(S(I)|L(m+ 1))
ψm
rreeeeeee
eeeeee
eeeeee
eeeeee
eeeeee
e
H2(S(I)(m)) // H2(S(I)(m+ 1)) // H2(S(I)|L(m+ 1)) = 0.
Therefore injectivity of µ` follows from surjectivity of φm, and surjectivity of
µ` from injectivity of ψm. Our next step is to analyze S(I)|L. To do this, we
tensor the defining sequence
0 −→ Syz(I) −→
n⊕
i=1
S(−di) −→ I −→ 0
with S/`, yielding the sequence
0 −→ TorS1 (I, S/`) −→ Syz(I)⊗ S/` −→
n⊕
i=1
S/`(−di) −→ I ⊗ S/` −→ 0.
Now TorS1 (I, S/`) = 0 since it is the kernel of
I
·`−→ I(1).
After a change of coordinates, ` = x is generic. Reducing the defining equa-
tions of I mod x, we see that Syz(I) ⊗ S/` is the module of syzygies on
I ⊗ S/`, an ideal generated by powers of linear forms in two variables. We
make use of the following pair of lemmas from [GS98] on ideals
J = 〈lα11 , . . . , lαtt 〉 ⊆ K[y, z] = R,
generated by powers of pairwise linearly independent forms.
Lemma 1.22. Let 0 < α1 ≤ α2 · · · ≤ αt. Then for m ≥ 2:
l
αm+1
m+1 /∈ 〈lα11 , . . . , lαmm 〉 ⇔ αm+1 ≤
∑m
i=1 αi −m
m− 1 .
Lemma 1.23. If J is minimally generated by {lα11 , . . . , lαtt } and t ≥ 2, then
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the socle degree of K[y, z]/J is ω =
⌊∑t
i=1 αi−t
t−1
⌋
, and J has minimal free
resolution
0 −→ R(−ω − 2)a ⊕R(−ω − 1)t−1−a −→ ⊕ti=1R(−αi) −→ J −→ 0,
where a =
∑t
i=1 αi − (t− 1)(ω + 1).
Proposition 1.24. If I = 〈ld11 , . . . , ldnn 〉 ⊆ S satisfies
dt+1 ≤
∑t
i=1 di − t
t− 1 ,
for all t > 1, then S/I has the WLP.
Proof. By Lemma 1.22, the restriction I ⊗ S/` has the same number of
minimal generators and degrees as I, and so it follows from Lemma 1.23 that
S(I)|L ' OL(−ω − 2)a ⊕OL(−ω − 1)n−1−a, (1.12)
with
ω =
⌊∑n
i=1 di − n
n− 1
⌋
and a =
n∑
i=1
di − (n− 1)(ω + 1).
Suppose m < ω. Then
H0(S(I)|L(m+ 1) ' H0(OL(m− 1− ω))a ⊕H0(OL(m− ω))n−1−a = 0,
so µ` is injective. If instead m ≥ ω, by Serre duality
H1(S(I)|L(m+1) ' H0(OL(−m−1+ω))a⊕H0(OL(−m−2+ω))n−1−a = 0,
and thus µ` is surjective.
Theorem 1.25. If I = 〈ld11 , . . . , ldnn 〉 ⊆ S, then S/I has the WLP.
Proof. If
dt+1 ≤
∑t
i=1 di − t
t− 1 ,
for all t > 1, then this follows from Proposition 1.24, so let d1 ≤ d2 ≤ · · · ≤ dn
and suppose that t+ 1 is the first index where
dt+1 >
∑t
i=1 di − t
t− 1 ≥
⌊∑t
i=1 di − t
t− 1
⌋
= ω.
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Thus, di ≥ ω + 1 when i ≥ t + 1. If di ∈ {ω + 1, ω + 2} for all i ≥ t + 1,
then the shifts appearing in S(I)|L are as in Equation 1.12, so the argument
of Proposition 1.24 works. Suppose k ≥ t + 1 is the first index such that
dk ≥ ω + 3. Then
S(I)|L ' OL(−ω − 1)a
⊕
OL(−ω − 2)b
n⊕
i=k
OL(−di),
with a + b = k − 2. If m < ω, the argument of Proposition 1.24 shows that
µ` is injective, so suppose m ≥ ω. We show ψm is injective by a dimension
computation. From the defining sequence for S(I) we obtain
0 −→ H2(S(I)(m)) −→ H2(
n⊕
i=1
OP2(m− di)) −→ H2(OP2(m)) −→ 0.
By Serre duality, h2(OP2(m)) = h0(OP2(−m− 3)) = 0 since m ≥ ω > 0, and
h2(S(I)(m)) =
n∑
i=1
(
di −m− 1
2
)
and h2(S(I)(m+1)) =
n∑
i=1
(
di −m− 2
2
)
.
Thus,
dim Im(ψm) =
n∑
i=1
max(di −m− 2, 0).
The contributions come from those di ≥ m + 3 ≥ ω + 3. Our assumption is
that
S(I)|L ' OL(−ω − 1)a
⊕
OL(−ω − 2)b
n⊕
i=k
OL(−di),
with a+ b = k − 2. Thus for m ≥ ω,
h1(S(I)|L(m+1) =
n∑
i=k
h1(OL(−di+m+1))+h1(OL(m−ω)a)+h1(OL(m−ω−1)b)
=
n∑
i=k
h1(OL(−di+m+1))
=
n∑
i=k
h0(OL(di −m− 3))
=
n∑
i=k
max(di −m− 2, 0).
Since this is equal to dim Im(ψm), ψm is an inclusion, so that µ` is surjective.
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It follows from Theorem 1.25 that ideals generated by powers of linear
forms in K[x, y, z] which have unstable syzygy bundles always have WLP.
As noted earlier Brenner and Kaid show that almost complete intersections
with unstable syzygy bundles have WLP. Thus, it seems reasonable to ask if
every ideal in K[x, y, z] with unstable syzygy bundle has WLP.
Example 1.26. For the ideal I = 〈x5, y5, z5, x2yz, xy2z〉 ⊆ K[x, y, z], S(I)
is not semistable, by Proposition 2.2 of [Bru92]. The Hilbert function of A is
(1, 3, 6, 10, 13, 13, 10, 6, 3) and a computation shows the map from A4 → A5
is not full rank, so A does not have WLP.
As noted, Theorem 1.25 need not hold for more than three variables:
Example 1.27. The ring A = K[x, y, z, w]/〈x3, y3, z3, w3, (x + y + z + w)3〉
appears in Example 8.1 of [MMRN11], and does not have WLP. The Hilbert
function of A is (1, 4, 10, 15, 15, 6), and a computation shows the map from
A3 → A4 is not full rank. So WLP need not hold for powers of linear forms
in more than three variables.
1.6 Powers of linear forms in P3
For powers of linear forms in K[x1, x2, x3], restriction to ` yields powers of
linear forms in two variables, and as shown in [GS98], behaviour of these
ideals depends only on the degrees of the generators. This is in contrast to
the case of four variables, where restriction to L = V (`) ' P2 yields powers
of linear forms in K[x1, x2, x3]. In this section, we focus on powers of linear
forms in S = K[x1, . . . , x4] for which the Hilbert function of the associated
(restricted) fatpoint subscheme is known.
Remark 1.28. In the situation that f1, . . . , fn are t
th powers of linear forms
LPi (with forsight, we index our linear forms by the points Pi defined by
their coefficients), we can understand S(I)|L recursively. Without loss of
generality, we may assume ` = xr. Quotienting by the ideal (`) ⊂ S gives an
image ideal I ′ = I ⊗ S ′ ⊂ S ′ = S/(`) that is itself generated by tth powers
of linear forms (distinct since ` is generic), these being the images under the
quotient of the generators of I. We let A′ denote S ′/I ′. If Dj = jE0−(j−t+
1)(E1 + · · ·+En) is the divisor on the blow up of Pr−1 for the inverse system
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associated to Ij, we will denote by D
′
j = jE
′
0 − (j − t + 1)(E ′1 + · · · + E ′n)
the divisor on the blow up of Pr−2 for the inverse system associated to I ′j.
We also have Syz(I ′) = Syz(I) ⊗ S ′ and thus S(I ′) = S(I)|L = S(I) ⊗ S ′.
Indeed, tensoring Equation (1.2) by S ′ yields the sequence
0 −→ TorS1 (I, S ′) −→ Syz(I)⊗ S ′ −→
n⊕
i=1
S ′(−t) −→ I ⊗ S ′ −→ 0. (1.13)
But TorS1 (I, S
′) = 0 since it is the kernel of the injective map I
µ`−→ I(1), so
0 −→ Syz(I ′) −→
n⊕
i=1
S ′(−di) −→ I ′ −→ 0 (1.14)
is exact, analogous to Equation (1.2). Thus we also have
A′ =
⊕
m∈Z
H1(S(I ′)(m)) =
⊕
m∈Z
H1(S(I)|L(m)), (1.15)
Syz(I ′) = Syz(I)⊗S S ′ '
⊕
t
H0(S(I ′)(t)), (1.16)
dimK I
′
j =
∑
i
(
j − di + r − 2
r − 2
)
− dimK Syz(I ′)j, (1.17)
and, for j ≥ t,
h0(S(I ′)(j)) = dimK Syz(I ′)j = h1(D′j). (1.18)
Thus µ` is injective in degree m if m + 1 ≥ t and h1(D′m+1) = 0, since by
Equation (1.10) applied to I ′m+1 and D
′
m+1 for Pr−2 we have h0(S(I)|L(m +
1)) = h1(D′m+1).
As a consequence of Theorem 1.19 and the developments from section
1.3.1, we have fairly complete information on WLP for quotients A by ideals
of powers of n generic linear forms when n is not too small; specifically, we
have:
Proposition 1.29. Given generic linear forms li such that I = 〈lt1, . . . , ltn〉
and A = K[x1, . . . , xr]/I = S/I is Artinian, consider the maps µ` : Aj →
Aj+1 where ` = xr and L is the hyperplane defined by `.
(a) For 0 ≤ j ≤ t− 2, µ` : Aj → Aj+1 is injective but not surjective.
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(b) If n ≥ (r−2+t
r−2
)
, then µ` : Aj → Aj+1 is surjective for j ≥ t− 1.
(c) The map µ` : At → At+1 is injective if and only if (r, t, n) 6∈
{(4, 3, 5), (5, 3, 9), (6, 3, 14), (6, 2, 7)}.
(d) If n >
(
r−2+t
r−2
)
, At−1
µ`→ At is not injective, while if n ≥
(
r−2+t
r−2
)
, At
µ`→
At+1 is an isomorphism.
Proof. (a) If j ≤ t − 2, then Ij+1 = Ij = 0 and hence Aj = Sj and Aj+1 =
Sj+1, but S is a domain with dimK Sj < dimK Sj+1.
(b) Let S ′ = S/(`), I ′ = I|L and A′ = S ′/I ′. Note that since char(K) =
0, the locus of tth powers of all linear forms in S ′ satisfies no non-trivial
linear relation (this would be false if char(K) > 0 and t were a power of the
characteristic). Thus the span of the tth powers of n generic linear forms
has maximal dimension; i.e., its dimension is the minimum of n and the
dimension
(
r−2+t
r−2
)
of the space of all forms of degree t in r − 1 variables.
Since n ≥ (r−2+t
r−2
)
, we see that I ′j+1 = S
′
j+1 for j = t − 1 (and hence for
j ≥ t− 1), hence A′j+1 = 0 for j ≥ t− 1.
Now by Equation (1.15) we haveH1(S(I)|L(j+1)) = A′j+1 = 0 for j ≥ t−1,
so by Equation (1.7) the map Aj
µ`→ Aj+1 is surjective.
(c) We now consider injectivity of At
µ`→ At+1. From the long exact se-
quence of Equation (1.7), we have
0 // H0(S(I)(t)) // H0(S(I)(t+ 1)) // H0(S(I)|L(t+ 1)) // At ·` // At+1
Since I is generated in degree t, h0(S(I)(t)) = 0. Whenever h0(S(I)(t +
1)) < h0(S(I ′)(t + 1)) we thus see that µ` fails to be injective. This is
precisely what occurs if (r, t, n) ∈ {(4, 3, 5), (5, 3, 9), (6, 3, 14), (6, 2, 7)}. For
example, let (r, t, n) = (4, 3, 5) and consider the divisor Dt+1 = (t + 1)E0 −
2(E1 + · · ·+ En) on Pr−1 and D′t+1 = (t+ 1)E ′0 − 2(E ′1 + · · ·+ E ′n) on Pr−2.
By Equation (1.9) we know h0(Dt+1) ≥
(
r−1+t+1
r−1
) − n( r
r−1
)
= 15 > 0, so
h1(Dt+1) = 0 by Theorem 1.19 and h
0(S(I)(t + 1)) = 0 by Equation (1.6),
but h0(S(I)|L(t+ 1)) = h1(D′t+1) > 0 by Equation (1.18) and Theorem 1.19.
The cases (5, 3, 9), (6, 3, 14), (6, 2, 7) work the same way.
Now assume (r, t, n) 6∈ {(4, 3, 5), (5, 3, 9), (6, 3, 14), (6, 2, 7)}. The map
At → At+1 will be injective by Equation 1.7 if
h0(S(I)|L(t+ 1)) = 0.
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But h0(S(I)|L(t + 1)) = h1(D′t+1) by Equation (1.18). Since the restric-
tions of generic linear forms to L remain generic, by Theorem 1.19 we have
h1(D′t+1) = 0.
(d) Assume n >
(
r−2+t
r−2
)
. As shown in (b), I ′t = S
′
t, hence h
0(I ′(t)) =
h0(S ′(t)) =
(
r−2+t
r−2
)
. Now by Equation (1.14), using Equation (1.17),
h0(S(I)|L(t)) = h0(S ′(0)n)− dimK I ′t = n−
(
r − 2 + t
r − 2
)
> 0.
But we noted in (c) that h0(S(I)(t)) = 0. Thus by Equation (1.7), At−1 µ`→ At
is not injective.
If however n ≥ (r−2+t
r−2
)
, applying the statement of parts (b, c) shows that
At
µ`→ At+1 is an isomorphism.
This proposition is related to a result of Hochster-Laksov [HL87] cited here
as Proposition 1.11. In the situation of the proposition with n =
(
r−2+t
r−2
)
,
WLP holds at “twin peaks”, i.e a situation in which the h-vector of the
Artinian algebra attains its maximum value at two adjacent positions. This
is interesting, as the literature on the WLP has identified numerous examples
where the property fails at ”twin peaks” and a conclusion relating this type
of h-vector with the failure of WLP has been implied.
Corollary 1.30. For generic linear forms li and I = 〈lt1, . . . , ltn〉 with A =
K[x1, . . . , xr]/I Artinian, the map At → At+1 has full rank if and only if
(r, t, n) 6∈ {(4, 3, 5), (5, 3, 9), (6, 3, 14), (6, 2, 7)}.
Proof. By Proposition 1.29(c), it suffices to show in the four exceptional cases
that µ` is not surjective.
1. For I = 〈l31, . . . , l35〉 ⊆ K[x1, . . . , x4], the Hilbert series for S/I is
(1, 4, 10, 15, 15, 6), as in Example 1.17. But as in the proof of Propo-
sition 1.29(c), the kernel of A3 → A4 has dimension h1(D′4), hence
the cokernel has dimension h1(D′4), so µ` fails to have full rank, since
h1(D′4) = 1 by Theorem 1.19.
2. Similarly, for I = 〈l31, . . . , l39〉 ⊆ K[x1, . . . , x5], the Hilbert series for S/I
is (1, 5, 15, 26, 25), and the kernel of A3 → A4 has dimension h1(D′4) =
2, so the cokernel has dimension 1.
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3. For I = 〈l31, . . . , l314〉 ⊆ K[x1, . . . , x6], the Hilbert series for S/I is
(1, 6, 21, 42, 42) but the kernel (and hence the cokernel) of A3 → A4
has dimension h1(D′4) = 1.
4. For I = 〈l21, . . . , l27〉 ⊆ K[x1, . . . , x6], the Hilbert series for S/I is
(1, 6, 14, 14, 5) but the kernel (and hence the cokernel) of A2 → A3
has dimension h1(D′3) = 1.
Note that all but (2) are instances of failure of WLP at “twin peaks”.
A famous open conjecture on the Hilbert function of fat points in P2 is
expressed in terms of (−1)-curves (i.e., smooth rational curves E with E2 =
−1):
Conjecture 1.31 (Segre-Harbourne-Gimigliano-Hirschowitz [Mir99]). Sup-
pose that {p1, . . . , pn} ⊆ P2 is a collection of points in general position, X
is the blowup of P2 at the points, and Ei the exceptional divisor over pi.
If Fj = jE0 −
∑n
i=1 aiEi is special, then there exists a (−1)-curve E with
E · Fj ≤ −2.
Example 1.32. Let C = 2(2E0−
5∑
i=1
Ei) + (E0−E1−E2). Then h0(C) = 1
and h1(C) = 1, so C is special, but E = 2E0−
5∑
i=1
Ei is rational by adjunction
with E2 = −1 and E · C = −2.
Lemma 1.33. Suppose li ∈ S1 are generic and I = 〈lt1, . . . , ltn〉, with A = S/I
Artinian. If Conjecture 1.31 holds and the divisor D′m corresponding to the
inverse system of (I ⊗ S/`)m is effective but F · E ≥ −1 for all (−1)-curves
E, then the map Am−1 → Am is injective.
Proof. By Equation (1.18), if D′m is nonspecial, then H
0(S(I)|L(m)) = 0.
Since by Equation (1.7) H0(S(I)|L(m)) maps onto the kernel of Am−1 −→
Am, the result follows.
Example 1.34. The failure of WLP for Example 1.27 can be related to the
occurrence of an SHGH curve E which as we saw in the proof of Corollary
1.30 causes A3 → A4 not to be injective, in this case E = 2E0−E1−· · ·−E5
(see Example 1.18 where we have D′4 = 2E). The hypothesis that A is a
quotient by powers of generic linear forms is necessary for A3 → A4 to fail
to be injective. For example, if instead I = 〈x3, y3, z3, w3, (x + y)3〉, then
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h0(S(I)|L(4)) = 1 = h0(S(I)(4)), and h0(S(I)(3)) = 0, so now A3 → A4
is injective. On the other hand, injectivity can fail even when no SHGH
curve occurs; for example, let I = 〈l51, . . . , l522〉 where the li are generic linear
forms in 4 variables. Then A4 → A5 is not injective by Equation (1.7), since
D′5 = 5E
′
0−E ′1−· · ·−E ′22 so h0(S(I)|L(5)) = h1(D′5) = 1 and h0(S(I)(5)) =
h1(D5) = 0 (because 22 general points impose independent conditions on
quintics on P3 but not on P2).
The preceding example involving 22 generic linear forms shows that the
putative test E · Fj ≤ −2 for irregularity for linear systems in Conjecture
1.31 requires in general that Fj be effective. When the number n of general
points is at most 8 but not a square a stronger statement can be made; this
is Lemma 1.36. But first we find all (−1)-curves E on X when n ≤ 8.
Lemma 1.35. If X → P2 is the blow up of distinct points p1, . . . , p8 ∈ P2 and
E = dE0−
∑8
i=1 biEi is the divisor of a (−1)-curve on X, then d ≤ 6 and the
bi are a permutation of one of the following: (−1, 0, 0, 0, 0, 0, 0, 0) for d = 0,
(0, 0, 0, 0, 0, 0, 1, 1) for d = 1, (0, 0, 0, 1, 1, 1, 1, 1) for d = 2, (0, 1, 1, 1, 1, 1, 1, 2)
for d = 3, (1, 1, 1, 1, 1, 2, 2, 2) for d = 4, (1, 1, 2, 2, 2, 2, 2, 2) for d = 5 and
(2, 2, 2, 2, 2, 2, 2, 3) for d = 6. Moreover, if the points pi are general, each
case does in fact give a smooth rational curve E with E2 = −1.
Proof. It is easy to check that E2 = −1 in each of the cases listed in the
statement of the lemma. We also have h0(E) > 0 in each case since a naive
dimension count shows the number of conditions imposed by the points is
always less than the dimension of the space of all forms of degree d. Moreover,
if the points are general, each divisor dE0 −
∑8
i=1 biEi reduces by Cremona
transformations to either E0−E1−E2 or E1, and hence E is always (linearly
equivalent to) a prime divisor (see [Nag60]). Adjunction now shows that E
is smooth and rational.
Now we show that the list is complete. Since E2 = −1, d2 = ∑8i=1 b2i − 1,
and KE =
∑
bi − 3d, adjunction implies 3d =
∑8
i=1 bi + 1. By Cauchy-
Schwartz,
d2
8∑
i=1
b2i − 1 ≥
1
8
(
8∑
i=1
bi)
2 − 1 = 1
8
(3d− 1)2 − 1 = 9d
2 − 6d− 7
8
.
Thus, d2 − 6d − 7 ≤ 0 so d ∈ [1, 7]. However, d = 7 forces equality of the
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bi, and it is easy to see there are no solutions. Hence d ∈ {1, 2, 3, 4, 5, 6},
and a check shows only the bi above can occur. For a different proof, see
[HHF03].
Lemma 1.36. Let X be the blow up of P2 at 1 < n ≤ 8 general points, n 6= 4.
Let F be of the form dE0 −m(E1 + · · · + En) with d ≥ 0 and m ≥ 0. Then
F is irregular if and only if there is a (−1)-curve E such that E · F < −1.
Proof. The proof of this Lemma has been supplied by the first author of
[HSS11]. It is a technical argument which uses that Conjecture 1.31 is known
to be true for n ≤ 8 general points (this follows from [Nag60, Theorem 9]).
The proof is omitted here, the interested reader being referred to [HSS11].
Lemma 1.37. For I = 〈lt1, . . . , ltn〉 ⊆ S with n ≤ 8 and li ∈ S1 generic, the
map Am−1
µ`→ Am is injective for
• m < d17(t−1)+2
11
e if n = 8.
• m < d8(t−1)+2
5
e if n = 7.
• m < d5(t−1)+2
3
e if n = 5, 6.
Proof. If m ≤ t, then Am−1 → Am is injective since Am−1 = 0 by Corollary
1.16. So suppose m ≥ t. By Equations (1.7), (1.16) and (1.18), Am−1 → Am
is injective if h1(D′m) = 0, where D
′
m is the line bundle mE
′
0 − (m − t +
1)(
∑n
i=1 E
′
i) on P2. By Lemma 1.36, h1(D′m) = 0 if D′m · E ≥ −1 for every
(−1)-curve E = dE ′0 −
∑
i biE
′
i. Since m ≥ t, we have D′m · E ′i ≥ 0 for all
i, so we now need to check the remaining (−1)-curves listed in Lemma 1.35.
I.e., we may assume d ≥ 1. It suffices to show that
md− (m− t+ 1)(
8∑
i=1
bi) > −2,
but
∑8
i=1 bi = 3d+ 1 for any (−1)-curve, so this simplifies to md− (m− t+
1)(3d− 1) > −2 or m < (3d−1)(t−1)+2
(2d−1) . The right hand side is decreasing as a
function of d. Thus for each n we use the largest d available; i.e., d = 6 for
n = 8, d = 3 for n = 7 and d = 2 for n = 5, 6. Plugging in these values of d
gives the result.
Lemma 1.38. For I = 〈lt1, . . . , lt5〉 ⊆ S with li ∈ S1 generic, S/I fails to
have WLP for all t ≥ 3.
26
Proof. For t = 3, the result follows from Corollary 1.30. For larger t, we
will apply the main result of De Volder-Laface [DL07] on fatpoints in P3.
Assume 2a ≥ 4b ≥ 0; then the divisor aE0 − b
∑n
i=1Ei obtained by blowing
up n ≤ 8 general points on P3 is effective since (a+3
3
)
> 5
(
b+2
3
)
and by [DL07]
it is non-special since a > 2b − 2. So for Dm = mE0 −
∑5
i=1(m − t + 1)Ei
we have h1(Dm) = 0 if 2m ≥ 4(m − t + 1) and m ≥ t, or equivalently if
2t− 2 ≥ m ≥ t. So if 2t− 2 ≥ m ≥ t we have
dimKAm = h
0(Dm) =
(
m+ 3
3
)
− 5
(
m− t+ 3
3
)
(1.19)
by Equation (1.11) and h0(S(I)(m)) = h1(Dm) = 0 by Equation (1.6). Now
by Equation (1.7) we have an exact sequence
0 −→ H1(D′m) −→ Am−1 −→ Am
as long as 2t− 2 ≥ m ≥ t.
For m = d5t
3
e−1, we have D′m · (2E0−E1−· · ·−E5) ≤ −2, so h1(D′m) > 0
by Lemma 1.36. (Note for this value of m we have t ≤ m− 1 < m ≤ 2t− 2
for t ≥ 3.) Thus, to prove failure of WLP, it suffices to show
dimKAd 5t
3
e−1 ≥ dimKAd 5t
3
e−2.
We obtain these dimensions from Equation (1.19). So the result will follow
if(d5t
3
e − 1 + 3
3
)
−5
(d5t
3
e − 1− t+ 3
3
)
≥
(d5t
3
e − 2 + 3
3
)
−5
(d5t
3
e − 2− t+ 3
3
)
.
A calculation shows this holds for all t ≥ 6. For the case t = 4, the Hilbert
function of A is (1, 4, 10, 20, 30, 36, 34, 20), and we have the sequence
0 −→ H1(D6) −→ A5 −→ A6.
Since dimKA5 = 36 and dimKA6 = 34 and by [Nag60] h
1(D6) = 3, so
A5 → A6 has rank 33, and WLP fails.
For t = 5, the Hilbert function of A is (1, 4, 10, 20, 35, 51, 64, 70, 65, 45, 16),
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and we have the sequence
0 −→ H1(D8) −→ A7 −→ A8.
Since dimKA7 = 70 and dimKA8 = 65 and by [Nag60] h
1(D8) = 6, so
A7 → A8 has rank 64, and WLP fails.
Lemma 1.39. For I = 〈lt1, . . . , lt6〉 ⊆ S with li ∈ S1 generic, S/I has WLP
for all t ≤ 14, and fails to have WLP for all t ≥ 27.
Proof. Let m = d5t
3
e − 1, as in the proof of Lemma 1.38. Mimicking the
argument there, as long as t ≥ 3 we have
dimKAm−dimKAm−1 =
(
m+ 3
3
)
−6
(
m− t+ 3
3
)
−
(
m+ 2
3
)
+6
(
m− t+ 2
3
)
.
(1.20)
and an exact sequence
0 −→ H1(D′m) −→ Am−1 −→ Am.
But by Lemma 1.36,
C ·D′m =

−2 if t mod 3 = 0
−3 if t mod 3 = 1
−4 if t mod 3 = 2
where C = 2E ′0 − E ′1 − · · · − E ′5, hence h1(D′m) > 0. Since Equation (1.20)
is positive for t ≥ 48, we see WLP fails for t ≥ 48. Using Lemma 1.37
and Proposition 2.1 of [MMRN11] and analyzing individual cases shows that
WLP holds for all t ≤ 14, and fails for all 27 ≤ t ≤ 47. Finally, for t = 15
WLP fails: h1(Dm) = 6, dimKAm−1 = 1610 and dimKAm = 1605, and for
t = 26 WLP holds: h1(Dm) = 36 = dimKAm−1 − dimKAm.
Theorem 1.40. Let I = 〈lt1, . . . , ltn〉 ⊆ K[x1, x2, x3, x4] with li ∈ S1 generic.
If n ∈ {5, 6, 7, 8}, then WLP fails, respectively, for t ≥ {3, 27, 140, 704}.
Proof. Lemma 1.38 and Lemma 1.39 take care of the cases n = 5, 6. For
n = 7 or 8, the same argument as used in Lemmas 1.38 and 1.39 shows that
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as long as t ≥ 3 we have
dimKAm−dimKAm−1 =
(
m+ 3
3
)
−6
(
m− t+ 3
3
)
−
(
m+ 2
3
)
+n
(
m− t+ 2
3
)
.
(1.21)
and an exact sequence
0 −→ H1(D′m) −→ Am−1 −→ Am.
But by Lemma 1.36, for n = 7 we have
C ·D′m =

−5 if t mod 5 = 0
−2 if t mod 5 = 1
−4 if t mod 5 = 2
−6 if t mod 5 = 3
−3 if t mod 5 = 4
where C = 3E ′0 − 2E ′1 −E ′2 − · · · −E ′7, hence h1(D′m) > 0, and for n = 8 we
have
C ·D′m =

−6 if t mod 11 = 0
−11 if t mod 11 = 1
−5 if t mod 11 = 2
−10 if t mod 11 = 3
−4 if t mod 11 = 4
−9 if t mod 11 = 5
−3 if t mod 11 = 6
−8 if t mod 11 = 7
−2 if t mod 11 = 8
−7 if t mod 11 = 9
−12 if t mod 11 = 10
where C = 6E ′0 − 3E ′1 − 2E ′2 − · · · − 2E ′8, hence again h1(D′m) > 0. Since
Equation 1.21 is non-negative for t ≥ 140 when n = 7 and for t ≥ 704 when
n = 8, the result follows.
WLP can hold for small values of t, and individual examples are easy to
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check:
Example 1.41. Consider I = 〈l81, . . . , l88〉 ⊆ K[x1, . . . , x4] = S with li ∈ S1
generic, and ` ∈ S1 such that I ⊗ S/(`) is minimally generated by powers of
eight generic linear forms. Let A = S/I, S ′ = S/(`), I|L = I ⊗S S ′ and let
the divisor associated via the inverse system corresponding to (I|L)m be
D′m = mE
′
0 − (m− t+ 1)
8∑
i=1
E ′i.
For degrees ≥ 8, the Hilbert function of A is:
i 8 9 10 11 12 13 14 15
HF (A, i) 157 188 206 204 175 112 8 0
By Lemma 1.37 the maps Am−1
µ`→ Am are injective for 1 ≤ m ≤ 10. For
m = 11, D′11 · (6E ′0 −
∑7
i=1 2E
′
i − 3E ′8) < −1 hence h1(D′11) > 0; in fact
h1(D′11) = 2 [Har85], giving A10  A11. By Proposition 2.1 of [MMRN11],
this gives surjectivity for m ≥ 11, so A has WLP.
Since Conjecture 1.31 holds for eight or fewer points in general position in
P2, the analysis in this section can be carried out for powers of eight or fewer
general forms in K[x1, . . . , x4] where the powers differ. In [CM00], Ciliberto-
Miranda show that Conjecture 1.31 holds for points with uniform multiplicity
≤ 12. However, there is no version of the De Volder-Laface result, so even
in the special case of powers of linear forms in four variables, the study of
WLP is closely linked to a difficult open problem on fatpoints in P2.
1.7 Powers of r + 1 linear forms in K[x1, . . . , xr]
We close the analysis of ideals generated by powers of linear forms by tackling
the case of an almost complete intersection of powers of linear forms (so
n = r + 1). For brevity, in this section we denote
Ar,t = K[x1, . . . , xr]/〈lt1, . . . , ltr+1〉
Br,t = K[x1, . . . , xr]/〈lt1, . . . , ltr+2〉
Cr,t = K[x1, . . . , xr]/〈lt1, . . . , ltr〉,
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where all forms are generic. The algebras A,B,C are related by the long
exact sequence
0 −→ (I : `)/I −→ S/I ·`−→ S(1)/I −→ S(1)/I + 〈`〉 −→ 0. (1.22)
We now recall a key tool in analyzing WLP for Ar,t. Following a suggestion
of Iarrobino, Stanley interprets Cr,t as the cohomology ring of a product of
projective spaces and applies the Lefschetz hyperplane theorem to show that
Lemma 1.42. [Lemma C of [Iar97]] Let m = min{b i
t
c, r}. Then the Hilbert
function of Ar,t in degree i is
dimK(Ar,t)i =

(
r−1+i
r−1
)
+
m∑
j=1
(−1)j(r−1+i−tj
r−1
) · (r+1
j
)
if this quantity is positive,
0 otherwise.
1.7.1 The case of r even
We recall that the socle degree of Br−1,t is the largest degree i such that
dimK(Br−1,t)i > 0. In Lemma 2 of [DI00], D’Cruz and Iarrobino prove
Lemma 1.43. For r − 1 odd, the socle degree of Br−1,t is (t− 1) r2 .
Theorem 1.44. Let k ≥ 2. Then A2k,t fails to have WLP in degree c =
k(t− 1)− 1 for all t 0.
Proof. By Lemma 1.43 we know (B2k−1,t)c+1 6= 0 and from (1.22) we have
the exact sequence
(A2k,t)c
·`−→ (A2k,t)c+1 −→ (B2k−1,t)c+1 −→ 0,
so WLP fails if
dimK(A2k,t)c ≥ dimK(A2k,t)c+1.
For the relevant degrees c and c+ 1, the upper limit m in Lemma 1.42 is
For c : m = min{bk(t−1)−1
t
c, 2k}
For c+ 1 : m = min{bk(t−1)
t
c, 2k}
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If t ≥ k+ 1, both m values equal k− 1, so by Lemma 1.42 it suffices to show(
2k−1+c
r−1
)
+
∑
1≤j≤m
(−1)j(2k−1+c−tj
2k−1
) · (2k+1
j
) ≥ (2k+c
2k−1
)
+
∑
1≤j≤m
(−1)j(2k+c−tj
2k−1
) · (2k+1
j
)
Rearranging shows this inequality is equivalent to
k−1∑
j=0
(−1)j+1
(
2k − 2− k + (k − j)t
2k − 2
)
·
(
2k + 1
j
)
≥ 0.
Expanding yields a polynomial of degree 2k − 2 in t, with lead coefficient
α
(2k−2)! , where
α =
k−1∑
j=0
(−1)j+1(k − j)2k−2 ·
(
2k + 1
j
)
.
But α is the difference of two central Eulerian numbers
α =
〈
2k − 2
k − 2
〉
−
〈
2k − 2
k − 3
〉
, (1.23)
so the positivity of α now follows, since the Eulerian numbers
〈
n
j
〉
are in-
creasing for 1 ≤ j ≤ n/2.
Example 1.45. Theorem 1.44 does not detect all obstructions to WLP. The
Hilbert function of A4,6 is
i 0 1 2 3 4 5 6 7 8 9 10 11 12
HF (A, i) 1 4 10 20 35 56 79 100 115 120 111 84 45
WLP fails for both A8 → A9 and A9 → A10 but only the latter failure is
predicted by the theorem.
1.7.2 The case of r odd
Let SD(A) denote the socle degree of an Artinian algebra A. No formula
for SD(B2k,t) analogous to that of Lemma 1.43 is known. However, we can
still obtain some partial results on WLP for A2k+1,t by applying results from
[SX10].
Remark 1.46. The socle degree of B4,t up to t = 14 is:
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t 2 3 4 5 6 7 8 9 10 11 12 13 14
SD(B4,t) 2 4 7 9 12 14 16 19 21 24 26 28 31
Lemma 3 of [DI00] asserts that SD(B2k,t) = (t − 1)k but the proof shows
only that
(t− 1)k ≤ SD(B2k,t) ≤ (t− 1)(k + 1); (1.24)
the table above shows the assertion of the lemma is incorrect for 4 ≤ t ≤ 14.
Lemma 1.47. If c = (t− 1)(k + 1)− 1 and t > 2k + 2, then
dimK(A2k+1,t)c ≥ dimK(A2k+1,t)c+1.
Proof. Let Gi denote the set of Gelfand-Tsetlin patterns with λ21 = i and
λ1j + λ2j = (2k + 1 + 2 − j)t for j = 1, . . . , 2k + 1 + 1. We will exhibit an
injective map Gc+1 → Gc. To do this, note that there is no pattern in Gc+1
with λ22 = c+ 1, as this would imply λ12 = (2k+ 1)t− c−1. Since λ12 ≥ λ22
this yields (2k+1)t−c−1 ≥ c+1, so (2k+1)t−2 ≥ 2c = 2[(t−1)(k+1)−1]
and so 2k + 2 ≥ t, a contradiction.
Define a map Gc+1 → Gc by sending Λ ∈ Gc+1 to the pattern obtained by
replacing the first column of Λ (given by λ11 = (2k+ 3)t− c− 1, λ12 = c+ 1)
with λ′11 = (2k + 3)t − c, λ′12 = c. This new filling is still a Gelfand-Tsetlin
pattern since we have shown that λ22 ≤ c, therefore the map is an injection
of Gc+1 into Gc.
We now have:
Proposition 1.48. For A2k+1,2l+1, with l possibly a half integer, then WLP
fails for the map (A2k+1,2l+1)c → (A2k+1,2l+1)c+1 if
(a) for c+ 1 = 2kl we have
dimK(A2k+1,2l+1)c + dimK(B2k,2l+1)c+1 > dimK(A2k+1,2l+1)c+1,
or if
(b) 2l + 1 > 2k + 2 and SD(B2k,2l+1) = c+ 1 for c+ 1 = 2l(k + 1).
Proof. By (1.24), the socle degree of B2k,2l+1 is at least c + 1 = 2kl = k(t−
1) where t = 2l + 1, so by (1.22) the map is not surjective, while if the
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stated inequality holds, then the map cannot by dimension considerations
be injective, which proves (a). Similarly, if the socle degree of B2k,2l+1 is
2l(k+ 1) = (k+ 1)(t− 1) for t = 2l+ 1, then surjectivity fails so Lemma 1.47
implies injectivity fails too, which proves (b).
In order to apply Proposition 1.48(a), we will need to be able to compute
the dimension of B2k,2l+1 in degree c + 1 = 2kl. In Theorem 7.2 of [SX10],
Sturmfels-Xu use the Verlinde formula to show that for generic linear forms
li, the Hilbert function of Bs,2l+1 in degree i = sl is
dimK(Bs,2l+1)i =
1
2l + 1
2l∑
j=0
(−1)sj(sin2j + 1
4l + 2
pi
)−s
. (1.25)
Here l can be a half-integer if s is even but must be an integer if s is odd.
In particular, the Verlinde formula gives the Hilbert function of B2k,2l+1 in
degree sl = 2k · t−1
2
= k(t− 1).
When l = 1/2 and i = ds/2e, the dimension of (Bs,2l+1)i takes a particu-
larly simple form:
dimK(Bs,2)i =
2i if s is even and i = s2 ,1 if s is odd and i = s+1
2
.
(1.26)
This was conjectured by D’Cruz and Iarrobino in [DI00], and proved by
Sturmfels and Xu in [SX10, Corollaries 7.3, 7.4].
1.8. Almost complete intersections with t = 2
We close by studying almost complete intersections of squares of linear forms.
For example, by applying the results above we have:
Example 1.49. For B7,2, SD(B7,2) = 4 by Lemma 1.43 (and the socle
dimension is 1, but we don’t need the specific dimension in this case), while
dimK(A8,2)3 = 48 and dimK(A8,2)4 = 42 by Lemma 1.42 so WLP fails by
Theorem 1.44. For B8,2, dimK(B8,2)4 = 16 from (1.25) (and SD(B8,2) = 4 but
we don’t need the specific socle degree in this case), while dimK(A9,2)3 = 75
and dimK(A9,2)4 = 90 by Lemma 1.42 so WLP fails by Proposition 1.48.
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More generally, consider the map (Ar,2)k−1 → (Ar,2)k where r is either
2k or 2k + 1. By (1.24), the socle degree of Br−1,2 is at least k, so from
Theorem 1.44 (if r = 2k is even) or from Proposition 1.48(a) (if r = 2k + 1
is odd), we see WLP fails if dimK(Ar,2)k−1 ≥ dimK(Ar,2)k. Using Lemma
1.42 we can check this for any specific value of k; numerical experiments
suggest this holds for r ≥ 15 if r is odd and for r ≥ 6 if r is even. If in fact
r = 2k + 1 is odd, then by Proposition 1.48(a) and (1.26) it is enough to
show dimK(Ar,2)k−1 + 2k > dimK K(Ar,2)k. Numerical experiments suggest
this holds for odd r ≥ 9. This leads us to make the following conjecture.
Conjecture 1.50. For Ar,2, WLP fails for r = 6 and all r ≥ 8.
In [MMRN10], Migliore-Miro-Roig-Nagel prove the conjecture is true for
an even number of variables.
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CHAPTER 2
SYZYGY THEOREMS VIA ORDER
IDEALS
2.1 Overview of the homological conjectures
2.1.1 History
In the late 1950s the use of homological methods revolutionized commutative
noetherian ring theory: Maurice Auslander, David Buchsbaum, Jean-Pierre
Serre and others used homological methods to solve several open problems
in commutative algebra. New questions were suggested by their work and,
in some cases, were conjectured by them. These questions became known as
the homological conjectures. Problems that grew from the original list were
later added.
Perhaps the most famous problem solved during this time was the proof,
due to Auslander and Buchsbaum [AB59], that regular local rings have the
unique factorization property. Regular local rings are the generalization of
the local rings at smooth points in algebraic varieties. They are defined by
the condition that the minimal number of generators of their unique maximal
ideal is equal to the dimension of the ring.
During the 1960s some progress was made on the homological conjectures.
Nonetheless, there was not a great deal of progress until the late 1960s.
Actually, many were not stated until the 1970s. With hindsight, this was
because the techniques to solve them were not in place. The proofs of most of
these conjectures (for arbitrary noetherian rings that contain a field) require
a method called ”reduction to characteristic p” and exploit the Frobenius
endomorphism of a ring of characteristic p that sends an element to its pth
power. To achieve this reduction an important theorem of Michael Artin is
needed (the Artin Approximation Theorem [Art69]), which was not proved
until the late 1960s. This method of reduction essentially allows one to give
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proofs for rings of characteristic p, then to claim the validity of the theorems
for rings that contain the rationals provided the statements of the theorems
can be expressed ”equationally.” On the other hand, the proofs of many of the
homological conjectures could have been done much earlier in characteristic
p and for finitely generated algebras over fields.
Two fundamental monographs were written in the early 1970s. The first,
by Peskine and Szpiro in 1973 [PS73], was a tour de force that solved many
of the homological questions for local rings essentially of finite type over
fields, for rings of characteristic p, and for other important cases. Peskine
and Szpiro pioneered the technique of reduction to characteristic p .
Subsequently Hochster removed all but one of the conditions on the local
rings assumed by Peskine and Szprio. He needed to assume that the local
rings contained a field. Hochster showed how many (but not all) of the
homological conjectures followed from the existence of a so-called big Cohen-
Macaulay module. He proved the existence of such a module in characteristic
p, then used the Artin Approximation theorem to deduce their existence in
equicharacteristic 0 as well.
A partial list of the homological conjectures includes: (1) the New Intersec-
tion Theorem (NIT), (2) the Homological Height Conjecture, (3) Bass’s Con-
jecture: (4) Auslander’s Zerodivisor Conjecture, (5) the Improved New Inter-
section Conjecture (INIC), (6) the Syzygy Conjecture, (7) the Direct Sum-
mand Conjecture (DS), (8) the Monomial Conjecture, (9) the existence of big
Cohen-Macaulay modules, (10) the Canonical Element Conjecture (CEC),
(11) Serre’s Vanishing of Multiplicities Conjecture (12) Serre’s Nonvanishing
of Multiplicities Conjecture, (13) the Horrocks-Buchsbaum-Eisenbud Ranks
of Syzygies Conjecture, (14) the Grade (or Strong Intersection) Conjecture
(15) the Rigidity Conjecture of Auslander.
Most of the homological questions either reduce immediately to the case
where the ring is local (by the process of localization at prime ideals of the
ring) or were only stated in the local case. A ring is said to be local if it has
a unique maximal ideal.
There are numerous interrelations among these conjectures. The figure be-
low illustrates the diagram of interrelations between some of the conjectures
that are most relevant to the present work. Of the above conjectures, (1)-(11)
are now theorems in the equicharacteristic case, i.e., in the case where the
rings in question contain fields. If the ring does not contain a field, we speak
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of the mixed characteristic case. Due to recent work of Paul Roberts, (l)-(4)
and (11) are now theorems in full generality (Gillet and Soule´ independently
proved (11)). Conjectures (12)-(15) remain open in almost all cases.
In this manuscript we shall use both the term Conjecture and Theorem
to refer to some of these statements. We shall use the terminology Theorem
when additional assumptions are included as part of the hypothesis (such as
R contains a field) or when the statement has been proved to hold true in
full generality. We shall reseve the term Conjecture for the full generality
statements that are currently still open. The statements and many more
details regarding some of these conjectures which are relevant to this thesis
will be given in the following sections.
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Figure 2.1: Implications between some of the homological conjectures
2.1.2 Basic notions and classical results on syzygies
In this chapter R will always denote a commutative, noetherian and local
ring with maximal ideal m and residue field k = R/m. All assumptions on
characteristic will be explicitly stated when they are needed.
With respect to characteristic R can be:
38
1. equicharacteristic 0, meaning that the characteristic of R as well as of
k is 0;
2. equicharacteristic p, meaning that the characteristic of R as well as of
k is a positive prime p;
3. mixed characteristic, meaning the characteristic of the residue class field
is a positive prime p, while the characteristic of the fraction field is 0.
The p-adic integers give an example, as well as module-finite extensions
of formal power series rings over the p-adic integers.
In the first two cases we say R contains a field because there is an injection
k = R/m ↪→ R.
Definition 2.1. A finitely generated projective (free, respectively) complex
over R is a finite complex (i.e φk+1φk ≡ 0) of finitely generated projective
(free, respectively) R-modules,
F. : · · · −→ Fk+1 φk+1−→ Fk φk−→ · · · φ1−→ F1 φ0−→ F0
Such a complex is acyclic if the only nonzero homology occurs at the 0th spot.
In this case the complex is said to be a (free) resolution of M = H0(F).
A basic theorem, arising from work of Hilbert, gives that every finitely
generated module M over a polynomial ring R = K[x1, ..., xn] (with k a field)
has a finite resolution by finitely generated free modules. Intuitively, such a
resolution can be thought of as ”unwinding” the module structure of M. A
free R-module is the simplest of R-modules; as the length of the resolution
grows so, in general, does the complexity of the module. After choosing bases
for the free modules in a resolution of M , one obtains matrices representing
the maps in the resolution.
One can always artificially increase the length of a resolution by adding
two of the same free modules with an identity map between them. When
the ring in question is local we can easily eliminate such artificiality. We
may then speak of a minimal free resolution of a module M where we require
that the image of Fi in Fi−1 be contained in mFi−1 . In this case the length
(possibly infinite) and the ranks of the free modules in the resolution of a
module M are uniquely determined by M .
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Definition 2.2. The length of a minimal resolution of a module M over a
local ring R is called the projective dimension of M .
Regular local rings are characterized by the fact that all finitely generated
modules over them have finite projective dimension. The notion of a syzygy
goes back to Hilbert’s remarkable article in 1890 where he constructs free
resolutions for graded modules over polynomial rings.
When M has finite projective dimension and, in addition, M has a finite
free resolution (as will always be the case in this thesis) then the rank of
M may be defined as the alternating sum of the ranks in any finite free
resolution of M .
Definition 2.3. For k ≥ 0, we say that E is a kth syzygy if there is a
projective acyclic complex
F. : · · · −→ Fk+1 φk+1−→ Fk φk−→ · · · φ1−→ F1 φ0−→ F0
with E ' cokerφk+1. In case R is local, it suffices to consider minimal acyclic
free resolutions.
We shall often use the notations Syzk(M) for the k
th syzygy of M =
H0(F.).
Definition 2.4. If the free acyclic complex
F. : 0 −→ · · · −→ Fk+1 φk+1−→ Fk −→ · · · φ1−→ F1 φ0−→ F0
is a minimal free resolution of M = H0(F.), we denote by βk(M) = rankFk
the kth Betti number of M .
Some of the numerical invariants that describe a module are described in
the following:
Definition 2.5. Let R be a commutative noetherian ring. The (Krull) di-
mension of R is
dim(R) = sup{n : there exists a chain of prime ideals in R of length n}
If P is a prime ideal, the height of P , denoted ht(P ), is dim(R/P ).
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For example, fields are of dimension 0; the only chain of prime ideals begins
and ends with (0). Dedekind domains have dimension 1, and polynomial rings
in n variables over afield have dimension n .
Definition 2.6. Let R be a local ring with (unique) maximal ideal m and
residue field k = R/m. If M is a finitely generated R-module supported only
at the maximal ideal m (meaning MP = 0 for all primes P 6= m) then the
length of M , denoted l(M), is the number of copies of simple R-modules
(necessarily isomorphic to k) in a saturated filtration of M .
This number is independent of the filtration. In case R contains a copy
of its residue field (meaning R contains a field k that maps isomorphically
onto R/m under the natural homomorphism R −→ R/m), the length of M
is simply the vector space dimension of M over k .
Definition 2.7. Let R be a local ring with (unique) maximal ideal m and
residue field k = R/m. If M is an arbitrary R-module, we define
depthM = inf{i|Exti(k,M) 6= 0}.
A more general notion is grade: grade(I,M) = inf{i|Exti(R/I,M) 6= 0}.
With respect to short exact sequences, the behavior of depth is given by
the following Depth Lemma:
Lemma 2.8 (Depth Lemma). Let R be a local ring with (unique) maximal
ideal m and residue field k = R/m and let 0 −→ L −→ M −→ N −→ 0 be
a short exact sequence of R-modules.
(1) depthM ≥ min{depthL, depthN};
(2) depthL ≥ min{depthL, depthN + 1};
(3) depthN ≥ min{depthL− 1, depthM}.
Proof. The assertions follow from the long sequence of Ext functors:
· · · −→ Exti−1R (k,N) −→ ExtiR(k, L) −→ ExtiR(k,M) −→ ExtiR(k,N) −→ · · ·
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Definition 2.9. If R is a local ring and M is a finitely generated R-module,
then M is called Cohen-Macaulay if dimM = depthM . R is called Cohen-
Macaulay if it is Cohen-Macaulay as a module over itself.
A distinguished subclass of Cohen-Macaulay rings is the class of regular
local rings.
Definition 2.10. If R is a local ring, then R is called a regular local ring if
the unique maximal ideal m is generated by a regular system of parameters,
i.e. m = (x1, . . . , xn) where xi+1 is a non zero-divisor on R/(x1, . . . , xi) for
all i < n and n = dimR.
An important characterization of syzygies can be achieved by considering
the Serre properties:
Definition 2.11. We say that M satisfies the Serre condition Sk if for each
prime ideal P ∈ SpecR
depthRPMP ≥ min(k, dimR/P ).
Cohen-Macaulay modules are characterized by the having Serre’s property
Sk for every positive integer k and reflexive modules are characterized by the
fact that they satisfy Serre’s property S2.
In 1969, Auslander and Bridger gave the following characterization for
syzygies of modules over Sk rings:
Theorem 2.12 (Auslander and Bridger). Let R be a local ring that satisfies
property Sk and let E be a finitely generated R-module. We assume that E
has finite projective dimension. Then the following statements about E are
equivalent:
(1) the module E is a kth syzygy;
(2) the module E satisfies property Sk.
Note that (1) =⇒ (2) is immediate from repeated applications of the Depth
Lemma 2.8 to the resolution which witnesses E as a kth syzygy. In view
of the Auslander-Bridger, result one may replace throughout any statement
regarding ”a kth syzygy of finite projective dimension over a Cohen-Macaulay
ring” by ”an Sk module of finite projective dimension”.
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In [Bru76], Bruns showed that if E is a kth syzygy of rank k + j, j > 0,
then there exists a free submodule F ⊂ E such that E/F is a kth syzygy
of rank k. One may view the Syzygy Theorem 2.19 as the statement that
Brun’s result is best possible. Furthermore, Bruns has shown that essentially
all of the pathology of finte free resolutions occurs in free resolutios of three
generated ideals:
Theorem 2.13 (Bruns [Bru76]). Let R be a local Cohen-Macaulay ring and
let
0 −→ Fn −→ Fn−1 −→ . . . −→ F2 −→ F1 −→ F0 −→M −→ 0
be a finite free resolution of an R-module M of projective dimension at least
3. Then there is a direct sum decomposition F2 = F
′
2 ⊕ F with F free and
which induces a new finite free resolution
0 −→ Fn −→ Fn−1 −→ . . . −→ F ′2 −→ R3 −→ R −→ R/I −→ 0
with I a three-gererated ideal.
A reduction to a special class of three-generated ideals is achieved in Propo-
sition 2.29 that is reminiscent of Bruns’s result.
2.1.3 Big CM modules and intersection theorems
Definition 2.14. A big Cohen-Macaulay module for a local ring R is a (not
necessarily finitely generated) R-module M such that there exists a system
of parameters x of R, x is an M-regular sequence and xM 6= M .
An R-module M is called a balanced big Cohen-Macaulay module if every
system of parameters of M forms an M-sequence and M 6= mM (where m
is the unique maximal ideal of R).
A maximal Cohen-Macaulay module M over R is a Cohen-Macaulay module
such that dimM = dimR.
One cannot expect a finitely generated maximal Cohen-Macaulay module
to exist for any local ring. One of the consequences of the existance of a
maximal Cohen-Macaulay module is that the base ring must be a catenary
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domain, but examples of local domains that are not catenary are known
by work of Nagata [Nag57]. Therefore, these rings do not possess finitely
generated maximal Cohen-Macaulay modules.
The existence of big Cohen-Macaulay modules in the equicharacteristic
case was proved by Hochster in [Hoc75c]. His construction yields countably
generated big Cohen-Macaulay modules. Like the other homological conjec-
tures, it remains an open problem in the general mixed characteristic case,
though certain special cases in the mixed characteristic case were proved by
Hochster in [Hoc75a] and by Katz in [Kat99]. A model-theoretic perspective
on Hochster’s construction was given by van den Dries [vdDiH10].
Big Cohen-Macaulay modules lack some of the properties of finitely gen-
erated Cohen-Macaulay modules, most importantly the property that per-
muting a regular sequence yields another regular sequence. Balanced big
Cohen-Macaulay modules were introduced in an effort to recuperate this
good behaviour. The term balanced big Cohen-Macaulay module was coined
by Sharp [Sha81].There exist big Cohen-Macaulay modules that are not bal-
anced.
Example 2.15. Let R = K[[x, y]] and M = R ⊕ Q, where Q is the field
of fractions of R/(x). Then M is clearly a Cohen-Macaulay R-module (in-
finitely generated). The sequence (x, y) is a regular sequence on M , since x
is a non zero-divisor on M and since y is a non zero-divisor onM/(x)M =
R/(x). In contrast, (y, x) is not a regular sequence on M because y is a
zero-divisor on M .
In [Gri76] and [Gri78], Griffith showed that if R is a complete local ring
containing a field and B ⊆ R is a regular local ring with R finitely generated
as a B-module, then there exists a maximal Cohen-Macaulay module that
is free over B (with countable basis). In particular, this construction yield
balanced big Cohen-Macaulay modules.
We highlight in the rest of this section a few of the homological conjectures
that are most relevant to the present work. The intersection theorems are
refined version of the dimension inequality for subvarieties of a nonsingular
variety, which states that the dimension of the intersection of two varieties
is at least the sum of their dimensions minus the dimension of the ambient
space. In commutative ring theory this comes down to the statement that
if R is a regular local ring and I and J are ideals such that the length of
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R/I ⊗ R/J is finite, then dimR ≥ dimR/I + dimR/J . This statement was
proven in this form by Serre [Ser65] even for mixed characteristic R. As soon
as the regularity assumption on R is removed, the assertion above does not
hold. However, if one rewrites dimR− dimR/I ≥ dimR/J and since in the
regular case pdR/I ≥ dimR − dimR/I, one obtains the weaker inequality
that pdR/I ≥ dimR/J and this is the statement that generalizes.
Theorem 2.16 (Peskine-Szpiro Intersection Theorem). Let M,N be non
zero finitely generated modules over a local ring R and such that M ⊗ N is
finite length. Then pdM ≥ dimN .
Peskine and Szpiro proved the Intersection Theorem when R is local of
characteristic p, when R is essentially finite type over a field, and some re-
lated cases [PS73]. The New Intersction Theorem was conceived as a gen-
eralization of the Intersection Theorem of Peskine and Szpiro . Hochster’s
[Hoc83] and Roberts’ [Rob80] proofs of the New Intersction Theorem in the
remaining cases show that the New Intersection Theorem, Bass Conjecture,
and Auslander’s Zerodivisor Conjecture are true in general as well.
Theorem 2.17 (New Intersection Theorem). Let R be a noetherian local
ring with maximal ideal m. Let F. be a finite free complex. If the length of
the homology of F. is finite (equivalently the support of the homology is m)
and H0(F.) 6= 0, then the length n of F. is at least the dimension of the ring.
For application to the syzygy problem, a slightly improved version of the
new intersection conjecture was needed. First note that if H0(F.) = 0, we can
shorten the complex by splitting a piece off the right-hand end and so instead
of assuming that Hi(F.) 6= 0 one might as well assume that H0(F.) 6= 0. We
can then weaken the condition that Hi(F.)have finite length as follows:
Theorem 2.18 (Improved New Intersection Theorem). Let R be a noethe-
rian local ring containing a field, with maximal ideal m. Let F. be a finite free
complex. If the length of the homology of F. is finite (equivalently the support
of the homology is m) and there exists a minimal generator e ∈ cokerφ1 with
l(Re) <∞, then the length n of F. is at least the dimension of the ring.
The Improved New Intersection Theorem (INIT) was introduced in [EG81]
and formulated as a new homological problem in [Hoc83]. Evans and Griffith
proved the Improved New Intersection Theorem in the case that R has a big
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Cohen-Macaulay module in their proof of the Syzygy Theorem [EG81]. Later,
Ogoma ([Ogo89]) pointed out that the Improved New Intersection Theorem
implies the Syzygy Theorem. Hochster showed that the Canonical Element
Conjecture implied the Improved New Intersection Conjecture in [Hoc83]. S.
Dutta showed the converse in [Dut87]. It is clear that the Improved New
Intersection Conjecture implies the New Intersection Theorem, however only
the latter has been proved in complete generality. The general form of the
Improved New Intersection Conjecture is still open in the mixed characteristic
case.
The successively more refined statements comprised under the title of in-
tersection theorems are intrinsically related to the Evans-Griffith Syzygy
Theorem (2.19). We review in the next section how the existance of big
Cohen-Macaulay modules implies the Order Ideal Theorem (2.21) which in
turn implies the Syzygy Theorem (2.19) and give some indication of the part
played by the Improved New Intersection Theorem (2.18).
2.2 The Syzygy Theorem
The Evans-Griffith Syzygy Theorem (Theorem 1.1 in [EG81]), henceforth the
Syzygy Theorem, asserts:
Theorem 2.19 (Evans-Griffith Syzygy Theorem). A finitely generated and
finite projective dimension kth module of syzygies over a local catenary Sk
domain, if not free, has rank at least k.
Since the original proof, several contributions were made to show that the
restrictions on the base ring can be relaxed to noetherian local ring containing
a field.
In 1981 Evans and Griffith gave the original proof of the Syzygy Theorem in
[EG81]. Several different styles of proofs and generalizations have appeared,
the most notable of these being the characteristic p proof of Hochster and
Huneke [HH90]. Ogoma’s ([Ogo89]) remarks on the sufficiency of having
the Improved New Intersection property and the combined work of Dutta
[Dut87] and Hochster [Hoc83] showing the equivalence of the Improved New
Intersection Theorem to the Canonical Element Conjecture have shed light on
the interconnections to the rest of the homological conjectures (see Figure
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2.1). A generalized version of the Syzygy Theorem was proved by Bruns
[Bru92], in which the minimal free complex is allowed some positive homology
and the domain condition is dropped.
The Syzygy Theorem is known to be true for noetherian local rings con-
taining a field. Further progress was made to prove the analogous theorem
in the graded case over a field of any characteristic in [EG01] and for mixed
characteristic regular local rings of dimension at most five in [DG08]. In the
mixed characteristic case, we shall refer to the analogous statement as the
Syzygy Conjecture.
The central idea in [EG81], [EG01], [DG08] and key to an affirmative
answer for the Syzygy Conjecture was to establish first a stronger result,
namely the Order Ideal Theorem 2.21 for kth syzygies of finite projective
dimension.
Definition 2.20. Let R be a noetherian ring, E an R-module and e ∈ E,
then the order ideal of e, OE(e), is defined by
OE(e) = {f(e)|f ∈ HomR(E,R)}.
Observe that every element e ∈ E induces an R-homomorphism
HomR(E,R) −→ R defined by e(f) = f(e). The image of this homomor-
phism is OE(e).
Suppose given a map of finitely generated free modules φ : F −→ G
and a minimal generator e ∈ F . Pick a basis g1, . . . , gn of G and write
φ(e) = a1g1 + . . . + angn. If we think of e as the ”first basis element” of F
then the ai are entries in the first column of the matrix representing φ, then
OG(φ(e)) = (a1, . . . , an).
We cite the known result on height of order ideals for rings containing a
field, which is the gist of the proof in [EG81].
Theorem 2.21. ([EG85], Theorem 3.14) Let R be a local ring which contains
a field . Let E be a finitely generated kth syzygy of finite projective dimension
and let e be a minimal generator for E. Then the order ideal OE(e) has height
at least k.
We give below a sketch of the proof of the Order Ideal Theorem as a
consequence of existence of big Cohen-Macaulay modules ( following [EG85],
[EG81]).
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Proof. Without loss of generality we assume that R is complete. Suppose
the conclusion does not hold and choose a prime P of height k − 1 which
contains OE(e). Supose E is a k
th syzygy in a minimal free resolution of a
module M as follows:
0 −→ E −→ Rnk−1 Φk−1−→ Rnk−2 −→ · · · −→ Rn0 −→M −→ 0.
Let C be a balanced maximal Cohen-Macaulay module of R. By the
Cohen-Macaulay property of C, TorRk (M,C) = 0. On the other hand, if
e is viewed as the first basis element of Fk−1, then the order ideal OE(e)
contains all the entries in the first row of the matrix representing the map
Φk−1. Tensoring the entire resolution above with C, one obtains
· · · −→ Cnk Φk−→ Cnk−1 Φk−1−→ Cnk−2 −→ · · · −→ Cn0 −→M ⊗R C −→ 0.
Here the entire first row of Cnk maps to Cnk−1 with entries coming from
OE(e). Since OC(e) = 0, this first row maps to 0 . However it cannot be in the
image of Cnk+1 since the image is contained in mCnk . Thus TorRk (T,C) 6= 0,
which yields a contradiction.
It is not necessary to use big Cohen-Macaulay modules to prove the Order
Ideal Theorem. Indeed, Ogoma ([Ogo89]) has shown that one can deduce the
Ordere Ideal Theorem merely from the Improved New Intersection Theorem.
An important property of order ideals is that they encode the splitting of
the map eR ↪→ E.
Lemma 2.22. Let R be a noetherian ring and E an R-module. Let P be a
prime ideal of R and e ∈ E. Then e generates a non zero free direct sumand
of EP if and only if OE(e) 6⊂ P .
Proof. Since HomRP (MP , RP ) is naturally isomorphic to Hom(M,R)P , the
formation of order ideals commutes with localization, namely (OE(e)) ⊗R
RP ' OEP (e). If EP = eRP ⊕M , then there is an obvious homomorphism
pi ∈ HomRP (EP , RP ) given by projecting onto the first summand and setting
pi(e) = 1. This shows OEP (e) = RP and hence OE(e) 6⊂ P . Conversely,
if OE(e) 6⊂ P , then there is some pi ∈ HomRP (EP , RP ) with pi(e) = 1.
Therefore pi witnesses a splitting of the image of the map eRP ↪→ EP as a
direct summand of EP .
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The idea of the original proof of the Syzygy Theorem [EG81] that makes
the connection between order ideals and the rank of a module is that, should
there exists a minimal counterexample E to the Syzygy Theorem and a
minimal generator e of E with htOE(e) ≥ k, then the cokernel of the map
R → E mapping 1 7→ e is shown to be a k − 1st syzygy of rank strictly less
than k−1, therefore contradicting the minimality of E. This proves that the
Order Ideal Theorem stated below (2.21) implies the Syzygy Theorem 2.19.
Proposition 2.23. Let R be a local ring which satisfies property Sk. If E
is a kth syzygy of finite projective dimension and if E contains a free module
e · R where htOE(e) > k, then E/Re is also a kth syzygy of finite projective
dimension.
Proof. It is clear that E/Re has finite projective dimension, a (not necessarily
minimal) resolution of E/Re is obtained from the minimal resolution of E via
a mapping cone. In view of the Auslander Bridger theorem 2.12 it suffices to
show E/Re has the Sk property. Let P be a prime ideal of R with htP > k
and consider the depth of the module (E/Re)P . If P does not contain OE(e),
then the short exact sequence
0 −→ R e−→ E −→ E/Re −→ 0
becomes split exact when localized at P by Lemma 2.22, hence EP =
(E/Re)P ⊕ (Re)P . In this case we may conclude that E/Re has property Sk
since E does. In case OE(e) ⊂ P , since depth(Re)P > k and depthEP ≥ k,
by the Depth Lemma we get depth(E/Re)P ≥ k. Thus the module E/Re
satsfies the property Sk and is therefore a k
th syzygy.
Corollary 2.24. The Order Ideal Theorem implies the Syzygy Theorem.
Proof. Let E be a counterexample to the Syzygy Theorem (i.e a kth syzygy of
finite projective dimension and rank r < k over an Sk local ring (R,m)) and
assume E is chosen so that its rank is minimal among kth syzygy counterex-
amples. By the Order Ideal Theorem, for any e ∈ E\eE, htOE(e) ≥ k. Then
by the preceding Proposition, E/eR is also a kth syzygy of finite projective
dimension and of rank r − 1, contradicting the minimality of E.
For application to the Syzygy Conjecture, it was observed in [EG01] and
[DG08] that having at least one minimal generator satisfying the height in-
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equality of the Order Ideal Theorem would suffice. In this thesis, we intro-
duce the terminology weak order ideal property for kth syzygies to refer to this
lesser condition and we dedicate the next two sections to exploring this weak
order ideal property. We remark that a successful application of the idea
that the weak order ideal property suffices to deduce the Syzygy Theorem
has been achieved in the graded case in [EG01]
We end the summary of classical results on ranks of syzygies by pointing
out for future use in the following reduction of the syzygy problem that was
observed in [EG81]:
Lemma 2.25. Let E be a counterexample to the Syzygy Theorem (i.e a
kth syzygy of rank r < k over an Sk local ring (R,m)). If R is chosen so
that its dimension is smallest possible for this rank, then M is locally free
on Spec(R) − {m} (we say in this situation that M is locally free on the
punctured spectrum).
Proof. If there is a proper prime P ∈ Spec(R) so that EP is not a RP -
free module, then EP gives a counterexample for which the ring has smaller
dimension.
2.3 Reductions
2.3.1 Reduction to modules annihilated by powers of p
Throughout this section R is normal local domain of mixed characteristic p.
In this context, any possible counterexample to the Syzygy Conjecture can
only occur for kth syzygies E with k ≥ 3, since second syzygies of rank one
must be isomorphic to R. Therefore we may deform the initial two terms of
any free resolution as long as the third and higher syzygies remain the same.
Moreover, the affirmative answer to the Syzygy Theorem in equal charac-
teristic implies that E[p−1] will be R[p−1]-projective for any counterexample
E.
We recall the universal pushforward construction (page 49 in [EG85])
Proposition 2.26 (Universal Pushforward). Let E be a kth syzygy over R.
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Then one can construct an exact sequence of length k of free R-modules
0→ E → Rnk → . . .→ Rn1
called the universal pushforward of E. If we further assume that E[p−1] is
R[p−1]-projective, then all the syzygies of the universal pushforward sequence
become projective upon inverting p.
Proof. Let f1, . . . , fnk generate E
∗ and map E u→ Rnk via setting u(m) =
(f1(m), . . . , fnk(m)). If E is a k
th syzygy (k ≥ 1), this is a monomorphism
which gives rise to a dual exact sequence 0→ E → Rnk → C → 0, with C a
(k − 1)st syzygy. If we further assume that E[p−1] is R[p−1]-projective, this
short exact sequence must become locally split upon inverting p, yielding
that C[p−1] is also R[p−1]-projective. Now we may repeat the process as long
as C is at least a first syzygy (i.e. k times) to obtain a long exact sequence
of length k in which all the syzygies become projective upon inverting p.
We further recall the statement of the Bourbaki Theorem (for a proof see
Theorem 2.14 in [EG85]).
Theorem 2.27 (Bourbaki). Let R be a normal domain and let N be a finitely
generated torsion-free R-module. Then there exists a free submodule F of N
such that N/F is isomorphic to an ideal.
We begin with a result allowing us to remove certain associated primes.
Proposition 2.28. Let R be a local ring and suppose E is a kth syzygy of
an R-module M where k ≥ 3. If P ∈ AssRM with p ∈ P and htP ≤ 2, then
E is also a kth syzygy for M ′, where
0→ R/P →M →M ′ → 0 is exact.
Proof. We shall discuss only the height 2 case since height one requires similar
arguments. We note that P is necessarily of the form P = (p, q) where the
class of q represents a prime in R¯. We may view a free resolution of M being
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formed via the horseshoe lemma as follows:
0

Z

Z

0 // R //

R⊕ F ′2 //

F ′2 //

0
0 // R2 //

R2 ⊕ F ′1 //

F ′1 //

0
0 // R //

R⊕ F ′0 //

F ′0 //

0
0 // R/P //

M //

M ′ //

0
0 0 0
Note that the third and higher syzygies of M are preserved in the resolution
of M ′.
Theorem 2.29. Let R be a local normal unique factorization domain of
mixed characteristic p. Suppose E is a kth syzygy (k ≥ 3) in a finite free
resolution F.→ M and E[p−1] is a projective R[p−1]-module. Then we may
assume that M is any one of the following types:
1. the module M is annihilated by ps for some s > 0 and htR(annRM) ≥
3;
2. the module M ' R/I where the ideal I has the property that for P ∈
AssR(R/I) and p /∈ P , htP ≤ 2.
3. If furthermore Syz2M = N has the properties rankRN = 2 and N [p
−1]
is R[p−1]-free, then one may take M to be of the form M ' R/(ps, a, b)
for some s > 0.
Proof. (1) Applying the universal pushforward construction (Proposition
2.26) and viewing the module M being resolved as the cokerel of the last
map of the pushforward complex, we obtain that M [p−1] is a projective
R[p−1]-module. In fact, since it has a finite free resolution, M [p−1] is sta-
bly free (Proposition 19.16 in [Eis95]). Therefore one may augment M by a
suitable free R-module (resulting in a corresponding augmentation of F.) so
that M [p−1] is R[p−1]-free. It follows that there exists a free submodule F
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of M such that T = M/F is annihilated by ps for some s > 0. Next we may
replace M by T while preserving all the kth syzygy modules, for k ≥ 3 and
finally we may remove all height one and two associated primes of annR T
using the principle embodied in Proposition 2.28.
(2) In this instance we run the universal pushforward construction until
obtaining a first syzygy module Z. Here we employ the Bourbaki Theorem
(2.27) to obtain a short exact sequence
0→ G→ Z → I → 0
where G is free and I is an ideal having htR I ≥ 2. It follows that
pdR[p−1](R/I)[p
−1] ≤ 2, since Z[p−1] is R[p−1] projective. Thus if P ∈
AssRR/I and p 6∈ P then dimRP ≤ 2 and consequently ht(P ) ≤ 2.
(3) Assuming now N is the second syzygy of M and N [p−1] is R[p−1]-free,
one sees that N∗ contains an element e1 such that N∗/e1R is R-torsion free
and the following sequence which maps 1 ∈ R 7→ e1 ∈ N∗ is split exact:
0→ R→ N∗ → J → 0
Since J [p−1] ' R[p−1], one has that J is isomorphic to a height two ideal
in R that contains a power of p so (ps, a) ⊆ I, where (ps, a) is an R-sequence.
If we let e2, e3 ∈ N∗ correspond modulo e1R to ps and −a in I respectively,
then one obtains a relation in N∗ of the form
λ1e1 + λ2e2 + λ3e3 = 0
where λ2 = a, λ3 = p
s and λ1 = b ∈ R. We set W = Re1 + Re2 + Re3 ⊆ N∗
and observe that N∗/W ' I/(a, ps), hence AssRN∗/W contains no primes of
height one. It follows that W ∗ ' N∗∗ ' N and that W has a free resolution
0→ R→ R3 → W → 0 (2.1)
in which 1 ∈ R is sent to an element of R3 of the form 〈b, a, ps〉. Thus we
may dualize the short exact sequence (2.1) and obtain
0→ W ∗ → R3 → R→ R/(a, b, ps)→ 0
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where Ext1R(W,R) ' R/(a, b, ps). Hence we may continue the free resolution
from the second syzygy (N = W ∗) onward as desired.
The last assertion in the theorem above is reminiscent of Bruns’s three-
gererated ideal theorem 2.13. Our final consideration of this section concerns
syzygy modules for cyclic modules of the form R/(a, b, ps). When s = 1
we have an affirmative answer to the Syzygy Conjecture by Corollary 3.5.
However, one can make a stronger statement since the ideal (a, b) will be
isomorphic to either a principal ideal or a 2-sequence modulo p. It follows
that pd R/(p, a, b) ≤ 3.
Proposition 2.30. Let R be a normal local domain of mixed characteristic
p and consider a, b ∈ R.
1. if the Syzygy Theorem holds for all cyclic modules C such that ps−1C =
0, then the Syzygy Conjecture has an affirmative answer for R/(ps, a, b).
2. the Syzygy Theorem holds for R/(p2, a, b).
Proof. We consider the short exact sequence
0→ (p, a, b)/(ps, a, b)→ R/(ps, a, b)→ R/(p, a, b)→ 0
Forming a free resolution of the middle term by taking the direct sum of free
resolutions of the first and third terms, shows that the kth syzygy modules
for R/(ps, a, b) and (p, a, b)/(ps, a, b) are identical for k > 3 and differ by a
free direct summand for k = 3. The hypothesis in (1) and the fact that
(p, a, b)/(ps, a, b) is annihilated by ps−1 gives the desired conclusion.
Part (2) is an immediate consequence of (1) and the fact that the Syzygy
Theorem holds for R/(p, a, b) by the results in the following sections (Theo-
rem 2.41 or Theorem 2.53).
2.3.2 Reduction to finite resolutions over a hypersurface ring
As noted in Theorem 2.29, when studying syzygy modules over R, a local
domain of mixed characteristic p, it suffices to consider syzygy modules of R-
modules T with pnT = 0. One may view the R-module T as an S = R/pnR-
module. With a view towards comparing R-syzygies and S-syzygies (this
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will be the main focus of Section 3), we aim to replace T by a new pn-
torsion S-module T ′ which preserves the third and higher syzygies of T and
in addition has finite projective dimension over S = R/(x) (we shall later
specialize x = pn).
Let M be a reflexive S-module. The Auslander Bridger approximation
theorem [AB59] (see also Corollary 5.3 in [EG85]) associates a module M ′ to
M via a short exact sequence 0 −→ U −→ L⊕M −→ M ′ −→ 0, where U
is a maximal Cohen-Macaulay module, L is a free module and pdSM
′ <∞.
Theorem 2.31. (Auslander Bridger [AB59]) Let S be a Gorenstein local
ring and let M be a finitely generated reflexive S-module. Then there is a
free S-module L of finite rank and a short exact sequence
0 −→ U −→ L
⊕
M −→M ′ −→ 0
satisfying
1. the sequence is dual exact;
2. U is Maximal Cohen-Macaulay;
3. M ′ has finite projective dimension ;
4. the natural map Exti(M ′, S)→ Exti(M,S) is an isomorphism, ∀i ≥ 1.
In the following we employ the Auslander Bridger approximation theorem
to reduce to the case of finite resolutions over a hypersurface ring S.
Proposition 2.32. Let R be a local ring, let x ∈ mR be a regular element
and let S = R/xR. If 0 → M ′ → M → M” → 0 is an exact sequence of
reflexive S-modules that is in addition dual exact, then there is a short exact
sequence of R-syzygy modules for M ′,M and M” respectively that is in turn
dual exact.
Proof. Consider the following commutative diagram of R-modules with exact
rows and columns and for which the middle column represents a split exact
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sequence of free R-modules.
0 // Z ′ //

Z //

Z ′′ //

0.
0 // F ′ //

F //

F ′′ //

0.
0 //M ′ //M //M ′′ // 0.
Next recall that if M is an x-torsion module then Ext1R(M,R) ' HomS(M,S)
which we denote by M+. Applying the functor HomR(·, R) to the above
diagram one obtains a new diagram in which all columns and all but possibly
the middle row are short exact.
0 // (F ′′)∗ //

F ∗ //

(F ′)∗ //

0.
0 // (Z ′′)∗ //

Z∗ //

(Z ′)∗ //

0.
0 // (M ′′)+ //M+ // (M ′)+ // 0.
Finally we apply the nine lemma to see that the middle row is also short
exact.
Corollary 2.33. If in addition to the hypotheses of Proposition 2.32 we have
that pdRM
′ ≤ 1 (i.e the module Z ′ is R-free), then the short exact sequence
of syzygies 0→ Z ′ → Z → Z ′′ → 0 is split exact.
Corollary 2.34. If in addition to the hypotheses of Proposition 2.32 we
have that S is Gorenstein, let M be a reflexive S-module and let 0 → U →
L
⊕
M →M ′ → 0 represent the Auslander Bridger approximation sequence
for M . Then the first R-syzygy modules for M and M ′ respectively are stably
isomorphic.
Proof. Note that pdRU ≤ 1 and apply the preceding Corollary.
Specializing now to the study of syzygies of pn-torsion R-modules T , where
R is a regular local ring of mixed characteristic p and S = R/pnR, the
considerations above yield for a second syzygyM of T over S, an Auslander
Bridger approximation sequence
0 −→ U −→ L
⊕
M −→M ′ −→ 0
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where pdRM ≤ 1 and pdRU ≤ 1. We invoke the previous Corollary to see
that the first R-syzygy modules of M and M ′ are stably isomorphic as R-
modules. Since R ' EndRR is a local ring, one has a cancellation theorem
for free direct summands over R. Thus the non-free parts of the first R-
syzygy modules of M and M ′ are isomorphic and we can find isomorphisms
SyzRj (M) ' SyzRj (M ′) for j ≥ 2.
This construction allows us to conclude that, in order to study R-syzygies
of pn-torsion modules, we may replace the module being resolved by a module
of finite projective dimension over S = R/pnR.
2.4 Weak Order Ideal Theorems
In this section we introduce a new property of order ideals of syzygies, which
is known to be sufficient for proving the Syzygy Theorem (see the proof in
2.21 for this sufficiency):
Definition 2.35. Let E be a kth R-syzygy. We say that E satisfies the weak
order ideal property if there exists a minimal generator e ∈ E \ mRE such
that htROE(e) ≥ k.
We shall refer to the analogous statement for every minimal generator
e ∈ E \mRE, htROE(e) ≥ k as the order ideal property.
Our approach here is to study situations in which we can achieve the weak
order ideal property through comparison of order ideals on a hypersurface,
most often our comparisons are modulo p or ps. Let E represent a kth syzygy
module over R and let E ′ represent a kth syzygy module over the hypersurface
ring R/xR. A useful comparison arises whenever there is a homomorphism
E −→ E ′ that remains nontrivial upon tensoring with the residue field.
In [EG01] we find the following useful lemma on comparing heights of
order ideals related by taking hypersurface sections. The statement of [EG01]
Lemma 2 and Corollary 3 is for R a graded algebra over a DVR in mixed
characteristic p and x = p, but it holds by the same argument more generally
as stated below.
Lemma 2.36. Let (R,m) be a local ring which satisfies Sk. Let E be a
kth syzygy of finite projective dimension. Let x ∈ m, e ∈ E \ xE and set
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R¯ = R/xR, E¯ = E/xE, e¯ = image of e in E¯. Then
htR(OE(e)) ≥ htR(OE(e) + (x)/(x)) ≥ min(k, htR¯(OE¯(e¯))).
Moreover, if x belongs to a minimal associated prime of OE(e), then
htR(OE(e)) ≥ 1 +min(k, htR¯(OE¯(e¯))).
Proof. (following [EG01])
The element e induces an R-homomorphism e : E∗ = HomR(E,R) −→ R
and similarly e¯ induces a homomorphism e : E¯∗ = HomR¯(E¯, R¯) −→ R¯.
Moreover, one has the following commutative diagram:
0 // E∗
x //
e

E∗ //
e

E¯∗ //
e¯

T // 0
0 // R
x // R // R¯ // 0
With T defined to be the cokernel of the multiplication by x map at the level
of dual modules as represented above, T fits into the left exact sequence
0 −→ T −→ Ext1R(E,R) x−→ Ext1R(M,R).
Since E is a kth syzygy of finite projective dimension the R-
module Ext1R(M,R) has no support in codimension ≤ k. Therefore,
htR(ann Ext
1
R(M,R)) ≥ k+1. Since T ⊆ Ext1R(M,R) and xT = 0, it follows
htR(annR T ) ≥ k. Let a = annR T . Then aOE¯(e¯) ⊆ (OE(e) + (x))/(x) and
hence htR¯(OE(e) + (x)/(x)) ≥ min(k, htR¯OE¯(e¯)). Finally an application of
Krulls principal ideal theorem yields htROE(e) ≥ htR¯(OE(e) + (x)/(x)).
If x belongs to a minimal associated prime of OE(e) of minimal codimen-
sion, then htROE(e) = 1 + htR¯(OE(e) + (x)/(x)) which combined with the
inequalities above yields the final assertion.
From the considerations above one easily deduces that the bound on
heights of order ideals and also on ranks of syzygies given by the Syzygy
Theorem can be off by at most one.
Proposition 2.37. Let R be a local ring of mixed characteristic p satisfying
property Sk and let E be a k
th syzygy over R. Then htOE(e) ≥ k − 1 and
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rankE ≥ k − 1.
Proof. E is a kth syzygy over R if and only if E satisfies Serre’s property
Sk. We wish to show that E¯ = E/pE is a (k − 1)st syzygy over R¯ = R/pR.
Indeed, let P¯ ∈ Spec(R¯) with htP ≤ k − 1. Then there exists a prime ideal
P ∈ Spec(R) of height at most k lying over P¯ . Now by the Depth Lemma 2.8
applied to 0 −→ pEP −→ EP −→ E¯P¯ −→ 0, depth(E¯P¯ ) ≥ depth(EP )− 1 ≥
k − 1, hence E¯P¯ is a (k − 1)st R¯-syzygy. Since the Syzygy Theorem holds in
equicharacteristic p, rank E¯ ≥ k−1 and therefore also rankE ≥ k−1. Since
the Order Ideal Theorem holds in equicharacteristic p, htOE¯(e¯) ≥ k − 1
for any minimal generator e¯ ∈ E¯ and applying the previous Lemma, also
htOE(e) ≥ k − 1.
In the following we deduce the weak order ideal property through compar-
ison of order ideals on a hypersurface in two distinct settings.
2.4.1 Weak order ideal theorem via extension splitting
Superficial elements were introduced by Samuel. The definition here follows
[HS06], page 160.
Definition 2.38. Let R be a ring , I an ideal, M an R-module. We say
x ∈ I is a superficial element of I (of order 1) with respect to M if there
exists c ∈ N such that
(In+1M :M x) ∩ IcM = InM, for all n ≥ c.
We say y ∈ I is a superficial element of I of order d with respect to M if
there exists c ∈ N such that
(In+dM :M x) ∩ IcM = InM, for all n ≥ c.
An example of a superficial element of order d is y = xd with x a superficial
element (of order 1).
Remark 2.39 (Equivalent conditions). Let (R,m) be a local ring , I an
ideal, M an R-module and x ∈ m. The following are equivalent and can be
taken as definitions of a superficial element:
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(1) ∃c ∈ N such that (In+1M :M x) = InM, for all n ≥ c.
(2) ∃c ∈ N such that (In+1M :M x) ∩ IcM = InM, for all n ≥ c.
Furthermore, on condition that depthIM ≥ 1, every superficial element of
I with respect to M is a non-zerodivisor. If (R,m) is local and R/mR is
an infinite field, then superficial elements of M with respect to the maximal
ideal m are abundant, in fact they form a nonempty Zariski open set in
M/mM . Our reference for the stated facts about superficial elements is
[HS06] section 8.5. Henceforth we shall consider a local ring R and we shall
only use superficial elements with respect to the unique maximal ideal of R.
The main result of this section is a comparison theorem between the heights
of order ideals of consecutive syzygies modulo a hyperplane section. In the
following we develop the technical preliminaries needed for our Comparison
Theorem.
Lemma 2.40. Let (R,m) be a noetherian local ring and E a finitely gener-
ated R-module with minimal presentation
 : 0 −→ Z ι−→ F → E → 0,
where F is free and Z ⊆ mnF . Suppose there exists a superficial element (of
order 1) x ∈ m with respect to Z such that xn = 0 and let h : Z → Z be the
map defined by multiplication by xn. Then:
(1) There is a map f : F → Z that makes the following diagram commute
0 // Z
ι //
h

F //
f}}zz
zz
zz
z
E // 0
Z
(2) the image of f is not contained in mZ
(3) the map f induces a map f¯ : E/xnE → Z/xnZ
0 // Z
ι //
h

F //
fzzuuu
uuu
uuu
u E
//

0
Z
pi

E/xnE
f¯uujjjj
jjjj
jjjj
jj
Z/xnZ
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(4) Im(f¯) 6⊆ m(Z/xnZ).
Proof. (1) Since xn = 0, the bottom row of the following diagram splits:
0 // Z
ι //
h

F //
α

E // 0
0 // Z // V //
s
ii E // 0
Define f = s ◦ α, where s : V → Z is the splitting map.
(2) Assuming towards a contradiction that the image of f is contained
in mZ and under the hypothesis that the image of ι is contained in mnF ,
we obtain Im(h) = Im(ι ◦ f) ⊆ mn+1Z. Iterating, Im(hk) ⊆ mk(n+1)Z or
equivalently xkZ ⊆ mk(n+1)Z, ∀k ∈ N.
Let c be the integer in the definition of the superficial element. We show
by induction on i that
xkZ ⊆ mk(n+1)+iZ, ∀k ≥ c, ∀i ∈ N.
The base case (i = 0) is our previous observation that xkZ ⊆ mk(n+1)Z, ∀k ∈
N. Fix i and assume xkZ ⊆ mk(n+1)+iZ, ∀n ≥ c. Rewriting with k replaced
by k + 1, xk+1Z ⊆ m(k+1)(n+1)+iZ, ∀k ≥ c, hence by using the superficiality
of x one obtains xkZ ⊆ (mnk+n+k+i+1Z :Z (x)Z) ∩ mcZ = mnk+n+k+iZ ⊆
mk(n+1)+iZ. Therefore the desired containment holds, leading to the conclu-
sion
xkZ ⊆
∞⋂
i=0
mk(n+1)+iZ = 0.
This is a contradiction since x is a non-zerodivisor on Z.
(3) Let pi be the projection pi : Z → Z/xZ. Then pi ◦ f |Z = pi ◦ h =
0, therefore Z is contained in the kernel of pi ◦ f , which induces a map
F/Z = E → Z/xZ. Furthermore this map factors through xE yielding
f¯ : E/xE → Z/xZ. Since Im(f) 6⊆ mZ it follows that the image of f¯ is not
contained in m(Z/xZ).
(4) is a direct consequence of (2).
Note that the hypothesis ι(Z) ⊆ mnRF holds for E a kth syzygy in a minimal
free resolution (F., d.) with the matrix of dk+1 having entries in m
n
R, in other
words when the order ideal OZ(u) is contained in m
n for every minimal
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generator u of Z. The hypothesis xn = 0 deserves a further analysis. It is
equivalent to xn annihilating Ext1(E, ·) as a functor via the diagram
0 // Z
ι //
·xn

F //

E //
1E
0
0 // Z // V //
s
ii E // 0
The following result establishes a Weak Order Ideal Theorem.
Theorem 2.41 (First Weak Order Ideal Theorem). (LeR,m) be a local ring
which satisfies property Sk and let x ∈ m such that R¯ = R/x satisfies the
order ideal property. Consider a short exact sequence 0 −→ Z −→ F → E →
0 with F free. Assume that there exists x ∈ m with the following properties
1. x is superficial for m with respect to Z;
2. xnExt1(E,Z) = 0 for some integer n with Z ⊆ mnF ;
3. htR¯OZ¯(u¯) ≥ k for any minimal generator u¯ of Z¯ = Z/xnZ.
Then there exists a minimal generator e of E such that htROE(e) ≥ k.
Proof. By Lemma 2.40, there is a map f¯ : E/xnE → Z/xnZ with Im(f¯) 6⊆
m(Z/xnZ), Therefore it is possible to pick a minimal generator e¯ of E¯ such
that u¯ = f¯(e¯) is still a minimal generator of Z¯. Thus OZ¯(u¯) ⊆ OE¯(e¯), yielding
htR¯OZ¯(u¯) ≤ htR¯OE¯(e¯). The inequality htROE(e) ≥ min(k, htR¯OE¯(e¯)) ≥
min(k, htR¯OZ¯(u¯)) follows now from Lemma 2.36. By the hypothesis,
htR¯OZ¯(u¯) ≥ k, hence htROE(e) ≥ k.
In the applications detailed in the next section, this theorem will be used
with x = pn, with p the mixed characteristic.
Application to ranks of syzygies
Our strategy will be to use the first Weak Order Ideal Theorem (2.41) and
the fact that k is a lower bound on the height of order ideals of minimal
generators of kth syzygies in characteristic p to infer the desired lower bound
in mixed characteristic.
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Lemma 2.42. Let (R,m) be a local ring, let M be a finitely generated R-
module and let x ∈ m be a non-zerodivisor. If xExtk+1R (M, ·) ≡ 0 for a fixed
k > 0, then xExtj+1R (M, ·) ≡ 0 for all j ≥ k.
Proof. If E is a kth syzygy for M , we note that Extk+1R (M, ·) ≡ 0 '
Ext1R(E, ·) ≡ 0. Since k > 0, one has that x is regular on E and, fur-
ther, since xExt1R(E, ·) ≡ 0 one obtains a pullback diagram in which F is
R-free and Z = Syzk+1(M):
0 // Z // Z ⊕ E //

E //
·x

0
0 // Z // F //

E //

0
E¯ E¯
Homological dimension shifting gives ExtiR(Z⊕E, ·) ' Exti+1R (E¯, ·) for i > 0,
thus xExtiR(Z ⊕ E, ·) ≡ 0 for i > 0 since xE¯ = 0. Our conclusion follows
directly from this assertion.
Theorem 2.43. Let R be a local ring satisfying Sk. Assume that a superficial
element x exists such that every minimal generator of a jth syzygy over R¯ =
R/xR has order ideal of height at least j for every j ≥ k. If M is an R-
module such that xExtk+1R (M, ·) ≡ 0 then the Syzygy Theorem holds for every
jth syzygy of M with j ≥ k.
Proof. Let E be the jth syzygy of M with j ≥ k. By the previous Lemma,
xExtj+1(M, ·) ≡ 0 so that xExt1R(E,Z) = 0 where 0→ Z → F → E → 0 is
exact with F free. An application of the Weak Order Ideal Theorem 2.41 and
the discussion on the connection between order ideals and ranks of syzygies
now yields the desired conclusion.
Corollary 2.44. With the notation of the previous theorem, if xM = 0 then
the Syzygy Theorem holds for all syzygies of M .
In fact, in this special setting where xM = 0 one can obtain a stronger
result applying results of J. Shamash [Sha69] (see also Proposition 3.3.5 in
Avramov’s article [Avr98] for a different proof). Details will be provided in
section 2.5.
For the main application of this section we specialize to the case of cyclic
modules R/Q with Q a prime ideal.
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Theorem 2.45. Let (R,m) be a local ring satisfying Sk. Assume that a
superficial element x exists such that every minimal generator of a kth syzygy
over R¯ = R/xR has order ideal of height at least k. Then the Syzygy Theorem
holds over R for syzygies of modules of the type R/Q with Q ∈ Spec(R).
Proof. Depending on whether x is contained in Q or not and with notations
as in the previous theorem, we have:
1. if x is not contained in Q, then M is an R¯ module which is a kth
syzygy of R/((x) + Q). The desired conclusion is given directly by an
application of the Syzygy Theorem over R¯.
2. if x is contained inQ, then we are in the setting of the previous Theorem
2.43.
We further specialize x to be p, the mixed characteristic in order to prove
the Syzygy Theorem holds in the unramified mixed characteristic setting for
syzygies of R/Q with Q a prime ideal. The next Theorem and Corollary
follow verbatim from the general versions stated before.
Theorem 2.46. Let R be an unramified Cohen-Macaulay local ring of
mixed characteristic p and let M be a finitely generated module such that
pExtk+1R (M, ·) ≡ 0 for some k > 0. Then the Syzygy Theorem holds for all
jth syzygies of M with j ≥ k.
Corollary 2.47. The Syzygy Theorem holds for syzygies of modules of the
type R/Q with R a regular local ring in unramified mixed characteristic p
and Q ∈ Spec(R).
2.4.2 Weak order ideal theorem via mapping cones
A second comparison theorem with respect to a hypersurface ring arises from
a Cartan-Eilenberg construction. Assume that R is a local domain of mixed
characteristic p. In view of the reduction arguments, let T be an R module
such that pnT = 0 and let S = R/pnR. Assuming S is Gorenstein, we may
reduce to pdST <∞ for the purpose of examining the R-syzygies of T .
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Towards establishing the weak order ideal property for R-syzygies, we con-
sider two minimal resolutions of T . The first resolution G.→ T is taken over
the hypersurface ring S and the second one F. → T is an R-free resolution
of T . We use K. to denote the syzygy modules of G. and Z. to denote the
corresponding syzygy modules for F. Applying S⊗R · to F. yields a four-term
exact sequence:
0 // T
δ // Z1/p
nZ1 //
'' ''OO
OOO
OOO
OOO
F0/p
nF0 // T // 0.
K1
OO
If the resolutions F. −→ T and G. −→ T were minimal to begin with,
then there is an inclusion of K1 in F0/p
nF0 as in the diagram above. Since
Fi/p
nFi has trivial S-homology for i > 1, we can use the S-free resolution
and a truncated resolution G. → K1 to build a (non-minimal) resolution of
Z1/p
nZ1 via the standard Cartan-Eilenberg construction [CE99].
0 // Kk−1

// Lk−1
⊕
Zk/p
nZk

// Kk

// 0
0 // G0 //

G0
⊕
G1 //

G1 //

0
0 // T // Z1/p
nZ1 // K1 // 0
This achieves the short exact sequence of syzygies
0 −→ Kk−1 −→ Lk−1
⊕
Zk/p
nZk −→ Kk −→ 0, (2.2)
where Lk−1 is a free S module produced as a result of the non-minimality of
the resolution of Z1/p
nZ1 in the middle column.
The importance of (2.2) is related to the induced map Zk/p
nZk −→ Kk.
Since the Order Ideal Theorem (2.21) holds for syzygy modules of finite
projective dimension over S, one may achieve a Weak Order Ideal Theorem
for the syzygy Zk if it can be determined that the naturally induced map
Zk/p
nZk −→ Kk is nonzero after tensoring with the residue field, for then it
will follow that some minimal generator e¯ of Zk/p
nZk (which maps by the
induced map to a generator of Kk) has order ideal OZk/pnZk(e¯) of height at
least k.
65
Provided that the induced map Zk/p
nZk −→ Kk is nonzero, from the
considerations above and Lemma 2.36 it follows that htROZq(e) ≥ k. The
construction of the short exact sequence (2.2) can be further refined so that
we can restrict our attention to the regular hypersurface ring R/pR.
Lemma 2.48. Let (R,m) be a noetherian local ring, S = R/pnR and let
R¯ = R/pR. If T is an S-module such that pdST <∞, then T/pT ' (0 :T p)
and the minimal S-free resolution G. −→ T stays exact after tensoring with
R¯, so
pdRT − 1 = pdsT = pdR¯(T/pT ).
Proof. The four-term exact sequence
0 −→ R¯ −→ S p−→ S −→ R¯ −→ 0
demonstrates that R¯ is a kth syzygy over S for arbitrary large k. It follows
that TorSj (R¯, T ) ' TorSj (pS, T ) = 0 for j > 0 and in turn that the induced
sequence
0 −→ T/pT −→ T p−→ T −→ T/pT −→ 0
is exact. Thus T/pT ' (0 :T p) and the statement concerning projective
dimensions follows from the Auslander-Buchsbaum formula.
Theorem 2.49 (Second Weak Order Ideal Theorem). Let (R,m) be a
noetherian local ring of mixed characteristic p, R¯ = R/p, S = R/pnR with
n ≥ 1 and let T be a finite projective dimension S-module. Fix an integer
k in the interval 2 < k < pdRT − 1. If rankR¯ SyzR¯k (T/pT ) ≤ 2k − 1, then
SyzRk (T ) satisfies the weak order ideal property.
Proof. Reducing the two minimal resolutions of T (G. → T taken over the
hypersurface ring S and F. → T taken over R) mod p one has F¯. → T/pT
and G¯. → T/pT with H1(F¯.) = T/pT and G¯. acyclic. In the following,
let K ′k = Syz
R¯
k (T/pT ). Similar to (2.2), we have a short exact sequence of
R¯-modules 0 −→ T/pT −→ Z¯1 −→ K ′1 −→ 0, and the same mapping cone
construction yields a short exact sequence of syzygy modules
0 −→ K ′k−1 −→ Lk−1
⊕
Z¯k −→ K ′k −→ 0.
Assume Im(Z¯k → K ′k) ⊆ mRK ′k, meaning the induced map Lk−1 −→ K ′k
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must be surjective. Consequently we obtain a commutative diagram
0 // K ′k+1 //

Lk−1 //

K ′k //

0
0 // K ′k−1 //

Lk−1
⊕
Z¯k //

K ′k // 0
Z¯k Z¯k
where the left hand column is induced by the upper right square and is a
short exact sequence. Since k + 1 < pdR¯T and since the Syzygy Theorem
holds over R¯, we obtain that rankR¯K
′
k+1 ≥ k + 1. Also it must be the case
that rankR¯ Z¯k = rankR Zk ≥ k−1 (see Proposition 2.37). Thus rankR¯K ′k−1 ≥
k + 1 + k − 1 = 2k. This contradicts one of our assumptions.
We have thus shown that some minimal generator e¯ of Z¯k must have its
image in K ′k \ mRK ′k and from here we conclude that Z¯k and Zk have the
weak order ideal property.
One can use the short exact sequence (2.2) for a minimal S-resolution of
T and the same proof to reduce the hypotheses of the theorem to requiring
that rankSKk−1 ≤ 2k− 1, where Kk−1 stands for a minimal (k− 1)st syzygy
of T over S.
Theorem 2.50 (Second Weak Order Ideal Theorem). Let R be a local do-
main of mixed characteristic p, let S = R/pnR with n ≥ 1 and let T be
a finite projective dimension S-module. Fix an integer k in the interval
2 < k < pdRT − 1. If rankS SyzSk (T ) ≤ 2k − 1, then SyzRk (T ) satisfies
the weak order ideal property.
There is a large class of modules T to which Theorem 2.50 applies: by
a theorem of Bruns (see also [EG85] Corollary 3.12), if R is a local ring of
dimension n then there exist ideals I which have free R¯ resolution of the form
0→ R¯→ R¯2n−1 → R¯2n−3 → · · · → R¯5 → R¯3 → R¯→ R¯/I → 0,
with rankR¯ Syz
R¯
j (R¯/I) = j ≤ 2j − 1.
Corollary 2.51. In the setting of Theorem 2.49, if
∣∣βSk−1(T )− βSk (T )∣∣ <
k − 1, then SyzRk (T ) has the weak order ideal property.
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Proof.
∣∣βSk−1 − βSk ∣∣ represents the positive difference between the ranks of the
modules Kk−1 and Kk+1 over S.
Corollary 2.52. Under the hypotheses of Theorem 2.49, 2.50, or Corollary
2.51 rankR Syz
R
k (T ) ≥ k.
2.5 The Strong Syzygy Theorem
In this section we outline results on homotopies of free resolutions obtained
by J. Shamash 1 in [Sha69] and also L. Avramov in [Avr98] and use them to
prove a stronger theorem on the ranks of syzygies of modules annihilated by
p. Free of any assumptions on the annihilator of the module and independent
of Shamash’s result we show that the same strengthened theorem holds for
syzygies of weakly liftable modules.
2.5.1 Strong syzygy theorem via homotopy splitting
To describe Shamash’s construction in section 2 of [Sha69] let (R,m) be a
local ring and let M be an R-module of finite projective dimension whose
annihilator contains an element x in m−m2. Let (F., d.) be a free resolution
of M . Since x is in Ann(M), the multiplication by x map and the zero map
coincide on M and one may inductively build a homotopy hi : Fi → Fi+1
between the chain complex map F. → F. given by multiplication by x and
the zero map respectively i.e. (hi · di − di+1 · hi)(f) = x · f .
0 // Fn
dn //
·x

Fn−1
dn−1 //
·x
hn−1zz
. . . d2 // F1
d1 //
·x

F0
d0 //
·x
h0{{
M // 0
0 // Fn
dn // Fn−1
dn−1 // . . . d2 // F1
d1 // F0
d0 //M // 0
Shamash proceeds to show that this homotopy can be chosen such that
the image of hi is a direct summand of Fi+1 and also such that Kerhi =
Imhi+1. Here the hypothesis that x ∈ m − m2 is crucially used to show
that if the image of hi−1 is a direct summand of Fi and Bi is its complement
(i.e. Fi = hi−1(Fi−1)⊕ Bi), then hi maps Bi/mBi injectively to Fi+1/mFi+1
1We wish to thank Sankar Dutta for introducing us to Shamash’s article.
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thus granting the desired splitting of h(Bi) as a direct summand of Fi+1.
Furthermore it is proven that the complex
0→ B¯n → B¯n−1 → . . . B¯1 →M → O
in which B¯i = Bi ⊗R R¯ is a minimal free resolution of M over R¯.
Upon tensoring by R¯ = R/xR we obtain a commutative diagram whose
columns are split short exact sequences:
0 // B¯n
d¯n //
hn−1

B¯n−1
d¯n //
hn−2

. . . d¯2 // B¯1
d¯1 //
h0

M
d¯0 //

0
0 // F¯n
d¯n //

F¯n−1
d¯n //

. . . d¯2 // F¯1
d¯1 //

F¯0
d¯0 //

M // 0
0 // B¯n+1
d¯n+1 // B¯n
d¯n // . . . d¯3 // B¯2
d¯2 // B¯1
d¯1 //M // 0
Based on these results we deduce exact sequences of syzygies of the type
0→ SyzR¯k−1(M)→ SyzRk (M)→ SyzR¯k (M)→ 0 for 2 ≤ k ≤ pdM − 1.
Indeed the final columns of the complex above yield
0 // SyzR¯1 (M)
d¯2 // B¯1
d¯1 //
h0

M
d¯0 //

0
0 // SyzR2 (M)
d¯2 // F¯1
d¯1 //

F¯0
d¯0 //

M // 0
0 // SyzR¯2 (M)
d¯3 // B¯2
d¯2 // B¯1
d¯1 //M // 0
An application of the Snake Lemma proves the exactness of 0→ SyzR¯1 (M)→
SyzR2 (M) → SyzR¯2 (M) → 0 and the rest of the sequences follow similarly
upon inducting on k. This allows us to prove a Strong Syzygy Theorem.
Theorem 2.53. [First Strong Syzygy Theorem] Let (R,m) be a local domain
of mixed characteristic p, R¯ = R/p and M an R-module annihilated by p.
Then
(1) 0→ SyzR¯k−1(M)→ SyzRk (M)→ SyzR¯k (M)→ 0 for 2 ≤ k ≤ pdM − 1.
(2) rankSyzk(M) ≥ 2k − 1 for 1 ≤ k ≤ pd(M)− 3
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(3) βRk (M) = β
R¯
k−1(M) + β
R¯
k (M) for 2 ≤ k ≤ pdM − 1,
where the Betti number βk(M) is the rank of the k
th free module in a minimal
resolution of M (over R or R¯ respectively according to the superscript).
Proof. Since p ∈ m − m2 we have as before SyzRk (M) = SyzR¯k−1(M) ⊕
SyzR¯k (M) where R¯ = R/pR is an equicharacteristic p local ring. Therefore,
rankSyzRk (M) = rankSyz
R¯
k−1(M) + rankSyz
R¯
k (M) ≥ k − 1 + k = 2k − 1
for 2 ≤ k ≤ pd(M)− 2.
The statement about Betti numbers follows from the short exact sequence
in the first assertion of this theorem.
Remark 2.54. We note that the stronger bound on ranks of syzygies in The-
orem 2.53 requires hypotheses that are quite a bit more restrictive than the
ones in Theorem 2.43. Indeed one can easily construct examples of mod-
ules M (even cyclic ones) where x ∈ m − m2 is such that xM 6= 0 but
xExtkR(M, ·) ≡ 0 for some k > 0. If dimR ≥ 3, let 0 → F → K → I → 0
be a Bourbaki (see 2.27) exact sequence in which K is a second syzygy of the
residue field R/m. Then htI = 2 since K is not free , so that x(R/I) 6= 0
for any x ∈ m −m2. Moreover, since the syzygies of R/I are the same as
the syzygies of the residue field appropriately shifted in homological degree, if
follows that mExtk(R/I, ·) ≡ 0 for k ≥ 2.
2.5.2 Strong syzygy theorem via weak lifting
In the following we derive the bound on ranks of syzygies of the Strong
Syzygy Theorem under different hypotheses.
Definition 2.55. Let R→ S be a ring homomorphism. An S-module M is
said to lift (or be liftable) to R if there is a R -module M ′ such that
1. M = M ′ ⊗R S and
2. ToriR(M
′, S) = 0 for all i > 0.
When S = R/(f) where f is a non-zerodivisor in R, a situation which will
be our main focus, then the latter condition for lifting simply says that f
must be a non-zerodivisor on M . In this case we reformulate the definition
above as
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Definition 2.56. Let R be a ring, let t be a non-zerodivisor and not a unit
and let R¯ = R/tR. Let M¯ be a R¯-module of finite type. We call a R-module
M of finite type a lift of M¯ if
1. t is not a zerodivisor on M and
2. M¯ 'M/tM .
Questions about lifting can be traced back to Grothendieck who formulated
the following lifting problem: Suppose that (R,m) is a complete regular local
ring and that t ∈ m − m2, so that R¯ = R/tR is again regular. If M¯ is a
R¯-module of finite type, does M¯ lift to R? It is known by work of Hochster
[Hoc75b] that the answer to this problem is negative.
In [ADS93] Auslander, Ding and Solberg introduce the concept of weakly
liftable modules.
Definition 2.57. Let R→ S be a ring homomorphism. An S-module M is
said to weakly lift (or be weakly liftable) to R if it is a direct summand of a
liftable module.
The notion of weak lifting is not only a natural generalization of lifting,
but also corresponds to the the module in question having an infinitesimal
deformation. In deformation theory, a lift from R/I i to R is called an ith in-
finitesimal deformation. Auslander, Ding and Solberg show that weak lifting
is equivalent to lifting to the first infinitesimal deformation. In the following
we discuss the implication that is needed to prove a Strong Syzygy Theorem.
For the full proof of the equivalence see Proposition 3.2 in [ADS93].
Lemma 2.58. (First Infinitesimal Deformation) Let R be a ring, let t be a
non-zerodivisor and not a unit and let R¯ = R/tR. Let M¯ be a R¯-module of
finite type. A necessary condition for M¯ to weakly lift is the splitting of the
following extension in which Z1 = Syz
R
1 M¯ :
0 −→ M¯ δ−→ Z¯1 −→ SyzR¯1 M¯ −→ 0
Proof. Consider the commutative diagram of R-modules
0 // Z1 //

F0 //

M¯ // 0
0 //M
t //M // M¯ // 0
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in which M stands for a weak lifting of M¯ and the dotted arrows represent
maps gotten by using the projectivity of F0 as an R-module and by restricting
to Z1 respectively. These maps are surjective by construction.
Tensoring the previous diagram with R¯ we obtain
0 // M¯ = Tor1(M¯, R¯)
δ // Z¯1 //

s
vv
F¯0 //

M¯ // 0
0 // M¯
' // M¯
0 // M¯
' // M¯ // 0.
The map s in this new diagram is the required splitting map for δ.
Explicit conditions for cyclic modules to be liftable and weakly liftable
respectively can be found in Dao’s recent article [Dao07].
We observe that if lifting occurs, the lower bound on the ranks of syzygies
given by the Syzygy Theorem can be strengthened.
Proposition 2.59 (Second Strong Syzygy Theorem). Let (R,m) be a local
ring, R¯ = R/xR and let the R-module M be a weak lift of an R¯ module for
which the Syzygy Theorem holds. Then
1. 0→ SyzR¯k−1(M)→ SyzRk (M)→ SyzR¯k (M)→ 0 for 2 ≤ k ≤ pdM − 1.
2. rankSyzk(M) ≥ 2k − 1 for 2 ≤ k ≤ pd(M)− 2
3. βRk (M) = β
R¯
k−1(M) + β
R¯
k (M) for 2 ≤ k ≤ pdM − 1,
where the Betti number βk(M) is the rank of the k
th free module in a minimal
resolution of M (over R or R¯ respectively according to the superscript).
Proof. From the previous Lemma, Z¯1 = M¯ ⊕ SyzR¯1 (M¯). A similar relation
holds (with M replaced by Zk−1) for Zk = SyzR1 (Zk−1) :
Z¯k = Z¯k−1 ⊕ SyzR¯1 (Z¯k−1) = Z¯k−1 ⊕ SyzR¯k (M¯).
It follows that
rankR Zk = rankR¯ Z¯k = rankR¯ Z¯k−1 +rankR¯ Syz
R¯
k (M¯) ≥ (k−1)+k = 2k−1,
where the bounds on the ranks of the two summands stem from the original
Syzygy Theorem.
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Note that the hypotheses of 2.53 and 2.59 are incomparable, in particular
in 2.59 we do not require the element x to lie outside the square of the
maximal ideal.
Remark 2.60. This observation yields a crude obstruction to lifting mod-
ules, at least in case that the lifting occurs modulo an element of m2, as
rankSyzk(M) < 2k − 1 will guarantee that M does not lift.
2.5.3 Strong syzygy theorem via a 4-term sequence
Let (R,m) be a local domain and let E be a finitely generated, torsion free
R-module. One can always find x ∈ m \ {0} such that E[x−1] is R[x−1]-
free . This observation is equivalent to the requirement that E contain a
free submodule F such that xs(E/F ) = 0 (see the reductions section for a
similar argument). In this section we consider the impact of the additional
requirement x ∈ m \m2 when E is a kth syzygy module.
Proposition 2.61. Let (R,m) be a noetherian local ring and suppose that
there exists an element x of m−m2 such that the Syzygy Theorem holds over
R¯ = R/xR. Suppose further that E is a non-free kth syzygy module over R
such that E contains a free submodule F with xs(E/F ) = 0 for s  0. If
the quotient module M = E/F has the property M/xM ' (0 :M x), then
rankRE ≥ 2k − 1.
Proof. Our assumptions on M yield a four-term exact sequence where ·¯
indicates quotient modules modulo (x).
0→ M¯ δ→ F¯ → E¯ → M¯ → 0
Our strategy is to argue that M¯ and Z are, as R¯-modules, kth and (k − 1)st
syzygies respectively. A consequence of this is
rankRE = rankR¯ E¯ = rankR¯ M¯ + rankR¯ Z ≥ k + (k − 1) = 2k − 1.
To verify the syzygy property for M¯ and Z, we use the fact that being a kth
syzygy is equivalent to having Serre’s property Sk. Towards this end, let P ∈
Spec(R) such that x ∈ P . In case EP is a free RP -module (or equivalently E¯P
is a free R¯P -module), one easily analyzes the four-term sequence to see that
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both M¯P and ZP will be R¯P -free, thus both will be Cohen-Macaulay modules
over R¯P . Thus it remains to consider the situation in which depthREP ≥ k
(so depth E¯P ≥ k − 1), while depthRP M¯P < k. An application of the depth
lemma ([EG85], Lemma 1.1) yields the contradiction.
depthR¯P M¯P = 1 + depthR¯PZP ≥ 1 + 1 + depthR¯P M¯P = 2 + depthR¯P M¯P
when applied to the four-term sequence.
Theorem 2.62 (Third Strong Syzygy Theorem). Let R and x be as above
and suppose E is a non-free kth syzygy module over R such that
xsExt1R(E, ·) ≡ 0, for s 0.
If 0→ Z → F → E → 0 is short exact with F free then
rankR(E ⊕ Z) ≥ 2k − 1.
Proof. From the information given one may construct a pushout diagram
with exact rows and columns:
0 // Z //
·xs

Z ⊕ E //

E // 0
0 // Z //

F //

E // 0
Z/xsZ Z/xsZ
We apply the preceding Proposition to the middle column (here M =
Z/xsZ).
Corollary 2.63. Let R be an noetherian local ring of mixed characteristic p
and let E be a non-free kth syzygy (k ≥ 1). If E contains a free submodule
F such that p(E/F ) = 0, then rankR(E) ≥ 2k − 1.
Proof. Let M = E/F . Since pM = 0, one has M/pM ' (0 :M p) ' M and
the previous result yields the desired conclusion.
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2.6 Final remarks on order ideal methods for ranks of
syzygies
Let R denote either an N-graded ring in which R0 is a DVR with maximal
ideal generated by p or a regular local ring of mixed characteristic p. Suppose
that E represents a kth syzygy over R having finite projective dimension. A
well-known reduction is that if E is a potential counterexample to the Syzygy
Theorem then since R[p−1] contains a field, it follows from the original Syzygy
Theorem 2.19 that M [p−1] is a locally free module. In particular, E[p−1] is
projective (in fact E[p−1] will be R[p−1]-free in the graded case (see [EG01],
Lemma 7).
Having this property leads one to look for minimal generators e such that
ps ∈ OE(e) for positive integers s  0. The reasoning behind this (as
outlined in [EG01] ) is the following:
Proposition 2.64 (see Theorem 6 in [EG01] for a graded analogue). Let
E be a finitely generated nonfree R-module such that E has finite projective
dimension and satisfies the Serre condition Sk. If e is a minimal genera-
tor of E such that p is contained in a prime divisor of OE(e) of minimal
codimension, then rankE ≥ k.
Proof. We assume the contrary, i.e. rankE < k. Further, we may assume our
k is the smallest positive integer for such an occurrence. In this circumstance
we note E¯ = E/pE is an Sk−1 module of finite projective dimension over R¯ =
R/pR (Depth Lemma). Moreover, since the local ring R¯ must contain a field,
we may apply the original Syzygy Theorem 2.19 to obtain that htR¯OE¯(e¯) ≥
k − 1. Therefore htROE(e) ≥ k follows from the last assertion in Lemma
2.36. We invoke Proposition 2.23 to get that N = E/Re is an Sk−1-module
having rankN < k − 1. This contradicts our original choice of k.
In the graded context such a conclusion is achieved: if R = R0 ⊕R1 ⊕ . . .
is a standard graded noetherian ring in which R0 is a DVR having maximal
ideal generated by p and Ri are finitely generated torsion free R0-modules
and if E is a finitely generated graded R-module such that E[p−1] is R[p−1]
projective, then E[p−1] is R[p−1] free and furthermore some minimal homo-
geneous generator e ∈ E has the desired property ps ∈ OE(e) for s  0.
The Syzygy Theorem can be easily proven as a consequence of this fact (see
[EG01] Theorem 6 and Proposition 2.64 above).
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In contrast to the graded case, in the regular local ramified case (i.e. p ∈
m2R, where mR is the unique maximal ideal of R) one cannot hope to establish
the Syzygy Theorem in this manner. To illustrate, let R be a regular local
ring of mixed characteristic p and suppose that p ∈ m2R and dimR ≥ 2. Let
E = mR. Then E[p
−1] = R[p−1], however no minimal generator e will have
the property ps ∈ OE(e) for s  0. In fact OmR(e) = eR for every e ∈ mR
as a result of the fact that all maps mR → R are given by R-multiples of the
natural inclusion.
Even in the unramified setting (i.e. p ∈ mR − m2R, where mR is the
unique maximal ideal of R) , one can construct examples where the order
ideals of minimal generators do not contain any power of p. Consider I =
(x2 + y2 + p2, px, py) an ideal of R = V [[x, y]], V a DVR, p ∈ mV with the
standard grading (degx = degy = 1). It is easy to check that p3 ∈ mRI
(p3 = p(x2 + y2 + p2) − px(x + y) − py(y − x)), but p2 /∈ I as this would
imply due to degree considerations that p2 is a linear combination of the
three generators (p2 = a(p3 + x2 + y2) + bx2 + cy2 with a, b, c ∈ V ). Hence
p2 = ap3, a contradiction. As remarked in the previous paragraph, order
ideals of minimal generators must be principal and the computations above
show that no power of p can be contained in any such order ideal.
With respect to the technique described in Proposition 2.64, only the state
of affairs in the unramified case with the additional assumption that R/p be
regular is left to be considered. For this reason, the current work can most
easily be interpreted with an eye towards the setting in which R is a regular
local of mixed characteristic p such that R¯ = R/pR is again a regular local
ring. Throughout, it has been our goal to establish what properties can be
derived about order ideals in this context.
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