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Capitolo 1
Introduzione
Un appellativo che sempre piu` frequentemente viene usato per riferirsi al
mondo contemporaneo e` quello di societa` dell’informazione, partendo dal
presupposto che una vera e propria terza rivoluzione industriale e` in atto. La
diffusione dei computer e il conseguente aumento delle capacita` di trasmis-
sione ed immagazzinamento delle informazioni sono il simbolo piu` evidente
di questo cambiamento. Ogni giorno nel mondo un’enorme quantita` di in-
formazioni viene prodotta, immagazzinata e trasmessa, attraverso svariati
processi. La richiesta di efficienza di tali processi richiede un notevole e con-
tinuo sforzo scientifico e tecnologico, che coinvolge uno spettro molto ampio
di discipline, fra cui la matematica.
La teoria dei codici correttori nasce dall’esigenza di proteggere la trasmis-
sione o l’archiviazione delle informazioni dagli errori che le possono corrom-
pere. Consideriamo questo semplice schema:
Una sorgente invia ad un ricevitore delle informazioni. Tali informazioni
vengono trasmesse attraverso un canale, soggetto ad interfrenza (o rumore)
che le puo` corrompere introducendo errori.
C    a    n    a    l    e RicevitoreSorgente
Rumore
Figura 1.1: Trasmissione di dati
Un codice e` uno strumento matematico che permette di eliminare, entro
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un certo limite, gli errori prodotti da un canale rumoroso, al fine di garantire
l’integrita` delle informazioni trasmesse.
Lo schema appena riportato descrive il concetto di comunicazione. Il ca-
nale rappresenta il mezzo fisico attraverso il quale la comunicazione avviene.
E` importante dire che un codice puo` essere usato per la protezione delle
informazioni non solo nel processo di comunicazione intesa in senso stretto,
ma anche per proteggere dei dati durante il loro processo di archiviazione.
Anche in questo caso possiamo schematizzare il processo come descritto so-
pra, intendendo il canale come il supporto sul quale le informazioni vengono
archiviate, e l’interferenza come il deterioramento al quale tale supporto e`
soggetto.
Un’importante classe di codici correttori e` rappresentata dai codici linea-
ri, che hanno la struttura di spazi vettoriali su un campo finito. I codici
ciclici sono una sottoclasse dei codici lineari dotati di una forte struttura al-
gebrica che puo` essere sfruttata dal punto di vista teorico e computazionale.
Il numero di errori che un codice lineare e` in grado di correggere, e` stretta-
mente legato ad un parametro del codice detto la distanza, in quanto vale la
relazione t = bd−1
2
c, dove t indica la capacita` di correzione e d la distanza
del codice. Determinare d e` quindi essenziale per stabilire l’efficienza di un
codice.
I metodi conosciuti per determinare la distanza di un codice lineare ge-
nerico, richiedono un numero di operazioni esponenziale nella dimensione del
codice. D’altro canto in un lavoro di Berlekamp, McEliece e Van Tilborg [2],
viene dimostrato che questo problema e` NP-completo. Anche restringen-
dosi alla sottoclasse dei codici ciclici, non e` noto un algoritmo per deter-
minare esattamente la distanza che valga in generale e che abbia un costo
computazionale meno che esponenziale.
L’oggetto di questa tesi consiste nello studio di un approccio sistematico
per ottenere un limite dal basso (lower bound) della distanza di un codice
ciclico, ispirato al lavoro di Schaub e Massey [21].
Diamo di seguito una breve schematizzazione dei contenuti di questa tesi.
Il primo risultato consiste nell’aver fornito una classificazione dei lower
bound noti, articolata in due classi: i root bound e i border bound.
La classe dei root bound consiste di quei lower bound che sfruttano un’in-
formazione molto parziale sulla struttura del codice. Pur avendo in generale
un costo computazionale contenuto, questi non forniscono una stima raffi-
nata della reale distanza. Alla classe dei root bound appartengono molti
risultati classici, come il BCH bound [5] e il bound di Hartmann-Tzeng [8].
Nel lavoro di classificazione dei root bound viene fornita una dimostrazione
alternativa e originale di questi risultati, applicando il nostro approccio in
maniera naturale.
7I border bound sono bound piu` raffinati teoricamente e hanno un costo
computazionale piu` alto, sebbene non proibitivo. Da un’analisi di tali ri-
sultati emerge che essi sfruttano una maggiore informazione sulla struttura
del codice e per questo forniscono una stima della distanza in generale piu`
precisa.
L’approccio sistematico da noi introdotto per lo studio del problema della
distanza, suggerisce una strada per ottenere lower bound del tutto nuovi.
Nel Capitolo 4 verra` dimostrata una generalizzazione del BCH bound, che
costituisce il secondo risultato di questa tesi.
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Capitolo 2
Preliminari
In questo capitolo vengono richiamati alcuni concetti di algebra e di teoria dei
codici correttori; in particolare introduciamo la definizione e alcune proprieta`
dei codici ciclici, a cui e` rivolto il nostro interesse.
Nel seguito indicheremo con N l’insieme dei numeri naturali {1, 2, . . . } e con
Z l’insieme dei numeri interi {0,±1,±2, . . . }. Sia inoltre Q l’insieme dei
numeri razionali e R l’insieme dei numeri reali.
2.1 Campi
Definizione 2.1.1. Sia F un insieme. Diciamo che F e` un campo se esistono
due operazioni binarie, somma (+) e prodotto (·), tali che:
• F e` un gruppo abeliano rispetto alla somma (che implica in particolare
l’esistenza di un elemento neutro per la somma, indicato con 0).
• F∗ = F \ {0} e` un gruppo abeliano rispetto al prodotto (denotiamo con
1 l’elemento neutro per il prodotto).
• La somma e` distributiva rispetto al prodotto, cioe` vale la proprieta`
a · (b+ c) = a · b+ a · c, ∀ a, b, c ∈ F.
Quando non c’e` ambiguita` scriviamo ab in luogo di a · b. Alcuni esempi di
campi sono Q e R. Nel prossimo paragrafo ci concentreremo sui campi finiti,
cioe` campi con un numero finito di elementi.
Definizione 2.1.2. Dati due campi F e K si dice che K e` un’estensione di
F se K contiene un sottocampo isomorfo a F.
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Per esempio, R e` un’estensione di Q . Dato un campo F, indichiamo con
F[x] l’insieme dei polinomi ad una variabile con coefficienti in F. E` ben noto
che F[x] e` un anello commutativo con identita`, con le usuali operazioni tra
polinomi.
Proposizione 2.1.3. Dato un polinomio g in F[x], esiste un’estensione K
di F tale che g ha tutte le radici in K.
Definizione 2.1.4. Dato un polinomio g in F[x], la minima estensione K
contenente tutte le radici di g si dice campo di spezzamento di g su F.
Nel campo di spezzamento, un polinomio g puo` essere fattorizzato in
fattori lineari:
g(x) =
deg(g)∏
i=1
(x− γi).
Definizione 2.1.5. Dato un campo F la minima estensione K di F tale che
ogni polinomio in F[x] ha tutte le radici in K si dice chiusura algebrica
di F, e si indica con F.
Teorema 2.1.6. Per ogni campo F esiste F.
Se K e` un estensione di F, allora per ogni elemento β in K esistono
polinomi in F[x] che si annullano in β. Il polinomio monico di grado minimo
che si annulla in β prende il nome di polinomio minimo di β su F, e si
indica con Mβ(x).
Nel resto del paragrafo indichiamo con F un campo e con K una sua
estensione.
Teorema 2.1.7. Per ogni β in K, si ha:
• Mβ(x) e` irriducibile.
• Se f(x) in F[x] e` tale che f(β) = 0, allora Mβ(x) | f(x).
Gli elementi di K che hanno il medesimo polinomio minimo, si dicono
coniugati.
Concludiamo il paragrafo con concetti di teoria degli anelli.
Definizione 2.1.8. Un anello communtativo R si dice un anello a ideali
principali se ogni ideale I ⊂ A e` generato da un elemento g appartenente
a I.
Teorema 2.1.9. F[x] e` un anello a ideali principali.
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Teorema 2.1.10. Se A e` un anello a ideali principali e I ⊂ A e` un ideale,
A/I e` un anello a ideali principali.
Corollario 2.1.11. Se I e` un ideale di F[x], allora F[x]/I e` un anello a
ideali principali. Quindi per ogni I ideale di F[x] esiste g(x) in I tale che
I = 〈g(x)〉.
2.2 Campi finiti
In questa sezione vengono richiamati alcuni concetti di algebra dei campi
finiti. Tutti gli argomenti sono trattati in [13]. Indichiamo con Zq il gruppo
quoziente di Z, visto come gruppo additivo, rispetto al sottogruppo normale
〈 q 〉 = {mq | m ∈ Z}.
Proposizione 2.2.1. Dato p primo, il gruppo Zp = Z/〈 p 〉, dotato del
prodotto indotto da Z, e` un campo.
Dato q = ph, con h, p in N e p primo, esiste un unico campo (a meno
di isomorfismi) con q elementi, che indichiamo con Fq. D’altrocanto tutti
i campi di cardinalita` finita sono della forma Fph , con p primo. Nel caso
in cui h = 1, Fq coincide con Zp. Tutti i campi Fph , con p primo, hanno
caratteristica p.
Quando h e` maggiore di 1, il campo Fph puo` essere rappresentato nel
modo seguente. Consideriamo l’anello Fp[x]. Un ideale I = 〈g(x)〉 ⊂ Fp[x]
generato da un polinomio irriducibile g(x) di grado k e` un ideale massimale.
Da questo segue che l’anello quoziente Fp[x]/I e` un campo con cardinalita` p
h.
Quindi
Fph
∼= Fp[x]/I .
Possiamo cioe` rappresentare Fq con l’insieme dei polinomi a coefficienti in Fp
con grado minore di k, dove le operazioni vengono fatte modulo un polino-
mio g irriducibile di grado k. D’ ora in poi consideriamo Fq come un’esten-
sione di Fp. Per esempio, nell’anello F2[x] ci sono due polinomi irriducibili di
grado 3, g(x) = x3 + x+ 1 e h(x) = x3 + x2 + 1. Pertanto:
F8 ∼=
F2[x]/〈x3 + x+ 1〉
∼= F2[x]/〈x3 + x2 + 1〉.
Se chiamiamo α la classe di x, in entrambi i casi si ha che
F8 = {0, 1, α, α
2, 1 + α, α + α2, 1 + α + α2, 1 + α2}
nel primo caso con la relazione α3 = α + 1, nel secondo con la relazione
α3 = α2 + 1.
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Definizione 2.2.2. Sia p primo e m in N. La funzione γ 7→ γp da Fpm in
se´ si chiama mappa di Frobenius.
Proposizione 2.2.3. La mappa di Frobenius e` un automorfismo.
Teorema 2.2.4. Dato un campo finito Fq, F
∗
q forma un guppo moltiplicativo
ciclico di ordine q − 1.
Definizione 2.2.5. I generatori del gruppo moltiplicativo F∗q si chiamano
elementi primitivi di Fq.
Nell’esempio precedente, α e` un elemento primitivo di F8, infatti:
0 = 0
α = α1
α2 = α2
1 + α = α3
α + α2 = α4
1 + α + α2 = α5
1 + α2 = α6
1 = α7.
Teorema 2.2.6. Per ogni β in Fq, con q = p
m, si ha:
• Mβ(x) | x
pm − x.
• deg(Mβ(x)) ≤ m.
• se β e` un elemento primitivo di Fpm, deg(Mβ(x)) = m.
Definizione 2.2.7. Dati n e q primi tra loro, e dato r in {0, 1, . . . , n − 1},
sia mr il piu` piccolo naturale tale che
rqmr ≡ r mod (n).
L’operazione data dalla moltiplicazione per q raggruppa gli interi modulo
n in insiemi detti insiemi ciclotomici di n su q. l’insieme ciclotomico
contenente r consiste nell’ insieme:
Cr = {r, rq, rq
2, . . . , rqmr−1}
Si osservi che
{0, 1, . . . , n} =
n−1⋃
r=0
Cr.
Dato un elemento γ in F∗pm , e fissato un elemento primitivo α in Fpm , esiste s
tale che γ = αs. l’insieme degli elementi coniugati a γ e` dato da {αj | j ∈ Cs}.
In particolare, |Cs| e` uguale al grado del polinomio minimo Mγ su Fp.
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mod (7)
C0 = {0}
C1 = {1, 2, 4}
C3 = {3, 6, 5}
mod (15)
C0 = {0}
C1 = {1, 2, 4, 8}
C3 = {3, 6, 12, 9}
C5 = {5, 10}
C7 = {7, 14, 13, 11}
mod (31)
C0 = {0}
C1 = {1, 2, 4, 8, 16}
C3 = {3, 6, 12, 24, 17}
C5 = {5, 10, 20, 9, 18}
C7 = {7, 14, 28, 25, 19}
C11 = {11, 22, 13, 26, 21}
C15 = {15, 30, 29, 27, 23}
Tabella 2.1: ciclotomici di n su 2 per n = 7, 15, 31
Proposizione 2.2.8. Il campo Fps e` un’estensione di Fpr se e solo se r | s.
Proposizione 2.2.9. Per ogni Fq e n primo con q, esiste un α in Fq tale
che:
xn − 1 =
n−1∏
i=0
(x− αi).
Inoltre, tutte le radici di xn − 1 sono distinte.
Definizione 2.2.10. Un α come nella Proposizione 2.2.9 si dice radice
primitiva n-esima dell’unita` su Fq.
Teorema 2.2.11. Due campi Fq e FQ con la stessa caratterisitica hanno la
stessa chiusura algebrica.
Di solito si definisce la radice primitiva n−esima dell’unita` come un certo
elemento del campo di spezzamento di xn − 1 su Fq. Tuttavia, al fine di
poter fissare un’unica radice n−sima primitiva dell’unita` su campi diversi
con la medesima caratteristica, faremo riferimento alla Definizione 2.2.10.
Vale infatti il seguente:
Teorema 2.2.12. Dati due campi Fq e FQ con la stessa caratterisitica, allora
α e` una radice n−sima dell’unita` su Fq se e solo se lo e` su FQ.
Osservazione 2.2.13. Dato n in N e q primo con n, esiste sempre almeno
una radice primitiva n−sima dell’unita` su Fq.
Per ogni p primo, e per ogni n in N primo con p, sappiamo che esiste
almeno una radice n−sima primitiva dell’unita su Fp. Grazie all’assioma
della scelta possiamo quindi supporre di aver definito un funzione ζ tale che
ζ(n, p) e` una fissata radice n−sima primitiva dell’unita su Fp. Grazie al
Teorema 2.2.12, possiamo concludere:
Corollario 2.2.14. Per ogni Fph, con p primo e per ogni n in N primo con
p, si ha che ζ(n, p) e` una radice n−sima primitiva dell’unita` su Fhp .
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2.3 Codici lineari
La teoria riportata in questo e nel prossimo paragrafo e` tratta da [13]. Sup-
poniamo fissato per il resto del paragrafo un campo Fq, con q = p
h e p primo.
Dato n in N, l’insieme (Fq)
n e` uno spazio vettoriale di dimensione n su Fq.
Indichiamo con a[i] la i−esima componente di a in (Fq)
n. Il prodotto scalare
fra elementi di (Fq)
n e` definito in modo canonico:
a · b =
n∑
i=1
= a[i]b[i].
Data una matrice A in (Fq)
N×M indichiamo con AT la matrice trasposta di
A in (Fq)
M×N .
Definizione 2.3.1. Siano k, n in N con k minore o uguale a n. Un sotto-
spazio k-dimensionale C di (Fq)
n si dice codice lineare di dimensione k
e lunghezza n su Fq. Un elemento di C si chiama parola di C.
Diciamo che C e` un codice (n, k) su Fq se e` lineare e ha lunghezza n e
dimensione k su Fq.
Esempio 2.3.2. Il sottoinsieme di (F2)
4 dato da:
C = {(0, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 1, 1, 0)}
E` un codice (4, 2) su F2.
Definizione 2.3.3. Dati k vettori r1, r2, . . . , rk in (Fq)
n che generano un
(n, k) codice C su Fq, diciamo che la matrice G in (Fq)
k×n:
G =


r1
r2
...
rk


e` una matrice generatrice per C.
Dato un sottospazio vettoriale C di (Fq)
n diciamo che b e` ortogonale a C se
a · b = 0, ∀ a ∈ C.
L’insieme dei vettori ortogonali a C e` un sottospazio vettoriale di (Fnq ).
Definizione 2.3.4. Sia C un codice (n, k) su Fq. Il suo codice duale C
⊥
e` l’insieme dei vettori ortogonali a C in (Fq)
n.
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Se C e` un codice di dimensione k, C⊥ ha dimensione n− k.
Definizione 2.3.5. Sia C un codice (n, k) su Fq, e C
⊥ il suo duale. Sia H
in (Fq)
(n−k)×n una matrice generatrice per C⊥. Allora H ha la proprieta`
c ∈ C ⇔ HcT = 0
e si dice matrice di parita` per C.
Definizione 2.3.6. Sia n in N. Per ogni coppia di punti x1, x2 in (Fq)
n
definiamo d(x1, x2) come il numero di coordinate in cui x1 e` diverso da x2.
La quantita` d(x1, x2) si chiama distanza di Hamming fra x1 e x2.
Definiamo inoltre:
d(C) = min{d(x1, x2) | x1, x2 ∈ C, x1 6= x2}.
d(C) e` detta la minima distanza di Hamming di C, o piu` brevemente la
distanza di C.
Si osservi che la funzione
d : (Fq)
n × (Fq)
n → N ∪ {0} ⊂ R
soddisfa le proprieta` di una distanza.
Definizione 2.3.7. Dato un vettore c in (Fq)
n, il peso di c e` dato dal
numero di componenti di c diverse da zero, e si indica con w(c).
In altre parole,
w(c) = d(c,0).
Teorema 2.3.8. Sia C un codice lineare. Si ha che:
d(C) = min{w(c) | c ∈ C, c 6= 0}.
Applicando la definizione di distanza al codice nell’esempio 2.3.2, si ot-
tiene:
d ((0, 0, 0, 0), (0, 1, 0, 0)) = 1 d ((0, 1, 0, 0), (0, 0, 1, 0)) = 2
d ((0, 0, 0, 0), (0, 0, 1, 0)) = 1 d ((0, 1, 0, 0), (0, 1, 1, 0)) = 1
d ((0, 0, 0, 0), (0, 1, 1, 0)) = 2 d ((0, 0, 1, 0), (0, 1, 1, 0)) = 1
Da cui d(C) = 1.
Supponiamo che un messaggio possa essere espresso come un elemento m
in (Fq)
k. Associamo a m una parola c appartenente a un opportuno codice C
(n, k) su Fq, moltiplicando m per G matrice generatrice di C. Trasmettiamo
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allora la parola c attraverso il canale, in luogo del messaggio originale m.
Supponendo che il canale sia “rumoroso”, la parola che il destinatario del
messaggio riceve sara` un vettore c′ in (Fq)
n non necessariamente appartenente
al codice. Le operazioni che il ricevente deve fare per ottenere il messaggio
originale sono due:
1. Trovare la parola c˜ del codice C “piu` vicina” a c′, nel senso della
distanza di Hamming.
2. Trovare la parola m˜ tale che m˜G = c˜.
Enunciamo adesso il risultato fondamentale che esprime l’importanza del
concetto di distanza di un codice.
Teorema 2.3.9. Se durante la trasmissione di c non accadono piu’ di t
errori, con t = bd(C)
2
c, allora c˜ = c e m′ = m, e quindi la trasmissione del
messaggio m ha avuto successo.
Quindi un buon codice deve avere grande distanza per poter correggere
piu` errori possibile.
Definizione 2.3.10. La quantita` t = b d(C)
2
c si dice capacita` di correzione
del codice C.
Nella Figura 2.1 sono rappresentate le parole di un codice lineare C di
distanza 3 (i punti piu` grandi), circondati da parole di (Fq)
n \C ( i punti piu`
piccoli). Il quadrato intorno alla parola c rappresenta la “sfera” contenente
le parole con distanza di Hamming minore o uguale a 1 = b d(C)
2
c. In questo
caso la parola c′ viene “corretta” nella parola c.
2.4 Codici Ciclici
Da qui in avanti, supponiamo che n e p siano due numeri naturali tali che
GCD(n, p) = 1. In questa ipotesi, supponiamo fissata α = ζ(n, p) una radice
n-esima primitiva dell’unita` per un qualunque campo finito a caratteristica p.
Descriviamo la struttura di una classe molto importante di codici lineari,
i codici ciclici. Tali codici hanno una struttura algebrica che permette di
descriverli in modo dettagliato, oltre a fornire degli strumenti semplici per le
procedure di codifica e (in qualche caso) di decodifica. Si puo` affermare che
i codici ciclici siano, per questo fatto, tra i piu` studiati.
Definizione 2.4.1. Dato un vettore c = (c0, c1, . . . , cn−1) in (Fq)
n, il vettore
(cn−1, c0, . . . , cn−2) si chiama lo shift di c.
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PSfrag replacements
c
c′
Figura 2.1: Esempio di codice lineare con distanza 3
Definizione 2.4.2. Un codice C si dice ciclico se e` lineare e se lo shift di
una parola c in C e` ancora una parola di C.
Per esempio, il codice C3 = {(0, 0, 0), (1, 1, 0), (1, 0, 1), (0, 1, 1)} e` un codice
ciclico.
Per dare una descrizione algebrica, consideriamo l’anello
R = Fq[x]/(xn − 1)
formato dalle classi resto dei polinomi di Fq[x] modulo (x
n − 1). Ogni po-
linomio g(x) di grado minore di n appartiene a una classe diversa, per cui
possiamo prendere tale polinomio come rappresentante della propria clas-
se. Pertanto, senza rischio di ambiguita`, indicheremo d’ora in poi la classe
[g(x)]∼ semplicemente con g(x), dove ∼ indica la relazione di congruenza
modulo (xn − 1) e g(x) e` un polinomio a coefficienti in Fq di grado minore
di n.
Possiamo identificare un vettore (c0, c1, . . . , cn−1) in (Fq)
n con l’elemento
di R c0+c1x+c2x
2+· · ·+cn−1x
n−1, ottenendo una corrispondenza biunivoca
tra R e (Fq)
n. Un codice C puo` essere visto allora sia come sottospazio dello
spazio vettoriale (Fq)
n, sia come sottoinsieme dell’anello R. Per esempio, il
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codice C3 definito sopra puo` essere visto come l’insieme:
{0, 1 + x, 1 + x2, x+ x2} ⊂ F2[x]/(x3 − 1)
Teorema 2.4.3. La moltiplicazione per x nell’anello R corrisponde a un
operazione di shift.
Corollario 2.4.4. C ⊂ R e` un codice ciclico se e solo se e` un ideale di R.
Il Teorema 2.1.10 ci assicura che un codice ciclico C e` generato da un
unico polinomio che prende il nome di polinomio generatore di C.
Teorema 2.4.5. Sia C un codice ciclico (n, k) su Fq. Allora:
• Esiste un unico polinomio g(x) monico di grado minimo in C.
• g(x) e` il polinomio generatore di C.
• g(x) e` un fattore di xn − 1.
• deg(g(x)) = n− k.
• Ogni parola c(x) si scrive in modo unico come c(x) = f(x)g(x), dove
f(x) appartiene a Fq[x] e ha grado minore o uguale a k.
• La matrice
G =


g(x)
xg(x)
. . .
xk−1g(x)


e` una matrice generatrice per C.
Definizione 2.4.6. Sia C un codice ciclico (n, k) su Fq e sia g(x) il suo
polinomio generatore. Sia SC ⊂ {0, 1, . . . , n− 1} l’ insieme definito da :
SC = {i | g(α
i) = 0 0 ≤ i ≤ n− 1 }.
SC si dice l’insieme di definizione completo di C, o piu` brevemente l’ insieme
di definizione1 di C.
Proposizione 2.4.7. Sia C un codice ciclico (n, k) su Fq e sia SC il suo
insieme di definizione. Allora:
1Con il termine “insieme di definizione”, solitamente si indica un qualsiasi sottoinsieme
S di SC tale che f(α
j) = 0 ∀ j ∈ S ⇒ f(αi) = 0 ∀ i ∈ SC . Tuttavia per la nostra
trattazione sara` piu` conveniente riferirsi alla Definizione 2.4.6.
2.4 Codici Ciclici 19
• f(x) ∈ C ⇔ f(αi) = 0 ∀ i ∈ SC
• SC e` unione di insiemi ciclotomici di n su q.
Concludiamo ora il paragrafo con un esempio di codice ciclico. Sia
R = F2[x]/(x7 − 1), g(x) = x
3 + x2 + 1.
Un semplice calcolo mostra che x7 − 1 = (x + 1)(x3 + x + 1)g, e quindi
g e` il generatore di un codice ciclico di lunghezza 7 su F2 e dimensione
k = 7 − 3 = 4. Nella Figura 2.2 sono rappresentati i 24 = 16 elementi di
C, scritti rispettivamente come multipli di g, come generici elementi di R, e
come elementi di (F2)
7.
g x3 + x2 + 1 (1, 0, 1, 1, 0, 0, 0)
g x x4 + x3 + x (0, 1, 0, 1, 1, 0, 0)
g x2 x5 + x4 + x2 (0, 0, 1, 0, 1, 1, 0)
g x3 x6 + x5 + x3 (0, 0, 0, 1, 0, 1, 1)
g x4 1 + x6 + x4 (1, 0, 0, 0, 1, 0, 1)
g x5 x+ 1 + x5 (1, 1, 0, 0, 0, 1, 0)
g x6 x2 + x+ x6 (0, 1, 1, 0, 0, 0, 1)
g (x+ 1) x4 + x2 + x+ 1 (1, 1, 1, 0, 1, 0, 0)
g (x2 + x) x5 + x3 + x2 + x (0, 1, 1, 1, 0, 1, 0)
g (x3 + x2) x6 + x4 + x3 + x2 (0, 0, 1, 1, 1, 0, 1)
g (x4 + x3) 1 + x5 + x4 + x3 (1, 0, 0, 1, 1, 1, 0)
g (x5 + x4) x+ x6 + x5 + x4 (0, 1, 0, 0, 1, 1, 1)
g (x6 + x5) x2 + 1 + x6 + x5 (1, 0, 1, 0, 0, 1, 1)
g (1 + x6) x3 + x+ 1 + x6 (1, 1, 0, 1, 0, 0, 1)
g (x3 + x+ 1) x6 + x5 + x4 + x3 + x2 + x+ 1 (1, 1, 1, 1, 1, 1, 1)
g 0 0 (0, 0, 0, 0, 0, 0, 0)
Figura 2.2: Codice di dimensione 4 e lunghezza 7 con generatore g.
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2.5 Teorema di Blahut
I risultati qui riportati sono tratti da [21] e [4].
Definizione 2.5.1. Sia a in (Fq)
n, a = (a0, . . . , an−1) . La matrice
M(a) =


a0 a1 . . . an−2 an−1
a1 a2 . . . an−1 a0
...
...
...
...
...
an−1 a0 . . . an−3 an−2

 .
Si chiama la matrice associata ad a.
Denotiamo con rk(M(a)) il rango di (M(a)). Una matrice della forma di
M(a) si dice circolante ed ha la proprieta`:
M(a)[i, j] =
{
ai−j se i ≥ j,
ai−j+n se i < j.
Definizione 2.5.2. Sia a in (Fq)
n e sia F la piu` piccola estensione di Fq che
contenga α = ζ(n, p). Si dice Trasformata Discreta di Fourier di a (o
DFT(a) in breve) il vettore:
DFT(a) = (A0, . . . , An−1), Ai =
n−1∑
j=0
ajα
ij.
Osservazione 2.5.3. Se rappresentiamo una parola c in C come un polino-
mio in Fq[x]/(x
n − 1), allora le componenti nulle di DFT(c) corrispondono
alle radici di c, poiche´ Ai = c(α
i).
Teorema 2.5.4. Sia C un codice ciclico (n, k) su Fq. Data una parola c in
C, vale la relazione:
w(c) = rk(M(DFT(c))).
In particolare, se d e` la distanza di Hamming di C:
d = min{rk(M(DFT(c))) | c ∈ C, c 6= 0}.
Dimostrazione. Si veda [4].
Il Teorema 2.5.4 riconduce il problema di determinare la minima distanza
di un codice ciclico a quello di calcolare il rango di un opportuno insieme di
matrici.
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Osservazione 2.5.5. Sia c una parola del codice ciclico C, e sia C˜ il piu`
piccolo sottocodice ciclico contenente c. Allora
DFT(c)[i] = 0 ⇔ i ∈ SC˜ .
Diciamo che una parola c in C e` di bordo per C se non e` contenuta in
nessun sottocodice proprio di C. Se due parole c1, c2 sono di bordo per uno
stesso sottocodice C˜ di C, allora DFT(c1)[i] = 0 se e solo se DFT(c2)[i] = 0.
2.6 Lower bound
I risultati qui presentati sono tratti da [5], [8] e [19]. Nel paragrafo 2.3 abbia-
mo visto come la capacita` di correzione di un codice lineare (ed in particolare
di un codice ciclico) dipenda strettamente dalla distanza del codice stesso.
Dato un codice ciclico, risulta di fondamentale importanza saperne valutare
la distanza. Il Teorema 2.3.8 fornisce un metodo diretto per il calcolo della
distanza di un qualsiasi codice lineare, che consiste nel cercare il peso minimo
delle parole diverse da zero nel codice. Questo significa valutare, per un co-
dice di dimensione k su Fq, il peso di q
k − 1 parole, che diventa un problema
intrattabile al crescere di k. Per queste ragioni computazionali, ma anche
per ragioni piu` teoriche che saranno chiare in seguito, si pone l’interesse di
saper calcolare, o quanto meno stimare, la distanza di un codice ciclico per
altre vie.
Se denotiamo con C la classe di tutti i codici ciclici di qualsiasi lunghezza
e su qualsiasi campo che abbiano almeno due elementi, possiamo vedere la
distanza di un codice come una funzione:
d : C → N.
Definizione 2.6.1. Una mappa δ : C → N si dice
• un lower bound, se δ(C) ≤ d(C), ∀ C ∈ C
• un upper bound, se δ(C) ≥ d(C), ∀ C ∈ C.
Definizione 2.6.2. Dato C in C, un lower bound δ si dice tight su C se
δ(C) = d(C).
Alcuni esempi di upper bound sono forniti in [10], [20] e [24]. Dato che in
questa tesi tratteremo esclusivamente lower bound, nel seguito, diremo piu`
semplicemente “bound” in luogo di lower bound. Un bound si dice Adesso
elenchiamo alcuni lower bound noti.
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Teorema 2.6.3 (BCH bound). Sia C un codice ciclico (n, k) su Fq di
distanza d, e sia α una radice n-sima primitiva dell’ unita` su Fq. Sia g il
polinomio generatore di C. Supponiamo che esistano i0, ` in {0, . . . n − 1}
tali che:
g(αi0+j) = 0, 0 ≤ j ≤ `− 1.
Allora:
d ≥ `+ 1.
Dimostrazione. Si veda [5].
Intuitivamente, il BCH bound dice che se nell’insieme di definizione di C
sono presenti ` naturali consecutivi, la distanza di C e` almeno `+ 1.
Esempio 2.6.4. Si consideri C il codice ciclico (7, 4) su F2 generato da
g(x) = x3 +x2 +1. Si ha che SC = {1, 2, 4}, pertanto il BCH bound assicura
che la distanza di C e` almeno tre. In effetti, la reale distanza di C e` uguale
a tre.
Teorema 2.6.5 (Hartmann-Tzeng Bound). Sia α una radice n-sima
primitiva dell’ unita` su Fq, e sia C un codice ciclico (n, k) su Fq di distanza
d. Sia g il polinomio generatore di C. Supponiamo che esistano i0, `, s, r in
N tali che:
• g(αi0+i+jr) = 0, 0 ≤ i ≤ `− 1, 0 ≤ j ≤ s− 1.
• GCD(r, n) < `.
Allora
d ≥ `+ s.
Dimostrazione. Si veda [8].
Si osservi come il bound di Hartmann-Tzeng sia una generalizzazione
del BCH bound. Infatti, dato un codice C per cui esistono i0, ` come nel
Teorema 2.6.3, in particolare C soddisfa le ipotesi del Teorema 2.6.5 per
i0, `, r = s = 1. Il bound di Hartmann-Tzeng e` a sua volta generalizzabile,
come si vede nel risultato seguente.
Teorema 2.6.6 (Roos bound). Sia α una radice n-sima primitiva dell’ uni-
ta` su Fq, e sia C un codice ciclico (n, k) su Fq di distanza d. Sia g il polinomio
generatore di C.. Supponiamo che esistano i0, `, k1, k2, . . . , ks, r tali che:
• 0 ≤ k1 < k2 < · · · < ks < s+ `
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• g(αi0+i+kjr) = 0, 0 ≤ i ≤ `, 1 ≤ j ≤ s
• GCD(n, r) < `.
Allora
d ≥ `+ s.
Dimostrazione. Si veda [19].
Concludiamo il paragrafo con il seguente esempio.
Esempio 2.6.7. Sia C il codice ciclico (21, 14) su F2 con polinomio genera-
tore
g(x) = Mα1(x)Mα3(x)Mα7(x)Mα9(x).
Si ha che:
SC = C1 ∪ C3 ∪ C7 ∪ C9 = {1, 2, 3, 4, 6, 7, 8, 9, 11, 12, 14, 15, 16, 18}.
Allora il Teorema 2.6.6, applicato con parametri:
i0 = 3, ` = 2, r = 4, s = 6, e
k1 = 0
k2 = 1
k3 = 2
k4 = 3
k5 = 5
k6 = 6
ci assicura che la distanza di C e` almeno otto. In effetti la distanza di C
e` uguale a otto. Si osservi che il BCH bound applicato a C ci dice che la
distanza e` almeno cinque.
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Capitolo 3
Root bound
In questo capitolo proponiamo una sottoclasse dei lower bound, che prendono
il nome di root bound. Nei prossimi paragrafi vedremo come la maggior parte
dei bound noti appartenga a questa classe. Questo approccio e` originale
e permette una visione unificata e semplificata dei bound classici oltre a
suggerire come trovarne di nuovi (come verra` mostrato nel Capitolo 4).
3.1 Definizione e proprieta`
Introduciamo il seguente dominio:
Definizione 3.1.1. Denotiamo con D ⊂ N × 2N l’insieme delle coppie tali
che:
(n, S) ∈ D ⇔ S ⊂ {1, . . . , n}.
Dato C un codice ciclico su Fq di lunghezza n con GCD(n, q) = 1, fissiamo
α = ζ(n, p) una radice n−sima primitiva dell’unita` su Fq. In funzione di tale
α, SC e` espresso in modo univoco. In questa ipotesi introduciamo φ : C → D
definita da:
φ(C) = (n, SC)
Vedremo nel teorema (3.1.8) che la mappa φ non e` iniettiva, mentre la
seguente proposizione ci dice che φ e` surgettiva.
Proposizione 3.1.2. La mappa φ e` surgettiva.
Dimostrazione. Sia F un campo finito contenente α. Data una coppia
(n, {i1, . . . , ik}) ∈ D,
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consideriamo il codice ciclico su F, generato da
g = (x− αi1)(x− αi2) . . . (x− αik).
Chiaramente si ha che φ(C) = (n, {i1, . . . , ik}).
Definizione 3.1.3. Un root bound e` una funzione f : D → N tale che:
∀ C ∈ C, f ◦ φ(C) ≤ d(C).
Denoteremo con R la classe dei root bound.
In altre parole, un root bound e` una mappa che composta con φ da` un
bound, in modo che il grafico in Figura 3.1 sia commutativo.
PSfrag replacements
C N
D
f ◦ φ
φ f
Figura 3.1: Root bound
Definizione 3.1.4. Sia δ un root bound. Se δ verifica:
S ⊂ S ′ ⇒ δ(n, S) ≤ δ(n, S ′)
diciamo che δ e` monotono.
Proposizione 3.1.5. Dato un root bound δ, possiamo costruire δ∗ monotono
tale che δ ≤ δ∗.
Dimostrazione. Dato un root bound δ definiamo:
δ∗(n, S) = max{δ(S ′, n) | S ⊂ S ′ ⊂ {1, . . . , n}}
che soddisfa la tesi.
Un root bound e` una mappa che fornisce una stima sulla minima distan-
za di Hamming di un codice ciclico. Questa stima e` data ignorando tutte
le informazioni che si hanno sul codice, fatta eccezione per la lunghezza e
l’insieme di definizione. Possiamo definire in modo naturale il root bound
massimale:
δ˜(n, S) = max{δ(n, S) | δ ∈ R}.
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Corollario 3.1.6. δ˜(n, S) e` monotono.
Dimostrazione.
δ˜∗ ≥ δ˜ e` monotono. Dalla definizione di δ˜ segue che δ˜∗ = δ˜ .
Teorema 3.1.7.
δ˜(n, S) = min{d(C) | φ(C) = (n, S)}
Dimostrazione. Sia δ = min{d(C)|φ(C) = (n, S)}. Chiaramente δ e` un root
bound, e quindi δ ≤ δ˜.
Supponiamo adesso che esista un codice C tale che δ(n, SC) < δ˜(n, SC).
Allora esiste C ′ tale che φ(C) = φ(C ′) per il quale d(C ′) < δ˜(n, SC′), e
questo e` assurdo.
Abbiamo quindi descritto il root bound ottimale, che intuitivamente rap-
presenta la migliore stima dal basso che possiamo fare della distanza di un
codice ciclico, basandosi soltanto sulla conoscenza della lunghezza del codi-
ce, e sul suo insieme di definizione. Una domanda naturale da porsi, e` se il
bound ottimale composto con φ non coincida con la reale distanza dei codici
ciclici d : C → N. In altre parole, ci stiamo chiedendo se la lunghezza e l’
insieme di definizione di un codice ciclico siano sufficienti a determinarne la
distanza. La risposta sta nel seguente
Teorema 3.1.8. Un root bound non puo` essere sempre tight, cioe` non esiste
f in R tale che per ogni C in C:
f ◦ φ(C) = d(C)
Dimostrazione. Siano α e β due radici 31−sime primitive dell’unita` rispetti-
vamente su F2 e F7. Consideriamo x
31 − x su F2 e y
31 − y su F7; sia
g = Mα3(x) ∗Mα11(x) ∗Mα15(x), g ∈ F2[x]
e sia
h = Mβ3(y), h ∈ F7[y].
Consideriamo C1 il codice ciclico di lunghezza 31 su F2 generato da g, e
C2 il codice ciclico della stessa lunghezza su F7 con polinomio generatore h.
Da un calcolo espicito risulta:
• C1 e C2 hanno lo stesso insieme di definizione espresso in termini di
potenze delle rispettive radici primitive α e β:
{3, 6, 11, 12, 13, 15, 17, 21, 22, 23, 24, 26, 27, 29, 30}
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• C1 ha distanza 7.
• C2 ha distanza 12.
Da questo segue che:
φ(C1) = φ(C2) ⇒ ∀ f ∈ R, f ◦ φ(C2) = f ◦ φ(C1) ≤ 7 < 12 = d(C2).
3.2 L’insieme U
Introduciamo una nuova struttura.
Definizione 3.2.1. Sia U l’insieme {∆,∆+, 0}. Dotiamo U di due opera-
zioni, somma e prodotto, in accordo con le tavole di figura 3.2.
· ∆ ∆+ 0
∆ ∆ ∆ 0
∆+ ∆ ∆+ 0
0 0 0 0
+ ∆ ∆+ 0
∆ ∆ ∆ ∆
∆+ ∆ ∆ ∆+
0 ∆ ∆+ 0
Figura 3.2: Moltiplicazione e somma in U
l’insieme U gioca il ruolo di un campo dove abbiamo un’ informazione
parziale sul valore degli elementi. Per essere piu` precisi, sia F un campo e k
in F, diciamo che:
• k e` uguale a ∆+, se sappiamo che k e` diverso da 0,
• k e` uguale a 0, se sappiamo che k e` uguale a 0,
• k e` uguale a ∆, altrimenti.
Possiamo vedere gli elementi di U come l’informazione che abbiamo su un
elemento del campo.
Per esempio, l’affermazione “moltiplicando due elementi diversi da zero
otteniamo un elemento diverso da zero” e` equivalente alla regola di moltipli-
cazione ∆+ ·∆+ = ∆+. La regola di addizione ∆+ + ∆+ = ∆ e` equivalente
all’affermazione “se sommiamo due elementi diversi da zero, non abbiamo
informazioni sul risultato”.
Sia C un codice ciclico di lunghezza n, e SC il suo insieme di definizione.
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Definizione 3.2.2. Chiamiamo R(n, SC) il vettore (u0, . . . , un−1) in U
n tale
che
ui =
{
0 se i ∈ SC
∆ altrimenti
Descriviamo adesso un semplice metodo, chiamato “procedura dei singo-
letti”, per verificare la lineare indipendenza di r vettori in Un.
Per ogni matrice A, indichiamo con A[j] la j-esima colonna di A.
Definizione 3.2.3. Sia M una matrice a elementi in U . Diciamo che M [j] e`
un singoletto, se ha una sola componente non-zero M [i, j], cioe` se M [i, j] =
∆+ e M [l, j] = 0 per l 6= i. Se questo avviene, diciamo che la i-esima riga e`
la riga corrispondente al singoletto.
Un insieme di r vettori di lunghezza n, con r ≤ n, forma una matrice
Ar in U
r×n. Se una colonna Ar[j] e` un singoletto, cancelliamo da Ar la
riga corispondente. Chiamiamo Ar−1 la matrice r − 1 × n cos`ı ottenuta, e
cerchiamo un nuovo singoletto in Ar−1. Se questa procedura puo` continuare
fino ad aver ottenuto una matrice 1 × (n), A1 che contiene almeno un ∆
+,
allora diciamo che la procedura dei singoletti ha successo per l’insieme di r
righe. Per esempio
A3 =

 0 ∆
+ ∆+ 0
0 0 ∆+ ∆+
∆+ 0 0 ∆+

→ A2 =
(
0 0 ∆+ ∆+
∆+ 0 0 ∆+
)
,
j = 2
i = 1
A2 =
(
0 0 ∆+ ∆+
∆+ 0 0 ∆+
)
→ A1 = (0 0 ∆
+ ∆+),
j = 1
i = 2
,
allora la procedura dei singoletti ha successo per A3.
Definizione 3.2.4. Data una matrice M su U , denotiamo con prk(M) lo
pseudo rango di M , cioe` il massimo r tale che esiste un insieme di r righe
di M per il quale la procedura dei singoletti ha successo.
Lo pseudo rango rappresenta una stima sul rango di una matrice su un
qualche campo fatta utilizzando solo l’informazione che si ha sulla sparsita`.
Definizione 3.2.5. Dato un campo F, definiamo:
ψK : K → U
ψK(z) =
{
0 se z = 0
∆+ altrimenti
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Lemma 3.2.6. Data una matrice M = aij su un campo F, consideriamo la
matrice associata U = bij, dove bij = ψK(aij). Allora:
prk(U) ≤ rk(M)
Dimostrazione. Se prk(U) = r allora esiste un insieme di r righe di U per
il quale la procedura dei singoletti ha successo. Allora e` evidente che le
corrispondenti righe in M sono linearmente indipendenti.
Lemma 3.2.7. Siano u,v in Un. Se u e` ottenuto da uno shift di v di m
posizioni, allora prk(M(u)) = prk(M(v)).
Dimostrazione. Ovvia.
Lemma 3.2.8. Sia M(v) in Un una matrice circolante. Se v ha la forma
(
r︷ ︸︸ ︷
0, . . . , 0,∆+, . . . )
Allora lo pseudo rango di A e` almeno r + 1.
Dimostrazione. Facciamo vedere che la procedura dei singoletti ha succes-
so per le prime r + 1 righe di M(v). Abbiamo che v[i] = 0, per ogni i in
{1, . . . , r}, e v[r + 1] = ∆+. Indichiamo con A = Ar+1 in U
(r+1)×n la matri-
ce composta dalle prime r + 1 righe di M(v) e applichiamo procedura dei
singoletti.
Al primo passo, cancelliamo la prima riga, poiche´ Ar+1[r + 1] e` un sin-
goletto. Dal fatto che ogni riga di Ar+1 e` ottenuta da uno shift di quella
precedente, per i in {2, . . . , r + 1} abbiamo che:
Ar+1[i, r + 1] = Ar+1[i− 1, r] = . . .
· · · = Ar+1[1, r − i+ 1] = v(r − i+ 1) = 0.
1−ma riga → 0 . . . 0 0 ∆+ . . .
. . . 0 . . . 0 0 ∆+ . . .
. . .
...
r + 1− esima riga → . . . 0 0 . . .
Supponiamo adesso di aver cancellato le prime h righe di Ar+1. Vogliamo
mostrare che la matrice Ar+1−h cos`ı ottenuta ha un singoletto Ar+1−h[r+h+
1]. La matrice Ar+1−h e` ottenuta cancellano le prime h righe di Ar+1, per cui
vale la relazione
Ar+1−h[i, ·] = Ar+1[i+ h, ·], ∀ 1 ≤ i ≤ n− h
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da cui segue, usando la circolarita` di Ar+1:
Ar+1−h[1, r + h+ 1] = Ar+1[1 + h, r + h+ 1] = Ar+1[1, r + 1] = ∆
+.
Mentre dato 2 ≤ i ≤ r + 1− h, si ha:
Ar+1−h[i, r + h+ 1] = Ar+1[i+ h, r + h+ 1] =
= Ar+1[i, r + 1] = Ar+1[1, r − i+ 1] = 0.
Dopo r passi, abbiamo:
2r + 1
↓
A1 = ( . . . ,∆
+, . . . )
da cui segue che la procedura dei singoletti ha avuto successo.
3.3 Il bound δA
Definizione 3.3.1. Dato un vettore v in Un indichiamo con A(v) l’insieme
degli u in Un r 0 tali che
• u[i] = 0, se v[i] = 0,
• u[i] = ∆+, se v[i] = ∆+,
• u[i] = ∆+, o u[i] = 0 se v[i] = ∆.
Si osservi che se c’e` almeno una componente di v uguale a ∆+ allora
|A(v)| = 2s, dove s rappresenta il numero di componenti di v uguali a ∆.
Altrimenti |A(v)| = 2s − 1.
Definizione 3.3.2. Dato un codice ciclico C su F di lunghezza n e insieme
di definizione SC, si definisce l’insieme:
A˜(C) = {v ∈ Un | v = ψF(DFT(c)), 0 6= c ∈ C}.
Osservazione 3.3.3.
A˜(C) ⊂ A(R(n, SC)).
Dimostrazione. Data una parola c in C, l’Osservazione 2.5.5 ci dice che
DFT(c)[i] = 0 per ogni i in SC , da cui segue che ψF(DFT(c)[i]) = 0 per
ogni i in SC . Quindi ψF(DFT(c)) appartiene a A(R(n, SC)).
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In particolare, osserviamo che |A˜(C)| e` uguale al numero di sottocodici
non nulli di C.
Teorema 3.3.4. Sia C un codice ciclico (n, k) su Fq, con insieme di defini-
zione SC e distanza d. Allora:
δA(n, SC) = min{prk(M(u)) | u ∈ A(R(n, SC))} ≤ d.
Dimostrazione. Si consideri l’insieme A˜(C). Per definizione, ogni v in A˜(C)
e` tale che M(v) e` una matrice circolante ottenuta “mappando” tramite ψ
una matrice della forma M(DFT(c)) su U , per qualche 0 6= c ∈ C. Dal
Lemma 3.2.6 segue che prk(M(v)) ≤ rk(M(DFT(c))), quindi:
δA(n, SC) = min{prk(M(u)) | u ∈ A(n, SC)}
≤ min{prk(M(v)) | v ∈ A˜(C)}
≤ min{rk(M(DFT(c))) | c ∈ C, c 6= 0} = d.
(Per una dimostrazione dettagliata dell’ultima disuguaglianza, rimandiamo
alla dimostrazione del Teorema 5.1.7).
Corollario 3.3.5. δA(n, SC) e` un root bound.
Dimostrazione. Ovvio dalla definizione di root bound e dal Teorema(3.3.4).
Corollario 3.3.6. Ogni δ : D → N tale che δ(n, S) ≤ δA(n, S) e` un root
bound.
Dimostrazione. Ovvio dalla definizione di root bound.
Nei prossimi paragrafi vedremo come la maggior parte dei bound noti
sulla distanza dei codici ciclici siano root bound. Nel fare questo, forniremo
una dimostrazione alternativa di tutti i risultati elencati.
Nel seguito useremo la notazione breve (∗)m ⊂ S per dire che S contiene
un blocco della forma
m︷ ︸︸ ︷
∗, ∗, . . . , ∗.
3.4 Root bound noti
Nella nostra notazione, il Teorema 2.6.3 suggerisce la seguente definizione:
Definizione 3.4.1.
δBCH : D → N,
δBCH(n, S) = max{i ∈ N | (0)
i ⊂ S}.
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Il Teorema (2.6.3) ci dice che δBCH e` un root bound. Forniremo adesso
una dimostrazione alternativa di questo fatto.
Teorema 3.4.2. δBCH e` un root bound, e inoltre
δBCH ≤ δA.
Dimostrazione. Dato un codice ciclico C di lunghezza n e distanza d, voglia-
mo dimostrare che
δBCH(n, SC) ≤ δA(n, SC).
Supponiamo δBCH(n, SC) = ` + 1, quindi (0)
` ⊂ R(n, SC). Dobbiamo mo-
strare che ∀ v in A(n, SC), prk(M(v)) ≥ `+ 1.
Ogni v in A(n, SC) contiene un blocco della forma (0)
`, e usando il Lemma
3.2.7, possiamo supporre che tale blocco sia all’inizio di v. Allora
v = (
r︷ ︸︸ ︷
0, 0, . . . , 0,∆+, . . . ) r ≥ `.
Dal Lemma 3.2.8 segue che prk(M(v)) ≥ `+ 1.
Come per il BCH bound, vogliamo definire il bound di Hartmann-Tzeng
come un root bound. Per fare questo, consideriamo r, s, n come nel Teorema
2.6.5. Sia ρ = ρ(r, s, n) = brs/nc . Dato un vettore v di una qualche
lunghezza su un qualunque insieme, indichiamo con vρ il vettore ottenuto
concatenando R(n, S) per se stesso ρ volte. l’ipotesi del Teorema 2.6.5:
g(αi0+i+jr) = 0, 0 ≤ i ≤ `− 1, 0 ≤ j ≤ s− 1
puo` essere espressa, in modo equivalente, da: R(n, S)ρ contiene un blocco di
lunghezza m = rs della forma:
((0`)(∆r−`))s.
Possiamo allora definire formalmente il bound di HT come segue:
Definizione 3.4.3.
δHT : D → N
δHT(n, S) = max{i ∈ N, | i = `+ s}
Dove `, s sono tali che ∃ r in N, GCD(r, n) < ` e per i quali vale
((0`)(∆r−`))s ⊂ R(n, S)ρ.
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Teorema 3.4.4.
δHT(n, S) ≤ δA(n, S)
e δHT(n, S) e` un root bound.
Per semplificare le notazioni nella dimostrazione, conviene dare una nuova
definizione.
Definizione 3.4.5. Sia v in (U r {∆})n, v 6= 0, e sia ρ in N. Chiamiamo
j il pivot primario di v la prima componente uaguale a ∆+ che compare in
v, cioe`
v[i], j = min{h | v[h] = ∆+}.
Enunciamo ora alcuni risultati preliminari.
Lemma 3.4.6. Siano n, r, s, ` in N tali che GCD(r, n) < `.
Allora per ogni i in {0, . . . , n− 1} esistono k in N e 0 ≤ t ≤ `− 1 tali che:
i ≡ (s+ k)r + t mod(n).
Dimostrazione. Dato i in {0, . . . , n − 1}, sia λ = GCD(r, n). Per ipotesi
λ < `. Sia t tale che:
i ≡ t mod(λ), 0 ≤ t ≤ `− 1.
Abbiamo che λ | i− t. In corrispondenza di tale t:
i ≡ (s+ k)r + t mod(n) ⇔
i− t ≡ (s+ k)r mod(n) ⇔
i− t
λ
≡ (s+ k)
r
λ
mod
(n
λ
)
.
Poniamo y = s+ k per ottenere
i− t
λ
≡ y
r
λ
mod
(n
λ
)
.
L’equazione appena scritta ha una soluzione y0, in quanto GCD
(
r
λ
, n
λ
)
= 1.
Posto k = y0 − s abbiamo k, t che soddisfano la tesi.
Corollario 3.4.7. Siano n, `, r, s in N e sia v in (U r {∆})n, v 6= 0 ta-
le che GCD(n, r) < ` e B = ((0)`(∆)r−`)s ⊂ vρ. Allora esistono i in
{0, . . . , n − 1}, k in N, t in {0, . . . , `− 1} con le seguenti proprieta`:
• v[i] = ∆+
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• i ≡ (s+ k)r + t mod(n).
• v[i′] = 0 ∀ i′ tale che
i′ ≡ (s+ k′)r + j, ∀k′ ∈ {0, . . . , k − 1},∀j ∈ {0, . . . , `− 1}.
Chiamiamo v[i] il pivot secondario di v rispetto al blocco B.
I due pivot appena definiti rappresentano rispettivamente il primo ele-
mento diverso da zero all’interno di v e il primo elemento non zero di v
posto dopo il blocco per il quale si applica il bound di HT. Queste due
posizioni giocano un ruolo fondamentale nella dimostrazione che segue, in
quanto rappresentano le posizioni che permettono di applicare con successo
la procedura dei singoletti a un opportuno sottoinsieme di righe della matrice
M(v).
Dimstrazione del Teorema 3.4.4. Data la coppia (n, S) in D, per la defini-
zione di δHT sappiamo che esistono `, s, r, i0 tali che δHT(n, S) = ` + s e
`, s, r, i0, C soddisfano le ipotesi del Teorema 2.6.5, per qualche codice C tale
che ϕ(C) = (n, S). Dato v in A(n, S) vogliamo far vedere che la procedu-
ra dei singoletti ha successo per un opportuno insieme di ` + s righe della
matrice M(v). Usando il Lemma 3.2.7 possiamo supporre che i0 = 0.
Consideriamo j il pivot primario di v. Se j > rs allora (0)rs ⊂ v e il
Lemma 3.2.8 ci assicura che prk(M(v)) ≥ m + 1 ≥ ` + s. In questo caso, il
bound di HT si riduce al BCH bound.
Supponiamo allora che j ≤ rs. Sia i il pivot secondario di v rispetto al
blocco ((0)`(∆)r−`)s. Si osservi che i e` tale che v[i−zr] = 0 , ∀ z = 1, . . . , s−1.
Allora vρ ha la forma:
1 j m i
↓ ↓ ↓ ↓
vρ = 0 . . . 0 ∆+ . . . 0 . . . 0 ∆ . . . ∆ . . . ∆+ . . .
Si osservi che i e j possono coincidere. Dalle ipotesi:
vρ =
m=sr︷ ︸︸ ︷
`︷ ︸︸ ︷
0, . . . , 0,
r−`︷ ︸︸ ︷
∆, . . . ,∆, . . .
`︷ ︸︸ ︷
, 0, . . . , 0,
r−`︷ ︸︸ ︷
∆, . . . ,∆,∆, . . .
Adesso scegliamo `+ s righe della matrice M(v), e applichiamo la proce-
dura dei singoletti. Cominciamo con le prime ` righe:
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j
↓
0 . . . 0 ∆+ . . . 0 . . . 0 ∆ . . . ∆ . . .
∆ 0 . . . 0 ∆+ . . . 0 . . . 0 ∆ . . . ∆ . . .
...
...
...
...
∆ . . . ∆ 0 . . . ∆+ . . . 0 . . . 0 ∆ . . . ∆ . . .
Aggiungiamo ora la m− zr− j+1-sima riga, per z = 1, 2, . . . , s per ottenere
una matrice (`+ s× n):
S =


0 . . . 0 ∆+ . . . 0 . . . 0 ∆ . . . ∆ . . .
∆ 0 . . . 0 ∆+ . . . 0 . . . 0 ∆ . . . ∆ . . .
...
...
...
...
∆ . . . ∆ 0 . . . ∆+ . . . 0 . . . 0 ∆ . . . ∆ . . .
∆ . . . ∆ 0 . . . 0 ∆ . . .
∆ . . . ∆ 0 . . . 0 ∆ . . . ∆ 0 . . . 0 ∆ . . .
...
...
...
...
∆ . . . ∆ 0 . . . 0 ∆ . . . ∆ 0 . . . 0 ∆ . . .


↑ ↑
j (j + `− 1)
Si osservi che le righe di S da ` + 1 a ` + s hanno la proprieta` di avere un
blocco di zeri di lunghezza ` esattamente dalla j-sima alla j + ` − 1-sima
posizione.
Abbiamo cos`ı ottenuto una sottomatrice S di M(v), nella quale le prime
` righe possono essere cancellate usando la procedura dei singoletti. Resta
da applicare la stessa procedura a S ′, composta dalle ultime s righe di S.
i′
↓
S ′ =


∆ . . . ∆ 0 . . . 0 ∆ . . . ∆ . . . . . . ∆+ . . . ∆ . . .
∆ . . . ∆ 0 . . . 0 ∆ . . . ∆ 0 . . . 0 . . . 0 ∆ . . . ∆+ . . .
...
...
...
...
...
...
...
∆ . . . ∆ 0 . . . 0 ∆ . . . ∆ 0 . . . 0 . . . 0 ∆ . . . 0 . . .


Per costruzione, si ha che S ′ ha la proprieta` S ′[a+1, h] = S ′[a, h− r], perche´
ciascuna riga e` ottenuta da uno shift di r posizioni della riga precedente.
Sia i′ = i−m+kr+j−1, che rappresenta la posizione del pivot secondario
nella riga corrispondente. Sappiamo che S ′[1, i′] = ∆+ e questo e` sufficiente
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a stabilire che la i′-esima colonna e` un singoletto, poiche´:
S ′[z, i′] = S ′[1, i′ + (1− z)r] = 0 ∀ z = 2, . . . , s.
Allora cancelliamo la prima riga, e facciamo lo stesso per la seconda:
S ′[2, i′ − r] = ∆+, S ′[z, i′ − z] = S ′[2, i′ + (1− z)m] = 0 ∀ z = 3, . . . , s.
In questo modo, per ogni riga, indicizzata con r da 1 fino a s, abbiamo un
singoletto in posizione i′− r(s−1)+1 e possiamo affermare che la procedura
dei singoletti ha successo per la matrice S .
Dato un codice per il quale possiamo applicare il bound di Roos, prendia-
mo ρ = brs/nc, dove n, r, s sono come nelle ipotesi del Teorema 2.6.6. Allora
R(n, SC)
ρ contiene un blocco della forma:
m=sr︷ ︸︸ ︷
`︷ ︸︸ ︷
0, . . . , 0,
r−`︷ ︸︸ ︷
∆, . . . ,∆, . . . ,
`︷ ︸︸ ︷
∆, . . . ,∆,
r−`︷ ︸︸ ︷
∆, . . . ,∆, . . .
`︷ ︸︸ ︷
, 0, . . . , 0,
r−`︷ ︸︸ ︷
∆, . . . ,∆,∆, . . .
dove ci sono al piu` `− 1 blocchi mancanti, o “buchi”, fra i blocchi di zeri di
lunghezza ` ripetuti. Nel caso in cui non ci siano blocchi mancanti, il bound
di Roos coincide esattamente col bound di HT.
Definizione 3.4.8.
δRoos : D → N
δRoos(n, SC) = max{i | i = `+ s}.
Dove `, s sono tali che esistono r, k1, . . . , ks in N per cui vale:
• 0 ≤ k1 < k2 < · · · < ks < s+ `
• R(n, SC)[i0 + i+ kjr] = 0, 0 ≤ i ≤ `, 1 ≤ j ≤ s
• GCD(n, r) < `.
Teorema 3.4.9.
δRoos(n, S) ≤ δA(n, S)
e δRoos(n, S) e` un root bound.
Dimostrazione. Come per il bound di Hartmann-Tzeng, fissato v inA(n, SC),
scegliamo `+ s righe di M(v) per cui la procedura dei singoletti ha successo.
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Indichiamo con j il pivot primario di v, e consideriamo la matrice S ottenu-
ta dalle prime ` righe di M(v), alle quali aggiungiamo le righe rki + j, per
1 ≤ i ≤ s.
S =


0 . . . 0 ∆+ . . . 0 . . . 0 ∆ . . . ∆ . . .
∆ 0 . . . 0 ∆+ . . . 0 . . . 0 ∆ . . . ∆ . . .
...
...
...
...
∆ . . . ∆ 0 . . . ∆+ . . . 0 . . . 0 ∆ . . . ∆ . . .
∆ . . . ∆ 0 . . . 0 ∆ . . .
∆ . . . ∆ 0 . . . 0 ∆ . . . ∆ 0 . . . 0 ∆ . . .
...
...
...
...
∆ . . . ∆ 0 . . . 0 ∆ . . . ∆ 0 . . . 0 ∆ . . .


.
↑ ↑
j (j + `− 1)
La procedura dei singoletti ha successo per la matrice S.
Di seguito riportiamo alcuni semplici bound dovuti a Boston, il quale
ne fornisce una dimostrazione che utilizza complessi strumenti di geometria
algebrica. Vedremo come la dimostrazione di questi bound diventi semplice
utilizzando i nostri strumenti.
Teorema 3.4.10. (Boston bound) Sia C un codice ciclico (n, k) su Fq di
distanza d e insieme di definizione SC. Allora:
ı˙) Se R(n, SC) contiene un blocco della forma:
(0 0 ∆ 0 ∆ 0)
Allora d ≥ 4.
ı˙ı˙) Se 3 non divide n e R(n, SC) contiene un blocco della forma:
(0 0 ∆ 0 0 ∆ 0)
allora d ≥ 5.
ı˙ı˙ı˙) Se 4 non divide n e R(n, SC) contiene un blocco della forma:
(0 0 0 ∆ 0 0 0 ∆ 0)
allora d ≥ 6.
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Tutte i punti sono dimostrati in [6], e da ciascuno di essi possiamo derivare
un root bound.
Dimostrazione. In ognuno dei casi possiamo supporre che il blocco delle ipo-
tesi sia all’inizio di R(n, SC). Per semplificare la notazione, indicizziamo le
componenti di un vettore di lunghezza n con 0 ≤ i ≤ n− 1.
ı˙) Per ipotesi:
R(n, SC) = (0, 0,∆, 0,∆, 0, . . . )
quindi per ogniv in A(n, SC), v[0] = v[1] = v[3] = v[5] = 0. Dato v in
A(n, SC) mostriamo che prk(M(v)) ≥ 4.
Supponiamo prima che v[2] = 0. In questo caso (0)4 ∈ v e Lemma 3.2.8
ci assicura che prk(M(v)) ≥ 5.
Sia v[2] = ∆+, consideriamo il seguente insieme di righe di M(v):

0 0 ∆+ 0 ∆ 0 . . . . . .
∆ 0 0 ∆+ 0 ∆ 0 . . .
∆ ∆ 0 0 ∆+ 0 ∆ . . .
0 ∆+ 0 ∆ 0 ∆ . . . . . .


La procedura dei singoletti ha successo per tale insieme di righe, cancellando
nell’ordine prima, terza e quarta riga.
ı˙ı˙) Fissiamo v in A(n, SC), allora abbiamo v[0] = v[1] = v[3] = v[4] =
v[6] = 0. Se v[7] = 0, possiamo affermare che prk(M(v)) ≥ 5, seguendo la
dimostrazione del bound Hartmann-Tzeng (Teorema 3.4.4). Allora suppo-
niamo che v[7] = ∆+. Se v[2] = 0, come per ı˙), usiamo il Lemma 3.2.8 per
concludere che prk(M(v)) ≥ 5. Resta da trattare il caso in cui v[2] = ∆+ ,
per il quale si considera il seguente insieme di righe.


0 0 ∆+ 0 0 ∆ 0 ∆+ . . .
∆ 0 0 ∆+ 0 0 ∆ 0 . . .
∆ ∆ 0 0 ∆+ 0 0 ∆ . . .
0 ∆+ 0 0 ∆ 0 ∆+ . . . . . .
∆+ 0 0 ∆ 0 ∆+ ∆ . . . . . .


Quindi la procedura dei singoletti cancella successivamente la prima, la quin-
ta, la seconda e la quarta riga, e ha successo.
ı˙ı˙ı˙) Dato v in A(n, SC), escludiamo dapprima il caso in cui v[3] = 0.
Usando il Lemma 3.2.8 come sopra, e` chiaro che in questo caso prk(M(v)) ≥
8. Se v[9] = v[10] = 0 allora
v = (0 0 0 ∆+ 0 0 0 ∆ 0 0 0 . . . )
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e possiamo usare lo stesso schema della dimostrazione del Teorema 3.4.4 per
concludere che prk(M(v)) ≥ 6. Restano da trattare due casi:
a) v = (0 0 0 ∆+ 0 0 0 ∆ 0 ∆+∆ . . . )
b) v = (0 0 0 ∆+ 0 0 0 ∆ 0 0 ∆+ . . . )
In a) scegliamo il seguente insieme di righe:

0 0 0 ∆+ 0 0 0 ∆ 0 ∆+ . . .
∆ 0 0 0 ∆+ 0 0 0 ∆ 0 . . .
∆ ∆ 0 0 0 ∆+ 0 0 0 ∆ . . .
∆ ∆ ∆ 0 0 0 ∆+ 0 0 0 . . .
0 0 ∆+ 0 0 0 ∆ 0 ∆+ ∆ . . .
0 ∆+ 0 0 0 ∆ 0 ∆+ ∆ . . . . . .


In b) scegliamo:

0 0 0 ∆+ 0 0 0 ∆ 0 0 ∆+ . . .
∆ 0 0 0 ∆+ 0 0 0 ∆ 0 0 . . .
∆ ∆ 0 0 0 ∆+ 0 0 0 ∆ 0 . . .
∆ ∆ ∆ 0 0 0 ∆+ 0 0 0 ∆ . . .
0 0 ∆+ 0 0 0 ∆ 0 0 ∆+ ∆ . . .
0 ∆+ 0 0 0 ∆ 0 0 ∆+ ∆ . . . . . .


In entrambi i casi la procedura dei singoletti ha successo cancellando, suc-
cessvamente, la prima, la seconda, la sesta, la terza e la quinta riga.
In [6] viene congetturato il seguente risultato.
Congettura 3.4.11. Sia C un codice ciclico (n, k) su Fq di distanza d, e
insieme di definizione SC. Allora se 3 non divide n e R(n, SC) contiene un
blocco della forma:
(0 0 ∆ 0 0 ∆ 0 0 ∆ 0)
allora d ≥ 7.
Proposizione 3.4.12. La congettura 3.4.11 e` falsa.
Dimostrazione. Sia C il codice ciclico (20, 7) su F11 con insieme di definizione:
SC = {0, 1, 3, 4, 5, 6, 7, 9, 11, 13, 15, 17, 19}.
Allora C soddisfa le ipotesi della congettura 3.4.11, ma un calcolo diretto
mostra che d(C) = 6 .
Capitolo 4
Un nuovo bound
In questo capitolo presentiamo alcuni risultati originali.
Utilizzando la metodologia introdotta nel capitolo precedente, enuncere-
mo e dimostreremo un nuovo root bound (δN) che generalizza il BCH bound.
Studieremo inoltre la relazione tra δN e il bound di Hartmann-Tzeng.
4.1 Risultato principale
Teorema 4.1.1. Dato q in N, sia C un codice ciclico su Fq di lunghezza n
con insieme di definizione SC. Sia inoltre d la distanza di C. Supponiamo
che esistano m, ` in N e i0 in {0, . . . , n− 1} tali che:
• i0 + j ∈ SC , ∀ j = 1, . . . ,m`,
• i0 + j ∈ SC , ∀ j = (m+ h)`+ 1, . . . , (m+ h)`+ `,
con 1 ≤ h ≤ m+ 1.
Allora:
d ≥ m`+ `.
Le ipotesi del Teorema 4.1.1 equivalgono a dire che R(n, SC) contiene un
blocco della forma:
m`︷ ︸︸ ︷
`︷ ︸︸ ︷
0, . . . , 0, . . . ,
`︷ ︸︸ ︷
, 0, . . . , 0,
(m+1)`︷ ︸︸ ︷
`︷ ︸︸ ︷
∆, 0, . . . , 0, . . .
`︷ ︸︸ ︷
,∆, 0, . . . , 0
Definiamo
δN(n, SC) = max{m`+ `}
dove m e ` sono come nelle ipotesi del Teorema 4.1.1, che in particolare ci
dice che δN e` un root bound.
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Dimostrazione. In virtu` del Lemma 3.2.7, possiamo supporre che i0 = 0.
Come per gli altri root bound, dimostiamo che
δA(n, SC) ≥ m`+ `.
Quindi dobbiamo mostrare che per ogni u in A(R(n, SC)), prk(M(u)) ≥
m`+ `. Fissato u in A(R(n, SC)), abbiamo due casi:
1. u[m`+ 1] = 0,
2. u[m`+ 1] = ∆+.
Nel caso 1, denotiamo con j0 l’intero
j0 = min{j > m`+ ` | u[j] = ∆
+}.
Dal fatto che u 6= 0, segue che j0 esiste, per cui u[j0] = ∆
+ e u[i] = 0 per
ogni i in {1, . . . , j0−1}. Il Lemma 3.2.8 ci assicura che prk(M(u)) ≥ j0+1 ≥
m`+ `+ 1.
Nel caso 2, u ha la forma:
m`︷ ︸︸ ︷
0, . . . , 0,
(m+1)`︷ ︸︸ ︷
`︷ ︸︸ ︷
∆+, 0, . . . , 0,
`︷ ︸︸ ︷
∆, 0, . . . , 0, . . .
`︷ ︸︸ ︷
∆, 0, . . . , 0 . . .
Vogliamo provare che si puo` applicare la procedura dei singoletti alle
prime m` + ` righe di M(u). Applicheremo la procedura attenendoci al
seguente schema:
For j = ` down to 1
For i = 0 to m
M(u)[(m + i)` + j] e` un singoletto:
cancello la riga corrispondente.
Per provare che possiamo seguire questo schema, dobbiamo verificare che
ad ogni passo la colonna M(u)[(m + i)` + j] e` un singoletto. Prima di
descrivere i dettagli della prova, facciamo un esempio.
Esempio 4.1.2. Supponiamo che C abbia insieme di definizione SC e lun-
ghezza n, e che R(n, SC) soddisfi le ipotesi del Teorema 4.1.1, con parametri
fissati m = 2 e ` = 3. In questo caso, vogliamo mostrare che la distanza del
codice C e` almeno m`+ ` = 9 . Sia u in A(R(n, SC)) tale che u[m`+1] = 1.
Applicando la procedura dei singoletti singleton seguendo lo schema descritto
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qui sopra, si ottiene:
0 0 0 0 0 0 ∆+ 0 0 ∆ 0 0 ∆ 0 0 → settimo passo: j = 1, i = 0
∆ 0 0 0 0 0 0 ∆+ 0 0 ∆ 0 0 ∆ 0 → quarto passo: j = 2, i = 0
∆ ∆ 0 0 0 0 0 0 ∆+ 0 0 ∆ 0 0 ∆ → primo passo: j = 3, i = 0
∆ ∆ ∆ 0 0 0 0 0 0 ∆+ 0 0 ∆ 0 0 → ottavo passo: j = 1, i = 1
∆ ∆ ∆ ∆ 0 0 0 0 0 0 ∆+ 0 0 ∆ 0 → quinto passo: j = 2, i = 1
∆ ∆ ∆ ∆ ∆ 0 0 0 0 0 0 ∆+ 0 0 ∆ → secondo passo: j = 3, i = 1
∆ ∆ ∆ ∆ ∆ ∆ 0 0 0 0 0 0 ∆+ 0 0 → nono passo: j = 1, i = 2
∆ ∆ ∆ ∆ ∆ ∆ ∆ 0 0 0 0 0 0 ∆+ 0 → sesto passo: j = 2, i = 2
∆ ∆ ∆ ∆ ∆ ∆ ∆ ∆ 0 0 0 0 0 0 ∆+ → terzo passo: j = 3, i = 2
Consideriamo il passo generico della procedura, per qualche i e j fissati.
In virtu` della circolarita` di M(u), e` chiaro che:
M(u)[i`+ j, (m+ i)`+ j] =
= M(u)[i`+ j − 1, (m+ i)`+ j − 1] = . . .
· · · = M(u)[1,m`+ 1] =
= u[m`+ 1] = ∆+.
Supponiamo che esista s in {1, . . . ,m`+`} tale che M(u)[s, (m+i)`+j] = ∆+.
Abbiamo che
u[(m+ i)`+ j − s+ 1] = ∆+.
Dalle ipotesi sulla struttura di u,
`(m+ i) + j − s = (m+ h)`, h ≥ 0
che implica
s = (i− h)`+ j, h ≥ 0.
Se h = 0, abbiamo s = i`+ j come richiesto. Se h ≥ 1, abbiamo
s = i′`+ j, con i′ < i.
Ma la s-esima riga e` gia` stata cancellata in un qualche passo precedente della
procedura. Possiamo concludere che M(u)[`(m+ i) + j] e` un singoletto.
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Osservazione 4.2.1. Teorema 4.1.1, con ` = 1, da` il BCH bound.
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Osservazione 4.2.2. Sia C un codice ciclico per il quale il Teorema 4.1.1
puo` essere applicato. Allora R(n, SC) conterra` il blocco:
m`︷ ︸︸ ︷
`︷ ︸︸ ︷
0, . . . , 0, . . . ,
`︷ ︸︸ ︷
, 0, . . . , 0,
(m+1)`︷ ︸︸ ︷
`︷ ︸︸ ︷
∆, 0, . . . , 0, . . .
`︷ ︸︸ ︷
,∆, 0, . . . , 0
Supponiamo di avere solo questa informazione su R(n, SC). Sia δN il bound
enunciato nel Teorema 4.1.1, δBCH il BCH bound e δHT il bound di Hartmann-
Tzeng. Assumiamo che gcd(n, `) < ` (per poter applicare il bound di HT).
Abbiamo
δN = m`+ `, δBCH = m`+ 1, δHT =
{
m`+ 1, se ` = 1,
2m+ `, altrimenti.
Ricordiamo che `,m ≥ 1. E` interessante fare un confronto fra questi valori.
Ci sono tre casi che possono essere considerati:
• ` = 1,m ≥ 1. Allora m`+ ` = m`+ 1 da cui
δHT = δN = δBCH .
• ` = 2,m ≥ 1. Abbiamo m`+ ` = 2m+ ` > m`+ 1, da cui
δHT = δN > δBCH .
• ` ≥ 3,m ≥ 1. Abbiamo m`+ ` > 2m+ ` > m`+ 1, da cui
δN > δHT > δBCH .
Facciamo adesso alcuni esempi per i quali il nostro nuovo bound e` tight,
cioe` coincide con la reale distanza.
Esempio 4.2.3. Sia C il codice binario di lunghezza 45 con insieme di
definizione
SC = C0 ∪ C1 ∪ C3 ∪ C7 ∪ C9
dove gli insiemi Ci sono i ciclotomici di 45 su 2:
C0 = {0}
C1 = {1, 2, 4, 8, 16, 32, 19, 38, 31, 17, 34, 23}
C3 = {3, 6, 12, 24}
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C7 = {7, 14, 28, 11, 22, 44, 43, 41, 37, 29, 13, 26}
C9 = {9, 18, 36, 27}.
Allora R(n, SC) ha la forma:
(0, 0, 0, 0, 0,∆, 0, 0, 0, 0,∆, 0, 0, 0, 0, . . . ,∆, 0, 0)
e il Teorema 4.1.1 puo` essere applicato con parametri i0 = 0, ` = 5 e m = 1
assicurandoci che la distanza di C e` almeno 10. Il BCH bound in questo caso
da` 8, come il bound HT e bound di Roos . La reale distanza e` 10.
Esempio 4.2.4. Sia C be il codice ciclico di lunghezza 24 su F5 con insieme
di definizione
SC = {0, 1, 2, 3, 5, 6, 7, 9, 10, 11, 15, 21}
Allora R(n, SC) ha la forma:
(0, 0, 0, 0,∆, 0, 0, 0,∆, 0, 0, 0,∆,∆, . . . )
Applicando il Teorema 4.1.1 con ` = 4, m = 1, i0 = 0, otteniamo che la
distanza di C e` almeno 8. Il BCH bound e il bound HT bound danno 5, il
Roos bound 6, mentre la distanza reale e` 8.
In generale, il nostro bound funziona meglio quando n e q crescono, Come
appare chiaro nelle tavole contenute nell’Appendice A.
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Capitolo 5
Border Bound
Abbiamo visto che i root bound forniscono una stima della distanza di un
codice ciclico, basandosi esclusivamente sulla struttura dell’insieme di defi-
nizione SC . In questo capitolo descriviamo una nuova classe di bound che
sfruttano una maggiore informazione sulla struttura del codice.
5.1 Osservazioni preliminari
Nel Teorema 3.1.8 abbiamo visto come la lunghezza e l’insieme di definizione
di un codice ciclico non bastino a determinare univocamente la distanza.
Definizione 5.1.1. Sia C un codice (n, k) su Fqm. Il sottocodice di C formato
dalle parole che hanno tutti i coefficienti in Fq si dice il subfield subcode
di C su Fq.
Lemma 5.1.2 (Subfield Subcode Lemma). Sia C un codice lineare su
Fqm di distanza d e sia C
′ il suo subfield subcode su Fq . Sia d
′ la distanza
di C ′. Se C e C ′ hanno la stessa dimensione su Fqm e Fq rispettivamente,
allora d = d′.
Dimostrazione. Per una dimostrazione completa si veda [21]. Riportiamo di
seguito solo una traccia .
Dal fatto che C ′ ⊂ C segue che d′ ≥ d.
Sia k la dimensione di C e di C ′ rispettivamente su Fqm e su Fq. Un insie-
me di vettori linearmente indipendenti su Fq e` anche un insieme di vettori
linearmente indipendenti su Fqm . Poiche` C e C
′ hanno la stessa dimensione,
un insieme di generatori lineari per il codice C ′ genera anche C. Fissiamo
quindi una matrice generatrice G sia per C che per C ′ con coefficienti in Fq.
Definita la funzione traccia Tr : Fqm → Fq
Tr(x) = x+ xq + . . .+ xq
n−1
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si osserva che dato b in C, il vettore
b′ = Tr(b) = Tr(a)G
appartiene a C ′. Vale la proprieta`
w(b′) ≤ w(b),
da cui segue che d ≥ d′.
Corollario 5.1.3. Se il polinomio generatore g(x) di un codice ciclico su Fqm
ha tutti i coefficienti in Fq, allora il sottocodice su Fq ha la stessa distanza
del codice di partenza.
Dimostrazione. Se i coefficienti di g(x) hanno tutti i coefficienti in Fq, allora
g(x) genera un codice ciclico sul campo Fq. Questo codice e` contenuto nel
codice di partenza, e ha la stessa dimensione. La tesi segue dal Subfield
Subcode Lemma.
Corollario 5.1.4. La distanza di un codice ciclico e` completamente deter-
minata dalla caratteristica del campo sul quale e` definito e dal polinomio
generatore.
Dimostrazione. Siano C1 e C2 due codici ciclici (n, k) definiti su F1 e F2,
campi con la medesima caratteristica. Siano d1 la distanza di C1 e d2 la
distanza di C2 . Supponiamo di avere un polinomio g a coefficienti in un
sottocampo comune di F1 e F2 che genera C1 e C2. Sia F la chiusura algebrica
di F1 e F2, allora g genera un codice C su F che ha la stessa dimensione di
C1 e C2. Dal Lemma 5.1.2 segue che C ha distanza d = d1 = d2.
Il risultato appena riportato ci dice che la distanza di un codice ciclico non
cambia se consideriamo un codice con il medesimo polinomio generatore (e
quindi con lo stesso insieme di definizione) definito su un campo con la stessa
caratteristica. In altre parole, la distanza di un codice ciclico e` univocamente
determinata dall’insieme di definizione e dalla caratteristica del campo sul
quale il codice e` definito. Nei prossimi paragrafi riportiamo dei risultati che
nella nostra classificazione prendono il nome di border bound. Il motivo di
questa denominazione sara` chiaro in seguito, quando avremo dimostrato che
questi risultati sono formalizzazioni diverse del medesimo metodo.
Dato un codice ciclico C, consideriamo l’insieme A˜(C) (Definizione 3.3.2).
Abbiamo gia` osservato che
Osservazione 5.1.5. Esiste una corrispondenza biunivoca tra i sottocodici
non nulli di C e gli elementi di A˜(C).
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Dimostrazione. Sia F il campo sul quale C e` definito. L’Osservazione 2.5.5
ci dice che date due parole di bordo c1 e c2 di uno stesso sottocodice C
′ ⊂ C,
DFT(c1)[i] = 0 ⇔ DFT(c2)[i] = 0
che equivale (ricordando la Definizione 3.2.5):
ψF(DFT(c1))[i] = 0 ⇔ ψF(DFT(c2))[i] = 0.
Quindi componendo la trasformata discreta di Fourier e la mappa ψF pos-
siamo associare a C ′ un unico elemento di A˜(C). D’altra parte, per come e`
definito A˜(C), dato v in A˜(C) questo e` v = ψF(DFT(c)) per qualche 0 6= c
in C, e questa c appartiene a un qualche sottocodice non nullo di C.
Se C e` un (n, k) codice ciclico su F, ad ogni sottocodice C ′ ⊂ C associamo
il vettore v(C ′) in A˜(C) tale che v(C ′) = ψF(DFT(c)) per ogni c parola di
bordo per C ′.
Definizione 5.1.6. Dato C un (n, k) codice ciclico, definiamo la quantita`
δB(C) = min{prk(M(v(C
′))) | C ′ e` un sottocodice di C, C ′ 6= {0}}
Teorema 5.1.7. δB e` un bound, cioe`
d(C) ≥ δB(C), ∀ C ∈ C.
Dimostrazione. In virtu` del Teorema 2.5.4, e` sufficiente dimostrare
min{prk(M(v(C ′))) | C ′ ⊂ C, C ′ 6= {0}} ≤
min{rk(M(DFT(c))) | c ∈ C, c 6= 0}.
D’altra parte, per ogni parola c in C, c 6= 0, esiste un sottocodice non nullo
C ′ ⊂ C tale che c e` una parola di bordo per C ′. Ne segue che
DFT(c)[i] = 0 se i ∈ SC
DFT(c)[i] 6= 0 se i /∈ SC
da cui segue che prk(M(v(C ′))) ≤ rk(M(DFT(c))).
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5.2 Van Lint-Wilson
La teoria di seguito riportata si riferisce al lavoro di Van Lint e Wilson
descritta in [22].
Definizione 5.2.1. Sia S un sottoinsieme di un campo F. Definiamo indut-
tivamente una famiglia di sottoinsiemi di F, che chiamiamo indipendenti
rispetto a S, come segue.
1. ∅ e` indipendente rispetto a S.
2. Se A e` indipendente rispetto a S, A ⊂ S, b /∈ S, allora A ∪ {b} e`
indipendete rispetto a S.
3. Se A e` indipendente rispetto a S e c in F, c 6= 0, allora cA e` indipen-
dente rispetto a S.
Osservazione 5.2.2. Sia A un insieme indipendente rispetto a S di cardi-
nalita` ` ≥ 1. Allora esiste A˜ = A′ ∪ {b} con le seguenti proprieta`:
• |A˜| = `,
• A′ ⊂ S,
• b /∈ S.
Dimostrazione. Se A = A′ ∪ {b}, con A′ ⊂ S e b /∈ S allora non c’e` nulla da
dimostrare. Altrimenti, dalla definizione di insieme indipendente deve essere
A = cA˜, per qualche c 6= 0 e A˜ come richiesto.
Teorema 5.2.3. Sia f(x) un polinomio a coefficienti in F e sia
S = {a ∈ F | f(a) = 0}.
Allora
w(c) ≥ |A|
per ogni insieme A indipendente rispetto a S.
Dimostrazione. Si veda [22]
Dato C un codice ciclico (n, k) su Fq con insieme di definizione SC , de-
notiamo con IC la cardinalita` massima di un insieme indipendente rispetto
all’insieme:
S = {αi | i ∈ SC}.
Dove α e` la radice n−sima primitiva dell’unita` rispetto alla quale e` espresso
SC .
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Definizione 5.2.4 (Van Lint-Wilson bound). Dato C un codice ciclico
(n, k) su Fq di distanza d, sia:
δV W = min{IC′ | C
′ e` un sottocodice di C,C ′ 6= {0}}.
Corollario 5.2.5. δV W e` un bound, cioe`
d(C) ≥ δV W (C), ∀ C ∈ C.
Teorema 5.2.6.
δV W = δB.
Dimostrazione. In questa dimostrazione, per alleggerire le notazioni, le com-
ponenti di un vettore di lunghezza n vengono indicizzate da 0 a n−1. Dato C
un codice ciclico (n, k) su Fq, e` sufficiente dimostrare che per ogni sottocodice
C ′ ⊂ C tale che C ′ 6= {0},
prk(M(v(C ′))) = IC′ .
Per fare questo dimostreremo che le seguenti affermazioni sono equivalenti:
1. Esiste un insieme non vuoto di ` righe di M(v(C ′)) per cui la procedura
dei singoletti ha successo.
2. Esiste un insieme non vuoto A, |A| = `, indipendente rispetto a
S = {αi | i ∈ SC′}.
Sia A un insieme indipendente rispetto a S, con |A| = `. In virtu` dell’Os-
servazione 5.2.2 possiamo supporre che A = A′ ∪ {b}, con A′ ⊂ S e b /∈ S.
Sia α la radice n−sima primitiva dell’unita` rispetto alla quale e` espresso
SC . Indichiamo con rj la j−esima riga di M(v(C
′)). Si osservi che vale la
relazione
rj[1] =
{
0 se j ∈ SC′
∆+ se j /∈ SC′
.
Dimostriamo che la procedura dei singoletti ha successo per l’insieme di righe
{rh1 , . . . rh`} se e solo se {α
h1 , . . . , αh`} e` un insieme indipendente rispetto a
S. Per induzione su `.
` = 1.
Se {0} 6= C ′ ⊂ C, allora esiste 0 ≤ i ≤ n − 1 tale che i /∈ SC′ e α
i /∈ S.
Allora la procedura dei singoletti ha successo per la riga ri 6= 0, e {α
i} e`
insipendente rispetto a S.
`⇒ `+ 1.
Se {0} 6= C ′ ⊂ C, allora esiste 0 ≤ i ≤ n − 1 tale che i /∈ SC′ e α
i /∈ S.
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Se esiste Aˆ = A′ ∪ {b} indipendente rispetto a S, con |A′| = ` e A′ ⊂ S,
allora anche l’insieme A = A′ ∪ {αi} e` indipendetnte rispetto a S. Se A′ =
{αh1 , . . . , αh`}, per ipotesi induttiva la procedura dei singoletti ha successo
per l’insieme di righe {rh1 , . . . rh`}. Inoltre
A′ ⊂ S ⇒ {h1, . . . , h`} ⊂ SC′ ⇒ rhj [1] = 0, j = 1, . . . , `.

rh1
rh2
...
rh`

 =


0 . . .
0 . . .
...
0 . . .

 .
Dal fatto che i /∈ SC′ , segue che ri[1] = ∆
+, per cui il primo passo della
procedura dei singoletti puo` essere fatto cancellando la prima dell’insieme di
righe {ri, rh1 , . . . rh`}: 

ri
rh1
rh2
...
rh`

 =


∆+ . . .
0 . . .
0 . . .
...
0 . . .

 .
Da cui segue che la procedura dei singoletti ha successo per l’insieme di righe
{ri, rh1 , . . . rh`}. Questo dimostra che se esiste un insieme A di cardinalita`
`+ 1 indiependente rispetto a S, allora esistono `+ 1 righe di M(v(C ′)) per
cui la procedura ha successo.
D’altra parte, sia {rh1 , . . . rh(`+1)} un insieme di righe per cui la procedura
dei singoletti ha successo. Al primo passo viene cancellata una riga per cui
vale rhi [j] = ∆
+ e rhs [j] = 0 per s 6= i. A meno di effettuare j operazioni
di shift delle righe, possiamo supporre che j = 1, per cui hi /∈ SC′ , e hs in
SC′ per s 6= i. Chiamato A = {α
h1 , . . . , αh(`+1)}, si ha per ipotesi induttiva
che A \ {αh−i} e` indipendente rispetto a S, e quindi anche A e` indipendente
rispetto a S, essendo αhi /∈ S.
5.3 Schaub
In questa sezione riportiamo un bound dovuto a Schaub e Massey [21]. Defi-
niremo questo bound come il risultato fornito da un algoritmo che riportiamo
di seguito, che chiamiamo algoritmo di Schaub.
Al fine di descrivere l’algoritmo di Schaub in modo chiaro, lo vediamo
come composizione di tre algoritmi annidati che chiameremo “l’algoritmo
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principale di Schaub ”, “l’alogritmo di Schaub rank-bounding ” e “la pro-
cedura di Schaub independence-check”. Usiamo il termine “procedura” per
evidenziare il fatto che quest’ultimo algoritmo e` il piu` interno e quindi le sue
azioni sono indipendenti dall’output degli altri due.
La descrizione formale dell’algoritmo principale e` immediata.
l’algoritmo principale di Schaub
Input
C codice ciclico.
Ciclo
Per ogni sottocodice proprio C ′, chiamiamo l’algoritmo di Schaub rank-
bounding, che restituisce il valore d(C ′).
Output
δ(C), il minimo dell’insieme {d(C ′)}.
Diamo adesso una descrizione formale per l’algoritmo di Schaub rank-
bounding.
l’algoritmo di Schaub rank-bounding
Input
Un codice ciclico C ′ di lunghezza n. Consideriamo v(C ′) come descritto nelle
sezioni precedenti.
Primo passo
Inizializziamo una lista S di righe con la prima riga di M(v(C ′)).
Ciclo
Chiamiamo la procedura independence-check di Schaub con input S.
• Se l’output e` vero, allora le righe di S sono linearmente indipendenti,
• altrimenti cancelliamo l’ultima riga di S.
Se ci sono altre righe, aggiungiamo una riga a S e facciamo un altro ciclo.
Altrimenti diamo come output il numero di righe di S.
E` evidente dalla descrizione dell’algoritmo di Schaub rank-bounding che
l’efficacia di questo algoritmo dipende dalla procedura usata per independen-
ce-check.
Siamo finalmente pronti per una descrizione formale della procedura Scha-
ub independence-check.
La procedura di Schaub independence-check
Input
Una lista ordinata S di h vettori riga n-dimensionali , con coefficienti in U ,
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cioe` S = {s1, . . . , sh}. Sappiamo gia` che tutti i vettori eccetto l’ultimo sono
linearmente indipendenti. Prendiamo h− 1 incognite in U : {c1, . . . ch}.
Ciclo
Per ogni colonna i, abbiamo sh[i] =
∑h−1
j=1 cj ·sj[i]. Utilizzando l’informazione
ottenuta dalle precedenti colonne {1, . . . , i−1} e la relazione sopra, ricaviamo
i valori di cj in U .
• Se troviamo qualche contraddizione nel determinare un qualche cj, al-
lora siamo sicuri che le righe sono linearmente indipendenti e quindi
l’output sara` vero,
• Altrimenti passiamo alla colonna successiva; se siamo arrivati all’ ulti-
ma colonna, l’output sara` false, perche` non abbiamo trovato contrad-
dizioni.
La procedura di Schaub independence-check cos`ı descritta riulta poco
chiara dal punto di vista dell’implementazione. Vedremo a breve come que-
sta, in realta`, sia equivalente alla procedura dei singoletti. Diamo prima la
seguente
Definizione 5.3.1 (Schaub Bound). Dato C un (n, k) codice ciclico, de-
finiamo δS(C) come l’output dell’algoritmo di Schaub applicato al codice C.
Teorema 5.3.2. Il bound di Schaub δS e` un bound, cioe`
δS(C) ≤ d(C), ∀ C ∈ C.
Dimostrazione. Si veda [21].
Teorema 5.3.3. Sia S una matrice h × n con coefficienti in un qualche
campo e sia 2 ≤ h ≤ n. L’output su S della procedura dei singoletti ha lo
stesso output su S della procedura di Schaub independence-check.
Per buona parte di questa sezione ci occuperemo della domostrazione di
questo teorema. Per fare cio` abbiamo bisogno di alcune definizioni e lemmi.
Al posto di “procedura Schaub independence-check ” scriveremo “ procedura
di Schaub”.
Definizione 5.3.4. Sia S uan matrice h× n con coefficienti in un campo e
sia 2 ≤ h ≤ n. Denotiamo con :
• MS, la seguente proposizione {possiamo provare che le righe di S so-
no un insieme linearmente indipendente applicando la procedura di
Schaub},
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• QS, la seguente proposizione {possiamo provare che le righe di S sono
linearmente indipendenti applicando la procedura dei singoletti}.
Alla base della dimostrazione del teorema 5.3.3 e` il seguente lemma.
Lemma 5.3.5. Sia S una matrice h × n con coefficienti in un campo e sia
2 ≤ h ≤ n. Allora MS implica che c’e` almeno un singoletto in S.
Dimostrazione. Procediamo per assurdo.
Sia S formata da h righe {s1, . . . , sh}, dove sj = (sj[1], . . . , sj[n]). Assu-
miamo che non ci siano singoletti e mostriamo che allora MS non puo` essere
verificata, cioe` dobbiamo fornire (h−1) elementi {c1, . . . , ch−1} in {∆,∆
+, 0},
tali che l’ultima riga di S puo` essere una combinazione lineare delle altre con
coefficienti {ci}. Abbiamo enfatizzato la parola “puo`” perche´ non dobbiamo
mostrare che l’ultima riga e` veramente una tale combinazione, ma piuttosto
che
dal fatto che l’ultima riga e` una certa combinazione lineare delle altre, non
segue nessun assurdo.
Prendiamo come insieme dei coefficienti {∆+, . . . ,∆+}, cioe` ci = ∆
+, per
1 ≤ i ≤ h− 1, e proviamo che non possiamo arrivare ad una contraddizione.
Sia j (1 ≤ j ≤ n), l’indice per le colonne della matrice. Abbiamo
sh[j] =
h−1∑
i=1
cisi[j].
Se si[j] = 0 non da nessun contributo alla somma, lo cancelliamo ottenendo
sh[j] =
∑
i∈Ej
cisi[j] =
∑
i∈Ej
∆+∆+, dove in Ej abbiamo raggruppato gli
indici si[j] 6= 0. Ci sono solo tre possibili casi:
1. Se Ej e` l’insieme vuoto, allora
∑
i∈Ej
∆+∆+ = 0,
2. Se |Ej| = 1, allora
∑
i∈Ej
∆+∆+ = ∆+,
3. Se |Ej| ≥ 1, allora
∑
i∈Ej
∆+∆+ = ∆.
Caso 1 Caso 2 Caso 3
0 0 0
0 ∆+ ∆+
· 0 ·
· · ∆+
· · 0
· · ·
0 0 0
Riga h ∆+ 0 ∆
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Nel primo caso si ha una contraddizione solo se sh[j] = ∆
+, ma questo non
puo` succedere perche` per ipotesi non ci sono singoletti.
Nel secondo caso c’e` contraddizione se e solo se sh[j] = 0. Tuttavia anche in
questo caso la j-esima colonna sarebbe un singoletto.
Il terzo caso implica sh[j] = ∆, che e` vero per ogni valore di sh[j].
Lemma 5.3.6. . Sia S una matrice h×n con coefficienti in un campo e sia
2 ≤ h ≤ n. Sia T la matrice S ottenuta eliminando una riga corrispondente
a un singoletto. Allora
MS ⇔MT .
Dimostrazione. Supponiamo che S sia formata da h righe {s1, . . . , sh}, dove
sj = (sj[1], . . . , sj[n]). Tramite permutazione di righe e colonne, se necessa-
rio, possiamo assumere che il singoletto sia nella prima colonna e che la sua
corrispondente riga sia la prima riga s1. Allora T sara` formata da (h − 1)
righe {t2, . . . , th}, con ti = (ti[2], . . . , ti[n]), dove chiaramente ti[l] = si[l] per
2 ≤ i ≤ h e 2 ≤ l ≤ n. Cioe`:
S


∆+ ∆ · · · ∆
0
· T
0


Sia ¬ il simbolo standard logico di negazione. Allora un enunciato equivalente
del lemma e` che
(5.1) ¬MT ⇔ ¬MS ,
• ¬MT significa che ci sono (h−2) elementi {c
T
2 , . . . , c
T
h−1} in {∆,∆
+, 0},
tali che l’ultima riga in T puo` essere una combinazione lineare delle altre
th =
h−1∑
i=2
cTi ti ,
• ¬MS significa che ci sono (h−1) elementi {c
S
1 , . . . , c
S
h−1} in {∆,∆
+, 0},
tali che l’ultima riga in S puo` essere una combinazione lineare delle altre
sh =
h−1∑
j=1
cSj sj ,
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Proviamo entrambe le implicazioni di (5.1).
¬MT ⇒ ¬MS
Costruiamo {cSj } come c
S
j = c
T
j , per j ≥ 2, e c
S
1 = 0.
¬MS ⇒ ¬MT
Da sh =
∑h−1
j=1 c
S
j sj segue in particolare che sh[1] =
∑h−1
j=1 c
S
j sj[1], tuttavia
sj[1] = 0 per ogni sj eccetto s1[1] = ∆
+, per cui
0 = sh[1] = c
S
1 s1[1] +
h−1∑
j=2
cSj · 0 = c
S
1 s1(1) = c
S
1 ·∆
+ ,
quindi cS1 = 0. In altre parole, l’ultima riga di S e` una combinazione solo
delle ultime (h−2) righe, che sono essenzialmete le righe di T (piu` uno zero).
Formalmente, costruiamo {cTi } come c
T
i = c
S
i , per i ≥ 2.
Grazie al lemma 5.3.5 ed al lemma 5.3.6, dimostriamo adesso il Teorema
5.3.3. Notiamo che l’enunciato del teorema 5.3.3 puo` essere riscritto come
QS ⇔MS .
Dimostrazione. QS ⇒MS
Questo e` ovvio.
MS ⇒ QS
Per induzione su n. Per n = 1 e` ovvio. Supponiamo allora che n ≥ 2. Grazie
al lemma 5.3.5, sappiamo che c’e` un singoletto, diciamo in posizione i-esima.
Eliminiamo la corrispondente riga.
Chiamiamo T la matrice cosi ottenuta. In questo modo abbiamo descritto
un passo della procedura dei singoletti, cosicche`
QT ⇔ QS .
Per ipotesi induttiva, abbiamo MT ⇒ QT , quindi
MT ⇒ QS .
Adesso resta da mostrare che MS implica MT , ma questo e` assicurato dal
lemma 5.3.6.
Abbbiamo quindi dimostrato che la procedura di Schaub per stabilire
la lineare indipendenza di un insieme di righe di (U)n e` equivalente alla
procedura dei singoletti. Tuttavia, non possiamo, come nel caso del bound
di Van Lint-Wilson, stabilire un’equivalenza formale tra il bound di Schaub
e il bound δB. Questo e` dovuto al fatto che l’algoritmo di Schaub rank-
bounding non cerca fra tutti i possibili sottoinsiemi di righe di M(v(C ′)).
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Tuttavia, nella pratica, utilizzare una ricerca fra tutti i possibili sottoinsiemi
di righe finisce per richiedere un costo computazionale molto alto. In qualche
misura, l’algoritmo di Schaub cos`ı come descritto, rappresenta dal punto di
vista pratico una versione semplificata ma piu` efficiente dei bound δB e δV W .
Appendice A
Risultati numerici
In questo capitolo sono riportati alcuni dei risultati numerici che l’autore ha
raccolto durante la preparazione di questa tesi. Tali dati sono stati ottenuti
usando il software MAGMA [14].
La teoria dei codici correttori nasce da esigenze pratiche, e in questo con-
testo abbiamo ritenuto necessario che si fornissero dati concreti a supporto
dei concetti che si sono espressi nei capitoli precedenti. D’altro lato, co-
me spesso avviene, e` proprio l’analisi di risultati numerici che ha suggerito
l’introduzione e l’utilizzo dei concetti teorici. Possiamo quindi affermare i
risultati dei calcoli rappresentano il punto di partenza e quello di arrivo di
questa tesi.
Nelle tavole che seguono, si e` denotato con “δN” il bound oggetto del
capitolo 4.
I valori nelle tabelle A.1, A.3 e A.5 rappresentano il numero di codici
per i quali ogni bound non e` tight. I valori nelle tabelle A.2, A.4 e A.6
rappresentano quante volte il bound “δN“ e` migliore del BCH bound, il bound
di HT e il boundi di Roos, e viceversa.
La quantita` Ncodes indica il numero totale di codici ciclici di una data
lunghezza sul relativo campo.
60 Risultati numerici
n Ncodes δBCH δHT δRoos δN
15 32 2 0 0 2
17 8 3 1 1 2
19 4 0 0 0 0
21 64 12 10 8 12
23 8 4 4 4 4
25 8 0 0 0 0
27 16 0 0 0 0
29 4 0 0 0 0
31 128 82 80 71 82
33 32 11 9 9 11
35 64 24 22 16 24
37 4 0 0 0 0
39 32 14 12 12 14
41 8 4 4 4 4
43 16 10 10 8 10
45 256 69 36 26 68
47 8 4 4 4 4
49 4 0 0 0 0
51 256 166 159 148 162
53 4 0 0 0 0
55 32 16 12 12 16
57 32 12 10 10 12
59 4 0 0 0 0
61 4 0 0 0 0
63 8192 5954 5615 4990 5859
Tabella A.1: Tightness dei bounds su Z2, 15 ≤ n ≤ 63
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n Ncodes δN > δBCH δN > δHT δHT > δN δN > δRoos δRoos > δN
15 32 0 0 2 0 2
17 8 0 0 3 0 3
19 4 0 0 0 0 0
21 64 2 0 2 0 6
23 8 0 0 0 0 0
25 8 0 0 0 0 0
27 16 0 0 0 0 0
29 4 0 0 0 0 0
31 128 8 6 42 3 51
33 32 2 0 8 0 8
35 64 0 0 2 0 16
37 4 0 0 0 0 0
39 32 0 0 4 0 6
41 8 0 0 4 0 4
43 16 2 0 10 0 10
45 256 1 1 40 1 47
47 8 0 0 2 0 2
49 32 0 0 0 0 0
51 256 15 6 71 5 103
53 4 0 0 0 0 0
55 32 2 2 8 0 12
57 32 0 0 8 0 8
59 4 0 0 0 0 0
61 4 0 0 0 0 0
63 8192 487 155 2675 80 4423
Tabella A.2: Confronto fra bounds su Z2, 15 ≤ n ≤ 63
62 Risultati numerici
n Ncodes δBCH δHT δRoos δN
8 32 2 0 0 2
10 16 0 0 0 0
11 8 4 4 4 4
13 32 13 13 12 13
14 16 0 0 0 0
16 128 16 10 10 16
17 4 0 0 0 0
19 4 0 0 0 0
20 128 38 26 24 32
22 64 40 40 40 36
23 8 4 4 4 4
25 8 0 0 0 0
26 1024 703 703 624 675
28 128 34 22 22 32
29 4 0 0 0 0
31 4 0 0 0 0
32 512 102 48 42 98
34 16 0 0 0 0
35 32 16 14 8 16
37 8 4 4 4 4
38 16 0 0 0 0
40 8192 5022 4556 4182 4790
41 64 55 55 53 55
43 4 0 0 0 0
44 512 304 296 294 290
46 64 40 40 40 40
47 8 4 4 4 4
49 8 0 0 0 0
50 64 0 0 0 0
52 32768 25611 25053 23202 25047
Tabella A.3: Tightness dei bounds su Z3, 8 ≤ n ≤ 52
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n Ncodes δN > δBCH δN > δHT δHT > δN δN> δRoos δRoos >δN
8 32 2 0 2 0 2
10 16 0 0 0 0 0
11 8 0 0 0 0 2
13 32 1 0 0 0 2
14 16 0 0 0 0 0
16 128 0 0 6 0 8
17 4 0 0 0 0 0
19 4 0 0 0 0 0
20 128 8 6 12 6 16
22 64 18 16 0 10 10
23 8 0 0 0 0 0
25 8 0 0 0 0 0
26 1024 99 72 166 28 329
28 128 12 4 12 2 20
29 4 0 0 0 0 0
31 4 0 0 0 0 0
32 512 4 0 56 0 62
34 16 0 0 0 0 0
35 32 0 0 2 0 14
37 8 0 0 2 0 2
38 16 0 0 0 0 0
40 8192 720 470 1224 212 2612
41 64 9 2 30 1 33
43 4 0 0 0 0 0
44 512 64 56 8 26 116
46 64 0 0 8 0 8
47 8 0 0 2 0 2
49 8 0 0 0 0 0
50 64 0 0 0 0 0
52 32768 2745 1636 7392 550 14003
Tabella A.4: Confronto fra bounds su Z3, 8 ≤ n ≤ 52
64 Risultati numerici
n Ncodes δBCH δHT δRoos δN
8 64 4 0 0 4
9 8 0 0 0 0
11 8 4 4 4 4
12 256 52 36 28 36
13 16 9 7 7 8
14 16 0 0 0 0
16 256 16 4 4 16
17 4 0 0 0 0
18 64 0 0 0 0
19 8 4 4 4 4
21 32 12 10 8 12
22 64 40 40 40 36
23 4 0 0 0 0
24 16384 9120 8132 6792 8504
26 256 175 165 156 164
27 16 0 0 0 0
28 256 48 32 16 48
29 8 4 4 4 4
31 2048 1979 1969 1938 1977
32 1024 52 16 4 52
33 64 42 40 40 42
34 16 0 0 0 0
36 4096 1788 1160 712 1212
37 4 0 0 0 0
38 64 40 40 40 40
39 2048 1804 1779 1741 1788
41 8 4 4 4 4
42 1024 520 404 394 494
43 4 0 0 0 0
44 4096 2612 2532 2512 2508
Tabella A.5: Tightness dei bounds su Z5, 8 ≤ n ≤ 44
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n Ncodes δN > δBCH δN > δHTδHT > δN δN> δRoos δRoos > δN
8 64 0 0 4 0 4
9 8 0 0 0 0 0
11 8 0 0 0 0 2
12 256 16 8 8 8 16
13 16 3 1 2 0 2
14 16 0 0 0 0 0
16 256 0 0 12 0 16
17 4 0 0 0 0 0
18 64 0 0 0 0 0
19 8 0 0 0 0 0
21 32 3 2 3 0 6
22 64 18 16 0 10 10
23 4 0 0 0 0 0
24 16384 1320 824 1808 464 4528
26 256 59 20 76 10 101
27 16 0 0 0 0 0
28 256 0 0 32 0 32
29 8 2 0 2 0 2
31 2048 169 61 696 16 1163
32 1024 0 0 48 0 52
33 64 4 4 6 4 18
34 16 0 0 0 0 0
36 4096 576 176 288 168 748
37 4 0 0 0 0 0
38 64 0 0 0 0 0
39 2048 162 66 639 34 1031
41 8 0 0 4 0 4
42 1024 105 31 212 12 388
43 4 0 0 0 0 0
44 4096 342 292 396 158 1212
Tabella A.6: Confronto fra bound su Z5, 8 ≤ n ≤ 44
66 Risultati numerici
Nelle tabelle che seguono, vengono riportati i dati relativi a un’imple-
mentazione dei bound che tiene conto della naturale equivalenza fra codici
descritta in [13], pagg 234 − 235. La notazione e` la stessa delle tavole pre-
cedenti, ma in questo caso, ciascun bound e` calcolato prendendo il valore
massimo ottenuto su una classe di codici equivalenti.
n Ncodes δBCH δHT δRoos δN
15 32 2 0 0 2
17 8 2 0 0 2
19 4 0 0 0 0
21 64 12 10 8 12
23 8 4 4 4 4
25 8 0 0 0 0
27 16 0 0 0 0
29 4 0 0 0 0
31 128 34 31 31 34
33 32 8 6 6 8
35 64 24 22 16 24
37 4 0 0 0 0
39 32 14 12 12 14
41 8 4 4 4 4
43 16 6 6 3 6
45 256 69 34 26 67
47 8 4 4 4 4
49 4 0 0 0 0
51 256 122 106 106 114
53 4 0 0 0 0
55 32 16 12 12 16
57 32 10 8 8 10
59 4 0 0 0 0
61 4 0 0 0 0
63 30721 1021 932 808 952
Tabella A.7: Tightness dei bounds su Z2, 15 ≤ n ≤ 63
1Per motivi di tempo non sono stati calcolati i valori per tutti gli 8192 codici binari
di lunghezza 63.
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n Ncodes δN > δBCH δN > δHT δHT > δN δN > δRoos δRoos > δN
15 32 0 0 2 0 2
17 8 0 0 2 0 2
19 4 0 0 0 0 0
21 64 2 0 2 0 6
23 8 0 0 0 0 0
25 8 0 0 0 0 0
27 16 0 0 0 0 0
29 4 0 0 0 0 0
31 128 4 4 18 0 18
33 32 2 0 6 0 6
35 64 0 0 2 0 16
37 4 0 0 0 0 0
39 32 0 0 4 0 6
41 8 0 0 4 0 4
43 16 0 0 6 0 6
45 256 2 2 40 2 47
47 8 0 0 2 0 2
49 32 0 0 0 0 0
51 256 16 8 34 8 48
53 4 0 0 0 0 0
55 32 4 4 8 0 12
57 32 0 0 6 0 10
59 4 0 0 0 0 0
61 4 0 0 0 0 0
63 3072 144 72 182 63 609
Tabella A.8: Confronto fra bounds su Z2, 15 ≤ n ≤ 63
68 Risultati numerici
n Ncodes δBCH δHT δRoos δN
8 32 2 0 0 2
10 16 0 0 0 0
11 8 4 4 4 4
13 32 6 6 4 6
14 16 0 0 0 0
16 128 16 10 10 16
17 4 0 0 0 0
19 4 0 0 0 0
20 128 38 26 24 28
22 64 40 40 32 28
23 8 4 4 4 4
25 8 0 0 0 0
26 1024 512 512 430 448
28 128 18 8 8 18
29 4 0 0 0 0
31 4 0 0 0 0
32 512 102 48 42 98
34 16 0 0 0 0
35 32 16 14 8 16
37 8 4 4 4 4
Tabella A.9: Tightness dei bounds su Z3, 8 ≤ n ≤ 37
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n Ncodes δN > δBCH δN > δHT δHT > δN δN> δRoos δRoos >δN
8 32 2 0 2 0 2
10 16 0 0 0 0 0
11 8 0 0 0 0 2
13 32 0 0 0 0 2
14 16 0 0 0 0 0
16 128 0 0 6 0 8
17 4 0 0 0 0 0
19 4 0 0 0 0 0
20 128 14 12 12 12 16
22 64 28 26 0 20 8
23 8 0 0 0 0 0
25 8 0 0 0 0 0
26 1024 96 92 50 40 176
28 128 4 2 10 0 16
29 4 0 0 0 0 0
31 4 0 0 0 0 0
32 512 4 0 56 0 62
34 16 0 0 0 0 0
35 32 0 0 2 0 14
37 8 0 0 4 0 4
Tabella A.10: Confronto fra bounds su Z3, 8 ≤ n ≤ 37
70 Risultati numerici
n Ncodes δBCH δHT δRoos δN
8 64 4 0 0 4
9 8 0 0 0 0
11 8 4 4 4 4
12 256 52 36 28 28
13 16 3 0 0 3
14 16 0 0 0 0
16 256 16 4 4 16
17 4 0 0 0 0
18 64 0 0 0 0
19 8 4 4 4 4
21 32 10 8 6 10
22 64 40 40 40 32
23 4 0 0 0 0
24 16384 6852 5940 4208 6044
26 256 105 90 90 93
27 16 0 0 0 0
28 256 48 32 16 48
29 8 4 4 4 4
31 2048 1829 1814 1749 1817
32 1024 52 16 4 52
33 64 42 40 40 42
34 16 0 0 0 0
36 4096 1788 1160 712 1012
37 4 0 0 0 0
38 64 40 40 40 40
Tabella A.11: Tightness dei bounds su Z5, 8 ≤ n ≤ 38
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n Ncodes δN > δBCH δN > δHTδHT > δN δN> δRoos δRoos > δN
8 64 0 0 4 0 4
9 8 0 0 0 0 0
11 8 0 0 0 0 2
12 256 24 16 8 16 16
13 16 0 0 3 0 3
14 16 0 0 0 0 0
16 256 0 0 12 0 16
17 4 0 0 0 0 0
18 64 0 0 0 0 0
19 8 0 0 0 0 0
21 32 2 2 2 0 4
22 64 28 26 0 20 8
23 4 0 0 0 0 0
24 16384 1156 896 1036 608 3660
26 256 30 18 57 12 81
27 16 0 0 0 0 0
28 256 0 0 32 0 32
29 8 4 0 0 0 2
31 2048 94 84 140 0 525
32 1024 0 0 48 0 52
33 64 4 4 6 4 18
34 16 0 0 0 0 0
36 4096 776 344 256 328 692
37 4 0 0 0 0 0
38 64 0 0 0 0 0
Tabella A.12: Confronto fra bound su Z5, 8 ≤ n ≤ 38
72 Risultati numerici
Riportiamo di seguito le semplici procedure che sono state implementate per calcolare
i vari bound, attraverso le quali sono stati ottenuti i risultati sopra descritti.
/*This function calculates the BCH bound
for the distance of a cyclic code*/
/* M is the defining set of the code */
function bch(M)
conta:= 0;
bound:= 0;
z:= #M;
for i in [1..z] do
if (M[i] eq 0 ) then
conta := conta+1;
if ((bound-1 lt conta) and (bound lt z)) then
bound := conta+1;
end if;
else conta := 0;
end if;
end for;
if not(conta eq 0) then
for i in [1..bound] do
if (M[i] eq 0 ) then
conta := conta+1;
if ((bound-1 lt conta) and (bound lt z)) then
bound := conta+1;
end if;
else conta := 0;
end if;
end for;
end if;
return bound;
end function;
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/*This function calculates the Hartmann-Tzeng
lower bound on the distance of a cyclic code */
/*’bound’ is the bch bound on M. M is the def. set of the code.*/
function HT(M,bound);
n:= #M;
w:=0;
for i in [1..n] do
if M[i] eq 1 then
w:= w+1;
end if;
end for;
HTX := bound;
for delta in [2..bound-1] do;
for i in [1..n] do
for r in [delta..n-1] do
for s in [2..w-delta+1] do
trovato := true;
j:= 0;
while (j in [0..delta-1]) and trovato do
for k in [0..s-1] do
if M[((i+k*r+j) mod n) +1] eq 1 then
trovato:= false;
end if;
end for;
j:= j+1;
end while;
if (trovato eq true) and (GCD(r,n) lt delta) and
(HTX lt delta +s) then
deltax:=delta;
HTX := delta+s;
end if;
end for;
end for;
end for;
end for;
return HTX;
end function;
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/*This function calculates the Roos
lower bound on the distance of a cyclic code */
function Roos(M,bound);
n:= #M;
w:=0;
for i in [1..n] do
if M[i] eq 1 then
w:= w+1;
end if;
end for;
RoosX := bound;
for delta in [2..bound-1] do;
for i in [1..n] do
for r in [delta..n-1] do
for s in [2..w] do
trovato := 0;
for k in [0..s-1] do
cilecca:=false;
for j in [0..delta-1] do
if M[((i+k*r+j) mod n) +1] eq 1 then
cilecca:=true;
end if;
end for;
if cilecca then
trovato := trovato +1;
end if;
end for;
if (trovato lt delta ) and (GCD(r,n) lt delta) and
(RoosX lt delta+s-trovato) then
deltax:=delta;
RoosX := delta+s-trovato;
end if;
end for;
end for;
end for;
end for;
return RoosX;
end function;
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/*This function calculates the new lower bound
for the distance of a cyclic code described in Chapter 4*/
function newbound(M,bound);
n:= #M;
w:=0;
for i in [1..n] do
if M[i] eq 1 then
w:= w+1;
end if;
end for;
new:= bound;
for i in [1..n] do
for k in [1..bound-1] do
for l in [1..(n-w div (k+1))] do
trovato := true;
for j in [0..k*l-1] do
if M[((i+j) mod n) +1] eq 1 then
trovato:= false;
end if;
end for;
if trovato then
bello:= true;
for j in [0..k] do
for s in [1..l-1] do
if M[((i+l*k+j*l+s) mod n)+1] eq 1 then
bello := false;
end if;
end for;
end for;
if (bello eq true ) and (new lt k*l+l) then
new := k*l+l;
end if;
end if;
end for;
end for;
end for;
return new;
end function;
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