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Identifying graph clusters using variational
inference and links to covariance
parametrization
BY DAVID BARBER*
Department of Computer Science, University College London,
London WC1E 6BT, UK
Finding clusters of well-connected nodes in a graph is a problem common to
many domains, including social networks, the Internet and bioinformatics. From a
computational viewpoint, ﬁnding these clusters or graph communities is a difﬁcult
problem. We use a clique matrix decomposition based on a statistical description that
encourages clusters to be well connected and few in number. The formal intractability
of inferring the clusters is addressed using a variational approximation inspired by
mean-ﬁeld theories in statistical mechanics. Clique matrices also play a natural role in
parametrizing positive deﬁnite matrices under zero constraints on elements of the matrix.
We show that clique matrices can parametrize all positive deﬁnite matrices restricted
according to a decomposable graph and form a structured factor analysis approximation
in the non-decomposable case. Extensions to conjugate Bayesian covariance priors and
more general non-Gaussian independence models are brieﬂy discussed.
Keywords: graph clustering; community identiﬁcation; network; variational inference; clique
matrix; covariance
1. Introduction
A common task in large-scale data analysis concerns the discovery of ‘similar’
objects. Here two objects are similar if they are neighbours on a graph
representing the objects; the graph then represents the network of interactions
between the objects. The structure of the connections on these graphs or
networks has been of intense interest recently, particularly concerning the degree
structure of the graph and related small-world phenomena; see, for example,
Newman (2003).
In the ﬁeld of social networks, each individual is represented as a node
(vertex) in a graph, with a link (edge) between two nodes if the individuals are
friends. Given a potentially very large such graph, our interest is in identifying
communities of closely linked friends. A characteristic of such social networks
is that they are sparse since each individual will typically have only a small
number of friends relative to the total number of people in the network
(Kautz et al. 1997).
*d.barber@cs.ucl.ac.uk
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Figure 1. (a) The social network of a set of ﬁve individuals represented as an undirected
graph. Here individual 3 belongs to the group (1, 2, 3) and also (3, 4, 5). (b) By contrast,
in graph partitioning, one breaks the graph into roughly equally sized disjoint partitions such
that each node is a member of only a single partition, with a minimal number of edges
between partitions.
The ﬁeld of collaborative ﬁltering also contains related data-analysis challenges.
Here nodes may represent products with a link between them, meaning that the
two products are frequently purchased together by customers. The identiﬁcation
of ‘product groups’ is often of interest (Goldberg et al. 1992).
A growing area of clustering is in bioinformatics, in which nodes represent
genes, with a link representing that two genes have similar activity proﬁles
(similar functionality). The task is then to identify groups of similarly functioning
genes (Airoldi et al. 2008).
Here, we use undirected graphs to represent connectivity structures in the
data, and our interest is to decompose the graph into well-connected clusters.
Importantly, the same object (product, person and gene) can appear in multiple
groups. For example, interpreted as a social network, individual 3 in ﬁgure 1a is
a member of his work group (1, 2, 3) and also the poker group (3, 4, 5). These
two groups of individuals are otherwise disjoint.
Note that graph clustering contrasts with the perhaps more common task of
graph partitioning, in which each node is assigned to only one of a set of subgraphs
(ﬁgure 1b). Typically, the partitioning criterion is that each subgraph should
be roughly of the same size and with few connections between the subgraphs
(Karypis & Kumar 1998).
Our aim here is not to provide an extensive survey of the literature
available on graph clustering, but rather to explain one method in some detail
and discuss the computational issues that result. In particular, we wish to
explain the recent application of techniques originally derived in statistical
mechanics to ﬁnd approximate solutions to these problems of a more statistical
nature.
(a) Mixed membership models
A fundamental difference between ‘classical’ statistical clustering and our
interest here is that we allow an object to be a member of more than one group.
Such so-called mixed membership models have been developed extensively in
recent years (Erosheva et al. 2004; Airoldi et al. 2005) and are particularly
useful when the object of interest cannot be naturally expressed as a member
of a single group. For example, a newspaper article may discuss several topics—
characterizing the article as belonging to a single topic would then be inaccurate
and potentially misleading. Mixed membership models are used in a variety of
contexts and are distinguished also by the form of data available. Here, we assume
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Figure 2. Graphical representation of dyadic data. (a) Here we have, say, six documents and 13
words. A link represents that the particular word–document pair occurs in the dataset. Here all
links are shown; in practice, such graphs are typically very sparse. (b) A latent decomposition of
(a) using three ‘topics’. A topic corresponds to a collection of words, and each document to a
collection of topics. The open nodes indicate latent variables.
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Figure 3. Canonical example used throughout the text. The minimal clique cover is
(1, 2, 3), (2, 3, 4).
that all relevant information is contained in a single interaction matrix. Typically,
these matrices represent two forms of interaction: dyadic and monadic, examples
of which are discussed below.
(i)Dyadic data
Consider a collection of documents, summarized by an interaction matrix A,
in which the element Awd represents the number of times the wth word in a
dictionary occurs in document d. For simplicity, we consider the case in which
Awd i s1i fw o r dw appears in document d and 0 otherwise. A graphical depiction
of this matrix is a bipartite graph, as sketched in ﬁgure 2a. The lower nodes
represent documents and the upper nodes words, with a link between them if
that word occurs in that document. One might then seek assignments of words to
groups or latent ‘topics’, so that one can accurately explain the link structure
of the bipartite graph via a small number of latent nodes, as schematically
depicted in ﬁgure 2b. One may view this as a form of binary matrix factorization
(Hofmann et al. 1999; Meeds et al. 2008).
(ii)Monadic data
In monadic data, there is only one type of object and the interaction between
the objects is represented by a square interaction matrix. Here we also make the
assumption that this interaction is binary. For example, a matrix with elements
Aij =1 expresses that proteins i and j can bind to each other, and Aij =0
otherwise. Another example from document analysis is that Aij =1 if documents
i and j are considered ‘similar’ and 0 otherwise. A depiction of the interaction
matrix is given by a graph in which a link represents an interaction (ﬁgure 3).
Our interest is then to ﬁnd a decomposition that explains this link structure in a
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Figure 4. Bipartite representations of the decompositions of ﬁgure 3. Shaded nodes represent
observed variables and open nodes latent variables. (a) Incidence and (b) minimal clique
decomposition.
parsimonious way using latent variables. Graphically, this means that we seek a
representation of the original graph, for example, ﬁgure 3, as a bipartite graph,
say ﬁgure 4a.
In classical clustering, each object is assigned to only a single cluster. For
example, a gene might be assigned to a single gene cluster, with all genes in
a cluster having a similar microarray expression proﬁle (Heyer et al. 1999).
Graphically, this would restrict the degree of each shaded node (observed variable)
in ﬁgure 4a to 1. In our mixed membership model, we impose no restriction on
the degrees of the nodes. In this case, for example, a gene may be a member of
several regulatory gene networks; a product might belong to many different kinds
of product groupings, etc.
We shall focus on the monadic case, with the extension to the dyadic case being
conceptually straightforward. The monadic case is of additional interest since it
has natural links to parametrizing positive deﬁnite matrices, to which we turn in
§4. Further details are contained in Barber (2008).
(b) Cliques and adjacency matrices for monadic data
A set of nodes that are all connected to each other is called a clique. For
example, nodes (1, 2, 3) form a clique in ﬁgure 1a. A maximal clique cannot be
contained within a larger clique. For example, (1, 2) in ﬁgure 1a is a non-maximal
clique since it is part of a larger clique (1, 2, 3).
We can equivalently describe an undirected graph using the symmetric
adjacency matrix Aij ∈{0,1}, with a 1 indicating a link between nodes i and j.
For the graph in ﬁgure 3, the adjacency matrix is
A=
⎛
⎜
⎝
1110
1111
1111
0111
⎞
⎟
⎠, (1.1)
where we include self-connections on the diagonal. Given an adjacency matrix A,
our aim is to ﬁnd a ‘simpler’ description of A that reveals underlying
cluster structure.
(i)Computational difﬁculty
A formal speciﬁcation of the problem of ﬁnding a minimum number of maximal
fully connected subsets is the computational problem MIN CLIQUE COVER
(Garey & Johnson 1979; Skiena 1998). This is a computationally hard problem,
and approximations are therefore generally unavoidable. The requirement that
all nodes in a cluster be connected is somewhat strict. Provided only a small
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number of links in an ‘almost clique’ are missing, this may be considered a
sufﬁciently well-connected group of nodes to form a cluster. We therefore relax the
hard constraints of MIN CLIQUE COVER and develop a statistical technique to
reveal clusters of ‘well-connected’ nodes and additionally to identify the smallest
number of such clusters. The resulting problem is still formally computationally
intractable and requires the development of techniques to yield an efﬁcient
numerical approximation.
To phrase the clustering requirement more precisely, we will use a clique matrix,
a generalization of the incidence matrix. This is useful for clustering and also plays
a natural role in constrained covariance parametrization, as discussed in §4.
2. Clique decompositions
Given the undirected graph in ﬁgure 3, the incidence matrix Finc is an alternative
description of the adjacency structure; see, for example, Diestel (2005).W e
construct Finc as follows: for each link i ∼j form a column of the matrix Finc
with entries 0 except fora1i nt h eith and jth rows. The column ordering is
arbitrary. For the graph in ﬁgure 3, an incidence matrix is
Finc =
⎛
⎜
⎝
11000
10110
01101
00011
⎞
⎟
⎠.
The incidence matrix has the interesting property that the adjacency structure of
the original graph is related to FincFT
inc. The diagonal entries contain the degree
(number of links) of each node. For our example, this gives
FincFT
inc =
⎛
⎜
⎝
2110
1311
1131
0112
⎞
⎟
⎠,
so that the incidence and adjacency matrices are related via
A=H(FincFT
inc). (2.1)
Here H(·) is the element-wise Heaviside step function, so that [H(M)]ij =1i f
Mij >0 and 0 otherwise.
A useful viewpoint of the incidence matrix is that it identiﬁes 2-cliques in
the graph. There are ﬁve 2-cliques in ﬁgure 3, and each column of Finc speciﬁes
which elements are in each 2-clique. Graphically, we can depict this incidence
decomposition as a bipartite graph, as in ﬁgure 4a, in which the open nodes
represent the ﬁve 2-cliques.
The incidence matrix can be generalized to describe larger cliques. Consider
the following matrix as a decomposition for ﬁgure 3, and its outer product:
F =
⎛
⎜
⎝
10
11
11
01
⎞
⎟
⎠ and FFT =
⎛
⎜
⎝
1110
1221
1221
0111
⎞
⎟
⎠. (2.2)
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The interpretation is that F represents a decomposition into two 3-cliques. As
for the incidence matrix, each column represents a clique and the rows containing
a 1 express which elements are in the clique deﬁned by that column. This
decomposition can be represented as the bipartite graph of ﬁgure 4b. For the
graph of ﬁgure 3, both Finc and F satisfy
A=H(FFT)=H(FincFT
inc). (2.3)
One can view equation (2.3) as a form of matrix factorization of the binary
square (symmetric) matrix A into non-square binary matrices. For our clustering
purposes, the decomposition using factor F is to be preferred to the incidence
decomposition, since F decomposes the graph into a smaller number of larger
cliques. Indeed, F solves MIN CLIQUE COVER for ﬁgure 1b.
(a) Clique matrices
More generally, given an adjacency matrix Aij, i,j =1,...,V (Aii =1), we
deﬁne a clique matrix F to have elements Fic ∈{0,1}, i =1,...,V, c =1,...,C,
such that A=H(FFT) (in contrast to most authors, we do not require the cliques
to be maximal; see, for example, Golumbic & Ben-Arroyo Hartman (2005)).
The diagonal elements [FFT]ii express the number of cliques/columns in
which node i occurs. Off-diagonal elements [FFT]ij contain the number of
cliques/columns that nodes i and j jointly inhabit.
While ﬁnding a clique decomposition F is easy (use the incidence matrix, for
example), ﬁnding a clique decomposition with the minimal number of columns,
i.e. solving MIN CLIQUE COVER, is NP-hard (Garey & Johnson 1979; Arora
& Lund 1997). One approach would be to use an iterative procedure that
searches for local maximal cliques in the graph or related techniques based
on ﬁnding large densely connected subgraphs (Skiena 1998). The alternative
approach we consider is motivated by the idea that perfect clique decomposition
is not necessarily practically desirable if the aim is only to ﬁnd well-connected
clusters in G.
(b) Statistical clique decompositions
To ﬁnd ‘well-connected’ clusters, we relax the constraint that the
decomposition is in the form of cliques in the original graph. Our approach is
to view the absence of links as statistical ﬂuctuations away from a perfect clique.
Given a V ×C matrix F, we desire that the higher the overlap between rows1 fi
and fj, the greater the probability of a link between i and j. This may be achieved
using, for example,
p(i ∼j |F)=σ(fif T
j ), (2.4)
where ∼ denotes that i and j are linked,
σ(x)≡(1 + eβ(0.5−x))−1, (2.5)
and β controls the steepness of the function (ﬁgure 5). The 0.5 shift in
equation (2.5) ensures that σ approximates the step function since the argument
of σ is an integer. Under equation (2.4), if fi and fj have at least one 1 in the
1The row vector fi denotes the ith row of F.
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Figure 5. The function σ(x)≡(1 + eβ(0.5−x))−1 for β =1, 10 and 100. As β increases, this sigmoid
function tends to a step function.
same position, fif T
j − 0.5>0 and p(i ∼j |F) is high. Absent links contribute
p(i  ∼j |F)=1 − p(i ∼j |F). The parametr β controls how strictly σ(FFT)
matches A; for large β, very little ﬂexibility is allowed and only cliques will
be identiﬁed. For small β, subsets that would otherwise be cliques, except for
a small number of missing links, are clustered together. The setting of β is user
and problem dependent.
Given F, and assuming each element of the adjacency matrix is sampled
independently from the generating process, the joint probability of observing A
is (if we neglect its diagonal elements)
p(A|F)=
 
i∼j
σ(fif T
j )
 
i ∼j
(1 − σ(fif T
j )). (2.6)
The ultimate quantity of interest is the posterior distribution of clique
structure, given the known adjacency structure, which, according to Bayes’ rule,
is given by
p(F |A)∝p(A|F)p(F), (2.7)
where p(F) is a prior over clique matrices. The prior on F is used to encourage the
smallest number of clusters to be identiﬁed (and hence for the size of the clusters
to be large). Even in the case of a ﬁxed desired number of clusters, determining
the most likely clique matrix F is hard.
3. Clique decomposition using variational inference
Formally, our task is to ﬁnd the most likely a posteriori (MAP) solution
argmax
F
p(F |A)
corresponding to equation (2.7), where F is a V ×C binary matrix. Initially,
we shall assume a ‘ﬂat prior’ p(F)=const, so that the most likely solution
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corresponds to ﬁnding the F that maximizes
p(A|F)=
 
i∼j
σ(fif T
j )
 
i ∼j
(1 − σ(fif T
j )).
A variety of deterministic and randomized methods could be brought to
bear on this problem. The approach we take here is to approximate the
marginal posterior p(fij |A) and then to assign each fij to that state that
maximizes this posterior marginal (MPM). This has the advantage of being
closely related to marginal likelihood computations, which will prove useful
later for addressing the issue of ﬁnding the number of clusters. The technique
is analogous to naive mean-ﬁeld theory, and details are given in appendix A,
together with the corresponding iterative procedure for ﬁnding the approximate
MPM solution.
(a) Finding the number of clusters
To bias the contributions to the adjacency matrix A to occur from a small
number of columns of F, we ﬁrst reparametrize F as
F =(α1f 1,...,αCmaxf Cmax), (3.1)
where αc ∈{0,1} plays the role of an indicator and f c is the column vector of
column c of F. The parametr Cmax is a stated maximal number of clusters we
desire to ﬁnd. Ideally, we would like to ﬁnd a likely solution F with a low number
of ‘active’ indicators αc in state 1. To achieve this, we deﬁne a prior distribution
on the binary hypercube α =(α1,...,αCmax),
p(α |ν)=
 
c
ναc(1 − ν)1−αc, (3.2)
for ν ∈[0,1]. To encourage a small number of the α to be active, we use a
beta prior p(ν) with suitably chosen parametrs. This gives a beta-Bernoulli
distribution
p(α)=

p(α |ν)p(ν)dν =
B(a + N,b + Cmax − N)
B(a,b)
, (3.3)
where B(a,b) is the beta function and N ≡
 Cmax
c=1 αc, namely, the number
of active indicators. To strongly encourage a small number of active
components, we set a =1 and b =3. The geometric picture is of a distribution on
the vertices of the binary hypercube {0,1}Cmax with a bias towards vertices close
to the origin (0,...,0). Through equation (3.1), the prior on α induces a prior
on F. The resulting distribution p(F,α |A)∝p(A|F)p(F |α)p(α) is formally
intractable and needs to be dealt with in an approximate manner.
(b) Variational Bayes
To deal with the intractable joint posterior, we adopt a strategy similar
to the ﬁxed C case and employ a variational procedure to seek a factorized
approximation p(α,F |A)≈q(α)q(F) based on minimizing
KL(q(α)q(F)|p(α,F |A)), (3.4)
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Figure 6. (a) Adjacency matrix for the DIMACS brock200-2 MAX CLIQUE challenge. Black
denotes the presence of a link. (b) Clique matrix. (c) Log2 histogram of clique occurrence (+1);
correctly solves MAX CLIQUE (12) as well as identifying all remaining clusters.
where the Kullback–Leibler divergence is
KL(q,p)= logq q −  logp q, (3.5)
and  · q represents expectation with respect to q. This is analogous to a form
of mean-ﬁeld theory and results in a set of alternating mean-ﬁeld updates for
q(α) and q(F). The effect is that, on updating q(α), unnecessary clusters are
pruned from consideration. The details are given in appendices B and C; code for
identifying clique matrices is available from the author.
(c) Demonstrations
(i)DIMACS MAX CLIQUE
In ﬁgure 6a we show the adjacency matrix for a 200-node graph, taken from
the DIMACS 1996 MAX CLIQUE challenge (Brockington & Culberson 1996).
This graph was constructed by the challenge coordinators to hide the largest
clique in the graph and evade discovery based on the algorithms available at
that time. While more recent algorithms have been constructed that readily ﬁnd
the largest clique in this graph (Pullan & Hoos 2006), this problem serves as
an interesting baseline to see whether our algorithm, in searching for a complete
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Figure 7. (a) Adjacency matrix of 105 political books (black=1). (b) Clique matrix: 521 non-zero
entries. (c) Adjacency reconstruction using an approximate clique matrix with 10 cliques (see also
ﬁgure 8).
decomposition, also solves MAX CLIQUE for this graph. By setting β suitably
high (β =10 in the experiments), we impose that clusters are formed from perfect
cliques. Running our mean-ﬁeld algorithm with Cmax =2000 results in a clique
decomposition (ﬁgure 6b), containing 1102 cliques.2 In ﬁgure 6c, we plot a log
histogram of the cluster sizes for which there is only a single largest clique of size
12, in agreement with the exact result from Brockington & Culberson (1996).
(ii)Political books clustering
The data consist of 105 books on US politics sold by the online bookseller
Amazon. Links in graph G (ﬁgure 7a) represent frequent co-purchasing of books
by the same buyers, as indicated by the ‘customers who bought this book also
bought these other books’ feature on Amazon (V. Krebs, www.orgnet.com).
Additionally, books are labelled ‘liberal’, ‘neutral’ or ‘conservative’ according to
the judgement of a politically astute reader (www-personal.umich.edu/∼mejn/
netdata/). Of interest is to assign books to clusters using G alone, and
then see if these clusters correspond in some way to the ascribed political
leanings of each book. Note that the information here is minimal—all that
2This takes roughly 30s using a 1GHz machine.
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Downsize This!
Stupid White Men
Rush Limbaugh Is a Big Fat Idiot
The Best Democracy Money Can Buy
The Culture of Fear
America Unbound
The Choice
The Great Unraveling
Rogue Nation
Soft Power
The Sorrows of Empire
Against All Enemies
American Dynasty
Big Lies
The Lies of George W. Bush
Worse Than Watergate
The New Pearl Harbor
Bushwomen
The Bubble of American Supremacy
Living History
The Politics of Truth
Fanatics and Fools
Bushwhacked
Disarming Iraq
Lies and the Lying Liars Who Tell Them
MoveOn’s 50 Ways to Love Your Country
The Buying of the President 2004
Perfectly Legal
Hegemony or Survival
The Exception to the Rulers
Freethinkers
Had Enough?
It’s Still the Economy, Stupid!
We’re Right They’re Wrong
What Liberal Media?
The Clinton Wars
Weapons of Mass Deception
Dude, Where’s My Country?
Thieves in High Places
Shrub
Buck Up Suck Up
(a)
1 2 3 4 5 6 7 8 910
Bush vs. the Beltway
Charlie Wilson’s War
Losing Bin Laden
The Man Who Warned America
A National Party No More
Bush Country
Dereliction of Duty
Legacy
Off with Their Heads
Persecution
Rumsfeld’s War
Breakdown
Betrayal
Shut Up and Sing
The Right Man
Ten Minutes from Normal
Hillary’s Scheme
The French Betrayal of America
Tales from the Left Coast
Hating America
The Third Terrorist
Endgame
Spin Sisters
Dangerous Diplomacy
The Death of Right and Wrong
Useful Idiots
The O’Reilly Factor
Let Freedom Ring
Those Who Trespass
Bias
Slander
The Savage Nation
Deliver Us from Evil
Give Me a Break
The Enemy Within
The Real America
Who’s Looking Out for You?
The Official Handbook Vast Right Wing Conspiracy
Arrogance
The Bushes
Things Worth Fighting For
Allies
Why Courage Matters
Hollywood Interrupted
Fighting Back
We Will Prevail
The Faith of George W Bush
Rise of the Vulcans
Bush at War
(b)
1 2 3 4 5 6 7 8 9 10
1000 Years for Revenge
Sleeping With the Devil
Why America Slept
Ghost Wars
Meant To Be
All the Shah’s Men
Power Plays
The Perfect Wife
Surprise, Security, the American Experience
Colossus
Plan of Attack
The Future of Freedom
Empire
(c)
Figure 8. Political books. A 105×10 dimensional clique matrix broken into three groups by a
politically astute reader. A black square indicates q(fic)>0.5. (a) Liberal books, (b) conservative
books and (c) neutral books. By inspection, cliques 5, 6, 7, 8, 9 largely correspond to
‘conservative’ books.
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is known to the clustering algorithm is which books were co-bought (matrix
A); no other information on the content or titles of the books are exploited
by the algorithm.
If we run our algorithm with an initial Cmax =200 cliques, β =10, the posterior
contains 142 cliques,3 ﬁgure 7b, giving a perfect reconstruction of the adjacency
A. For comparison, the incidence matrix has 441 2-cliques.
To cluster the data more aggressively, we ﬁx C =10 and run our ﬁxed C
algorithm. As expected, this results only in an approximate clique decomposition,
A≈H(FFT), as plotted in ﬁgure 7c. The resulting 105×10 approximate clique
matrix is plotted in ﬁgure 8 and demonstrates how individual books are present
in more than one cluster. For visualization purposes, we plot the clique matrix
in three parts, where each part corresponds to the political leaning of the book,
according to an independent reader. Interestingly, the clusters found only on
the basis of the adjacency matrix have some correspondence with the ascribed
political leanings of each book, since one can see that cliques 5, 6, 7, 8 and 9
correspond to largely ‘conservative’ books. Most books belong to more than a
single clique/cluster, suggesting that they are not single-topic books.
4. Parametrizing constrained positive matrices
We turn now to what may at ﬁrst seem an unrelated issue—parametrizing
positive deﬁnite matrices. As is well known, any positive deﬁnite matrix K can
be parametrized using a Cholesky factor, K =TTT, where the Cholesky factor
T is a lower-triangular real matrix.
Recently, interest is growing in relational machine learning in which constraints
are imposed on the dependence between objects. In the simplest case of modelling
the interaction between objects using a Gaussian distribution, this corresponds
to imposing that speciﬁed elements of a covariance matrix (or in some cases
its inverse) must be zero. We may use an undirected graph G to represent
zero constraints on a positive deﬁnite matrix K. In particular, missing edges
in G with corresponding adjacency matrix elements Aij =0 correspond to zero
entries Kij =0. We denote the space of positive deﬁnite matrices constrained
through G by M+(G).
Parametrizations using clique matrices
One approach to parametrizing K based on given zero restrictions represented
by A is to begin with a clique decomposition of A,
A=H(FFT).
By construction, the matrix FFT is positive semi-deﬁnite and has zeros where
A has zeros and integer values where A has ones. Hence, if we replace non-
zero entries of a clique matrix F with arbitrary real values, F →F∗, the matrix
F∗(F∗)T is also positive semi-deﬁnite and has the same zero structure as A. This,
therefore, immediately gives a basic parametrization of the class of covariance
matrices that have zeros speciﬁed according to G. A pertinent question is how
rich is this parametrization—can all of M+(G) be reached in this way?
3This take roughly 10s on a 1GHz machine.
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(a) Decomposable case
For G decomposable, parametrizing M +(G) is straightforward (Wermuth 1980;
Paulsen et al. 1989; Roverato 2002). Provided the vertices are perfect elimination
ordered (when eliminated in the sequence, no additional links in the subgraphs
are introduced—see appendix C), the Cholesky factor has the same structure as
G (Wermuth 1980). In other words, provided the vertices are ordered correctly,
the lower triangular part of the adjacency matrix is a clique matrix and further
parametrizes all of M+(G). All positive deﬁnite matrices under decomposable
zero constraints can therefore be parametrized by some clique matrix. Below we
describe how a clique matrix can be derived that guarantees all of M+(G) can
be reached for decomposable G.
(i)Expanded clique matrix
Given a clique matrix F ∈{0,1}V×C, the expanded clique matrix consists
of F appended with columns corresponding to all unique subcolumns of F.
A subcolumn of f c is deﬁned by replacing one or more entries containing
f c
i =1b yf c
i =0.
Furthermore, a clique matrix F ∈{0,1}V×C is minimal for A if there exists
no other clique matrix with a smaller number of columns C  <C. The expanded
clique matrix corresponding to the minimal clique matrix derived from ﬁgure 1b is
⎛
⎜
⎝
10
11
11
01
⎞
⎟
⎠−→
⎛
⎜
⎝
10110001000
11101100100
11011010010
01000110001
⎞
⎟
⎠. (4.1)
In the above, the expansion is ordered such that all 3-cliques are enumerated,
then all 2-cliques and ﬁnally all 1-cliques.
Starting from a minimal clique matrix for a decomposable graph, the expansion
of this minimal clique matrix must contain all the columns of the Cholesky factor
TT. For the example in ﬁgure 1b, the lower triangular Cholesky factor is
⎛
⎜
⎝
∗ 000
∗∗00
∗∗∗0
0 ∗∗∗
⎞
⎟
⎠,
which corresponds to columns 1, 2, 7, 11 of the expanded clique matrix,
equation (4.1). In general, for a matrix with elements Dij ∈{0,1}, we use D∗
to denote a matrix with D∗
ij =0i fDij =0, and arbitrary values elsewhere.
In a similar way, any expanded minimal clique matrix will always contain the
columns of the Cholesky factor of a decomposable G. Clearly, for decomposable
G, in general, the expanded clique matrix is an over-parametrization of M+(G).
(b) Non-decomposable case
For G non-decomposable, no explicit parametrization is generally possible, and
techniques based on positive deﬁnite matrix completion are required (Speed &
Kiiveri 1986; Paulsen et al. 1989; Roverato 2002; Chaudhuri et al. 2007). For the
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Figure 9. (a) Non-decomposable graph. (b) Correlations can be induced via latent variables.
(c) Histogram of the r.m.s. errors in approximating covariances according to graph (a) with an
expanded incidence matrix. (d) A non-decomposable graph for which a minimal clique covering
contains three cliques, showing that the representation using a 3-clique matrix is richer than would
be obtained using an incidence matrix (2-clique matrix).
speciﬁc example in ﬁgure 9a, the lower Cholesky factor has the form
⎛
⎜
⎝
t11 000
t21 t22 00
t31 t32 t33 0
0 t42 t43 t44
⎞
⎟
⎠, with t21t31 + t22t32 =0, (4.2)
which can be found explicitly in this case. In general, however, one cannot
explicitly identify those elements of the Cholesky factor that may be set to zero
(Wermuth 1980; Roverato 2002).
An alternative is to use latent variables to explicitly parametrize M+(G). One
may use factor analysis
x =F ,   ∼N(0,I) ⇒ Σ =FFT,
where the factor matrix F is suitably structured in order to force zeros in speciﬁc
elements of the covariance Σ.
A special case of the above is to use a latent variable to induce correlation
between x1 and x2 via a local directed graph element x1 ← 12 →x2.F o r
each link in G, a corresponding latent   can thus be introduced to form
correlations between each pair of variables, without introducing correlations
on missing links in G (Dunsen et al. 2005). If we take F =[F∗
inc |I ∗],i t
is clear that this ‘ancillary variable’ approach (see Silva & Ghahramani
2006) is reproduced and is a special case of restricting cliques to (expanded)
incidence matrices.
For the non-decomposable graph in ﬁgure 9d, the minimal clique matrix
contains 3-cliques, so that its expansion contains columns that an expansion
based on an incidence matrix would not. In this case, our approximate
parametrization is therefore richer than would be obtained from introducing
a latent auxiliary variable for each link of the graph (Dunsen et al. 2005;
Silva et al. 2007).
To show that not all of M+(G) can be reached by clique matrices,
consider ﬁgure 9a. In this case, the minimal clique matrix is the same as
the incidence matrix, and the expanded clique matrix is simply the incidence
matrix with the identity matrix appended. In this case, therefore, the expanded
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clique matrix contains columns with only two non-zero entries. However, the
Cholesky factor, equation (4.2), contains columns with three non-zero entries,
so that there is no immediate assignment of [F∗
inc |I ∗] that will match the
Cholesky factor.
(c) Maximum-likelihood solution
In ﬁtting a Gaussian N(0,Σ) to zero-mean data, with sample covariance S,
the maximum-likelihood solution minimizes
κ(Σ)≡Tr(Σ−1S) + logdetΣ. (4.3)
Our interest is to minimize κ(Σ) subject to zero constraints on Σ speciﬁed
through G, with Σij =0i fAij =0, where A is the adjacency matrix of G.
For decomposable G, the problem is essentially trivial, since M+(G) is easily
characterized via a structured Cholesky factor, Σ ≡TT(θ)T(θ) (see, for example,
Roverato 2002), for which one can parametrize equation (4.3) using κ(θ)
and perform unconstrained minimization over the free parametrs θ of the
Cholesky factor.
In the non-decomposable G case, no explicit parametrization of M+(G) is
feasible. A common approach in this case is to recognize that zero-gradient
solutions to equation (4.3) satisfy [Σ−1]ij =[Σ−1SΣ−1]ij for Aij =1 and Σij =0
otherwise (Anderson & Olkin 1985) and deﬁne iterative procedures to solve
this equation (Drton & Richardson 2003). Alternatively, positive deﬁnite
completion methods may be used to parametrize M+(G). Our approach uses
the parametrization Σ =F∗(F∗)T, where F should be chosen as large as can be
computationally afforded. The non-expanded F can be determined by running
the algorithm of appendix A. Although, for non-decomposable G, not all of
M+(G) is guaranteed reachable through this parametrization, one may expect
that a large fraction of M+(G) is within reach. A beneﬁt of this approach is that
one may then minimize equation (4.3) with respect to the free parametrs of F∗
using any standard optimization technique and convergence is guaranteed. Since
our parametrization has a natural latent variable representation (it is a form of
structured factor analysis), expectation maximization and Bayesian techniques
can also be used in this case.
A numerical example is plotted in ﬁgure 9c where we take the 4×8 expanded
clique matrix corresponding to ﬁgure 9a and minimize equation (4.3) with respect
to the non-zero entries of the clique matrix.4 Each sample matrix S is generated
randomly by drawing values of the Cholesky factor, equation (4.2), independently
from a zero-mean unit-variance Gaussian. In ﬁgure 9c, we plot the root mean
square error between the learned Σ and sample covariance S, averaged over
all non-zero components of Σ. The histogram of the error computed from 1000
simulations shows that, while a few have appreciable error, the vast majority of
cases are numerically well approximated by the expanded clique matrix technique,
even though the graph G is non-decomposable.
4We chose this simple case since the exact parametrization of all M+(G) is easy to write down.
While here the expanded clique and incidence matrices are equivalent, the reader should bear in
mind that, in more complex situations, the expansion based on a clique matrix provides a richer
parametrization than that of the incidence matrix.
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By placing Gaussian distributions over the non-zero elements of F, we naturally
arise at a Wishart distribution constrained to satisfy speciﬁed constraints
on the covariance. Such distributions then play a natural role in statistics
as conjugate distributions in the Bayesian treatment of learning constrained
covariances.
The clique matrix technique also naturally extends to modelling more general
distributions under independence constraints. For example, if we set Aij =0 when
yi and yj are independent (and 1 otherwise), we ﬁrst ﬁnd a clique matrix F for
A and deﬁne a Gaussian distribution p(x)=N(0,FFT). Then, for any nonlinear
transform u(x), the non-Gaussian variables yi ≡u(xi) inherit the independence
relations speciﬁed in A. In this manner, one can ﬁt non-Gaussian distributions to
data under speciﬁed independence constraints.
I would like to thank Mark Herbster for useful discussions and Mike Titterington for improving
the presentation of the manuscript.
Appendix A. Mean-ﬁeld approximation
Given the intractable p(F |A)∝p(A|F), a fully factorized approximation
q(F)=
V  
i=1
C  
c=1
q(fic) (A1)
can be found by minimizing the KL divergence (e.g. Wiegerinck 2000)
KL(q,p)= logq q −  logp q,( A 2 )
where  · q represents expectation with respect to q. The ﬁrst ‘entropic’ term
simply decomposes into
 
i,c logq(zi,c) . The second ‘energy’ term, up to a
constant, is
 
i∼j
 
logσ
 
 
c
ficfjc
  
q
+
 
i ∼j
 
log
 
1 − σ
 
 
c
ficfjc
   
q
.( A 3 )
The ﬁrst term of equation (A3) encourages graph links to be preserved under
decomposition and is given by
 
i∼j
 
φ
 
C  
d=1
fidfjd
  
 C
e=1 q(fie)q(fje)
,( A 4 )
where φ(x)≡logσ(x). Minimizing equation (A2) can be achieved by
differentiation. Differentiating the energy contribution from the present links,
equation (A4), with respect to q(fkc), we identify two cases: when i =k and
when j =k. Owing to symmetry, the derivative is
2
 
k∼j
 
φ
 
 
d
fkdfjd
  
 
e q(fje)
 
g =c q(fkg)
≡Ψ(Q).( A 5 )
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Similarly, the derivative of the absent-link energy is
2
 
k ∼j
 
φ 
 
 
d
fkdfjd
  
 
e q(fje)
 
g =c q(fkg)
≡Ψ  (Q),( A 6 )
where φ (x)≡log(1 − σ(x)). If we equate the derivative of equation (A2) to zero,
a ﬁxed-point condition for each qk,c, k =1,...,V, c =1,...,C,i s
q(fkc)∝eΨ(Q)+Ψ  (Q).( A 7 )
Owing to the nonlinearities, neither Ψ(Q) nor Ψ  (Q) is easy to compute. A simple
Gaussian ﬁeld approximation (Barber & Sollich 2000) assumes
 
d fkdfjd is
Gaussian distributed for a ﬁxed state of fic. In this case, we need to ﬁnd the mean
and variance of
 
d fkdfjd. If we write θab ≡q(fab =1) and use the independence
of q, the mean is given by
μkj =fkcθjc +
 
d =c
θkdθjd.
A similar expression is easily obtained for the variance σ2
kj. The Gaussian ﬁeld
approximation then becomes
q(fkc)∝exp
⎡
⎢
⎣2
 
 
j∼k
φ(x) +
 
j ∼k
φ (x)
 
N(x|μkj,σ2
kj)
⎤
⎥
⎦,( A 8 )
where the one-dimensional averages are performed numerically. If we evaluate
equation (A8) for the two states of fkc (and note that the mean and variance
of the ﬁeld depend on these states), the approximate update for θkc is obtained.
A simpler alternative is to assume that the variance of the ﬁeld is zero and
approximate the averages by evaluating the functions at the mean of the ﬁeld.
We found that this latter procedure often gives satisfactory performance and
therefore used this simpler and faster approach in the experiments.
One epoch corresponds to updating all the θkc =q(fkc =1), k =1,...,V,
c =1...,C. The order in which the parametrs are updated is chosen randomly.
Appendix B. Variational Bayes
(a) q(F) updates
A ﬁxed-point condition for the optimum of equation (3.4) is
q(F)∝e logp(A|F,α) q(α) ≈elogp(A|F, α ).( B 1 )
The average over q(α) in equation (B 1) in the ﬁrst expression is complex to
carry out and we simply approximate at the average value of the distribution.
This yields a similar problem to that of inferring F for a ﬁxed C, as in appendix A.
We therefore make the same assumption that q(F) factorizes according to
equation (A1). This gives updates of the form in equation (A8), where α has
been set to its mean value.
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Figure 10. (a) Non-decomposable graph, (b) elimination of node for (a); (c) decomposable graph
and (d) elimination of node for (c).
(b) q(α) updates
A ﬁxed-point condition for the optimum of equation (3.4) is
q(α)∝p(α)e logp(A|F,α) q(F).
Additionally, we assume that q(α)=
 
c q(αc). The resulting update
q(αc)∝e
 logp(A|F,α) q(F)+ logp(α)  
d =c q(αd)
is difﬁcult to compute, and we take the naive approach of replacing averages by
evaluation at the mean
q(αc)∝p(αc, α\c )p(A| f ,αc, α\c ).( B 2 )
Since αc is binary, we can easily ﬁnd equation (B 2) by evaluating it at its
two states.
The algorithm then updates q(α) and q(F) until convergence. The effect is
that, beginning with Cmax clusters, under the updating, the posterior assigns the
α not required to state zero.
Appendix C. Decomposable graph
We ﬁrst deﬁne the graph operation of eliminating a variable (node). When a
node i is eliminated, links are added between all the neighbours of node i.
For example, if we eliminate node 2 in ﬁgure 10a, we remove node 2 from the
graph and add links between the neighbours of node 2 (nodes 1, 3, 5), giving
ﬁgure 10b. In this case, eliminating a node has introduced links between variables
of the remaining subgraph. A decomposable graph is the one for which there
exists a variable elimination sequence such that no additional links appear.
For example, in ﬁgure 10c, if we ﬁrst eliminate node 1, then we arrive at ﬁgure 10d.
Subsequently, one can eliminate nodes 4, 2, 5 and 3 without inducing additional
links in the remaining subgraphs. This means that ﬁgure 10c is a decomposable
graph. Note that the elimination sequence is not unique.
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