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L-MODULES AND MICRO-SUPPORT
LESLIE SAPER
Abstract. L-modules are a combinatorial analogue of constructible sheaves
on the reductive Borel-Serre compactification of a locally symmetric space. We
define the micro-support of an L-module; it is a set of irreducible modules for
the Levi quotients of the parabolic Q-subgroups associated to the strata. We
prove a vanishing theorem for the global cohomology of an L-module in term of
the micro-support. We calculate the micro-support of the middle weight pro-
file weighted cohomology and the middle perversity intersection cohomology
L-modules. (For intersection cohomology we must assume the Q-root system
has no component of type Dn, En, or F4.) Finally we prove a functoriality
theorem concerning the behavior of micro-support upon restriction of an L-
module to the pre-image of a Satake stratum. As an application we settle a
conjecture made independently by Rapoport and by Goresky and MacPher-
son, namely, that the intersection cohomology (for either middle perversity)
of the reductive Borel-Serre compactification of a Hermitian locally symmetric
space is isomorphic to the intersection cohomology of the Baily-Borel-Satake
compactification. We also obtain a new proof of the main result of Goresky,
Harder, and MacPherson on weighted cohomology as well as generalizations of
both of these results to general Satake compactifications with equal-rank real
boundary components.
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0. Introduction
Let X = Γ\D be an arithmetic quotient of the symmetric space D associated to
a connected reductive algebraic group G defined over Q. (Here D = G(R)/KAG,
where K ⊆ G(R) is a maximal compact subgroup, AG = SG(R)0, and SG is the
maximal Q-split torus in the center of G.) If X is not compact, Borel and Serre
[11] construct a compact real analytic manifold with corners X whose interior is X .
The faces of X are indexed by P, the Γ-conjugacy classes of parabolic Q-subgroups
P of G. Each such face YP is fibered over an arithmetic quotient XP = ΓLP \DP
of the symmetric space DP associated to the Levi quotient LP of P . The fibers are
compact nilmanifolds (an arithmetic quotient of the real points of the unipotent
radical of P ) and Zucker [56] collapses these fibers (for all YP ) to obtain a new
compactification X̂ of X , the reductive Borel-Serre compactification.
The reductive Borel-Serre compactification is important because it is canonical,
its singularities are reasonably easy to understand, and the more singular Satake
compactifications X∗ (such as the Baily-Borel-Satake compactification in the case
that D is Hermitian symmetric) may be realized as quotients of it [57]. It would
thus be desirable to transfer cohomological calculations from X∗ to X̂. In this
paper we develop a combinatorial tool, the theory of L-modules and their micro-
support, to study the cohomology of constructible complexes of sheaves on X̂ . As
one application, we settle a 15 year old conjecture on the intersection cohomology
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made independently by Rapoport [39] and by Goresky and MacPherson [24]. In
fact we prove a generalization:
Theorem 27.1 (Rapoport/Goresky-MacPherson Conjecture). Let X∗ be a Satake
compactification of X for which all real boundary components DR,h are equal-rank,
and let π : X̂ → X∗ be the projection from the reductive Borel-Serre compactifica-
tion. Let E be a regular representation of G and let E be the corresponding locally
constant sheaf on X. Let p be a middle perversity. Then there is a natural quasi-
isomorphism of intersection cohomology sheaves π∗IpC(X̂;E) ∼= IpC(X∗;E).
Recall that D is said to be equal-rank if C-rank 0G = rankK; here 0G is the
intersection of the kernels of the squares of all characters of G defined over Q.
The original conjecture was for D Hermitian symmetric and X∗ the Baily-Borel-
Satake compactification. Previously Zucker had observed that the conjecture held
for G = Sp(4) with E = C. Furthermore, Goresky and MacPherson [24] announced
a proof for G = Sp(4), G = Sp(6), and (for E = C) G = Sp(8). A proof in the case
where Q-rankG = 1 was given by Saper and Stern [40, Appendix].
The theory of L-modules applies to all D and to sheaves other than intersection
cohomology, so for future applications we work in a more general context and do
not assume D to be Hermitian or equal-rank except as needed.
The paper is divided into four parts: I. L-modules and Micro-support; II. A
Global Vanishing Theorem for L-modules; III. Micro-support Calculations; and
IV. Satake Compactifications and Functoriality of Micro-support. After Part I,
Parts II-IV may be read in any order provided one is willing to follow up on a few
references; the last section of the paper, however, uses everything that precedes it.
We now briefly outline the main results of the paper, after which we summarize the
notation we will use; see also the semi-expository article [46].
0.1. L-modules on the Reductive Borel-Serre Compactification. (§§1–6)
The construction of the reductive Borel-Serre compactification X̂ =
∐
P XP is
briefly indicated in §§1–2. Let iP and ıˆP denote respectively the inclusion of a stra-
tum XP and its closure X̂P into X̂. Let D
b
X (X̂) be the derived category whose ob-
jects are bounded complexes of sheaves S on X̂ whose cohomology sheaves H(i!PS)
supported on each stratum XP are locally constant, say induced from graded rep-
resentations EP of ΓLP . We would like to consider such objects equipped with the
extra structure that EP is induced by restriction from a graded representation EP
of LP .
In fact it is simpler to start with the family of graded representations EP of
LP and construct from it an object of D
b
X (X̂). However we need something to
“glue” these representations together. Consider two strata XP and XQ such that
XP ⊆ X̂Q, the closure of XQ; this means P ⊆ Q (after perhaps replacing Q by a Γ-
conjugate). LetNP ⊇ NQ be the corresponding unipotent radicals. The topological
link of the stratum XP when intersected with XQ is homotopically equivalent to
an arithmetic quotient of NQP (R) = NP (R)/NQ(R). A theorem of Nomizu and
van Est states that the cohomology of this nilmanifold (with coefficients in EQ, the
locally constant sheaf associated to EQ) is isomorphic to the Lie algebra cohomology
H(nQP ;EQ); furthermore this is an isomorphism of ΓLP -modules.
Thus in §3 we are led to consider combinatorial data M = (E·, f··) consisting
of a family of graded representations EP of LP , together with “dual attaching”
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morphisms fPQ : H(n
Q
P ;EQ)
[1]
−→ EP for all P ⊆ Q. If M is required to satisfy
a certain differential type condition (3.3.1) it is called an L-module. From an L-
module M one can construct in a natural way an object SX̂(M) of D
b
X (X̂) such
that H(i!PSX̂(M)) = EP .
In fact we may define a category of L-modules Mod(LW ) for any locally closed
union of strata W of X̂. If k : W →֒ Z is an inclusion of such spaces, we have
variants for L-modules of the usual functors k∗, k!, k
∗, and k!, as well as truncation
functors by degree and by weight. In §4 we see there exists a realization functor
SW : Mod(LW ) → D
b
X (W ) and via SW the functors k∗, etc. on L-modules corre-
spond to the usual derived functors on DbX (W ). The point is that these derived
functors preserve the extra structure.
There are a number of different incarnations of SW (M) as a complex of sheaves.
In the one we find simplest, a global section of SW (M) corresponds to a family
ω = (ωP ), where ωP is a special differential form [22] on XP ⊆W with coefficients
in EP . The differential on SW (M) consists of the exterior derivative on each ωP
together with interaction terms based on the fPQ.
IfM is an L-module on X̂, we define its cohomology H(X̂;M) to be the hyper-
cohomology of the associated complex of sheaves SX̂(M). The complexes of sheaves
underlying many cohomology theories on X̂ can be lifted to L-modules. For ex-
ample, let E be a regular representation of G. Then there exist L-modules iG∗E,
IpC(E), and W
ηC(E) which correspond respectively to the ordinary cohomology
H(X ;E) = H(Γ;E), the intersection cohomology IpH(X̂;E), and the weighted co-
homology W ηH(X̂ ;E) (see [22]). The latter two L-modules are constructed in §§5
and 6.
0.2. Micro-support. (§§7–9) To an L-module M we associate its micro-support
SS(M). The micro-support is a subset of the set of all irreducible representations
of LP for all P ∈ P. As we will see below, the micro-support ofM limits the range
of degrees in which H(X̂;M) can be nonzero. (Micro-support here is vaguely
analogous to the micro-support of a sheaf introduced by Kashiwara and Schapira
[27], hence the name. There is no formal correspondence however.)
In order to define SS(M), let V be an irreducible LP -module and let ξV denote
the character by which the maximal Q-split torus SP in the center of LP acts on V .
Also let V |MP denote the restriction of V to MP =
0LP , the natural complement
to SP . The closed strata X̂Q containing XP correspond to subsets ∆
Q
P of ∆P , the
simple roots of SP acting on the Lie algebra of the unipotent radical of P . Let
X̂Q ⊇ XP be a closed stratum such that
{α | (ξV + ρ, α) < 0 } ⊆ ∆
Q
P ⊆ {α | (ξV + ρ, α) ≤ 0 }
where as usual ρ denotes one half the sum of the positive roots. Then V belongs
to SS(M) if and only if
(V |MP )
∗ ∼= V |MP , and(0.2.1)
H(i∗P ıˆ
!
QM)V 6= 0(0.2.2)
for some such Q.
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0.3. Vanishing Theorem for L-modules. (§§10–15) For V in SS(M), denote
the least and greatest degrees for which (0.2.2) can be nonzero by c(V ;M) ≤
d(V ;M). Set
c(M) = inf
V ∈SS(M)
1
2 (dimDP − dimDP (V )) + c(V ;M) , and
d(M) = sup
V ∈SS(M)
1
2 (dimDP + dimDP (V )) + d(V ;M) ,
where DP (V ) is the symmetric space associated to the reductive R-subgroup of LP
whose roots (with respect to a fundamental Cartan subalgebra) are orthogonal to
the highest weight of V . (This space depends on a θ-stable ordering; we choose one
for which dimDP (V ) is maximized.) Then we have the
Theorem 10.4. Let M be an L-module on X̂. Then Hi(X̂ ;M) = 0 for i /∈
[c(M), d(M)].
The proof of the vanishing theorem proceeds by a combinatorial generalization
of the analytic arguments from [47] together with a spectral sequence argument;
this reduces the problem to Raghunathan’s vanishing theorem for ordinary L2-
cohomology, Theorem 14.1. In §11 we recall ordinary L2-cohomology and a version
in which restriction to boundary faces is well defined. Now we need to represent
H(X̂;M) by a variant of L2-cohomology for our forms (ωP ) ∈ SX̂(M). However
even though each X̂P is compact this is not entirely straightforward: the L
2-norm on
ωP with respect to the natural locally symmetric metric on X̂P is not appropriate
because, being a complete metric on a noncompact space, it would impose L2-
growth conditions on ωP which we do not want. The solution in §12 is to replace X
by a naturally diffeomorphic compact domain Xt within X (this was constructed
in [43]), and use the induced metric; we then work on the corresponding X̂t instead
of X̂.
0.4. Calculations of Micro-support. (§§16–20) For simplicity, in this introduc-
tion we only give the results for the essential micro-support SSess(M); this is the
subset of SS(M) of V for which (0.2.2) is nonvanishing for all possible Q (in a
compatible fashion). The essential micro-support determines SS(M) and may be
used in calculating c(M) and d(M).
For weighted cohomology one can explicitly calculate H(i∗P ıˆ
!
QM) and one finds
the
Theorem 16.3. Let E be an irreducible regular G-module and let η be a mid-
dle weight profile. The micro-support is nonempty if and only if (E|0G)
∗ ∼= E|0G;
if this condition is satisfied then SSess(W
ηC(E)) = {E} and c(E;WηC(E)) =
d(E;WηC(E)) = 0.
The situation for intersection cohomology is far more delicate. We do not have an
explicit closed formula for H(i∗P ıˆ
!
QM) (or even for the local cohomology H(i
∗
PM))
and we are forced to use an inductive argument. However condition (0.2.1) is
usually not preserved under passage to a larger parabolic Q-subgroup. Nonetheless
we have the following result:
Corollary 17.2. Assume the irreducible components of the Q-root system of G are
of type An, Bn, Cn, BCn, or G2. Let E be an irreducible regular G-module and
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let p be a middle perversity. If (E|0G)
∗ ∼= E|0G, then SSess(IpC(E)) = {E} with
c(E; IpC(E)) = d(E; IpC(E)) = 0.
Remarks. Unlike the situation for weighted cohomology, the micro-support can be
nonempty even if (E|0G)
∗ 6∼= E|0G; see Theorem 17.1 for details.
The hypothesis on the Q-root system ensures that the the corresponding Q-split
group for each almost Q-simple factor of G has a quasi-minuscule representation
whose weights are linearly ordered (see the proof of Lemma 19.4). We conjecture
the results on SS(IpC(E)) continue to hold without this hypothesis. The hypothesis
is automatically satisfied if D is Hermitian or has a Satake compactification with
all real boundary components equal-rank.
Finally the micro-support of iG∗E is easy to calculate and is treated in [46].
As an application of the vanishing theorem it is proved in [46] that that if D is
Hermitian or equal-rank and E has regular highest weight, then Hi(X ;E) = 0 for
i < dimCX . This answers a question posed by Tilouine.
0.5. Satake Compactifications. (§21) We recall the theory of Satake compact-
ifications. Briefly, given a faithful irreducible finite dimensional representation
σ : G → GL(V ), Satake [49], [50] constructed a compactification RD
∗
σ =
∐
RDR,h
of D, where the strata DR,h are called the real boundary components and are in-
dexed by their normalizers R. The union of just the so-called rational boundary
components yields a space D∗σ which, under certain conditions on σ, yields a com-
pactification X∗σ = Γ\D
∗
σ of X = Γ\D. The strata FR = ΓLR,h\DR,h are indexed
by a subset P⋆σ ⊆ P. In the case that D is Hermitian symmetric, X
∗
σ for a certain
σ is the Baily-Borel-Satake compactification. It has a projective algebraic struc-
ture [2] and its strata are indexed by Γ-conjugacy classes of maximal parabolic
Q-subgroups.
Zucker showed [57] that there is a natural quotient map π : X̂ → X∗σ. For each
stratum XP of X̂ there exists a stratum FP † of X
∗
σ such that π|XP : XP → FP † is a
flat bundle with typical fiber XP,ℓ. In fact, there is a connected normal Q-subgroup
LP,ℓ ⊆ LP so that XP,ℓ is an arithmetic quotient of the symmetric space associated
with DP,ℓ, while FP † is an arithmetic quotient of LP,h = LP /LP,ℓ. The inverse
image π−1(FR) of a stratum FR of X
∗
σ is the union of those XP for which P
† = R;
we denote it XR(LR,ℓ) since it is a partial compactification of XR in the vertical
(“LR,ℓ”) directions. The restriction π|XR(LR,ℓ) : XR(LR,ℓ) → FR is again a flat
bundle with typical fiber X̂R,ℓ. Let ıˆR,ℓ : X̂R,ℓ →֒ XR(LR,ℓ) denote the inclusion
of a typical fiber. In §3.5 we define functors ıˆ∗R,ℓ and ıˆ
!
R,ℓ on L-modules; these
commute with their analogues on the derived category.
0.6. Functoriality of Micro-support. (§§22–26) We need to understand how
micro-support is affected when we apply functorial operations such as k∗ or k! to
M. For brevity we only deal with k∗ in this introduction. A few general results are
presented in §22. For the case where k is a closed embedding, however, we only have
a result for the weak micro-support SSw(M): this is defined similarly to SS(M) but
omits condition (0.2.1). Briefly if an irreducible LP -module V ∈ SSw(k
∗M), then
there exists an irreducible LP˜ -module V˜ ∈ SSw(M) such that V is an irreducible
constituent of Hℓ(nP˜P ; V˜ ) with
(0.6.1) (ξV + ρ)|aP˜
P
∈ +aP˜∗P ,
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where +aP˜∗P is the real convex cone generated by ∆
P˜
P .
The problem of SSw(k
∗M) versus SS(k∗M) is eliminated if k is the embedding of
XR(LR,ℓ) for a Satake compactification in which all rational boundary components
are equal-rank; see §23. The point is that if LP = L˜P,hLP,ℓ is an almost direct
product with the symmetric space of L˜P,h being equal-rank, then (V |L˜P,h)
∗ ∼=
V |
L˜P,h
is automatic.
We find that c(k∗M) and d(k∗M) may be estimated in terms of c(M) and
d(M), together with the degrees ℓ from above. These are the lengths ℓ(w) of
certain Weyl group elements w and (0.6.1) gives information on the geometry of
the corresponding Weyl chamber. A basic lemma in §24 translates this geometry
into an estimate on ℓ(w). In the case that #∆P˜P = 1, the estimate is ℓ(w) ≤
1
2 dim n
P˜
P − nP (V ). See §24.1 for the definition of nP (V ); in §25 we estimate nP (V )
in more geometric terms—this requires the stronger condition that all real boundary
components are equal-rank.
The end result, after restricting to a typical fiber X̂R,ℓ ⊆ XR(LR,ℓ), is
Corollary 26.2. Let X∗σ be a Satake compactification of X and assume that all
the real boundary components DR,h of the associated Satake compactification RD
∗
σ
are equal-rank. Let M be an L-module with SSess(M) = {E} for some irreducible
regular G-module E and c(E;M) = d(E;M) = 0. Then for every stratum FR of
X∗σ,
d(ˆı∗R,ℓM) ≤
1
2
codimFR − dim a
G
R and c(ˆı
!
R,ℓM) ≥
1
2
codimFR + dim a
G
R.
0.7. The Conjecture of Rapoport and Goresky-MacPherson. (§27) Let
M be an L-module. We wish to identify π∗SX̂(M) as an element of the derived
category on X∗σ. If x ∈ FR ⊆ X
∗
σ, then π
−1(x) = X̂R,ℓ, a fiber of π|XR(LR,ℓ). Thus
the local cohomology at x of π∗SX̂(M) is simply H (ˆı
∗
R,ℓM), and the local coho-
mology supported at x is H (ˆı!R,ℓM). For M = IpC(E), we consequently see from
Theorem 10.4, Corollary 17.2, and Corollary 26.2 that π∗SX̂(M) satisfies the local
characterization of intersection cohomology. This proves the conjecture of Rapoport
and Goresky-MacPherson. By replacing Corollary 17.2 with Theorem 16.3 we ob-
tain the following generalization of the main theorem of [22]:
Theorem 27.2. Under the assumptions of Theorem 27.1, let η be a middle weight
profile and let p be a middle perversity. Then there is a natural quasi-isomorphism
π∗WηC(X̂ ;E) ∼= IpC(X∗;E).
0.8. Work to be Done. In [45] the theory of L-modules is generalized to allow
EP to be a locally regular LP -module and hence admit the possibility of non-
Hausdorff local cohomology; this allowed us to realize L2-cohomology as an L-
module and calculate its micro-support. There are many other developments and
applications of the theory of L-modules that would be interesting to pursue. We
mention for example the following topics: Q-structures on an L-module and its
cohomology (see §4.10); L-modules on Satake compactifications (for which we use
the family (LR,h)R∈P∗σ and an appropriate link cohomology functor—see §3.10); the
removal of the hypothesis on theQ-root system in Theorem 17.1; the action of Hecke
correspondences on L-modules and their cohomology; the “homotopy category” of
L-modules (see §3.9) and its localization with respect to the null system of L-
modules with empty micro-support; a “micro-support” spectral sequence for the
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cohomology of an L-module; further investigation of the structure of H(Γ;E) using
L-modules and the relation of this approach to that using Eisenstein series as
initiated by Harder (see in particular the work of Franke [20]).
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0.10. Notation. We now summarize the notation that we will use throughout the
paper.
0.10.1. The cardinality of a finite set T will be denoted #T . For z in a group
Z and S ⊆ Z a subset, let zS = Sz
−1
denote the conjugate zSz−1. If Z is a
topological space, the topological closure of a subset S ⊆ Z will be denoted by
cl(S). The notation idZ indicates the identity map of Z.
0.10.2. If C is a category we will write E ∈ C to mean E is an object of C. If C
is an additive category, let C(C) denote the category of complexes of objects of C
and let Gr(C) denote full subcategory of complexes with zero differential, that is,
graded objects of C. The full subcategory of C(C) or Gr(C) consisting of bounded
complexes will be denoted with a superscript b.
Let C be an additive category. For k ∈ Z, the shift C[k] of an object C ∈ C(C)
is defined by C[k]i = Ci+k and dC[k] = (−1)
kdC . Given a functor F : C → C(C′),
where C and C′ are additive categories, we shall often implicitly extend it to a
functor F : Gr(C)→ C(C′) by setting F (C) = ⊕iF (Ci)[−i]. Under this convention
we have the equality F (C)[k] = F (C[k]). In a few instances we will further extend
F to a functor C(C)→ C(C′) by taking the associated total complex.
0.10.3. For a topological space W , let Sh(W ) denote the category of sheaves of
vector spaces over C onW . We writeC(W ) forC(Sh(W )). SupposeW is equipped
with a stratification X . We will call a complex of sheaves S constructible1 if for all
strata XP ∈ X , the restriction H(S)|XP of the local cohomology sheaves is locally
constant. Let CX (W ) denote the category of complexes of sheaves on W which are
constructible. LetDX (W ) be the associated derived category, obtained by formally
inverting quasi-isomorphisms in the corresponding homotopy category. We denote
the usual derived functors on DX (W ) without the prefix “R”, for example, i∗
instead of Ri∗.
1In the terminology of [10, V, 3.3(ii)] this is X -cohomologically locally constant, or X -clc.
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0.10.4. All references to manifolds, smooth differential forms, fiber bundles, locally
constant sheaves, etc. should be taken in the sense of V -manifolds [48] (also called
a orbifolds [54]).
For Y a manifold with (possibly empty) boundary or corners and E a locally
constant sheaf on Y , let E 7→ A(Y ;E) denote the de Rham resolution functor
consisting of sheaves of smooth differential forms on Y with values in E. The
differential is exterior differentiation, denoted d = dY = dY,E. Note that if E is
graded we follow the sign convention of §0.10.2. The complex of global sections
is denoted A(Y ;E) and the subcomplex of forms with compact support is denoted
Ac(Y ;E).
0.10.5. For any algebraic group defined over R, we denote the Lie algebra of its
real points by the corresponding Gothic letter, for example, g = LieG(R). The
complexification is denoted by a subscript C, for example gC. Now let Z be an
algebraic group defined over Q. The group of characters of Z defined over Q is
denoted X(Z). The one-dimensional representation space associated to a character
χ is denoted Cχ. Let 0Z =
⋂
χ∈X(Z)Kerχ
2 be the intersection of the kernels of the
squares of characters of Z. The group Z is an almost direct product of Q-subgroups
H and K if the product morphism H ×K → Z is surjective with finite kernel.
0.10.6. For a connected reductive Q-group L, let Mod(L) denote the category of
regular representations of L. We write C(L) and Gr(L) instead of C(Mod(L))
and Gr(Mod(L)). If M ⊆ L is a reductive Q-subgroup and E ∈Mod(L), let E|M
denote the regular representation of M obtained from E by restriction.
Let Irr(L) denote the isomorphism classes of irreducible regular L-modules. For
any E ∈Mod(L) we have an isotypical decomposition
E =
⊕
V ∈Irr(L)
EV
where EV = HomL(V,E) ⊗ V . For any irreducible representation V ∈ Irr(L), we
let ξV denote the character by which SL acts on V . Since SL is Q-split, ξV is
defined over Q. Although ξV may not extend to a character of L, there exists a
natural number k such that ξkV extends to a character of L defined over Q.
0.10.7. Let Z be an algebraic group and let σ : Z → GL(V ) be a regular representa-
tion. Recall the contragredient representation σ∗ on V ∗ is defined by (σ∗(g)ψ)(v) =
ψ(σ(g−1)v). Define the complex vector space V to have vectors v indexed by v ∈ V ,
with operations v+w = v + w and λv = λv. If Z is defined over R there is a complex
conjugate representation σ on V defined by σ(g)v = σ(g)v.
0.10.8. In this paper G will be a connected reductive algebraic group defined over
Q, and Γ ⊆ G(Q) will be an arithmetic subgroup. (We briefly depart from this
convention on G in §§21.2, 21.3.) We let D denote the associated symmetric space
G(R)/KAG, where K is a maximal compact subgroup of G(R) and AG is the
connected component of the group of real points of the maximal Q-split torus SG
in the center of G. Let X = Γ\D be the arithmetic quotient. If E is a regular
representation of G, the induced locally constant sheaf on X will be denoted by the
corresponding blackboard bold letter, thus E = D ×Γ E.
Since we do not assume Γ to be neat, X (and the various other arithmetic
quotients that we will consider) need not be manifolds, but rather V -manifolds.
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Alternatively the reader may assume that Γ is neat; any arithmetic group contains
a neat subgroup with finite index.
0.10.9. Let P be a parabolic Q-subgroup of G, with unipotent radical NP and
Levi quotient LP = P/NP . Set MP =
0LP . Let SP denote the maximal Q-split
torus in the center of LP and set AP = SP (R)0. Restriction of characters yields
an injective morphism X(LP )→ X(SP ) whose image has finite index. In terms of
real points we have LP (R) =MP (R)×AP .
If P ⊆ Q are parabolicQ-subgroups, P/NQ is a parabolic Q-subgroup of LQ with
unipotent radical NQP = NP /NQ. One can naturally identify SQ as a subgroup of
SP and X(LQ) as a subgroup of X(LP ). Namely consider the diagram
LP P/NQ
j i
LQ ;
since P/NQ is parabolic in LQ, i identifies its center with that of LQ, while j
identifies it with a subgroup of the center of LP . Furthermore
X(LP )
∼
X(P/NQ) X(LQ) .
i∗
Set SQP =
(⋂
χ∈X(LQ)
Kerχ ∩ SP
)0
. Then SP is an almost direct product
SP = SQ · S
Q
P .
If we write AQP = S
Q
P (R)
0, then AP is an honest direct product
(0.10.1) AP = AQ ×A
Q
P .
0.10.10. Let P be a parabolic Q-subgroup of G. Let aP be the Lie algebra of
AP and let 〈 , 〉 denote the natural pairing a∗P × aP → R. We may identify
X(SP )⊗ZR ∼= a∗P . Consequently we will view elements of X(SP ) both as characters
on SP and as linear functionals on aP .
The group LP acts via conjugation on NP (and hence on nPC) via any lift L˜P ⊆
P . Although this action depends on the lift, the characters α ∈ X(SP ) by which
SP acts are independent of the lift. We denote these characters by Φ(nP , SP ) or
Φ(nP , aP ). As usual we call them “roots” even though in general for P nonminimal
they are not the positive roots of a root system. They do, however, have the
property that every such root is a unique nonnegative integral linear combination
of so-called simple roots; we let ∆P denote these simple roots.
In the case that P = P0 is a minimal parabolic Q-subgroup, ∆P0 is a basis of
the Q-root system QΦ of G. In this case we omit the subscript P0 and simply write
∆, S, a, etc.
0.10.11. If P ⊆ Q are parabolic Q-subgroups, the type of Q with respect to P is the
subset ∆QP of ∆P consisting of roots restricting to 1 on SQ. Parabolic Q-subgroups
Q containing P are in one-to-one correspondence with subsets of ∆P via Q↔ ∆
Q
P .
Let
aP = aQ ⊕ a
Q
P
be induced from (0.10.1). By §0.10.9 we have a natural inclusion a∗Q →֒ a
∗
P . Then
aQ is the subspace of aP annihilated by ∆
Q
P , whereas a
Q
P is the subspace annihilated
by ∆Q together with a basis of X(SG). We also have a dual decomposition
a∗P = a
∗
Q ⊕ a
Q∗
P .
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Given α ∈ a∗P we write α = αQ + α
Q for its corresponding decomposition and
likewise for elements of aP .
0.10.12. For each γ ∈ ∆, let γ∨ ∈ a be the corresponding coroot. (We shall
occasionally identify a with a∗ via a Weyl group invariant inner product ( , ), in
which case γ∨ = 2(γ,γ)γ.) To define coroots where P is an arbitrary parabolic Q-
subgroup, we proceed as in [1]. Namely for α ∈ ∆P , let γ ∈ ∆ \∆P be the unique
root restricting to α on aP and let α
∨ = (γ∨)P be the projection of γ
∨ to aP .
If P ⊆ Q, then aQP has a basis of coroots, {α
∨}α∈∆Q
P
. Let ∆̂QP = {β
Q
α }α∈∆Q
P
be
the dual basis of aQ∗P . On the other hand, ∆
Q
P is a basis for a
Q∗
P . For β ∈ ∆̂
Q
P ,
define β∨ ∈ aQP by 〈α, β
∨〉 = 〈β, α∨〉 for all α ∈ ∆QP . Then {β
∨}β∈∆̂QP
is the basis
of aQP dual to ∆
Q
P .
0.10.13. Let +a∗P denote the real convex cone spanned by ∆P and let a
∗+
P denote
the real convex cone spanned by ∆̂P . Then a
∗+
P is the dominant cone
{µ ∈ a∗P | 〈µ, α
∨〉 ≥ 0 for all α ∈ ∆P }
and a∗+P ⊆
+a∗P . Similarly define
+a
Q∗
P and a
Q∗+
P .
0.10.14. Beginning in §21 we will need to consider parabolic R-subgroups. The
discussion in §§0.10.9–0.10.13 applies with Q replaced by R. We will add a left
subscript R to the notation in this case, for example, RSP , RAP , R∆P , etc.
0.10.15. Let P ⊆ Q be parabolic Q-subgroups. Let (P,Q) denote the parabolic
Q-subgroup “complementary” to Q with respect to P with type ∆P \∆
Q
P . When
(P,Q) occurs as a subscript or a superscript, we omit the parentheses, for example,
∆P,QP . Thus we have a disjoint decomposition
∆P = ∆
P,Q
P ∐∆
Q
P .
Restriction to aQ sends ∆
Q
P to zero and defines a bijection ∆
P,Q
P
∼
−→ ∆Q.
Note that this decomposition of ∆P induces a direct sum decomposition
aP = aQ ⊕ a
G
P,Q ,
however in general aGP,Q 6= a
Q
P .
0.10.16. Let
P = {Γ-conjugacy classes of parabolic Q-subgroups of G } ;
notationally we do not distinguish a parabolic Q-subgroup from its Γ-conjugacy
class. Define a partial order on P by
P ≤ Q ⇐⇒ P ⊆ Qγ for some γ ∈ Γ.
(When P ≤ Q we will always feel free to replace Q by a Γ-conjugate so as to arrange
P ⊆ Q as needed.) For P and Q in P, let P ∨ Q denote the least upper bound of
P and Q; let P ∩Q denote the greatest lower bound when it exists.
Given P ≤ R, let [P,R] denote the interval {Q ∈ P | P ≤ Q ≤ R }. This is
a complemented lattice: for every Q ∈ [P,R] there exists Q′ ∈ [P,R] such that
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Q ∩Q′ = P and Q ∨Q′ = R, namely Q′ = (P,Q) ∩R. We represent this situation
by the diagram
(0.10.2) Q
′
R
P .
Q
0.10.17. Let P be a parabolic Q-subgroup and let h be a Cartan subalgebra of
lP . Write h = bP ⊕ aP where bP is a Cartan subalgebra of mP . (In §25 we shall
also need h = RbP ⊕ RaP for P a parabolic R-subgroup, where RbP is a Cartan
subalgebra of RmP .) The corresponding roots will be denoted Φ(lPC, hC) and a
positive system will be denoted Φ+(lPC, hC). (In the case Q = G we shall often
simply write Φ and Φ+.)
Via a lift, h acts on nP via the adjoint action; the corresponding roots are
independent of the lift and will be denoted Φ(nPC, hPC). Likewise via a lift, h may
be considered as a Cartan subalgebra of lQ for any parabolic Q-subgroup Q ⊇ P ;
the decomposition h = bQ + aQ and the roots Φ(lQC, hC) are independent of the
lift. We can always choose a positive system Φ+(lQC, hC) containing Φ
+(lPC, hC)
and Φ(nPC, hPC).
0.10.18. Let ρ = ρP + ρP be one-half the sum of roots in Φ
+(gC, hC), where ρ
P
(resp. ρP ) is one-half the sum of the roots in Φ
+(lPC, hC) (resp. Φ(nPC, hC)). We
may identify 2ρP with the Q-rational character of LP by which LP (via any lift
L˜P ) acts on
∧dim nP nP . Thus ρP is supported on aP and ρ = ρP + ρP corresponds
to the decomposition induced by restriction to the summands in h = bP ⊕ aP .
0.10.19. Let P be a parabolic Q-subgroup and let E be a regular G-module. The
nilpotent Lie algebra cohomology functor E 7→ H(nP ;E) from Mod(G) to Gr(LP )
will play a crucial role in what follows. As a vector space, H(nP ;E) is defined as
the cohomology of the complex C(nP ;E) = Hom(
∧
nP , E) equipped with the usual
differential (see for example [13, I, §1.1]). The coadjoint representation induces an
action of P on C(nP ;E) which commutes with the differential, and hence there
is an action of P on H(nP ;E). The unipotent radical NP acts trivially [13, I,
§1.1(5)] so this descends to a representation of LP . Finally, a morphism of G-
modules f : E → E′ induces a morphism of P -modules C(nP ;E) → C(nP ;E
′)
which commutes with the differentials and hence induces an LP -module morphism
H(nP ;E)→ H(nP ;E′) which we denote H(nP ; f).
0.10.20. LetW denote the Weyl group of Φ. For w ∈ W let ℓ(w) denote the length
of w ∈ W with respect to the reflections in simple roots and set Φw = { γ ∈ Φ+ |
w−1γ < 0 }. It is well known that ℓ(w) = #Φw.
For a parabolic Q-subgroup P let WP ⊆ W be the subgroup corresponding to
the Weyl group of Φ(lPC, hC) and let WP ⊆ W be the set of minimal length coset
representatives of WP \W .2 We have w ∈ WP if and only if Φw ⊆ Φ(nPC, hC).
There is a factorization
W =WPWP .
2Our use of subscript versus superscript here is opposite from the usual convention, but this
way is more compatible with the subscripts and superscripts on A and ∆.
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The corresponding groups and coset representatives for the Q-root system will
be used in §19, and will be denoted there QW , etc.
0.10.21. Kostant’s Theorem. Let E be a regular G-module. The complement WP
plays an important role in Kostant’s theorem [31], which states that H(nP ;E) has
a decomposition as an LP -module indexed by WP :
H(nP ;E) =
⊕
w∈WP
H(nP ;E)w .
Furthermore, H(nP ;E)w is concentrated in degree ℓ(w) and, if E is irreducible
with highest weight λ, then H(nP ;E)w is the irreducible LP -module having highest
weight w(λ+ ρ)− ρ.
0.10.22. Let P ⊆ Q be parabolic Q-subgroups. We have
W =WQWQ = (W
PWQP )WQ
and one may check that
WP =W
Q
P WQ.
For w ∈ WP write w = wQwQ accordingly. We have the important equality
ℓ(w) = ℓ(wQ) + ℓ(wQ)
and in fact
(0.10.3) Φw = ΦwQ
∐
wQΦwQ .
It immediately follows from Kostant’s theorem that
H(nP ;E)w ∼= H(n
Q
P ;H(nQ;E)wQ)wQ
and consequently [22, (11.8)], [51, 4.10]
(0.10.4) H(nP ;E) ∼= H(n
Q
P ;H(nQ;E)) .
Part I. L-modules and Micro-support
1. Geodesic Action and Related Bundles
Recall that D is the symmetric space G(R)/KAG associated to G and X = Γ\D
is an arithmetic quotient. In this section we briefly recall the geodesic retraction
and nilmanifold fibration associated to a parabolic Q-subgroup P [11, §3], [56, §3],
[22, §§3, 4, 7]. This section also serves to establish our notation for the various
spaces and bundles that will enter into the construction of the reductive Borel-
Serre compactification in §2. One novelty of our presentation is that we introduce
a “geodesic action” for the entire Levi quotient LP (R) as opposed to merely AP ;
this is convenient for describing the flat connection on the nilmanifold fibration.
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1.1. Geodesic action. Given any basepoint x ∈ D, let LP,x denote the unique
lift of LP to P which is stable under the Cartan involution associated to x. Since
P (R) acts transitively on D, we may express y ∈ D as px for p ∈ P (R); since
P = NP ⋊LP,x we may write p = ur with u ∈ NP (R) and r ∈ LP,x(R). Define the
geodesic action of LP (R) on D by
(1.1.1) z o y = uzxrx,
where zx ∈ LP,x(R) denotes the lift of z. Note that at the basepoint x the geodesic
action of an element of LP agrees with the ordinary action of its lift in LP,x. Clearly
the restriction of this action to AP agrees with the geodesic action as defined in
[11].
Lemma. The geodesic action (z, y) 7→ z o y of LP (R) on D is well-defined (that
is, z o y is independent of the choice of p and x above). It satisfies
(1.1.2) q(z o y) = qz o qy (q ∈ P (R)),
where z 7→ qz denotes the action of P (R) by conjugation on LP (R).
Proof. Consider first the choice of p. If y = p′x for p′ ∈ P (R), then p′ = pk for
some k ∈ Kx ∩ P ⊆ LP,x and hence p′ = ur′ with r′ = rk. Thus uzxr′x = uzxrx
and so the right hand side of (1.1.1) depends only on x, y, and z.
Now consider another basepoint x′. Write x′ = qx = vlx with v ∈ NP (R)
and l ∈ LP,x(R). Then LP,x′ = vLP,xv−1. We may express y = p′x′ where
p′ = pq−1 = url−1v−1 = (uv−1)(vrl−1v−1) = u′r′. Thus we compute u′zx′r
′x′ =
(uv−1)(vzxv
−1)(vrl−1v−1)qx = uzxrx, which shows that (1.1.1) is independent of
x.
To prove (1.1.2), calculate q(z o y) = quzxrx =
quq(zx)
qrqx. However q(zx) is the
lift of qz to LP,x′, where x
′ = qx. Thus q(z o y) = qu(qz)x′
qrx′ = qz o (quqrx′) =
qz o qy. 
Corollary. The geodesic action of LP (R) and the usual action of NP (R) commute.
The geodesic action of AP ⊆ LP (R) commutes with the usual action of P (R).
Proof. By the lemma we need to show that qz = z for q ∈ NP (R) and z ∈ LP (R)
(and likewise for q ∈ P (R) and z ∈ AP ). Write z = zxNP (R) for some basepoint
x. Then qz = qzxq
−1NP (R) = zxqzxq−1NP (R), so we need to show that qzxq−1 ∈
NP (R). This follows in the first case since q ∈ NP (R) and NP (R) is normal. In
the second case, write q = vl with v ∈ NP (R) and l ∈ LP,x(R). Then qzxq−1 =
vzx lzxl−1v−1 = vzxv−1, since zx ∈ AP,x is in the center of LP (R). Now proceed as
in the first case. 
1.2. Comparison of geodesic actions. Consider now two parabolicQ-subgroups
P ⊆ Q; as in §0.10.9 the split component AQ may be viewed as a subgroup of AP .
Thus it has a geodesic action viewed as a subgroup of either LQ(R) or LP (R); these
two geodesic actions agree [11, 3.10].
For the extended geodesic action we have the
Lemma. The geodesic action of NQP (R) = NP (R)/NQ(R) ⊆ LQ(R) commutes with
the geodesic action of LP (R).
Proof. Write y ∈ D as y = urx, where u ∈ NP (R), r ∈ LP,x(R). Since NP ⊆ Q =
NQ ⋊ LQ,x we can decompose NP = NQ ⋊ N
Q
P,x where N
Q
P,x ⊆ LQ,x is the lift of
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NQP . Thus we can write u = vw, where v ∈ NQ(R) and w ∈ N
Q
P,x(R). The geodesic
action of n ∈ NQP (R) is now n o y = vnxwrx, which clearly commutes with the
geodesic action of z ∈ LP (R), z o y = uzxrx = vwzxrx. 
1.3. Geodesic retraction. By Corollary 1.1 the geodesic action of AP and the
ordinary action of 0P (R) commute. The consequent action of AP × 0P (R) on D is
transitive and the stabilizer of any point x is {AG}×0P (R)∩Kx, where Kx ⊆ G(R)
is the maximal compact subgroup fixing x. Set3 AGP =
0P (R)\D and eP = AP \D.
The preceding implies there is an isomorphism
(1.3.1) D ∼= AGP × eP
of (AGP ×
0P (R))-homogeneous spaces. The quotient map
D −→ eP = AP \D
obtained by collapsing the orbits of the geodesic action of AP is a trivial principal
AGP -bundle with canonical trivializing sections given by the orbits of
0P (R). Note
that after choosing a basepoint x ∈ D and hence x¯ ∈ AGP , there is an isomorphism
of AGP -homogeneous spaces A
G
P
∼
−→ AGP given by a 7→ a o x¯. Thus A
G
P is an affine
version of AGP .
The action of ΓP = Γ ∩ P on D ∼= AGP × eP operates only on the second factor,
so the principal AGP -bundle structure persists after taking the quotient:
rP : ΓP \D −→ YP = ΓP \eP .
The map rP is called geodesic retraction. Since ΓP ⊂ 0P (R), the quotients by ΓP
of the orbits of 0P (R) still yield canonical trivializing sections of rP .
If P ⊆ Q this map descends to yield a canonically trivial AQP -bundle (also called
geodesic retraction)
rP : ΓP \eQ −→ YP .
1.4. Nilmanifold fibrations. The geodesic action of 0LP (R) descends to eP and
by Corollary 1.1 this action commutes with the NP (R)-action. The resulting action
of NP (R)× 0LP (R) on eP is transitive and the stabilizer of any point is contained
in {1}× 0LP (R). Set NP (R) = 0LP (R)\eP and DP = NP (R)\eP ; the space NP (R)
is an affine version of NP (R) and DP is the generalized symmetric space associated
to LP . Then there is an isomorphism
eP ∼= NP (R)×DP
of (NP (R)× 0LP (R))-homogeneous spaces. The principal NP (R)-bundle
µ : eP −→ DP
obtained by collapsing the orbits of the action of NP (R) has canonical trivializing
sections given by the orbits of the geodesic action of 0LP (R). Given a basepoint
x ∈ D and hence x¯ ∈ NP (R), there is an isomorphism nx : NP (R)
∼
−→ NP (R) of
NP (R)-homogeneous spaces defined by nx(u) = ux¯.
The action of 0P (R) on eP descends to actions on both NP (R) and DP , and the
isomorphism eP ∼= NP (R) ×DP is an isomorphism of 0P (R)-homogeneous spaces.
Set NP (R)′ = ΓNP \NP (R) and note that the action of ΓP on NP (R) descends to an
action of ΓLP = ΓP /ΓNP on NP (R)
′. The previous decomposition descends to an
3In [11] eP is denoted e(P ).
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isomorphism ΓNP \eP ∼= NP (R)
′ ×DP of ΓLP -homogeneous spaces and thus there
is a canonically trivial NP (R)′-bundle
µ′ : ΓNP \eP → DP .
Set4 NP (R)′ = ΓNP \NP (R). Given a basepoint x ∈ D, the isomorphism nx de-
scends to n′x : NP (R)
′ ∼−→ NP (R)′.
Finally take the quotient by ΓLP of µ
′; we obtain a flat bundle (with fibers
noncanonically diffeomorphic to NP (R)′)
p : YP −→ XP = ΓLP \DP .
This is simply the flat bundle DP ×ΓLP NP (R)
′ → XP associated to the ΓLP -space
NP (R)′. It is called the nilmanifold fibration.
1.5. For later use, we calculate [22, (7.8)] the action of ΓLP on NP (R)
′ that is
needed in order to make n′x : NP (R)
′ ∼−→ NP (R)′ an isomorphism of ΓLP -spaces.
Let γΓNP ∈ ΓLP and let ΓNP u ∈ NP (R)
′; write γ = vl where v ∈ NP (R) and
l ∈ LP,x(R). Then
γΓNP · n
′
x(ΓNP u) = ΓNP γ.u.x¯ = ΓNP v.l.u.x¯ = ΓNP v.
lu.x¯ = n′x(ΓNP v.
lu) .
Thus the induced action of γ on NP (R)′ is ΓNP u 7→ ΓNP v.
lu = ΓNP
γu.v.
2. The Reductive Borel-Serre Compactification
Let X = Γ\D be a locally symmetric space. We describe the Borel-Serre com-
pactification X [11] and its quotient introduced by Zucker [56], the reductive Borel-
Serre compactification X̂ [22, §8].
2.1. The Borel-Serre compactification. Let P be a parabolic Q-subgroup of
G. There is an isomorphism AGP
∼
−→ (R>0)∆P defined by a 7→ (aα)α∈∆P and thus
AGP may be embedded into a semigroup A¯
G
P
∼
−→ (R>0 ∪ {∞})∆P .
The orbits of the action of AGP on A¯
G
P yield a stratification indexed by the par-
abolic Q-subgroups Q ⊇ P . Namely, let oQ ∈ A¯GP be defined by α(oQ) = ∞ for
α ∈ ∆P,QP , and α(oQ) = 1 for α ∈ ∆
Q
P . Then we have the stratification
(2.1.1) A¯GP =
∐
Q⊇P
AGP · oQ.
Recall that the quotient map D → eP by the geodesic action of AGP is a principal
AGP -bundle. Let D(P ) = D ×AGP A¯
G
P be the associated A¯
G
P -bundle. The orbits of
AGP ×
0P (R) yield a stratification
D(P ) =
∐
Q⊇P
eQ .
If P ⊆ Q there is a natural identification D(Q) ⊆ D(P ) as an open union of strata.
Given the above identifications, set D =
⋃
P D(P ). This is a manifold-with-
corners whose stratification by faces is
D =
∐
P
eP .
4In [22] the group NP (R) is denoted UP and the nilmanifold NP (R)′ is denoted NP . What
we denote here as NP (R) and NP (R)′ are not explicitly mentioned.
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The construction of D may be generalized to apply to eP (being a space of type
S −Q [11, 2.3, 3.9]) and the resulting eP may be identified with the closure cl(eP )
of eP in D.
The action of G(Q) extends to D and the quotient X = Γ\D is compact. This is
the Borel-Serre compactification of X . On each stratum eP the equivalence relation
induced by Γ is that of ΓP = Γ ∩ P , and two strata eP and eP ′ become identified
in the quotient if and only if P ′ = γP for some γ ∈ Γ. Thus the strata of X are
indexed by the Γ-conjugacy classes P of parabolic Q-subgroups and we have
X =
∐
P∈P
YP ,
where recall YP = ΓP \eP . The bijection P 7→ YP from P to the strata of X is an
isomorphism of partially ordered sets, where YP ≤ YQ if and only if YP ⊆ cl(YQ).
Note that cl(YQ) may be identified with the Borel-Serre compactification Y Q of YQ.
2.2. Local structure of X. Set A¯GP = A
G
P ×AGP A¯
G
P . The factorization (1.3.1)
extends to D(P ) = A¯GP × eP . It follows from reduction theory that near a point
of the stratum eP of D, the equivalence relation induced by Γ is that of ΓP . Thus
X is locally homeomorphic along YP to A¯
G
P × YP (where we embed YP ⊆ A¯
G
P × YP
as {oP } × YP ). Consequently if Γ is torsion-free then X is a smooth manifold-
with-corners. In general, since any arithmetic group has a torsion-free subgroup of
finite index there may be finite quotient singularities and X is a “V -manifold-with-
corners”.
The description of a neighborhood of the entire closed stratum Y P is much more
subtle; see [43, §8].
2.3. Reductive Borel-Serre compactification. Let X̂ be the stratified set
X̂ =
∐
P∈P
XP
and define a stratified map p : X → X̂ by setting p|YP to be the flat nilmanifold
fibration YP → XP with fiber NP (R)′. We give X̂ the quotient topology induced
by p; this is the reductive Borel-Serre compactification of X . (Note that X =
XG = YG.) Again P 7→ XP is an isomorphism of P with the partially ordered
set of strata of X̂. The closure cl(XQ) is identified with the reductive Borel-Serre
compactification X̂Q of XQ.
We denote the inclusion map of a stratum XP by iP : XP →֒ X̂ and the inclusion
of its closure by ıˆP : X̂P →֒ X̂. Let UP =
∐
R≥P XP be the open star neighborhood
of a stratum XP ; we denote the inclusion of the deleted star neighborhood by
jP : UP \XP →֒ X̂ and the inclusion of the complement of X̂P by ˆP : X̂ \X̂P →֒ X̂.
2.4. Local structure of X̂. Note that the identification AGP
∼= AGP from §1.3
(which depends on the choice of a basepoint) extends to an identification A¯GP
∼= A¯GP .
The stratification (2.1.1) of A¯GP thus induces one of A¯
G
P and this stratification is
independent of the basepoint.
Set ZP = (A¯
G
P × NP (R)
′)/∼, where (a,ΓNP n1) ∼ (a,ΓNPn2) if and only if
n2 = un1 for u ∈ NQ(R) and a belongs to the Q-stratum. The action of ΓLP on
NP (R)′ induces an action on ZP . Then X̂ is locally homeomorphic along XP to
the bundle DP ×ΓLP ZP .
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Note that if Γ is neat then the strata XP are smooth, however in general they
are only V -manifolds. Also a description of a neighborhood of the entire closed
stratum X̂P may easily be deduced from [43, §8].
3. L-modules
3.1. Notation. Let W ⊆ X̂ be a union of strata, that is, W =
⋃
P∈P(W )XP for
some subset P(W ) ⊆ P. We say W is an admissible space if it is locally closed, or
equivalently if P , Q ∈ P(W ) imply that [P,Q] ⊆ P(W ). We will reuse the notations
iP , ıˆP , jP , and ˆP from §2.3 in order to denote the analogous inclusions into W .
3.2. Let W be an admissible space. Let LW denote the system consisting of{
the reductive algebraic groups LP for all P ∈ P(W ), and
the functors H(nQP ; ·) : Mod(LQ) −→ Gr(LP ) for all P ≤ Q ∈ P(W ).
Note that the functors H(nQP ; ·) are degree nondecreasing and there are natural
isomorphisms (in view of (0.10.4))
(3.2.1) H(nRP ; ·)
∼= H(n
Q
P ;H(n
R
Q; ·)) for all P ≤ Q ≤ R.
3.3. The category of L-modules. Let L = LW for a fixed admissible space W .
An L-module M = (E·, f··) consists of{
an object EP of Gr(LP ) for all P ∈ P(W ), and
degree 1 morphisms fPQ : H(n
Q
P ;EQ)
[1]
−→ EP for all P ≤ Q ∈ P(W )
satisfying the condition that
(3.3.1)
∑
Q∈[P,R]
fPQ ◦H(n
Q
P ; fQR) = 0 for all P ≤ R ∈ P(W ).
(Equation (3.2.1) shows this formula makes sense.)
Note that (3.3.1) implies in particular that (EP , fPP ) is a complex which we
denote i!PM. (See §3.4 below for a general definition of k
!.)
An L-morphism M→M′ is a family φ = (φ··), where
φPQ : H(n
Q
P ;EQ)→ E
′
P for all P ≤ Q ∈ P(W ),
such that the following condition is satisfied:
(3.3.2)∑
Q∈[P,R]
φPQ ◦H(n
Q
P ; fQR) =
∑
Q∈[P,R]
f ′PQ ◦H(n
Q
P ;φQR) for all P ≤ R ∈ P(W ).
The composition of two L-morphisms φ : M→M′ and φ′ : M′ → M′′ is defined
by
(3.3.3) (φ′ ◦ φ)PR =
∑
Q∈[P,R]
φ′PQ ◦H(n
Q
P ;φQR) for all P ≤ R ∈ P(W ).
The category of L-modules Mod(L) has for objects the L-modules and for mor-
phisms the L-morphisms. The full subcategory Modb(L) consists of L-modulesM
for which all EP lie in Gr
b(LP ). Note that if W = XP consists of a single stra-
tum, then Mod(LXP ) = C(LP ), however in general Mod(L) is not the category of
complexes C(C) for some category C.
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3.4. Standard functors on L-modules. Given an inclusion k : Z →֒ W of ad-
missible spaces one can define functors k∗, k∗, k
!, and k! between the respective
categories of L-modules that are motivated by the usual functors on the derived
category of sheaves.
The functor k! associates to an LW -module M an LZ -module with the same
data but with P and Q restricted to belong to P(Z). Condition (3.3.1) continues
to hold since Z is locally closed. One special case is i!PM = (EP , fPP ), the local
cohomology complex at P with supports. The functor k∗ associates to an LZ -module
M an LW -module with the same data but extended by EP = 0 and fPQ = 0 if one
of the subscripts is outside of P(Z).
We only define k∗ in the cases we need, namely when Z is open in W (in which
case k∗ = k! has been defined above) and when Z has a unique maximal face.
Suppose XT is a maximal face of Z; that is, T ∈ P(Z) and Z ⊆ X̂T . For M =
(E·, f··) an LW -module, define k
∗M = (E′· , f
′
··) by
E′P =
⊕
R∈[P,(P,T )]
H(nRP ;ER),
f ′PQ =
∑
R∩T=P
S∩T=Q
R≤S
H(nRP ; fRS),
for all P ≤ Q with P , Q ∈ P(Z). (Recall that (P, T ) denotes the parabolic Q-
subgroup opposite to T relative to P .) The reader can verify this is an LZ-module.
As a special case, the local cohomology complex at P is
i∗PM =
(⊕
P≤R
H(nRP ;ER),
∑
R∈[P,S]
H(nRP ; fRS)
)
.
It should always be understood in these and similar formulas that R and S are
restricted to belong to P(W ).
We only define k! in the case we need, namely when Z is closed in W , in which
case k! = k∗ has been defined above.
Proposition. Assume in the following that j and k are inclusions of admissible
spaces and that the indicated functors have been defined above.
(i) There are identities :
j! ◦ k! = (k ◦ j)! , k∗ ◦ j∗ = (k ◦ j)∗ ,
j∗ ◦ k∗ = (k ◦ j)∗ , k! ◦ j! = (k ◦ j)! .
(ii) There are adjoint relations :
(3.4.1)
HomMod(LW )(M, k∗M
′) ∼= HomMod(LZ)(k
∗M,M′),
HomMod(LW )(M, k
!M′) ∼= HomMod(LZ)(k!M,M
′).
(iii) Consider the commutative diagram of inclusions of admissible spaces,
Z
k2−−−−→ Z2
j1
y j2y
Z1
k1−−−−→ W .
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where Z = Z1 ∩ Z2. Then
(3.4.2) k!1 ◦ j2∗ = j1∗ ◦ k
!
2 .
Now assume that Z1 has a unique maximal face XT , that Z has a unique
maximal face XT0 , and furthermore that Z1 and Z2 intersect “transversely”
in the sense that
(3.4.3) U ∩ Z2 = U ∩W ∩ X̂(T0,T ),
where U =
⋃
P∈P(Z)
⋃
Q≥P XQ is the star neighborhood of Z. Then
j!1 ◦ k
∗
1 = k
∗
2 ◦ j
!
2.
Proof. Parts (i) and (ii) and the first part of (iii) are left to the reader. For the
rest of (iii), note that E′P =
⊕
QH(n
Q
P ;EQ) for both j
!
1k
∗
1M and k
∗
2j
!
2M, where
in the first case the sum is over Q ∈ [P, (P, T )] ∩ P(W ), while in the second case
the sum is over Q ∈ [P, (P, T0)] ∩ P(Z2). The sums are equal by (3.4.3) since
(P, T ) = (P, T0) ∩ (T0, T ). 
Elsewhere we will define k∗ and k! more generally and prove an analogue of the
proposition in a suitable homotopy category of L-modules (see §3.9).
3.5. Pullback of an LW -module to a fiber. There is one other functor we will
need to consider beginning in §22. Suppose G has a connected normal Q-subgroup
which we denote Gℓ. Let G˜h be a complementary connected normal Q-subgroup
so that G = G˜hGℓ is an almost direct product. Set Gh = G/Gℓ = G˜h/(Gℓ ∩ G˜h)
and let ΓGℓ = Γ ∩ Gℓ and ΓGh = Γ/ΓGℓ be the induced arithmetic subgroups.
Parabolic Q-subgroups of G correspond to pairs of a parabolic Q-subgroup of Gℓ
and a parabolic Q-subgroup of Gh: given P ⊆ G we associate Pℓ = P ∩ Gℓ and
Ph = P/Pℓ and conversely given Pℓ and Ph we associate P = P˜hPℓ (where P˜h ⊆ G˜h
is a lift of Ph).
The geometric picture is as follows. There is a factorization of symmetric spaces
D = Dh × Dℓ and a flat bundle of arithmetic quotients X → Xh with fibers Xℓ.
(The action of ΓGh is induced from the action of the finite quotient Γ/Γℓ(Γ ∩ G˜h),
so this bundle becomes trivial over a finite cover of Xh.) Let X(Gℓ) ⊆ X̂ be the
partial compactification of X obtained by replacing the fibers by X̂ℓ. Specifically,
note that the map P 7→ Ph induces a surjection P(X̂) → P(X̂h). Then set X(Gℓ)
to be the union of strata XP for all P ∈ P(X̂) satisfying Ph = Gh. The above
fibration extends to a fibration
π : X(Gℓ) −→ Xh
with fibers X̂ℓ. Let ıˆG,ℓ : X̂ℓ →֒ X(Gℓ) be the inclusion of a generic fiber.
The map Pℓ 7→ P = G˜hPℓ induces a surjection P(X̂ℓ)→ P(X(Gℓ)). (It may not
be injective if the finite group Γ/Γℓ(Γ ∩ G˜h) is not trivial.) Define the connected
normal Q-subgroup LP,ℓ = Pℓ/NP ⊆ LP . Let M = (E·, f··) be an LX(Gℓ)-module.
Define an LX̂ℓ -module ıˆ
∗
G,ℓM = (E
′
· , f
′
··) by{
E′Pℓ = Res
LP
LP,ℓ
EP ,
f ′PℓQℓ = Res
LP
LP,ℓ
fPQ,
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for all Pℓ ≤ Qℓ ∈ P(X̂ℓ). (Here Res
LP
LP,ℓ
denotes the restriction of a representation
of LP to a representation of LP,ℓ.) This makes sense since there is a natural
isomorphism
ResLPLP,ℓ H(n
Q
P ;EQ)
∼= H(n
Qℓ
Pℓ
; Res
LQ
LQ,ℓ
EQ) .
Similarly define ıˆ!G,ℓM except that in this case E
′
Pℓ
= ResLPLP,ℓ EP [− dimDh].
More generally for R ∈ P we may define ıˆ∗R,ℓ and ıˆ
!
R,ℓ when we are given
a connected normal Q-subgroup LR,ℓ of LR. In this case we have a fibration
XR(LR,ℓ) → XR,h with fiber X̂R,ℓ and a surjection P(X̂R,ℓ) → P(XR(LR,ℓ))
given by Pℓ 7→ P where P/NR = L˜R,hPℓ. We note the following identities for
Pℓ ∈ P(X̂R,ℓ):
(3.5.1)
i∗Pℓ ◦ ıˆ
∗
R,ℓ = i
∗
Pℓ ◦ ıˆ
∗
P,ℓ ◦ i
∗
P , i
∗
Pℓ ◦ ıˆ
!
R,ℓ = i
∗
Pℓ ◦ ıˆ
!
P,ℓ ◦ i
∗
P ,
i!Pℓ ◦ ıˆ
∗
R,ℓ = i
∗
Pℓ ◦ ıˆ
∗
P,ℓ ◦ i
!
P , i
!
Pℓ ◦ ıˆ
!
R,ℓ = i
∗
Pℓ ◦ ıˆ
!
P,ℓ ◦ i
!
P .
(The initial i∗Pℓ on the right-hand side of these equalities would not be needed if
Γ/Γℓ(Γ ∩ G˜h) were trivial.)
3.6. Local cohomology with supports. Let M be an LW -module, where W is
an admissible space. It is easy to verify that there is a short exact sequence
(3.6.1) 0→ i!QM→ i
∗
QM→ i
∗
QjQ∗j
∗
QM→ 0
relating the two types of local cohomology complexes at Q. There is also a short
exact sequence
(3.6.2) 0→ ıˆ!QM→ ıˆ
∗
QM→ ıˆ
∗
QˆQ∗ˆ
∗
QM→ 0 .
More generally, for P ≤ Q ∈ P(W ) define the local cohomology complex of M at
P supported on Q to be
i∗P ıˆ
!
QM =
( ⊕
R∈[P,Q]
H(nRP ;ER),
∑
R≤S∈[P,Q]
H(nRP ; fRS)
)
;
this will play an essential role in the definition of micro-support of M later in §7.
If Q ≤ Q′ there is a short exact sequence comparing i∗P ıˆ
!
QM and i
∗
P ıˆ
!
Q′M, namely
(3.6.3) 0→ i∗P ıˆ
!
QM→ i
∗
P ıˆ
!
Q′M→ i
∗
P ˆQ∗ˆ
∗
Qıˆ
!
Q′M→ 0 ;
this follows from (3.6.2) by replacing M with ıˆ!Q′M and applying i
∗
P . The corre-
sponding long exact sequence is
(3.6.4) · · · −→ Hi(i∗P ıˆ
!
QM) −→ H
i(i∗P ıˆ
!
Q′M) −→ H
i(i∗P ˆQ∗ˆ
∗
Q ıˆ
!
Q′M) −→ · · · .
We wish to study H(i∗P ˆQ∗ˆ
∗
Qıˆ
!
Q′M). Set P
′ = (P,Q) ∩ Q′ so that P = P ′ ∩ Q
and Q′ = P ′ ∨Q:
(3.6.5) P ′
Q′
P .
Q
When #∆P
′
P = 1 the last term of (3.6.3) is equal to
i∗P iP ′∗i
∗
P ′ ıˆ
!
Q′M = H(n
P ′
P ; i
∗
P ′ ıˆ
!
Q′M) ;
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since the functor H(nP˜P ; ·) is exact it commutes with taking cohomology and so
(3.6.6) H(i∗P iP ′∗i
∗
P ′ ıˆ
!
Q′M) = H(n
P ′
P ;H(i
∗
P ′ ıˆ
!
Q′M)) .
In general we have the
3.7. Lemma. Given P ≤ Q ≤ Q′, set P ′ = (P,Q) ∩ Q′. There are two spectral
sequences abutting to H(i∗P ˆQ∗ˆ
∗
Qıˆ
!
Q′M). The first (the Fary spectral sequence) has
(3.7.1) E−p,·1 =
⊕
P<P˜≤P ′
#∆P˜P=p
H(nP˜P ;H(i
∗
P˜
ıˆ!
Q˜
M))[−p] ,
where Q˜ = P˜ ∨Q. The second (the Mayer-Vietoris spectral sequence) has
(3.7.2) Ep,·1 =
⊕
P<P˜≤P ′
#∆P˜P=p+1
H(nP˜P ;H(i
∗
P˜
ıˆ!Q′M)) .
Proof. Any R ∈ [P,Q′] belongs to [P˜ , Q˜] for a unique P˜ ∈ [P, P ′] (namely P˜ =
R ∩ P ′). The situation is represented by the following diagram, in which each
parallelogram has the analogous meaning to (0.10.2):
(3.7.3) P
′
Q′
P˜
R
Q˜
P .
Q
(Of course this figure is not meant to suggest that the parabolic Q-subgroups lying
between P and P ′ are linearly ordered.)
For the first spectral sequence, decompose i∗P ˆQ∗ˆ
∗
Q ıˆ
!
Q′M (as an LP -module, not
as a complex) as
(3.7.4)
⊕
P<P˜≤P ′
i∗P iP˜∗i
∗
P˜
ıˆ!
Q˜
M =
⊕
P<P˜≤P ′
H(nP˜P ; i
∗
P˜
ıˆ!
Q˜
M) .
The corresponding sum in which P˜ is restricted to those with #∆P˜P ≤ p is a
subcomplex and defines an increasing filtration on i∗P ˆQ∗ˆ
∗
Qıˆ
!
Q′M as p varies. The
associated graded complex is exactly equal to (3.7.4). In view of (3.6.6), the E1
term of the resulting spectral sequence has the desired form, (3.7.1).
For the Mayer-Vietoris spectral sequence, consider the long exact sequence
0→ i∗P ˆQ∗ ˆ
∗
Qıˆ
!
Q′M→
⊕
#∆P˜P=1
i∗P iP˜∗i
∗
P˜
ıˆ!Q′M→
⊕
#∆P˜P=2
i∗P iP˜∗i
∗
P˜
ıˆ!Q′M→ · · ·
in which P˜ satisfies P < P˜ ≤ P ′. Thus H(i∗P ˆQ∗ˆ
∗
Q ıˆ
!
Q′M) is the cohomology of a
double complex; the spectral sequence (3.7.2) corresponds to the “first filtration”
#∆P˜P ≥ p+ 1. 
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3.8. The mapping cone of an L-morphism φ : M→M′ is defined by
M(φ) =
(
E·[1]⊕ E
′
· ,
(
−f·· 0
φ·· f
′
··
))
.
This is an L-module; condition (3.3.1) follows from the corresponding condition
for M and M′ and from (3.3.2). The mapping cone defines a functor from the
category of diagrams φ : M → M′ to Mod(L). Define the shift of an L-module
by M[1] = (E·[1],−f··). There are natural L-morphisms α(φ) : M′ → M(φ) and
β(φ) : M(φ)→M[1] given by
α(φ)PP =
(
0
idE′
P
)
for all P ,
β(φ)PP =
(
idEP [1] 0
)
for all P .
(Set α(φ)PQ = 0 for P  Q and similarly for β(φ).)
3.9. One may define a notion of homotopy for L-morphisms and set K(L) to be
the category with L-modules as objects and homotopy classes of L-morphisms as
morphisms. With the definition of mapping cone above, K(L) may be given the
structure of a triangulated category [27, §§1.4, 1.5]. A quasi-isomorphism of L-
modules is an L-morphism that induces quasi-isomorphisms on local cohomology
complexes. Since Mod(LP ) is a semisimple abelian category for all P one can
show that any quasi-isomorphism of L-modules has a homotopy inverse. Thus it
is reasonable to notate K(L) also as D(L). We will discuss this in more detail
elsewhere.
3.10. Generalizations. The concept of L-modules may be greatly generalized.
For example, in §3.2 one could start with a general family of reductive Q-groups
(Lσ)σ indexed by a partially ordered set and replace H(n
Q
P ; ·) by some “link coho-
mology” functors Mστ : Mod(Lτ ) −→ Gr(Lσ) satisfying Mυσ ∼= M
τ
σ ◦M
υ
τ . One
particularly simple situation will be introduced in §12.10 in which all the groups Lσ
will be identical. One could also drop the condition that the groups are reductive
algebraic and replace Mod(Lσ) by a suitable category of representations. We will
not consider such generalizations further here.
4. Realization of L-modules
For an admissible space W let X denote the stratification W =
∐
P∈P(W )XP .
Recall that CX (W ) denotes the category of constructible complexes of sheaves
on W and that DX (W ) denotes the corresponding derived category. Note that a
regular LP -module EP induces by restriction a ΓLP -module and hence a locally
constant sheaf EP = EP ×ΓP DP on XP . Thus we obtain a functor Mod(LP ) →
DX (XP ). In this section we generalize this to L-modules in order to obtain functors
SW : Mod(LW )→ DX (W ).
4.1. Theorem.
(i) There exists a family of functors
AP : Mod(LP )→ CX (X̂P ) for all P ∈ P
and natural morphisms for all P ≤ Q ∈ P,
(4.1.1) kPQ : ıˆQ∗AQ(EQ) −→ ıˆP∗AP (H(n
Q
P ;EQ)) for all EQ ∈Mod(LQ).
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Each AP is an incarnation of the functor EP 7→ iP∗EP , R(LP ) → DX (X̂P ), and
ıˆ∗P (kPQ) becomes a natural isomorphism in DX (X̂P ).
(ii) A family of functors as in (i) determines functors
AW : Mod(LW )→ CX (W ) for all admissible spaces W , and
corresponding functors SW intoDX (W ). If k : Z →֒ W is an inclusion of admissible
spaces, then k∗ ◦ SZ = SW ◦ k∗ and similarly for the other functors defined in §§3.4
and 3.5.
(iii) If two families of functors as in (i) are naturally quasi-isomorphic compatibly
with (4.1.1), then the corresponding functors SW are naturally isomorphic.
Remark. A functor SW as in the theorem with be called a realization of the category
of LW -modules. Given a realization functor and an LW -module M, the cohomol-
ogy H(W ;M) of M is defined to be the hypercohomology H(W ;SW (M)). More
generally the cohomology H(Y ;M) of any subset Y ⊆ W with coefficients in M
is defined to be the hypercohomology of SW (M)|Y . In this paper we will use the
incarnation AW (M) constructed below using special differential forms. This is a
complex of fine sheaves so H(X̂ ;M) may be computed from the complex of global
sections of AX̂(M).
4.2. Proof of Theorem 4.1(ii)(iii). We assume that a family of functors {AP }P∈P
exists as in (i). Let M = (E·, f··) be an LW -module. Define
(4.2.1)

AW (M) =
⊕
P∈P(W )
ıˆP∗AP (EP ),
dAW (M) =
∑
P∈P(W )
dP +
∑
P≤Q∈P(W )
AP (fPQ) ◦ kPQ ,
where dP is the differential of AP (EP ). (Note that in applying AP to EP we are
using the sign convention of §0.10.2.) This is a complex of sheaves. For φ = (φ··)
an LW -morphism define
AW (φ) =
∑
P≤Q
AP (φPQ) ◦ kPQ .
This is the desired functor for (ii); we let SW be the corresponding functor into
DX (W ). It is easy to verify that SW commutes with the usual functors defined in
§§3.4 and 5.3 and that (iii) holds.
4.3. Special differential forms. We now prepare for the proof of Theorem 4.1(i)
which will be at the end of this section.
Let E be a regular representation of G and let E denote the corresponding locally
constant sheaf on X, or on any stratum of X. For any stratum YP of X , consider
the diagram
X = Γ\D
q
←− ΓP \D(P )
rP−→ YP ,
where q : ΓP \D(P ) →֒ ΓP \D → Γ\D is the inclusion followed by the quotient
and rP is the geodesic retraction. Reduction theory implies that if y ∈ YP there
exists a sufficiently small neighborhood U ⊆ X of y such that q : q−1(U)
∼
−→ U is
a diffeomorphism. An E-valued differential form ω on X is locally lifted from the
boundary [6, §8] if for all strata YP and all y ∈ YP , there exists U as above so
that q∗(ω|U ) = r∗Pψ where ψ is a smooth form on U ∩ YP . A form on a stratum
YP = ΓP \eP is called NP (R)-invariant if its lift to eP is invariant under the action
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of NP (R); let Ainv(YP ;E) denote the sheaf of NP (R)-invariant E-valued forms on
YP and let Ainv(YP ;E) denote the global sections.
LetA sp(X ;E) ⊆ A(X ;E) denote the subcomplex of forms which are locally lifted
from the boundary and whose restriction to each stratum YP is in Ainv(YP ;E). The
sheaf complex of special differential forms on X̂ is [22, (13.2)]
A sp(X̂ ;E) = p∗A sp(X;E) ,
the pushforward under the quotient map p : X → X̂. Let A sp(X ;E) and A sp(X̂ ;E)
denote the corresponding complexes of global sections.
4.4. Restriction to boundary strata. Recall from §1.4 that the nilmanifold
fibration p : YP → XP is the flat bundle associated to the ΓLP -space NP (R)
′, and
that given a basepoint x ∈ D there is an isomorphism n′x : NP (R)
′ ∼−→ NP (R)′. The
ΓLP -action on NP (R)
′ induces the structure of an ΓLP -module on Ainv(NP (R)
′;E),
the NP (R)-invariant forms; let Ainv(NP (R)′;E) denote5 the associated complex
of locally constant sheaves on XP . The fiber Ainv(NP (R)′;E)x is the complex of
NP (R)-invariant forms on p−1(x).
A special differential form ω on X̂ determines an NP (R)-invariant form on YP
which we denote ω|YP ; this form can be viewed as a differential form on XP with
values in Ainv(NP (R)′;E) which we denote ω|XP . In fact there is a natural isomor-
phism of complexes [22, 12.6, 13.4(2)]
(4.4.1) i∗PA sp(X̂ ;E) −˜→ A(XP ;Ainv(NP (R)
′;E)),
where the complex on the right is the associated total complex. This operation
extends to an isomorphism
ıˆ∗PA sp(X̂;E) −˜→ A sp(X̂P ;Ainv(NP (R)
′;E))
and hence there is a natural morphism, denoted ω 7→ ω|X̂P ,
(4.4.2) A sp(X̂ ;E) −→ ıˆP∗A sp(X̂P ;Ainv(NP (R)′;E)) .
4.5. A theorem of Nomizu [36] and van Est [55] implies that the natural inclusion
of complexes of differential forms induces an isomorphism
H(Ainv(NP (R)
′;E)) ∼= H(NP (R)
′;E);
from this, the Poincare´ lemma, and (4.4.1) one sees that
Lemma. ([22, §13]) There is a natural isomorphism A sp(X̂ ;E)
∼
−→ iG∗E in DX (X̂)
for E ∈Mod(G).
4.6. Recall that C(nP ;E) denotes the complex Hom(
∧
nP ;E) with differential as
in [13, I, §1.1]. Its cohomology H(nP ;E) is a graded LP -module; let H(nP ;E)
denote the corresponding graded locally constant sheaf on XP .
4.7. Lemma. (compare [22, §12]) There is a natural quasi-isomorphism on XP :
hP : Ainv(NP (R)′;E) −→ H(nP ;E).
5In [22] this complex is denoted C·(NP ;E).
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Proof. Choose a basepoint x ∈ D and let LP,x ⊆ P denote the lift of LP stable
under the Cartan involution associated to x. LP acts on C(nP ;E) through the
coadjoint action of LP,x; we denote by C(nP ;E)x the resulting complex of LP -
modules and by C(nP ;E)x the corresponding complex of locally constant sheaves.
The quasi-isomorphism hP is given by a composition of quasi-isomorphisms
(4.7.1) Ainv(NP (R)′;E)
hx−→ C(nP ;E)x −→ H(nP ;E) .
The first map is induced by an isomorphism [22, (12.13)] of the underlying ΓLP -
modules. Namely, transfer a form from NP (R)′ to NP (R)′ via the isomorphism
n′x and evaluate the form at the identity; one may use §1.5 to verify this respects
the ΓLP -action. For the second map of (4.7.1), note that if E were irreducible, a
theorem of Kostant [31] says that each irreducible component of H(nP ;E) occurs
in both H(nP ;E) and C(nP ;E)x with multiplicity one. Thus for general regular E
there is a unique map C(nP ;E)x → H(nP ;E) in C(LP ) inducing the identity on
cohomology. This induces the second map in (4.7.1).
If x′ is an another basepoint then LP,x′ = vLP,xv
−1 for some v ∈ NP (R). Thus
there is an isomorphism Ad∗(v) : C(nP ;E)x
∼
−→ C(nP ;E)x′ in C(LP ). One may
check from the definition of hx that the left triangle of
C(nP ;E)x
Ad∗(v)Ainv(NP (R)′;E)
hx
hx′
H(nP ;E)
C(nP ;E)x′
commutes; since Ad∗(v) induces the identity on cohomology, the right triangle
commutes by the uniqueness noted above. Thus hP is independent of the basepoint
x.
The verification of naturality for each map in (4.7.1) is left to the reader. 
4.8. This lemma together with equation (4.4.2) yields the
Corollary. There is a natural morphism
kP : A sp(X̂;E) −→ ıˆP∗A sp(X̂P ;H(nP ;E))
given by ω 7→ A sp(X̂P ;hP )(ω|X̂P ) such that ıˆ
∗
P (kP ) is a quasi-isomorphism.
4.9. Proof of Theorem 4.1(i). Apply Lemma 4.5, Lemma 4.7, and Corollary 4.8
with X and G replaced by XQ and LQ respectively. We obtain for all P ≤ Q and
all EQ ∈Mod(LQ) natural quasi-isomorphisms
A sp(X̂Q;EQ) −→ iQ∗EQ ,
hPQ : Ainv(N
Q
P (R)
′;EQ) −→ H(n
Q
P ;EQ) ,
and a natural morphism
kPQ : ıˆQ∗A sp(X̂Q;EQ) −→ ıˆP∗A sp(X̂P ;H(n
Q
P ;EQ)) ,
where kPQ(ω) = A sp(X̂P ;hPQ)(ω|X̂P ) and ıˆ
∗
P (kPQ) is a quasi-isomorphism. The
proposition follows if we set AP (EP ) = A sp(X̂P ;EP ). 
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4.10. There are other choices of {AP }P∈P that yield different incarnations of the
same realization SW . Consider for simplicity just P = G. Then to avoid the
boundary conditions of special differential forms at the expense of complicating the
combinatorics, one may set AG(E) equal to the resolution of iG∗E by combinatorial
forms
A comb(X̂ ;E) =
⊕
P≤Q
A((ΓP /ΓNQ)\(NQ(R)\eP );Ainv(NQ(R)
′;E)).
As another example, if E has a Q-structure one may set AG(E) equal to the res-
olution iG∗I(E) defined in [22, (27.9)]; in this way one obtains a incarnation AW
defined over Q for L-modules defined over Q. We will not go into further details
here.
5. Example: the Intersection Cohomology L-module
Let W ⊆ X̂ be an admissible subspace.
5.1. Recall that there are truncation functors on C(LP ) given by
τ6nC : · · · → Cn−1 → KerdnC → 0→ · · · ,
τ>nC : · · · → 0→ Cn+1/ Im dnC → C
n+2 → · · · .
There is a natural short exact sequence 0 → τ6nC → C → τ>nC → 0 whose
morphisms induce isomorphisms
Hi(τ6nC) =
{
Hi(C) i ≤ n,
0 i > n,
and Hi(τ>nC) =
{
0 i ≤ n,
Hi(C) i > n.
The exact sequence also implies there are natural quasi-isomorphisms [27, 1.7.5]
(5.1.1) M(τ6nC→C)
∼
−→ τ>nC and τ6nC
∼
−→M(C→τ>nC)[−1]
which suggests how to extend these functors to Mod(LW ).
5.2. For Q ∈ P(W ) consider the composition M → iQ∗i∗QM → iQ∗τ
>ni∗QM of
natural maps (the first being the adjunction morphism implied by (3.4.1)). Define
a functor τ6nQ on Mod(LW ) by
τ6nQ M =M(M→ iQ∗τ
>ni∗QM)[−1] ;
§3.8 shows there is a natural morphism τ6nQ M→M. By (5.1.1) there is a natural
quasi-isomorphism
(5.2.1) i∗P ◦ τ
6n
Q
∼=
{
τ6n ◦ i∗Q if P = Q,
i∗P if P  Q.
If P < Q a simple formula like (5.2.1) does not hold. Instead there is a short exact
sequence
0→ H(nQP ; τ
>ni∗QM[−1])→ i
∗
P τ
6n
Q M→ i
∗
PM→ 0 ;
since H(nQP ; ·) is degree nondecreasing we at least have a quasi-isomorphism
(5.2.2) τ6n ◦ i∗P ◦ τ
6n
Q
∼= τ6n ◦ i∗P .
It is also clear that
(5.2.3) τ6nP ◦ τ
6n
Q = τ
6n
Q ◦ τ
6n
P if P ≮ Q and Q ≮ P .
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5.3. Degree truncation of L-modules. The functor τ6n onMod(LW ) is defined
as
τ6n = τ6nQ1 ◦ τ
6n
Q2
◦ · · · ◦ τ6nQN ,
where we write P(W ) = {Q1, . . . , QN} so that Qi ≤ Qj implies i ≤ j; the functor
is independent of the choice of ordering on P(W ) by (5.2.3). There is a natural
morphism τ6nM → M. From (5.2.1)–(5.2.3) it follows that there is a quasi-
isomorphism
i∗Q ◦ τ
6n ∼= τ6n ◦ i∗Q .
By applying i∗Q and using (5.1.1) it is easy to verify the
Lemma. Let W be an admissible space and let SW : Mod(LW ) → DX (W ) be a
realization functor from Theorem 4.1. Then SW ◦ τ6n ∼= τ6n ◦ SW .
Remark. The isomorphism does not hold on the level of complexes. The point is
that τ6n on L-modules is defined “externally”, via a mapping cone, whereas τ6n
on complexes of sheaves is defined “internally”, as a sub-object.
5.4. Intersection cohomology L-module. Let E be a regular G-module and let
p be an ordinary perversity, that is, a function p : {2, . . . , dimX} → Z such that
p(2) = 0, and p(k+1) = p(k) or p(k)+ 1. The intersection cohomology LX̂-module
IpC(E) (with perversity p and coefficients E) is defined as follows. Set
MX = E
For an admissible space W ⊆ X̂ strictly containing X let P ∈ P(W ) be minimal
both with respect to the partial ordering on P(W ) and to dimXP . Let jP : W \
XP →֒W denote the inclusion. Define the LW -moduleMW inductively by setting
(5.4.1) MW = τ
6p(codim
X̂
XP )jP∗MW\XP .
Finally set IpC(E) =MX̂ ; there is a natural morphism IpC(E)→ iG∗E. Note that
since p is nondecreasing one may replace τ6p(codimX̂ XP ) in (5.4.1) by τ
6p(codim
X̂
XP )
P .
Let E = D ×Γ E be the locally constant sheaf on X induced by E and let
IpC(X̂;E) be the corresponding intersection cohomology sheaf [23] in DX (X̂).
The following proposition is immediate from the definitions and the fact that SX̂
commutes with the standard functors and with truncation (Theorem 4.1(ii) and
Lemma 5.3).
Proposition. There is a natural isomorphism SX̂(IpC(E))
∼= IpC(X̂;E).
5.5. Local intersection cohomology. We wish to give a formula for the local
cohomology at P of IpC(E). There are two ingredients to the formula. The first is
the nilpotent cohomologyH(nP ;E) and its decomposition
⊕
w∈WP
H(nP ;E)w from
Kostant’s theorem as in §0.10.21. The second ingredient is a certain combinatorial
invariant IpwH(c(|∆P |)), which we now describe.
Let |∆P | denote the geometric simplex with vertices indexed by the elements
of ∆P . It has a natural stratification given by the decomposition into open faces.
The strata correspond to parabolic Q-subgroups Q  P (that is, to nonempty
subsets ∆QP ⊆ ∆P ) and are denoted |∆
Q
P |
◦. We give the cone c(|∆P |) the induced
stratification—the strata consist of the open cones on |∆QP |
◦ for Q  P together
with the cone point (indexed by P ). Any constructible subset (that is, any union
of open faces) of |∆P | or c(|∆P |) is given the induced stratification.
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Given an ordinary perversity p and an element w ∈ W , define pw : P \ {G} → Z
by
pw(Q) = p(dim nQ +#∆Q)− ℓ(wQ),
where wQ denotes the projection of w to the second factor of W = W
QWQ. This
defines an integer-valued function on the singular strata of c(|∆P |) or |∆P | (a
perversity in the sense of [4]). Let IpwH(U) denote the corresponding intersection
cohomology group over Z for any open constructible subset U of |∆P | or c(|∆P |).
(Unlike the intersection cohomology for an ordinary perversity p, the group here
depends on a choice of stratification; we always use the stratification fixed above.)
Note that if P ≤ Q, then wQ = (wP )Q and so pw and pwP agree on the strata of
|∆P |.
Proposition. H(i∗PIpC(E))
∼=
⊕
w∈WP
H(nP ;E)w⊗IpwH(c(|∆P |)) where LP acts
trivially on the second factor.
Proof. There is a Mayer-Vietoris spectral sequence that abuts to the link cohomol-
ogy H(i∗P jP∗j
∗
PIpC(E)) (Lemma 3.7 with Q
′ = G and Q = P ) with
Ep,·1 =
⊕
#∆P˜
P
=p+1
H(nP˜P ;H(i
∗
P˜
IpC(E))) .
By induction we may assume the proposition is true for P˜ > P and thus we can
compute
Ep,·1
∼=
⊕
#∆P˜
P
=p+1
H(nP˜P ;
⊕
wP˜∈WP˜
H(nP˜ ;E)wP˜ ⊗ IpwP˜
H(c(|∆P˜ |)))
∼=
⊕
#∆P˜P=p+1
⊕
wP˜∈WP˜
⊕
wP˜P∈W
P˜
P
H(nP˜P ;H(nP˜ ;E)wP˜ )wP˜P
⊗ Ipw
P˜
H(c(|∆P˜ |))
∼=
⊕
w∈WP
H(nP ;E)w ⊗
⊕
#∆P˜
P
=p+1
IpwH(c(|∆P˜ |)) .
(5.5.1)
On the other hand, there is an analogous Mayer-Vietoris spectral sequence abut-
ting to IpwH(|∆P |). Namely cover |∆P | by the open stars Uα of the vertices
α ∈ ∆P . For a parabolic Q-subgroup P˜ > P , the intersection UP˜ =
⋂
α∈∆P˜P
Uα is
the open star of the open face |∆P˜P |
◦. For this spectral sequence
(5.5.2) E˜p,·1 =
⊕
#∆P˜
P
=p+1
IpwH(UP˜ )
∼=
⊕
#∆P˜
P
=p+1
IpwH(c(|∆P˜ |)) .
Comparing (5.5.1) and (5.5.2) we see that Ep,·1
∼=
⊕
w∈WP
H(nP ;E)w ⊗ E˜
p,·
1 . This
isomorphism induces isomorphisms at all stages of the spectral sequences and we
find that
H(i∗P jP∗j
∗
P IpC(E))
∼=
⊕
w∈WP
H(nP ;E)w ⊗ IpwH(|∆P |) .
In order to obtain H(i∗PIpC(E)), this link cohomology is to be truncated in degrees
greater than p(codimX̂ XP ) = ℓ(w)+pw(P ), which corresponds exactly to replacing
the second factor by IpwH(c(|∆P |)). 
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6. Example: the Weighted Cohomology L-module
6.1. The reference for this subsection is [22, §9] though we give a slightly different
description.
Let P ∈ P and let X(SGP ) denote the lattice of rational characters on S
G
P . For
α ∈ ∆P , let Rα ≥ P be the maximal parabolic Q-subgroup having type ∆P \ {α}
with respect to P . We may canonically identify X(SGRα)
∼= Z so that the unique
element of ∆Rα corresponds to a positive integer. Consider the map X(S
G
P ) →֒∏
α∈∆P
X(SGRα)
∼= Z∆P defined by χ 7→ (χ|SG
Rα
)α∈∆P . The image is a sublattice of
finite index; after tensoring with R we have an isomorphism φP : aG∗P = X(S
G
P )⊗Z
R
∼
−→ R∆P . For P = P0 minimal we omit the subscript.
Define a partial ordering on aG∗P by declaring ζ ≥ η if and only if φP (ζ) ≥ φP (η)
component-wise. Thus if +aG∗P denotes the real convex cone generated by all α ∈
∆P , we have
(6.1.1)
ζ ≥ η ⇐⇒ ζ − η ∈ +aG∗P
⇐⇒ 〈ζ, β∨〉 ≥ 〈η, β∨〉 for all β ∈ ∆̂P .
If P ≤ Q and ζ ∈ aG∗P , let ζQ = ζ|aGQ denote the restriction. We have a commu-
tative diagram
aG∗P
φP
−−−−→ R∆Py y
aG∗Q
φQ
−−−−→ R∆Q
where the left-hand vertical map is restriction and the right-hand vertical map is
the projection R∆P = R∆
Q
P × R∆P \∆
Q
P → R∆P \∆
Q
P ∼= R∆Q .
For a regular LP -module E we write
E =
⊕
χ∈X(SG
P
)
Eχ
where Eχ is the submodule on which S
G
P acts via χ. Given η ∈ a
G∗, there are
weight truncation functors on Mod(LP ) defined by
τ>ηE =
⊕
χ≥ηP
Eχ and τ
ηE =
⊕
χηP
Eχ ;
the element η will be called a weight profile. (In [22] a weight profile is required to
satisfy φ(η) ∈ (Z + 12 )
∆; this ensures that any truncation functor τ>η arises from
a unique weight profile η. We will not assume this, but we will feel to replace η
by η′ provided τ>η is unchanged.) Clearly we have a split short exact sequence
0→ τ>ηE → E → τηE → 0.
6.2. Weight truncation of L-modules. Consider P ≤ Q ∈ P and let E be a
regular LQ-module. The subtorus S
G
Q ⊆ S
G
P acts on H(n
Q
P ;Eχ) via the character
χ. Thus
(6.2.1) τ>ηH(nQP ;E) ⊆ H(n
Q
P ; τ
>ηE) .
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Given a weight profile η we define local weight truncation functors τ>ηQ on
Mod(LW ) via a mapping cone
(6.2.2) τ>ηQ M =M(M→ iQ∗τ
ηi∗QM)[−1] ;
these are analogous to the local degree truncation functors in §5.2. The only change
is in proving the analogue of (5.2.2). Instead of the fact that H(nQP ; ·) is degree
nondecreasing, we use that it is weight nonincreasing by (6.2.1); we also use that
τ>η is an exact functor.
The weight truncation functor τ>η on Mod(LW ) is defined as a composition of
these local truncation functors as in §5.3. There is a natural morphism τ>ηM→M
and a quasi-isomorphism
(6.2.3) i∗Q ◦ τ
>η ∼= τ>η ◦ i∗Q .
6.3. Weighted cohomology L-module. Let E be a regular G-module and let
η be a weight profile. The weighted cohomology LX̂-module W
ηC(E) (with weight
profile η and coefficients E) is defined as
WηC(E) = τ>ηiG∗E .
There is a natural morphism WηC(E) → iG∗E. Now let WηC(X̂;E) be the
corresponding weighted cohomology sheaf [22] in DX (X̂).
Proposition. There is a natural isomorphism SX̂(W
ηC(E)) ∼=WηC(X̂;E).
6.4. Local weighted cohomology. The formula for the local cohomology at P
ofWηC(E) is considerably simpler than that for IpC(E) since the former is defined
by a simple truncation operation as opposed to the inductive truncation procedure
of the latter. The following proposition is an immediate consequence of (6.2.3) and
the definitions.
Proposition. H(i∗PW
ηC(E)) ∼= τ>ηH(i∗P iG∗E)
∼= τ>ηH(nP ;E).
6.5. Remark. In order to rephrase this in a form analogous to Proposition 5.5, let
E be irreducible and have highest weight λ with respect to a Cartan subalgebra
of lP and a positive system Φ
+(gC, hC) containing Φ(nPC, hC). Then by Kostant’s
theorem §0.10.21 we have
(6.5.1) H(i∗PW
ηC(E)) ∼=
⊕
w∈WP
H(nP ;E)w ⊗ τ
>ηP−(w(λ+ρ)−ρ)PC
the second factor is either 0 or C with the trivial action of LP . As Rapoport pointed
out to me, the second factor here depends on both w and E, unlike IpwH(c(|∆P |))
of Proposition 5.5 which is independent of E.
7. Micro-support of an L-module
In this section we define the micro-support of an L-module. This is an analogue
of the notion for sheaves [27]; the analogy is not precise, partially because it is most
natural here to restrict certain modules to be isomorphic to the complex conjugate
of their contragredient.
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7.1. Notation. Let W be an admissible space possessing a unique maximal stra-
tum XR and set
Irr(LW ) =
∐
P∈P(W )
Irr(LP ) .
For an LP -module V ∈ Irr(LW ), define parabolic Q-subgroups Q′WV ≥ Q
W
V ≥ P by
∆
QWV
P = {α ∈ ∆
R
P | 〈ξV + ρ, α
∨〉 < 0 } ,
∆
Q′WV
P = {α ∈ ∆
R
P | 〈ξV + ρ, α
∨〉 ≤ 0 } .
Note that QWV andQ
′W
V depend onW through the parabolicQ-subgroupR indexing
its maximal stratum. When W = X̂ we simply write QV and Q
′
V .
7.2. Definition. The weak micro-support SSw(M) of an LW -moduleM is the set
of all V ∈ Irr(LW ) such that
(i) H(i∗P ıˆ
!
QM)V 6= 0 for some Q ∈ [Q
W
V , Q
′W
V ].
Themicro-support SSw(M) consists of those V ∈ SSw(M) which satisfy in addition
(ii) (V |MP )
∗ ∼= V |MP .
The essential micro-support SSess(M) is the set of those V ∈ SS(M) such that
(7.2.1) H(i∗P ıˆ
!
QW
V
M)V −→ H(i
∗
P ıˆ
!
Q′W
V
M)V
is nonzero.
In §8 we will discuss condition (ii) further; this will lead in §9 to alternate forms
of condition (i) and a clarification of the relationship between SS(M) and SSess(M).
8. Conjugate Self-contragredient Modules and Fundamental Weyl
Elements
We recall several results due to Borel and Casselman [9]. The first is an alternate
form of Definition 7.2(ii) in terms of highest weights. The second relates this
condition on certain irreducible components V of H(nP ;E) to the condition on E.
8.1. The involution τP. Let P be a parabolic R-subgroup and let V be an irre-
ducible regular LP -module. We say that V is conjugate self-contragredient if
V ∗ ∼= V
as representations of LP . Clearly this is the case if and only if there exists a
nondegenerate LP -invariant sesquilinear form on V , however we will not use this
characterization. Instead let h be a Cartan subalgebra of lP and fix a positive
system Φ+(lPC, hC) of roots. Borel and Casselman [9, §1] construct an involution
τP : h
∗
C → h
∗
C that sends the highest weight of a representation of LP to its complex
conjugate contragredient. Thus V is conjugate self-contragredient if and only if
τP (µ) = µ.
where µ is the highest weight of V .
To define τP , first let h
∗
R be the real form of h
∗
C spanned by the roots Φ(lPC, hC)
and the differentials of rational characters of the center of LP . Let s
P ∈WP be the
element of the Weyl group of lP satisfying s
P (−Φ+(lPC, hC)) = Φ
+(lPC, hC); simi-
larly if c denotes complex conjugation of h∗C with respect to the original real form
h∗ let sc ∈ WP satisfy sc(cΦ+(lPC, hC)) = Φ
+(lPC, hC). The automorphism −s
P on
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h∗R transforms the highest weight of an irreducible LP -module to that of its contra-
gredient, while scc on h∗R transforms the highest weight of an irreducible LP -module
to that of its complex conjugate representation. Thus the desired automorphism of
h∗R is
τP = (−s
P ) ◦ (scc) = (scc) ◦ (−sP )
and we extend this C-linearly to h∗C. We let τP also denote the dual involution of
hC.
The involution τP depends on the choice of the Cartan subalgebra h and the
positive system of roots. If Φ˜+(lPC, hC) = wΦ
+(lPC, hC) for w ∈ WP , then the
corresponding involution τ˜P satisfies
(8.1.1) τ˜P = wτPw
−1 .
8.2. An alternate form of Definition 7.2(ii). Now assume that P is defined
over Q. We may write h = bP + aP where bP is a Cartan subalgebra of mP . Note
that τP acts by negation on aP and leaves bPC invariant. Let bPC = bP,1 + bP,−1
be the decomposition into the +1 and −1 eigenspaces of τP .
The following conditions are equivalent (where µ denotes the highest weight of
V ):
(V |MP )
∗ ∼= V |MP , that is, V |MP is conjugate self-contragredient,(8.2.1)
τP (µ|bP ) = µ|bP ,(8.2.2)
µ|bP,−1 = 0.(8.2.3)
(In (8.2.2) and elsewhere we attempt to lighten the notation by writing µ|bP for
µ|bPC .)
For later use we set τ ′P = −τP .
8.3. Example. Recall that ρ = ρP + ρP , where ρ
P is one half the sum of roots in
Φ+(lPC, hC) and ρP is one half the sum of roots in Φ(nPC, hC). The set Φ(nPC, hC) is
WP -invariant and thus ρP |bP = 0. On the other hand, Φ
+(lPC, hC) is τP -invariant
and thus τP (ρ
P ) = ρP . Together these imply
(8.3.1) τP (ρ|bP ) = ρ|bP .
8.4. Fundamental Cartan subalgebras. The familiar situation is when τP = θ
for some Cartan involution θ of lP and hence τ
′
P acts on roots as complex conju-
gation. For a fixed P , this can always be arranged by choosing h and Φ+(lPC, hC)
appropriately. Namely τP = θ if and only if h is a θ-stable Cartan subalgebra
of lP and Φ
+(lPC, hC) is θ-stable. A θ-stable positive system exists if and only if
there exists a regular element in the compact part of h and hence if and only if the
compact part of h has maximal dimension. A Cartan subalgebra with this property
for some Cartan involution is called fundamental (or maximally compact) for lP ;
fundamental Cartan subalgebras always exist.
In the case that τP = θ the decomposition bPC = bP,1 + bP,−1 is defined over R
and corresponds to the Cartan decomposition into compact and R-split parts; the
condition that V |MP is conjugate self-contragredient is equivalent to µ vanishing
on the R-split part of bP .
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8.5. Equal-rank groups. A reductive algebraic group Z defined over R will be
called equal-rank if C-rankZ = rankKZ , whereKZ is a maximal compact subgroup
of Z(R). This holds if and only if a fundamental Cartan subalgebra is compact and
thus if and only if every regular representation of Z is conjugate self-contragredient.
8.6. Fundamental parabolic subgroups. A Cartan subalgebra h for lP may of
course be identified with a Cartan subalgebra for g via a lift; we will always assume
this has been done. Consider the condition on a parabolic R-subgroup P that a
fundamental Cartan subalgebra h for lP is also fundamental for g. Such parabolic
R-subgroups exist and a minimal one is called fundamental. If P0 is a fundamental
parabolic R-subgroup, then LP0/RSP0 is equal-rank; P0 6= G if and only if G/RSG
is not equal-rank. Various conditions equivalent to P containing a fundamental
parabolic R-subgroup are given in [9, 1.8]; here are some others more suitable for
our purposes.
Lemma. Let P be a parabolic R-subgroup of G and fix a Cartan subalgebra h
of lP . Let Φ
+(lPC, hC) be a positive system for lPC and extend it to a positive
system Φ+ = Φ+(gC, hC) containing Φ(nPC, hC). Then the following conditions are
equivalent :
(i) P contains a fundamental parabolic R-subgroup;
(ii) There exists w ∈WP such that wτGw
−1 = τP ;
(iii) There exists w ∈ WP such that τ ′P interchanges Φw and Φ(nPC, hC) \ Φw,
where Φw = { γ ∈ Φ+ | w−1γ < 0 };
(iv) There exists w ∈WP such that wΦ+ is τP -stable.
The conditions in (ii), (iii) and (iv) for a given w are equivalent.
Proof. Let τP and τG be defined as in §8.1 with respect to Φ+(lPC, hC) and Φ+
respectively. We choose a Cartan involution θ for g which induces one on lP via a
θ-stable lift. We can assume that h is a fundamental θ-stable Cartan subalgebra
for lP and (by conjugating by an element of W
P ) that Φ+(lPC, hC) is θ-stable and
thus that τP = θ.
(i)⇒(ii): Suppose that P contains a fundamental parabolic R-subgroup. Then h
is a fundamental Cartan subalgebra for g as well so there exists a θ-stable positive
system Φ˜+ for g which contains Φ+(lPC, hC). Let τ˜G denote the operator of §8.1
with respect to Φ˜+; since Φ˜+ is θ-stable it satisfies τ˜G = θ = τP , while if Φ˜
+ = wΦ+
for w ∈ W then τ˜G = wτGw−1. Since both positive systems contain Φ+(lPC, hC),
w must lie in WP .
(ii)⇒(iii): Suppose wτGw−1 = τP for some w ∈ WP . Then τ˜G = τP where τ˜G
is with respect to Φ˜+ = wΦ+. Decompose Φ(nPC, hC) = Φw ∪ (Φ(nPC, hC) \ Φw).
Observe that these subsets correspond to those roots that are negative (respectively
positive) with respect to Φ˜+. However τ ′P preserves Φ(nPC, hC) and since τ
′
P = τ˜
′
G
it must interchange the two subsets.
(iii)⇒(iv): If w is as in (iii), the positive system wΦ+ = Φ+(lPC, hC) ∪ −Φw ∪
(Φ(nPC, hC) \ Φw) is τP -stable.
(iv)⇒(i): Since wΦ+ is θ-stable, h is fundamental for g. 
8.7. Fundamental Weyl elements. An element w ∈ WP satisfying wτGw−1 =
τP as in Lemma 8.6(ii) will be called a fundamental Weyl element (for P inG). More
generally, if P ≤ R an element w ∈WRP is fundamental for P in R if wτRw
−1 = τP
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(equivalently it is fundamental for P/NR in LR). Besides the equivalent formula-
tions given in Lemma 8.6(iii) and (iv), here are two basic facts about fundamental
Weyl elements:
(i) A fundamental Weyl element w ∈ WP satisfies ℓ(w) =
1
2 dim nP .
(ii) If P ≤ R and w = wRwR ∈ W
R
P WR = WP , then w is fundamental for P
in G if and only if wR is fundamental for P in R and wR is fundamental
for R in G.
Fact (i) is clear from Lemma 8.6(iii). For (ii), note that τP leaves Φ(lRC, hC) invari-
ant and thus if wΦ+ is τP -stable, so is w
RΦ+(lRC, hC) = wΦ
+ ∩Φ(lRC, hC). Hence
by Lemma 8.6(iv), wτGw
−1 = τP implies w
RτR(w
R)−1 = τP and consequently also
wRτGw
−1
R = τR. The converse is clear.
8.8. Lemma. Let E be an irreducible regular G-module and let P be a parabolic
subgroup of G. The following conditions are equivalent :
(i) P contains a fundamental parabolic R-subgroup and (E|0G)∗ ∼= E|0G;
(ii) There exists an irreducible constituent V of H(nP ;E) satisfying (ξV +
ρ)|aGP = 0 and (V |MP )
∗ ∼= V |MP .
If either condition holds, V = Hℓ(w)(nP ;E)w for w ∈ WP a fundamental Weyl
element for P in G and (ii) holds for any such V .
Proof. Let h be a Cartan subalgebra h of lP and fix positive orderings for the
roots of lPC and gC as in Lemma 8.6. Let E have highest weight λ; by Kostant’s
theorem, for all w ∈ WP the LP -module V = H
ℓ(w)(nP ;E)w has highest weight
µ = w(λ+ρ)−ρ. One may use §§8.2 and 8.3 to translate (i) and (ii) into assertions
regarding w and λ; their equivalence in this form is proved in [9, 3.6(iii)(iv)] (one
must replace λ in [9] by λ+ ρ to agree with our notation). For the final assertion,
note that since τP preserves the decomposition bG = bP +a
G
P and acts as −1 on the
second factor, (ii) holds for a given w if and only if τPw(λ + ρ)|bG = w(λ + ρ)|bG
and hence if and only if w−1τPw((λ + ρ)|bG) = (λ + ρ)|bG . Since w
−1τPw and τG
are members of W after composing with −c and they agree on a regular element,
they must be equal. (In fact this argument may be completed to directly prove the
equivalence of (i) and (ii).) 
9. Alternate Forms of Definition 7.2(i)
Let W be an admissible space possessing a unique maximal stratum XR.
9.1. A partial ordering on Irr(LW ). Let V , V˜ ∈ Irr(LW ) be irreducible LP -
and LP˜ -modules respectively. Set V 40 V˜ if the following three conditions are
fulfilled:
(i) P ≤ P˜ ;
(ii) V = Hℓ(w)(nP˜P ; V˜ )w for an element w ∈W
P˜
P ;
(iii) (ξV + ρ)|aP˜
P
= 0.
From §0.10.22 it is easy to see that this is a partial order. If V 40 V˜ we set
[V˜ : V ] = ℓ(w), where w is as in (ii). (We will consider the partial ordering
obtained by relaxing (iii) later in §22.3.)
Lemma 8.8 immediately implies the following
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Lemma. If V 40 V˜ and (V |MP )
∗ ∼= V |MP then (V˜ |MP˜ )
∗ ∼= V˜ |MP˜ , the Weyl
element w from (ii) above is fundamental for P in P˜ , and [V˜ : V ] = 12 dim n
P˜
P .
9.2. Proposition. LetM be an LW -module and let V ∈ Irr(LW ) be an irreducible
LP -module. The following conditions on V are equivalent :
(i) H(i∗P ıˆ
!
QM)V 6= 0 for some Q ∈ [Q
W
V , Q
′W
V ].
(ii) H(i∗P iP˜∗i
∗
P˜
ıˆ!
Q˜
M)V 6= 0 for some Q˜ ∈ Q
W
V , Q
′W
V ] and P˜ = (P,Q
W
V ) ∩ Q˜.
(iii) There exists an LP˜ -module V˜ <0 V such that H(i
∗
P˜
ıˆ!
QW
V˜
M)V˜ 6= 0.
(iv) There exists an L ˜˜P -module
˜˜V <0 V such that
Im
(
H(i∗˜˜P
ıˆ!QW
˜˜
V
M) ˜˜V −→ H(i
∗
˜˜P
ıˆ!Q′W
˜˜
V
M) ˜˜V
)
6= 0 .
If these conditions hold it can be arranged that P˜ in (ii) and (iii) is the same and
that
˜˜P ≥ P˜ . Furthermore, let [ci(·;M), di(·;M)] (i = 1, . . . , 4) denote the range of
degrees in which the expressions in (i)–(iv) respectively can be nonvanishing, where
in the parentheses we indicate the module and, if desired, the parabolic Q-subgroup
to which we wish to restrict. Then
(9.2.1)
[c1(V ;M), d1(V ;M)] ⊆ [c2(V ;M), d2(V ;M)] ,
[c2(V, P˜ ;M), d2(V, P˜ ;M)] = [c3(V˜ ;M), d3(V˜ ;M)] +
1
2 dim n
P˜
P ,
[c3(V˜ ;M), d3(V˜ ;M)] ⊆ [c4(
˜˜V ;M), d4(
˜˜V ;M) + dim a
˜˜P
P˜
] + 12 dim n
˜˜P
P˜
.
Proof. (i)⇐⇒(ii): Assume (i) holds and consider the long exact sequence
(9.2.2)
· · · −→ Hj(i∗P ıˆ
!
QW
V
M)V
β
−→ Hj(i∗P ıˆ
!
QM)V −→ H
j(i∗P ˆQWV ∗ˆ
∗
QW
V
ıˆ!QM)V −→ · · ·
as in (3.6.4). If β is surjective, then H(i∗P ıˆ
!
QW
V
M)V 6= 0 and (ii) holds with Q˜ = QWV
and P˜ = P . Otherwise the last term of (9.2.2) is nonzero which implies by the Fary
spectral sequence of Lemma 3.7 and equation (3.6.6) that (ii) holds for some Q˜ ≤ Q
with P˜ > P . Conversely suppose (ii) holds for some Q˜ and consider the analogous
long exact sequence to (9.2.2) in which Q has been replaced by Q˜. By (ii) the Fary
spectral sequence for the last term has E1 nonzero at the top level. Thus either
the last term is nonzero, in which case (i) holds for QWV or Q˜, or else the last term
is zero, in which case (ii) holds also for some smaller Q˜ and we may repeat the
argument.
(ii)⇐⇒(iii): Assume that (ii) holds. Then by (3.6.6) we see that H(i∗
P˜
ıˆ!
Q˜
M)V˜ 6=
0 for some irreducible LP˜ -module V˜ such that V is an irreducible constituent of
H(nP˜P ; V˜ ). By the definition of P˜ we see that (ξV +ρ)|aP˜P
= 0 and so V 40 V˜ . Finally
(ξV + ρ)|aP˜ = ξV˜ + ρP˜ implies that Q˜ = Q
W
V˜
and thus (iii) holds. Conversely (iii)
implies H(i∗P iP˜∗i
∗
P˜
ıˆ!
QW
V˜
M)V 6= 0. We have QWV˜ = Q
W
V ∨ P˜ and Q
′W
V˜
= Q′WV so
QW
V˜
∈ [QWV , Q
′W
V ] and hence (ii) holds.
(iii)⇐⇒(iv): Assume that (iii) holds and consider the long exact sequence
· · · −→ Hj−1(i∗
P˜
ˆQW
V˜
∗ˆ
∗
QW
V˜
ıˆ!Q′W
V˜
M)V˜ −→ H
j(i∗
P˜
ıˆ!QW
V˜
M)V˜
β
−→ Hj(i∗
P˜
ıˆ!Q′W
V˜
M)V˜ −→ · · · .
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Either β is nonzero, in which case (iv) holds, or the first term of the sequence is
nonzero. By Lemma 3.7 and equation (3.6.6) this implies that (ii) and hence (iii)
holds for a larger P˜ and we may repeat the argument. Obviously (iv) =⇒ (iii). 
9.3. Corollary. If V ∈ SS(M) there exists V˜ ∈ SSess(M) with V 40 V˜ . If
V˜ ∈ SS(M) and V ∈ Irr(LW ) is an irreducible LP -module for which V |MP is
conjugate self-contragredient and V 40 V˜ , then V ∈ SS(M).
Thus SSess(M) determines SS(M); the converse is not true however—this is
because the implication (ii) =⇒ (i) does not determine Q.
Part II. A Global Vanishing Theorem for L-modules
In this part we present a vanishing theorem for the global cohomology of an
L-module M. The well-known local-global principle implies that if the local coho-
mology of a sheaf vanishes, then the global hypercohomology vanishes. Our result
implies that if the micro-support of an L-module is empty, then the global coho-
mology vanishes. More generally we give a bound based on the micro-support on
the degrees in which cohomology can be nonzero.
10. The Vanishing Theorem
10.1. Let P ∈ P and let h be a Cartan subalgebra of lP . Given µ ∈ h∗C view µ as
an element of l∗PC by extending µ to be zero on all root spaces. Let LP (µ) ⊆ LP be
the stabilizer of µ under the coadjoint action. This is a reductive subgroup (defined
over C) whose Lie algebra lP (µ) is generated by h and the root spaces for
(10.1.1) { γ ∈ Φ(lPC, hC) | 〈µ, γ
∨〉 = 0 } .
As extreme cases we have LP (0) = LP and LP (ρ) = H , the Cartan subgroup.
10.2. Let V be an irreducible regular LP -module for which (V |MP )
∗ ∼= V |MP .
Choose h and Φ+ so that τP = θ for some Cartan involution and let µ ∈ h∗C be
the corresponding highest weight of V . In this case µ|bP = −µ|bP and so LP (µ) is
defined over R. Let
DP (µ) = LP (µ)(R)/(KP ∩ LP (µ))AP
denote the corresponding symmetric space (compare [7]). The dimension of DP (µ)
can vary depending upon the θ-stable positive system Φ+; we let DP (V ) denote
any one of the DP (µ) with maximal dimension. Then dimDP (V ) is well-defined
and independent of the choice of h and θ. It will be convenient beginning in §25 to
allow V in DP (V ) to be merely isotypical as opposed to irreducible.
10.3. Let M be an L-module on X̂. For V ∈ SS(M) let c(V ;M) ≤ d(V ;M) be
the least and greatest degrees in which Hi(i∗P ıˆ
!
QM)V 6= 0 (for any Q ∈ [QV , Q
′
V ]).
Define
c(M) = inf
V ∈SS(M)
1
2 (dimDP − dimDP (V )) + c(V ;M) , and(10.3.1)
d(M) = sup
V ∈SS(M)
1
2 (dimDP + dimDP (V )) + d(V ;M) .(10.3.2)
Note that the shift 12 (dimDP ±dimDP (V )) corresponds to the range of degrees in
which H(2)(XP ;V) can be nonzero (see Theorem 14.1).
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10.4. Theorem. Let M be an L-module on X̂. Then Hi(X̂ ;M) = 0 for i /∈
[c(M), d(M)].
The proof will appear in §15 after a number of analytic preliminaries. In the
remainder of this section we will indicate how c(M) and d(M) may be computed
in terms of the essential micro-support.
10.5. Lemma. Let V be an irreducible regular LP -module for P ∈ P and assume
V |MP is conjugate self-contragredient. If V 40 V˜ then
(10.5.1) dimDP (V ) ≤ dimDP˜ (V˜ )− dim a
P˜
P .
Consequently
1
2
(
dimDP − dimDP (V )
)
≥ 12
(
dimDP˜ − dimDP˜ (V˜ )
)
− 12 dim n
P˜
P ,(10.5.2)
1
2
(
dimDP + dimDP (V )
)
≤ 12
(
dimDP˜ + dimDP˜ (V˜ )
)
− 12 dim n
P˜
P(10.5.3)
− dim aP˜P .
Proof. Let h be a θ-stable Cartan subalgebra for lP and hence for lP˜ . Choose h
and Φ+ so that τP = θ and let µ be the corresponding highest weight of V . Then
we can define DP (µ) to be the symmetric space of LP (µ)(R) as in §10.2. Now by
hypothesis and Lemma 8.8 we know that V = Hℓ(w)(nP˜P ; V˜ )w for w ∈ W
P˜
P such that
wτP˜w
−1 = τP . Then τ˜P˜ = θ, where τ˜P˜ = wτP˜w
−1 is the operator of §8.1 defined
with respect to the positive system wΦ+. So if µ˜ is the highest weight of V˜ with
respect to Φ+, we can define DP˜ (wµ˜) to be the symmetric space of LP˜ (wµ˜)(R) as
in §10.2.
Now µ = w(µ˜ + ρ) − ρ by Kostant’s theorem §0.10.21. So if γ is a root of lPC
and 〈µ, γ∨〉 = 0 then 〈wµ˜, γ∨〉 = 0 as well, since both wµ˜ and wρ− ρ are dominant
for Φ+(lPC, hC). Thus LP (µ) ⊆ LP˜ (wµ˜) and hence dimDP (µ) ≤ dimDP˜ (wµ˜) −
dim aP˜P ; the subtraction of dim a
P˜
P adjusts for taking quotient by AP on the left and
AP˜ on the right. The lemma follows by taking the maximum over possible Φ
+ and
by applying dimDP = dimDP˜ − dim a
P˜
P − dim n
P˜
P . 
10.6. Let M be an L-module on X̂. For V ∈ SS(M) let [ci(V ;M), di(V ;M)]
(i = 1, . . . , 4) be as in Proposition 9.2. Define ci(M) and di(M) analogously to
(10.3.1) and (10.3.2) with the exception that we set
d2(M) = sup
V ∈SS(M),P˜
1
2 (dimDP + dimDP (V )) + dim a
P˜
P + d2(V, P˜ ;M) .
Of course [c(M), d(M)] = [c1(M), d1(M)]. In fact we have
Proposition. The intervals [ci(M), di(M)] are equal for i = 1, . . . , 4.
Proof. We will prove all di(M) are equal; the proof of the other equalities is similar.
For V ∈ SS(M) let V 40 V˜ 40
˜˜V be chosen as in Proposition 9.2 such that
d2(V ;M) = d2(V, P˜ ;M). Then
d1(V ;M) ≤ d2(V, P˜ ;M) = d3(V˜ ;M) +
1
2 dim n
P˜
P
≤ d4(
˜˜V ;M) + dim a
˜˜P
P˜
+ 12 dim n
˜˜P
P
by (9.2.1). These inequalities together with (10.5.3) (applied both to V 40 V˜ and
V˜ 40
˜˜V ) yield d1(M) ≤ d2(M) ≤ d3(M) ≤ d4(M). On the other hand, for
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V ∈ SSess(M) the obvious inequality d4(V ;M) ≤ d1(V ;M) implies that d4(M) ≤
d1(M). 
Corollary. For V ∈ SSess(M) let cess(V ;M) ≤ dess(V ;M) be the least and greatest
degrees in which
Im
(
H(i∗P ıˆ
!
QW
V
M)V −→ H(i
∗
P ıˆ
!
Q′W
V
M)V
)
6= 0 .
Then
c(M) = inf
V ∈SSess(M)
1
2 (dimDP − dimDP (V )) + cess(V ;M) , and
d(M) = sup
V ∈SSess(M)
1
2 (dimDP + dimDP (V )) + dess(V ;M) .
11. L2-cohomology with Boundary Values
In this section we introduce a variant of L2-cohomology whose elements admit
restrictions to boundary faces.
11.1. L2-cohomology. We first recall ordinary L2-cohomology; references are [18]
and [56]. Let Y be a Riemannian manifold (possibly with boundary or corners)
and let E be a metrized locally constant sheaf. For a measurable E-valued form ω
on Y let
‖ω‖ = ‖ω‖Y =
(∫
Y
|ω|2 dV
) 1
2
denote the usual L2 norm (we will omit the subscript Y if this would not cause
confusion). Let L2(Y ;E) be the Hilbert space of those forms ω for which ‖ω‖ <∞;
equivalently this is the completion of Ac(Y ;E) with respect to the L2 norm. Let
d = dY = dY,E denote the unbounded densely defined operator given by exterior
differentiation on the domain
Dom d = {ω ∈ A(Y ;E) | ‖ω‖, ‖dω‖ <∞}
and let d be its closure in the graph norm. That is, ω ∈ L2(Y ;E) is in Dom d if and
only if there exists a sequence ωi ∈ Dom d such ωi and dωi are Cauchy sequences
and ωi → ω in L2 norm. The L2-cohomology H(2)(Y ;E) is defined to be the
cohomology of the complex Dom d. A smoothing argument [19, §15], [18, §8] shows
that the inclusion Dom d ⊆ Dom d induces an isomorphismH(2)(Y ;E) ∼= H(Dom d).
Consequently
(11.1.1) H(2)(Y ;E) ∼= H(Y ;E) if Y is compact.
We give H(2)(Y ;E) the quotient topology; this is Hausdorff if and only if Range d
is closed. If it is Hausdorff, then H(2)(Y ;E) is representable by harmonic forms,
namely Ker d ∩ Ker d
∗
where d
∗
is the adjoint of d in the sense of unbounded
operators on the Hilbert space L2(Y ;E); conversely if it is not Hausdorff the L2-
cohomology is infinite dimensional.
If g > 0 is a positive function on Y one may also consider the weighted norm
‖ω‖2g =
∫
Y |ω|
2 gdV , the corresponding Hilbert space L2(Y ;E, g), and the L2-
cohomology H(2)(Y ;E, g). Since this case may be absorbed into the previous by
modifying the metric on E, we do not mention it again in this section.
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11.2. Spectral vanishing criterion for H(2)(Y ;E). If Y is complete as a metric
space, a certain estimate implies the vanishing of L2-cohomology. More precisely,
define the space of ǫ-approximate harmonic forms
Hǫ(Y ;E) = {ω ∈ Dom d
∗
∩ Ac(Y ;E) | ‖dω‖2 + ‖d∗ω‖2 ≤ ǫ‖ω‖2 } .
(Note that the intersection with Dom d
∗
, which forces ω to satisfy Neumann bound-
ary conditions, may be omitted if ∂Y = ∅.)
Proposition. ([47, Prop. 1.2]) Assume that Y is complete as a metric space. Then
Hiǫ(Y ;E) = 0 for some ǫ > 0 if and only if H
i
(2)(Y ;E) = 0 and H
i+1
(2) (Y ;E) is
Hausdorff.
11.3. L2-cohomology with boundary values. For ω ∈ A(Y ;E) define the norm
‖ω‖2b = ‖ω‖
2
Y +
∑
F
‖ω|F‖
2
F ,
where F ranges over the closed proper boundary faces of Y . We will write, for
example, “‖·‖b-bounded” if we mean to use this norm. Let db = dY,b = dY,b,E
denote the unbounded operator on L2(Y ;E) given by exterior differentiation on the
domain
Dom db = {ω ∈ A(Y ;E) | ‖ω‖b, ‖dω‖b <∞}
and let db be its ‖·‖b-closure in the graph norm. That is, ω ∈ L2(Y ;E) is in Dom db
if and only if there exists a sequence ωi ∈ Dom db such ωi and dωi are Cauchy
sequences in the norm ‖·‖b and ‖ωi−ω‖ → 0 (usual L2 norm). Since ‖·‖ ≤ ‖·‖b, we
have an inclusion of complexes Dom db ⊆ Dom d, but it is important to note that
db is not a closed operator on L2(Y ;E) in general. (In §11.7 below we will consider
a larger Hilbert space in which db is closed.) The L
2-cohomology with boundary
values is defined to be
H(2),b(Y ;E) = H(Dom db) .
(Actually in general one would want to consider various weight functions on the
boundary faces in defining ‖·‖b, but this is not necessary here; see Remark 11.6
below.)
11.4. L2-cohomology with boundary values is convenient since ω ∈ Dom db admits
a strong L2 trace or restriction ω|F ∈ L2(F ;E|F ) for each closed boundary face F .
Specifically
Lemma. Restriction to a closed bounded face F induces a well-defined ‖·‖b-bounded
map
Dom dY,b → Dom dF,b
and consequently a map
H(2),b(Y ;E) −→ H(2),b(F ;E|F ) .
Proof. Given ω ∈ Domdb let ωi be a sequence of smooth forms with ‖ωi−ω‖b → 0
and dωi a Cauchy sequence in the norm ‖·‖b. Then ωi|F is a Cauchy sequence in
L2(F ;E|F ) and we set ω|F to be its limit. Clearly ω|F ∈ Dom dF,b.
To see that ω|F is well-defined, it suffices to consider ω = 0 and F a codimension
1 boundary face. (For if ω|F is well-defined and F ′ ⊂ F , then ω|F ∈ Dom dF,b and
ω|F ′ = (ω|F )|F ′ .) Let intF denote the interior of F and ν the outward unit normal
vector. For any form α ∈ Ac(intF ;E|F ), there clearly exists a form α˜ ∈ Ac(Y ;E)
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of one degree higher with Neumann boundary data (ιν α˜)|F = α. Then Stokes’s
theorem implies that
(ωi|F , α)F = (dωi, α˜)− (ωi, δα˜)
where δ is the formal adjoint to d. Now if ωi → 0 with dωi Cauchy, we would have
dωi → 0 as usual and hence by the above formula, (ωi|F , α)F → 0 for all α. Since
such α are dense in L2(F ;E|F ), we see that ω|F = limωi|F = 0. 
11.5. On the other hand, we have an inclusion of complexes Dom db →֒ Dom d
which induces a homomorphism
H(2),b(Y ;E) −→ H(2)(Y ;E).
We will give a simple criterion for this to be an isomorphism which will suffice for
our purposes.
Consider a system of tubular neighborhoods
(NF , pF , tF )
of the closed boundary faces F ⊂ Y , where NF is an open neighborhood of F ,
pF : NF → F is a smooth retraction, tF : NF → [0, 1)codimF is a normal variable
with F = t−1F (0), and
(tF , pF ) : NF
∼
−→ [0, 1)codimF × F
is a smooth diffeomorphism. We require that this data is compatible in the sense
that if F and F ′ intersect, then
(11.5.1)
NF∩F ′ = NF ∩NF ′ ,
pF∩F ′ = pF pF ′ = pF ′pF on NF∩F ′ ,
tF∩F ′ = (tF , tF ′) on NF∩F ′ , up to permutation of coordinates.
It is not difficult to see that for any manifold with corners (always assumed para-
compact) such a system of tubular neighborhoods always exists. Note also that
such data induces canonical isomorphisms
E|NF ∼= p
∗
FE|F .
Lemma. Let Y be a Riemannian manifold with corners and E a metrized locally
constant sheaf on Y . Assume that a system of tubular neighborhoods satisfying
(11.5.1) can be chosen so that the Riemannian metric ds2 on Y and the metric h
on E satisfy the quasi-isometry6 relations
ds2|NF ∼ dt
2
F + p
∗
Fds
2
F(11.5.2)
and
h|NF ∼ p
∗
F (h|F )
uniformly for all codimension 1 closed boundary faces F . (This holds in particular
if Y is compact.) Then the natural map induces an isomorphism
H(2),b(Y ;E) −˜→ H(2)(Y ;E).
6Two metrics g, g′ are said to be quasi-isometric if there exist constants C, C′ > 0 such that
Cg′ ≤ g ≤ Cg′; we denote this by g ∼ g′.
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Proof. Let η(t) be a smooth function on [0, 1] which is identically 1 on [0, 1/4] and
has support in [0, 1/2). Assume first that Y has a smooth boundary F and set
t = tF and p = pF . As in [18], the homotopy operator
Hω = 2η(t)
∫ 1/2
0
(∫ t
a
ι∂/∂tω
)
da
yields a homotopy formula
(11.5.3) dH +Hd = I − P
on smooth forms, where
Pω = (1− η(t))ω + 2η(t) p∗
∫ 1/2
0
(ω|a×F ) da− 2η
′(t) dt ∧
∫ 1/2
0
(∫ t
a
ι∂/∂tω
)
da
Given our hypotheses on the metrics, an easy estimate using the Cauchy-Schwarz
inequality demonstrates that H and P are bounded in the usual L2 norm. Thus
(11.5.3) holds on Dom d. On the other hand,
‖Hω|F‖ = 2‖
∫ 1/2
0
(∫ 0
a
ι∂/∂tω
)
da‖ ≤ C‖ω‖
and
‖Pω|F‖ = 2‖
∫ 1/2
0
(ω|a×F ) da‖ ≤ C‖ω‖.
Thus P defines a bounded map Dom d→ Dom db and (11.5.3) holds on Dom db; this
proves the lemma for the case of a single boundary face. In general one performs
this construction for each codimension 1 closed boundary face and composes the
homotopies and projections in the usual way [19, §15]; the hypotheses (11.5.1)
ensure that the tF -invariance produced by PF is not disturbed by PF ′ or HF ′ . 
11.6. Remark. If Y is not compact then analogous results may be proven even if
(11.5.2) fails. For example, if instead of (11.5.2) we have
ds2|NF ∼ (p
∗
FwF )
2dt2F + p
∗
Fds
2
F ,
where wF > 0 is a bounded function on F , then the lemma continues to hold
provided that ‖·‖b is defined using an L
2-norm for F which is weighted by w2F
(and a product weight for faces of higher codimension). Even weight functions not
independent of tF may be handled—for a nontrivial example and application see
[42, §§2–4]. (In particular Lemma 3.2 of [42] is the analogue of the lemma above.)
11.7. Since db is not closed, we need to be careful about the meaning of the adjoint
operator d
∗
b before extending the spectral vanishing criterion of Proposition 11.2 to
Hi(2),b(Y ;E). Let L2,b(Y ;E) denote the Hilbert space completion of Ac(Y ;E) with
respect to ‖·‖b; by associating to a form ω ∈ Ac(Y ;E) the collection (ω|F )F of
restrictions to faces, we obtain an isometry L2,b(Y ;E) ∼=
⊕
F L2(F ;E|F ). In this
way Dom db may be viewed as a subset of L2,b(Y ;E) and the map (ω|F )F 7→ (dω|F )F
is a closed unbounded operator. Define d
∗
b to be the adjoint of this operator in the
sense of unbounded operators on L2,b(Y ;E).
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To understand d
∗
b better, assume that ψ = (ψF )F ∈ Dom d
∗
b with each ψF a
smooth form on F . Then from the relation (d
∗
bψ, ω)b = (ψ, dbω)b which is valid for
all ω ∈ Dom db, but in particular for all ω ∈ Ac(Y ;E), it is easy to see that
(d
∗
bψ)F = δFψF +
∑
F˜⊃F
(ι
νF˜
F
ψF˜ )|F .
Here δF is the formal adjoint to d on F and the sum is over boundary faces F˜ for
which F is a codimension 1 face with unit normal vector νF˜F .
Note that ψ belonging to Dom d
∗
b does not necessarily imply that the various
ψF satisfy Neumann boundary conditions. Furthermore even if ψ is induced from
a smooth form on Y , the same is not necessarily true for d
∗
bψ.
11.8. Spectral vanishing criterion for H(2),b(Y ;E). To state the vanishing cri-
terion, define
Hǫ,b(Y ;E) = {ω ∈ Dom db ∩Dom d
∗
b , suppω compact |
‖dbω‖
2
b + ‖d
∗
bω‖
2
b ≤ ǫ‖ω‖
2
b }.
Note that from now on we will resume viewing Dom db (and hence ω above) as
being contained in L2(Y ;E). Even so, d
∗
bω must still be viewed as an element of
L2,b(Y ;E) as in the previous paragraph. We give Kerdb and Range db the topology
coming from the ‖·‖b-norm and let H(2),b(Y ;E) have the quotient topology.
Proposition. Assume that Y is complete as a metric space. Then Hiǫ,b(Y ;E) = 0
for some ǫ > 0 if and only if Hi(2),b(Y ;E) = 0 and H
i+1
(2),b(Y ;E) = 0 is Hausdorff.
Proof. The desired equivalence would follow from Banach’s closed range theorem
[26, §1.1] if it were not for the restriction that suppω be compact in the definition
of Hiǫ,b(Y ;E). To see that this doesn’t matter, first note that by Cohn-Vossen’s
generalization [3, 2.4] of the Hopf-Rinow theorem, the completeness of Y implies
that the function r(x) (distance in Y from a fixed point) has compact sublevel
sets. Then (following [21] except we don’t bother regularizing) use r(x) to create
a sequence of compactly supported Lipschitz functions ηk such that 0 ≤ ηk ≤ 1,
|dηk| ≤ C, and every compact K ⊆ Y is contained in η
−1
k (1) for k sufficiently large.
For ω ∈ Dom db∩Dom d
∗
b , it follows that ηkω → ω, db(ηkω)→ dbω, and d
∗
b(ηkω)→
d
∗
bω in the ‖·‖b norm. Thus the existence of a nonzero ω ∈ Dom db ∩ Dom d
∗
b
satisfying ‖dbω‖2b + ‖d
∗
bω‖
2
b ≤ ǫ‖ω‖
2
b would imply that H
i
2ǫ,b(Y ;E) 6= 0. 
Remark. The proposition would remain true if in the definition of Hǫ,b(Y ;E) we
restrict to ω smooth (as for ordinary L2-cohomology). The proof requires a gener-
alization of Friedrich’s regularization techniques to handle boundary values; since
we will not need this stronger result, we will not go into details.
11.9. L2-cohomology with boundary values of X̂. In the next section we will
define a Riemannian metric onX (actually on a spaceXt diffeomorphic toX) whose
restriction to YP ⊆ ∂X is NP -invariant. Thus there is an induced Riemannian
metric on every strata XP of X̂. Even though X̂ is not a manifold with corners,
we can define the operators dX̂ and dX̂,b as well as the L
2-cohomology groups
H(2)(X̂;E) and H(2),b(X̂ ;E) just as for X but with the following differences:
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• Forms in the domain of dX̂ and dX̂,b belong to the complex of special
differential forms A sp(X̂ ;E) as opposed to A(X;E).
• The ‖·‖b-norm is defined using the restrictions ω 7→ ω|XP from (4.4.1) as
opposed to ω 7→ ω|YP .
All the results in the preceding subsections extend to this context (and likewise if
X̂ is replaced by any domain U ⊂ X̂).
12. L2-cohomology of L-modules
In this section we will represent the cohomologyH(X̂;M) of an L-moduleM by
a variant of L2-cohomology. To do this, we need to consider Xt ⊂ X , a diffeomor-
phic image of X which was constructed in [43], and replace X̂ by the corresponding
X̂t. We state a vanishing criterion for this L
2-cohomology analogous to those in
Propositions 11.2 and 11.8.
We also introduce a variant of L-modules on A¯P ×XP and their L2-cohomology.
12.1. Locally symmetric metrics. We will work with a fixed basepoint x ∈ D.
Let KAG ⊆ G(R) be the stabilizer of the basepoint x and let θ be the Cartan
involution associated to K (see for example [8, V.24.6] or [11, 1.6] for the noncon-
nected and nonsemisimple case) with Cartan decomposition g = k + p + aG. Fix
an AdG(R)-invariant, θ-invariant nondegenerate bilinear form B on g such that
(X,Y ) 7→ −B(X, θY ) is a positive definite inner product on g. (On the derived
algebra one may take B to be the Killing form.) The restriction of B to p + aG
yields an AdKAG-invariant inner product on TxD which may be extended to a
G(R)-invariant metric on D; this descends to a locally symmetric Riemannian met-
ric on X = Γ\D. In addition one obtains from B left-invariant metrics on all Lie
subgroups of G(R).
If (E, σ) is a regular representation of G let E = D ×Γ E be the corresponding
flat bundle on X . An admissible inner product on E is a positive definite Hermitian
bilinear form on E which is K-invariant and for which p+ aG acts via self-adjoint
operators; equivalently it is a form for which σ(g)σ(θg)∗ = idE for g ∈ G(R).
Admissible metrics always exist (see [34, p. 375] in the case where G(R) is connected
and semisimple; the generalization to our situation is clear). Such an admissible
inner product on E induces a metric on E; in the case that E is isotypical it is
given by the formula |(gKAG, v)| = |ξkE(g)|
1
k · |σ(g−1)v|, where ξE is the character
by which SG acts on E and k ∈ N is such that ξkE extends to a character on G.
The above construction may be applied to all LP (using the basepoint AP o
NPx ∈ DP , corresponding maximal compact subgroup KP ⊆ LP (R) and the bi-
linear form on lP induced from B) in order to define locally symmetric metrics on
the XP and metrics on flat bundles EP associated to regular representations EP of
LP .
For a parabolic P there is (analogously to §1.4) a flat nilmanifold fibration
ΓP \D→ ZP ≡ ΓLP \(NP (R)\D). The space NP (R)\D is naturally a homogeneous
space for LP (R) with the stabilizer of a point being a maximal compact subgroup
times AG. The metric on D induces a LP (R)-invariant metric on NP (R)\D and
hence a metric on ZP . There is a trivial principal A
G
P -bundle ZP → XP given by
geodesic retraction; canonical trivializing sections are given by quotients of LP (R)-
orbits. The metric on ZP decomposes under a canonical trivialization into the sum
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of an invariant metric on AGP and the locally symmetric metric on XP . Given a reg-
ular representations EP of LP , let E˜P = (NP (R)\D)×ΓLP EP be the corresponding
flat bundle on ZP ; alternatively E˜P is the pullback of EP on XP . The admissible in-
ner product on EP induces a metric on E˜P by the formula |(rKPAP , v)| = |σ(r−1)v|
for all r ∈MP (R)AGP ; note that this is not the pullback of the metric on EP unless
AGP acts trivially.
12.2. Diffeomorphisms of X into X. By §1.3 we may identify D with AGP × eP
such that the 0P (R)-orbit of the fixed basepoint x is identified with {1}× eP . This
induces identifications ΓP \D ∼= A
G
P × YP and ZP
∼= AGP ×XP .
By [43, Theorem 6.1]7 there exists a family (depending on t ∈ AG sufficiently
dominant) of Γ-equivariant piecewise-analytic diffeomorphisms
st : D −˜→ Dt ⊆ D ,
such that Xt = Γ\Dt ⊆ D is a compact subdomain with corners. For all
8 P ∈ P
each diffeomorphism st satisfies:
(12.2.1) eP
st|eP−−−→ eP,t ≡ st(eP ) is NP (R)-equivariant
and
(12.2.2) eP,t ⊆ {tP } × eP
(where tP ∈ AGP is the image of t under the canonical projection A
G ∼= AGP ×A
P →
AGP ). We obtain an induced diffeomorphism
X −˜→ Xt = Γ\Dt ⊆ X .
12.3. We can describe Xt ⊆ X more precisely by using a cylindrical cover of X .
Given sP ∈ AGP and t ∈ A
G, set
AGP (sP ) = { a ∈ A
G
P | a
α > sαP for all α ∈ ∆P }, and
〈AGP 〉t = { a ∈ A
G
P | a
β ≤ tβ for all β ∈ ∆̂P }.
For ΩP ⊆ YP open, relatively compact, and NP (R)-invariant, let WP = AGP (sP )×
ΩP ⊆ AGP × YP
∼= ΓP \D be the associated cylindrical set. We always assume that
sP is sufficiently dominant (depending on ΩP ) so that WP may be identified with
its image in X = Γ\D. For appropriate sP and ΩP we obtain a cylindrical cover
{WP }P∈P of X . Given any cylindrical cover {WP }, the intersections Xt∩WP form
a cover of Xt; for t sufficiently dominant one can prove [43, Theorem 5.7] that
Xt ∩WP 6= ∅ and that
(12.3.1) Xt ∩WP = (〈A
G
P 〉t × YP ) ∩WP .
7In fact [43] constructs a disjoint decomposition of D (indexed by parabolic Q-subgroups)
called a tiling of which Dt is the central tile corresponding to G; see in particular Definition 2.1,
Theorem 5.7, and Theorem 6.1. Note the differences in notation: in [43], X refers to the symmetric
space itself rather than its arithmetic quotient. More significantly, in [43] XP denotes the piece
of the tiling corresponding to P , as opposed to a stratum of X̂ as in the current paper.
8Actually equation (12.2.2) is only valid for P belonging to a fixed set of representatives of Γ-
conjugacy classes of parabolic Q-subgroups; we will assume such representatives have been chosen.
For other P one has eP,t ⊆ {tP bP } × eP where bP ∈ A
G
P is a certain parameter needed to make
the construction Γ-invariant; this is because γ ∈ Γ may move the fixed basepoint x. See [43, §2],
particularly §§2.6, 2.7.
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We set WP,t ≡ Xt ∩WP .
12.4. The diffeomorphism X
∼
−→ Xt induces diffeomorphisms YP
∼
−→ YP,t =
ΓP \eP,t ⊆ ΓP \D of the boundary faces. For each P this diffeomorphism descends
by (12.2.1) to
(12.4.1) XP −˜→ XP,t ⊆ ZP ,
where XP,t is formed from YP,t by collapsing the NP (R)′-fibers of the nilmanifold
fibration. We set
X̂t =
∐
P
XP,t
and equip it with the topology so that (12.4.1) induces a homeomorphism X̂
∼
−→ X̂t.
The closure of XP,t will be denoted X̂P,t.
The locally symmetric metric on ZP = A
G
P ×XP induces on each stratum XP,t
of X̂t a metric which extends smoothly to its Borel-Serre compactification XP,t.
Given a regular representation EP of LP there is a natural isomorphism of flat
bundles
EP −˜→ EP,t ≡ E˜P |XP,t
over the diffeomorphism (12.4.1). As in §12.1, the choice of an admissible inner
product on EP induces a metric on E˜P , and hence a metric on EP,t that also
extends smoothly over XP,t.
12.5. LetM = (E·, f··) be an L-module on X̂. In §4 we constructed an incarnation
AX̂(M) of the realization using special differential forms; this was a complex of fine
sheaves on X̂. The cohomology H(X̂;M) is the cohomology of the global sections
of AX̂(M).
We now consider an alternate incarnation and realization which is a complex of
sheaves on X̂t instead of X̂. Namely we set AP (EP ) = A sp(X̂P,t;EP,t) instead of
A sp(X̂P ;EP ) and let AX̂t be the corresponding realization functor provided by (a
generalization of) Theorem 4.1. If U ⊆ X̂t is a domain define H(U ;M) to be the
cohomology of global sections of AX̂t(M)|U . For U = X̂t, clearly
H(X̂;M) ∼= H(X̂t;M) .
Explicitly for U ⊆ X̂t the cohomology H(U ;M) is the cohomology of the com-
plex
(12.5.1)

A sp(U ;M) =
⊕
P
A sp(U ∩ X̂P,t;EP,t),
d =
∑
P
dP +
∑
P≤Q
dPQ,
where dP is the differential on A sp(U ∩ X̂P,t;EP,t) and dPQ is defined by
dPQ(ωQ) = A sp(U ∩ X̂P,t; fPQ ◦ hPQ)(ωQ|U∩X̂P,t).
For ω = (ωQ)Q ∈ A sp(U ;M) define the weighted norm
(12.5.2) ‖ω‖2t =
∑
Q
‖t−ρQωQ‖
2
Q,b
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where the norms on the right-hand side are as in §§11.3 and 11.9,
(12.5.3) ‖ωQ‖
2
Q,b =
∑
P≤Q
‖ωQ|U∩XP,t‖
2
U∩XP,t .
We let t−ρ denote the family of weights (t−ρQ)Q and let
L2(U ;M, t
−ρ) =
⊕
P
L2,b(U ∩ X̂P,t;EP,t, t
−ρQ)
denote the Hilbert space completions of A sp(U ;M) and A sp(U ∩ X̂P,t;EP,t) under
the norms (12.5.2) and (12.5.3).
For each P the closed unbounded operator dU∩X̂P,t,b,t−ρP from §§11.3 and 11.9 is
defined on L2,b(U∩X̂P,t;EP,t, t−ρQ) and has cohomologyH(2),b(U∩X̂P,t;EP,t, t−ρQ).
On the other hand, let dU ;M,t−ρ be the unbounded operator on L2(U ;M, t
−ρ)
corresponding to the subcomplex of (12.5.1) consisting of ω such that ω, dω ∈
L2(U ;M, t
−ρ) and denote its graph norm closure by d = dM = dU ;M,t−ρ . The
cohomology of Dom dU ;M,t−ρ is by definition the L
2-cohomology of M over U with
weights t−ρ and is denoted H(2)(U ;M, t
−ρ). In order to relate these L2-cohomology
groups we need the
12.6. Lemma. The operators dPQ are bounded with respect to (12.5.2) indepen-
dently of t.
Proof. There are bounds independent of t for both the restriction map and fPQ:
the first since ‖·‖Q,b incorporates the L2-norm of boundary values, and the second
since it is induced by a map of LP -modules with admissible inner product. As for
hPQ, recall from the proof of Lemma 4.7 that this acts on the coefficients via the
composition
Ainv(N
Q
P (R)
′;EQ,t)
hx−→ C(nQP ;EQ)x −→ H(n
Q
P ;EQ) .
The second map here is induced from a map of LP -modules so it remains to consider
hx at a point z ∈ U ∩ XP,t. Let Y
Q
P,t denote the Borel-Serre boundary stratum of
XQ,t associated to P and let p : Y
Q
P,t → XP,t denote the nilmanifold fibration with
typical fiber NQP (R)
′. The map hx is induced by the ΓLP -morphism which transfers
an invariant form on NQP (R)
′ to one on NQP (R)
′ via n′x (see §1.4) and then takes its
value at the identity. If ψ ∈ Ainv(N
Q
P (R)
′;EQ,t)z is an invariant form on p−1(z),
then the pointwise norm |ψy| is independent of y ∈ p−1(z) and thus
|ψ|2 =
∫
p−1(z)
|ψy|
2dy = Vol(p−1(z))|ψy0 |
2 = Vol(p−1(z))|hx(ψ)|
2.
This implies |hx|2 = Vol(p−1(z))−1 = t2ρ
Q
P Vol(NQP (R)
′)−1 and hence ‖hPQ‖2t is
bounded independently of t. 
12.7. Corollary. There is a decomposition (as vector spaces, not as complexes)
Dom dU ;M,t−ρ =
⊕
P
Dom dU∩X̂P,t,b,t−ρP
and a strict operator equality
dU ;M,t−ρ =
∑
P
dU∩X̂P,t,b,t−ρP +
∑
P≤Q
dPQ .
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For U = X̂ we have the
12.8. Corollary. H(X̂t;M) ∼= H(2)(X̂t;M, t
−ρ).
Proof. Filter both (12.5.1) and Dom dU ;M,t−ρ by #∆P ≤ p and compare the result-
ing spectral sequences; they are isomorphic at E1 by (11.1.1) and Lemma 11.5. 
12.9. Define
Hiǫ(U ;M, t
−ρ) = {ω ∈ Dom dU ;M,t−ρ ∩Dom d
∗
U ;M,t−ρ , suppω compact |
‖dω‖2t + ‖d
∗
ω‖2t ≤ ǫ‖ω‖
2
t } .
For U = X̂ we have as in Proposition 11.8
Proposition. Hiǫ(X̂ ;M, t
−ρ) = 0 for some ǫ > 0 if and only if Hi(2)(X̂ ;M, t
−ρ) =
0 and Hi+1(2) (X̂;M, t
−ρ) is Hausdorff.
Actually H(2)(X̂ ;M, t
−ρ) is finite-dimensional so the Hausdorff condition above
is vacuous. However the proposition also applies in an different context which we
will now introduce and where finite-dimensionality is not assured.
12.10. L-modules on 〈AGP 〉t × XP . The space 〈A
G
P 〉t × XP ⊆ ZP is a manifold
with corners with strata indexed by the parabolic Q-subgroups Q ≥ P . Explicitly
the Q-stratum is 〈AGP 〉
Q
t ×XP where
〈AGP 〉
Q
t = { a ∈ A
G
P | a
β ≤ tβ for all β ∈ ∆̂P \ ∆̂Q, a
β = tβ for all β ∈ ∆̂Q } .
We may extend the theory of L-modules and their realizations to such spaces. In
fact the theory becomes much simpler—an L-moduleM′ = (E′· , f
′
··) on 〈A
G
P 〉t×XP
consists of a family (E′Q)Q≥P of graded regular representations of the same group
LP and degree 1 morphisms f
′
QR : E
′
R
[1]
−→ E′Q. (Since the space has homotopically
trivial links the functor H(nQR; ·) is replaced throughout by the identity functor.)
Furthermore special differential forms are no longer needed for the realization.
The strata and the locally constant sheaves associated to E′Q are metrized as in
§12.4 by restricting the locally symmetric metrics on ZP and E˜′Q. We will be consid-
ering the L2-space L2(〈AGP 〉t × XP ;M
′) (without weights) and the corresponding
L2-cohomology. Since 〈AGP 〉t × XP is a complete metric space the analogue of
Proposition 12.9 holds in this context.
13. Analytic Lemmas
The goal of this section is Proposition 13.5, a vanishing criterion for Hi(X̂ ;M)
in terms of certain L2-cohomology groups of 〈AGP 〉1 × XP for all P ∈ P. In view
of Proposition 12.9 this is accomplished by presenting a sequence of lemmas that
reduce the vanishing of Hiǫ(X̂ ;M, t
−ρ). As we proceed, the parameter t will have
to be made successively more dominant.
13.1. Given a cylindrical cover {WP } assume t is sufficiently dominant so that
(12.3.1) holds. Each boundary stratum YQ,t ∩ WP,t of WP,t for Q ≥ P is part
of a nilmanifold fibration with fibers NQ(R)′; let ŴP,t ⊆ X̂t denote the result
of collapsing these fibers. We have the following spectral analogue of the Mayer-
Vietoris sequence:
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Lemma. Given ǫ > 0 there exists ǫ′ > 0 and a cylindrical cover {WP } of X
such that for all t sufficiently dominant, Hiǫ(ŴP,t;M, t
−ρ) = 0 for all P implies
Hiǫ′(X̂t;M, t
−ρ) = 0.
Proof. For every c > 0 (to be chosen below) there exists [47, Prop. 2.1] a cylindrical
cover {WP } possessing a partition of unity {ηP } such that |dηP | < c. (It is easy
to eliminate the neatness hypothesis.) Examination of the construction shows that
for P ≤ Q the function ηP is NQ(R)-invariant on WP \
⋃
P ′QWP ′ . But since
WP ∩ YQ,t is empty unless for P ≤ Q by (12.2.2) and (12.3.1), this implies that
ηP |YQ,t is NQ(R)-invariant for any P and Q. Thus we may pushdown to obtain a
partition of unity {ηˆP } for the covering {ŴP,t} of X̂t. Now for ω ∈ Hiǫ′(X̂t;M, t
−ρ)
(with ǫ′ > 0 to be chosen below) one may estimate (compare [47, Prop. 1.4]):
‖d(ηˆPω)‖
2
t + ‖d
∗
(ηˆPω)‖
2
t ≤ 2
(
‖ηˆPdω‖
2
t + ‖ηˆP d
∗
ω‖2t + ‖dηˆP ∧ ω‖
2
t + ‖dηˆP ω‖
2
t
)
≤ 2
(
‖dω‖2t + ‖d
∗
ω‖2t + 2c
2‖ω‖2t
)
< 2(ǫ′ + 2c2)‖ω‖2t
≤ 2(#P)2(ǫ′ + 2c2)max
R
‖ηˆRω‖
2
t ≤ ǫmax
R
‖ηˆRω‖
2
t ,
where for the last line we choose c > 0 and ǫ′ > 0 small. Thus if P realizes the
maximum on the last line we have ηˆPω ∈ Hiǫ(ŴP,t;M, t
−ρ). Since ω 6= 0 implies
ηˆPω 6= 0 for this P , the lemma is proved. 
13.2. Now assume thatWP is a cylindrical set for a fixed P and that t is sufficiently
dominant so that (12.3.1) holds. Let OP be the image of ΩP under the nilmanifold
fibration YP → XP . Each boundary stratum XQ,t∩ŴP,t of ŴP,t for Q ≥ P is part
of a nilmanifold fibration with fibers NQP (R)
′; let
ŴP,t
p
−→ (〈AGP 〉t ∩ A
G
P (sP ))×OP ⊆ 〈A
G
P 〉t ×XP
be the projection obtained by collapsing these fibers.
Define a pushforward L-module p∗M = (E′· , f
′
··) on 〈A
G
P 〉t × XP ⊆ ZP in the
sense of §12.10 by E′Q = H(n
Q
P ;EQ) and f
′
QR = H(n
Q
P ; fQR) and set p∗M⊗CρP =
(E′· ⊗ CρP , f
′
·· ⊗ idCρP ).
Lemma. Given ǫ > 0 and a cylindrical set WP there exists ǫ
′ > 0 and an injective
map
Hiǫ′(ŴP,t;M, t
−ρ) −→ Hiǫ(〈A
G
P 〉t ×XP ; p∗M⊗ CρP )
for all t sufficiently dominant.
Proof. For Q ≥ P let pQ∗ be the operator on L2(XQ,t ∩ ŴP,t;EQ,t, t−ρQ) which
orthogonally projects onto NQP (R)-invariant and n
Q
P -harmonic forms. Zucker [56,
(4.24)] shows there is a homotopy formula
(13.2.1) dQHQ +HQdQ = I − pQ∗
with HQ and pQ∗ bounded in the L
2 norm; both ‖HQ‖Q and ‖pQ∗‖Q are indepen-
dent of t (though dependent onWP ). In fact since the boundary faces ofXQ,t∩ŴP,t
contain full NQP (R)-fibers, the result holds for the ‖·‖Q,b norm and we obtain a ho-
motopy formula for dQ,b,t−ρQ .
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We need the compatibility conditions
(13.2.2) pQ∗dQR = dQRpR∗ and HQdQR = −dQRHR
(the sign is due to the fact that dQR is degree 1 in the coefficients). To see that this
can be arranged, note that Zucker’s construction for HQ depends on the choice of
a central series defined over Q,
1 = NQ0 ⊂ N
Q
1 ⊂ · · · ⊂ N
Q
ν = N
Q
P (R),
and unit Q-root vectors ZQj ∈ n
Q
j which satisfy n
Q
j = n
Q
j−1 + R · Z
Q
j . Choose such
a central series and root vectors for NP (R) (the case Q = G) and use the induced
data for each NQP (R). (Some of the vectors Z
Q
j will now be zero but those stages in
the series may be omitted.) One may now verify from the description in [56, §4(c)]
that (13.2.2) holds.
By summing (13.2.1) over Q ≥ P we obtain
(13.2.3) dMH +HdM = I − p∗,
where H =
∑
Q≥P HQ, p∗ =
∑
Q≥P pQ∗, and the dQR terms vanish due to (13.2.2).
Now for ω ∈ Hiǫ′(ŴP,t;M, t
−ρ) calculate:
‖dω‖2t + ‖d
∗
ω‖2t ≤ ǫ
′‖ω‖2t
≤ ǫ′(‖p∗ω‖
2
t + ‖(I − p∗)ω‖
2
t )
≤ ǫ′‖p∗ω‖
2
t + 2ǫ
′‖H‖2t · (‖dω‖
2
t + ‖d
∗
ω‖2t );
the final line uses (13.2.3)—see [47, Prop. 1.6]. This estimate shows that p∗ is in-
jective on Hiǫ′ provided we choose ǫ
′ > 0 so that (say) 2ǫ′‖H‖2t ≤ 1/2. Furthermore
in this case the last term may be absorbed into the left-hand side and we obtain
‖dp∗ω‖
2
t + ‖d
∗
p∗ω‖
2
t ≤ ‖p∗‖
2
t · (‖dω‖
2
t + ‖d
∗
ω‖2t ) ≤ 2ǫ
′‖p∗‖
2
t · ‖p∗ω‖
2
t .
This shows that p∗ takesHiǫ′ intoH
i
ǫ provided we choose ǫ
′ > 0 so that 2ǫ′‖p∗‖2t ≤ ǫ.
Since ‖H‖t and ‖p∗‖t are bounded uniformly in t, ǫ′ > 0 may be chosen indepen-
dently of t.
To complete the proof, we embed p∗(Dom dM,t−ρ) into Dom dp∗M⊗CρP by ex-
tending an invariant compactly supported form by zero and applying Lemma 4.7
to the coefficients; we also need to choose a flat trivializing section of the bundle
associated to CρP . To see that this is an isometry, note that the L
2 norm integrand
for the Q summand of p∗(Dom dM,t−ρ) involves t
−2ρQ whereas for Dom dp∗M⊗CρP
the coefficient system CρP contributes a
−2ρP = a−2ρQ · a−2ρ
Q
P = t−2ρQ · a−2ρ
Q
P .
The discrepancy is canceled by the map Ainv(N
Q
P (R)
′;EQ,t)
hx−→ C(nQP ;EQ)x which
multiplies norm squared by a2ρ
Q
P (see the proof of Lemma 12.6). 
13.3. The isotypical decomposition of a regular LP -module induces a decomposi-
tion of L-modules
p∗M =
⊕
V
(p∗M)V
where V ranges over irreducible regular LP -modules.
Lemma. For any ǫ > 0 and any t, the vanishing Hiǫ(〈A
G
P 〉t×XP ; p∗M⊗CρP ) = 0
is equivalent to the vanishing conditions
Hiǫ(〈A
G
P 〉t ×XP ; (p∗M)V ⊗ CρP ) = 0, for all V .
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Proof. If ω =
∑
V ωV ∈ H
i
ǫ(〈A
G
P 〉t ×XP ; p∗M⊗ CρP ) is nonzero, then for at least
one V , ωV 6= 0 and ωV ∈ Hiǫ(〈A
G
P 〉t×XP ; (p∗M)V ⊗CρP ). For otherwise we could
sum the estimates ‖dωV ‖2 + ‖d
∗
ωV ‖2 > ǫ‖ωV ‖2 and obtain a contradiction. The
converse is obvious. 
13.4. Lemma. The vanishing condition Hiǫ(〈A
G
P 〉t × XP ; (p∗M)V ⊗ CρP ) = 0 is
independent of t.
Proof. Let Ψt : 〈AGP 〉1×XP
∼
−→ 〈AGP 〉t×XP be the diffeomorphism given by the left
action of tP . Although Ψt is an isometry, the natural isomorphism of coefficient
systems (E′Q,1)V ⊗CρP
∼
−→ Ψ∗t ((E
′
Q,t)V ⊗CρP ) multiplies norm by t
−(ξV +ρP ), where
ξV is the character by which SP acts on V . Thus the norm of a form depends on t
only via a scaling factor independent of Q. This implies that d
∗
Ψ∗t = Ψ
∗
t d
∗
and that
the scaling factor may be canceled from all terms of the estimate ‖dω‖2+‖d
∗
ω‖2 ≤
ǫ‖ω‖2. 
Remark. This lemma would not hold if we had not included the weight factors in
(12.5.2).
13.5. We finally arrive at the following vanishing criterion for the cohomology of
an L-module.
Proposition. Let M be an L-module on X̂. Assume
(13.5.1)
Hi(2)(〈A
G
P 〉1 ×XP ; (p∗M)V ⊗ CρP ) = 0 , and
Hi+1(2) (〈A
G
P 〉1 ×XP ; (p∗M)V ⊗ CρP ) is Hausdorff.
for all parabolic Q-subgroups P and V ∈ Irr(LP ). Then Hi(X̂ ;M) = 0.
Proof. By Corollary 12.8 and Proposition 12.9 it suffices to showHiǫ(X̂ ;M, t
−ρ) = 0
for some ǫ > 0. For this vanishing it suffices by Lemmas 13.1–13.4 to show there
exists ǫ > 0 such that
Hiǫ(〈A
G
P 〉1 ×XP ; (p∗M)V ⊗ CρP ) = 0
for all P and V . However by Proposition 12.9 again (see §12.10) this is implied by
(13.5.1). 
14. Vanishing Theorem for L2-cohomology
In the course of verifying (13.5.1) we will need to apply the following vanishing
theorem to the ordinary global L2-cohomology H(2)(XP ;V). The heart of the
theorem is a calculation originally due to Raghunathan [37], [38]. The theorem was
proven in [47] but since it was not stated explicitly in this form we sketch the proof
in this section.
14.1. Theorem. Let X = Γ\G(R)/KAG be the locally symmetric space associated
to an arithmetic subgroup Γ of a reductive algebraic group G defined over Q. Let
E be an irreducible regular representation of G and let E be the associated locally
constant sheaf on X. Endow X with a locally symmetric Riemannian metric and
let E have a metric induced from an admissible inner product on E.
(i) If (E|0G)
∗ 6∼= E|0G, then H(2)(X ;E) = 0.
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(ii) If (E|0G)
∗ ∼= E|0G, then H
i
(2)(X ;E) = 0 for
i /∈ [(dimD − dimD(E))/2, (dimD + dimD(E))/2] ,
where dimD(E) is defined in §10.2. Furthermore, Hi(2)(X ;E) is Haus-
dorff (and hence representable by harmonic forms) for i = (dimD −
dimD(E))/2.
Sketch of Proof (compare [47, §§8–10]). We will determine a sufficient condition on
a degree i so that the estimate
(14.1.1) ‖dω‖2 + ‖d∗ω‖2 > ǫ‖ω‖2
holds for all ω ∈ Aic(X ;E) and some ǫ > 0. Since X is complete and without bound-
ary, Proposition 11.2 shows that this estimate for a given i implies Hi(2)(X ;E) = 0
and Hi+1(2) (X ;E) is Hausdorff.
Let K ⊆ G(R) be a maximal compact subgroup with associated Cartan involu-
tion θ and Cartan decomposition g = k+p+aG. Let σ1 denote the coadjoint action
of kC on
∧
p∗C and let σ2 denote the action of gC on E. Since X
∼= Γ\(0G(R))0/K0,
the complex Ac(X ;E) may as usual be isometrically identified with the complex
[13, I, §§1.2, 5.1, VII, §2.7], [34, §4]C(
0g, k;E ⊗A0c(Γ\(
0G(R))0)) ∼= Homk(
∧
p, E ⊗A0c(Γ\(
0G(R))0)) ,
d =
∑
k
ǫ(Xk)(σ2(Xk) +Xk) ,
where {Xk} denotes an orthonormal basis of p, acting on A0c(Γ\(
0G(R))0) via dif-
ferentiation by the corresponding left-invariant vector field, and ǫ(Xk) denotes ex-
terior multiplication by the corresponding element of the dual basis. Note that the
operator d extends to the larger space
∧
p∗C ⊗ E ⊗ A
0
c(Γ\(
0G(R))0) (without the
k-invariance condition) though it is no longer a differential here.
Integration by parts and some multi-linear algebra allow one to extract 0-order
terms and estimate that
(14.1.2) ‖dω‖2 + ‖d∗ω‖2 ≥ (∆0ω, ω) ≥ 0
[47, Props. 9.2 and 9.4] for a certain operator ∆0. Explicitly
(14.1.3) ∆0 = σ2(C) −
1
2
σ2(Ck) +
1
2
σ1(Ck)−
1
2
(σ1 ⊗ σ2)(Ck) ,
where C (resp. Ck) denotes the Casimir operator of
0g (resp. k). In fact ∆0 is
induced from the algebraic Laplacian on C(0g, k;E) = Homk(
∧
p, E) ⊆
∧
p∗C ⊗ E.
We now need some more notation. Let h = bG+aG = bG,k+bG,p+aG be a funda-
mental θ-stable Cartan subalgebra of g. Fix a positive system Φ+k = Φ
+(kC, bG,kC)
of roots for kC and consider any θ-stable positive system Φ
+ = Φ+(gC, hC) com-
patible with Φ+k . (A specific choice will be made below.) Let Φ
+(pC, bG,kC) denote
the positive nonzero weights of bG,kC in pC, counted with multiplicity. (A weight is
“positive” here if it is the restriction to bG,k of a positive root [47, 10.1].) Clearly
(14.1.4) dimD = 2 ·#Φ+(pC, bG,kC) + dim bG,p .
Let λ be the highest weight of E and recall the reductive Lie subgroup G(λ) ⊆ G
defined in §10.1 with positive roots Φ+(g(λ)C, hC) = { γ ∈ Φ+ | γ ⊥ λ }; define
Φ+(p(λ)C, bG,kC) = {α ∈ Φ+(pC, bG,kC) | α ⊥ λ } similarly. Note that if λ|bG,p = 0
(so that G(λ) is defined over R as in §10.2) then Φ+(p(λ)C, bG,kC) is indeed the set
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of positive bG,kC-weights of the split part in the Cartan decomposition of g(λ). In
this case
(14.1.5) dimD(λ) = 2 ·#Φ+(p(λ)C, bG,kC) + dim bG,p .
Equation (14.1.3) shows that for any fixed irreducible submodule R of σ1⊗σ2|k,
∆0 acts as a certain scalar on all forms in R ⊗ A0c(Γ\(
0G(R))0)). We need to
determine when this scalar can be zero. It suffices to assume R ⊆ S1 ⊗ S2, where
S1 is an irreducible submodule of σ1 with pure degree i and highest weight ν1, and
S2 is an irreducible submodule of σ2|k with highest weight ν2. From the usual basis
of weight vectors for
∧i
p∗C we see that ν1 may be expressed as
∑
α∈A+ α−
∑
α∈A− α,
where A+, A− ⊆ Φ+(pC, bG,kC) and
(14.1.6) #A+ +#A− ≤ i ≤ #A+ +#A− + dim bG,p .
Choose Φ+ now so that ν2 (extended by zero on bG,p) is dominant. A calculation
[47, Prop. 10.2] using the well-known expression in terms of highest weights for the
value of the Casimir operator acting on an irreducible representation shows that
∆0 is zero on R precisely when
(1) the highest weight of R is ν1 + ν2,
(2) λ|bG = ν2 (where ν2 has been extended to be zero on bG,p), and
(3) (Φ+(pC, bG,kC) \A
+), A− ⊆ Φ+(p(λ)C, bG,kC).
If ∆0 acts as a nonzero scalar for all R with a fixed i then (14.1.2) will yield
(14.1.1) and so Hi(2)(X ;E) = 0. So if H
i
(2)(X ;E) 6= 0 conditions (1)–(3) must hold
for some R. Condition (2) implies τ(λ|bG) = λ|bG (since τ = θ for a fundamental
Cartan subalgebra and θ-stable positive system) and thus part (i) of the theorem
follows from §8.2. Condition (3) allows one to estimate the possible maximum and
minimums values of #A±; inserting these into (14.1.6) yields that
(14.1.7) #Φ+(pC, bG,kC)−#Φ
+(p(λ)C, bG,kC) ≤ i ≤
#Φ+(pC, bG,kC) + #Φ
+(p(λ)C, bG,kC) + dim bG,p .
This is equivalent to the degree range in part (ii) by applying (14.1.4) and (14.1.5)
and taking the maximum over Φ+. 
15. Proof of Theorem 10.4
By Proposition 13.5 we need to show for all P and V that
(15.0.8) Hi(2)(〈A
G
P 〉1 ×XP ; (p∗M)V ⊗ CρP ) = 0 for i /∈ [c(M), d(M)]
and in addition
(15.0.9) H
c(M)
(2) (〈A
G
P 〉1 ×XP ; (p∗M)V ⊗ CρP ) is Hausdorff.
We may write the complex C which computes (15.0.8) as
(15.0.10)
C =
⊕
R≥P
Dom dR,b ⊗HomLP (V,H(n
R
P ;ER)) ,
dC =
∑
R≥P
dR,b ⊗ (−1)
degree +
∑
R′≥R≥P
iR
′∗
R ⊗HomLP (V,H(n
R′
P ; fRR′)) ,
where dR,b = d〈AR
P
〉1×XP ,b,V⊗CρP
and iR
′∗
R : Dom dR′,b → Dom dR,b restricts a form
to the smaller stratum.
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Let P ′ ≥ P be the parabolic Q-subgroup with type ∆P
′
P = {α ∈ ∆P | 〈ξV +
ρ, α∨〉 = 0 } and set S = (P, P ′). Then any R with P ≤ R belongs to [P˜ , S˜] for a
unique P˜ ∈ [P, P ′] and S˜ = P˜ ∨ S:
P ′
G
P˜
R
S˜
P .
S
(Compare (3.7.3).) For each such P˜ let C(P˜ ) be the subquotient complex obtained
by restricting the sum in (15.0.10) to be over those R ∈ [P˜ , S˜]. It suffices to prove
the vanishing and Hausdorff assertions of (15.0.8) and (15.0.9) for each complex
C(P˜ ). (Compare the Fary spectral sequence from Lemma 3.7.)
Filter the double complex C(P˜ ) by the degree of the second factor in (15.0.10);
the associated spectral sequence has
(15.0.11) Ei−k,k1 =
⊕
R∈[P˜ ,S˜]
Hk(2)(〈A
R
P 〉1 ×XP ;V⊗ CρP )⊗Hom
i−k
LP
(V,H(nRP ;ER)).
Note that we may use ordinary L2-cohomology here as opposed to L2-cohomology
with boundary values in view of Lemma 11.5.
For α ∈ ∆P , let AαP denote the one-parameter subgroup corresponding to
α∨. We have a factorization 〈ARP 〉1 =
∏
α∈∆RP
〈AαP 〉1; for each α, Zucker’s L
2-
Ku¨nneth theorem [56, (2.34)] may be applied to correspondingly factor out the
L2-cohomology of 〈AαP 〉1 in (15.0.11) provided it is Hausdorff. To calculate the
result write ξV + ρ =
∑
α∈∆P
〈ξV + ρ, α∨〉βα and recall that
H ·(2)(〈A
α
P 〉1;C〈ξV +ρ,α∨〉βα) ∼=

0 if 〈ξV + ρ, α∨〉 > 0,
M [−1] if 〈ξV + ρ, α∨〉 = 0,
C if 〈ξV + ρ, α∨〉 < 0,
whereM is an infinite dimensional non-Hausdorff space [41, Prop. 3.2], [56, (2.37)–
(2.40)]. Thus let QV ≤ S have type ∆
QV
P = {α ∈ ∆P | 〈ξV + ρ, α
∨〉 < 0 } as in
§7.2 and set Q˜ = P˜ ∨QV . We find that
Ei−k,k1 = H
k
(2)(〈A
P˜
P 〉1 ×XP ;Cξ−1V ⊗ V)⊗
( ⊕
R∈[P˜ ,Q˜]
Homi−kLP (V,H(n
R
P ;ER))
)
.
The advantage of this expression is that the differentials in the spectral sequence
act only on the final factor. These differentials are induced by H(nRP ; fRR′) for
P˜ ≤ R  R′ ≤ Q˜ and so from the definitions in §3.4 we see that Hi(C(P˜ )) equals
(15.0.12)
⊕
k
Hk(2)(〈A
P˜
P 〉1 ×XP ;Cξ−1
V
⊗ V)⊗HomLP (V,H
i−k(i∗P iP˜∗i
∗
P˜
ıˆ!
Q˜
M)) .
By the L2-Ku¨nneth theorem this would be isomorphic to
(15.0.13)
⊕
k1,k2
Hk1(2)(〈A
P˜
P 〉1)⊗H
k2
(2)(XP ;V)⊗HomLP (V,H
i−k1−k2(i∗P iP˜∗i
∗
P˜
ıˆ!
Q˜
M)) ;
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if at least one of the first two L2-cohomology factors were finite-dimensional in all
degrees, however we cannot assume this. Instead note that by the technique in [56,
(2.29)–(2.34)] one can show that if each factor of (15.0.13) vanishes outside a certain
interval of degrees, then (15.0.12) vanishes outside the sum of the intervals. The
first factor is 0 outside [0, dim aP˜P ], the vanishing interval of the second factor is given
by Theorem 14.1, and the third factor vanishes outside [c2(V, P˜ ;M), d2(V, P˜ ;M)]
by definition (see Proposition 9.2). Thus by Proposition 10.6 we have vanishing for
i /∈ [c2(M), d2(M)] = [c(M), d(M)] which proves (15.0.8).
Finally consider (15.0.9). If P = P˜ this follows from the final assertion of
Theorem 14.1. If P 6= P˜ then Hk1(2)(〈A
P˜
P 〉1) vanishes in degree 0 (and is non-
Hausdorff for 1 ≤ k1 ≤ dim aP˜P [56, (4.51)]) and thus (15.0.12) vanishes in degree
c(M) as well. 
Part III. Micro-support Calculations
16. Micro-support of Weighted Cohomology
16.1. Fix a weight profile η. For V an irreducible LP -module, let T
η
V ≥ P have
type9
{α ∈ ∆P | 〈ξV − ηP , β
∨
α 〉 < 0 } .
relative to P . Note that T ηV = P if and only if ξV ∈ ηP +
+aG∗P and T
η
V = G if and
only if ξV ∈ ηP − int(+aG∗P ).
Lemma. Let V be an irreducible LP -module occurring in H(i
∗
PW
ηC(E)). Then V
has the form Hℓ(w)(nP ;E)w for some w ∈ WP . Furthermore, the natural morphism
WηC(E)→ iG∗E induces
H(i∗PW
ηC(E))V ∼=
{
V [−ℓ(w)] if T ηV = P ,
0 otherwise.
Proof. Apply Proposition 6.4. 
16.2. Proposition. Let V be an irreducible LP -module occurring in H(i
∗
P ıˆ
!
QW
ηC(E))
for P ≤ Q. Then V has the form Hℓ(w)(nP ;E)w for some w ∈WP . Furthermore,
H(i∗P ıˆ
!
QW
ηC(E))V ∼=
{
V [−ℓ(w)−#∆Q] if Q = (P, T
η
V ),
0 otherwise.
Proof. Assume first that T ηV = P . Then we claim that H(i
∗
P ıˆ
!
QW
ηC(E))V ∼=
H(i∗P ıˆ
!
QiG∗E)V from which proposition follows immediately. To prove the claim,
consider the commutative diagram
· · · Hi(i∗P ıˆ
!
QW
ηC(E))V Hi(i∗PW
ηC(E))V H
i(i∗P ˆQ∗ˆ
∗
QW
ηC(E))V · · ·
· · · Hi(i∗P ıˆ
!
QiG∗E)V H
i(i∗P iG∗E)V H
i(i∗P ˆQ∗ˆ
∗
QiG∗E)V · · ·
in which both rows are long exact sequences (obtained from (3.6.4) by setting
Q′ = G and then taking V -isotypical components). The middle vertical arrow is an
9This type corresponds to what in [25] would be denoted Iη(ξV ).
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isomorphism by Lemma 16.1. To show the right-hand vertical arrow is an isomor-
phism, consider the corresponding map on the Mayer-Vietoris spectral sequences
from Lemma 3.7. For H(i∗P ˆQ∗ ˆ
∗
QW
ηC(E))V we have
(16.2.1) Ep,·1 =
⊕
P<P˜≤(P,Q)
#∆P˜P=p+1
H(nP˜P ;H(i
∗
P˜
WηC(E)))V .
The P˜ -term can be rewritten H(nP˜P ;H(i
∗
P˜
WηC(E))V˜ )V for an irreducible LP˜ -
module V˜ satisfying ξV˜ = ξV |aP˜ (see §0.10.22). By Lemma 16.1 this is isomorphic
to the corresponding term in E1 for H(i
∗
P ˆQ∗ ˆ
∗
QiG∗E)V provided that T
η
V˜
= P˜ . But
this holds since T η
V˜
= T ηV ∨ P˜ . The claim then follows from the 5-lemma.
In the case that T ηV > P , Lemma 16.1 shows that H(i
∗
PW
ηC(E))V = 0 and
hence H(i∗P ıˆ
!
QW
ηC(E))V ∼= H(i∗P ˆQ∗ˆ
∗
QW
ηC(E))V [−1]. It also shows that the
sum in (16.2.1) yields one copy of V [−ℓ(w)] for each P˜ ∈ [T ηV , (P,Q)]. The dif-
ferential between two such copies of V [−ℓ(w)] for adjacent P˜ will be an isomor-
phism by comparison with the spectral sequence for H(i∗P ˆQ∗ ˆ
∗
QiG∗E)V . Conse-
quently H(i∗P ˆQ∗ˆ
∗
QW
ηC(E))V = 0 unless T
η
V = (P,Q), in which case we obtain
V [−ℓ(w)−#∆Q + 1]. This proves the proposition. 
16.3. Let η be one of the two middle weight profiles :
upper middle: µ = −ρ+ ǫρ ,
lower middle: ν = −ρ .
Here ǫ > 0 is chosen sufficiently small such that ǫρR < χR for all R ∈ P maximal,
where χR is a positive generator for X(S
G
R ).
Theorem. Let E be an irreducible regular G-module and let η be a middle weight
profile. The weak micro-support SSw(WηC(E)) consists of those irreducible LP -
modules V such that
(i) V = Hℓ(w)(nP ;E)w with w ∈ WP , and
(ii) (ξV + ρ)|aG
P
= 0.
For such V we have
c(V ;M) = d(V ;M) =
{
ℓ(w) + ∆P if η = µ,
ℓ(w) if η = ν.
The micro-support SS(WηC(E)) consists of those V ∈ SSw(WηC(E)) such that
(iii) V |MP is conjugate self-contragredient ;
in this case w from (i) is fundamental. The micro-support is nonempty if and only
if E|0G is conjugate self-contragredient ; in this case SSess(W
ηC(E)) = {E}.
Proof of Theorem 16.3. By Proposition 16.2, an irreducible LP -module V is in
SS(WηC(E)) if and only if (i) and
(ii)′ (P, T ηV ) ∈ [QV , Q
′
V ]
hold. Assume that η = ν = −ρ. Then Condition (ii)′ is equivalent to
(ii)′′ 〈ξV + ρ, α
∨〉 < 0 ⇒ 〈ξV + ρ, β
∨
α 〉 ≥ 0 ⇒ 〈ξV + ρ, α
∨〉 ≤ 0
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for all α ∈ ∆P . For R ≥ P define
〈a∗P 〉R = int a
∗+
R −
+aR∗P
= { ζ ∈ a∗P | 〈ζ, γ
∨〉 > 0 for γ ∈ ∆R, and
〈ζ, βRα
∨〉 ≤ 0 for α ∈ ∆RP }.
By Langlands’s “geometric lemmas” [13, IV,§6.11] these sets form a disjoint de-
composition of a∗P , so
(16.3.1) ξV + ρP ∈ −〈a
∗
P 〉R
for a unique R ≥ P . Now for any α ∈ ∆P \∆RP , write α
∨ = α∨R+α
∨R = γ∨+α∨R,
where γ = αR ∈ ∆R. Since α∨R ∈ −a
R+
P , we see from (16.3.1) that 〈ξV +ρ, α
∨〉 < 0.
Thus by the first implication of (ii)′′, (ξV + ρ)R ∈ +a∗R which contradicts (16.3.1).
Consequently we have R = G, ξV +ρ ∈ +a∗P , and G = (P, T
η
V ). But then the second
implication of (ii)′′ implies ξV + ρ ∈ −a
∗+
P and thus (ii) must hold. Conversely if
(ii) holds, then (ii)′′ is automatic. The fact that c(V ;M) = d(V ;M) = ℓ(w) comes
from Proposition 16.2.
The case of η = µ is similar except that (ii)′′ is replaced by
(ii)′′′ 〈ξV + ρ, α∨〉 < 0 ⇒ 〈ξV + ρ, β∨α 〉 > 0 ⇒ 〈ξV + ρ, α
∨〉 ≤ 0
and we consider the disjoint decomposition of a∗P given by
〈〈a∗P 〉〉R = a
∗+
R − int
+aR∗P
= { ζ ∈ a∗P | 〈ζ, γ
∨〉 ≥ 0 for γ ∈ ∆R, and
〈ζ, βRα
∨〉 < 0 for α ∈ ∆RP }
for all R ≥ P . We find that (ii)′′′ is equivalent to (ii) and that in this case ξV +ρP ∈
−〈〈a∗P 〉〉R with R = P = T
η
V .
The assertion that w is fundamental for V ∈ SS(WηC(E)) follows from (ii)
and (iii) by Lemma 8.8. For the final assertion, note that we can rephrase our
result as V ∈ SS(WηC(E)) if and only if V 40 E and V |MP is conjugate self-
contragredient. By Lemma 9.1 the existence of such a V implies E|0G is conjugate
self-contragredient. Also note that if V ∈ SSess(WηC(E)) then QV = Q′V by
Proposition 16.2 and therefore 〈ξV + ρ, α
∨〉 6= 0 for all α ∈ ∆P . In view of (ii) we
must have P = G and thus V = E. 
17. Micro-support of Intersection Cohomology
In §§17, 18, and 20, we consider a middle perversity p, either m(k) =
⌊
k−2
2
⌋
or
n(k) =
⌊
k−1
2
⌋
.
17.1. Theorem. Assume the irreducible components of the Q-root system of G are
of type An, Bn, Cn, BCn, or G2. Let E be an irreducible regular G-module and let p
be a middle perversity. The micro-support SS(IpC(E)) consists of those irreducible
LP -modules V such that
(i) V = Hℓ(w)(nP ;E)w with w ∈ WP a fundamental Weyl element for P in
G;
(ii) 〈ξV + ρ, α∨〉
{
≥ 0 for all α ∈ ∆P (if p = m),
≤ 0 for all α ∈ ∆P (if p = n);
(iii) V |MP is conjugate self-contragredient.
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For such a LP -module V we have
c(V ;M) = d(V ;M) =
{
ℓ(w) + ∆P if p = m,
ℓ(w) if p = n.
The essential micro-support SSess(IpC(E)) consists of the maximal elements of
SS(IpC(E)) under 40 (see §9.1); this is equivalent to requiring strict inequalities in
(ii).
Unlike the case of weighted cohomology, the weak micro-support is not charac-
terized by simply omitting (iii).
17.2. Corollary. In the setting of Theorem 17.1 assume that E|0G is conjugate self-
contragredient. Then SSess(IpC(E)) = {E} with c(E; IpC(E)) = d(E; IpC(E)) = 0
and (ξV + ρ)|aG
P
= 0 for all V ∈ SS(IpC(E)).
17.3. In the remainder of this section we will reduce the theorem to a combinatorial
vanishing result which will be proven in the following sections.
Recall the “combinatorial” intersection cohomology IpwH(U) (for U an open
constructible subset of |∆P | or c(|∆P |)) defined in §5.5 which depends on w ∈ W
as well as p. We also consider the version with supports IpwHZ(U) defined for
Z constructible and relatively closed in U . This may be interpreted in terms of
relative intersection cohomology:
IpwHZ(U) = IpwH(U,U \ Z) .
17.4. Proposition. Let P ≤ Q ∈ P. Then
H(i∗P ıˆ
!
QIpC(E))
∼=
⊕
w∈WP
H(nP ;E)w ⊗ IpwHc(|∆Q
P
|)(c(|∆P |)) .
Proof. There is a long exact sequence (set Q′ = G in (3.6.4))
. . . −→ Hj(i∗P ıˆ
!
QIpC(E)) −→ H
j(i∗PIpC(E)) −→ H
j(i∗P ˆQ∗ˆ
∗
QIpC(E)) −→ · · · .
On the other hand there is a topological long exact sequence
· · · → IpwH
i
c(|∆QP |)
(c(|∆P |))→ IpwH
i(c(|∆P |))→ IpwH
i(c(|∆P |) \ c(|∆
Q
P |))→ · · · .
We need to show that if the first term of the second sequence is tensored with
H(nP ;E)w and then direct summed over w ∈ WP , then the result is isomorphic
to the first term of the first sequence. This is true for the middle term by Propo-
sition 5.5. It is also true for the last term: compare the Mayer-Vietoris sequences
abutting to each and apply Proposition 5.5 again. One may check that these iso-
morphisms are compatible with the maps in the long exact sequences. Application
of the 5-Lemma concludes the proof. 
17.5. From the proposition it follows that if an irreducible LP -module V occurs in
SS(IpC(E)), then V = Hℓ(w)(nP ;E)w for some w ∈ WP , and this V will actually
occur only if V |MP is conjugate self-contragredient and IpwHc(|∆Q
P
|)(c(|∆P |) 6= 0
for some Q ∈ [QV , Q
′
V ] (see §7.1). This condition on Q is equivalent to
(17.5.1)
〈ξV + ρ, α
∨〉 ≤ 0 for α ∈ Φ(nQP ; aP ),
〈ξV + ρ, α
∨〉 ≥ 0 for α ∈ Φ(nP,QP ; aP ).
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17.6. Thus we need to show IpwHc(|∆Q
P
|)(c(|∆P |) vanishes except for the cases in-
dicated in Theorem 17.1; this is a combinatorial statement involving the data ℓ(wR)
for R ≥ P . However our hypotheses give us information on V , or equivalently, its
highest weight. Following an argument from [47], the simple basic lemma below
will translate the weight information into combinatorial information; it is a gen-
eralization of a result of Casselman [16, Prop. 2.6] in the real rank one case. A
stronger result will be presented in §24.
Let h = bP + aP be a Cartan subalgebra of lP and fix a positive system Φ
+ of
Φ(gC, hC) containing Φ(nPC, hC). For α ∈ Φ(nP , aP ), let nα ⊆ nP be the correspond-
ing root space and write Φ(nαC, hC) = { γ ∈ Φ+ | γ|aP = α }. For w ∈ W , the con-
tribution to ℓ(w) attributable to α is ℓα(w) = #(Φ(nα, hC)∩Φw). Note that ℓα(w) =
ℓα(wP ) for α ∈ Φ(nP , aP ). Also if w ∈WP then ℓ(w) =
∑
α∈Φ(nP ,aP )
ℓα(w).
Lemma. Let P be a parabolic Q-subgroup and let w ∈WP . Let V = Hℓ(w)(nP ;E)w
for an irreducible G-module E and assume V |MP is conjugate self-contragredient.
For any α ∈ Φ(nP , aP ) we have:
(i) 〈ξV + ρ, α∨〉 ≤ 0 =⇒ ℓα(w) ≥
1
2 dim nα.
(ii) 〈ξV + ρ, α∨〉 = 0 =⇒ ℓα(w) =
1
2 dim nα.
(iii) 〈ξV + ρ, α∨〉 ≥ 0 =⇒ ℓα(w) ≤
1
2 dim nα.
Furthermore if γ ∈ Φ(nα, hC), then Φw contains respectively (i) at least one, (ii)
exactly one, (iii) at most one of γ and τ ′P γ.
Proof. Let λ ∈ hC be the highest weight of E; by Kostant’s theorem the highest
weight of V is then w(λ + ρ)− ρ and ξV + ρ = w(λ + ρ)|aP .
Let γ ∈ Φ(nα, hC). Since w(λ+ρ) is regular and λ is dominant, γ ∈ Φw if and only
if 〈w(λ + ρ), γ∨〉 ≤ 0. Decompose bP = bP,1 + bP,−1 according to the eigenvalues
of τP ; by §§8.2, 8.3 the hypothesis that V |MP is conjugate self-contragredient is
equivalent to w(λ + ρ)|bP,−1 = 0. On the other hand, γ
∨|aP = cα where c > 0.
Thus
〈w(λ + ρ), γ∨〉 = 〈w(λ + ρ)|bP,1 , γ
∨〉+ c〈w(λ + ρ), α∨〉 .
Replacing γ by τ ′Pγ in this equation negates the first term and leaves the second
term unchanged, so 〈w(λ + ρ), α∨〉 ≤ 0 implies 〈w(λ + ρ), γ∨〉 ≤ 0 or 〈w(λ +
ρ), τ ′Pγ
∨〉 ≤ 0. Thus either γ or τ ′P γ is in Φw. This proves (i) and the proof of (iii)
is similar; (ii) follows from (i) and (iii). 
By (17.5.1) and the lemma we have
(17.6.1)
ℓα(w) ≥
1
2 dim nα for α ∈ Φ(n
Q
P ; aP ),
ℓα(w) ≤
1
2 dim nα for α ∈ Φ(n
P,Q
P ; aP ).
17.7. We begin with a special case of the vanishing theorem. The proof will appear
in §18; the key point is that in the case Q = P or G the hypotheses (17.6.1) are
preserved under passing by induction from P to R > P .
Proposition. Let p be a middle perversity and let w ∈ W . Let P ≤ Q be parabolic
subgroups so that (17.6.1) is satisfied. Also assume that Q = P or G. Then
IpwHc(|∆QP |)
(c(|∆P |)) =

Z[−#∆P ] if Q = P , p = m, and ℓ(wP ) = 12 dim nP ,
Z if Q = G, p = n, and ℓ(wP ) = 12 dim nP ,
0 otherwise.
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17.8. For P < Q < G the analogue of (17.6.1) will no longer remain true when
we pass by induction to R > P . Nor will H(nR;E)wR necessarily be conjugate
self-contragredient (for any E) so Lemma 17.6 will no longer apply directly. The
following lemma yields an alternate hypothesis that is suitable for induction and is
sufficient.
Lemma. Assume the irreducible components of the Q-root system of G are of type
An, Bn, Cn, BCn, or G2. Let P be a proper parabolic subgroup and let w ∈ W . Let
V = Hℓ(w)(nP ;E)w for an irreducible G-module E and assume V |MP is conjugate
self-contragredient. Assume Q ≥ P is a parabolic Q-subgroup such that (17.5.1) is
satisfied. Then there exists T ≥ P so that
(17.8.1) 1 ≤ #∆T ≤ 2 and 0 ≤ #∆
Q∨T
T , #(∆T \∆
Q∨T
T ) ≤ 1
and that
(17.8.2)
ℓα(w) ≥
1
2 dim nα for α ∈ Φ(nP ; aP ) such that α|aT ∈ Φ(n
Q∨T
T ; aT ),
ℓα(w) ≤
1
2 dim nα for α ∈ Φ(nP ; aP ) such that α|aT ∈ Φ(n
T,Q∨T
T ; aT ).
Furthermore, if P < Q < G we can assume that
(17.8.3) ℓ(wT ) 6=
1
2 dim nT when #∆T = 1.
The lemma will be proved in §19. When P < Q < G this lemma provides the
hypotheses for the following theorem:
17.9. Theorem. Let p be a middle perversity and let w ∈ W . Let P ≤ Q be
parabolic Q-subgroups and assume there exists T ≥ P satisfying (17.8.1), (17.8.2),
and (17.8.3). Then
IpwHc(|∆Q
P
|)(c(|∆P |)) = 0.
The proof will appear in §20.
17.10. Proof of Theorem 17.1. Note that the nonvanishing cases of Proposi-
tion 17.7 are relevant only when QV = P (for p = m) and Q
′
V = G (for p = n).
Together with Theorem 17.9, this implies that an irreducible LP -module V belongs
to SS(IpC(E)) if and only if
(i′) V = Hℓ(w)(nP ;E)w with w ∈WP satisfying ℓ(w) =
1
2 dim nP ;
together with (iii) and (ii) of Theorem 17.1 hold. The last assertion of Lemma 17.6
implies in this case that τ ′P interchanges Φw and Φ(nPC, hC)\Φw; in other words, w
is a fundamental Weyl element for P in G by Lemma 8.6. Thus (i)⇐⇒(i′) given (iii)
and (ii). Such a V will lie in SSess(IpC(E)) furthermore if and only if QV = Q′V ,
that is, if and only if the inequalities in (ii) are all strict. This is equivalent to V
being maximal in SS(IpC(E)) by Lemma 8.8. 
18. Proof of Proposition 17.7
First assume that ℓ(wP ) =
1
2 dim nP . This implies ℓ(wR) =
1
2 dim nR for all
R ≥ P by (17.6.1) and so
pw(R) =

⌊
#∆R−2
2
⌋
if p = m,⌊
#∆R−1
2
⌋
if p = n.
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For p = m we see that pw(R) < #∆R − 1 for R < G and thus the link cohomology
for the R-stratum (which inductively is Z[−#∆R + 1]) will always be truncated.
For p = n we see that pw(R) ≥ 0 and thus the link cohomology (which inductively
is Z) will never be truncated. This proves the proposition in this case.
Now assume that ℓ(wP ) 6=
1
2 dim nP and consider the case Q = P . Let S > P be
the unique parabolic Q-subgroup which is minimal with the property that ℓ(wS) =
1
2 dim nS. Consider the Fary spectral sequence
E−p,i+p1 =
⊕
#∆RP=p
IpwH
i
|∆R
P
|◦(|∆P |)
∼=
⊕
#∆RP=p
IpwH
i
c(∅)(c(|∆R|))⇒ IpwH
i(|∆P |).
The hypothesis (17.6.1) remains valid if we replace P by R (with Q = R) so by
induction all the E1 terms vanish except in the case that p = m. In this case, only
the terms for R ∈ [S,G] are nonvanishing and the spectral sequence is isomorphic
to the Fary spectral sequence abutting to IpwH
i(c(|∆S |)). This vanishes by the
argument in the previous paragraph unless S = G. Thus
IpwH(|∆P |) =
{
0 if S < G or p = n,
Z if S = G and p = m.
However in this second case, pw(P ) ≥
⌊
1+#∆P−2
2
⌋
≥ 0 and so a degree 0 link
cohomology class will not be truncated at the P -stratum. Thus IpwHc(∅)(c(|∆P |)) =
0.
The argument for the caseQ = G is similar except that we use the Mayer-Vietoris
spectral sequence converging to IpwH
i(|∆P |) from (5.5.2):
Ep,i−p1 =
⊕
#∆RP=p+1
IpwH
i−p(UR) ∼=
⊕
#∆RP=p+1
IpwH
i−p
c(|∆R|)
(c(|∆R|)) . 
19. Proof of Lemma 17.8
We begin with some generalities on chambers in aP and an analogue of the lemma
for the Q-Weyl group QW of G (Lemma 19.4). This is a purely combinatorial result
regarding the Q-root system and its Weyl group. We then reduce Lemma 17.8 to
this result. Thus w in this section will refer to an element of QW until §19.5.
19.1. Let QΦ ⊂ a∗ denote the Q-root system of G with simple roots ∆. Let P be a
parabolicQ-subgroup and let QΦP denote the subroot system with basis ∆P in aP∗.
The Weyl group of QΦ
P is the parabolic subgroup QW
P ⊆ QW generated by the
simple reflections {sα}α∈∆P . Let QΦP denote the restriction of the elementsQΦ \
QΦ
P to aP . An element of QΦP may be expressed as a Z-linear combination of the
elements of ∆P with coefficients all ≥ 0 or ≤ 0, however in general QΦP is not a
root system.
19.2. Chambers in aP . The “chambers” of aP are the connected components of
aP \
⋃
α∈QΦP
Kerα. Even though QΦP is not a root system there is a combinatorial
object that parametrizes these chambers. Let QWP denote the minimal length
representatives of the cosets in QW
P \QW and define
(19.2.1) QW (P ) = {w ∈ QW | w
−1∆P ⊆ ∆ } ⊆ QW
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(cf. [35, I.1.7]10). This is not a subgroup in general.
There is a nice geometric way to think of QWP and QW (P ). Namely let C denote
the strictly dominant cone of QΦ in a and let C
P denote the strictly dominant cone
of QΦ
P in aP . Then w ∈ QWP if and only if the chamber wC projects into CP under
the projection a→ aP . Furthermore such an element belongs to QW (P ) if and only
if the closure of wC is adjacent to aP in the sense that wC∩aP is a boundary stratum
of wC with codimension #∆P . In this case we let w ·CP ≡ intaP (wC ∩ aP ) denote
the corresponding chamber of aP . (Here intaP denotes the interior of a subset of
aP .)
The correspondence
(19.2.2) w ←→ w · CP
is a bijection of QW (P ) with the chambers of aP [35, I.1.10].
19.3. An Alternative Characterization of QW (P ). Let prP denote the map
QΦ \ QΦ
P → QΦP given by restriction to aP . For w ∈ QW let QΦw = {γ ∈
QΦ
+|w−1γ < 0}.
Lemma. QW (P ) = {w ∈ QWP | QΦw ∩ pr
−1
P (α) = pr
−1
P (α) or ∅ for all α ∈
QΦ
+
P }. (The cases pr
−1
P (α) and ∅ corresponding respectively to 〈α,w · CP 〉 < 0
and 〈α,w · CP 〉 > 0.)
Proof. If w ∈ QW (P ) and γ ∈ pr
−1
P (α) we have γ ∈ QΦw ⇔ 〈γ, wC〉 < 0 ⇔
〈γ, wC〉 ≤ 0 ⇔ 〈α,w · CP 〉 < 0. Conversely, if w ∈ QWP and QΦw ∩ pr
−1
P (α) =
pr−1P (α) or ∅ for all α ∈ QΦ
+
P , consider γ ∈ ∆
P . If w−1γ = δ1 + δ2 (δ1 and δ2
positive roots) is not simple, then wδ1 > 0 (say) and wδ2 < 0. Thus −wδ2 ∈ QΦw
and −wδ2 + γ /∈ QΦw, while prP (−wδ2) = prP (−wδ2 + γ). This contradiction
implies w−1∆P ⊂ ∆ and thus w ∈ QW (P ). 
19.4. Lemma. Assume the irreducible components of the Q-root system of G are
of type An, Bn, Cn, BCn, or G2. Let P be a proper parabolic Q-subgroup and let
w ∈ QW (P ). Then there exists T ≥ P such that one of the following hold :
Case 1: #∆T = 1. In this case QΦw ∩ pr
−1
T (QΦ
+
T ) = pr
−1
P (QΦ
+
T ) or ∅.
Case 2: #∆T = 2. In this case ∆T = {β−, β+} and
QΦw ∩ pr
−1
T (Nβ−) = pr
−1
T (Nβ−),
QΦw ∩ pr
−1
T (Nβ+) = ∅.
Remark. The lemma does not quite imply that wT ∈ QW (T ) since in Case 2 nothing
is asserted regarding QΦw ∩ pr
−1
T (β) when β ∈ QΦ
+
T is not a multiple of a simple
root.
Proof. It suffices to assume that QΦ is irreducible and even reduced (the case BCn
follows from the case Bn). Let G˜ be the simply connected semisimple Q-split group
with root system QΦ. There always exists an irreducible representation V of G˜
whose nonzero weights form a single Weyl orbit [32, §2], [28]. We partially order
the weights Φ(V ) as usual: µ ≺ ν if ν−µ is a sum of nonnegative integral multiples
of elements of ∆. Then the root systems An, Bn, Cn, and G2 are precisely those
10Our notation differs in several ways from [35]. For one thing, the meaning of QWP and QW
P
are reversed. Furthermore, since we consider right cosets of QW
P rather than left cosets, we have
w−1 where [35] would have w.
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for which we can arrange that Φ(V ) is totally ordered. (In the notation of the
appendices of [14] we choose V to have highest weight ω1.) Write Φ(V ) = {ε1 ≻
e2 ≻ · · · ≻ εN}. Since the representation is faithful every root γ ∈ QΦ+ may be
expressed (nonuniquely) as εi − εj , where 1 ≤ i < j ≤ N . Moreover, if α ∈ ∆ is
in the support of γ and we represent α as εk − εk+1 for a fixed k, we may choose i
and j so that i ≤ k < j. This can be proven in general but is easily checked for the
cases at hand. Note that to simplify the exposition that follows we will treat εi−εj
as if it were always a root; any assertion regarding εi − εj should be ignored if it is
not a root. For w ∈ QW we will also denote by w the corresponding permutation
of {1, 2, . . . , N}; thus w(εi − εj) = εw(i) − εw(j).
First assume that w(1) > 1. Then
(19.4.1)
εi − εw(1) ∈ QΦw for i < w(1),
εw(1) − εk /∈ QΦw for w(1) < k.
Since w ∈ QWP it follows that εw(1)−1 − εw(1) /∈ ∆
P . If εw(1) − εw(1)+1, . . . ,
εN−1 − εN ∈ ∆P , then prP (εi − εj) = prP (εi − εw(1)) for all i < w(1) ≤ j and so
by Lemma 19.3 and (19.4.1) such εi − εj must belong to QΦw. We can thus let T
have type ∆ \ {εw(1)−1 − εw(1)} and Case 1 is satisfied. Otherwise let b ≥ w(1) be
the least index such that εb − εb+1 /∈ ∆
P . Then Lemma 19.3 and (19.4.1) imply
that
εi − εj ∈ QΦw for i < w(1) ≤ j ≤ b,
εj − εk /∈ QΦw for w(1) ≤ j ≤ b < k.
Thus we can let T have type ∆\ {εw(1)−1− εw(1), εb− εb+1} and Case 2 is satisfied.
Now assume that w(1) = 1. If w(i) = i for all i then QΦw = ∅ and letting T have
type ∆\{εi−εi+1} for any εi−εi+1 /∈ ∆
P will do. Otherwise let a > 1 be the least
integer such that w(a) > a. Since εa − εw(a) ∈ QΦw whereas εa−1 − εw(a) /∈ QΦw
we must have εa−1 − εa /∈ ∆P by Lemma 19.3. Furthermore εi − εj /∈ QΦw for
i < a ≤ j so we can let T have type ∆ \ {εa−1 − εa}. 
19.5. Proof of Lemma 17.8. We return to the setting of Lemma 17.8; thus w is
now an element of W . Let λ ∈ hC be the highest weight of E; as in the proof of
Lemma 17.6 the hypotheses on V and Q imply that λ satisfies
(19.5.1)
〈w(λ + ρ), α∨〉 ≤ 0 for α ∈ Φ(nQP ; aP ),
〈w(λ + ρ), α∨〉 ≥ 0 for α ∈ Φ(nP,QP ; aP ).
and
λ ∈ B = {λ dominant | w(λ + ρ)|bP,−1 = 0 }
(see (8.2.3) and (8.3.1)). The transformation λ 7→ cλ+ (c− 1)ρ for c ≥ 1 preserves
these conditions (since it corresponds to rescaling w(λ+ρ) by c) so we may assume
that λ is strictly dominant and hence in the interior of B. By perturbing λ within
B slightly we can arrange that all the inequalities in (19.5.1) are strict inequalities
and that in addition that 〈w(λ + ρ), α∨〉 6= 0 for all α ∈ Φ(nP , aP ).
Since we have arranged that w(λ+ρ)|aP lies in a chamber of aP , the discussion of
§19.2 and in particular (19.2.2) shows that it determines an element Qw ∈ QW (P ).
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By (19.5.1) and Lemma 19.3 we have
(19.5.2)
Φ
Qw ∩ pr
−1
P (α) = pr
−1
P (α) ⇐⇒ 〈w(λ + ρ), α
∨〉 < 0 ⇐= α ∈ Φ(nQP ; aP ),
Φ
Qw ∩ pr
−1
P (α) = ∅ ⇐⇒ 〈w(λ + ρ), α
∨〉 > 0 ⇐= α ∈ Φ(nP,QP ; aP ).
for all α ∈ Φ(nP , aP ). Apply Lemma 19.4. If #∆T = 1, denote the unique element
of ∆T by β− or β+ depending on whether Φw ∩ pr
−1
T (Φ
+
T ) = pr
−1
P (Φ
+
T ) or ∅. In
general let α± ∈ ∆P restrict to β±. The lemma and (19.5.2) imply that α− ∈ ∆
Q
P
and α+ ∈ ∆P \ ∆
Q
P (which establishes (17.8.1)) and furthermore that for any
α ∈ Φ(nP , aP ),
(19.5.3)
〈w(λ + ρ), α∨〉 < 0 if α|aT ∈ Nβ−,
〈w(λ + ρ), α∨〉 > 0 if α|aT ∈ Nβ+.
Lemma 17.6 concludes the proof of (17.8.2).
The final assertion may be proved by induction. Suppose that P < Q < G,
∆T = 1 and ℓ(wT ) =
1
2 dim nT . Then ℓα(w) =
1
2 dim nα for all α ∈ Φ(nT , aP ). If
P = Q ∩ T , then ∆TP = ∆P \ ∆
Q
P and so ℓα(w) ≤
1
2 dim nα for all α ∈ Φ(n
T
P , aP )
by Lemma 17.6. Then T˜ with ∆T˜P = ∆
T
P \ {α} for any α ∈ ∆
T
P has the desired
properties. An analogous argument applies if Q ∩ T = T . Otherwise we can apply
the lemma by induction to the parabolicQ-subgroups P/NT < (Q∩T )/NT < T/NT
with w and λ replaced by wT and wT (λ+ ρ)− ρ respectively to obtain a parabolic
Q-subgroup T˜ /NT . Then T˜ has the desired properties. 
20. Proof of Theorem 17.9
If T = P and Q = P or G we can apply Proposition 17.7 to obtain the desired
vanishing; the hypothesis (17.6.1) follows from (17.8.2) and the nonvanishing cases
are excluded by (17.8.3). So in this section we can assume that if T = P , then
P < Q < G; this is necessary for Lemma 20.6 below.
20.1. Notation. In order to simplify the notation, we will simply write IH(U) for
IpwH(U). Furthermore, if Z ⊆ |∆P | is a locally closed constructible subset, we
write
IHZ = IHZ(U)
where U ⊆ |∆P | is any open constructible subset containing Z as a relatively closed
subset. This is well-defined by excision.
20.2. Consider the commutative diagram
· · · IH
i
c(|∆Q
P
|)
(c(|∆P |)) IHi(c(|∆P |))
r
s
IHi(c(|∆P |) \ c(|∆
Q
P |))
∼=
· · ·
· · · IH
i
|∆QP |
IHi(|∆P |) IH
i(|∆P | \ |∆
Q
P |) · · ·
in which both rows are long exact sequences. The vanishing assertion of Theo-
rem 17.9 is equivalent to r being an isomorphism. However by the local char-
acterization of intersection cohomology, the map s is an isomorphism in degrees
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i ≤ pw(P ) and the inclusion of 0 in degrees i > pw(P ). Thus we need to show that
IHi−1(|∆P | \ |∆
Q
P |) = 0 for i > pw(P ) + 1,(20.2.1a)
Im
(
IHpw(P )(|∆P | \ |∆
Q
P |) −→ IH
pw(P )+1
|∆QP |
)
= 0 for i = pw(P ) + 1,(20.2.1b)
IHi
|∆QP |
= 0 for i < pw(P ) + 1.(20.2.1c)
To prove (20.2.1a) we will use the long exact sequence
(20.2.2)
. . . −→ IHi−1
|∆Q∨TP |\|∆
Q
P |
−→ IHi−1(|∆P | \ |∆
Q
P |) −→ IH
i−1(|∆P | \ |∆
Q∨T
P |) −→ . . .
and show the outside terms vanish in the appropriate degrees. Equation (20.2.1c)
will follow similarly using
(20.2.3) . . . −→ IHi
|∆QP \∆
Q∩T
P |
−→ IHi
|∆QP |
−→ IHi
|∆QP |\|∆
Q
P \∆
Q∩T
P |
−→ . . . .
For (20.2.1b) we will use these arguments to show that either IHpw(P )(|∆P | \
|∆QP |) = 0 or IH
pw(P )+1
|∆QP |
= 0.
20.3. Lemma. IHi−1
|∆Q∨TP |\|∆
Q
P |
= 0 for all i.
Proof. For R > P , let UR be the star neighborhood of the open face |∆
R
P |
◦. De-
compose
|∆Q∨TP | \ |∆
Q
P | =
∐
∅6=∆R
P
⊆∆T
P
\∆Q∩T
P
UR ∩ |∆
Q∨R
P |.
The corresponding Fary spectral sequence abutting to IHi−1
|∆Q∨T
P
|\|∆Q
P
|
has (compare
Lemma 3.7)
E−p,i−1+p1 =
⊕
∅6=∆RP⊆∆
T
P \∆
Q∩T
P
#∆RP=p
IHi−1
UR∩|∆
Q∨R
P |
∼=
⊕
∅6=∆RP⊆∆
T
P \∆
Q∩T
P
#∆RP=p
IHi−1
c(|∆Q∨RR |)
(c(|∆R|)) .
Theorem 17.9 may be applied by induction (with P ≤ Q replaced by R ≤ Q ∨ R
and T remaining the same) to prove that this vanishes. 
Similarly we have the
20.4. Lemma. IHi
|∆Q
P
|\|∆Q
P
\∆Q∩T
P
|
= 0 for all i.
Proof. Cover |∆QP | \ |∆
Q
P \ ∆
Q∩T
P | by {Uα}α∈∆Q∩T
P
, where Uα is the open star of
the vertex α. The corresponding Mayer-Vietoris spectral sequence abutting to
IHi
|∆QP |\|∆
Q
P \∆
Q∩T
P |
has (compare Lemma 3.7)
Ep,i−p1 =
⊕
∅6=∆RP⊆∆
Q∩T
P
#∆RP=p+1
IHi−p
UR∩|∆
Q
P
|
∼=
⊕
∅6=∆RP⊆∆
Q∩T
P
#∆RP=p+1
IHi−p
c(|∆Q
R
|)
(c(|∆R|)) .
Theorem 17.9 may be applied by induction (with P ≤ Q replaced by R ≤ Q and T
remaining the same) to prove that this vanishes. 
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20.5. In view of the preceding two lemmas, Lemma 20.6 below will conclude the
proof of the theorem. First we need a useful formula. For a perversity p let
dp(k) = p(k + 1)− p(k) and δ(k) =
{
1 if k odd,
0 if k even,
Thus for the middle perversities we have dm = δ and dn = 1− δ.
Lemma. For p a middle perversity, w ∈ W , and P ≤ R,
pw(P ) = pw(R) +
(
1
2 (dim n
R
P +#∆
R
P )− ℓ(w
R
P )
)
+ δ(dim nRP +#∆
R
P )
(
1
2 − dp(dim nP +#∆P )
)
.
Proof. This is a simple verification using ℓ(wP ) = ℓ(w
R
P )+ ℓ(wR) and the definition
of a middle perversity. 
20.6. Lemma. In addition to the hypotheses of Theorem 17.9, assume that if T =
P , then P < Q < G. Then the following vanishing results hold :
(a) IHi−1(|∆P | \ |∆
Q∨T
P |) = 0 for

i > pw(P ) + 1, or
i = pw(P ) + 1 and
dp(dim nP +#∆P ) = 0.
(c) IHi
|∆QP \∆
Q∩T
P |
= 0 for
{
i = pw(P ) + 1 and dp(dim nP +#∆P ) = 1, or
i < pw(P ) + 1.
Proof. Consider part (a). Either ∆P \ ∆
Q∨T
P is empty (in which case the lemma
is trivial) or by (17.8.1) it has just one element. Let R = (P,Q ∨ T ) be the
corresponding parabolic subgroup with #∆RP = 1. We know that R 6= G since
otherwise Q ∨ T = P and hence Q = T = P . Thus IHi−1(|∆P | \ |∆
Q∨T
P |)
∼=
IHi−1(c(|∆R|)) will be zero due to truncation at the cone point if i − 1 > pw(R).
By Lemma 20.5 this can be re-expressed as[
i− (pw(P ) + 1)
]
+
[
1
2 (dim n
R
P + 1)− ℓ(w
R
P )
]
+
[
δ(dim nRP + 1)
(
1
2 − dp(dim nP +#∆P )
)]
> 0.
(20.6.1)
Since ℓ(wRP ) ≤
1
2 dim n
R
P by (17.8.2), the second bracketed term of (20.6.1) is at
least 12 . We are considering i ≥ pw(P ) + 1 so the first term is nonnegative (and at
least 1 if i > pw(P ) + 1), while the third term is at least −
1
2 (and nonnegative if
dp(dim nP +#∆P ) = 0). This proves part (a).
Part (c) is similar. Let R have type ∆RP = ∆
Q
P \ ∆
Q∩T
P = ∆
Q∨T
P \ ∆
T
P . Again
R 6= G since otherwise Q = G and T = P . Then IHi
|∆QP \∆
Q∩T
P |
∼= IHic(∅)(c(|∆R|))
will be zero if i − 1 ≤ pw(R). The application of Lemma 20.5 and the inequality
ℓ(wRP ) ≥
1
2 dim n
R
P from (17.8.2) concludes the proof. 
Part IV. Satake Compactifications and Functoriality of Micro-support
This part of the paper begins with two independent sections. In §21 we introduce
Satake compactifications X∗σ of X and recall Zucker’s result [57] that there is a
natural quotient map π : X̂ → X∗σ. In §22 we discuss in a fairly general context the
functorial behavior of micro-support of an LW -module M under k∗ and k!, where
k : Z →֒ W is an inclusion of admissible spaces. Following this we proceed to our
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main result, Theorem 26.1, which is a significant strengthening of this functoriality
in the case of restriction to the fibers of π : X̂ → X∗σ.
21. Satake Compactifications
We will briefly outline the theory of Satake compactifications X∗σ and give
Zucker’s realization [57] of X∗σ as a quotient space of X̂. References are [49], [50],
[5], [57], and [17].
21.1. Notation. Let S ⊆ RS be maximal tori of G split over Q and R respectively
and choose compatible orderings on the roots. For k = Q or R let k∆ denote the
simple restricted k-roots; as usual we omit the left subscript when k = Q. We will
be working with a regular representation σ : G → GL(U). Let µ denote highest
weight of σ and let kµ = µ|ka be the restricted highest k-weight. A subset Θ ⊆ k∆
is said to be σ-connected if Θ ∪ {kµ} is connected. Here a finite subset Θ of an
inner product space is said to be connected if the associated graph (with vertices
Θ and an edge between α and β whenever (α, β) 6= 0) is connected. For any subset
Θ ⊆ k∆, let κ(Θ) be the largest σ-connected subset of Θ. If Θ is a σ-connected
subset of k∆, let ω(Θ) be the largest subset of k∆ such that κ(ω(Θ)) = Θ. As in [17]
we extend this notation to arbitrary subsets Θ ⊆ k∆ by setting ω(Θ) = ω(κ(Θ));
it is easy to see that ω(Θ) ⊇ Θ.
If P is a parabolic R-subgroup, let P † be the parabolic R-subgroup containing P
with R-type ω(R∆P ). This is the unique largest parabolic R-subgroup containing
P with κ(R∆
P †) = κ(R∆
P ). In general a parabolic R-subgroup will be called σ-
saturated if it has R-type ω(Θ) for some Θ ⊆ R∆. Let ρ : R∆ → ∆ ∪ {0} denote11
the restriction map on simple roots. For a subset Θ ⊆ R∆ set Θ̂= ρ(Θ) \ {0} and
for a subset Υ ⊆ ∆ set Υ˜ = ρ−1(Υ ∪ {0}). Subsets of R∆ of the form Υ˜ are called
Q-rational and are precisely the R-types of the parabolic Q-subgroups. Clearly
(Υ˜ )̂= Υ and (˜Θ )̂ is the smallest Q-rational set containing Θ.
21.2. Satake compactifications of D. In this subsection and the next we depart
from our usual context and assume that G is merely defined over R with K ⊆ G(R)
a maximal compact subgroup and that D denotes the associated symmetric space
G(R)/KRAG.
Let σ : G → GL(U) be an irreducible regular representation of G which is
nontrivial on every simple factor of G(R) and fix an admissible metric h0 on U
with respect to K as in §12.1. Let T ∗ denote the adjoint with respect to h0
of an endomorphism T of U and let S(U) denote the real vector space of self-
adjoint endomorphisms. The representation σ induces a natural representation
σ˜ : G(R)→ GL(PS(U)) given by
σ˜(g)[T ] = [σ(g) ◦ T ◦ σ(g)∗] .
The class of the identity endomorphism is fixed by KRAG under σ˜ and thus the
map g 7→ [σ(g)σ(g)∗] descends a G(R)-equivariant map
D −→ PS(U) .
11Our use in this section of this standard notation should not be confused with our equally
standard use elsewhere of ρ to denote one-half the sum of the positive roots.
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This map is an embedding; the closure of the image is denoted RD
∗
σ, the Satake
compactification12 of D associated to σ. The Satake compactification is independent
of the choice of K and h0; usually σ will be fixed and we omit it from the notation.
If D is Hermitian symmetric then the closure of the Harish-Chandra embedding of
D as a bounded domain is called the natural compactification and it is topologically
equivalent to the Satake compactification for a certain σ.
21.3. Real boundary components. A real Satake boundary component DP,h ⊆
RD
∗ is the set of points fixed under the action of NP (R) for some parabolic R-
subgroup P . The action of P (R) descends to an action of LP (R) on DP,h. The
centralizer of DP,h under this action is the group of real points of a normal reduc-
tive R-subgroup L′P,ℓ ⊆ LP . The action then descends further to the real points of
L′P,h = LP /L
′
P,ℓ, and thus DP,h is realized as L
′
P,h(R)/(KP ∩ L
′
P,h(R)), the sym-
metric space associated to L′P,h(R). (We use the subscripts h and ℓ to mimic the
notation frequently used in the Hermitian case.)
We can describe these groups concretely in terms of roots. Set Θ = κ(R∆
P );
then the orthogonal decomposition R∆
P = Θ
∐
(R∆
P \ Θ) yields a decomposition
of the Levi factor as an almost direct product,
(21.3.1) LP = L˜′P,hL
′
P,ℓ.
Here L˜′P,h is the minimal normal connected semisimple R-subgroup with Θ as simple
R-roots; it is a lift of L′P,h. The group L
′
P,ℓ is the almost direct product of the
minimal normal connected semisimple R-subgroup with R∆P \Θ as simple R-roots
together with the center of LP and all almost simple factors of LP with compact
groups of real points [12, 5.11].
The parabolic R-subgroup P giving rise to a boundary component DP,h as above
is not unique. To index DP,h in a unique fashion we use its normalizer { g ∈ G(R) |
gDP,h = DP,h }; this is the group of real points of a σ-saturated parabolic R-
subgroup, namely P †. Recall that P † is the unique parabolic R-subgroup containing
P with R-type ω(R∆P ). For later use we note that the centralizer { g ∈ G(R) | gy =
y for all y ∈ DP,h } of DP,h is the group of real points of the inverse image of L′P †,ℓ
under P † → LP † . On the other hand, if R is a σ-saturated parabolic R-subgroup,
R(R) is the normalizer of a unique boundary component DR,h, namely the points
fixed by NR(R). We have
RD
∗
σ =
∐
R σ-saturated
parabolic R-subgroup
DR,h .
21.4. Rational boundary components. Now consider again a connected reduc-
tive algebraic Q-group G with D = G(R)/KAG. We assume that RSG = SG.
(This is not necessary but simplifies the exposition; the assumption is satisfied if
12Here we have followed most closely Zucker [57]; Borel [5] uses an action on the right for U and
S(U) and hence replaces µ by the lowest weight of U . Satake’s construction [49] is identical except
that he represents S(U) by Hermitian matrices. Casselman [17] dispenses with U altogether and
works directly with an irreducible representation V containing a K-fixed vector. In [44, §3] it is
shown that given U there exists V (in fact contained in S(U)C) such that Casselman’s construction
agrees with Satake’s construction. The highest weight of this V is 2Rµ and hence the notion of
σ-connected defined here agrees with that in [17] for subsets of ∆ or R∆.
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D is Hermitian or 0G is equal-rank.) Then the preceding two subsections may be
applied to yield a Satake compactification RD
∗
σ.
A real boundary component DR,h of RD
∗
σ is called rational [2, §§3.5, 3.6] if
(i) its normalizer R is defined over Q, and
(ii) the group L′R,ℓ contains a normal subgroup LR,ℓ of LR defined over Q such
that L′R,ℓ(R)/LR,ℓ(R) is compact.
13
Here Condition (i) is equivalent to ΓNR\NR(R) being compact while Condition (ii)
ensures that DR,h may be realized as the symmetric space associated to the reduc-
tive algebraic Q-group LR,h ≡ LR/LR,ℓ. For a rational boundary component DR,h,
equation (21.3.1) may be replaced by a factorization by Q-subgroups,
(21.4.1) LR = L˜R,hLR,ℓ.
On the other hand, consider the real boundary components DR,h for which
(21.4.2) R∆
R = ω(Υ˜ ) for some σ-connected Υ ⊆ ∆.
Real boundary components satisfying (21.4.2) are exactly those in the closure of a
Siegel set [17, Lemma 8.1]. By [57, Proposition 3.3(i)] any real boundary compo-
nent satisfying Condition (i) satisfies (21.4.2). The Satake compactification RD
∗
σ is
called geometrically rational if every real boundary component satisfying (21.4.2)
is rational.14 Examples of geometrically rational Satake compactifications include
those where σ is defined over Q [44, Theorem 8] or where D is a Hermitian sym-
metric space and RD
∗
σ is the natural compactification [2]. Casselman [17] gives a
necessary and sufficient criterion for geometric rationality in terms of Rµ and the
Tits index of G.
For geometrically rational Satake compactifications, Condition (i) in the defi-
nition of rational boundary component implies Condition (ii). Thus the rational
boundary components of a geometrically rational Satake compactification are in-
dexed by the σ-saturated parabolic Q-subgroups. In fact by the following lemma
these are precisely the parabolic Q-subgroups with Q-type ω(Υ ) for Υ ⊆ ∆.
Lemma. If RD
∗
σ is geometrically rational,
ω˜(Υ ) = ω(Υ˜ ) for Υ ⊆ ∆,(21.4.3)
ω(Θ)̂= ω(Θ )̂ for Θ ⊆ R∆ with ω(Θ) Q-rational.(21.4.4)
Proof. Note that a subset Υ ⊆ ∆ is σ-connected if and only if there is a σ-connected
subset Θ ⊆ R∆ with Θ̂= Υ [57, (2.4)] and that this implies that
(21.4.5) κ(Θ )̂ = κ(Θ)̂ for any Θ ⊆ R∆ .
To prove (21.4.3) we first claim that κ(ω˜(Υ )) = κ(Υ˜ ). Since ω˜(Υ ) contains κ(Υ˜ )
it follows that κ(ω˜(Υ )) ⊇ κ(Υ˜ ). On the other hand, κ(ω˜(Υ ))̂ is σ-connected and
contained in ω(Υ ) and therefore κ(ω˜(Υ ))̂ ⊆ κ(Υ ) ⊆ Υ ; it follows that κ(ω˜(Υ )) ⊆
13In [5] it is assumed that L′
R,ℓ
itself is defined over Q, but it is noted in [2] that this is too
restrictive.
14Our presentation here follows Casselman [17]. The assumption that Condition (i) holds for
the real boundary components satisfying (21.4.2) is the assertion that ω(Υ˜ ) is Q-rational for any
σ-connected subset Υ ⊆ ∆. A weaker assumption is made in [57, (3.3)] (Assumption 1) and the
above assertion is deduced via [57, Proposition 3.3(ii)]. However as pointed out in [17, §9], this
proposition is incorrect.
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κ(Υ˜ ) which finishes the proof of the claim. The claim implies that ω˜(Υ ) ⊆ ω(Υ˜ ).
For the opposite inclusion it suffices (since by geometric rationality both sets are Q-
rational) to check that ω(Υ ) ⊇ ω(Υ˜ ) .̂ This follows since κ(Υ ) = κ(Υ˜ )̂= κ(ω(Υ˜ ) )̂
by (21.4.5). For (21.4.4) suppose ω(Θ) is Q-rational for Θ ⊆ R∆ and set Υ = κ(Θ) .̂
By [57, Proposition 3.3(i)], κ(Θ) = κ(Υ˜ ) and hence ω(Θ) = ω(Υ˜ ) = ω˜(Υ ) (use
(21.4.3) for the last equality); we thus see that ω(Θ)̂ = ω(Υ ) which in view of
(21.4.5) completes the proof. 
21.5. Satake compactifications of X. Assume RD
∗
σ is a geometrically rational
Satake compactification of D. Let D∗σ be the union of D and the rational boundary
components. By the preceding discussion we have
D∗σ =
∐
R σ-saturated
parabolic Q-subgroup
DR,h
and G(Q) acts on D∗σ. There is a topology on D
∗
σ (the “Satake topology”) for which
X∗σ ≡ Γ\D
∗
σ is a compact Hausdorff space containing X as a dense open subset;
X∗σ is the Satake compactification of X associated to σ and as usual we will omit
σ from the notation. For example, if D is a Hermitian symmetric space and RD
∗
σ
is the natural compactification, then X∗ is the Baily-Borel-Satake compactification
[2].
Let P∗σ denote the Γ-conjugacy classes of σ-saturated parabolic Q-subgroups.
For R ∈ P∗σ, set FR = ΓLR,h\DR,h, where we view DR,h as the symmetric space
associated to LR,h as above and ΓLR,h = ΓLR/(ΓLR ∩ LR,ℓ). Then X
∗
σ has a
stratification
X∗σ =
∐
R∈P∗σ
FR .
We define a partial order on the rational boundary components (and similarly on
the strata of X∗σ) by setting DR,h ≤ DR′,h if and only if DR,h ⊆ cl(DR′,h); this
corresponds to the conditions that Rγ ∩ R′ is a parabolic Q-subgroup (for some
γ ∈ Γ and κ(∆R) ⊆ κ(∆R
′
).
21.6. X∗σ as a quotient of X̂. Continue to assume that RD
∗
σ is a geometri-
cally rational Satake compactification of D. Let P be a parabolic Q-subgroup
and let R∆
P = Υ˜ be its R-type. By (21.4.3), ω(Υ˜ ) is Q-rational so P † is a σ-
saturated parabolic Q-subgroup and thus defines a stratum DP †,h of D
∗. Let
DP,ℓ = LQ,ℓ(R)/KQ,ℓAQ be the symmetric space of the second factor of (21.4.1)
(where KQ,ℓ = KQ ∩LQ,ℓ(R)). The factorization (21.4.1) induces a decomposition
(21.6.1) DP = LP (R)/(KPAP ) = DP,h ×DP,ℓ
and we let
qP : DP → DP †,h
be the projection onto the first factor. (Note that DP,h = DP †,h since κ(Υ˜ ) =
κ(ω(Υ˜ )).) Together these maps yield a surjection
q : D̂ → D∗σ .
Let π : X̂ → X∗σ be the map induced by q. Zucker’s main result in [57] is that π is a
quotient map. (Note however that the quotient topology on D∗σ induced by q may
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be finer than the Satake topology on D∗σ [57, (3.10)].) Note that in the notation of
§3.5 we have π−1(FR) = XR(LR,ℓ) for any σ-saturated parabolic Q-subgroup R.
22. Functoriality under Inverse Images
Let k : Z →֒ W be an inclusion map of admissible spaces possessing unique
maximal strata and let M be an LW -module. Let XS denote the unique maximal
stratum of W . We wish to study the micro-support of the inverse images k∗M
and k!M. In order to preserve the condition of conjugate self-contragredience, we
shall sometimes assume certain boundary components are equal-rank: a symmetric
space is called equal-rank if it can be expressed as G(R)/K, where G is a reductive
R-group, K is a maximal compact subgroup of G(R), and G is equal-rank (see
§8.5). Thus if G is defined over Q and D is defined as usual to be G(R)/KAG, then
D is equal-rank if and only if 0G is equal-rank, which is the case if and only if V |0G
is conjugate self-contragredient for any regular G-module V .
22.1. Notation. Given an admissible space W with unique maximal stratum XS
and an irreducible LP -module V ∈ Irr(W ), recall that QWV (resp. Q
′W
V ) is the
parabolic Q-subgroup containing P with type {α ∈ ∆SP | 〈ξV + ρ, α
∨〉 < 0 } (resp.
{α ∈ ∆SP | 〈ξV + ρ, α
∨〉 ≤ 0 }) with respect to P .
22.2. The case of an open embedding. The following proposition is clear:
Proposition. Let k : Z →֒ W be the inclusion of a open admissible subspace and
let M be an LW -module. Then SS(k∗M) = SS(M) ∩ Irr(LZ). (Note that k∗ = k!
in this case.)
22.3. More partial orderings on Irr(LW ). Before treating the case of a closed
embedding, we need to generalize the partial ordering of §9.1. Let V , V˜ ∈ Irr(LW )
be irreducible LP - and LP˜ -modules respectively. Let
+aP˜∗P denote the convex cone
generated by all α ∈ ∆P˜P . Set V 4+ V˜ if the following three conditions are fulfilled:
(i) P ≤ P˜ ;
(ii) V = Hℓ(w)(nP˜P ; V˜ )w for some w ∈W
P˜
P ;
(iii) (ξV + ρ)|aP˜P
∈ +aP˜∗P .
Similarly set V 4− V˜ if instead of (iii) the condition
(ξV + ρ)|aP˜P
∈ −+aP˜∗P
is fulfilled. If both V 4+ V˜ and V 4− V˜ we recover V 40 V˜ . If V 4± V˜ we set
[V˜ : V ] = ℓ(w) where w is as in (ii).
22.4. Lemma. Both 4+ and 4− are partial orderings on Irr(LW ). They are
generated by the relations where #∆P˜P = 1.
Proof. The only issue in the first assertion is transitivity. This is clear for (i) and
for (ii) it follows from (3.2.1). As for (iii), suppose V 4+ V˜ 4+
˜˜V . Then
(ξV + ρ)|
a
˜˜
P
P
= (ξV + ρ)|aP˜
P
+ (ξV˜ + ρ)|a ˜˜P
P˜
so we need to check that the elements of both ∆P˜P and ∆
˜˜P
P˜
are in +a
˜˜P∗
P when viewed
as linear functions on a
˜˜P
P = a
P˜
P + a
˜˜P
P˜
. But this is one of Langlands’s “geometric
lemmas” [13, IV, §6.5(2)].
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For the second assertion, suppose that V 4+
˜˜V . If 〈ξV + ρ, α∨〉 < 0 for all
α ∈ ∆
˜˜P
P , then (ξV + ρ)|a ˜˜PP
belongs to the interior of −+a
˜˜P∗
P [13, IV, §6.2], which is a
contradiction. So there exists α0 ∈ ∆
˜˜P
P such that 〈ξV +ρ, α
∨
0 〉 ≥ 0. Let P˜ ≥ P have
type ∆P˜P = {α0} and decompose w = w
P˜wP˜ ∈ W
P˜
P W
˜˜P
P˜
. Then it is easy to check
that V˜ = Hℓ(wP˜ )(n
˜˜P
P˜
; ˜˜V )wP˜ satisfies V 4+ V˜ 4+
˜˜V and we can use induction. 
22.5. Lemma. If V 4+ V
′ then QWV ∨P
′ ≥ QWV ′ and Q
′W
V ∨P
′ ≥ Q′WV ′ . If V 4− V
′
then QWV ∨ P
′ ≤ QWV ′ and Q
′W
V ∨ P
′ ≤ Q′WV ′ .
Proof. By Lemma 22.4 it suffices to consider the case where ∆P
′
P = {α0}. Suppose
V 4+ V
′ and thus 〈ξV + ρ, α∨0 〉 ≥ 0. Let α
′ ∈ ∆P ′ and let α ∈ ∆P \ ∆P
′
P be the
unique element for which α|aP ′ = α
′. Since ξV ′ + ρP ′ = (ξV + ρ)|aP ′ we have
〈ξV ′ + ρ, α
′∨〉 = 〈ξV + ρ, α
∨〉 − 〈βP
′
α0 , α
∨〉〈ξV + ρ, α
∨
0 〉 .
Since 〈βP
′
α0 , α
∨〉 = c〈α0, α∨〉 ≤ 0 (where c > 0), the inequality 〈ξV ′ + ρ, α′∨〉 < 0
implies 〈ξV + ρ, α∨〉 < 0 and thus QWV ∨P
′ ≥ QWV ′ . The other assertions are proven
similarly. 
22.6. The case of a closed embedding: weak form. LetM be an LW -module.
If k : Z →֒ W is the inclusion of an admissible subspace possessing a unique
maximal stratum and S ⊆ Irr(LW ) is any subset, define
(22.6.1)
k∗S = {V ∈ Irr(LZ) | V 4+ V˜ for some V˜ ∈ S }
k!S = {V ∈ Irr(LZ) | V 4− V˜ for some V˜ ∈ S } .
Proposition. Let ıˆR : X̂R ∩W →֒ W be the inclusion of a closed stratum and let
M be an LW -module. Then
SSw (ˆı
∗
RM) ⊆ ıˆ
∗
R SSw(M) and SSw (ˆı
!
RM) ⊆ ıˆ
!
R SSw(M) .
For V ∈ SSw (ˆı∗RM) we have estimates
(22.6.2)
c(V ; ıˆ∗RM) ≥ min
V4+V˜
(c(V˜ ;M) + [V˜ : V ])
d(V ; ıˆ∗RM) ≤ max
V4+V˜
(d(V˜ ;M) + [V˜ : V ]) .
For V ∈ SSw (ˆı!RM) we have estimates
(22.6.3)
c(V ; ıˆ!RM) ≥ min
V4−V˜
(c(V˜ ;M) + [V˜ : V ] + dim aP˜P )
d(V ; ıˆ!RM) ≤ max
V4−V˜
(d(V˜ ;M) + [V˜ : V ] + dim aP˜P ) .
Proof. We need to show for all R ∈ P(W ) that
(22.6.4) if V ∈ SSw (ˆı∗RM) then there exists V˜ ∈ SSw(M) with V 4+ V˜
and
(22.6.5) c(V˜ ;M) + [V˜ : V ] ≤ c(V ; ıˆ∗RM) ≤ d(V ; ıˆ
∗
RM) ≤ d(V˜ ;M) + [V˜ : V ] ,
and the analogous claims for SSw (ˆı
!
RM).
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First some notation. Let P ∈ P(X̂R∩W ) and let V be an irreducible LP -module.
Let Q ∈ [QRV , Q
′R
V ]. (Here we write Q
R
V instead of Q
X̂R∩W
V and similarly for Q
′R
V .)
Set U = (P,R) ∩ S and let T = (Q,R) ∩ S = Q ∨ U :
U
QRV ∨ U
T
Q′RV ∨ U
S
P
QRV
Q
Q′RV
R
By Proposition 3.4(i)(iii) we have i∗P ıˆ
!
Qıˆ
∗
RM = i
∗
P ıˆ
!
TM and i
∗
P ıˆ
!
Qıˆ
!
RM = i
∗
P ıˆ
!
QM.
Thus the condition that V ∈ SSw (ˆı∗RM) becomes
(22.6.6) Hj(i∗P ıˆ
!
TM)V 6= 0
for some j and some Q as above, and the condition that V ∈ SSw (ˆı!RM) becomes
(22.6.7) Hj(i∗P ıˆ
!
QM)V 6= 0 .
The following case of (22.6.4) is easy and will be used below:
(22.6.8) if V ∈ SSw (ˆı
∗
RM) and Q
′W
V = Q
′R
V ∨ U , then V ∈ SSw(M).
For QWV ∈ [Q
R
V , Q
R
V ∨ U ] and thus T ∈ [Q
W
V , Q
′W
V ]. Hence (22.6.6) implies that
V ∈ SSw(M). Similarly
(22.6.9) if V ∈ SSw (ˆı
!
RM) and Q
W
V = Q
R
V , then V ∈ SSw(M).
For simplicity we now consider the general case in detail only for V ∈ SSw (ˆı∗RM);
the changes necessary for V ∈ SSw (ˆı!RM) will be indicated at the end. We will use
induction on #∆SP . Since the case where #∆
S
P = 0 is trivial, we may assume that
(22.6.4) and (22.6.5) are true for all R ∈ P(W ) and all irreducible LP ′-modules V ′
satisfying #∆SP ′ < #∆
S
P .
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Let P ′ ≥ P have type ∆P
′
P = {α ∈ ∆
S
P \∆
R
P | 〈ξV + ρ, α
∨〉 > 0 } and let T ′ ≤ T
and U ′ ≤ U have types ∆T
′
P = ∆
T
P \∆
P ′
P and ∆
U ′
P = ∆
U
P \∆
P ′
P respectively:
U
T
S
U ′
T ′
R ∨ U ′
P ′
Q ∨ P ′
R ∨ P ′
P
Q
R
We can assume that P ′ > P since otherwise V ∈ SSw(M) by (22.6.8). Consider
the short exact sequence
0→ i∗P ıˆ
!
T ′M→ i
∗
P ıˆ
!
TM→ i
∗
P iP ′∗(i
∗
P ′ ıˆ
!
TM)→ 0
and corresponding long exact sequence (which is the analogue of the long exact
sequence of a triple)
(22.6.10) · · · → Hj(i∗P ıˆ
!
T ′M)V → H
j(i∗P ıˆ
!
TM)V → H
j(i∗P iP ′∗(i
∗
P ′ ıˆ
!
TM))V → · · · .
Since by (22.6.6) the middle term is nonzero, either the first or last term must be
nonzero as well. If the first term of (22.6.10) is nonzero, then we have similarly to
(22.6.8) that V ∈ SSw(M) (since QWV ≤ Q
R
V ∨U
′ ≤ Q∨U ′ = T ′ ≤ Q′RV ∨U
′ = Q′WV
in the current situation). If instead the last term of (22.6.10) is nonzero, it follows
from (3.6.6) that Hℓ(nP
′
P ;H
j−ℓ(i∗P ′ ıˆ
!
TM))V 6= 0. Thus
(22.6.11) Hj−ℓ(i∗P ′ ıˆ
!
TM)V ′ 6= 0
for some irreducible LP ′-module V
′ satisfying V 4+ V
′ and ℓ = [V ′ : V ].
Choose R′ ∈ [P ′, S] ∩ P(W ) such that Q′ ≡ R′ ∩ T ≤ Q′R
′
V ′ . (For example, one
can set Q′ = Q′WV ′ ∩ T and take R
′ = (Q′, T ) ∩ S′. Another choice of R′ will be
made in §23.) Let S′ = R′ ∨ T :
T
S′
S
P ′
Q′
R′
By Proposition 3.4(i)(iii), i∗P ′ ıˆ
!
TM = i
∗
P ′ ıˆ
!
Q′ ıˆ
∗
R′ ıˆ
!
S′M and so (22.6.11) becomes
(22.6.12) Hj−ℓ(i∗P ′ ıˆ
!
Q′ (ˆı
∗
R′ ıˆ
!
S′M))V ′ 6= 0 .
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Furthermore we claim that
(22.6.13) QR
′
V ′ ≤ Q
′ ≤ Q′R
′
V ′ .
The second inequality of (22.6.13) is our hypothesis on Q′; the first inequality of
(22.6.13) follows since
Q′ = R′ ∩ T = R′ ∩ (Q ∨ U) ≥ R′ ∩ (QRV ∨ U) ≥ Q
R′
V ∨ P
′ ≥ QR
′
V ′ ,
where at the last stage we use Lemma 22.5.
Equations (22.6.12) and (22.6.13) show that V ′ ∈ SSw (ˆı∗R′ ıˆ
!
S′M). By the induc-
tive hypothesis we can apply (22.6.4) to V ′ and conclude there exists an irreducible
LP˜ -module V˜ ∈ SSw (ˆı
!
S′M) with V
′ 4+ V˜ . By transitivity of 4+ (Lemma 22.4)
we have V 4+ V˜ . However S
′ ≥ T ∨ P˜ ≥ QWV ∨ P˜ ≥ Q
W
V˜
by Lemma 22.5, and
thus V˜ ∈ SSw(M) by (22.6.9). This proves (22.6.4). Equation (22.6.5) also follows
since [V˜ : V ] = [V˜ : V ′] + [V ′ : V ].
The proof for SSw (ˆı
!
RM) is similar except that we let P
′ ≥ P have type ∆P
′
P =
{α ∈ ∆SP \∆
R
P | 〈ξV + ρ, α
∨〉 < 0 } and use the long exact sequence
(22.6.14)
· · · → Hj(i∗P ıˆ
!
QM)V → H
j(i∗P ıˆ
!
Q∨P ′M)V → H
j(i∗P iP ′∗(i
∗
P ′ ıˆ
!
Q∨P ′M))V → · · · .
It is now the first term that is nonzero and hence either the middle or last term
(in degree j − 1) must be nonzero as well. Furthermore we choose R′ for which
Q′ ≡ R′ ∩ (Q ∨ P ′) ≥ QR
′
V ′ and let S
′ = (Q′, Q ∨ P ′) ∩ S:
Q ∨ P ′
S
P ′
Q′
R′
S′
(For example we can take R′ = (Q ∨ P ′, QWV ′ ∨Q ∨ P
′) ∩ S for which Q′ = Q ∨ P ′
and S′ = S.) Equation (22.6.12) must be replaced by
Hj−1−ℓ(i∗P ′ ıˆ
!
Q′ (ˆı
!
R′ ıˆ
∗
S′M))V ′ 6= 0 . 
22.7. Remark. The proposition is false in general if SSw is replaced by SS. We will
see in §23 a situation in which this replacement is valid.
22.8. The case of an inclusion of a fiber. Say we are given a connected normal
Q-subgroup LR,ℓ ⊆ LR for a given R ∈ P and set LR,h = LR/LR,ℓ; we have a
almost direct product decomposition LR = L˜R,hLR,ℓ where L˜R,h is a lift of LR,h.
Let XR(LR,ℓ) ⊆ X̂R be the partial compactification of XR in the “LR,ℓ-directions”
as in §3.5. Let ıˆR,ℓ : X̂R,ℓ →֒ XR(LR,ℓ) be the inclusion of a generic fiber of the flat
bundle π : XR(LR,ℓ)→ XR,h.
Note that any V ∈ Irr(LR) may be written as V˜h ⊗ Vℓ, where V˜h ∈ Irr(L˜R,h)
and Vℓ ∈ Irr(LR,ℓ); the restriction Res
LP
LP,ℓ
V is a sum of copies of Vℓ. For a subset
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S ⊆ Irr(LXR(LR,ℓ)), define
(22.8.1) Res∗ℓ S = Res
!
ℓ S ={
Vℓ ∈ Irr(LX̂R,ℓ)
∣∣∣∣ Vℓ is a component of ResLPLP,ℓ V for someLP -module V ∈ S
}
.
Proposition. LetM be an LXR(LR,ℓ)-module and assume that XR,h is equal-rank.
Then SS(ˆı∗R,ℓM) = Res
∗
ℓ SS(M) and for Vℓ ∈ SS(ˆı
∗
R,ℓM) we have the estimate
(22.8.2) [c(Vℓ; ıˆ
∗
R,ℓM), d(Vℓ; ıˆ
∗
R,ℓM)] =
⋃
Res∗
ℓ
V=Vℓ
[c(V ;M), d(V ;M)] .
The same result holds for ıˆ!R,ℓM except for the shift in degree of − dimDR,h.
Proof. For Pℓ ≤ Qℓ ∈ P(X̂R,ℓ) we compute via (3.5.1) that
(22.8.3) i∗Pℓ ıˆ
!
Qℓ (ˆı
∗
R,ℓM) = i
∗
Pℓ ıˆ
∗
P,ℓ(i
∗
P ıˆ
!
QM) ,
where P ≤ Q ∈ P(XR(LR,ℓ)) are defined as in §3.5. Thus an irreducible module
Vℓ ∈ Irr(LPℓ) appears in the cohomology of (22.8.3) if and only if H(i
∗
P ıˆ
!
QM)V 6= 0
for some V = V˜h⊗Vℓ ∈ Irr(LP ). Furthermore in this case Qℓ ∈ [Q
R,ℓ
Vℓ
, Q′R,ℓVℓ ] if and
only if Q ∈ [QV , Q
′
V ]. 
23. Functoriality under Inverse Images (continued)
Let FR be a stratum of a Satake compactification X
∗
σ = Γ\D
∗
σ. In this section
we present a generalization of Proposition 22.6 (replacing SSw by SS) in the case
that ıˆR is the inclusion of π
−1(FR) = XR(LR,ℓ), under the assumption that D
∗
σ has
equal-rank rational boundary components. We begin with two lemmas, for which
this assumption is not necessary.
We will use the notation of §§3.5 and 21.
23.1. Lemma. Assume V 4± V
′ where V and V ′ are irreducible LP - and LP ′-
modules respectively. Set R = P † and R′ = P ′
†
and assume P ′ ∩R = P . Then
(23.1.1) R′ ∩ (QRV ∨ P
′) = QR
′
V ′ and R
′ ∩ (Q′RV ∨ P
′) = Q′R
′
V ′
Proof. For α ∈ ∆P let α˜ denote the unique element of ∆ whose restriction to aP
is α. In general 〈α, α∨0 〉 6= 0 for α, α0 ∈ ∆P if and only if Ψ ∪ {α˜, α˜0} is connected
for some Ψ ⊆ ∆P . This is easy to verify if #∆P = 1 and then one uses induction.
We claim that
(23.1.2) R ∨ P ′ ≥ R′.
To see this, note that if α ∈ ∆P and α /∈ ∆RP ∪∆
P ′
P , then {α˜}∪κ(∆
P ) is σ-connected
and α|aP ′ = α
′ 6= 0. The first assertion implies that {α˜} ∪ κ(∆P
′
) is σ-connected.
Thus α′ = α˜|aP ′ /∈ ∆
R′
P ′ and therefore α /∈ ∆
R′
P . This proves the claim.
Now let α′ ∈ ∆R
′
P ′ and let α be the unique element of ∆P \ ∆
P ′
P for which
α|aP ′ = α
′. Equation (23.1.2) implies in fact that α ∈ ∆RP \∆
P ′
P . We claim that
(23.1.3) α|
aP
′
P
= 0 .
To prove the claim let α0 ∈ ∆P
′
P . As above if 〈α, α
∨
0 〉 6= 0 then Ψ ∪ {α˜, α˜0}
is connected for some Ψ ⊆ ∆P . But the assumption P ′ ∩ R = P implies that
α˜0 /∈ ω(κ(∆
P )) and hence α˜0 ∈ κ(∆
P ′). It follows that Ψ ⊆ κ(∆P
′
) and thus
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{α˜} ∪ κ(∆P
′
) is σ-connected. But then α′ = α˜|aP ′ /∈ ∆
R′
P ′ , a contradiction. Hence
〈α, α∨0 〉 = 0 for all α0 ∈ ∆
P ′
P , which proves (23.1.3).
Now equation (23.1.3) implies that
(23.1.4) 〈ξV ′ + ρ, α
′∨〉 = 〈ξV + ρ, α
∨〉
in view of ξV ′+ρP ′ = (ξV +ρ)|aP ′ . It follows that α
′ ∈ ∆
QR
′
V ′
P ′ if and only if α ∈ ∆
QRV
P ,
that is, α′ ∈ ∆
QRV ∨P
′
P ′ . Since ∆
(QRV ∨P
′)∩R′
P ′ = ∆
(QRV ∨P
′)
P ′ ∩∆
R′
P ′ , this proves the first
equality of (23.1.1); the other follows similarly. 
23.2. Lemma. Assume V 4± V
′ where V and V ′ are irreducible LP - and LP ′-
modules respectively. Set R = P † and R′ = P ′
†
and assume P ′ ∩R = P . If V |MP
is conjugate self-contragredient and FR′ is equal-rank, then V
′|MP ′ is conjugate
self-contragredient.
Proof. Write V ′ = V˜ ′h ⊗ V
′
ℓ , a tensor product of irreducible modules according
to the almost direct product decomposition LP ′ = L˜P ′,hLP ′,ℓ. The module V˜ ′h
is automatically conjugate self-contragredient since L˜P ′,h ∼= L˜R′,h has no Q-split
center and DR′,h is equal-rank. To analyze V
′
ℓ , note that P
′ ∩ R = P and R = P †
implies that the parabolic P/NP ′ of LP ′ = L˜P ′,hLP ′,ℓ is obtained by removing
simple roots of L˜P ′,h. It follows that N
P ′
P ⊆ L˜P ′,h and that LP factors as an
almost direct product
LP = L˜P,hL
P ′,h
P,ℓ LP ′,ℓ.
Let ResLPLP ′,ℓ denote the resulting functor that restricts a representation of LP to a
representation of LP ′,ℓ. The preceding discussion shows that Res
LP
LP ′,ℓ
Hℓ(nP
′
P ;V
′)
is isomorphic to a sum of copies of V ′ℓ . On the other hand, V occurs as a component
of Hℓ(nP
′
P ;V
′), so ResLPLP ′,ℓ V is also a sum of copies of V
′
ℓ . Since V |MP is conjugate
self-contragredient, this implies V ′ℓ |MP ′,ℓ is conjugate self-contragredient. 
23.3. Proposition. Let FR be a stratum of a Satake compactification X
∗
σ and
assume that all rational boundary components DR′,h ≥ DR,h are equal-rank. Let
ıˆR : XR(LR,ℓ) = π
−1(FR) →֒ X̂ be the inclusion. If M is an LX̂-module, then
SS(ˆı∗RM) ⊆ ıˆ
∗
R SS(M) and SS(ˆı
!
RM) ⊆ ıˆ
!
R SS(M) .
Furthermore the estimates (22.6.2) and (22.6.3) hold in the following strengthened
form: we can assume that V 4± V˜ may be factored as V = V0 4± V1 4± · · · 4±
VN = V˜ such that
Pi+1 ∩ P
†
i = Pi for 0 ≤ i < N ,(23.3.1)
Vi|MPi is conjugate self-contragredient for 0 ≤ i ≤ N , and(23.3.2)
(ξVi + ρ)|aPi+1
Pi
∈ ±a
Pi+1∗+
Pi
for 0 ≤ i < N .(23.3.3)
Proof. We first note that by Lemma 21.4 the σ-saturated parabolic Q-subgroups
R have Q-type ω(Υ ) for some σ-connected Υ ⊆ ∆. Equivalently, R is σ-saturated
if and only if
(23.3.4) γ∨ 6⊥ κ(∆R) ∪ {Qµ} for all γ ∈ ∆ \∆
R ,
where Qµ is the highest Q-weight of σ.
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Once again we only consider the case of an irreducible LP -module V ∈ SS(ˆı∗RM);
the case V ∈ SS(ˆı!RM) involves only minor changes. Since P ∈ P(XR(LR,ℓ)), we
have R = P †, a σ-saturated parabolic Q-subgroup. Let U(FR) =
∐
FR′≥FR
FR′ be
the open star neighborhood of the stratum FR ⊆ X∗σ and set W = π
−1(U(FR)). In
order to apply the proof of Proposition 22.6 to V ∈ SS(ˆı∗RM), we must replace M
by its restriction to W ; this is permissible by Proposition 22.2. Now recall that at
one point in that proof we obtain an irreducible LP ′-module V
′ ∈ SSw (ˆı∗R′ ıˆ
!
S′M)
satisfying V 4+ V
′ and P ′ ∩ R = P and we were free to choose R′ provided
that R′ ∩ (Q ∨ U) ≤ Q′R
′
V ′ . We now choose R
′ = P ′
†
. Since Q ∈ [QRV , Q
′R
V ] and
R′ ∩ U = P ′ by (23.1.2), Lemma 23.1 implies these conditions are satisfied and
Lemma 23.2 implies that V ′|MP ′ is conjugate self-contragredient given that V |MP
is, so V ′ ∈ SS(ˆı∗R′ ıˆ
!
S′M). Also (ξV + ρ)|aP ′
P
∈ aP
′∗+
P since by definition of P
′ all
α ∈ ∆P
′
P satisfy 〈ξV + ρ, α
∨〉 > 0.
Finally we need to verify that the passing by induction from V to V ′ preserves
our new assumptions. Observe that R′ < S′ and thus S′ is also σ-saturated by the
criterion (23.3.4). Let US
′
(FR′ ) = U(FR′ ) ∩ F
∗
S′ be the open star neighborhood
of the stratum FR′ in the induced Satake compactification F
∗
S′ = cl(FS′). Set
W ′ = π−1(US
′
(FR′)). Consider the diagram of inclusions where the vertical arrows
are open embeddings:
X̂R′ ∩W
ıˆR′
X̂S′ ∩W
XR′(LR′,ℓ)
ıˆR′
kR′
W ′ .
kS′
By Proposition 22.2, V ′ ∈ SS(k∗R′ ıˆ
∗
R′ ıˆ
!
S′M) = SS(ˆı
∗
R′k
∗
S′ ıˆ
!
S′M), and we can use
induction. 
24. The Basic Lemma
We now address the issue of estimating the term [V˜ : V ] = ℓ(w) in (22.6.2) and
(22.6.3) within the context of Proposition 23.3. Our tool is a basic lemma which,
under the assumption that V |MP is conjugate self-contragredient, establishes the
fundamental relationship between the geometry of ξV vis a vis an S
P˜
P -root α and
the contribution to the length of w attributable to α. This basic lemma is important
in other contexts; a simple form already occurred as Lemma 17.6.
For simplicity we will assume that V˜ = E is an irreducible G-module. We use
the notation of §17.6.
24.1. Let h be a fundamental Cartan subalgebra of lP and let Φ
+(lPC, hC) be a
θ-stable positive system for lP . Let V be an irreducible LP -module with highest
weight µ ∈ h∗C and assume V |MP is conjugate self-contragredient. We have defined
a reductive R-subgroup LP (µ) ⊆ LP in §§10.1 and 10.2 with roots
(24.1.1) { γ ∈ Φ(lPC, hC) | 〈µ, γ
∨〉 = 0 } .
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Via a lift of LP to P , we obtain an adjoint representation of lP (and hence lP (µ))
on nPC. There is a unique decomposition
nPC =
⊕
lP (µ)-irreducible
submodules
F⊆nPC
F,
which coarsens the decomposition into root spaces. Set τ ′P = −τP and observe that
if F is an irreducible component as above with weights Φ(F, hC), then τ
′
P (Φ(F, hC))
is the set of weights of another irreducible component, which we denote τ ′P (F ); this
follows from (8.2.2). In this way we obtain an action of τ ′P on the lP (µ)-irreducible
components of nPC, generalizing the action of τ
′
P on the roots of nPC. Let
15
nP (µ) =
⊕
τ ′
P
(F )=F
F ;
since the action of lP (µ) on nPC preserves nαC for any α ∈ Φ(nP , aP ), we may
likewise define nα(µ). Although nP (µ) and nα(µ) depend on the choice of a lift of
LP to G, their dimensions are independent of this choice. The dimension of nP (µ)
can vary depending on the choice of Φ+(lPC, hC) however; let nP (V ) denote any
one of the nP (µ) with maximal dimension.
24.2. The Basic Lemma. Let P be a parabolic Q-subgroup and let w ∈ WP . Let
V = Hℓ(w)(nP ;E)w have highest weight µ with respect to a θ-stable positive system.
Assume V |MP is conjugate self-contragredient. For any α ∈ Φ(nP , aP ) we have:
(i) 〈ξV + ρ, α∨〉 ≤ 0 =⇒ ℓα(w) ≥
1
2 (dim nα + dim nα(µ)).
(ii) 〈ξV + ρ, α∨〉 = 0 =⇒ ℓα(w) =
1
2 dim nα and nα(µ) = 0.
(iii) 〈ξV + ρ, α∨〉 ≥ 0 =⇒ ℓα(w) ≤
1
2 (dim nα − dim nα(µ)).
Furthermore if F ⊆ nαC is an irreducible lP (µ)-submodule, then Φw contains
respectively (i) at least one, (ii) exactly one, (iii) at most one of Φ(F, hC) and
Φ(τ ′P (F ), hC).
Proof. Let WLP (µ) denote the Weyl group of LP (µ) and let λ ∈ hC be the highest
weight of E relative to Φ+ = Φ+(lPC, hC) ∪ Φ(nPC, hC). We begin by establishing
(24.2.1) s ∈ WLP (µ) ⇒ sΦw = Φw and swλ = wλ
following [15]. Express the highest weight µ = w(λ+ ρ)− ρ of V as wλ−
∑
γ∈Φw
γ.
Since s may be written as a product of reflections in simple coroots orthogonal to
µ we see that µ = sµ and hence
wλ −
∑
γ∈Φw
γ = µ = sµ = swλ−
∑
γ∈sΦw
γ.
Note that sΦw ⊆ Φ+; by canceling the terms of the right hand sum that lie in Φw
with the corresponding terms of the left hand sum one may compute that
(24.2.2) λ = w−1swλ −
∑
γ∈(w−1Ψ)∩Φ+
γ,
where Ψ = sΦw ∪ −(Φ+ \ sΦw). Since λ is dominant, we may replace w−1swλ in
(24.2.2) by λ −
∑
imiαi for αi simple and mi ≥ 0. In addition since the roots of
15The quantities lP (µ) and nP (µ) are defined quite differently despite the similarity of notation.
We trust that with this warning there should be no confusion.
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(w−1Ψ) ∩ Φ+ being subtracted in (24.2.2) are positive, it follows that all mi = 0
and that (w−1Ψ) ∩ Φ+ = ∅; these two facts are equivalent to the desired (24.2.1).
Now consider an lP (µ)-irreducible submodule F ⊆ nαC. Since by (24.2.1) Φw
is stable under WLP (µ), either all extremal weights of Φ(F, hC) belong to Φw or
none do. Since furthermore membership in Φw is given by a linear inequality on
positive roots and Φ(F, hC) is the convex hull of the extremal weights, this implies
that either all of Φ(F, hC) is contained in Φw or none of it is. An application of
Lemma 17.6 to any γ ∈ Φ(F, hC) concludes the proof. 
24.3. Corollary. Let P be a parabolic Q-subgroup and let V be an irreducible con-
stituent of Hi(nP ;E) for which V |MP is conjugate self-contragredient. Then
(ξV + ρ)|aP ∈ −a
∗+
P =⇒ i ≥
1
2
(dim nP + dim nP (V ))
and
(ξV + ρ)|aP ∈ a
∗+
P =⇒ i ≤
1
2
(dim nP − dim nP (V )).
24.4. Remark. All results in this section and their proofs generalize immediately
to the situation in which E is replaced by a “virtual” irreducible G-module, whose
highest weight λ is allowed to be any dominant element of h∗C, not necessarily
integral. They also generalize to parabolic k-subgroups where k is any subfield of
R.
25. The Basic Lemma in the Presence of Equal-Rank Real Boundary
Components
We need to replace the term dim nP (V ) appearing in Corollary 24.3 by a more
geometric expression. This can be done in the presence of a Satake compactification
with equal-rank real boundary components.
25.1. Let V be an irreducible LP -module and assume that V |MP is conjugate
self-contragredient. Let DP (V ) be defined as in §10.2. Let D ⊆ RD∗σ be a Satake
compactification. The decomposition (21.4.1) induces a decomposition of symmet-
ric spaces
(25.1.1) DP (V ) = DP,h(V )×DP,ℓ(V ) .
Here DP,h(V ) is defined using Res
LP
L˜P,h
V and similarly for DP,ℓ(V ); see the last
comment in §10.2.
25.2. Lemma. Let P be a parabolic Q-subgroup and let D ⊆ RD∗σ be a Satake
compactification for which we assume all real boundary components DR′,h ≥ DP †,h
are equal-rank. Let V be an irreducible constituent of H(nP ;E) for which V |MP is
conjugate self-contragredient. Then
dim nP (V ) ≥ dim a
G
P + dimDP,ℓ(V ) .
Remark. A similar result was proved by Borel in [7, §5.5] under the weaker as-
sumptions that D and DP †,h are equal-rank and a certain condition (B) holds. The
condition (B) needed to be verified for each desired case and Borel expressed the
hope that it could be replaced by a more conceptual argument. The proof offered
below, while not transparent, is at least free from case by case analysis.
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Note also that condition (B) does not hold16 in one case of interest where the
lemma above does apply: G = SO(p, q) with p+ q odd with the Satake compacti-
fication in which σ is connected only to the short simple R-root. In this case there
are imaginary noncompact roots in lP (relative to a fundamental Cartan subal-
gebra) which are strongly orthogonal to all real roots in nP ; the hypothesis that
the intermediate real boundary components are equal-rank and its use below in
Sublemma 25.3 was needed precisely to handle this situation.
Proof of Lemma 25.2. We first establish notation. Let θ be a Cartan involution of
LP (R) with Cartan decomposition lP = kP + pP + aP . Let h = bP,k + bP,p + aP
be a fundamental θ-stable Cartan subalgebra of lP and choose a θ-stable positive
system Φ+(lPC, hC) for lPC; thus τP = θ. Let µ be the highest weight of V and let
LP (µ) be defined as in §10.1 with Cartan decomposition kP (µ) + pP (µ) + aP . Let
Φ+(pP (µ)C, bP,kC) denote the positive nonzero weights of bP,kC in pP (µ)C, counted
with multiplicity. We extend the preceding notation to LP,h and LP,ℓ by adding
the appropriate subscript. Finally note that any reductive subalgebra r ⊆ lPC acts
on nPC by the adjoint action of a lift of lPC and define nP (r) to be the sum of
the irreducible r-submodules whose set of weights are τ ′P -stable; thus nP (lP (µ)) =
nP (µ) as in §24.1. It will suffice to prove dim nP (µ) ≥ dim aGP + dimDP,ℓ(µ).
Clearly
(25.2.1) dim aGP + dimDP,ℓ(µ) = 2 ·#Φ
+(pP,ℓ(µ)C, bP,kC) + dim bP,p + dim a
G
P .
We begin by bounding the last two terms. Consider nP (hC) as defined above; the
set Φ(nP (hC), hC) consists of the positive roots γ satisfying τ
′
Pγ = γ, that is, the
real roots. We claim that
(25.2.2) dim nP (hC) ≥ dim bP,p + dim a
G
P .
In fact there exists a set of strongly orthogonal roots {δ1, . . . , δr} satisfying τ ′P δi = δi
and which span b∗P,p+ a
G
P
∗. To see this, proceed as in [7] to write the centralizer in
0g of bP,k as bP,k + z1. Then z1 has both a split Cartan subalgebra bP,p + a
G
P and,
since by hypothesis 0G = LG,h is equal-rank, a compact Cartan subalgebra. The
existence of {δ1, . . . , δr} then follows from [30], [52, Prop. 11], [53].
We now attempt to bound the rest of (25.2.1). For γk ∈ Φ+(pP,ℓ(µ)C, bP,ℓ,kC)
choose γ ∈ Φ+(lP,ℓ(µ)C, bP,ℓC) such that γ|bP,ℓ,kC = γk. The root τPγ is also in
Φ+(lP,ℓ(µ)C, bP,ℓC) since τP (µ|bP ) = µ|bP . Let rγ denote the reductive subalgebra
hC ⊆ rγ ⊆ lP (µ)C with root system Φ ∩ Span{γ, τPγ}. Clearly
Φ(nP (hC), hC) ⊆ Φ(nP (rγ), hC) ⊆ Φ(nP (lP (µ)C), hC) = Φ(nP (µ), hC).
We will see below in Sublemma 25.3(i)(iii) that there exists a pair of roots η 6=
τ ′P η ∈ Φ(nP (rγ), hC) \ Φ(nP (hC), hC) ⊆ Φ(nP (µ), hC). This would imply
(25.2.3) dim nP (µ)− dim nP (hC) ≥ 2 ·#Φ
+(pP,ℓ(µ)C, bP,kC)
(and hence prove the lemma in view of (25.2.1) and (25.2.2)) except that we have to
deal with the possibility that the sets Φ(nP (rγ), hC)\Φ(nP (hC), hC) for the different
γk may not be disjoint.
Since |γ| = |τP γ| and no multiple of γ−τP γ can be a root (recall that lPC has no
roots negated by τP ), one easily checks that {γ, τPγ} is a base for the root system
of rγ and the type is A1 (if γ = τP γ), A1 × A1, or A2. Now consider γk 6= γ′k ∈
16In [7, §6.6] it is mistakenly asserted that condition (B) holds in this case.
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Φ+(pP,ℓ(µ)C, bP,ℓ,kC) and choose corresponding roots γ 6= γ′ ∈ Φ+(lP,ℓ(µ)C, bP,ℓC).
Suppose that Φ(nP (rγ), hC)\Φ(nP (hC), hC) and Φ(nP (rγ′), hC)\Φ(nP (hC), hC) have
nonempty intersection. Then there exists a root η ∈ Φ(nPC, hC) for which τ ′P η − η
is a nonzero Z-linear combination of both {γ, τPγ} and {γ′, τP γ′}. Since τ ′P η − η
is τP -invariant, this means that γ + τPγ and γ
′ + τP γ
′ are scalar multiples of each
other. But (1/2)(γ + τPγ) belongs to either the reduced root system Φ(lPC, hC)
(if γ = τP γ) or the reduced root system Φ(kPC, bP,kC) (if γ 6= τP γ), and similarly
for (1/2)(γ′ + τP γ
′). Thus γ + τP γ and γ
′ + τPγ
′ can be scalar multiples of each
other only if γ (say) satisfies γ 6= τPγ and γ′ satisfies γ′ = τP γ′. It follows from
our comments earlier then that γ′ = γ + τP γ and rγ has type A2.
So Φ(nP (rγ), hC) \ Φ(nP (hC), hC) can intersect with at most one other such set
and it will suffice to show that in this case Φ(nP (rγ), hC) \ Φ(nP (hC), hC) contains
an additional pair of roots η′ 6= τ ′P η
′. But if such a pair of roots did not exist, the
only nontrivial rγ-submodule of nP (rγ) would have weights (after interchanging η
and τ ′P η if necessary) {η, η + γ = τ
′
P η − τPγ, τ
′
P η} and hence {η, γ, τPγ} would be
the base of a root subsystem of type A3. Sublemma 25.3(ii) following shows this
situation cannot occur. 
25.3. Sublemma. As in the proof of Lemma 25.2 let γk ∈ Φ+(pP,ℓC, bP,ℓ,kC) and
choose γ ∈ Φ+(lP,ℓC, bP,ℓC) such that γ|bP,ℓ,kC = γk.
(i) If τPγ 6= γ, then there exists a root δ = τ ′P δ ∈ Φ(nPC, hC) such that (after
interchanging γ and τP γ if necessary) η = δ − γ and τ ′P η = δ + τP γ are
also roots.
(ii) If in (i) the roots {η, γ, τPγ} are a base of a root subsystem of type A3,
then there also exists a root δ˜ 6= δ with δ˜ = τ ′P δ˜ and one of δ˜ ± γ a root.
(iii) If τPγ = γ, then there exists a root η ∈ Φ(nPC, hC) such that τ ′P η = η+kγ
for some k ∈ Z \ {0}.
Proof. Let {δ1, . . . , δr} be a set of strongly orthogonal roots spanning b∗P,p+a
G ∗
P and
satisfying τ ′P δi = δi as in the proof of Lemma 25.2. If τP γ 6= γ then γ|bP,p+aGP 6= 0
and so there exists δ = δi such that 〈γ, δ∨〉 6= 0. By interchanging γ and τP γ if
necessary, we may assume 〈γ, δ∨〉 > 0. Then η = δ − γ is a root which proves (i).
Part (ii) will follow if we show there exists δ˜ = δj 6= δi with 〈γ, δ˜∨〉 6= 0 as well.
But if such a δ˜ did not exist, γ|bP,p+aGP = cδ for some scalar c and it is easy to
check that the conditions on c implied by the equalities |δ − γ| = |γ| = |δ| and
2(γ, τPγ)/|γ|2 = −1 for a Weyl group invariant inner product on a root system of
type A3 are inconsistent.
If τP γ = γ we claim that there is a nontrivial γ-root string through some root
in Rγ + b∗P,p + a
G ∗
P . On such a root string the operator τ
′
P acts as reflection in γ
and hence the root string is τ ′P -stable. Thus part (iii) follows from the claim if we
set η to be any root in the root string other than at the center.
The claim is obvious if δi + γ or δi − γ is a root for some i we are done, so we
assume that γ is strongly orthogonal to {δ1, . . . , δr}. Recall [29, Chapter VII, §7]
that a parabolic R-subgroup R is called cuspidal17 if LR/Z(LR) is equal-rank,
where Z(LR) denotes the center. Let R ⊆ P be a cuspidal parabolic R-subgroup
with RbR = bP,k and split component RaR = bP,p + aP ; to construct R apply [29,
17This usage is different from that in [33] or [9]; R being cuspidal in those references corresponds
here to R being defined over Q.
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Prop. 7.87]. Since τR = τP = θ on h, γ remains an imaginary noncompact root for
lRC. Thus there is a Cayley transformation [29, Chapter VI, §7] which transforms
γ into a real root. That is, there exists a inner automorphism cγ of lRC such that
h′ ≡ lR ∩ cγ(hC) is a θ-stable Cartan subalgebra and cγ ◦ (sγ ◦ θ) = θ ◦ cγ on h.
Let R′ ⊂ R be a cuspidal parabolic R-subgroup with RbR′ = cγ(Ker γ ∩ RbR) and
RaR′ = Rcγ(γ∨) + RaR. The roots {δ1, . . . , δr, cγ(γ)} form a strongly orthogonal
basis of Ra
G ∗
R′ and to prove our claim we need to demonstrate that there is a
nontrivial cγ(γ)-root string through some root in Ra
G ∗
R′ .
From our hypotheses on the Satake compactification we now construct another
independent set {δ′1, . . . , δ
′
r+1} of roots spanning Ra
G ∗
R′ . Define a sequence of para-
bolic R-subgroups
R′ = R′0 ⊂ R
′
1 ⊂ · · · ⊂ R
′
r+1 = G
inductively by choosing R′i to have type R∆
R′i
R′ = {α1, . . . , αi} where αi ∈ R∆
R′,R′†i−1
R′ .
Thus the corresponding real Satake boundary component strictly increases at each
stage,
DR′†,h = DR′†
0
,h  DR′†
1
,h  · · ·  DR′†r+1,h
= D .
On the other hand, since LP,h is equal-rank and γ was a root of lP,ℓ, we have
LR′,h = LP,h and hence DP †,h = DR′†,h. We now claim that each parabolic sub-
group R′i is cuspidal. This follows since LR′i,ℓ/Z(LR′i) is an almost direct factor
of LR′
i−1
,ℓ/Z(LR′
i−1
), which is equal-rank by induction, and LR′
i
,h is equal-rank
since the boundary component DR′i†,h is equal-rank by hypothesis. Thus for each
i = 1, . . . , r + 1 there exists a root δ′i which spans Ra
R′i ∗
R′i−1
[30], [52], [53].
Since cγ(γ) ∈ RaG ∗R′ is nonzero there exists 1 ≤ i ≤ r+1 such that 〈cγ(γ), δ
′
i
∨〉 6=
0. The desired nontrivial cγ(γ)-root string would now exist provided cγ(γ) 6= ±δ′i.
To show cγ(γ) cannot equal ±δ′i, write R∆
R
R′ = {αk} where 1 ≤ k ≤ r + 1. Thus
cγ(γ) is a multiple of αk. On the other hand, δ
′
i is proportional to the projection
of αi to Ra
R′i
R′i−1
, that is, δ′i ∼ αi +
∑
j<i cjαj where all cj = 0 if and only if
αi ∈ Ra
R′i
R′i−1
. So if cγ(γ) were to equal ±δ′i then k = i and αi ∈ Ra
R′i
R′i−1
. This
implies that the simple R-roots underlying αi as opposed to {α1, . . . , αi−1} belong
to different components of LR′i,h. This implies that the condition αi ∈ R∆
R′,R′i−1
†
R′
actually means αi ∈ R∆
R′,R′†
R′ . But since γ is a root of lP,ℓ, cγ(γ) is a root of lR,ℓ and
hence a linear combination of roots in R∆
R†
R′ = R∆
R′†
R′ and so can’t be proportional
to αi. 
25.4. Corollary. Let P be a parabolic Q-subgroup and let D ⊆ RD∗σ be a Satake
compactification for which we assume all real boundary components DR′,h ≥ DP †,h
are equal-rank. Let V be an irreducible constituent of Hi(nP ;E) for which V |MP is
conjugate self-contragredient. Then
(ξV + ρ)|aP ∈ −a
∗+
P =⇒ i ≥
1
2
(dim nP + dim a
G
P + dimDP,ℓ(V ))
and
(ξV + ρ)|aP ∈ a
∗+
P =⇒ i ≤
1
2
(dim nP − dim a
G
P − dimDP,ℓ(V )).
Proof. Combine Lemma 25.2 and Corollary 24.3. 
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Remark. For the Baily-Borel-Satake compactification in the Hermitian case, the
second inequality (for ξV in a larger cone) is the content of [47, Prop. 11.1]. Shortly
after [47] appeared, Saper and Stern noted that the result generalized to Satake
compactifications of equal-rank symmetric spaces where all real boundary compo-
nents were equal-rank—a proof replaced Lemmas 11.6 and 11.7 from [47] with a
case by case analysis based on the list appearing in [58, (A2)]. The proof here via
Corollary 24.3 and Lemma 25.2 is independent of classification theory.
26. Restriction to Fibers of π : X̂ → X∗σ
26.1. Theorem. Let FR be a stratum of a Satake compactification X
∗
σ and as-
sume that all the real boundary components DR′,h ≥ DR,h of the associated Sa-
take compactification RD
∗
σ are equal-rank. Let x ∈ FR and consider the inclusions
ıˆR,ℓ : π
−1(x) = X̂R,ℓ →֒ X̂ and ıˆR : π−1(FR) = XR(LR,ℓ) →֒ X̂. Let M be an
LX̂-module. Then
(26.1.1) SS(ˆı∗R,ℓM) ⊆ Res
∗
ℓ ıˆ
∗
R SS(M) and SS(ˆı
!
R,ℓM) ⊆ Res
!
ℓ ıˆ
!
R SS(M) .
We have the estimates
d(ˆı∗R,ℓM) ≤ sup
V˜ ∈SS(M)
FR˜≥FR
(
d(V˜ ;M) +
1
2
(dimDP˜ ,ℓ + dimDP˜ ,ℓ(V˜ ))
+
1
2
codimF∗
R˜
FR − dim a
P˜
P˜∩R
)(26.1.2)
and
c(ˆı!R,ℓM) ≥ inf
V˜ ∈SS(M)
FR˜≥FR
(
c(V˜ ;M)−
1
2
(dimDP˜ ,ℓ − dimDP˜ ,ℓ(V˜ ))
+
1
2
codimF∗
R˜
FR + dim a
P˜
P˜∩R
)
.
(26.1.3)
In these estimates, V˜ is an irreducible LP˜ -module and we set R˜ = P˜
†.
Proof. Equation (26.1.1) is simply Propositions 23.3 and 22.8. These propositions
further imply that if Vℓ ∈ SS(ˆı∗R,ℓM), then there exists V ∈ SS(ˆı
∗
RM) and V˜ ∈
SS(M) such that Res∗ℓ V = Vℓ and there exists
V = V0 4+ · · · 4+ VN = V˜
satisfying (23.3.1)–(23.3.3). Furthermore, as in the proof of Lemma 23.2, we have
an almost direct product factorization
LPi = L˜Pi,hLPi,ℓ = L˜Pi,hL
Pi+1,h
Pi,ℓ
LPi+1,ℓ .
Let D
Pi+1,h
Pi,ℓ
denote the symmetric space associated to L
Pi+1,h
Pi,ℓ
. Thus we can apply
Corollary 25.4 to the parabolic (Pi/NPi+1) ∩ LPi+1,h ⊆ LPi+1,h and the induced
Satake compactification of DPi+1,h in order to conclude that
(26.1.4) [Vi+1 : Vi] ≤
1
2
(dim n
Pi+1
Pi
− dim a
Pi+1
Pi
− dimD
Pi+1,h
Pi,ℓ
(Vi))
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Now Res
LPi
LPi+1,ℓ
(Vi) is a direct sum of copies of VPi+1,ℓ, so DPi,ℓ(Vi) = D
Pi+1,h
Pi,ℓ
(Vi)×
DPi+1,ℓ(Vi+1). Consequently if we sum (26.1.4) for i = 0, . . . , N − 1 we obtain
[V˜ : V ] ≤
1
2
(dim nP˜P − dim a
P˜
P − dimD
P˜ ,h
P,ℓ (V ))
= −
1
2
(dimDP˜ ,hP,ℓ + dimD
P˜ ,h
P,ℓ (V )) +
1
2
codimF∗
R˜
FR − dim a
P˜
P
(26.1.5)
since
codimF∗
R˜
FR = dim n
P˜
P + dim a
P˜
P + dimD
P˜ ,h
P,ℓ .
We now calculate that (26.1.2) holds by using (10.3.2), (22.6.2), (22.8.2), and
(26.1.5). The proof of (26.1.3) is similar. 
26.2. Corollary. In the above situation, assume further that SSess(M) = {E} for
E ∈ Irr(G) with c(E;M) = d(E;M) = 0. Then
d(ˆı∗R,ℓM) ≤
1
2
codimFR − dim a
G
R and c(ˆı
!
R,ℓM) ≥
1
2
codimFR + dim a
G
R.
Proof. Any V ∈ SS(M) satisfies V 40 E by Corollary 9.3 and therefore has the
form Hℓ(w)(nP ;E)w where w is fundamental by Lemma 9.1. However since D is
equal-rank the only fundamental parabolic R-subgroup is G. Hence SS(M) = {E}.
Now apply (26.1.2) and (26.1.3). 
27. Application: the Conjecture of Rapoport and
Goresky-MacPherson
27.1. Theorem. Let X∗ be a Satake compactification of X for which all real bound-
ary components DR,h are equal-rank, and let π : X̂ → X∗ be the projection from the
reductive Borel-Serre compactification. Let p be a middle perversity. Then there is
a natural quasi-isomorphism π∗IpC(X̂ ;E) ∼= IpC(X∗;E).
Remark. When D is Hermitian and X∗ is the Baily-Borel-Satake compactification,
the equal-rank hypothesis is automatic. In this case the theorem was conjectured
independently by Rapoport [39] and Goresky and MacPherson [24]; a proof in this
case for Q-rankG = 1 was given by Saper and Stern [40, Appendix].
Proof. For x ∈ FR, a proper stratum of X∗, let ix : {x} →֒ X∗ and ıˆR,ℓ : π−1(x) =
X̂R,ℓ →֒ X̂ be the inclusion maps. Let q(k) = k − 2 − p(k) be the dual middle
perversity. By the local characterization of intersection cohomology [23], [10, V,
4.2] on X∗ we need to verify that
(i) π∗IpC(X̂ ;E) is X -clc,
(ii) π∗IpC(X̂ ;E)|X is quasi-isomorphic to E,
(iii) Hi(i∗xπ∗IpC(X̂ ;E)) = 0 for x ∈ FR, i > p(codimFR), and
(iv) Hi(i!xπ∗IpC(X̂ ;E)) = 0 for x ∈ FR, i < dimX − q(codimFR).
Condition (i) follows from [10, V, 10.16] and condition (ii) is obvious. For the
others, calculate
H(i∗xπ∗IpC(X̂ ;E)) ∼= H(X̂R,ℓ; ıˆ
∗
R,ℓIpC(X̂;E)) by [10, V, 10.7],
∼= H(X̂R,ℓ; ıˆ
∗
R,ℓIpC(E)) by Thm. 4.1 and Prop. 5.4
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and similarly H(i∗xπ∗IpC(X̂ ;E)) ∼= H(X̂R,ℓ; ıˆ
!
R,ℓIpC(E)). Now since all strata of X
∗
have even dimension by the equal-rank hypothesis, p(codimFR) =
1
2 codimFR − 1
and dimX − q(codimFR) =
1
2 codimFR + 1. Thus we need to demonstrate that
(27.1.1)
Hi(X̂R,ℓ; ıˆ
∗
R,ℓIpC(E)) = 0 for i ≥
1
2
codimFR,
Hi(X̂R,ℓ; ıˆ
!
R,ℓIpC(E)) = 0 for i ≤
1
2
codimFR.
Under the equal-rank hypotheses, the possible types of irreducible Q-root sys-
tems that can occur in G are Bn, BCn, Cn, and G2 [58, (A.2)]. Thus we can
apply Corollary 17.2 to see that the essential micro-support of IpC(E) is simply
{E}; Corollary 26.2 then implies that d(ˆı∗R,ℓM) <
1
2 codimFR and c(ˆı
!
R,ℓM) >
1
2 codimFR. The proof (27.1.1) is concluded by applying our vanishing theorem for
the cohomology of L-modules, Theorem 10.4. 
27.2. If we replace the use of Corollary 17.2 by Theorem 16.3 in the preceding
proof we obtain the following theorem.
Theorem. Let X∗ be a Satake compactification of X for which all real boundary
components DR,h are equal-rank, and let π : X̂ → X∗ be the projection from the
reductive Borel-Serre compactification. Let η be a middle weight profile and let p
be a middle perversity. Then there is a natural quasi-isomorphism π∗WηC(X̂;E) ∼=
IpC(X∗;E).
Remark. When D is Hermitian and X∗ is the Baily-Borel-Satake compactification,
this theorem was the main result of [22].
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