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a b s t r a c t
Suppose G = (V , E) is a graph and F is a colouring of its edges
(not necessarily proper) that uses the colour set X . In an adapted
colouring game, Alice and Bob alternately colour uncoloured
vertices of G with colours from X . A partial colouring c of the
vertices of G is legal if there is no edge e = xy such that c(x) =
c(y) = F(e). In the process of the game, each partial colouringmust
be legal. If eventually all the vertices of G are coloured, then Alice
wins the game. Otherwise, Bob wins the game. The adapted game
chromatic number of a graphG, denoted byχadg(G), is theminimum
number of colours needed to ensure that for any edge colouring F of
G, Alice has a winning strategy for the game. This paper studies the
adapted game chromatic number of various classes of graphs. We
prove that themaximum adapted game chromatic number of trees
is 3, themaximumadapted game chromatic number of outerplanar
graphs is 5, the adapted game chromatic number of partial k-trees
is atmost 2k+1, and the adapted game chromatic number of planar
graphs is at most 11.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Given a graph G and an edge colouring F of G, we say a vertex colouring c of G is adapted to F if no
edge has the same colour as both its ends, i.e., for any edge e = xy, c(x) ≠ F(e) or c(y) ≠ F(e).
Neither the edge colouring nor the vertex colouring have to be proper. The adaptable chromatic
number of G, denoted by χad(G), is the smallest integer k such that every edge colouring F of G with
colours 1, 2, . . . , k, admits a vertex colouring c : V (G) → {1, 2, . . . , k} adapted to F . The adaptable
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choice number chad(G) is the smallest integer k, such that for any edge colouring F of G and any lists
L(v), v ∈ V (G), with |L(v)| ≥ k, v ∈ V (G), there exists an L-colouring of G adapted to F .
The notion of adaptable chromatic number has arisen naturally in several unrelated contexts and
has been studied in many papers [2,8,11–14,19,21,29,30,34]. A normal vertex colouring of a graph
partitions its vertex set into independent sets, but many applications ask for partitions of the vertex
set of a graph with more general requirements. For example, in a job scheduling problem, some jobs
may have the property that at certain time slots they cannot be executed simultaneously, but can be
executed simultaneously at other time slots. So two adjacent vertices are allowed to have the same
colour provided that the same colour represents a time slot in which the corresponding jobs can be
executed simultaneously. This leads to adapted list colouring of graphs, which was studied in [29,30].
Adaptable 2-choosable graphs are characterised in [29], and it was proved in [30] that simple planar
graphs are adaptable 4-choosable. Another model of general vertex partition of graphs is the so called
matrix partitions of graphs [16,17]. An m by m symmetric matrix M over 0, 1, ∗, defines a partition
problem, in which an input graph G is to be partitioned into m parts with adjacencies governed by
M: two distinct vertices in (possibly equal) parts i and j are adjacent if M(i, j) = 1, and nonadjacent
if M(i, j) = 0. (The entry * implies no restriction.) A question of interest is which matrix partition
problems admit a characterization by a finite set of forbidden induced subgraphs. Cases of matrices
having this property or not having this property are exhibited in [16]. Adapted colouring of graphs can
be viewed as a generalization of split graphs, as studied in [12,13], where a split graph corresponds
to a 2-colouring of the edges of a complete graph Kn that admits an adaptable 2-colouring. Adapted
colouring is also related to a generalization of Ramsey theory [8,11], which studies the problem of
whether the vertex set of a graph can be coloured in such a way that certain configurations in given
colours can be avoided.
The colouring game of graphs was first introduced by Brams for planar graphs (published by
Gardner [18]), and then reinvented for arbitrary graphs by Bodlaender in [4]. Game colouring of graphs
has been studied extensively in the past decade. Given a graph G and a set X of colours, two players,
Alice andBob alternate their turns,with Bobhaving the first turn. If it is Alice’s turn, then she colours an
uncoloured vertex with a colour from X . If it is Bob’s turn, then he either colours an uncoloured vertex
with a colour from X or passes the move without doing anything. All the partial colourings must be
‘‘legal’’, i.e., adjacent vertices cannot receive the same colour. Alice wins the game if eventually all the
vertices are coloured, and Bob wins the game if the produced partial colouring cannot be extended to
a legal colouring of the whole graph. The problem is to determine the game chromatic number χg(G)
of a graph G, which is the minimum number of colours needed so that Alice has a winning strategy in
the colouring game.
In the definition of game colouring, we defined a partial colouring to be legal if no adjacent vertices
receive the same colour. However, different colouring concepts may lead to different definitions of
legal partial colourings. For example, in the acyclic game colouring of graphs, a partial colouring is legal
if no two adjacent vertices are assigned the same colour and moreover, no cycle is coloured by two
colours. In the d-relaxed game colouring of graphs, a partial colouring is legal if no vertex is assigned
a colour which has been assigned to more than d of its neighbours (see [10]). These colouring games
define, respectively, the acyclic game chromatic number and the d-relaxed game chromatic number of
graphs. We can also consider list versions of these games.
The study of the game chromatic number and its close cousin game colouring number, have proved
surprisingly interesting. There are several reasons for this, aside from the natural theoretical interest
in games. First, there are many effective and nontrivial strategies for natural classes of graphs such
as planar graphs and graphs with bounded treewidth. Moreover these strategies have proved to be
remarkably robust for dealing with different situations. Additionally, structure and parameters devel-
oped for dealing with game chromatic problems have proved useful in the non-game setting. Finally
there is at least one application of game colouring in a non-game setting. Here are some examples.
For a graph G, let Σ be the set of linear orders of V = V (G), <∈ Σ , and N−(v) = N−< (v) = {x ∈
N(v) : x < v} and N+(v) = N+< = {x ∈ N(v) : v < x}. The back-degree of v is |N−(v)|. It is well
known that χ(G) ≤ col(G), where
col(G) = col1(G) = 1+min
<∈Σ maxv∈V
|N−< (v)|
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is the colouring number of G. For example planar graphs G satisfy col(G) ≤ 6. But it is shown in [25]
that there are graphsGwith col(G) = 3 andχg(G) arbitrarily large. In [9] a stronger order parameter is
defined to prove a Ramsey-type theorem. This parameter was then modified repeatedly in [26,22,36]
to prove that if G is planar, 33, 18, 17 ≥ χg(G). In retrospect, the most natural version – although not
the optimal for some applications – of this parameter is the 2-colouring number:
col2(G) = 1+min
<∈Σ maxv∈V
|N−< (v) ∪ {x : x < v ∧ (∃ y ∈ N+< (v)) xy ∈ E(G)}|.
In [26] it is shown that (using other terminology) col2(G) ≤ 10 for planar G, and χg(G) ≤ 4col2(G)+1
for any G. We use similar techniques, especially in the section on planar graphs.
An ordering game can also be played by Alice and Bob. They take turns choosing vertices to
form the order <= v1, . . . , vi, where vi is the last vertex chosen so far. The score of the game is
s = 1+maxv∈V (G) |N−< (v)|. Alice tries to minimise the score, and the game colouring number gcol(G)
is theminimum score that Alice can obtain against Bob’s best strategy. Then χg(G) ≤ gcol(G), and it is
shown in [22,36] that 18, 17 ≥ gcol(G) ifG is planar; in particular [22] showed gcol(G) ≤ 3col2(G)−1
for any G.
The oriented game chromatic number χog(G) was introduced in [33]. The game 2-colouring number
gcol2(G) is a competitive version of col2(G). In order to show that χog(G) is bounded on planar graphs,
Kierstead and Trotter [25] introduced what came to be known as the 4-colouring number, and more
generally the k-colouring number:
colk(G) = 1+min
<∈Σ maxv∈V
|{x : x < v ∧ (∃ x, v-path P) ∥P∥ ≤ k ∧ P − x− v ⊆ N+< (v)}|.
They proved that χog(G) is bounded in terms of gcol2(G) and gcol2(G) is bounded in terms of col4(G)
for any G; and col4(G) is bounded for planar G. In [28] this was generalised by defining colk(G) and
gcolk(G), and then showing that gcolk(G) is bounded in terms of col2k(G) for any G; and col2k(G) is
bounded for planar graphs.
An old problem in [6,7] asks for a bound on the degenerate chromatic number χd(G) for planar G.
In [24] it is shown that χd(G) ≤ col2(G) for any G and col2(G) ≤ 9 for planar G. In [37,35] it is shown
that the hierarchy col1(G), col2(G), . . . is equivalent to the hierarchy of the grad and class expansion
introduced by Nešetřil and Ossona de Mendez [31,32].
In [23] it is shown that two graphs G and H on n vertices with small maximum degree and small
2-colouring number can be packed; for planar graphs this improves a result in [5]. This involves
constructing a good bijection ϕ from one to the other so that all images of edges in the first graph are
nonedges in the second. These are not game theoretic notions, but the problem is solved by applying
game colouring techniques. The bijection ϕ is constructed in stages. Stage i + 1 starts with a partial
domain Di = {d1, . . . , di}, a partial range Ri = {r1, . . . , ri} and a good bijection ϕi : Di → Ri;
moreover in order to be able to continue the construction, we maintain the condition that no vertex
di or ri has large back-degree. At odd stages i + 1 we choose di+1 ∈ V (G) r Di according to Alice’s
strategy in the colouring game G on G to ensure that vertices in G have small back-degree. Then we
choose (using the back-degree condition on H) ri+1 ∈ V (H) r Ri so that there is a good bijection
ϕi+1 : Di+1 → Ri+1. This in interpreted as Bob’s move in the gameH on H . At even stages i + 1 we
choose ri+1 ∈ V (G)rRi according to Alice’s strategy inH to ensure that vertices inH have small back-
degree. Thenwe choose (using the back-degree condition onG) di+1 ∈ V (G)rDi so that there is a good
bijection ϕi+1 : Di+1 → Ri+1. This is interpreted as Bob’s move in G. In this scenario Alice’s objective is
to maintain a small back-degree while Bob’s objective is to maintain a good bijection. In meeting this
objective he may unintentionally injure Alice’s objective, but Alice’s strategy is sufficiently robust to
overcome this injury.
The colouring game defined in this paper is slightly different from the colouring game defined
in most other papers. In the colouring game studied in most other papers, either Alice or Bob has
the first turn, and in each of their turns, both Alice and Bob need to colour an uncoloured vertex,
i.e. Bob cannot pass a move without colouring a vertex. Our version gives Bob the most power, and
so our upper bounds are easily seen to apply to the more restricted versions. Our lower bounds are
obtained without using Bob’s extra power, so they also hold for more restrictive versions. Note that
these different versions of colouring games were already explicitly studied (cf. [1,38]).
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In this paper, we consider adapted game colouring of graphs. In the game, we are given a graph G, a
set of colours [k] = {1, . . . , k} and an edge colouring F : E(G)→ [k]. A partial colouring c : U → [k]
for U ⊆ V (G) is legal if no edge has the same colour as both of its ends, i.e. for any edge e = xy, if
c(x) = F(e) then either y is uncoloured or c(y) ≠ F(e), where both F and c use the colour set X .
For a graph G, the adapted game chromatic number χadg(G) is the least natural number k so that for
all edge colourings F : E(G)→ [k], Alice has a winning strategy in the above adapted colouring game
of G. Given a family G of graphs, let
χadg(G) = max{χadg(G) : G ∈ G}.
LetF be the class of forests,Q be the class of outerplanar graphs,PT k be the class of partial k-trees,P
be the class of planar graphs. We prove that χadg(F ) = 3, χadg(Q) = 5, k+ 2 ≤ χadg(PT k) ≤ 2k+ 1
and 6 ≤ χadg(P ) ≤ 11. For comparison, the present knownbest upper bounds for the game chromatic
numbers of the these classes are as follows: χg(F ) = 4 [15], 6 ≤ χg(Q) ≤ 7 [27,20], 2k + 1 ≤1
χg(PT k) ≤ 3k + 2 [39] and 8 ≤ χg(P ) ≤ 17 [27,36]. We remark that these upper bounds were
proved for the colouring game inwhich Alice has the firstmove and Bob cannot pass amove. However,
the proofs work also for the colouring game in which Bob has the first move and is allowed to pass
a move. In each case, the upper bound for the adaptable game chromatic number is smaller than
the present known upper bound for the game chromatic number. Games are notoriously difficult to
analyze, and as seen above, known bounds on the game chromatic number are often not tight. In each
case our bounds on adapted game chromatic number are at least as tight as those for game chromatic
number.
Compared to the conventional vertex colouring of a graph, adapted colouring of a graph is ‘‘less
restrictive’’. A (proper) vertex colouring of a graph G is always a (proper) colouring of G adapted
to F (for any edge colouring F ), a (proper) colouring of G adapted to an edge colouring F may be
not a ‘proper’ colouring of G. So it seems natural that χadg(G) should be at most χg(G). However
the following example shows that this intuition is far from correct. Note that for a graph G and
X, Y ⊆ V (G), E(X) denotes the edge set of the subgraph of G induced by X , and E(X, Y ) denotes
the edges of Gwhose two ends are in X and Y respectively.
Example 1.1. For every integer k there exists a graph Gwith χg(G) = 3 and χadg(G) ≥ k+ 1.
Proof. First notice that χg(Kt,t) = 3 for all integers t ≥ 2: Bob can win with two colours by passing
his first turn and then, after Alice colours a vertex, colouring another vertex in the same partite set
with a different colour. Now no vertex in the other bipartite set can be coloured. Alice can win with
three colours by colouring vertices in partite sets with no previously coloured vertices until there are
no such sets.
Now we show by induction on k that if t := t(k) is sufficiently large then χadg(Kt,t) ≥ k + 1. For
the base step k = 1 let t(1) = 1. Then Bob wins with one colour on Kt,t .
Now suppose k ≥ 2, and k is the number of colours in the game. Let t ′ := t(k− 1), H = Kt ′,t ′ and
let F : E(H) → [k − 1] be an edge colouring of H that witnesses χadg(H) ≥ k − 1; they exist by the
induction hypothesis. Set t = t(k) = 8t ′+ 4. Let X, Y be a bipartition of G = Kt,t , and partition X and
Y into sets:
{X1, . . . , X8, {x1, x2, x3, x4}}, {Y1, . . . , Y8, {y1, y2, y3, y4}},
where |Xi| = t ′ = |Yi|. (The vertices x2, x3, x4 are just place holders.) Then each Hi = G[Xi ∪ Yi] is a
copy of H . Let Fi : E(Hi)→ [k− 1] be the corresponding copy of F on Hi. Let F+ : E(G)→ [k] be the





E(Xi ∪ Yi) ∪
4
i=1
E(yi, Xi ∪ Xi+4 ∪ {x1, . . . , x4})

1 Example 2.3.
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are coloured with k, and all edges of
4
i=1
E(yi, Xi ∪ Xi+4 ∪ {x1, . . . , x4})
are coloured with 1.
Finally, we show that Bob has a winning strategy for the adapted game played on Gwith colour set
[k] and edge colouring F+. On his first turn, Bob colours x = x1 with colour k. Suppose Alice responds
by colouring a vertex z ∈ Xi ∪ Xi+4 ∪ Yi ∪ Yi+4 ∪ {xi, yi}, where i ∈ [4]. Let⊕ denote addition modulo
4, where classes are represented by 1, 2, 3, 4. On his next turn Bob colours a vertex y ∈ {yi, yi⊕1} such
that F+(yz) ≠ kwith colour k:
y =

yi if z ∈ Xi ∪ Xi+4 ∪ Yi ∪ Yi+4 ∪ {xi};
yi⊕1 if z = yi.
Note that in both cases it is legal to colour ywith k regardless of how z is coloured. Now, for all vertices
v ∈ Xj ∪ Yj ∪ Xj+4 ∪ Yj+4 with j ∈ {i ⊕ 2, i ⊕ 3} (a) v is uncoloured; (b) v cannot be coloured with
k, since x and y are coloured k, and v is linked to one of them by an edge coloured k, but (c) v can
be coloured with any colour in [k − 1], since all edges in E(v, {x, y, z}) are coloured k. Suppose Alice
responds by colouring z ′. Bob chooses j ∈ {i⊕ 2, i⊕ 3} so that z ′ ∉ Xj ∪ Yj ∪ Xj+4 ∪ Yj+4 ∪ {yj}, and
colours yj with 2 (if this is feasible; otherwise he has won already). Now for h ∈ {j, j+ 4} every edge
in E(Xh ∪ Yh, V (G) r (Xh ∪ Yh ∪ {yj})) is coloured k, vj is coloured 2 and every edge in E(vj, Xh ∪ Yh)
is coloured 1, and finally, every vertex of Xh ∪ Yh is uncoloured. This holds for both choices of h. So
after Alice’s next move, Bob can choose h so that it still holds. Bob can nowwin by passing after every
move of Alice that is not in Hh and following his winning strategy for Hh using the colour set [k − 1]
with the colouring Fh whenever Alice plays in Hh. 
2. Partial k-trees
In this section we prove that for any k ≥ 1, any partial k-tree has adapted game chromatic number
at most 2k + 1. First we determine the maximum adapted game chromatic number of forests. The
upper bound is a special case for general partial k-trees, however, we give a separate proof, which
serves as a preparation for the general case.
Theorem 2.1. The maximum adapted game chromatic number of forests is equal to 3, i.e., χadg(F ) = 3.
Proof. For each tree T in the forest, choose a vertex vT as its root. For a vertex x ≠ vT of T , denote the
father of x by f (x), and denote the edge joining x and f (x) by ex.
Alice’s strategy. Suppose Bob has just coloured a vertex x. If the father u = f (x) of x is uncoloured,
then Alice colours u with any legal colour distinct from F(eu) (if u = vT is the root, then colour it by
any legal colour). If f (x) is already coloured or if Bob passed the move, then Alice chooses either the
root or any uncoloured vertex u′ whose father is already coloured, and colours it with any legal colour.
We denote by c(y) the colour of a coloured vertex y. We say a colour α is a permissible colour of an
uncoloured vertex u, if α ≠ F(eu) and u has no coloured neighbour y such that α = c(y) = F(uy). To
show that this is a winning strategy for Alice, it suffices to show that at any moment, any uncoloured
vertex u has a permissible colour.
Assume u is an uncoloured vertex. If Alice has just finished a move, then no son of u is coloured by
Bob. Observe that if a son z of u is coloured by Alice, then by our strategy, c(z) ≠ F(ez). Thus any colour
different from F(eu) is a permissible colour for u. So u has at least two permissible colours. If Bob has
just finished a move, then at most one son of u, say z, is coloured by Bob, and any colour different
from c(z) and F(eu) is a permissible colour of u. Therefore u has at least one permissible colour. So the
strategy above is a winning strategy for Alice. This proves that χadg(T ) ≤ 3 for any tree T .
On the other hand, take a path Pn+1 = v0v1 . . . vn and an edge colouring F which colours the edges
of Pn+1 alternately by 1 and 2, i.e., F(v0v1) = 1, F(v1v2) = 2, . . . . Nowwe show that if the colour set
is {1, 2} and n ≥ 4, Bob has a winning strategy. In his first move, Bob colours v0 with colour 1. If Alice
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colours neither v1 nor v2 in the second move, then Bob colours v2 with colour 2 in the third move. As
there is no legal colour for v1, Bob wins this game. If Alice colours v1 in the second move, then v1 is
coloured by colour 2 (which is the only legal colour for v1). Bob colours v3 with colour 1 in the third
move, and wins the game. Assume Alice colours v2 in the second move. If v2 is coloured by colour 2,
then Bobwins the game as there is no legal colour for v1. If v2 is coloured by colour 1, then Bob colours
v4 with colour 2 and wins the game (as there is no legal colour for v3). This shows that χadg(Pn+1) ≥ 3
for n ≥ 4, implying that χadg(F ) = 3. 
Next we consider partial k-trees. Suppose G is a graph and v1, v2, . . . , vn is a linear ordering of
the vertices of G. For two vertices x, y of G, we write x < y if x = vi, y = vj and i < j. Recall that
N−(v) = {x ∈ N(v) : x < v} and N+(v) = {x ∈ N(v) : x > v}. The vertices in N−(v) are called the
backward neighbours of v and the vertices in N+(v) are called the forward neighbours of v. A graph G is
a k-tree if its vertices can be ordered in such that a way that the first k vertices induce a k-clique and
for any other vertex x, N−(x) induces a clique of size k. Given a set X of vertices, we denote by min X
the minimum vertex of X in this linear ordering.
Theorem 2.2. For any k-tree G, χadg(G) ≤ 2k+ 1.
Proof. Suppose G is a k-tree, F is an edge colouring of G and Alice and Bob play the adapted game
colouring on G with 2k + 1 colours. We shall prove that Alice has a winning strategy in the adapted
game colouring on Gwith edge colouring F . Assume a linear ordering of its vertices as above is given.
Alice’s strategy is described in the following.
Suppose Bob has just coloured a vertex x. Let U be the set of uncoloured vertices and let C be the
set of coloured vertices. For a coloured vertex v, denote by c(v) the colour of v.
If N−(x) ∩ U ≠ ∅, then let
u = minN−(x) ∩ U,
and let
Y = (N−(u) ∩ U) ∪ (N−(x) ∩ U) \ {u},
Z = {F(uy) : y ∈ Y }.
Note that since G is a k-tree and u ∈ N−(x), every vertex in N−(x) \ {u} is a neighbour of u, i.e.,
Y ⊆ N(u). A colour α is called a permissible colour for u if α is legal for u and moreover, α ∉ Z . Alice
colours uwith a permissible colour.
If N−(x) ∩ U = ∅ or if Bob passed his last move, then let u = minU , and Alice colours u with any
legal colour.
Now we show that this is a winning strategy for Alice. It suffices to show that if Alice chooses to
colour an uncoloured vertex u, then u has a permissible colour. Assume Bob has just coloured a vertex
x and as a response, Alice chooses an uncoloured vertex u to be coloured. (So either N−(x) ∩ U ≠ ∅
and u = minN−(x) ∩ U or N−(x) ∩ U = ∅ and u = minU .)
Let A = {v ∈ C ∩ N+(u) : v ≠ x, c(v) = F(vu)} and let B = {v ∈ C ∩ N−(u) : c(v) ≠ F(vu)}.
Since u is uncoloured, by our strategy if v ∈ N+(u) is coloured by Alice, then c(v) ≠ F(vu). So all the
vertices in A are coloured by Bob.When Bob colours v ∈ A, Alice colours v′ = minN−(v)∩U ′, here U ′
denotes the set of uncoloured vertices right after themoment that Bob coloured v. As u is uncoloured,
we conclude that v′ < u. By Alice’s strategy, the colour she chooses for v′ is different from F(uv′) (as
u ∈ N−(v)). This implies that v′ ∈ B. For each v ∈ A, letφ(v) = v′ be the vertex coloured by Alice right
after Bob colours v. Then φ is an injective mapping from A to B. So |A| ≤ |B|. Let Z1 = {c(v) : v ∈ A}
and let Z2 = {F(vu) : v ∈ N−(u) − B}. Then any colour not in Z1 ∪ Z2 ∪ {c(x)} is a legal colour for
u. Moreover, let Z3 = {F(uy) : y ≠ u, y ∈ N−(x)}; then any legal colour α for u not contained in Z3
is a permissible colour for u. So if α ∉ Z1 ∪ Z2 ∪ Z3 ∪ {c(x)} then α is a permissible colour for u. As
|Z3| ≤ k − 1, |Z2| ≤ k − |B|, Z1 ≤ |A| and |A| ≤ |B|, we conclude that |Z1 ∪ Z2 ∪ Z3 ∪ {c(x)}| ≤ 2k.
Since there are 2k+ 1 colours, there is a permissible colour for u.
Note Bob always has a legal move, since he can pass. So the strategy above is indeed a winning
strategy for Alice. 
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Fig. 1. The construction for k = 3.
Example 2.3. For all k ≥ 1, there exists a k-tree G with χg(G) ≥ 2k + 1. Moreover there exists an
edge colouring F of G for which Bob can win the adaptive game with fewer than k+ 2 colours.
Proof. Let T be the tree obtained from the path P = v0, . . . , v2k by adding sufficientlymany leaves to
v0 and sufficiently many leaves to v2k. This means that there are enough leaves to use the strategies
described below. Consider T as a rooted tree with root vk. Obtain G from T by adding all i-chords,
2 ≤ i ≤ k, along paths to the root vk and along the path P . Then G is a k-tree. Let P0 = v0, . . . , vk and
P2 = vk, . . . , v2k. (See Fig. 1.)
We first show that Bob can win the chromatic game if fewer than 2k+ 1 colours are available. On
his first move he colours vk. On her next move Alice does not colour a vertex in Pi for some i ∈ {0, 2}.
On his next kmoves Bob colours leaves adjacent to vik using colours that he has not yet used and Alice
has not yet used on vertices of Pi for as long as possible. When the last uncoloured vertex of Pi, say vj,
needs to be coloured, Bob has already coloured k leaves adjacent to vik. If Alice successfully coloured
every vertex of Pi, then before she colours the last vertex of Pi, Bob has coloured k leaves adjacent
to vik. The colours of these k leaves and the colours of the k + 1 vertices of Pi are all distinct. This is
contrary to our assumption that there are fewer than 2k+ 1 colours.
Now we consider the adaptive game. Let F be an edge colouring of G such that for every i ∈ {0, 2},
for every colour j, for every subset A of V (Pi), there existmany leaves vli,j,A of vik such that F(vv
l
i,j,A) = j
for every vertex v ∈ A and F(uvli,j,A) ≠ j for every vertex u ∈ V (Pi) \ A. This is possible since T has
sufficiently many leaves; indeed, this defines sufficiently in terms ofmany. Also let F(vkv) = α for all
vertices v in P − vk and some fixed colour α.
We show that Bob can win the adaptive game on G and F if fewer than k+ 2 colours are available.
He begins by colouring vk with α. By our choice of F no other vertex of P can be coloured with α. On
her next move Alice does not colour a vertex of Pi for some i ∈ {0, 2}. On each of his next k turns, Bob
chooses a colour j that he has not used yet, lets A be the set of uncoloured vertices of Pi, and colours a
leaf vli,j,A with colour j. Note that since all vertices in A are uncoloured, and F(uv
l
i,j,A) ≠ j for all vertices
u ∈ V (Pi)\A, colour j is a legal colour for vli,j,A. After Bob’s last such play, there remains an uncoloured
vertex in Pi and it cannot be coloured with any of the available colours. 
A graph is called a partial k-tree if it is a subgraph of a k-tree. Every subgraph of a chordal graph
with clique size k+ 1 is a partial k-tree. The proof of Theorem 2.2 above can be modified to show the
following corollary.
Corollary 2.4. If G is a partial k-tree, then χadg(G) ≤ 2k+ 1.
Proof. Assume G is a partial k-tree. We may assume that G is a spanning subgraph of a k-tree G′.
For any edge colouring F of G, extend F to an edge colouring of G′ by arbitrarily assigning colours to
edges in E(G′)− E(G). Apply the above strategy to G′. It is obvious that it is also a winning strategy for
Alice. 
As outerplanar graphs are partial 2-trees, we have the following corollary.
Corollary 2.5. If G is an outerplanar graph, then χadg(G) ≤ 5.
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Fig. 2. The structure of G.
Example 2.6. There exists an outerplanar graph G and an edge colouring F of G for which Bob canwin
the adaptive game with 4 colours.
Proof. Let G be the graph with V (G) = {r, v0} ∪ {ui, vi, wi,j : 1 ≤ i ≤ n, 1 ≤ j ≤ 6}, such that
P = v0v1 . . . vn is an induced path, r is adjacent to each vertex of P , each Qi = vi−1uivi is a triangle,
each Si = {vi, wi,1, . . . , wi,6} induces a star with root vi, and there are no other edges. Colour the
edges of P alternately with 1 and 2 starting with 1. Colour the edges incident to r with 4, the edges
incident to each ui with 3, the edges incident to eachwi,1, wi,3,, wi,5 with 1, and the edges incident to
eachwi,2, wi,4, wi6 with 2. (See Fig. 2.)
If n ≥ 11, and Alice and Bob play the adapted colouring game on Gwith colours 1, 2, 3, 4, then Bob
has a winning strategy. He starts by colouring the vertex r by colour 4 in his first move. Then none of
the vertices of Pn+1 can be coloured by 4. So in the remaining part of the game, Alice and Bob need to
colour the vertices of Pn+1 with colours 1, 2, 3, with Alice having the first move. After Alice plays, Bob
can choose an odd index i so that no vertex with a first index in {i− 3, i− 2, i− 1, i, i+ 1, i+ 2} has
been coloured. Then Bob colours ui with 3. Note that F(vi−1vi) = 1. Now vi−1, vi must be coloured
from {1, 2} and only one can be coloured with 1.
First assume Alice colours neither vi−1 nor vi with 2. One, say vi, of them remains uncoloured. Bob
can win in at most two moves by first colouring wi,j with 2 = F(wi,jvi), where j is even. Alice must
now colour vi with 1 (or Bob wins by colouring wi,j′ with 1 = F(wi,j′vi), where j′ is odd, leaving no
legal colour for vi). If vi−1 is coloured then it is coloured with 1 and so Bob has already won, since vi
cannot be coloured. Otherwise Bob wins by colouring somewi−1,h with 2 = F(wi−1,hvi−1), where h is
even.
Now assume that on Alice’s second move she colours (say) vi with 2. Then Bob colours ui+2 with
3. The only legal colour for vi+1 is 1, since F(vivi+1) = 2. So Alice must colour it with 1 (or Bob wins
by colouring wi+1,j′ with 1, where j′ is odd). Then Bob colours wi+2,j with 2, where j is even. Since
F(vi+1vi+2) = 1, there is no legal colour for vi+2, and so Bob wins. 
Notice that Bob did not use his option to pass, although he did take advantage of having the first
move. But even if Alice had the first move, Bob could still win if the game were played on two disjoint
copies of G. Moreover the option to pass would not have helped Alice in either game.
Corollary 2.7. The maximum adapted game chromatic number of outerplanar graphs is equal to 5,
i.e., χadg(Q) = 5.
3. Planar graphs
In this section we prove that planar graphs have adapted game chromatic number at most 11. The
proof is based on ideas from [26,22,3] and Section 2 of this paper.
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Theorem 3.1. If G is a planar graph, then χadg(G) ≤ 11.
Proof. Fix a (not necessarily proper) edge colouring F of G. The proof consists of three parts. First we
construct a linear ordering L of the vertices of G. Next we define a strategy for Alice in terms of this
order. Finally, we show that if Alice uses her strategy to play the game with 11 colours, then she will
win.
The ordering L := v1, . . . , vn is defined inductively (in reverse order), startingwith any vertex vn of
degree atmost 5. Supposewehave already selected the vertices vi+1, . . . , vn, andwe are now selecting
the next vertex vi. Partition the vertex set V into two parts, the selected vertices S := {vi+1, . . . , vn}
and the unselected vertices T := V \ S, and construct a new graph H := Hi as follows:
(H1) Delete each edge between any two vertices in S.
(H2) Delete each vertex v ∈ S with at most 3 neighbours in T to get a subset S ′ ⊆ S.
(H3) For each vertex v ∈ S \ S ′, add any missing edges between its neighbours in T so that NG(v) is a
clique (of at most three vertices) in H .
(H4) For each vertex v ∈ S ′, consider the natural cyclic order of its neighbours in T , and add any
missing edges between successive neighbours so that NG(v) ordered naturally is a cycle in H that
separates v from all other vertices of H .
It can be verified that the new graph H is planar: the new edges in H can be drawn near edges of G
incident to vertices of S. So by Euler’s formula, H satisfies |E(H)| ≤ 3|V (H)| − 6.
Now suppose each edge of H has been assigned 8 stones. These stones will be redistributed as
follows.
(D1) If an edge e ∈ E(T ) is on a face f that also contains a (unique) vertex v ∈ S ′, then it sends one of
its stones to v.
(D2) If uv ∈ E(T , S ′)with u ∈ T and v ∈ S ′, then it sends 3 stones to u and 5 stones to v.
(D3) If uu′ ∈ E(T ), then it sends 3 stones to u and 3 stones to u′.
At the end of this redistribution every vertex v ∈ S ′ with degree d has at least 6d ≥ 24 stones—
using (D1) and (H4), it gets d from the edges of the cycle spanning its neighbourhood, and using (D2),
it gets 5d from its incident edges. There are at most 8|E(H)| < 24|V (H)| stones. Thus some vertex
in T has at most 23 stones. Let vi be such a vertex. This completes the construction of L. For future
reference, note that by (D2) and (D3), vi has received 3 stones from each of its incident edges in H .
Alice’s strategy. Let N+(v) = {x ∈ N(v) : x>L v} and N−(v) = {x ∈ N(v) : x<L v}. If a vertex x
has been coloured, then we denote its colour by c(x). Alice’s strategy consists of two parts—selecting
a vertex to colour and deciding with what colour to colour it.
To select the next vertex u to colour, Alice considers three cases:
Case 1. Alice is making the first move (since Bob passed). She selects u := v1.
Case 2. The last vertex to have been coloured is x and every vertex in N−(x) is coloured. She selects
the least uncoloured vertex u.
Case 3. The last vertex to have been coloured is x and there exists an uncoloured vertex in N−(x). She
selects the least such vertex u.
Now suppose Alice has chosen u. Let C be the set of coloured vertices andU be the set of uncoloured
vertices. She colours u with a permissible colour c(u) := α, i.e., a colour α satisfying the following
constraints:
Constraint 1. α ≠ F(uw) for anyw ∈ I := {w ∈ N−(u) : w ∈ U ∨ c(w) = F(uw)}.
Constraint 2. α ≠ F(zu) for any z ∈ O := {z ∈ C ∩ N+(u) : c(z) = F(zu)}.
Constraint 3. Suppose Case 3 holds. Let si be the ith smallest vertex (if it exists) ofN+(u)∩N−(x). Then
α ≠ F(yu) for y ∈ D := {s1, s2}.
This completes the description of Alice’s strategy. Clearly for any fixed graph G, Alice can carry out
this strategy if she has enough colours. Moreover, in this case Constraints 1 and 2 guarantee that all
her moves are legal. (Note that Bob can always play legally by passing.)
To finish the proof, it suffices to show that if 11 colours are available, then Alice will not get stuck
while using her strategy to play on any edge coloured planar graph G, regardless of how Bob plays.
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We argue by induction on the number k of vertices that have been coloured. Suppose Alice has just
selected u =: vi. For the base step k = 0, we are in Case 1. So u = v1, there are no coloured vertices.
Thus Constraints 1–3 put no restriction on α, and so Alice successfully colours u with any available
colour.
Now consider the induction step k > 0. Suppose x is the last vertex to have been coloured (possibly
by Alice if Bob passed). In Case 2, Constraint 3 puts no restrictions on α. We shall handle this easy case
after the more difficult Case 3.
Suppose for Case 3 that x is the last vertex coloured, and u ∈ N−(x). SetH := Hi. By the construction
of H , z ∈ O is a vertex of H if and only if du(z) := |{w ∈ N−(z) : w ≤ u}| ≥ 4. Set B := O ∩ V (H) and
A := O \ B. By the construction of L, u received less than 24 stones from the edges of H . Each edge in
E(u,N−(u) ∪ B) sends 3 stones to u. Thus |N−(u) ∪ B| ≤ 7. Since N−(u) and B ⊆ N+(u) are disjoint,
|N−(u)| + |B| ≤ 7. (1)
Consider z ∈ O − {x}. Then c(z) = F(zu). By the induction hypothesis and Constraint 1, if Alice had
coloured z then she would have used a colour different from F(zu). So z was coloured by Bob. Since
z is not the last coloured vertex x, Alice has already responded by selecting, and colouring, a vertex
φ(z) ∈ N−(z). Since u was a candidate for selection, φ(z)<L u. Since the vertex φ(z) can only be
coloured once,φ is an injection. In addition, suppose z ∈ A−{x}. Then by (H3),N−(z) is a clique, and so
u ∈ N+(φ(z)). Since du(z) ≤ 3, either u is the smallest or second smallest vertex ofN+(φ(z))∩N−(z).
By the induction hypothesis and Constraint 3, Alice coloured φ(z)with a colour α′ ≠ F(uφ(z)). Thus
φ(z) ∉ I . So I ⊆ N−(z) \ φ(A− x), and hence
|I| ≤ |N−(u)| − |A− x|. (2)
It follows from (2), and then (1), that the number of colours that Alice cannot use on u according to
Constraints 1–3 is at most
|O− {x}| + |I| + |D| + |{x}| ≤ (|A− x| + |B|)+ (|N−(u)| − |A− x|)+ 3
≤ |N−(u)| + |B| + 3 ≤ 10.
The argument for Case 2 is the same, except the |D| and possibly the |{x}| term(s) are missing. 
Example 3.2. There exists a planar graph H and an edge colouring F of G for which Bob can win the
adaptive game with 5 colours.
Proof. Form H from two disjoint copies G1 and G2 of the outerplanar graph G from Example 2.6 and
a new vertex R that is adjacent to every other vertex. Colour the edges incident to Rwith 5. Bob plays
first by colouring R with 5. Now no other vertex can be coloured with 5. Suppose Alice responds by
colouring a vertex of Gi. Then Bob wins by following his strategy for the adapted game on G3−i with
four colours. 
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