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STABLE RECOVERY OF A NON-COMPACTLY SUPPORTED COEFFICIENT OF A
SCHRO¨DINGER EQUATION ON AN INFINITE WAVEGUIDE
YOSRA SOUSSI
ABSTRACT. We study the stability issue for the inverse problem of determining a coefficient appearing in a
Schro¨dinger equation defined on an infinite cylindrical waveguide. More precisely, we prove the stable recovery
of some general class of non-compactly and non periodic coefficients appearing in an unbounded cylindrical
domain. We consider both results of stability from full and partial boundary measurements associated with the
so called Dirichlet-to-Neumann map. To the best of our knowledge, our results are the first results of stable
recovery of such class of coefficients for an elliptic equation in an unbounded domain.
1. INTRODUCTION
Let Ω be an unbounded open connected set of R3 taking the form Ω :“ ωˆR, with ω a C2 bounded open
connected set of R2. Let BΩ “ Bω ˆ R be the boundary of Ω. We fix q P L8pΩq such that 0 is not in the
spectrum of the operator ´∆` q acting on L2pΩq with homogeneous Dirichlet boundary condition. Then,
we consider the following boundary value problem:$&
% ´∆u` qu “ 0 in Ω ,u “ f on BΩ. (1.1)
Since Ω is unbounded, for X “ ω or X “ Bω and any r ą 0, we define the space HrpX ˆ Rq by
HrpX ˆ Rq :“ L2pX;HrpRqq X L2pR;HrpXqq.
We denote also by H´rpBΩq the dual space of HrpBΩq. Combining [14, Lemma 2.2] with some classical
lifting arguments (see e.g. [36, Theorem 8.3, Chapter 1]), which can be extended to infinite cylindrical
domain Ω by using arguments similar to [17, Lemma 2.2], we deduce that for f P H
3
2 pBΩq problem (1.1)
admits a unique solution u P H2pΩq. In the present paper, we consider the inverse problem of identifying
the electric potential q from measurements on the boundary of solutions of (1.1). More precisely, our
observations are given by the Dirichlet-to-Neumann (DN in short) map Λq which is defined by
Λq : H
3
2 pBΩq ÝÑ H
1
2 pBΩq
f ÞÝÑ Bνu :“ ∇u ¨ ν.
(1.2)
Here ν is the outward unit normal vector on BΩ which takes the form
νpx1, x3q :“ pν
1px1q, 0q, x “ px1, x3q P BΩ, x
1 :“ px1, x2q P ω,
with ν 1 is the outward unit normal vector on Bω. Moreover, we use here the fact that the map H2pΩq Q
w ÞÑ Bνw P H
1
2 pBΩq is a bounded operator which can be deduced from a combination of arguments of [36,
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Theorem 8.3, Chapter 1] and [17, Lemma 2.2].
Let Γ0 Ă Bω be an arbitrary open set. The restriction Λ
1
q of Λq on Γ0 ˆR is defined by
Λ1q : H
3
2 pBΩq ÝÑ H
1
2 pΓ0 ˆ Rq
f ÞÝÑ Bνu :“ ∇u ¨ ν|Γ0ˆR.
(1.3)
In this paper, we study the stable recovery of q from knowledge of the full DN map Λq and the partial DN
map Λ1q.
1.1. Physical motivation. The problem under consideration in this paper is related to the Caldero`n’s prob-
lem [8]. The latter can be seen as the determination of an electrical conductivity of a medium by making
voltages and current measurements at the boundary of the medium. This problem is called the Electri-
cal Impedance Tomography (EIT) problem (see [37]) which has many applications including geophysical
prospection [38] and medical imaging by improving the early detection of breast cancer [39].
The statement of this problem on the infinite cylindrical domain (also called infinite waveguide) can be asso-
ciated with problems of transmission to long distance, where the goal of our inverse problem is to determine
an impurity that perturbs the guided propagation.
1.2. Known results. In 1980, Caldero´n considered in [8] the first formulation of a problem which is now
called the Caldero´n problem (see [13, 37] for an overview). In [40], the authors provided the first positive
answer to this problem stated in terms of a uniqueness result from full boundary measurements. Since then,
this problem has received many intention and this result has been improved in several way. This includes
some results with partial data like [2, 7, 20, 23, 24] and some stability results stated in [1, 5, 9, 10, 12, 15].
All the above mentioned results have been stated in a bounded domain. Several authors considered also
the recovery of coefficients for elliptic equations on an unbounded domain corresponding to a slab or an
infinite cylindrical waveguide. For instance, we can mention the work of [31, 33, 34, 35] dealing with the
unique recovery of several class of compactly supported coefficients in a slab from boundary measurements.
The stability issue for these classes of inverse problems has been address by [11]. For results devoted to
recovery of coefficients in an infinite cylindrical domain, we can first mention the work of [16, 17] where the
stable recovery of coefficients periodic along the axis of an infinite cylindrical domain has been addressed.
More recently, [25, 26] obtained the first results of recovery of non-compactly supported and non-periodic
coefficients appearing in an elliptic equation on infinite cylindrical domain. The results of [25, 26] seems to
be the first results of unique recovery of such a general class of electromagnetic potentials in an unbounded
domain. In addition, the analysis of [20, 21] extend also the results of [31, 35] to the recovery of non-
compactly supported coefficients in a slab. Finally, we refer to the works [30, 4, 3, 6, 27, 29, 15, 18, 22]
for the analysis of inverse problems of identifying non compactly supported coefficients and some related
problems in an unbounded domain.
1.3. Statement of the main results. In this paper we consider the inverse problem of identifying the elec-
tric potential q from boundary measurements. For this purpose, we need to define a set of admissible
coefficients. In order to introduce the set of admissible unknown potentials, we fix M P p0,`8q and
q0 P H
1pΩq X L8pΩq such that }q0} ď M . Then, we consider the set of admissible unknown potentials
QpM, q0q corresponding to the set of all q P H
1pΩq X L8pΩq satisfying the following conditions:
(i)
}q ´ q0}H1pΩq ` }q}L8pΩq `
ż
Ω
p1` |x3|q|pq ´ q0qpx
1, x3q| dx
1dx3 ďM, (1.4)
(ii)
qpxq “ q0pxq, x P BΩ, (1.5)
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(iii) 0 is not in the spectrum of the operator ´∆ ` q acting on L2pΩq with homogeneous Dirichlet
boundary condition.
We start by proving the stable recovery of q from measurements on the whole boundary. Our first main
result can be stated as follows.
Theorem 1.1. Let M ą 0 and, for j “ 1, 2, let qj P QpM, q0q. Then, there exists a positive constant C
depending only onM and Ω such that››q1 ´ q2››L2pΩq ď C log
´
3`
››Λq1 ´ Λq2››´1
BpH
3
2 pBΩq,H
1
2 pBΩqq
¯´ 1
36
. (1.6)
Here and from now, for any Banach spaces X,Y , we denote by BpX,Y q the space of bounded operator
from X to Y with the associated norm.
For
››Λq1 ´ Λq2››
BpH
3
2 pBΩq,H
1
2 pBΩqq
“ 0, the quantity on the right hand side of (1.6) corresponds to 0.
Next, we give our partial data result with restriction of the measurement to some portion of the boundary.
In contrast to the previous full data result this partial data result requires some additional definitions and
assumptions that we need to recall first. LetW0 Ă ω be an arbitrary neighborhood of the boundary Bω such
that BW0 “ Bω Y Γ
7 with Bω X Γ7 “ ∅. Without loss of generality, we assume that Γ7 is C2. We setWj ;
j “ 1, 2, 3 such that
Wj`1 ĂWj, Wj ĂW0 and Bω Ă BWj .
Let Γ0 Ă Bω Ă BW0 be an arbitrary (not empty) open set of Bω. Let Oj “Wj ˆR for j “ 0, 1, 2, 3. For a
givenM ą 0, we introduce the admissible set of coefficients
Q1pM, q0,O0q “ tq P QpM, q0q X C
2pΩ,R3q; }q}
C2pΩq ďM and q “ q0 in O0u.
Then, our second main result can be stated as follows.
Theorem 1.2. LetM ą 0 and, for j “ 1, 2, let qj P Q
1pM, q0,O0q. Then, there exists a positive constant
C depending only onM and Ω such that››q1 ´ q2››L2pΩq ď C log
´
3`
››Λ1q1 ´ Λ1q2››´1BpH 32 pBΩq,H 12 pΓ0ˆRqq
¯´ 1
36
. (1.7)
1.4. Comments about our results. To the best of our knowledge, Theorem 1.1 is the first result of stable
recovery of coefficients appearing in an elliptic equation which are neither compactly supported nor peri-
odic. Only some uniqueness results have been obtained so far for the recovery of this class of coefficients
(see [25]). Indeed, one can only find in the mathematical literature works like [11, 16, 17] devoted to the
stable recovery of compactly supported or periodic coefficients in an unbounded domain.
In addition to the result of Theorem 1.1, we obtain a partial data result in the spirit of [5] for unbounded
cylindrical domains stated in Theorem 1.2. Namely, by assuming that the coefficient under consideration
is known close to the boundary, we show that the result of Theorem 1.1 remain valid with measurements
restricted to any portion of BΩ of the form Γˆ R with Γ an arbitrary open subset of Bω. We prove this last
result by combining the tools of Theorem 1.1 with a Carleman estimate for elliptic equations on unbounded
cylindrical domain. Since, in contrast to all other similar works, the Carleman estimate required for Theo-
rem 1.2 is stated in an unbounded domain, we prove its derivation in the appendix by using a separation of
variables argument. The stability estimate of Theorem 1.2 can be compared to the one obtained by [3], for
dynamical Schro¨dinger equations, in terms of restriction of the measurements.
Let us observe that, in contrast to the uniqueness results of [25], the stability results of Theorem 1.1,
1.2 require more careful estimates and some extra restriction of the class of coefficients under considera-
tion. Moreover, in contrast to other stability results for this problem (see e.g. [1, 2, 11, 12]) some extra
assumption, stated in (1.4), on the behavior at infinity of the admissible coefficients are required. This extra
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assumption is used here in order to overcome a difficulty which is intrinsic to the extension of results asso-
ciated with stable recovery of coefficients on a bounded domain to the stable recovery of coefficients in an
unbounded domain.
1.5. Outline. This paper is organized as follows. As a first step, we introduce the complex geometrical
optics (CGO in short) solutions of our problem in Section 2. Relying on the properties of these particular
solutions and on the weak unique continuation property stated in the Appendix, we can prove that the electric
potential depends stably on the global Dirichlet-to-Neumann map in the third section and on the partial one
in the fourth section.
2. CONSTRUCTION OF PARTICULAR SOLUTIONS
In order to solve our inverse problem, we first borrow from [25] the construction of particular solutions
called CGO solutions. Let us start by fixing some notations. Let θ P S1, ξ “ pξ1, ξ3q P R
3 such that
ξ1 P θKzt0u, ξ3 P Rzt0u and η P S
2 given by η “
´
ξ1,´
|ξ1|2
ξ3
¯
gffe|ξ1|2` |ξ1|4
ξ23
. In particular, we have
η ¨ ξ “ pθ, 0q ¨ ξ “ pθ, 0q ¨ η “ 0.
We consider the function χ P C80 pp´2, 2q, r0, 1sq such that χ “ 1 on r´1, 1s. Since we are dealing with an
unbounded domain, this cut-off function is introduced by Kian [25] in order to insure the square integrability
property of the CGO solutions. He also assumed that the principal part of the CGO solutions propagates
along the axis of the waveguide and he used several arguments such as separation of variables and suitable
Fourier decomposition of operators. By extending the work of [25] we obtain the following result.
Proposition 2.1. Let R ą 1, let q P L8pΩq be such that (1.4) is fulfilled with q “ qj and let ξ “ pξ
1, ξ3q P
R
2 ˆ R be such that
|ξ| ď R, |ξ1| ą 0, |ξ3| ą 0. (2.1)
There exists ρ0 ą 1, depending onM and Ω, such that for any ρ ą ρ0R
16, the equation ´∆u` qu “ 0 has
a solution u P H2pΩq given by
upx1, x3q “ e
´ρθ¨x1
´
eiρη¨xχ
`
ρ´
1
4x3
˘
e´iξ¨x ` rρpxq
¯
,
with rρ P H
2pΩq satisfying
ρ´1}rρ}H2pΩq ` ρ}rρ}L2pΩq ď CR
2ρ
7
8 , (2.2)
where C ą 0 depends only on Ω andM .
In contrast to the construction of [25], in Proposition 2.1 we give also some precise estimate of the
CGO by taking into account the dependency with respect to the frequency ξ. These estimates will play an
important role in the proof of Theorem 1.1. By a simple computation, it is easy to check that u is a solution
of ´∆u` qu “ 0 if and only if rρ solves
P´ρrρ “ ´qrρ ´ e
ρθ¨x1p´∆` qqe´ρθ¨x
1
eiρη¨xχ
`
ρ´
1
4x3
˘
e´iξ¨x, (2.3)
with Ps :“ ´∆´ 2sθ ¨∇
1 ´ s2, s P R. Let us consider the equation
P´ρypxq “ F pxq; x P Ω. (2.4)
Then we have the following lemma proved in [25].
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Lemma 2.2 (Lemma 2.4, [25]). For every ρ ą 1 there exists a bounded operator Eρ : L
2pΩq Ñ L2pΩq
such that
P´ρEρF “ F, F P L
2pΩq, (2.5)
}Eρ}BpL2pΩqq ď Cρ
´1, (2.6)
Eρ P B
`
L2pΩq;H2pΩq
˘
(2.7)
and
}Eρ}BpL2pΩq;H2pΩqq ď Cρ, (2.8)
with C ą 0 depending only on Ω.
Armed with this lemma we are know in position to complete the proof of Proposition 2.1.
Proof of Proposition 2.1. First, we notice that
´ eρθ¨x
1
p´∆` qqe´ρθ¨x
1
eiρη¨xχ
´
ρ´
1
4x3
¯
e´iξ¨x
“ ´
´ `
|ξ|2 ` q
˘
χ
´
ρ´
1
4x3
¯
´ 2iη3ρ
3
4χ1
´
ρ´
1
4x3
¯
` 2iξ3ρ
´ 1
4χ1
´
ρ´
1
4x3
¯
´ ρ´
1
2χ2
´
ρ´
1
4x3
¯
eiρη¨x
¯
e´iξ¨x. (2.9)
On the other hand, we have ż
R
ˇˇˇ
χ
´
ρ´
1
4x3
¯ˇˇˇ2
dx3 “ ρ
1
4
ż
R
|χptq|2 dt.
Then, we get ›››χ´ρ´ 14x3¯›››
L2pΩq
“ }χ}L2pRq|ω|
1
2ρ
1
8 .
In the same way, one can check that›››χ´ρ´ 14x3¯›››
L2pΩq
`
›››χ1 ´ρ´ 14x3¯›››
L2pΩq
`
›››χ2 ´ρ´ 14x3¯›››
L2pΩq
ď Cρ
1
8 , (2.10)
with C depending only on Ω. By combining the above arguments with p2.9q, we get›››´eρθ¨x1p´∆` qqe´ρθ¨x1eiρη¨xχ´ρ´ 14x3¯ e´iξ¨x›››
L2pΩq
ď C
´`
|ξ|2 ` }q}L8pΩq
˘
ρ
1
8 ` 2 |η3| ρ
7
8 ` 2 |ξ3| ρ
´ 1
8 ` ρ´
3
8
¯
.
Combining this with (1.4) and (2.1), we obtain›››´eρθ¨x1p´∆` qqe´ρθ¨x1eiρη¨xχ´ρ´ 14x3¯ e´iξ¨x›››
L2pΩq
ď CR2ρ
7
8 , (2.11)
with C ą 0 depending on Ω andM . By Lemma 2.2, p2.3q could be written as
rρ “ ´Eρ
´
qrρ ` e
ρθ¨x1p´∆` qqe´ρθ¨x
1
eiρη¨xχ
´
ρ´
1
4x3
¯
e´iξ¨x
¯
. (2.12)
We will show that this equation admits a solution rρ P H
2pΩq, satisfying (2.2), by applying a fixed point
argument to the map
Lρ : L
2pΩq Ñ L2pΩq
G ÞÑ ´Eρ
”
qG` eρθ¨x
1
e´iρη¨xp´∆` qqe´ρθ¨x
1
eiρη¨xχ
´
ρ´
1
4x3
¯
e´iξ¨x
ı
.
In view of p2.6q and p2.11q, we get
}Lρr}L2pΩq ď CR
2ρ´
1
8 ` Cρ´1}r}L2pΩq, r P L
2pΩq,
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}Lρh1 ´ Lρh2}L2pΩq ď }Eρ rq ph1 ´ h2qs}L2pΩq ď Cρ
´1 }h1 ´ h2}L2pΩq , h1, h2 P L
2pΩq,
with C ą 0 depending on Ω and M . Thus, there exists ρ0 ą 1, depending on Ω and M , such that for
ρ ě ρ0R
16, the map Lρ admits a unique fixed point rρ in
 
r P L2pΩq : }r}L2pΩq ď 1
(
. Moreover, p2.6q,
p2.7q and p2.8q imply that rρ P H
2pΩq satisfies the decay property p2.2q. 
Henceforth, we can consider the solutions uj P H
2pΩq of ´∆uj ` qjuj “ 0 taking the forms
u1px
1, x3q “ e
´ρθ¨x1
´
eiρη¨xχ
`
ρ´
1
4x3
˘
e´iξ¨x ` r1pxq
¯
(2.13)
and
u2px
1, x3q “ e
ρθ¨x1
´
e´iρη¨xχ
`
ρ´
1
4x3
˘
` r2pxq
¯
, (2.14)
with r1 P H
2pΩq and r2 P H
2pΩq satisfying
ρ´1}r1}H2pΩq ` ρ}r1}L2pΩq ď CR
2ρ
7
8 (2.15)
and
ρ´1}r2}H2pΩq ` ρ}r2}L2pΩq ď Cρ
7
8 . (2.16)
3. STABILITY ON THE WHOLE BOUNDARY
This section is devoted to the proof of the Theorem 1.1. For this purpose, we fix qj P QpM, q0q, j “ 1, 2.
We recall that since q :“ q2 ´ q1 “ 0 on BΩ, we can extend q to a H
1pR3q vector by assigning it the value
0 outside of Ω and we will refer to the extension by q. We recall also that the Proposition 2.1 guarantees
the existence of solutions uj P H
2pΩq to the equation p´∆ ` qjquj “ 0 in Ω given by p2.13q and p2.14q.
These solutions satisfy the following property.
Lemma 3.1. There exists C ą 0 such that for R ą 1, ρ ą ρ0R
16 and ξ P R3 satisfying (2.1), the following
estimates
}u1}H2pΩq ď Ce
pD`1qρ and }u2}H2pΩq ď Ce
pD`1qρ
hold true for any solutions u1 and u2 given by p2.13q and p2.14q.
Here D :“ sup
x1Pω
|x1| and ρ0 is the constant appearing in Proposition 2.1.
Proof. Using the expression of u1, we can easily deduce that
}u1}L2pΩq ď }e
´ρθ¨x1}L8pΩq}e
iρη¨xχ
`
ρ´
1
4x3
˘
e´iξ¨x ` r1pxq}L2pΩq.
Setting D :“ sup
x1Pω
|x1|, we get
}u1}L2pΩq ď e
Dρ
´
}χ
`
ρ´
1
4x3
˘
}L2pΩq ` }r1pxq}L2pΩq
¯
.
p2.15q and p2.10q with the fact that 1 ă R ă ρ lead to the following estimate
}u1}L2pΩq ď Ce
Dρ
´
ρ
1
8 `R2ρ´
1
8
¯
ď Cρ3eDρ ď CepD`1qρ.
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By simple computations of ∇u1 and BxiBxj , for i, j “ 1, 2, 3 and by the same arguments used previously,
we obtain
}∇u1}L2pΩq ď e
Dρ
´
pρ` |ξ|q}χ
`
ρ´
1
4x3
˘
}L2pΩq ` ρ}χ
1
`
ρ´
1
4x3
˘
}L2pΩq ` ρ}r1}L2pΩq ` }∇r1}L2pΩq
¯
ď CeDρ
´
ρpρ`Rq ` ρ2R2
¯
ď Cρ4eDρ
ď CepD`1qρ
and
}BxiBxju1}L2pΩq ď e
Dρ
´
pρ2 ` |ξ|2q}χ
`
ρ´
1
4x3
˘
}L2pΩq ` pρ` |ξ|q}χ
1
`
ρ´
1
4x3
˘
}L2pΩq
` ρ´
1
2 }χ2
`
ρ´
1
4x3
˘
}L2pΩq ` ρ
2}r1}L2pΩq ` ρ}∇r1}L2pΩq ` }BxiBxjr1}L2pΩq
¯
ď CeDρ
´
ρpρ2 `R2q ` ρpρ`Rq ` ρ` ρ2R2
¯
ď Cρ4eDρ
ď CepD`1qρ.
In the same way, we get
}u2}L2pΩq ď Ce
pD`1qρ and }u2}H2pΩq ď Ce
pD`1qρ.
This completes the proof. 
Now we are able to prove the first main result of this paper.
Proof of Theorem 1.1. In all this proof C ą 0 is a constant depending only on Ω and M that may change
from line to line. Fix R ą 1, ρ ą ρ0R
16 and ξ P R3 satisfying (2.1), with ρ0 ą 1 the constant appearing in
Proposition 2.1. For j “ 1, 2, consider also uj P H
2pΩq a solution of ´∆uj ` qjuj “ 0 on Ω taking the
form (2.13)´ (2.14) with rj satisfying (2.15)´ (2.16). Consider the following boundary value problem$&
% ´∆w ` q1w “ 0 in Ω ,w “ u2 :“ h on BΩ. (3.1)
Since q1 P QpM, q0q, we know that 0 is not in the spectrum of ´∆ ` q1 acting on L
2pΩq with Dirichlet
boundary condition. Therefore, (3.1) admits a unique solution w P H2pΩq. Fixing u “ w ´ u2 P H
2pΩq,
we deduce that u solves $&
% ´∆u` q1u “ qu2 in Ω ,u “ 0 on BΩ. (3.2)
Applying Green’s Formula, we getż
Ω
qu2u1 dx “
ż
Ω
´∆uu1 dx`
ż
Ω
q1uu1 dx
“ ´
ż
BΩ
Bνuu1 dσx `
ż
BΩ
Bνu1u dσx
“ ´
ż
BΩ
`
Λq1 ´ Λq2
˘
hu1 dσx. (3.3)
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Note that here and from now on, since Ω and BΩ are unbounded, we use [25, Lemma 3.1] in order to extend
the usual Green’s Formula to our framework. Moreover, we have
qu1u2 “ qe
´iξ¨xχ2
`
ρ´
1
4x3
˘
` zρ, (3.4)
with
zρ “ q
”
eiρη¨xe´iξ¨xχ
`
ρ´
1
4x3
˘
r2 ` e
´iρη¨xχ
`
ρ´
1
4x3
˘
r1 ` r1r2
ı
.
Then, we haveż
Ω
|zρ| ď
ż
Ω
|q||χ
`
ρ´
1
4x3
˘
||r1| dx`
ż
Ω
|q||χ
`
ρ´
1
4x3
˘
||r2| dx`
ż
Ω
|q||r1r2| dx,
:“ I1 ` I2 ` I3.
Using p2.2q and the fact that }q}L8pΩq ď 2M , we get
I1 ď }q}L2pΩq}χ
`
ρ´
1
4x3
˘
}L8pΩq}r1}L2pΩq ď CR
2ρ´
1
8 ,
I2 ď }q}L2pΩq}χ
`
ρ´
1
4x3
˘
}L8pΩq}r2}L2pΩq ď Cρ
´ 1
8
and
I3 ď }q}L8pΩq}r1}L2pΩq}r2}L2pΩq ď CR
2ρ´
1
4 .
Thus, ż
Ω
|zρ| ď CR
2ρ´
1
8 . (3.5)
On the other hand, p3.3q and p3.4q giveż
Ω
qχ2
`
ρ´
1
4x3
˘
e´iξ¨x dx “ ´
ż
BΩ
`
Λq1 ´ Λq2
˘
hu1 dσx ´
ż
Ω
zρ dx.
Thus, by p3.5q, we getˇˇˇ ż
Ω
qχ2
`
ρ´
1
4x3
˘
e´iξ¨x dx
ˇˇˇ
ď CR2ρ´
1
8 ` C
››Λq1 ´ Λq2››}u2}H 32 pBΩq}u1}L2pBΩq
ď C
´
R2ρ´
1
8 `
››Λq1 ´ Λq2››}u2}H2pΩq}u1}H2pΩq¯
ď CR2
´
ρ´
1
8 `
››Λq1 ´ Λq2››e2pD`1qρ¯.
Then ˇˇˇ ż
R3
qpxqχ2
`
ρ´
1
4x3
˘
e´iξ¨x dx
ˇˇˇ
ď C
´
R2ρ´
1
8 `
››Λq1 ´ Λq2››e2D1ρ¯, (3.6)
withD1 “ D ` 1. Since χ “ 1 on r´1, 1s and supppχq Ă r´2, 2s, applying the fact thatż
Ω
p1` |x3|q
ˇˇ
q2px
1, x3q ´ q1px
1, x3q
ˇˇ
dx1dx3 ď 2M ă 8,
we get ż
R3
´
1´ χ2
`
ρ´
1
4x3
˘¯
e´iξ¨xqpxq dx “
ż
R3
qpxqe´iξ¨x dx´
ż
R3
qpxqχ2
`
ρ´
1
4x3
˘
e´iξ¨x dx.
As we have ˇˇˇ ż
R3
´
1´ χ2
`
ρ´
1
4x3
˘¯
e´iξ¨xqpxq dx
ˇˇˇ
ď
ż
R3
ˇˇ
1´ χ2
`
ρ´
1
4x3
˘ˇˇ
|qpxq| dx,
we can conclude thatˇˇˇ ż
R3
qpxqe´iξ¨x dx´
ż
R3
qpxqχ2
`
ρ´
1
4x3
˘
e´iξ¨x dx
ˇˇˇ
ď
ż
R3
ˇˇˇ
1´ χ2
`
ρ´
1
4x3
˘ˇˇˇ
|qpxq| dx.
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As 1´ χ
`
ρ´
1
4x3
˘
“ 0 for |x3| ď ρ
1
4 and q1, q2 P QpM, q0q, we haveˇˇˇ ż
R3
qpxqe´iξ¨x dx´
ż
R3
qpxqχ2
`
ρ´
1
4x3
˘
e´iξ¨x dx
ˇˇˇ
ď
ż
R2
ż
|x3|ěρ
1
4
|x3|
1
2
ρ
1
8
|qpx1, x3q| dx3dx
1
ď ρ´
1
8
ż
R3
|x3|
1
2 |qpx1, x3q| dx3dx
1
ď ρ´
1
8
ż
R3
|x3|
1
2 |pq1 ´ q0qpx
1, x3q| dx3dx
1 ` ρ´
1
8
ż
R3
|x3|
1
2 |pq2 ´ q0qpx
1, x3q| dx3dx
1
ď 2Mρ´
1
8 . (3.7)
By p3.6q and p3.7q, we get
|pqpξq| ď C´R2ρ´ 18 ` ››Λq1 ´ Λq2››e2D1ρ¯. (3.8)
Since the constant C of the above estimate depends only on Ω and M , we deduce that this estimate holds
true for any ξ P R3 satisfying (2.1). Combining this with the continuity of the map ξ ÞÑ pqpξq, which is
guaranteed by the fact that q P L1pR3q, we deduce that (3.8) holds true for any ξ P R3 satisfying |ξ| ă R.
In order to simplify the notations, we set γ “
››Λq1 ´ Λq2››. We haveż
|ξ|ďR
|pqpξq|2 ď CR3´R2ρ´ 18 ` γe2D1ρ¯2
ď 2CR3
´
R4ρ´
1
4 ` γ2e4D
1ρ
¯
ď C
´
R7ρ´
1
4 `R3γ2e4D
1ρ
¯
. (3.9)
On the other hand, as q P H1pR3q and q1, q2 P QpM, q0q, we haveż
|ξ|ąR
|pqpξq|2 ď 1
R2
ż
|ξ|ąR
|ξ|2|pqpξq|2 ď }q}2H1pR3q
R2
ď
2}q1 ´ q0}
2
H1pR3q ` 2}q2 ´ q0}
2
H1pR3q
R2
ď
4M2
R2
. (3.10)
Therefore, p3.9q and p3.10q imply
}q}2L2pR3q “ }pq}2L2pR3q ď C´R7ρ´ 14 `R3γ2e4D1ρ `R´2¯.
Using the fact that ρ ą ρ0R
16, we can find a constant C ą 0, depending only on Ω and M , such that
R3 ď Ceρ. Then, we get
R3γ2e4D
1ρ ď γ2ep4D
1`1qρ.
When searching ρ such that R7ρ´
1
4 “ R´2, we find ρ “ R36. Note that here the condition ρ ą ρ0R
16, is
still valid provided R ą 1` ρ
1
18
o . Then, setting C
1 “ 4D1 ` 1, we get
}q}2L2pR3q ď C
´
R´2 ` γ2eC
1R36
¯
. (3.11)
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Let γ ą 0. Now, we are searching R such that R´2 ď Cγ2eC
1R36 , with R ą 1 ` ρ
1
18
o . Since R
2eC
1R36 ď
ep1`C
1qR36 , we choose
R36 “
2 log
´
3 exp
´`
1` ρ
1
18
o
˘36¯
` γ´1
¯
1` C 1
.
Then, fixing
γ0 “ exp
´`
1` ρ
1
18
o
˘36¯
ą 1, (3.12)
we find
}q}2L2pR3q ď C
´
plogp3γ0 ` γ
´1qq´
1
18 ` γ2e
2C1
1`C1
logp3γ0`γ´1q
¯
ď C
´
plogp3γ0 ` γ
´1qq´
1
18 ` γ2p3γ0 ` γ
´1q
2C1
1`C1
¯
ď C
´
plogp3γ0 ` γ
´1qq´
1
18 ` p3γ0 ` γ
´1q
´2
1`C1
¯
.
For γ ě 1,
}q}2L2pR3q ď 4M
2 ď
4M2
logp3γ0q
´ 1
18
ˆ plogp3γ0 ` γ
´1qq´
1
18
ď Cplogp3γ0 ` γ
´1qq´
1
18 ď Cplogp3` γ´1qq´
1
18 .
For γ ď 1, we have
p3γ0 ` γ
´1q
´ 2
1`C1 ď Cplogp3γ0 ` γ
´1qq´
1
18 ď Cplogp3` γ´1qq´
1
18 .
Then, we find
}q}2L2pR3q ď Cplogp3` γ
´1qq´
1
18 .
This proves (1.6) for γ ą 0. For γ “ 0, (3.11) implies that }q}L2pR3q ď CR
´1. Since R ą 1 is arbitrary,
we can send R to `8 and deduce (1.6) for γ “ 0. This completes the proof. 
4. STABILITY ON AN ARBITRARY PART OF THE BOUNDARY
In this section, inspired by the approach developed by Ben Joud [5], we will prove Theorem 1.2. Here
we need to extend the arguments of [5] to unbounded cylindrical domains. For this purpose, for j “ 1, 2,
we fix qj P Q
1pM, q0,O0q, we consider again CGO solutions taking the form
u1px
1, x3q “ e
´ρθ¨x1
´
eiρη¨xχ
`
ρ´
1
4x3
˘
e´iξ¨x`r1pxq
¯
and u2px
1, x3q “ e
ρθ¨x1
´
e´iρη¨xχ
`
ρ´
1
4x3
˘
`r2pxq
¯
,
with r1 P H
2pΩq and r2 P H
2pΩq satisfy
ρ´1}r1}H2pΩq ` ρ}r1}L2pΩq ď CR
2ρ
7
8 and ρ´1}r2}H2pΩq ` ρ}r2}L2pΩq ď Cρ
7
8 .
In view of Lemma 3.1, we have
}uj}H2pΩq ď Ce
pD`1qρ; j “ 1, 2 (4.1)
withD :“ sup
x1Pω
|x1|.
We recall also that since q :“ q1´ q2 “ 0 inO0, we can extend q toH
1pR3q vector by assigning it the value
0 outside of Ω and we denote by q this extension.
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Proof of Theorem 1.2. Let w P H2pΩq be the solution of$&
% ´∆w ` q1w “ 0 in Ω ,w “ u2 :“ h on BΩ. (4.2)
Then, u “ w ´ u2 solves $&
% ´∆u` q1u “ qu2 in Ω ,u “ 0 on BΩ. (4.3)
Let Θ be a cut-off function satisfying 0 ď Θ ď 1, Θ P C8pR2q and
Θpx1q “
$&
% 1 in ωzW2,0 inW3. (4.4)
We set
„
upx1, x3q “ Θpx
1qupx1, x3q, x
1 P ω, x3 P R.
We remark that
„
u solves$&
% p´∆` q1q
„
upx1, x3q “ Θpx
1qqpxqu2pxq ` P1px
1,Dqupxq x “ px1, x3q P Ω,
„
u “ 0 on BΩ,
with P1px
1,Dq is given by
P1px
1,Dqu “ r´∆1,Θsu,
where ∆1 “ B2x1 ` B
2
x2
. Moreover, for an arbitrary
„
v P H2pΩq, an integration by parts leads toż
Ω
p´∆` q1q
„
upxq
„
vpxq dx “
ż
Ω
p´∆` q1q
„
vpxq
„
upxq dx.
On the other hand, we have:ż
Ω
p´∆` q1q
„
upxq
„
vpxq dx “
ż
R
ż
ω
`
Θpx1qqpxqu2pxq ` P1px
1,Dqupxq
˘„
vpxq dx1 dx3. (4.5)
Choosing
„
v “ u1, we have p´∆` q1q
„
v “ 0 in Ω and we getż
Ω
Θpx1qqpxqu2pxqu1pxq dx “ ´
ż
Ω
P1px
1,Dqupxqu1pxq dx. (4.6)
Furthermore, recalling that
P1px
1,Dq “ ´2∇1 ¨Θpx1q ´∆1Θpx1q, x1 P ω,
with ∇1 “ pBx1 , Bx2q
T , we deduce that, for all x1 P pωzW2q YW3, P1px
1,Dq “ 0. Thus, P1px
1,Dqu is
supported on O2zO3 and we findż
Ω
|P1px
1,Dquu1| dx ď }u}H1pO2zO3q}u1}L2pΩq ď Ce
ρpD`1q}u}H1pO2zO3q.
Now, we want to make the Fourier transform of q appear on the left-hand side of p4.6q. For this purpose, we
use (3.4) and the fact that q “ 0 in O0 to obtainż
Ω
qpxqe´iξ¨xχ2
`
ρ´
1
4x3
˘
dx “ ´
ż
Ω
P1px,Dqupxqu1pxq dx ´
ż
Ω
zρ , dx. (4.7)
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By (3.5), we get ˇˇˇ ż
Ω
qpxqe´iξ¨xχ2
`
ρ´
1
4x3
˘
dx
ˇˇˇ
ď C
´
eρD
1
}u}H1pO2zO3q `R
2ρ´
1
8
¯
, (4.8)
withD1 “ D ` 1. In a similar way to Theorem 1.1, we obtain
ˇˇˇ ż
R3
´
1´ χ2
`
ρ´
1
4x3
˘¯
e´iξ¨xqpxq dx
ˇˇˇ
ď
ż
R3
ˇˇ
1´ χ2
`
ρ´
1
4x3
˘ˇˇ
|qpxq| dx “
ż
R2
ż
|x3|ěρ
1
4
|qpx1, x3q| dx3dx
1.
Then, using (1.4) in a similar way to Theorem 1.1, we can conclude thatˇˇˇ ż
R3
qpxqe´iξ¨x dx´
ż
R3
qpxqχ2
`
ρ´
1
4x3
˘
e´iξ¨x dx
ˇˇˇ
ď 2Mρ´
1
8 . (4.9)
By p4.8q and p4.9q, we get
|pqpξq| ď C´R2ρ´ 18 ` eρD1}u}H1pO2zO3q¯. (4.10)
Now, we have just to combine (4.10) and (A.12) (see Appendix A) to get
|pqpξq| ď C”R2ρ´ 18 ` eD1ρ´e´λα1}u}H2pΩq ` eλα2`}Bνu}L2pΓ0ˆRq ` }F }L2pO0q˘¯ı, (4.11)
with λ ą λ0 ą 0 arbitrary chosen and F “ ´∆u` q1u. Here λ0 is the constant appearing in Lemma A.4
of the Appendix A. In order to simplify the notations, we set γ1 “ }Λ
1
q1
´ Λ1q2}BpH
3
2 pBΩq,H
1
2 pΓ0ˆRqq
. Since
Bνw “ pΛq1 ´ Λq2qphq, where h is given by p4.2q, we have
}Bνu}L2pΓ0ˆRq ď C}Λ
1
q1
´ Λ1q2}BpH
3
2 pBΩq,H
1
2 pΓ0ˆRqq
}h}
H
3
2 pBΩq
ď CeD
1ρ}Λ1q1 ´ Λ
1
q2
}
BpH
3
2 pBΩq,H
1
2 pΓ0ˆRqq
.
Moreover, since qj P Q
1pM, q0,O0q, j “ 1, 2, we have q1 “ q0 “ q2 on O0. Therefore, we have F “
pq1 ´ q2qu2 “ 0 on O0 and it follows
|pqpξq| ď C”R2ρ´ 18 ` eD1ρ´e´λα1}u}H2pΩq ` eλα2`D1ργ1¯ı. (4.12)
By (4.1), we get
|pqpξq| ď C´R2ρ´ 18 ` e2D1ρ´λα1 ` e2D1ρ`λα2γ1¯, (4.13)
for all ξ P R3 such that |ξ| ď R. Let λ “ τρ. Choosing τ sufficiently large, it becomes easy to find constants
α3 and α4 such that
e2D
1ρ´λα1 “ eρp2D
1´τα1q ď e´α3ρ and e2D
1ρ`λα2 “ eρp2D
1`τα2q ď eα4ρ. (4.14)
Combining (4.13) and (4.14), we conclude that, for any ρ ě ρ0R
16, we have
|pqpξq| ď C´R2ρ´ 18 ` e´α3ρ ` eα4ργ1¯
ď C
´
R2ρ´
1
8 ` eα4ργ1
¯
. (4.15)
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It follows ż
|ξ|ďR
|pqpξq|2 ď CR3´R2ρ´ 18 ` eα4ργ1¯2
ď 2CR3
´
R4ρ´
1
4 ` γ21e
2α4ρ
¯
ď C
´
R7ρ´
1
4 `R3γ21e
2α4ρ
¯
. (4.16)
On the other hand, as q P H1pR3q, we haveż
|ξ|ąR
|pqpξq|2 ď 1
R2
ż
|ξ|ąR
|ξ|2|pqpξq|2 ď }q}2H1pR3q
R2
ď
M2
R2
. (4.17)
Then, (4.16) and (4.17) imply
}q}2L2pR3q “ }pq}2L2pR3q ď C´R7ρ´ 14 `R3γ21e2α4ρ `R´2¯.
Since ρ ě ρ0R
16, we have R3 ď eρ. So that, we get
R3γ21e
2α4ρ ď γ21e
p2α4`1qρ.
When searching ρ such that R7ρ´
1
4 “ R´2, we find ρ “ R36. Then, setting C 1 “ 2α4 ` 1, we get
}q}2L2pR3q ď C
´
R´2 ` γ21e
C1R36
¯
. (4.18)
Now, we are searching R such that R´2 ď γ21e
C1R36 . Since R2eC
1R36 ď ep1`C
1qR36 , we choose R36 “
logp3γ0 ` γ
´1
1 q
1` C 1
with γ0 given by (3.12). With this choice of ρ and R we have R ą 1 ` ρ
1
18
0 and the
condition ρ ě ρ0R
16 is fulfilled. Then, repeating the arguments used at the end of the proof of Theorem
1.1, we can deduce (1.7) from (4.18). 
APPENDIX A.
A.1. Carleman’s estimate. Inspired by the work of Kian, Sambo and Soccorsi [28] and Bellassoued, Kian
and Soccorsi [3], we prove here a Carleman estiamte for the Schro¨dinger operator ´∆ ` q in an infinite
cylindrical domain in order to localize the observation and derive the estimate (4.11) which is a key ingre-
dient in the proof of Theorem 1.2. As known, the Carleman’s estimates are weighted inequalities. So, we
need to build a weight function with particular properties. The existence of such a function is guaranteed by
the following lemma borrowed from [21, Lemma 2.3] (see also [19, Lemma 1.2] and [32, Theorem 2.4]).
Lemma A.1. There exists a function ψ0 P C
2pW0q such that:
(i) ψ0px
1q ą 0 for all x1 PW0,
(ii) There exists α0 ą 0 such that |∇
1
ψ0px
1q| ě α0 for all x
1 PW0,
(iii) Bν1ψ0px
1q ď 0 for all x1 P BW0zΓ0,
(iv) ψ0px
1q “ 0 for all x1 P BW0zΓ0.
Here∇
1
denotes the gradient with respect to x1 P R2 and Bν1 is the normal derivative with respect to BW0,
that is Bν1 :“ ν
1 ¨∇
1
where ν 1 stands for the outward normal vector to BW0. Note that the last condition (iv)
can be deduced from the construction of the weight function ψ0 in the proof of [21, Lemma 2.3] combined
with properties borrowed from [21, Lemma 2.1].
Thus, putting ψpxq “ ψpx1, x3q :“ ψ0px
1q for all x “ px1, x3q P O0, it is apparent that the function
ψ P C2pO0q satisfies the three following conditions:
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(C1) ψpxq ą 0, x P O0,
(C2) |∇ψpxq| ě α0 for all x P O0,
(C3) Bνψpxq ď 0 for all x P BO0zpΓ0 ˆ Rq,
(C4) ψpxq “ 0 for all x P Γ7 ˆ R.
Here ν is the outward unit normal vector to the boundary BO0. Evidently ν “ pν
1, 0q so we have Bνψ “
Bν1ψ0 as the function ψ does not depend on x3.
Next, for β P p0,`8q, we introduce the following weigh function
ϕpxq “ ϕpx1q “ eβψpxq; x P O0. (A.1)
Through the following Lemma, we introduce some properties of ϕ that will be used after.
Lemma A.2. There exists a constant β0 P p0,`8q depending only on ψ such that the following statements
hold uniformly in O0 for all β P rβ0,`8q.
(a) |∇ϕ| ě α :“ β0α0,
(b) ∇|∇ϕ|2 ¨∇ϕ ě C0β|∇ϕ|
3,
(c) Hpϕqξ ¨ ξ ` C1β|∇ϕ||ξ|
2 ě 0 ; ξ P R3,
(d) |∆|∇ϕ|| ď C2|∇ϕ|
3,
(e) ∆ϕ ě 0.
Here, C0, C1 and C2 are positive constants depending only on ψ and α0 and Hpϕq denotes the Hessian
matrix of ϕ with respect to x P O0.
Proof.
(a) As we have
∇ϕ “ β∇ψeβψ , (A.2)
we can directly deduce paq from pC2q
(b) With reference to pA.1q and pA.2q, we see that
∇|∇ϕ| “ β
´
βeβψ|∇ψ|∇ψ ` eβψ∇|∇ψ|
¯
“ β|∇ψ|∇ϕ`
|∇ϕ|
|∇ψ|
∇|∇ψ|,
and hence
∇|∇ϕ|2 ¨ |∇ϕ| “ 2
´
β|∇ψ||∇ϕ|3 ` |∇ϕ|2
∇|∇ψ| ¨∇ϕ
|∇ψ|
¯
. (A.3)
By pC2q, we have
∇|∇ψ| ¨∇ϕ
|∇ψ|
ď Cα´10 |∇ϕ|, where C is a positive constant depending only on
ψ. Therefore, pA.3q yields
∇|∇ϕ|2 ¨ |∇ϕ| ě 2βα0
`
1´
C
βα20
˘
|∇ϕ|3.
Finally, by taking β0 P r2α
2
0,`8q, we get pbq.
(c) For all i and j P t1, 2, 3u, we have
BxiBxjϕ “ βe
βψ
`
BxiBxjψ ` βpBxiψqpBxjψq
˘
“
`
BxiBxjψ ` βpBxiψqpBxjψq
˘ |∇ϕ|
|∇ψ|
.
Thus, using pC2q, each |BxiBxjϕ|, i, j “ 1, 2, 3, is upper bounded by Cβ|∇ϕ|, where C is a positive
constant depending only on ψ and α0. As a consequence, there exists C
1 “ C 1pψ,α0q P p0,`8q,
such that
|Hpϕqξ ¨ ξ| ď C 1β|∇ϕ||ξ|2 ; ξ P R3.
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(d) We have
∆|∇ϕ| “ βeβψ
´
β2|∇ψ|3 ` βp∆ψq|∇ψ| ` 2β∇ψ ¨∇|∇ψ| `∆|∇ψ|
¯
As we have |∇ϕ| “ βeβψ|∇ψ| and by pC2q, we getˇˇ
∆|∇ϕ|
ˇˇ
ď Cpψqβ3eβψ ď Cpψq|∇ϕ|3.
(e) We have ∆ϕ “ eβψ
`
β2|∇ψ|2 ` β∆ψ
˘
. By paq in Lemma A.2, we get
∆ϕ ě α20β
2 ` β∆ψ ě α20β
2 ´ β}ψ}W 2,8pO0q.
For β ě
}ψ}W 2,8pO0q
α20
, we get ∆ϕ ě 0.

Now, we may state the following Carleman’s estimate for the operator ´∆` q.
Theorem A.3. Let u P H10 pO0qXH
2pO0q,M ą 0 and let q P L
8pΩq satisfy }q}L8pO0q ďM . Then, there
exists β0 P p0,`8q such that for every β ě β0, there is λ0 “ λ0pβq P p0,`8q depending only on β, α0,
O0,M and Γ0, such that the estimate
λ
ż
O0
e2λϕ
`
λ2|u|2 ` |∇u|2
˘
dx ď C
´ż
O0
e2λϕ|p´∆ ` qqu|2 dx` λ
ż
Γ0ˆR
e2λϕ
ˇˇ
Bνu
ˇˇ2
dσx
¯
. (A.4)
holds for all λ ě λ0 and some positive constant C that depends only on α0, ω, Γ0, β and λ0.
Proof. For the proof, we can simply show the following inequality
λ
ż
O0
e2λϕ
`
λ2|u|2 ` |∇u|2
˘
dx ď C
´ż
O0
e2λϕ|∆u|2 dx` λ
ż
Γ0ˆR
e2λϕ
ˇˇ
Bνu
ˇˇ2
dσx
¯
. (A.5)
In fact, as }q}L8pO0q ďM , we have |qu| ď C|u|. Then we get
λ
ż
O0
e2λϕ
`
λ2|u|2 ` |∇u|2
˘
dx
ď C
ż
O0
e2λϕ|∆u|2 dx` C
ż
O0
e2λϕ|u|2 dx` Cλ
ż
Γ0ˆR
ˇˇ
Bνu
ˇˇ2
e2λϕ dσx, @λ ě λ0.
Thus, we have:
λ3
`
1´
C
λ3
˘ ż
O0
e2λϕ|u|2 dx`
ż
O0
e2λϕ|∇u|2 dx ď C
ż
O0
e2λϕ|p´∆`qqu|2 dx`Cλ
ż
Γ0ˆR
ˇˇ
Bνu
ˇˇ2
e2λϕ dσx.
Let λ10 such that @λ ě λ
1
0, 1´
C
λ3
ě
1
2
. For any λ ě maxpλ0, λ
1
0q, we have:
1
2
λ3
ż
O0
e2λϕ|u|2 dx`
1
2
λ
ż
O0
e2λϕ|∇u|2 dx ď C
ż
O0
e2λϕ|p´∆ ` qqu|2 dx` Cλ
ż
Γ0ˆR
ˇˇ
Bνu
ˇˇ2
e2λϕ dσx.
Let’s prove now the estimate pA.5q. Without loss of generality we may assume that u is real valued. We set
vpxq “ eλϕpxqupxq in such a way thatż
O0
e2λϕ|∆u|2 dx “
ż
O0
| ´ eλϕ∆pe´λϕvq|2 dx.
We have
∆pe´λϕvq “ e´λϕpλ2|∇ϕ|2v ´ 2λ∇ϕ∇v ´ λv∆ϕ`∆vq.
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Then,
Pλv :“ ´e
λϕ∆pe´λϕvq “ ´∆v ` λv∆ϕ` 2λ∇ϕ∇v ´ λ2|∇ϕ|2v
“ P´λ vpxq ` P
`
λ vpxq `Rvpxq,
with P´λ v “ 2λ∇ϕ ¨∇v, P
`
λ v “ ´∆v´λ
2|∇ϕ|2v andRv “ λv∆ϕ. Let
„
P λv “ Pλ´Rv “ P
´
λ v`P
`
λ v.
With the previous notations, we have }
„
P λv}
2 “ }P`λ v}
2
L2pO0q
` }P´λ v}
2
L2pO0q
` 2RexP`λ v, P
´
λ vyL2pO0q.
Then, as v is real valued, we compute the term 2xP`λ v, P
´
λ vyL2pO0q. We haveż
O0
P`λ vP
´
λ v “ ´2λ
ż
O0
∆v∇ϕ ¨∇v dx´ 2λ3
ż
O0
|∇ϕ|2∇ϕ ¨∇v v dx,
:“ K1 `K2.
K1 “ 2λ
ż
O0
∇v ¨∇p∇ϕ ¨∇vq dx´ 2λ
ż
BO0
Bνv∇ϕ ¨∇v dσx :“ J1 ` J2.
However
∇v ¨∇p∇ϕ ¨∇vq “
3ÿ
j“1
Bv
Bxj
B
Bxj
p∇ϕ ¨∇vq
“
3ÿ
i,j“1
Bv
Bxj
B
Bxj
` Bϕ
Bxi
Bv
Bxi
˘
“
3ÿ
i,j“1
Bv
Bxj
B2ϕ
BxiBxj
Bv
Bxi
`
3ÿ
i,j“1
Bv
Bxj
Bϕ
Bxi
B2v
BxiBxj
“ Hpϕqp∇v,∇vq `
1
2
3ÿ
i,j“1
Bϕ
Bxi
B
Bxi
´ˇˇˇ Bv
Bxj
ˇˇˇ2¯
.
Then
J1 “ 2λ
ż
O0
Hpϕqp∇v,∇vq dx ` λ
ż
O0
∇ϕ ¨∇p|∇v|2q dx
“ 2λ
ż
O0
Hpϕqp∇v,∇vq dx ´ λ
ż
O0
∆ϕ|∇v|2 dx` λ
ż
BO0
∇ϕ ¨ ν|∇v|2 dσx.
As a result, we get
K1 “ 2λ
ż
O0
Hpϕqp∇v,∇vq dx´λ
ż
O0
∆ϕ|∇v|2 dx`λ
ż
BO0
∇ϕ¨ν|∇v|2 dσx´2λ
ż
BO0
Bνv∇ϕ¨∇v dσx.
As we have v “ 0 on BO0 and ∇v “ pBνvqν on BO0, we get
K1 “ 2λ
ż
O0
Hpϕqp∇v,∇vq dx ´ λ
ż
O0
∆ϕ|∇v|2 dx´ λ
ż
BO0
Bνϕ|Bνv|
2 dσx.
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K2 “ ´2λ
3
ż
O0
|∇ϕ|2∇ϕ ¨∇v v dx
“ ´λ3
ż
O0
|∇ϕ|2∇ϕ ¨∇p|v|2q dx
“ λ3
ż
O0
|v|2divp|∇ϕ|2∇ϕq dx
“ λ3
ż
O0
|v|2
`
|∇ϕ|2∆ϕ`∇ϕ ¨∇p|∇ϕ|2q
˘
dx.
Thus, we obtain:ż
O0
P`λ vP
´
λ v dx` λ
ż
BO0
Bνϕ|Bνv|
2 dσx
“ 2λ
ż
O0
Hpϕqp∇v,∇vq dx ´ λ
ż
O0
∆ϕ|∇v|2 dx` λ3
ż
O0
v2
`
|∇ϕ|2∆ϕ`∇ϕ ¨∇p|∇ϕ|2q
˘
dx.
Referring to pbq and pcq in LemmaA.2 and condition (C3) which implies that Bνϕpxq ď 0 for x P BO0zpΓ0ˆ
Rq, we obtain for all β P rβ0,`8q, that:ż
O0
P`λ vP
´
λ v ` λ
ż
Γ0ˆR
Bνϕ|Bνv|
2 dσx ě C0λ
3β
ż
O0
|∇ϕ|3|v|2 dx´ 2C1λβ
ż
O0
|∇ϕ||∇v|2 dx`R0,
(A.6)
with R0 “
ż
O0
λ∆ϕ
`
λ2|v|2|∇ϕ|2 ´ |∇v|2
˘
dx. As we have P`λ v “ ´∆v ´ λ
2|∇ϕ|2v, we can write
∆v “ ´P`λ v ´ λ
2|∇ϕ|2v, and then
|∆v|2 “ pP`λ v ` λ
2|∇ϕ|2vq2 ď 3
`
pP`λ vq
2 ` λ4|∇ϕ|4|v|2
˘
.
From paq in Lemma A.2, we get for all β P rβ0,`8q`
λ|∇ϕ|
˘´1
|∆v|2 ď
3
αλ
pP`λ vq
2 ` 3λ3|∇ϕ|3|v|2.
This entails that ż
O0
`
λ|∇ϕ|
˘´1
|∆v|2 dx ď
3
αλ
ż
O0
|P`λ v|
2 dx` 3
ż
O0
pλ|∇ϕ|q3|v|2 dx. (A.7)
Further, as v “ 0 on BO0, we getż
O0
|∇ϕ||∇v|2 dx “ ´
ż
O0
|∇ϕ|v∆vdx `
1
2
ż
O0
∆|∇ϕ||v|2 dx.
This and the estimate
β
3
2λ|∇ϕ||v∆v| “
`
pλ|∇ϕ|q´
1
2 |∆v|
˘`
β
3
2 pλ|∇ϕ|q
3
2 |v|
˘
ď
1
2
`
λ|∇ϕ|
˘´1
|∆v|2 `
β3
2
`
λ|∇ϕ|
˘3
|v|2
lead to
β
3
2λ
ż
O0
|∇ϕ||∇v|2 dx ď
1
2
ż
O0
`
λ|∇ϕ|
˘´1
|∆v|2 dx`
β3
2
ż
O0
`
λ|∇ϕ|
˘3
|v|2 dx`β
3
2λ
ż
O0
∆|∇ϕ||v|2 dx.
(A.8)
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From pA.7q and pA.8q it follows that
β
3
2λ
ż
O0
|∇ϕ||∇v|2 dx`
1
2
ż
O0
`
λ|∇ϕ|
˘´1
|∆v|2 dx
ď
3
αλ
ż
O0
|P`λ v|
2 dx`
`
3`
β3
2
˘ ż
O0
pλ|∇ϕ|q3|v|2 dx`R1,
where R1 “
β
3
2
2
λ
ż
O0
∆|∇ϕ||v|2 dx. Therefore, upon substituting maxpβ0, 6
1
3 q for β0, we obtain for all
β P rβ0,`8q that
β
3
2λ
ż
O0
|∇ϕ||∇v|2 dx`
1
2
ż
O0
`
λ|∇ϕ|
˘´1
|∆v|2 dx ď
3
αλ
ż
O0
|P`λ v|
2 dx`β3
ż
O0
pλ|∇ϕ|q3|v|2 dx`R1.
Putting this together with pA.6q, we find
3
αλ
ż
O0
|P`λ v|
2 dx`
2
C0
ż
O0
P`λ vP
´
λ v dx`
2λ
C0
ż
Γ0ˆR
Bνϕ|Bνv|
2 dσx
ě
`
β
1
2 ´
4C1
C0
˘
βλ
ż
O0
|∇ϕ||∇v|2 dx` β
ż
O0
pλ|∇ϕ|q3|v|2 dx`
1
2
ż
O0
`
λ|∇ϕ|
˘´1
|∆v|2 dx`R2,
(A.9)
with R2 “
2R0
C0
´ R1. Then enlarging β0 in such a way that β
1
2
0 ´
4C1
C0
is lower bounded by C2 ą 0, we
infer from pA.9q that for all β P rβ0,`8q
3
αλ
ż
O0
pP`λ vq
2 dx`
2
C0
ż
O0
P`λ vP
´
λ v dx`
2λ
C0
ż
Γ0ˆR
|Bνϕ||Bνv|
2 dσx
ě C2λ
ż
O0
|∇ϕ||∇v|2 dx` β
ż
O0
pλ|∇ϕ|q3|v|2 dx`
1
2
ż
O0
`
λ|∇ϕ|
˘´1
|∆v|2 dx`R2.
Further, since P´λ v “ 2λ∇ϕ∇v, by paq in Lemma A.2, we get
3
αλ
ż
O0
|P`λ v|
2 dx`
2
C0
ż
O0
P`λ vP
´
λ v dx`
1
4α2λ2
ż
O0
|P´λ v|
2 dx`
2λ
C0
ż
Γ0
Bνϕ|Bνv|
2 dσx
ě C2λ
ż
O0
|∇ϕ||∇v|2 dx`
ż
O0
|∇v|2 dx` β
ż
O0
pλ|∇ϕ|q3|v|2 dx`
1
2
ż
O0
`
λ|∇ϕ|
˘´1
|∆v|2 dx`R2.
Therefore, bearing in mind that
„
P λ “ P
`
λ ` P
´
λ , we get that
1
C0
´ ż
O0
|
sim
P λv|
2 dx` 2λ
ż
Γ0
Bνϕ|Bνv|
2 dσx
¯
ě
1
2
ż
O0
`
λ|∇ϕ|
˘´1
|∆v|2 dx` C2λ
ż
O0
|∇ϕ||∇v|2 dx` β
ż
O0
pλ|∇ϕ|q3|v|2 dx`R2,
provided λ P
”4C0
α
,`8
¯
. We have
R2 “
2
C0
R0 ´R1 “
2
C0
ż
O0
λ∆ϕ
`
λ2|v|2|∇ϕ|2 ´ |∇v|2
˘
dx´
β
3
2
2
λ
ż
O0
∆|∇ϕ||v|2 dx.
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By pdq and peq in Lemma A.2 and for β ą 1 sufficiently large, we get |R2| ď C2
ż
O0
pλ|∇ϕ|q3v2 dx. Then
1
C0
´ ż
O0
|
„
P λv|
2 dx` 2λ
ż
Γ0ˆR
Bνϕ|Bνv|
2 dσx
¯
ě
1
2
ż
O0
`
λ|∇ϕ|
˘´1
|∆v|2 dx`C2λ
ż
O0
|∇ϕ||∇v|2 dx`C2β
ż
O0
pλ|∇ϕ|q3|v|2 dx. (A.10)
Next, since v “ eλϕu, we have e2λϕ|∇u|2 ď 2
`
|∇v|2` λ2|∇ϕ|2|v|2
˘
. So it follows from pA.10q and point
paq in Lemma A.2 that
1
C0
´ ż
O0
|
„
P λv|
2 dx` 2λ
ż
Γ0ˆR
Bνϕ|Bνv|
2 dσx
¯
ě
1
2
ż
O0
`
λ|∇ϕ|
˘´1
|∆v|2 dx`
C2λ
2
ż
O0
e2λϕ|∇ϕ||∇u|2 dx` λ3C2pβ ´ α
´1q
ż
O0
p|∇ϕ|q3|v|2 dx.
Thus, we get upon possibly substituting C2pα
´1 ` 1q for β0 that
1
C0
´ ż
O0
|
„
P λv|
2 dx` 2λ
ż
Γ0ˆR
Bνϕ|Bνv|
2 dσx
¯
ě
1
2
ż
O0
`
λ|∇ϕ|
˘´1
|∆v|2 dx`
C2λ
2
ż
O0
e2λϕ|∇ϕ||∇u|2 dx` λ3
ż
O0
p|∇ϕ|q3|v|2 dx.
Further, due to pA.1q and pC2q, the estimate |Bνϕ| ď C4 holds true in O0 with C4 depending only on β, ψ
and α0. Therefore, there exists a positive constant C5 that depend only on β, ψ and α0 such thatż
O0
|
„
P λv|
2 dx` λ
ż
Γ0ˆR
|Bνv|
2 dσx ě C5
´ż
O0
λ´1|∆v|2 dx` λ
ż
O0
e2λϕ|∇u|2 dx` λ3
ż
O0
|v|2 dx
¯
.
Finally, the Carleman’s estimate follows immediately from this upon remembering that v “ eλϕu, v “ 0 on
BO0, |Pλv|
2 “ e2λϕ|∆u|2 and
ż
O0
|Rv|2 dx ď Cλ2
ż
O0
|v|2 dx. 
A.2. Weak unique continuation property. Using the Carleman’s estimate that has just been proven, we
can establish the weak unique continuation property which is a key point for the proof of Theorem 1.2.
Lemma A.4. LetM ą 0, q1 P L
8pΩq such that }q}L8pΩq ďM and let w P H
2pΩq solve$&
% p´∆` q1qwpxq “ F pxq in Ω,w “ 0 on BΩ, (A.11)
where F P L2pΩq. Then, there exist positive constants C , α1, α2 and λ0 such that we have the following
estimate:
}w}H1pO2zO3q ď C
´
e´λα1}w}H2pΩq ` e
λα2
´
}Bνw}L2pΓ0ˆRq ` }F }L2pO0q
¯¯
(A.12)
for any λ ě λ0. Here, the constants C , α1 and α2 depend on Ω,M , λ0, Oj and they are independent of q1,
F , w and λ.
Proof. Let ψ0 be the function defined in Lemma A.1. Since ψ0px
1q ą 0 for all x1 P W0, there exists a
constant κ ą 0 such that
ψ0px
1q ě 2κ; x1 PW2zW3. (A.13)
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Moreover, as ψ0px
1q “ 0, x1 P Γ7, there existW7 a small neighborhood of Γ7 such that
ψ0px
1q ď κ; x1 PW7, W7 XW1 “ ∅. (A.14)
Let
„
W
7
ĂW7 be an arbitrary neighborhood of Γ7. To apply pA.4q, it is necessary to introduce a function Θ
satisfying 0 ď Θ ď 1, Θ P C8pR2q and
Θpx1q “
$&
%
1 inW0zW
7,
0 in
„
W
7
.
(A.15)
Let w be a solution to pA.11q. Setting
w1px
1, x3q “ Θpx
1qwpx1, x3q, x
1 P ω, x3 P R,
we get $&
% p´∆` q1qw1pxq “ ΘpxqF pxq `Q1px,Dqw in O0,w1 “ 0 on BO0,
where Q1px,Dq is a first order operator supported inW7z
„
W
7
and given by
Q1px,Dqw “ r∆
1,Θsw.
By applying Carleman estimate pA.4q to w1, we obtain
λ
ż
O0
e2λϕ
`
λ2|w1|
2 ` |∇w1|
2
˘
dx
ď C
´ż
O0
e2λϕ
´ˇˇ
Q1px,Dqw
ˇˇ2
`
ˇˇ
F pxq
ˇˇ2¯
dx` λ
ż
Γ0ˆR
ˇˇ
Bνw1
ˇˇ2
e2λϕ dσx
¯
. (A.16)
Let O7 “ W7 ˆ R and
„
O
7
“
„
W
7
ˆ R. Using the fact that Q1px,Dq is a first order operator supported in
O7z
„
O
7
and by pA.14q, we getż
O0
e2λϕ
ˇˇ
Q1px,Dqw
ˇˇ2
dx ď
ż
O0
e2λe
βψpxq ˇˇ
Q1px,Dqw
ˇˇ2
dx
ď e2λe
βκ
ż
O7z
„
O
7
ˇˇ
Q1px,Dqw
ˇˇ2
dx
ď Ce2λe
βκ
ż
O7z
„
O
7
`
|w|2 ` |∇w|2
˘
dx.
On the other hand, by using the definition of Θ given by pA.15q, the estimate pA.16q becomes:
λ
ż
O0z
„
O
7 e
2λϕ
`
λ2|w|2 ` |∇w|2
˘
dx ď C
´
e2λe
βκ
ż
O7z
„
O
7
`
|w|2 ` |∇w|2
˘
dx
`
ż
O0
e2λϕ
ˇˇ
F pxq
ˇˇ2
dx` λ
ż
Γ0ˆR
ˇˇ
Bνw
ˇˇ2
e2λϕ dσx
¯
.
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Moreover, by the fact that O2zO3 Ă O0z
„
O
7
and by pA.13q, we easily obtain that:
e2λe
βκ
λ
ż
O2zO3
`
λ2|w|2 ` |∇w|2
˘
dx ď C
´
e2λe
βκ
ż
O7z
„
O
7
`
|w|2 ` |∇w|2
˘
dx
`
ż
O0
e2λϕ
ˇˇ
F pxq
ˇˇ2
dx` λ
ż
Γ0ˆR
ˇˇ
Bνw
ˇˇ2
e2λϕ dσx
¯
.
Thus, we have:
λ
ż
O2zO3
`
λ2|w|2 ` |∇w|2
˘
dx ď C
´
e´2λpe
2βκ´eβκq
ż
O7z
„
O
7
`
|w|2 ` |∇w|2
˘
dx
` e2λpe
2β}ψ0}8´e2βκq
´ż
O0
ˇˇ
F pxq
ˇˇ2
dx` λ
ż
Γ0ˆR
ˇˇ
Bνw
ˇˇ2
dσx
¯¯
.
Let α1 “ pe
2βκ ´ eβκq ą 0 and α2 “ pe
2β}ψ0}8 ´ e2βκq ą 0. We conclude that for any λ ą λ˚, we have:
λ
ż
O2zO3
`
λ2|w|2 ` |∇w|2
˘
dx ď C
´
e´2λα1
ż
O7z
„
O
7
`
|w|2 ` |∇w|2
˘
dx
` e2λα2
´ż
O0
ˇˇ
F pxq
ˇˇ2
dx`
ż
Γ0ˆR
ˇˇ
Bνw
ˇˇ2
dσx
¯¯
.
Then, we have
}w}2H1pO2zO3q ď C
´
e´2λα1}w}2H1pΩq ` e
2λα2
´
}F }2L2pO0q `
››Bνw››2L2pΓ0ˆRq
¯¯
which completes the demonstration.

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