Abstract: A novel metaheuristic optimization method is proposed based on an earthquake that is 1 a geology phenomenon. The novel Earthquake Algorithm (EA) proposed, adapts the principle of 2 propagation of geology waves P and S through the earth material composed by random density 
(FA) [30] , Artificial Bee Colony (ABC) [31] , Ant Colony Optimization (ACO) [32] .
56
The last category is based from human behavior in different situations or activities such as: Nevertheless, it is important highlight the fact that the main purpose of this paper is to present a 63 new line of research, which is opened from the novel algorithm presented throughout this document.
64
In order to achieve the objective, Section 2 explains the basic concepts of an Earthquake behavior,
65
then Section 3 shows the algorithm inspired by it. Later, in order to prove the viability of the proposed 66 algorithm Section 4 shows its performance against some commonly used benchmark functions, and
67
Section 5 its behavior against a real implementation (Speed controller optimization of a DC motor).
68
Finally, Section 6 opens the discussion of the obtained results and Section 7 explains the conclusions.
where v p and v s are the P and S waves speed, λ and µ the Lamé parameters, and ρ the density of 111 earth material. Records from ground-acceleration (Fig. 3 ) shows the waves P and S when an earthquake occurred 113 in Chiapas, Mexico (09.15.2010 ) with an epicenter in 15.59 N, 93.52 W at 95 km of profundity [44] .
114
P-waves are the first to appear (due to faster velocity) and are detected by seismograph accelerometers.
115
Seconds after, S-waves are observed.
116
Compression Dilatation Particle motion P-wave In the Fig. 4 can be visualized the movement of the P-waves through a medium by compression 117 and dilation with volume changes. These kind of waves can be transmitted by any medium (solid, 118 liquid and gas). Particle motion of earth material are represented by spheres.
119
Representation of the S-waves movement is shown in the Fig. 5 , the propagation only occurs in 120 solid medium with shearing deformation (perpendicular movements to the wave direction). 
Earthquake optimization algorithm

122
The Earthquake algorithm initially works with a random population of solutions, which are called Then, as will be explained later in this section, some of the parameters used for this novel 127 algorithm can be described using a Poisson ratio, reason that inspired the implementation of an
128
Exponential Distribution, from the relation between a Poisson and an Exponential distribution taken 129 from [46] , for the random generation already mentioned.
130
As seen in Section 2, the motion of an earthquake can be parametrized with the velocity equations 131 of the P and S waves, where the principle of operation of the proposed algorithm lies in those 132 parameters. Knowing then, that the transmission of the P-wave is faster than that of the S-wave, the 133 P-wave is used for a quick exploration and the other one for a more detailed one. In order to determine when to use a wave or the other, it is essential for the algorithm to define an 135 operation range for the S-wave, which will be referred to in this document as the S-range or Sr. Also,
136
as seen in Fig. 7 , the Sr is defined around the best solution.
137
Figure 7. Procedure to find particles in and out the defined Sr. Knowing that the velocity of the P and S waves are given by Eqs. (1) and (2) respectively, it is also 145 known that the Lamé parameters (λ and µ) and the density (ρ), are needed in order to determine the 146 current transmission speed.
147
To contextualize property values analyzed in this work, 
where σ is the Poisson's ratio.
155
According to [41] , the Lamé parameters can be the same under some circumstances, so for the 156 current algorithm it is taken that λ = µ. In that case, in order to find the optimal Lamé parameters to be 157 used, several tests were performed with different Lamé values, finding that the only real constant that 158 worked was 1.5; that is the reason why, for the algorithm purpose, the wave transmission parameters 159 can be defined as the constant 1.5, taken from Table 1 , giving to:
Where substituting Eq. (4) on Eq. (3):
Which validates the premise developed to obtain Eq. (4). On the other hand, for the 162 implementation of the algorithm, the density of the solids (ρ) is used as a random value, selected from 163 a range between 2200 and 3300 Kg/m 3 , also according to Table 1 .
164
Shown the initial position of the epicenters population are randomly selected, however their speed are initially 0. On the other hand, the update of the current position of the epicenters, is given
166
by Eq. (6):
where X t i and X t−1 i are the current and the previous positions, meanwhile the V i is the current 168 speed.
169
Finally, the equation that incorporates the Exponential distribution, to reduce the probability of 170 visiting points already visited for the epicenters, or epicenters is described in [46] . Where the random 171 value is generated with the distribution, in a range of ± the maximum value of V P /V S , that is ± 1.91 taken from Table 1 .
where X best is the global best solution, and the Exp µ (s) is the random value generated with the 174 exponential distribution from the value of µ.
175
Whence, the random update for the position with the Exponential distribution for this algorithm,
176
is given by Eq. (7), and the diagram that describes the proposed architecture for the earthquake 177 algorithm is shown by Fig. 8 .
178
Hence, the Sr is recommended to be ±10% from the best solution, but after selecting if the current 179 epicenter is going to use the v s or v p as v i (see Fig. 8 ), it results very important for the algorithms 180 performance to understand that since both speeds are calculated by a square root, the final result is a 181 positive number, but it is also known that the result contemplates a ±v i .
182
The above is the reason why the flowchart, that describes the proposed architecture of the be observed that three epicenters took distant routes from the epicenters set, because of the random 194 generation of positions using the exponential distribution (previously explained).
195
As already said, that final generation of some epicenters allowed the algorithm to "escape" the keeping the possibility that another randomly generated epicenter finds another "best solution". 
Benchmark functions 200
To validate the proposed optimization method mentioned in Section 3, the performance of the The surfaces of the benchmark functions used, are shown in the Fig. 11 . Additionally, their 209 mathematical representation for each one is given by to mention that the results of the three of them were evaluated after 100 iterations, and repeated 100 215 times.
216
To quantify the results of the algorithms, Table 3 shows the mean values obtained after taking the 217 average of the 100 results of each algorithm after the 100 iterations.
218
Additional to that, the second group of results are for the calculated standard deviation, and 219 finally the best solution found of each algorithm against every function is also shown, to validate their 220 convergence property.
221
Also as it can be seen in Table 3 , the standard deviation of the algorithms solutions are very 222 constant, because except against the egg holder function, the STD of the algorithm emphasizes the 223 constant performance of the algorithm.
224
The reason that increases the standard deviation of the algorithm against the egg golder function,
225
is that searching area and the multiple local solutions, make the algorithm to sometimes look for 226 a solution in an area that is out of the possible Sr, that is why above is recommended to search an 227 adaptive way to improve the searching area to different problems.
228
On all cases presented in this work (benchmark functions, model optimization and controllers 229 optimizations), the freedom grade given by the exponential distribution random generator, helped the 230 algorithm to send a couple of epicenters to a fast search when it seemed that the group of epicenters 231 started to look for a convergence in a local minimum.
232
Those heuristic "moves" are also fundamental for the performance of the algorithm, because 233 the capabilities to "escape" from a local solution are improved. Therefore, the paper proves that the 234 proposed algorithm works and that it can be used as an optimization method, knowing its sturdiness 235 against different functions or applications. 
Case study
237
As demonstrated in Section 4, the proposed Earthquake algorithm is able to reach solutions to 238 different benchmark functions. However, in order to discuss the capability of the algorithm against a 239 real application, a PID speed controller for a DC motor was implemented.
Implementation system 241
The experimental system designed for the tests consists of a DC motor with a 5V of nominal Additionally, in order to ensure the quality of the RPMs measurements of the DC motor a test 246 environment was designed, where the motor could be fixed to a base, with a disc with a notch 247 that together with an optical sensor of horseshoe type H21A1, allows to obtain a pulse counter per 248 revolution. Fig. 13 shows the diagram of the testbed designed.
249
Front view Lateral view
Rear view Figure 13 . Testbed designed.
Thus, Fig. 13 shows the testbed designed to set it (motor in red color and components of the base 250 in white), being that the shaft was secured to a disk of two millimeters thick (disk in blue), which 251 passes through an optical horseshoe sensor (gray device) fix to the same base, for the measurement of 252 its RPMs. Fig . 15 shows the implemented circuit board design, taken from the schematic seen in figure   260 Fig. 14, which also clearly shows a space without components, same that is used to fix the motor base 261 of figure Fig. 13 to the circuit board. The complete tests environment designed, is shown in Fig. 16 that it uses, moreover the reliability granted for avoiding the continually risk of a time-critical issue of 269 tasks preempting one another (which is a constant on software tools).
270
To obtain and later optimize the model of the DC motor, a step input from 0 to 5 volts was taken And with a sample time T = 6.85µS, its discrete representation by:
To obtain a quantitative analysis of the control system performance (plant model and closed loop 278 system) to evaluate and compared the improvement of the optimization algorithms implementation, To improve the plant model obtained from analytic method, optimization algorithms are used 282 and compared. Such algorithms are: (1) earthquake algorithm (EA), (2) bat algorithm (BA) and (3) 283 particle swarm optimization (PSO).
284
The optimization process of the DC motor model is represented in Fig. 18 , it shows how the EA is 285 implemented to find the best parameters (gain and pole) with the objective to reduce the error from 286 experimental data.
287
Also its important to mention that the cost function, that evaluates the performance index is based 
291
For the model optimization, each algorithm was implemented with a population of 40 particles 292 for PSO, 40 bats for BA and 40 epicenters for EA, the three for 50 iterations, and repeated 10 times.
The input model for every algorithm is given by the Eq. (15), and the results quantified in Table 4 ,
294
where the best solution obtained from each algorithm is evaluated. Table 4 shows the values obtained 295 for the tests. Besides, Table 5 compares the performance indexes obtained for every algorithm, and also shows 300 the indexes for the analytic method. 5.3. PID optimization using EA, BA and PSO
302
Knowing that the proposed study case, is the speed control for a DC motor, the controller 303 implemented and optimized by EA, BA and PSO, is a parallel PID controller.
304
Then, from Fig. 20 the fitness function to optimize is given by its transfer function [58]:
where k p , k i and k d are the proportional, integral and derivative gains, and e(t) the error. Figure 19 . Transient response of DC motor models. • k p = 8e −6 308
Representation of the optimization process for tuning PID is visualized in Fig. 21 where the 311 Eqs. (15) and (16) for the controller is given by Fig. 22 .
316
As explained in [60] , plotting the possible system inputs against the obtained outputs of the fuzzy 317 sets, results in a control surface that can represent the entire set; reason why from the input and output 318 sets (Fig. 23) , evaluating with the proposed relation matrix (Table 6 ), the control surface of the system 319 ( Fig. 25 ) was obtained and implemented as show in Eq. (17).
320
The Fig. 24 , shows how the mapping of the inputs against the outputs leads to the surface, which 321 is finally obtained in Fig. 25 . After obtaining the control surface, the curve is modeled to facilitate its 322 implementation, adjusting it (as already mentioned) to the Eq. (17).
323
U(e) =      0 ≤ e < 0.25 U = 1 −8 e 3 − 5 −9 e 2 + 1 −9 e + 5 −13 0.25 ≤ e < 0.5 U = 2 −8 e 3 − 2 −8 e 2 + 1 −8 e − 2 −9 e > 0. where U(e) is the control surface, evaluated on the error e.
325
The general structure implemented for the PID and the Fuzzy-PID control system, can be resumed 326 as shown in Fig. 26 , where in the HMI Host was implemented the Fuzzy configuration to estimate the 327 surface between inputs/outputs, to optimize the PID controller embedded in the cRio FPGA.
328 Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 11 September 2018 doi:10.20944/preprints201809.0182.v1 Table 6 . Relation matrix for the input and output fuzzy sets. Finally, the optimization algorithms already mentioned where implemented using the same 329 population, iterations and repetitions as in Section 5.2. Nevertheless, in this section the algorithms 330 were used first to obtain randomly a transfer function, and then its corresponding PID constants.
331
Taking the same criteria as in the model optimization, the selected constants were taken from the 332 best set of solutions. Table 7 , shows the values obtained for the tests.
333
The Fig. 27 shows a comparative between the behaviors of the implemented methods, where the 334 PID graph represents the non-optimized PID, and the reference plot shows the input step, where the 335 reference is placed on 4000 RPM. On the other hand, the quantification is given by Figure 26 . General structure of the control System implemented Table 7 . PID constants obtained for plant models using each optimization algorithm. 
Gains
Discussion
347
The Earthquake Algorithm presented in this paper, was tested against two of the most 348 implemented optimization algorithms (PSO and BA), in order to prove and compare how the EA 349 solves optimization problems.
350
As most of the modern metaheuristic optimization methods, the EA is inspired on a behavior 351 that exists in the nature, its strengths are found in the capability of using two kinds of velocity to 352 find a solution. In section Section 4, the method was tested with different benchmark functions, parameter, that allows the algorithm to do a finer search when needed.
364
However, against the other benchmark functions, the algorithm also had acceptable performances,
365
seeing that the EA never had the worse mean result against any of the functions. Actually, the egg 366 holder function was the most difficult test for the algorithm, though even that function was perfectly 367 solved by the algorithm a couple of times.
368
Analyzing the Egg holder function, the BA clearly has the beast mean solution, but the EA also parameter that allow the algorithm to make quick searches at greater distances, to finally switch back 374 to fine searches.
