Abstract. We have recently described a new conformational search strategy for protein folding algorithms, called the CGU (convex global underestimator) method. Here we use a simplified protein chain representation and a differentiable form of the Sun/Thomas/Dill energy function to test the CGU method. Standard search methods, such as Monte Carlo and molecular dynamics are slowed by kinetic traps. That is, the computer time depends more strongly on the shape of the energy landscape (dictated by the amino acid sequence) than on the number of degrees of freedom (dictated by the chain length). The CGU method is not subject to this limitation, since it explores the underside of the energy landscape, not the top. We find that the CGU computer time is largely independent of the monomer sequence, for different chain folds, and scales as O(n 4 ) with chain length. By using different starting points, we show that the method appears to find global minima. Since we can currently find stable states of 36-residue chains in 2.4 hours, the method may be practical for small proteins.
Introduction
To develop a computer algorithm that will predict the native structure of a protein given only its amino acid sequence requires three ingredients: a suitable chain representation, an accurate energy function, and a fast search strategy that can find the globally optimal lowest energy conformations. Our aim here is not to attempt to solve all these problems or to develop a protein folding algorithm. Our aim is more modest. Here we use an imperfect simplified chain representation and energy function to test a new conformational search method. Our model is a differentiable form of the Sun/Thomas/Dill chain representation and energy function. It is protein-like in the following respects: it includes chain connectivity, steric constraints, ϕψ preferences, and hydrophobic and hydrogen bonding interactions. Hence chains collapse to compact states with hydrophobic cores and some hydrogen bonded structure. The model, however, is not sufficient to predict native folds correctly from amino acid sequences, even though it does well in some limited tests [10] . Thus our aim is not to fold proteins; our aim is to test a method of searching for lowest energy states in a protein-like model.
Standard search methods, including molecular dynamics, Monte Carlo, simulated annealling, and genetic algorithms, often get stuck in kinetic traps. The challenge in developing fast search strategies is in understanding what slows them down. Proteins are difficult for two reasons. First, we require the global optimum, rather than one of the large number of local optima. Second, an algorithm must be able to deal with very different shapes of energy landscapes, and the shape is often a stronger determinant of computer time than the size of the landscape. The shape of the landscape is dependent on the amino acid sequence. The size is dependent on the chain length. Often there is no simple scaling with the chain length.
Our current method takes a rather different approach. Rather than meandering over the tops of energy landscapes, our CGU method burrows under it, and should therefore not be affected by the heights of kinetic barriers. As a test, here we explore the dependence of the CGU search time on chain length and monomer sequence. Also we vary the starting conformations in order to check that the method is finding global optima, rather than local optima. The method does not get stuck in kinetic traps, and appears to find global optima in a time that depends on n 4 , where n is the chain length, independently of the monomer sequence. It may be a practical search method for more realistic energy functions.
Protein Model and Global Search Strategy
Practical search strategies for the protein folding problem currently require a simplified, yet sufficiently realistic, molecular model with an associated potential energy function representing the dominant forces involved in protein folding [9] . In our present model, each residue in the primary sequence of a protein is characterized by its backbone components NH-C α H-C′O and one of 20 possible amino acid sidechains attached to the central C α atom. The three-dimensional structure of the chain is determined by internal molecular coordinates consisting of bond lengths l, bond angles θ, and the backbone dihedral angles ϕ, ψ, and ω. Fortunately, these 9r-6 parameters (for an r-residue structure) do not all vary independently. Some of these (7r-4 of them) are regarded as fixed since they are found to vary within only a very small neighborhood of an experimentally determined value. Among these are the 3r-1 backbone bond lengths l, the 3r-2 backbone bond angles θ, and the r-1 peptide bond dihedral angles ω (fixed in the trans conformation). This leaves only the r-1 backbone dihedral angle pairs (ϕ,ψ) in the reduced representation model. These also are not completely independent; they are severely constrained by known chemical data (the Ramachandran plot) for each of the 20 amino acid residues. Furthermore, since the atoms from one C α to the next C α along the backbone can be grouped into rigid planar peptide units, there are no extra parameters required to express the three-dimensional position of the attached O and H peptide atoms. Hence, these bond lengths and bond angles are also known and fixed. Figure 1 illustrates this model.
Another key element of this simplified polypeptide model is that each sidechain is classified as either hydrophobic or polar, and is represented by only a single "virtual" center of mass atom. Since each sidechain is represented by only the single center of mass "virtual atom" C s , no extra parameters are needed to define the position of each sidechain with respect to the backbone mainchain. The twenty amino acids are thus classified into two groups, hydrophobic and polar, according to the scale given by Miyazawa and Jernigan [5] .
Corresponding to this simplified polypeptide model is a simple energy function. This function includes four components: a contact energy term favoring pairwise hydrophobic residues, a second contact term favoring hydrogen bond formation between donor NH and acceptor C′=O pairs, a steric repulsive term which rejects any conformation that would permit unreasonably small interatomic distances, and a main chain torsional term that allows only certain preset values for the backbone dihedral angle pairs (ϕ,ψ). Since the residues in this model come in only two forms, hydrophobic and polar, where the hydrophobic monomers 
exhibit a strong pairwise attraction, the lowest free energy state involves those conformations with the greatest number of hydrophobic "contacts" [1] and intrastrand hydrogen bonds. Simplified potential function have been successful in studies by Sun, Thomas, and Dill [10] , by Srinivasan and Rose [7] , and by Yue and Dill [11] . We used here a simple modification of the Sun/Thomas/Dill energy function.
One practical means for finding the global minimum of the polypeptide's potential energy function is to use a global underestimator to localize the search in the region of the global minimum. This CGU (convex global underestimator) method is designed to fit all known local minima with a convex function which underestimates all of them, but which differs from them by the minimum possible amount in the discrete L 1 norm (see Figure 2) . The minimum of this underestimator is used to predict the global minimum for the function, allowing a more localized conformer search to be performed based on the predicted minimum. More precisely, given an r-residue structure with n=2r-2 backbone dihedral angles, we denote a conformation of this simplified model by φ ∈ R n , and the corresponding simplified potential energy function value by F(φ). Then, assuming that k ≥ 2n+1 local minimum conformations φ (j) , for j=1,...,k, have been computed, a convex quadratic underestimating function Ψ(φ) is fitted to these local minima so that it underestimates all the local minima, and normally interpolates F(φ (j) ) at 2n+1 points. This is accomplished by determining the coefficients in the function Ψ(φ) so that (1) for j=1,...,k, and where is minimized. That is, the difference between F(φ) and Ψ(φ) is minimized in the discrete L 1 norm over the set of k local minima φ (j) , j=1,...,k. The underestimating function Ψ(φ) used in this CGU method is given by (2) .
Note that c i and d i appear linearly in the constraints of (1) for each local minimum φ (j) . Convexity of this quadratic function is guaranteed by requiring that d i ≥
Figure 2 The Convex Global Underestimator (CGU)
Other linear combinations of convex functions could also be used, but this quadratic function is the simplest.
A new set of conformers generated by the localized search then serves as a basis for another quadratic underestimation over the reduced space. After several repetitions, the global minimum conformation φ G and its associated global minimum energy F(φ G ) can be found with reasonable assurance. For more specific details of the CGU method and its computational results, see [2] , [3] , [4] , and [6] .
Global Underestimation of the Energy Landscape
As summarized in the previous section, the CGU algorithm will determine a global minimum backbone torsion angle vector φ G and corresponding global minimum energy function value F G = F(φ G ). As part of the CGU algorithm, a relatively large number of local minima φ (j) , j =1,...,k, of the function F(φ) will also be computed. We denote the corresponding function values by
..,k. Typically we have k ≥ 2n+1, where n is the number of backbone torsion angles since this is a necessary condition for constructing the minimum L1 convex global underestimator. Using all of these local minima, a final convex quadratic global underestimating function is determined, similar to (2), by solving a linear program formulated so that φ G , the global minimum of the potential function F(φ), is also the global minimum of the new global underestimating Ψ(φ), and so Ψ(φ G ) = F G . The coefficients d i of this final underestimating function are determined by constructing the underestimating function such that (3) where the diagonal matrix D=diag(d i ) ∈ R nxn , and then solving the linear program (4) subject to
The value d max is a large specified upper bound. This prevents the underestimating function from increasing too rapidly as a function of the deviation of any torsion angle φ i from its global minimum value (φ G ) i . The solution to (4) will have the property that at least 2n+1 of the local minima F j will be interpolated by the underestimator Ψ(φ). All remaining local minima
will be strictly underestimated, but will differ from Ψ(φ) by the minimum possi- 
The true energy landscape can be thought of as a surface above an n-dimensional horizontal hyperplane, with each point in the hyperplane representing a conformation φ. The energy F(φ) -F G is then represented by the height of the surface above the hyperplane, as given by the (n+1) coordinate. Each local minimum
It is important to note that computing many local minima is a crucial aspect of the CGU algorithm, and is also essential in determining the global underestimating function Ψ(φ) as given by (3) and (4) . The distribution of local minima, in effect, represents the energy surface F(φ), and therefore is the most convenient way to visualize the energy landscape.
To further simplify the visualization of the energy landscape, we now show how it can be represented in a novel two-dimensional plot. To do this we represent the deviation of φ from φ G in a suitable manner. We define the Root Mean Square Weighted Deviation (RMSWD) by (5) .
We then use ∆φ as the horizontal coordinate of a plot, with the energy difference from F G as the vertical coordinate. Specifically, we have (6) so that plotting Ψ(φ) and F j , j=1,...,k, vs. ∆φ shows the energy landscape and its relationship to the underestimating energy surface. The global minimum conformation φ G , and its corresponding energy Ψ(φ G ) = F G are shown on the plot as a point at the origin. Those local minima which lie on the surface, and those above it, can also be clearly distinguished. This is illustrated in Figure 3 . The energy gap between the global minimum F G and all other local minima F j , j=1,...,k, is shown by the vertical distances of the points representing the local minima. Based on the computational results for small proteins (described in the next section), we are now able to compute the global minimum conformation φ G corresponding to a function F(φ) for each specific protein with up to 50 residues. However, the conformation φ G computed in this way will not be the same as φ N , the known native conformation for the same protein. Improved energy functions F(φ) are needed in order to accomplish this.
We can, however, use the knowledge of φ N to modify F(φ) in a simple but nonphysical way so that the modified F(φ) (denoted F(φ)) has its global minimum when φ = φ N . This requires only a simple shift of coordinates to give the modified function (7) .
Clearly F(φ) attains its global minimum value F G at φ = φ N . Therefore the shifted energy function F(φ) attains the known native state φ N at its global minimum F G so this provides a shifted energy landscape for the corresponding protein molecule. It should be noted however that we must know φ N to construct F(φ), so that this does not solve the native structure prediction problem.
Physical Interpretation of the Global Underestimator Coefficients
The CGU method gives a very simple expression for the fluctuations around the native structure. The probability P(φ (j) ) of finding a molecule in conformation φ 
-------------------------------------------=
where k B T is Boltzmann's constant multiplied by temperature, and k is the total number of conformations that are local minima of F(φ). Thus, higher energy states are less probable than lower energy ones.
Note that the CGU method will find only k of the N total local minima of F(φ), and that k « N is expected. However, for those N-k local minima not found, the corresponding energies are also expected to satisfy F j » F G , so that their effect on the total sum in (8) Since the final convex global underestimator Ψ(φ) agrees with the global minimum potential energy F G at the computed global minimum conformation φ G , then as stated in (3) . Now, if φ′ denotes a conformation with all angles φ i , except for φ l , fixed at their respective global minimum values (φ G ) i , then the energy difference directly attributed to any φ l is clearly (9) .
Finally, with a suitable assumption 1 , by applying (9) to (8), the Boltzmann distribution of angle φ l is then proportional to (ignoring the denominator in (8)) 1 For each conformation φ (j) , the CGU function value Ψ(φ (j) ) matches the corresponding potential energy function F j ≡ F(φ (j) ). Even if this assumption is not satisfied, an upper bound on the standard deviation given in (10) may be obtained.
where φ l is the mean, and σ l 2 is the variance. Therefore, we can interpret (φ G ) l as the mean value of φ l , and k B T/d l as the variance of φ l obtained directly from the convex global underestimator. Note that a large value of d l implies a small variance in the angle φ l . Also a high temperature T, as well as a small value of d l , implies a large variance in the angle, as expected. The standard deviation of φ l is (10) σ
Note again that this result depends on the property that the CGU algorithm computes a large set of local minima, in addition to the global minimum.
Computational Results
We have studied small peptide sequences ranging in size from 5 residues to 36 residues. These sample peptides are: 5 residue met-enkephalin (MET), 9 residue oxytocin (1XY1), a 23 residue beta-beta-alpha motif [8] (BBA1), a 30 residue zinc-finger (7ZNF), and 36 residue avian pancreatic polypeptide (1PPT). In some cases the native structures for these peptides are also known (1XY1, 7ZNF, and 1PPT). Table 1 shows the results obtained from applying the CGU method on a 32 processor Cray T3E at the San Diego Supercomputer Center.
The method does not correctly predict the known native structures, but this is not our goal here. The search strategy always finds conformations lower in energy than the true native structure, indicating limits of the energy function, not the 
search strategy. The lowest energy conformations in the model have properties common to true native structures: compact states with hydrophobic clusters and hydrogen bonded secondary structure. Hence we believe that the CGU method is efficiently finding global solutions using our simple model and energy function, but that the energy function requires improvement.
As an example, the known native structure for 7ZNF (zinc-finger motif) consists of a single "tight" alpha helix, a hair-pin turn, and then another hairpin turn (Figure 4) , whereas the corresponding CGU computed structure shows only a slight tendency toward forming the first alpha helix, followed by a hairpin turn, and then two more hairpin turns ( Figure 5 ). Figure 6 shows this same structure which highlights the effects of the very powerful attraction between the hydrophobic amino acid sidechains responsible for the compact clustering at the bottom of the figure. Clearly the hydrophobic attraction in this case dominates the hydrogen bond formation required for the construction of the tight alpha helix, and also contributes to the formation of the extra hairpin turn. We attribute this error not to the CGU search strategy, but instead to limitations in the accuracy of the potential function.
The CGU search strategy is finding global, or at least near global, solutions for the given model. Table 2 shows the probability distribution of all local minima obtained for each of the peptide sequences. For all test cases, the energy gap between the "best" computed structure and all other structures is so large that the probability that a peptide would be observed in the global minimum state is 1. In addition, the landscape projections, based on the RMSWD metric, such as the one shown in Figure 3 , indicate that the landscape CGU is a tight underestimator for many local minima and the energy gap between the global minimum and all others is significant.
Finally, based on the computational results obtained so far, the average running time, as a function of peptide length n, is O(n 4 ) [3] . This function has been com- puted (based on the results presented in both this and the next section) to be T(n) ≈ (8.8e-5)n 4 minutes for an n residue structure on a 32 node Cray T3E. Table 3 shows the exact values of T(n) for various values of n and Figure 7 shows a plot of T(n) along with the results from the five sample peptides. 
Effect of Sequence on Structure
The previous section shows that the average running time of the CGU algorithm is dependent on the chain length n of the peptide sequence. However, unlike many other search strategies, the running time of the CGU method is independent of the ordering of the residues within the sequence, and is even independent of the monomer composition. This is not to say that the global solutions obtained by the CGU method are unaffected by sequence variations. Indeed they are. However, the running time remains insensitive to the precise nature of the sequence. Figures 8, 9 , and 10 show the computed global minimum conformations for three permutations of the 7ZNF sequence (a 30 residue sequence). In each case, the same set of residues were permuted to provide a different ordering of those residues. Hence, the percent hydrophobicity remained constant in each case. From the figures, it is clear that the model native structures vary greatly, as would be expected with different monomer sequences. The solution times for these permuted test cases were 2430 s (requiring 3 iterations of the CGU method), 6293 s (requiring 4 iterations), and 2432 s (requiring 3 iterations). Hence the average time and the average time per iteration of the CGU method were 3718 s and 1065 s, respectively. there is clear variation in native structures for each permuted sequence. However, there is no clear dependence of computational time on the sequence. In addition, the running time of the CGU method is invariant with respect to the residue types within a peptide sequence. In particular, for a given sequence of H and P type residues, the CGU algorithm is time invariant with respect to the specific H type residues and specific P type residues composing the sequence. Table 9 shows the results of varying the H residues and P residues within a single fixed sequence of length 23. In each case, the HP sequence was fixed, but the choices of H and P amino acids were randomly selected from the set of known H and P residues, respectively. Again, the time required to obtain the global minimum structure is invariant with respect to sequence. But again, the sequence itself affects the global solution greatly. In this case, since the ordering of the H and P residues remained fixed, but the types of H residues and P residues were varied, we would expect variation in the global solution due to the differences in the side chain volumes and the variable hydrophobic attraction expressed by each particu- 
Conclusions
The three principal results of this paper are: (1) to show that starting from many different randomly chosen open starting conformations of the chain, the CGU method converges on the same structure in each case, suggesting that the method is probably reaching the global minimum of the energy function, (2) to show the scaling of the solution time with the chain length, indicating that the method seems practical for small protein-sized molecules, and (3) to show that the computation time required by the CGU method is approximately independent of monomer sequence. The results also indicate that the energy landscapes are dominated by a single stable state which differs in energy by a wide energy gap from all other local energy states. This paper is a test of a conformational search strategy, not an energy function. The energy function is not yet an accurate model of real proteins: the best computed structures differ from the true native structures. But similarly simple energy functions have begun to show value in predicting protein structures ( [7] , [10] , and [11] ). Therefore we believe improved energy functions used in conjunction with the CGU search method may be useful in protein folding algorithms.
