A periodic age-structured epidemic model with a wide class of incidence rates  by Bai, Zhenguo
J. Math. Anal. Appl. 393 (2012) 367–376
Contents lists available at SciVerse ScienceDirect
Journal of Mathematical Analysis and
Applications
journal homepage: www.elsevier.com/locate/jmaa
A periodic age-structured epidemic model with a wide class of incidence
rates✩
Zhenguo Bai
Department of Applied Mathematics, Xidian University, Xi’an, Shaanxi 710071, PR China
a r t i c l e i n f o
Article history:
Received 18 January 2012
Available online 10 April 2012
Submitted by Junping Shi
Keywords:
Seasonality
Age structure
Uniform persistence
Periodic solution
The epidemic peak
a b s t r a c t
In this paper, a time-delayed epidemic model is formulated to describe the dynamics of
seasonal diseases with age structure. By the method of the spectral radius of an integral
operator, we define the basic reproduction number (R0) of the model. It is shown that the
disease is uniformly persistent and there exists at least one positive periodic state when
R0 > 1while the diseasewill die out ifR0 < 1. The presented case study not only confirms
the theoretical results, but also demonstrates that the epidemic peak is very sensitive to the
maturation period and the magnitude of seasonality, which is different from the dynamics
of the model without considering age heterogeneities. These findings contribute to better
understanding the epidemiological properties of the disease with age structure.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Manymathematicalmodels for the transmission and control of infectious diseases are described by autonomous systems
of differential equations. However, certain diseases show obvious seasonal cycles, such as measles, chickenpox, rubella,
mumps, pertussis, influenza and even sexually transmitted gonorrhoea [1,2]. In addition, recent studies showed that
autonomous epidemic models cannot effectively capture and explain some epidemiological properties of the diseases
with seasonal patterns of incidence, such as the epidemic peak, the final size and the effectiveness of vaccination and
drug treatment [3–5]. Thus, to describe these diseases more accurately, it is not trivial but natural to incorporate seasonal
variations in epidemiological and demographical parameters into epidemic models.
For some diseases, such as sexual diseases or bacterial infections, it is reasonable to consider the disease transmission in
the adult population and neglect transmission in juveniles. So we divide the population into two stages: juvenile stage and
adult stage. As done in [6–8], we assume that disease transmission occurs only in adult individuals, which are responsible
for the reproduction of the population and that juvenile individuals are immune to the disease and they have no ability to
reproduce.
According to the above description, we denote the number of juvenile individuals and adult individuals by J and A,
respectively. We assume that J satisfies
dJ
dt
= B(t, A)A− µ1(t)J,
where B(t, A) and µ1(t) are the per capita birth rate of adult individuals and the per capita death rate of juveniles,
respectively, at time t . Following [6–8], we make the following assumptions on B(t, A):
(A1) B(t, A) > 0 for all t > 0, A > 0;
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(A2) B(t, A) is continuously differentiable, and ∂B(t,A)
∂A < 0 for all t > 0, A > 0;
(A3) ∂(B(t,A)A)
∂A > 0 for all t > 0, A ∈ (0,∞).
The class of B(t, A) that satisfies (A1)–(A3) includes
(B1) B1(t, A) = p(t)q(t)+Am , with p(t), q(t) > 0 and 0 < m 6 1,
(B2) B2(t, A) = k(t)A + l(t), with k(t) > 0, l(t) > 0,
which have been widely used in the biological literature (see, e.g., [6–10]).
Assume that a juvenile becomes an adult host at the age of τ . Let J(t, a) be the number of juveniles with age a at time t .
Similar to the equation governing the growth of a population with natural age structure in [11–13], the number of J(t, a) is
described by
∂ J(t, a)
∂t
+ ∂ J(t, a)
∂a
= −µ1(t)J(t, a),
and the birth law is given by
J(t, 0) = B(t, A(t))A(t).
For fixed ξ > 0, let
V ξ (t) = J(t, t − ξ), ξ 6 t 6 ξ + τ .
Then we have
dV ξ (t)
dt
= ∂ J(t, a)
∂t

a=t−ξ
+ ∂ J(t, a)
∂a

a=t−ξ
= −µ1(t)V ξ (t).
Integrating this equation with respect to t from ξ to t , we get
V ξ (t) = e−
 t
ξ µ1(s)dsV ξ (ξ) = e−
 t
ξ µ1(s)dsJ(ξ , 0).
Thus the number of entry into the adult stage at time t is
J(t, τ ) = V t−τ (t) = e−
 t
t−τ µ1(s)dsJ(t − τ , 0)
= e−
 t
t−τ µ1(s)dsB(t − τ , A(t − τ))A(t − τ) =: H(t, A(t − τ)).
We consider a disease transmission of SEIRS type. The adult population is divided into four epidemiological classes:
susceptible, exposed, infected and recovered. Denoting the numbers of susceptible, exposed, infected and recovered
individuals in the population by S, E, I and R, we thus have
dJ
dt
= B(t, A)A− µ1(t)J − H(t, A(t − τ)),
dS
dt
= H(t, A(t − τ))− µ(t)S − β(t)f (I)S + ξ(t)R,
dE
dt
= β(t)f (I)S − (µ(t)+ σ(t))E,
dI
dt
= σ(t)E − (µ(t)+ δ(t)+ γ (t))I,
dR
dt
= γ (t)I − (µ(t)+ ξ(t))R,
A = S + E + I + R.
(1.1)
The description of the parameters can be found in Table 1.1. In order to take into account the seasonality, we assume that all
functions B(t, A), µ1(t), µ(t), β(t), σ (t), δ(t), γ (t) and ξ(t) are continuous, positive and ω-periodic in t for some ω > 0.
The function f (I) is assumed to satisfy
(H1) f : R+ → R+ is continuously differentiable with f (0) = 0 and f (I) > 0 for I ∈ (0,+∞);
(H2) f (I)− If ′(I) > 0.
It is easy to see that f (I) := I1+αIp with parameters p > 0, α > 0 is a class of functions satisfying such hypotheses. It
includes three types. (i) Unbounded function: 0 < p < 1. When α = 0, β(t)f (I)S is the bilinear incidence; (ii) Saturated
function: α > 0, p = 1. This function proposed by Capasso and Serio [14] describes a ‘‘crowding effect’’ or ‘‘protection
measures’’ of the infective individuals; (iii) Nonmonotone function: α > 0, p > 1. Such functions can be used to describe
the psychological or inhibitory effect of the susceptible individuals on the disease when the number of infected individuals
becomes large (see [15,16]).
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Table 1.1
Description of parameters in model (1.1).
Parameters Biological meaning
H(t, A(t − τ)) The transition rate of juvenile individuals from juvenile stage to adult stage at time t
µ(t) Death rate of adults at time t
β(t) Transmission rate at time t
σ(t) The transition rate from the exposed to infectives at time t
δ(t) Mortality rate of infectious individuals at time t
γ (t) Recovery rate of infectious individuals at time t
ξ(t) The rate of loss of immunity at time t
Note that H(t, A(t − τ)) is independent of the variable of juveniles and A = S + E + I + R. Thus it suffices to consider
the following reduced model:
dS
dt
= H(t, A(t − τ))− µ(t)S − β(t)f (I)S + ξ(t)(A− S − E − I),
dE
dt
= β(t)f (I)S − (µ(t)+ σ(t))E,
dI
dt
= σ(t)E − (µ(t)+ δ(t)+ γ (t))I,
dA
dt
= H(t, A(t − τ))− δ(t)I − µ(t)A.
(1.2)
The initial conditions associated with system (1.2) are
S(θ) = φ1(θ), E(θ) = φ2(θ), I(θ) = φ3(θ), A(θ) = φ4(θ), θ ∈ [−τ , 0], (1.3)
where φ = (φ1, φ2, φ3, φ4) ∈ C([−τ , 0],R4+).
We assume that B(·, ·) ∈ C1(R× (0,+∞),R+) and B(t, A)A admits a continuous extension G(t, A) from R× (0,+∞)
to R × R+. By [17, Theorem 5.2.1], it follows that for any φ ∈ C([−τ , 0],R4+), system (1.2) has a unique nonnegative
solution (S(t, φ), E(t, φ), I(t, φ), A(t, φ)) in its maximal interval of existence. For any function x : [−τ , b] → Rm, b > 0,
we define xt ∈ C([−τ , 0],Rm) by xt(θ) = x(t + θ),∀θ ∈ [−τ , 0]. Let ˆ denote the constant function, that is, xˆ(θ) = x for
all θ ∈ [−τ , 0].
The rest of this paper is organized as follows. In Sections 2 and 3, we introduce the basic reproduction number of (1.2),
and show that it can act as a threshold quantity to determine the persistence or extinction of the disease. In Section 4, we
give a case study and explore the effect of age heterogeneity on the epidemic peak. A discussion section completes the paper.
2. Basic reproduction number
The basic reproduction numberR0 is a central quantity in the study of mathematical epidemiology as it can be used to
measure whether a newly infectious disease can invade a population [18]. For autonomous epidemic models, Diekmann
et al. [19] presented the next generation method to define and calculateR0. van den Driessche andWatmough [20] further
illustrated its applications in more complex epidemic models. However, an adaptation of the definition of R0 in time-
periodic seasonal models was given only in recent years [21]. For further developments in the study of R0, we can refer
to [22–28] and references therein.
To show the existence of the disease-free periodic solution of (1.2), we consider the following equation
dS
dt
= H(t, S(t − τ))− µ(t)S (2.1)
with the initial function S(θ) = ψ(θ), θ ∈ [−τ , 0], and ψ ∈ C([−τ , 0],R+).
Define H¯ ∈ C(R3+,R) by
H¯(t, S(t), S(t − τ)) = H(t, S(t − τ))− µ(t)S.
We further assume that:
(A4) There exists h0 > 0 such that e−
 t
t−τ µ1(s)dsB(t − τ , h)− µ(t) < 0 for all t > τ , h > h0;
(A5) ρ(DΦ˜(0)) > 1 if H¯(t, 0, 0) ≡ 0, where Φ˜ is a Poincaré map associated with (2.1), and ρ(DΦ˜(0)) is the spectral radius
of the Fréchet derivative of Φ˜ at 0.
For the biological explanations of (A4) and (A5), we can refer to [7,8]. By a similar argument as in [8, Theorems 2.2 and 2.3],
we have the following result.
Theorem 2.1. Let (A3)–(A5) hold. Then (2.1) has a positive ω-periodic solution S∗(t), which is globally asymptotically stable in
C([−τ , 0],R+) \ {0ˆ}, and hence (1.2) has a unique disease-free periodic solution E0(t) = (S∗(t), 0, 0, S∗(t)).
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Now we directly use the theory presented in [22] to define the basic reproduction number for (1.2). By linearizing (1.2)
at E0(t), we obtain the following linear ordinary differential system for the infected class variable x = (E, I)T :
dx
dt
= (F(t)− V (t))x,
where
F(t) =

0 β(t)S∗(t)f ′(0)
0 0

, V (t) =

µ(t)+ σ(t) 0
−σ(t) µ(t)+ δ(t)+ γ (t)

.
Let Y (t, s), t > s, be the evolution operator of the linear ω-periodic system
dy
dt
= −V (t)y.
Then, for each s ∈ R, the 2× 2 matrix Y (t, s) satisfies
dY (t, s)
dt
= −V (t)Y (t, s), ∀t > s, Y (s, s) = I,
where I is the 2× 2 identity matrix.
Let
Cω := {φ ∈ C(R,R2) : φ(t) = φ(t + ω), ∀ t ∈ R}
be an ordered Banach space equipped with the maximum norm. Then we can define a linear operator L : Cω → Cω by
(Lφ)(t) =
 ∞
0
Y (t, t − ξ)F(t − ξ)φ(t − ξ)dξ, ∀ t ∈ R, φ ∈ Cω.
According to [21,22], the basic reproduction number is R0 := ρ(L), the spectral radius of L. Its biological meaning can be
interpreted as the asymptotic per generation growth rate [26].
3. The threshold dynamics
In this section, we will investigate the uniform persistence and extinction of the disease in terms ofR0. First, we show
that system (1.2) admits a family of compact, positively invariant sets. Since the following result is a direct corollary of [8,
Theorem 2.2], we only mention it without proof.
Theorem 3.1. Let (A3) and (A4) hold. Then for initial conditions in (1.3), solutions of system (1.2) are nonnegative, ultimately
bounded and uniformly bounded.
Now, we present the result on the persistence of the disease by using the techniques in [8,10].
Theorem 3.2. Assume that (A1)–(A5) hold. If R0 > 1, then there is an η > 0 such that every solution (S(t, φ), E(t, φ),
I(t, φ), A(t, φ)) of (1.2) with φ = (φ1, φ2, φ3, φ4) ∈ C([−τ , 0],R4+) and φ2(0), φ3(0) > 0 satisfies
lim inf
t→∞ (S(t, φ), E(t, φ), I(t, φ), A(t, φ)) > (η, η, η, η).
Furthermore, system (1.2) admits at least one strictly positive ω-periodic solution.
Proof. Define
X := C([−τ , 0],R4+), X0 :=

φ ∈ X : φ2(0), φ3(0) > 0

, ∂X0 := X \ X0.
Let u(t, φ) be the unique solution of (1.2) with u0(φ) = φ. Let Φ(t)(ψ) = ut(ψ) and let P : X → X be the Poincaré map
associated with (1.2), that is,
P(φ) = uω(φ), φ ∈ X .
Clearly, bothX andX0 are positively invariant for the semiflowΦ(t). By Theorem3.1, P is point dissipative and Pn0 is compact
whenever n0ω > 2τ . It then follows from [29, Theorem 2.9] that P admits a global attractor in X . Define
M∂ := {φ ∈ ∂X0 : Pn(φ) ∈ ∂X0, n > 0}.
We then show that
M∂ = {φ ∈ ∂X0 : φi(0) = 0, ∀ i = 2, 3}. (3.1)
Note that {φ ∈ ∂X0 : φi(0) = 0, ∀ i = 2, 3} ⊆ M∂ . Thus, it suffices to show that E(t, φ), I(t, φ) = 0, ∀ φ ∈ M∂ , t > 0.
Suppose, by contradiction, that there exists t0 > 0 such that (E(t0, φ), I(t0, φ)) > 0. This includes three cases: (i) E(t0, φ) >
0, I(t0, φ) > 0; (ii) E(t0, φ) = 0, I(t0, φ) > 0; (iii) E(t0, φ) > 0, I(t0, φ) = 0. If (i) holds, then (E(t, φ), I(t, φ)) > 0 for all
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t > t0 by the invariance of X0. For case (ii), it is easy to see that S(t, φ), I(t, φ) > 0 for any t > t0. Then we have
E(t, φ) = e−
 t
t0
(µ(s)+σ(s))ds
 t
t0
β(s)g(I)S(s, φ)e
 s
t0
(µ(ξ)+σ(ξ))dξds > 0, ∀ t > t0.
For case (iii), from the second equation of (1.2)we see that E(t, φ) > 0 holds for all t > t0. Sowehave dIdt

t=t0 = σ(t0)E(t0) >
0, from which it follows that (S(t, φ), E(t, φ), I(t, φ), A(t, φ)) ∉ ∂X0 for t0 < t ≪ t0 + 1. Thus, the positive invariance of
X0 implies (3.1).
In the case where H¯(t, 0, 0) = 0, P has two fixed points in M∂ , which are M1(0ˆ, 0ˆ, 0ˆ, 0ˆ) and M2(S∗0 , 0ˆ, 0ˆ, S∗0 ), where
S∗0 = S∗(θ), θ ∈ [−τ , 0].
Consider a perturbed system
dS˜
dt
= H(t, S˜(t − τ))− (µ(t)+ ηf ′(0)β(t))S˜. (3.2)
In view of Theorem 2.1, we can choose η0 > 0 small enough such that (3.2) admits a unique positive periodic solution
S∗(t, η) for any η ∈ [0, η0], which is globally asymptotically stable in C+ \ {0ˆ}. Thus, for any ε > 0, there exist ς0 > 0 and
T0 > 0 such that any solution S˜(t, η)with initial value φ ∈ C+ \ {0ˆ} satisfies
S˜(t, η) > S∗(t, η)− ε > ς0, ∀ η ∈ [0, η0], t > T0.
Choose a positive number η1 such that η1 < min{ς0, η0}. Since limφ→M1(Φ(t)φ − M1) = 0 uniformly for t ∈ [0, ω], there
exists δ1 > 0 such that
∥Φ(t)φ −M1∥ 6 η1, ∀ t ∈ [0, ω], ∥φ −M1∥ 6 δ1.
Then we have the following claims:
Claim 1. lim supn→∞ ∥Φ(nω)φ −M1∥ > δ1 for all φ ∈ X0.
Suppose, by contradiction, that lim supn→∞ ∥Φ(nω)ψ −M1∥ < δ1 for someψ ∈ X0. Then there exists an integer n1 > 1
such that
∥Φ(nω)ψ −M1∥ < δ1 for all n > n1.
For any t − τ > n1ω, we have t = nω + t ′ with n > n1, t ′ ∈ [0, ω] and
∥Φ(t)ψ −M1∥ = ∥Φ(t ′)Φ(nω)ψ −M1∥ 6 η1.
Hence S(t, ψ), E(t, ψ), I(t, ψ), A(t, ψ) < η1 when t − τ > n1ω. Then
dS
dt
> H(t, S(t − τ))− (µ(t)+ η1f ′(0)β(t))S, t > n1ω + τ .
Here, we have used the assumption (A3) and the fact that
f (I)
I
′
= f
′(I)I − f (I)
I2
6 0, and thus
f (I)
I
6 lim
I→0+
f (I)
I
= f ′(0).
By the standard comparison theorem, we get
S(t, ψ) > S˜(t, η1) > ς0, t > n1ω + τ + T0.
This contradicts the fact S(t, ψ) < η1 < ς0 when t is large enough.
Let
Mε =
−(µ(t)+ σ(t)) β(t)(f ′(0)− ε)(S∗(t)− ε)
σ (t) −(µ(t)+ δ(t)+ γ (t))

.
From [22, Theorem 2.2], we know thatR0 > 1 if and only if ρ(ΦF−V (ω)) > 1. By the continuity of solutions with respect
to parameter ε and the spectrum for matrices [30, Section II.5.8], we have limε→0+ ρ(ΦMε (ω)) = ρ(ΦF−V (ω)). Thus, there
exists an ε1 such that ρ(ΦMε (ω)) > 1 for all ε ∈ [0, ε1]. Since S∗(t) is a positive periodic solution, we can choose a small
positive number εˆ ∈ [0, ε1] such that
εˆ < min

f ′(0), inf
t>0
S∗(t)

.
Note that f (I)/I is a decreasing function on [0,∞), there exists a positive number σ0 such that
f (I)/I > f ′(0)− εˆ, 0 < I < σ0.
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Let 0 < η2 < min{σ0, εˆ}. By the fact that limψ→M2(Φ(t)ψ − Φ(t)M2) = 0 uniformly for t ∈ [0, ω], there exists δ2 > 0
such that
∥Φ(t)ψ − Φ(t)M2∥ < η2, ∀ t ∈ [0, ω], ∥ψ −M2∥ < δ2.
Then we have the following claim.
Claim 2. lim supn→∞ ∥Φ(nω)ψ −M2∥ > δ2 for all ψ ∈ X0.
Assume, by contradiction, that lim supn→∞ ∥Φ(nω)ψ −M2∥ < δ2 for some ψ ∈ X0. Then there exists an integer n2 > 1
such that ∥Φ(nω)ψ −M2∥ < δ2 for all n > n2. For any t > n2ω+ τ =: t¯ , we have t = nω+ t ′, with n > n2, t ′ ∈ [0, ω] such
that
∥Φ(t)ψ − Φ(t)M2∥ = ∥Φ(t ′)Φ(nω)ψ − Φ(t ′)M2∥ < η2,
and hence S(t, ψ) > S∗(t)− η2 when t > t¯ . Then, for t > t¯ , it holds that
dE
dt
> −(µ(t)+ σ(t))E + β(t)(f ′(0)− εˆ)(S∗(t)− εˆ)I,
dI
dt
= σ(t)E − (µ(t)+ δ(t)+ γ (t))I.
Consider another auxiliary system
d
dt

Eˆ
Iˆ

= Mεˆ(t)

Eˆ
Iˆ

. (3.3)
By [31, Lemma 2.1], there exists a positive ω-periodic function v(t) = (v1(t), v2(t))T such that ep1tv(t) is a solution of
system (3.3), where p1 = 1ω ln ρ(ΦMεˆ (ω)) > 0. Since E(t¯), I(t¯) ∈ Int(R+), we can choose a small number α1 > 0 such that
α1v(0) 6 (E(t¯), I(t¯))T 6 (η2, η2)T .
It follows from the comparison theorem that there must be a t1 > t¯ such that
σ0 > I(t1) > α1ep1(t1−t¯)v2(t1 − t¯) > η2,
which is a contradiction.
It is easy to see that M1 and M2 are disjoint, compact, and isolated invariant sets for P in M∂ , and A∂ := ∪φ∈M∂ ω(φ) ={M1,M2}. Further, no subset of {M1,M2} forms a cycle in M∂ (and hence in ∂X0). The aforementioned claims show that M1
andM2 are also isolated invariant sets for P in X , andW s(Mi) ∩ X0 = ∅, i = 1, 2.
In the case H¯(t, 0, 0) > 0,M2 is the unique compact invariant set for P inM∂ . Thus, we have an argument similar to the
above Claim 2.
Using the acyclicity theorem on uniform persistence for maps (see [32, Theorem 1.3.1 and Remark 1.3.1]), we conclude
that P : X → X is uniformly persistent with respect to X0. Thus, Φ(t) : X → X is also uniformly persistent with
respect to X0 (see [32, Theorem 3.1.1]). It then follows from [29, Theorem 4.5] that system (1.2) admits aω-periodic solution
(S⋆(t), E⋆(t), I⋆(t), A⋆(t))with (S⋆t , E
⋆
t , I
⋆
t , A
⋆
t ) ∈ X0.
Furthermore, similar to the arguments of [8, Theorem 3.3] and [10, Theorem 3.2], we can prove the practical uniform
persistence, that is, there exists η > 0 such that
lim inf
t→∞ min(S(t, φ), E(t, φ), I(t, φ), A(t, φ)) > (η, η, η, η), ∀ φ ∈ X0.
Thus, (S⋆(t), E⋆(t), I⋆(t), A⋆(t)) is a strictly positive periodic solution. 
Theorem 3.3. Let (A1)–(A5) hold. If R0 < 1, then the disease-free periodic state of (1.2) is globally attractive in C([−τ , 0],
R4+).
Proof. Adding all the equations of system (1.2), we get
dA
dt
= H(t, A(t − τ))− δ(t)I − µ(t)A,
6 H(t, A(t − τ))− µ(t)A.
Using Theorem 2.1 and the comparison theorem, we conclude that for any ε > 0, there exists tˇ > 0 such that
A(t) 6 S∗(t)+ ε, ∀ t > tˇ.
Z. Bai / J. Math. Anal. Appl. 393 (2012) 367–376 373
Then, when t > tˇ , we have
dE
dt
6 −(µ(t)+ σ(t))E + β(t)f ′(0)(S∗(t)+ ε)I,
dI
dt
= σ(t)E − (µ(t)+ δ(t)+ γ (t))I.
Consider a auxiliary system
d
dt

Eˇ
Iˇ

= M˘ε(t)

Eˇ
Iˇ

, (3.4)
where
M˘ε(t) =
−(µ(t)+ σ(t)) β(t)f ′(0)(S∗(t)+ ε)
σ (t) −(µ(t)+ γ (t))

.
As argued in Theorem 3.2, there exists an ε1 > 0 such that ρ(ΦMˇε1 (ω)) < 1. By [31, Lemma 2.1], there exists a positive
ω-periodic function ϑ(t) = (ϑ1(t), ϑ2(t))T such that ep2tϑ(t) is a solution of (3.4), where p2 = 1ω ln ρ(ΦM˘ε1 (ω)) < 0. We
choose α2 > 0 such that (E(t˘), I(t˘))T 6 α2ϑ(0). Then the comparison theorem implies that
(E(t), I(t))T 6 α2ep2(t−tˇ)ϑ(t − t˘) 6 α2ep2(t−tˇ) max
t∈[0,ω]
ϑ(t − t˘), ∀ t > t˘,
and hence limt→∞(E(t), I(t)) = (0, 0). Further, it follows from the theory of asymptotically periodic semiflow (see
[32, Theorem 3.2.1]) that limt→∞(S(t)− S∗(t)) = 0 and limt→∞(A(t)− S∗(t)) = 0. 
4. A case study
In order to illustrate the results of the last section, we assume that the birth rates are in the form of (B2) and f (I) =
I, β(t) = β[1+ ε cos(2π t)], |ε| < 1. Other parameters are independent of time t . Then model (1.2) becomes
dS
dt
= (k+ lA(t − τ))e−µ1τ − µS − β(t)SI + ξ(A− S − E − I),
dE
dt
= β(t)SI − (µ+ σ)E,
dI
dt
= σE − (µ+ δ + γ )I,
dA
dt
= (k+ lA(t − τ))e−µ1τ − δI − µA.
(4.1)
Clearly, (A1)–(A3) and (A5) are satisfied. It is easy to verify that (A4) is satisfied if l < µeµ1τ . System (4.1) has a disease-
free state E0( kµeµ1τ−l , 0, 0,
k
µeµ1τ−l ) when l < µe
µ1τ . By linearizing (4.1) at E0, we obtain the equations for the infected
compartments:
dE
dt
= −(µ+ σ)E + β(t)k
µeµ1τ − l I,
dI
dt
= σE − (µ+ δ + γ )I.
Using the approximation method in [23, Section 5.1.2], we get a formula ofR0 of (4.1) as follows
R0 ≃ σβk
(µ+ σ)(µ+ δ + γ )(µeµ1τ − l)

1− (µ+ σ)(µ+ δ + γ )
4π2 + (2µ+ σ + δ + γ )2
ε2
2

. (4.2)
Note that the time-averaged basic reproduction number of (4.1) is
R0 = σβk
(µ+ σ)(µ+ δ + γ )(µeµ1τ − l) .
Obviously,R0 overestimates the disease transmission risk. Similar results are also seen in [22,23,33].
4.1. Model validation
We fix k = 1.5, l = 0.1, µ1 = 0.1, µ = 0.2, β = 0.6, ε = 0.6, σ = 0.2, δ = 0.4, γ = 0.5, ξ = 0.2. The initial
conditions are chosen as
S0(θ) = 10, E0(θ) = 8, I0(θ) = 4, A0(θ) = 24, θ ∈ [−τ , 0].
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Fig. 4.1. Long-term behavior of the infectious humans whenR0 > 1 andR0 < 1. Here, the conditions of Theorems 3.2 and 3.3 are satisfied.
Fig. 4.2. The effect of maturation age on the number of infectious humans.
For different τ , we can numerically computeR0 by (4.2). Fig. 4.1 shows the extinction or persistence of the disease in terms
ofR0. These simulations are consistent with our theoretical results in the previous section.
4.2. Seasonality and age heterogeneity
From (4.2), we see thatR0 is a decreasing function with respect to τ . In other words, the disease transmission is reduced
when the maturation time is increased. The numerical results are seen in Fig. 4.2.
We further explore the effects of the composition of the amplitude of seasonality and the maturation period on the
disease transmission. Unlike in the case of τ = 0, where the amplitude of seasonal forcing ε will always help increase
the epidemic peak (see Fig. 4.3(a)). The simultaneous variations of τ and ε may generate non-intuitive results. That is, an
increase in the amplitude of seasonality will not surely lead to a higher peak, which depends on the maturation period of
juvenile individuals. We will demonstrate this by numerical simulations and have the following observations:
(1) For the shorter maturation period (e.g., τ = 2), the epidemic peak is increased when ε increases (see Fig. 4.3(b)).
(2) When τ increases to 6, the epidemic peak is not a monotonic function of ε (see Fig. 4.3(c)).
(3) When τ = 8, the epidemic peak is a decreasing function of ε (see Fig. 4.3(d)).
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Fig. 4.3. Illustrations of the epidemic peak for different combinations of τ and ε. Other parameter values and initial conditions are seen in Section 4.1.
We need to point out that although this set of simulations suggests that the epidemic peak is not necessarily increased or
decreased with the levels of seasonality, this may not be the cases for other initial conditions (simulations not shown here).
That is, how to reduce the severity of epidemics for the disease with age heterogeneities and seasonality depends jointly on
τ , ε and initial conditions. We leave this for future consideration.
5. Discussion
In this paper, we have considered a periodic SEIRS model with age structure and a wide class of nonlinear incidence
rates. It is shown that the global dynamics of the disease is completely determined by a threshold parameterR0 = 1. This
threshold result is very important for epidemiologists to control a disease.
The introducing of seasonality intomodelswill generate somenon-intuitive results. There have been a fewworks devoted
to investigating the differences between models with time-dependent parameters and models with constant parameters.
Bacaër [3] used a periodic SIR model to show that the final epidemic size may not be an increasing function of the basic
reproduction number or of the initial fraction of infected people. Feng and her collaborators [5], based on a vaccination and
antiviral drug treatment model, suggested that although vaccination and treatment will help reduce the morbidity in the
case of constant parameters, their effect is not always beneficial for disease control if the transmission rate is seasonally
forced. However, the study of the combined effects of time delay and seasonality on the disease dynamics has drawn little
attention. An important finding of this paper is that although the basic reproduction numberR0 keeps its classical threshold
property, the epidemic peak is strongly dependent upon the choice of thematuration delay (τ ), the amplitude of seasonality
(ε) and even initial conditions.
One of the objectives of effective control strategies is to lower the peak size to keep demand for facilities below available
supply. For the diseases with periodic fluctuations and age heterogeneities, decisions of public health policies will be
particularly important as to when control measures should be implemented. Therefore, our study provides a theoretical
basis to public agencies and has practical implications for designing and administering medical treatment.
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