Management des risques de fautes de conception liées aux technologies orientées objet pour  leur utilisation dans les applications avioniques critiques by Gaudan, Stéphanie
No d’ordre : 905
THE`SE
pre´sente´e a`
l’Institut National des Sciences Applique´es de Toulouse
pour l’obtention du titre de
DOCTEUR




Laboratoire Toulousain de Technologie et d’Inge´nierie des Syste`mes
(LATTIS)
E´cole Doctorale Syste`mes
Titre de la the`se :
Management des risques de fautes de conception lie´es aux
technologies oriente´es objet pour leur utilisation dans les
applications avioniques critiques
Soutenue le 27 Novembre 2007, devant le jury :
Rapporteur : Jean-Michel Bruel Maˆıtre de confe´rence HDR a` l’Universite´ de Pau (UPPA)
Rapporteur : Philippe Lahire Professeur a` l’Universite´ de Nice - Sophia Antipolis / CNRS
Examinateur : Gilles Motet Professeur a` l’INSA de Toulouse - Directeur de the`se
Examinateur : Ste´phane Leriche Industriel, Thales Avionics


Je souhaite ici adresser mes since`res remerciements aux diffe´rentes personnes qui
ont marque´ mes trois anne´es de the`se...
Je tiens tout d’abord a` remercier tre`s since`rement messieurs Jean-Michel Bruel et
Philippe Lahire pour avoir accepte´ d’eˆtre rapporteurs dans mon jury de the`se, et je les
remercie plus particulie`rement pour les pre´cieuses remarques qu’ils m’ont apporte´ pour
ame´liorer mon manuscrit.
Je remercie ensuite tre`s chaleureusement Ste´phane Leriche, co-encadrant de ma the`se
de Thales, pour son encadrement et sa confiance tout au long de mes travaux, et bien suˆr
pour avoir initie´ le projet sur Java dans lequel ma the`se s’est inscrite. J’en profite pour
remercier Thales Avionics et l’ANRT, qui ont finance´ mon contrat de the`se CIFRE, en
re´ponse a` la demande de Ste´phane.
Je remercie Christian Sannino pour avoir une curiosite´ insatiable, un gouˆt plus que
prononce´ pour la recherche, et une ouverture d’esprit unique, ce qui nous a valu de tre`s
nombreuses re´flexions passionnantes autour d’un cafe´ a` Thales.
Mes plus chaleureux remerciements s’adressent a` Gilles Motet, mon directeur de
the`se, qui a su, tout au long de ces trois anne´es, m’insuffler son enthousiasme et m’enca-
drer scientifiquement et humainement au-dela` de mes espe´rances. Je me sens enrichie de
ses me´thodes de travail, de ses principes et valeurs dans le travail qui ont forge´ les miens.
Je souhaite a` tout the´sard de pouvoir eˆtre encadre´ par un directeur aussi compre´hensif
et compe´tent que je l’ai e´te´. A` travers son encadrement, j’ai pu appre´cier au quotidien sa
curiosite´, son optimisme, et son ouverture d’esprit. Finalement, Gilles, je vous remercie
pour avoir rendu le de´roulement de ma the`se aussi agre´able qu’il pouvait l’eˆtre.
Je remercie ensuite plus particulie`rement mes colle`gues de travail, avec tout d’abord
Hugues Malgouyres, avec qui j’ai partage´ de nombreuses re´flexions fascinantes. Il est un
chercheur passionne´, et tous les e´changes scientifiques que l’on a pu avoir ont e´te´ tre`s
pre´cieux. Il est de plus une personne profonde´ment humaine, et j’ai finalement trouve´
en lui un ami aveyronnais ! Dans la collection aveyronnaise, je suis enchante´e d’avoir
pu travailler avec Guillaume Auriol, qui m’a e´paule´e et parfois meˆme assiste´e pour les
travaux d’outillage. J’en retiendrai surtout une personne aux qualite´s qui me sont che`res,
et avec qui chaque discussion e´tait un moment agre´able et pre´cieux. Jean-Pierre Seuma
Vidal est quant a` lui une personne qui marque les esprits par sa bonte´ et sa douceur
dans ses relations. Parler avec lui de travail ou de sujets humanitaires est toujours un
moment enrichissant. Enfin, j’ai traverse´ avec Roberto Lopez-Toro les diffe´rentes e´tapes
de ma the`se, et je garde de bons souvenirs de nos diffe´rents e´changes, et de son caracte`re
de bon vivant mexicain ;-).
Au-dela` de mes colle`gues, de tre`s nombreuses personnes du laboratoire LATTIS ou
du de´partement DGEI a` l’INSA ont marque´ mon passage, et je tiens a` les remercier
pour les agre´ables moments de de´tente qu’ils m’ont fait passer. Je pense au groupe de
filles Samira, Estelle, Karine, Joe¨lle, Soumia avec qui j’ai partage´ tant de cafe´s et de
fous rires avant de repartir au boulot. Elles m’ont donne´ une ve´ritable bouffe´e d’air au
quotidien. Ensuite, je suis tre`s heureuse d’avoir rencontre´ Ruth qui est une fille dont la
joie de vivre, le rire, l’enthousiasme, et la bonne volonte´ sont du plaisir a` l’e´tat brut.
Je remercie plus ge´ne´ralement les doctorants et membres du LATTIS qui m’ont coˆtoye´e
pendant ces trois anne´es et qui m’ont soutenue (Sam, Pascal, Danie`le, Fofo, etc.).
Je remercie enfin les grandes figures de ce de´partement de l’INSA. Terlys, avec son hu-
mour et son franc parle´ particulier, et malheureusement son Stade Toulousain ;-) ($&# !).
Pascal Acco, une espe`ce en voie de disparition au de´partement : il est temps de mettre
en oeuvre un plan de pre´servation de l’espe`ce. Il repre´sente a` lui seul une personne scien-
tifiquement tre`s compe´tente, qui est la de´finition meˆme de ”bon vivant”, et qui enfin,
a des ide´es plutoˆt radicales sur beaucoup de choses, et qui les revendique. Je remercie
de manie`re ge´ne´rale l’ensemble des personnes que j’appre´cie au DGEI et qui sont trop
nombreuses pour que je les e´nume`re. Merci a` tous ceux qui sont venus a` mon pot de
the`se partager ce moment particulier...
J’ai une pense´e pour Pierre Bieber et Christel Seguin car ce sont eux qui m’ont fait
connaˆıtre la proposition de the`se que je viens de faire. J’ai de plus beaucoup d’estime
et d’amitie´ pour les personnages qu’ils sont.
Merci a` la troupe de l’ONERA (Maud, Manu, Claire, Eric, Domingo, etc.) pour tous
les bons moments soirs et week end que l’on a passe´s. Un grand merci tout particulie`-
rement a` Christophe et Gaby, avec qui j’ai passe´ des moments me´morables avant leur
de´part vers le nord... J’espe`re que l’on en aura de nombreux autres.
Et puis en faisant un petit retour dans le temps, merci a` Alain Grifault et a` Gre´goire
Sutre, qui m’ont donne´ l’envie de faire de la recherche, et de travailler dans le domaine
des syste`mes critiques.
Je remercie la famille Sagaspe qui m’a fait l’honneur de venir a` ma soutenance. Merci
pour votre soutien, et pour votre aide (je pense plus particulie`rement a` une relecture a`
Ba¨ıgorry), et pour m’avoir supporte´e stresse´e avant la fin :-) .
Merci a` ma grand-me`re, Moumoune, qui est venue depuis le Be´arn encourager sa
petite-fille. J’e´tais tre`s touche´e de ta pre´sence et de ton soutien. Je pense alors a` mes
grands-parents qui ne sont plus de ce monde, mais a` qui je ne peux m’empeˆcher de
penser. Ils m’accompagnent, et repre´sentent une source de motivation ine´puisable a` mes
yeux. Ma fierte´ serait leur fierte´.
Je pense a` mon grand fre`re, qui est un grand fre`re dans tous les (bons) sens du terme.
Il m’a aide´e, soutenue, encourage´e. Je suis ravie de savoir que bientoˆt, tu pourras me
rendre visite plus souvent.
Je pense ensuite a` ma che´rie de grande soeur. Je pense beaucoup a` toi, et malgre´ la
distance, je sais bien quel est ton soutien. Je suis si heureuse que tu ailles au bout de
tes reˆves.
J’embrasse et remercie ma nombreuse famille qui me soutient et m’encourage depuis
les quatre coins du monde.
Evidemment, je suis e´mue de penser enfin a` mes parents, qui me soutiennent et font
bien plus que cela. Ils font tout, et meˆme plus que l’imaginable pour rendre heureux
leurs enfants. Un mode`le exemplaire de parents. Merci pour tout ce que vous faites pour
moi.
Je termine avec ma moitie´, Laurent, que je remercie pour avoir choisi de partager
sa vie avec moi, tout simplement pour me rendre heureuse a` ses coˆte´s. Ton soutien est






1.1 Contexte et objectifs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Cadre ge´ne´ral des travaux . . . . . . . . . . . . . . . . . . . . . . 1
1.1.2 Risques applicatifs, me´thodologiques et technologiques . . . . . . 2
1.1.3 Maˆıtrise de la programmation : vision d’ensemble . . . . . . . . . 4
1.1.4 Technologies oriente´es objet et certification . . . . . . . . . . . . . 8
1.2 Management des risques de fautes . . . . . . . . . . . . . . . . . . . . . . 12
1.2.1 Concepts du risque . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.2.2 Processus de management des risques . . . . . . . . . . . . . . . . 13
1.2.3 Management des risques logiciels . . . . . . . . . . . . . . . . . . 15
1.2.4 Management des risques de fautes de conception . . . . . . . . . . 16
1.2.5 Plan de la the`se . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2 Identification de risques de fautes de conception et de leurs sources 19
2.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 De´finition du mode`le conceptuel d’identification des risques . . . . . . . . 22
2.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.2 Concepts ge´ne´raux . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.3 Le danger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.4 L’environnement du danger . . . . . . . . . . . . . . . . . . . . . 24
2.2.5 La situation dangereuse . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.6 Les conse´quences . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3 Mode`le conceptuel d’identification des risques logiciels . . . . . . . . . . . 25
2.3.1 Vue d’ensemble . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3.2 Pre´sentation d’un risque illustratif : la violation du LSP . . . . . 25
2.3.3 Le danger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.4 L’environnement . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.5 La situation dangereuse . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.6 Les conse´quences . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.4 Du mode`le conceptuel au mode`le analytique d’identification des risques . 32
2.4.1 Besoins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.2 Mode`le analytique d’identification des risques logiciels . . . . . . . 34
i
3 Techniques d’estimation des risques de fautes de conception 39
3.1 Concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1.1 Crite`res . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1.2 Me´triques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.1.3 Moyens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2 Application des concepts aux fautes de conception . . . . . . . . . . . . . 40
3.2.1 Crite`res . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.2 Me´triques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.3 Moyens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3 Mise en œuvre de l’estimation de faute de conception . . . . . . . . . . . 45
3.3.1 Objectif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3.2 Moyens d’estimation existants . . . . . . . . . . . . . . . . . . . . 45
3.3.3 Vers une estimation des risques de fautes oriente´es objet . . . . . 50
4 Nouvelles me´triques pour l’estimation de la compre´hension de pro-
grammes oriente´s objet 53
4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2 Introduction a` l’entropie . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3 Ensembles structure´s et entropie . . . . . . . . . . . . . . . . . . . . . . . 59
4.3.1 Intuition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3.2 Paralle`le entre ensembles probabilise´s et ensembles structure´s . . . 63
4.4 Me´triques MESS et MESSN applique´es aux ensembles structure´s . . . . . 64
4.4.1 De´finitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.4.2 Illustration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.5 MESS et MESSN applique´es aux programmes oriente´s-objet . . . . . . 69
4.5.1 Ensembles structure´s et programmes oriente´s objet . . . . . . . . 69
4.5.2 De´finitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.5.3 Exemples comparatifs des me´triques propose´es et de me´triques
usuelles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.6 MESSP et MESSPN : inte´gration des fre´quences d’utilisation . . . . . 72
4.6.1 MESSP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.6.2 MESSPN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.6.3 Mesures du danger et mesures du risque . . . . . . . . . . . . . . 80
4.7 De´clinaisons de la me´trique MESS . . . . . . . . . . . . . . . . . . . . . 81
4.7.1 Nouvelles me´triques pour l’estimation de la compre´hension des
rede´finitions de me´thodes . . . . . . . . . . . . . . . . . . . . . . 82
4.7.2 Nouvelles me´triques pour l’estimation de la compre´hension des
masquages d’attributs . . . . . . . . . . . . . . . . . . . . . . . . 86
5 Nouvelles me´triques pour l’estimation des risques de fautes de concep-
tion de l’OOTiA 89
5.1 Des types d’informations vers des types de fautes . . . . . . . . . . . . . 89
5.2 MESS-SDA : Estimation du risque de SDA . . . . . . . . . . . . . . . . . 91
5.2.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.2.2 Un exemple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.2.3 Type d’informations implique´es . . . . . . . . . . . . . . . . . . . 92
ii
5.2.4 Me´trique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3 MESS-SDI : Estimation du risque de SDI . . . . . . . . . . . . . . . . . 92
5.3.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3.2 Un exemple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.3.3 Type d’informations implique´es . . . . . . . . . . . . . . . . . . . 93
5.3.4 Me´trique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.4 MESS-RI : Estimation du risque de RI . . . . . . . . . . . . . . . . . . . 94
5.4.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.4.2 Un exemple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.4.3 Type d’informations implique´es . . . . . . . . . . . . . . . . . . . 95
5.4.4 Me´trique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.5 MESS-SDIH : Estimation du risque de SDIH . . . . . . . . . . . . . . . 96
5.5.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.5.2 Un exemple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.5.3 Type d’informations implique´es . . . . . . . . . . . . . . . . . . . 97
5.5.4 Me´trique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.6 MESS-IC : Estimation du risque de IC . . . . . . . . . . . . . . . . . . . 98
5.6.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.6.2 Un exemple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.6.3 Type d’informations implique´es . . . . . . . . . . . . . . . . . . . 99
5.6.4 Me´trique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.7 MESS-ACB : Estimation du risque de ACB . . . . . . . . . . . . . . . . 100
5.7.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.7.2 Un exemple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.7.3 Type d’informations implique´es . . . . . . . . . . . . . . . . . . . 101
5.7.4 Me´trique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.8 MESS-SVA : Estimation du risque de SVA . . . . . . . . . . . . . . . . . 102
5.8.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.8.2 Un exemple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.8.3 Type d’informations implique´es . . . . . . . . . . . . . . . . . . . 103
5.8.4 Me´trique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.9 MESS-ITU : Estimation du risque de ITU . . . . . . . . . . . . . . . . . 104
5.9.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.9.2 Un exemple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.9.3 Type d’informations implique´es . . . . . . . . . . . . . . . . . . . 104
5.9.4 Me´trique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.10 MESS-IISD : Estimation du risque de IISD . . . . . . . . . . . . . . . . 105
5.10.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.10.2 Un exemple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.10.3 Type d’informations implique´es . . . . . . . . . . . . . . . . . . . 106
5.10.4 Me´trique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.11 Des me´triques vers l’estimation globale d’un risque . . . . . . . . . . . . 108
iii
6 Estimation des risques de fautes de conception oriente´e objet a` l’aide
de re´seaux Baye´siens 109
6.1 Vers une estimation globale des risques de fautes de conception . . . . . . 109
6.2 Introduction aux re´seaux Baye´siens . . . . . . . . . . . . . . . . . . . . . 111
6.2.1 Deux exemples introductifs . . . . . . . . . . . . . . . . . . . . . . 111
6.2.2 Les re´seaux Baye´siens : contexte . . . . . . . . . . . . . . . . . . . 114
6.3 De´finition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.3.1 Ensemble des facteurs du re´seau . . . . . . . . . . . . . . . . . . . 115
6.3.2 De´finition du domaine et de la distribution des valeurs des facteurs 117
6.3.3 Structure de causalite´ entre facteurs . . . . . . . . . . . . . . . . . 119
6.3.4 Influence des facteurs . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.4 Exploitation du re´seau Baye´sien . . . . . . . . . . . . . . . . . . . . . . . 122
6.4.1 Estimation ge´ne´rique . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.4.2 Estimation particulie`re . . . . . . . . . . . . . . . . . . . . . . . . 123
6.5 Les re´seaux Baye´siens dans notre contexte . . . . . . . . . . . . . . . . . 124
6.5.1 Vue d’ensemble . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.5.2 Construction d’un re´seau Baye´sien d’estimation de risque de faute
logicielle : illustration sur le risque de faute du type RI . . . . . . 125
6.5.3 Exploitations des re´seaux Baye´siens pour nos travaux . . . . . . . 131
6.6 Les re´seaux Baye´siens associe´s aux risques de fautes cite´es dans l’OOTiA 139
6.6.1 Re´seaux Baye´siens et nouvelles me´triques . . . . . . . . . . . . . . 139
6.6.2 Re´seaux Baye´siens d’estimation des risques de fautes lie´s aux me´-
thodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.6.3 Re´seau Baye´sien d’estimation des risques lie´s aux attributs . . . . 145
6.6.4 Re´seau Baye´sien d’estimation des risques lie´s aux technologies
oriente´es objet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
7 Expe´rimentations des me´triques sur un syste`me avionique 149
7.1 Comparaison et validation de MESS relativement a` d’autres me´triques . 149
7.1.1 Premie`re expe´rimentation : comparaison . . . . . . . . . . . . . . 149
7.2 Deuxie`me expe´rimentation : validation de la me´trique MESS . . . . . . . 155
7.2.1 Risques de fautes vs. NLM . . . . . . . . . . . . . . . . . . . . . . 155
7.2.2 Risques de fautes vs. AM . . . . . . . . . . . . . . . . . . . . . . . 156
7.2.3 Risques de fautes vs. DIT . . . . . . . . . . . . . . . . . . . . . . 157
7.2.4 Risques de fautes vs. MESS . . . . . . . . . . . . . . . . . . . . . 158
7.3 MESSP et me´triques spe´cifiques aux types de fautes e´tudie´s . . . . . . . 159
8 Conclusions, perspectives 161
8.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
8.2 Vers un outil industriel d’estimation des risques de fautes . . . . . . . . . 162




A Mode`le conceptuel d’identification du risque de RI 183
A.1 Pre´sentation du risque de rede´finition involontaire (RI) . . . . . . . . . . 183
A.2 Le danger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
A.3 L’environnement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
A.4 La situation dangereuse . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
A.5 Les conse´quences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185





Nous introduisons tout d’abord dans ce chapitre le contexte de nos travaux : l’objectif
est d’utiliser des technologies oriente´es objet dans les logiciels avioniques critiques, ce
qui ne´cessite la maˆıtrise de ces technologies pour les employer dans des applications
soumises a` la certification. Nous pre´sentons le contexte de certification associe´ puis les
choix que nous avons fait pour parvenir a` nos objectifs : maˆıtriser un ensemble identifie´
de fautes lie´es a` l’emploi de technologies oriente´es objet.
Nous exposons ensuite le principe de gestion des risques que nous utiliserons pour ga-
rantir une maˆıtrise effective des fautes, et proposons un e´tat de l’art des usages de ce
principe dans le domaine logiciel.
1.1 Contexte et objectifs
1.1.1 Cadre ge´ne´ral des travaux
Le contexte applicatif dans lequel s’inscrivent nos travaux est celui du de´veloppement
de logiciels avioniques ayant un roˆle critique dans le fonctionnement d’un avion (logiciel
de pilotage automatique, logiciel d’aide au freinage, etc.). Ces logiciels pre´sentent une
grande complexite´ algorithmique, faisant par exemple intervenir des ge´o-localisations sur
le globe terrestre. Au-dela` de la fiabilite´ fonctionnelle dont ces applications doivent faire
preuve, elles doivent de plus eˆtre robustes. En effet, elles doivent demeurer fonctionnelles,
une fois embarque´es dans les avions, tout au long de leur dure´e de vie, c’est-a`-dire plus
de 15 ans et eˆtre aptes a` supporter des modifications durant les 40 a` 50 anne´es de vie
d’une gamme d’avions.
De plus, les fournisseurs d’applications avioniques critiques doivent faire face a` la
concurrence du marche´ (Thales, Rockwell Collins, Safran, etc.). Tout en pre´servant la
fiabilite´ des logiciels propose´s, ils doivent re´duire autant que possible les couˆts de de´ve-
loppement, mais aussi apporter des solutions sans cesse plus innovantes.
Dans ce contexte, nous nous inte´ressons a` l’introduction de nouvelles technologies
de de´veloppement logiciel dans le milieu embarque´ critique avionique : les technologies
oriente´es objet [91], et plus particulie`rement le langage Java [64]. Nous e´tudierons la




Dans cette section, nous mettrons en valeur le roˆle des technologies logicielles dans
le de´veloppement d’un logiciel critique, puis nous proposerons une vision d’ensemble des
e´tudes existantes visant a` apporter des garanties de fiabilite´ sur une application logicielle
critique.
Cette vision d’ensemble nous permettra de positionner nos travaux. Nous pre´sen-
terons ensuite une justification du choix technologique des langages de de´veloppement
oriente´s objet, avant d’aborder les proble`mes que ces technologies posent pour la certi-
fication avionique.
1.1.2 Risques applicatifs, me´thodologiques et technologiques
L’utilisation de syste`mes ayant des fonctions critiques (ponts ferroviaires, harnais de
se´curite´, etc.) est conditionne´e par le degre´ de confiance que l’on a dans ces syste`mes et
par les be´ne´fices que l’on en attend. En effet, c’est uniquement en pre´sence de preuves
de fiabilite´ (dossiers d’experts-architectes, tests de robustesse des mate´riaux implique´s,
etc.) que l’on choisit d’accepter ou non d’utiliser un syste`me critique. Plus pre´cise´ment,
on e´value a` partir des e´le´ments de preuve de se´curite´ disponibles, les risques que l’on
juge encourir, puis l’on choisit de les accepter ou de les refuser.
Nous classons ces e´le´ments de preuve de se´curite´ selon trois points de vue distincts :
– la robustesse des technologies employe´es (par exemple, re´sistance et flexibilite´ des
mate´riaux utilise´s pour construire des ponts),
– la fac¸on d’utiliser ces technologies, les proce´dures employe´es (par exemple, dimen-
sionnement et structure des pie`ces me´talliques), et enfin
– les caracte´ristiques du mode`le du syste`me final pris dans son ensemble (e´tude de
la re´sistance et de la flexibilite´ globale du pont termine´ en situation de charge
maximale).
Ainsi, la confiance que l’on peut accorder a` un syste`me dans son inte´gralite´ de´pend
de la fiabilite´ des technologies employe´es, des proce´dures de leur mise en œuvre et enfin
des bonnes proprie´te´s du syste`me lui-meˆme.
Dans le cas d’un logiciel critique (utilise´ pour le pilotage d’un avion par exemple),
les exigences de se´curite´ sont tre`s importantes. Les autorite´s de certification avionique,
prenant en partie la responsabilite´ de cette se´curite´, se montrent donc tre`s exigeantes
vis-a`-vis des dossiers de fiabilite´ a` fournir pour de tels syste`mes informatiques. Ces
dossiers concernent l’ensemble du cycle de de´veloppement. Le de´veloppement d’un
logiciel se de´compose en plusieurs e´tapes qui incluent les e´tapes de spe´cification (1), de
conception (2), de programmation (3), puis d’implantation (4).
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Chacune de ces e´tapes consiste, d’un point de vue abs-
trait, a` transformer un mode`le Mi−1 en un autre mode`le
Mi, au moyen d’une technologie Ti et d’un processus de
mise en œuvre de cette technologie Pi (voir illustration
ci-contre).
Par exemple, l’e´tape 3 de programmation consiste, a`
partir du mode`le de conception M2, de la technologie de
programmation T3 (langage choisi), et du processus de
programmation P3 (re`gles de codage, etc.) a` e´laborer un








Dans le domaine des logiciels critiques, toutes les e´tapes du de´veloppement doivent
eˆtre maˆıtrise´es. Pour s’en assurer, il est ne´cessaire de fournir aux autorite´s de certification
des garanties de se´curite´ pour chacun des e´le´ments intervenant dans chacune de ces
e´tapes. Cela implique d’apporter pour chacune des e´tapes i, des e´le´ments prouvant la
maˆıtrise :
– des mode`les d’entre´e Mi−1 (cohe´rence de la spe´cification utilise´e lors de l’e´tape de
conception, cohe´rence du mode`le de conception utilise´ pour l’e´tape de program-
mation, cohe´rence du code source qui sera traduit en code exe´cutable),
– des technologies employe´es Ti (formalisme de spe´cification, langage de conception
et de programmation, plate-forme d’exe´cution),
– des proce´dures d’utilisation Pi des technologies Ti (processus spe´cifiant des re`gles
de conception, de codage, etc.) et enfin
– du mode`le obtenu Mi (test du programme par exemple, et plus ge´ne´ralement,
ve´rification du mode`le).
Actuellement, les exigences de certification logicielle avionique concernent majoritai-
rement les mode`les Mi obtenus par chaque e´tape par des proce´dures Pi. Elles concernent
tre`s peu les technologies employe´es. Pour eˆtre certifie´, un syste`me logiciel doit prouver :
– son bon comportement (en terme de fonctionnalite´ fournie) en toutes circonstances.
Le risque sous-jacent de cette exigence est celui de ”de´faillance”du syste`me logiciel.
On s’inte´resse donc au mode`le Mi (le programme exe´cutable essentiellement).
– son bon de´veloppement (processus de de´veloppement). Le risque traite´ est celui
des fautes dont l’origine concerne les pratiques Pi du concepteur.
Pratiquement aucune exigence ne concerne les technologies logicielles employe´es.
Pourtant, dans le domaine du ge´nie civil par exemple, les technologies mate´rielles dispo-
nibles sont e´tudie´es inde´pendamment de leurs utilisations possibles. Pour chacune des
technologies mate´rielles (me´tal, bois, be´ton, etc.), des bureaux d’e´tudes fournissent des
dossiers sur les risques encourus et sur les garanties apporte´es par l’utilisation de ces
technologies. Ces risques ou ces garanties concernent la re´sistance des mate´riaux a` diffe´-
rents phe´nome`nes dangereux auxquels ils sont susceptibles d’eˆtre confronte´s (re´sistance
a` des forces de pousse´e, a` des vibrations, au feu, a` l’eau, etc.).
Remarquons que l’autorisation d’utilisation de ces technologies est e´galement condi-
tionne´e par des exigences sur les techniques de leur mise en œuvre. En effet, le be´ton
par exemple, qui re´pond lors de sa production a` certaines normes de qualite´, doit, pour
pre´server ses qualite´s, respecter des normes de mise en œuvre telles qu’un temps maxi-
mum de prise, une distance maximale de transport, etc. Il s’agit la` de bonnes pratiques
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d’utilisation. Elles ne sont pas e´tablies de manie`re arbitraire mais au contraire a` partir
d’e´tudes pre´cises de l’influence de ces bonnes pratiques sur la pre´servation des qualite´s
originelles de la technologie.
Finalement, dans de nombreux domaines comme ceux du ge´nie civil ou de la chimie,
les e´tudes sur les technologies employe´es et sur leur mise en œuvre lors de la conception
d’un syste`me, ont une grande part de responsabilite´ dans la confiance que l’on accorde
au syste`me final. De plus, de telles e´tudes permettent d’aider au choix des technologies a`
employer pour la re´alisation d’un syste`me donne´, en fonction de contraintes spe´cifiques
de se´curite´ en particulier. Par exemple, la technologie be´ton sera pre´fe´re´e a` celle du
me´tal pour faire face au feu.
De la meˆme manie`re, il semblerait inte´ressant de pouvoir be´ne´ficier dans le domaine
du logiciel, de l’apport de dossiers de se´curite´ sur les technologies employe´es et sur les
me´thodes d’utilisation de ces technologies pour la conception des syste`mes. De plus, de
telles e´tudes sont inde´pendantes des applications employant ces technologies. Ainsi, une
seule e´tude sur une technologie et sur la me´thode de mise en œuvre de celle-ci est ne´-
cessaire. Elle pourra ensuite eˆtre re´utilise´e pour chacun des emplois de cette technologie
au de´veloppement de syste`mes.
De telles e´tudes semblent importantes car l’emploi d’une technologie particulie`re est
a` l’origine de la prise de risques qui lui sont spe´cifiques. Il est donc important de ne pas
les ne´gliger. Prenons l’exemple des nombres re´els flottants qui induisent des impre´cisions
pouvant conduire a` des de´faillances [123]. De plus, leur repre´sentation borne´e en espace
me´moire ne´cessite de borner leur valeur maximale, ce qui a e´te´ a` l’origine, par exemple, de
la de´faillance de missiles dont la partie logicielle utilisait des nombres pour repre´senter les
dure´es [74]. C’est un aspect purement technologique qui a cause´ ici la perte fonctionnelle
du syste`me et de vies humaines.
1.1.3 Maˆıtrise de la programmation : vision d’ensemble
Nous pre´sentons dans cette section un ensemble d’e´tudes existantes pour la maˆıtrise
du de´veloppement logiciel, et plus particulie`rement pour la maˆıtrise de l’e´tape de
programmation. A partir de l’inventaire d’e´tudes existantes, nous identifierons les
manques et limites de ces travaux.
De tre`s nombreux travaux ont e´te´ mene´s dans le but d’apporter des e´le´ments d’aide
a` l’estimation de la se´curite´ d’un produit logiciel donne´. Nous nous focalisons sur ceux
impliquant l’usage des langages de programmation, c’est-a`-dire l’e´tape 3. Nous allons
pre´senter succinctement un ensemble de ces travaux en les regroupant selon qu’ils es-
timent :
– les applications logicielles elles-meˆmes constitue´es par les mode`les M3,
– les me´thodes de mise en œuvre des technologies logicielles a` travers les pratiques
P3,
– les langages de programmation qui sont les technologies T3 d’expression des pro-
grammes, inde´pendamment de la fac¸on de les utiliser (P3) et des applications qu’ils
implantent (M3).
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Analyse de la se´curite´ des applications logicielles (M3)
Un ensemble d’attributs de qualite´ logicielle a e´te´ de´fini et forme un standard, l’ISO-
9126 [5], dans lequel figure l’attribut “Reliability” (fiabilite´).
Cet attribut clef dans le domaine des logiciels critiques est a` l’origine de tre`s nom-
breuses e´tudes et techniques visant a` garantir la maˆıtrise de la se´curite´ d’applications
logicielles particulie`res.
Des normes sectorielles les reprennent sous-forme d’exigences. Que ces applications
soient employe´es dans le domaine du spatial [11], de l’ae´ronautique [49], du nucle´aire,
etc., les techniques utilise´es pour re´pondre aux exigences sont tre`s similaires. Elles
consistent globalement a` ve´rifier qu’une application donne´e pre´sente bien le comporte-
ment souhaite´, et ce dans diffe´rents environnements plus ou moins hostiles (e´ve´nements
impre´vus, mauvaise utilisation, etc.). Il peut s’agir de techniques dynamiques varie´es
de tests permettant de de´tecter la pre´sence de fautes (tests fonctionnels, tests de robus-
tesse, tests aux limites, etc.). Il peut aussi s’agir de techniques statiques (sans exe´cution)
comme par exemple l’emploi :
– de revues [63],
– d’interpre´tation abstraite [42],
– de ve´rifications formelles a` l’aide de mode`les et de preuves formelles sur ces mode`les
(langage B et son prouveur [39], AltaRica et MEC5 [22]),
– de ve´rification par model-checking a` l’aide des couples langage de mode´lisation et
model checker de´die´ comme UPPAAL [104], Promela-SPIN [92], ou model-checking
applique´ directement sur des programmes [121],
– d’arbres de de´faillances,
– etc.
Ces diffe´rentes techniques permettent de de´celer a` la fois des proble`mes fonctionnels
(comportement diffe´rent de celui attendu), mais aussi des proble`mes technologiques
dans le cadre particulier de l’application (erreurs de´tecte´es lors de la compilation). Il
s’agit alors d’erreurs du type run-time error, de´bordement de tableaux, pointeurs nulls,
etc., rarement davantage [72].
Les utilisations de ces techniques sont toutes de´pendantes d’un mode`le (programme),
et donc d’un contexte applicatif particulier.
Cet axe d’e´tude pour la se´curite´ des applications logicielles est naturellement pre´-
ponde´rant parmi les activite´s visant a` obtenir cette se´curite´. Il est a` l’origine de tre`s
nombreux travaux et projets, autant dans le milieu de la recherche acade´mique que
dans le milieu industriel.
Nos travaux pre´sente´s dans ce manuscrit se veulent base´s sur la se´curite´ porte´e par
une technologie logicielle dans son ensemble. Ils sont donc inde´pendants des fonctiona-
lite´s possibles de toute application logicielle particulie`re. Ils ne portent donc pas sur la
se´curite´ des applications logicielles en tant que produit logiciel, mais sur une technologie
mise en œuvre pour de´velopper ce produit.
Analyse de se´curite´ des proce´dures de programmation (P3)
Dans l’industrie du logiciel critique, toutes les socie´te´s ou secteurs d’activite´ pos-
se`dent des bonnes pratiques de programmation dont l’usage a pour but :
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– soit de re´duire la probabilite´ d’introduction de fautes lors de la programmation
(moyen de pre´vention),
– soit de re´duire la difficulte´ de de´tection conside´re´e comme mesure de gravite´ de la
faute (moyen de protection),
– soit de rendre le programme plus robuste en cas de pre´sence de fautes (moyens de
tole´rance).
Ces bonnes pratiques font partie d’une proce´dure globale de de´veloppement, spe´ci-
fique a` un domaine donne´, voire a` une application donne´e. Elles sont conditionne´es par
les standards re´glementant ces applications. Ces standards de´finissent eux-meˆmes des
contraintes associe´es au processus de de´veloppement (de´finition de dossiers et rapports
aux diffe´rentes e´tapes du de´veloppement, utilisation de techniques de tests spe´cifiques,
etc.).
Le standard avionique DO-178B stipule par exemple que pour toute application
logicielle de criticite´ maximale (DAL A), une couverture de test de type MC/DC doit
eˆtre effectue´e [49]. Ainsi, toute proce´dure de de´veloppement de telles applications doit
comporter ce type de campagne de tests.
Les proce´dures visant a` e´viter l’introduction de fautes lors de la programmation sont
les plus fre´quentes. L’ouvrage Ada Quality and Style [23] notamment, propose une liste
de re`gles de codage en Ada a` respecter pour obtenir un code de qualite´, notamment en
terme de lisibilite´. Chaque re`gle est base´e sur un “rationale”, c’est-a`-dire des exigences
identifie´es par l’expertise des spe´cialistes du domaine. Leur utilisation permet par conse´-
quent de coder d’une manie`re plus lisible et de fac¸on ge´ne´rale plus fiable. De la meˆme
fac¸on, l’OOTiA (Object-Oriented Technology in Aviation) [102] propose un ensemble
de re`gles de codage a` suivre lors de l’emploi de technologies oriente´es objet dans des
applications avioniques. Ces re`gles de codage ont e´te´ de´veloppe´es pour re´soudre des
proble`mes souleve´s dans ce meˆme document dont nous parlerons plus en de´tail par la
suite.
Parmi les documents sectoriels, peuvent eˆtre cite´s ceux de l’avionique [49], et de
l’espace [11]. Il en existe e´galement pour le ferroviaire, le nucle´aire, l’automobile, etc.
Les e´tudes conduisant a` des guides de style de programmation facilitant la de´tection
des fautes sont utiles car les tests fonctionnels activent difficilement tous les fonctionne-
ments possibles des programmes (proble`me de commandabilite´), et ce meˆme si les tests
structurels assurent l’activation de toutes les structures. S’y ajoute la difficulte´ d’observer
les effets des fautes active´es (proble`me d’observabilite´) [61]. Cette observabilite´ est sou-
vent augmente´e par l’instrumentation du code par des assertions devant eˆtre satisfaites
par les e´le´ments de code. Dans le cadre des technologies oriente´es objet, il est possible
de spe´cifier des contrats [91] associe´s aux classes, aux me´thodes d’un programme, etc., a`
l’aide de formalismes de´die´s [98, 83, 89], ou tout simplement d’assertions, pour ensuite
pouvoir ve´rifier leur satisfaction lors de l’exe´cution ou a` l’aide d’outils spe´cifiques [12].
La violation de contrat identifie´e permet de localiser les sources de de´faillances possibles
dans le code.
Analyse de se´curite´ des technologies de programmation (T3)
Etonnamment, tre`s peu d’e´tudes sur la se´curite´ intrinse`que des langages de program-
mation existent. Dans l’e´tat de l’art, nous trouverons principalement des identifications
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ponctuelles de types de fautes de conception associe´es a` un langage particulier. Ces
identifications de types de faute sont, pour la plupart, issues du retour d’expe´rience sur
les diffe´rents langages de programmation. Par exemple, dans le cas de l’utilisation du
langage C++, de nombreux types de fautes intrinse`ques au langage sont introduits du
fait des grandes liberte´s de programmation offertes [44]. Nous proposons une premie`re
analyse des risques associe´s aux technologies logicielles dans [95].
Dans le cas des technologies oriente´es objet en ge´ne´ral, l’OOTiA (Object Oriented
Technology in Aviation) propose une liste de proble`mes identifie´s de manie`re intuitive
par les experts du domaine ou par retour d’expe´rience [15, 18, 99]. Ces proble`mes sont
susceptibles d’eˆtre rencontre´s lors de l’utilisation de telles technologies pour le de´velop-
pement d’applications avioniques, soumises aux exigences de certification. Le document
de l’OOTiA propose une e´nume´ration des concepts objets susceptibles d’eˆtre a` l’origine
de proble`mes vis-a`-vis de la certification, notamment du fait de leur capacite´ a` intro-
duire de nouveaux types de fautes. L’article ”Coping Java with stress” [16] quant a` lui,
e´nume`re un ensemble de types de fautes introduits spe´cifiquement lors de l’emploi du
langage Java.
Ces identifications de types de fautes de conception augmentent la connaissance des
diffe´rents risques encourus lors de l’emploi d’un langage de programmation, ce qui tend
a` les e´viter. En effet, une fois un type de faute identifie´, il est ensuite possible de mettre
en œuvre des re`gles de codage ou plus ge´ne´ralement des contraintes afin de re´duire la
probabilite´ de rencontrer ces types de fautes.
L’identification des risques de fautes associe´es a` un langage de programmation est
aujourd’hui issue de l’expertise et du retour d’expe´rience. Les proble`mes identifie´s ne
sont souvent pas formalise´s. Il est donc difficile de mesurer l’efficacite´ des techniques de
traitement des risques propose´es, a` savoir des guides de pre´vention ou des techniques de
de´tection. Par exemple, l’OOTiA propose une re`gle de codage telle que ”ne pas utiliser
de hie´rarchie d’he´ritage de plus de 6 niveaux”. Cependant, l’appliquer ne garantit en
rien l’absence de faute de conception lie´e a` l’he´ritage. Pourquoi ne pas fixer le seuil a` 4,
ou meˆme a` 8 niveaux d’he´ritage ?
Bilan
Nous constatons que les e´tudes relatives a` la se´curite´ intrinse`que des technologies
logicielles sont peu nombreuses. De plus, l’identification des fautes technologiques et les
moyens mis en œuvre pour les maˆıtriser sont aujourd’hui tre`s informels et trop largement
base´s sur l’intuitif. Un ensemble de critiques peuvent eˆtre faites sur la plupart de ces
e´tudes :
– elles ne pre´sentent pas de garanties re´elles vis-a`-vis de la certification car les solu-
tions propose´es ne sont pas trac¸ables vers des causes pre´cises de fautes logicielles ;
– elles peuvent eˆtre redondantes entre elles, ce qui entraˆıne des couˆts de traitement
inutiles ;
– elles impliquent parfois des restrictions trop importantes (contraintes plus fortes
que ne´cessaire), ce qui implique une perte de l’expressivite´ des langages, et un
surcouˆt supple´mentaire (principe de pre´caution utilise´ de manie`re trop intensive
et donc trop couˆteux) ;
– elles ne favorisent pas l’homoge´ne´ite´ des solutions propose´es pour un meˆme type
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de faute dans des domaines distincts car ces solutions sont issues de re´flexions
d’experts de diffe´rents domaines, influence´s par leurs propres contraintes fonction-
nelles ; par exemple ils jugent une technologie dans un contexte donne´ et non dans
son ensemble.
C’est (i) devant l’inte´reˆt de disposer d’e´tudes sur la maˆıtrise de la fiabilite´ des tech-
nologies logicielles inde´pendamment des domaines d’applications possibles, et (ii) face
a` l’absence d’e´tudes formelles syste´matiques des risques technologiques logiciels, que le
besoin d’e´laborer une de´marche rigoureuse et formalise´e de maˆıtrise des risques logiciels
s’est de´gage´. C’est pourquoi nous allons proposer un cadre me´thodologique pour l’e´tude
des risques lie´s aux technologies oriente´es objet, le management des risques.
Nous justifions au pre´alable plus en de´tail le choix des technologies logicielles orien-
te´es objet ainsi que les proble`mes spe´cifiques qu’elles portent pour la certification avio-
nique dans la section 1.1.4, avant de pre´senter le principe de management des risques en
section 1.2 au travers de ses grandes lignes, puis de ses pre´ce´dentes utilisations dans le
domaine logiciel.
1.1.4 Technologies oriente´es objet et certification
Pourquoi les technologies oriente´es objet, et Java plus particulie`rement ?
Nous justifions notre inte´reˆt pour les technologies oriente´es objet, et pour Java
plus particulie`rement, a` travers un large ensemble de crite`res clefs du point de vue
des fournisseurs d’applications logicielles. Nous utiliserons le langage Java comme
langage de re´fe´rence des technologies oriente´es objet, et par conse´quent comme langage
d’illustration.
Maturite´
Les technologies oriente´es objet font preuve aujourd’hui d’une grande maturite´ dans
le domaine des logiciels embarque´s. En effet, les te´le´phones portables par exemple, sont
aujourd’hui e´quipe´s de nombreux services (plus ou moins critiques) de´veloppe´s en Java.
Ainsi, un te´le´phone portable peut-il contenir plus de 5 millions de lignes de code (source
IBM). Depuis de nombreuses anne´es, l’emploi de la technologie Java dans un tre`s grand
nombre de syste`mes lui permet d’acque´rir une maturite´ tre`s importante, au travers des
retours et e´volutions effectue´es. Cette maturite´ justifie la stabilite´ de la version actuelle,
version pre´servant syste´matiquement les distributions pre´ce´dentes.
Cette caracte´ristique est indispensable dans le domaine de l’avionique du fait de la
dure´e de vie d’une gamme d’avions (40 ans et plus).
Formation des e´tudiants
Du fait de leurs caracte´ristiques et de leur notorie´te´ en milieu industriel, le langage
Java et les technologies logicielles oriente´es objet en ge´ne´ral, profitent d’une large
part des enseignements informatiques dispense´s. Cette formation des e´tudiants sur
les technologies oriente´es objet permet aux industriels qui les utilisent de recruter
des jeunes diploˆme´s de´ja` forme´s, et ainsi de re´duire les couˆts de de´veloppement et de
maintenance.
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Modularite´
Par de´finition, les technologies oriente´es objet permettent une repre´sentation
des informations constituantes d’une application de fac¸on modulaire : les syste`mes
sont de´compose´s en sous-syste`mes, les fonctionnalite´s en sous-fonctionnalite´s, ce qui
permet, en cas de besoin, de modifier localement des classes sans remettre en cause les
interactions qu’elles portent et l’ensemble d’une application. La modularite´ pre´sente
en outre le grand avantage de pouvoir de´velopper en paralle`le diffe´rentes parties d’une
application et de les tester de manie`re individuelle avant de disposer de l’ensemble
de l’application. Les tests unitaires permettent ainsi de mettre en e´vidence au plus
toˆt tout proble`me introduit lors du de´veloppement. De plus, la modularite´ permet de
disposer d’une vision abstraite des e´le´ments, et d’organiser les informations de fac¸on
intelligente, afin que tout concepteur dispose d’une vision simple et suffisante pour le
de´veloppement de ses modules. La complexite´ de l’application est ainsi re´organise´e a`
travers cette modularite´. La modularite´ permettra e´galement l’inte´gration d’e´le´ments
issus de plusieurs fournisseurs.
Portabilite´
Le langage Java fait appel a` une machine virtuelle (JVM : Java Virtual Machine),
ce qui permet a` une application logicielle d’eˆtre de´veloppe´e de manie`re inde´pendante de
toute plate-forme mate´rielle. On peut ainsi utiliser une meˆme application logicielle sur
diffe´rentes plate-formes mate´rielles, la machine virtuelle ayant en charge les communi-
cations et acce`s aux ressources requises par l’application. Dans le domaine avionique,
cette caracte´ristique est d’autant plus essentielle que la dure´e de de´veloppement d’une
application est importante, et que sa dure´e de vie est longue. En effet, au cours de
la dure´e de vie d’un avion, la plate-forme mate´rielle est voue´e a` e´voluer tandis que
l’application logicielle doit perdurer.
Librairies et outils disponibles
De par l’historique d’utilisation des technologies oriente´es objet, un tre`s vaste nombre
de librairies logicielles existent et sont accessibles. Cela permet, lors du de´veloppement
d’application, de re´utiliser les fonctionnalite´s ge´ne´riques, et de ne de´velopper que la
partie spe´cifique a` l’application. Ce recours est envisageable pour tout prototype ou
application avionique non critique, mais ne l’est pas pour les applications plus critiques
pour lesquelles chaque ligne de code doit re´sulter d’un processus de de´veloppement
satisfaisant les contraintes du standard correspondant [49].
En outre, une large gamme d’outils d’analyse et de ve´rification existent pour les
langages oriente´s objet. Nous en proposons un aperc¸u a` travers une se´lection de certains
d’entre eux.
– Bandera PVS [41] permet d’effectuer du model checking sur des programmes de´-
veloppe´s en Java,
– PathFinder [69] fournit un ensemble d’analyses de code Java par model checking
ve´rifiant par exemple l’absence de deadlock [111], la satisfaction d’invariants, ou
la satisfaction d’assertions inse´re´es dans le code au pre´alable,
– SVC (Stanford Validity Checker) [117] permet de ve´rifier la satisfaction de contrats
annote´s dans du code Java sous forme de pre´dicats (pouvant porter sur des attri-
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buts de plusieurs classes, contrairement a` PVS),
– KeY [12] prend en entre´e un code Java comportant des annotations en JML [83],
et ve´rifie un ensemble de proprie´te´s dont la satisfaction des contrats de me´thodes
spe´cifie´s,
– JQuery [122], outil base´ sur le principe de programmation logique, analyse le code
objet et cre´e les bases de faits associe´es, permettant ensuite de de´finir de nouvelles
requeˆtes sur ces bases de faits repre´sentant le code,
– FindBugs identifie dans un programme Java un ensemble de pattern repre´sentant
des constructions dangereuses susceptibles d’engendrer des fautes de conception
[24],
– etc.
Couˆts (de´veloppement et maintenance)
Pour l’ensemble des raisons cite´es pre´ce´demment, et notamment la modularite´ et la
portabilite´ inhe´rentes aux technologies oriente´es objet, les couˆts de de´veloppement et de
maintenance sont re´duits. En effet, bien que ne´cessitant une e´tape de conception plus
fastidieuse, un de´veloppement d’application en langage oriente´ objet est plus efficace
en terme de temps de de´veloppement, d’effort d’inte´gration, etc., qu’un de´veloppement
d’application en langage non objet [107]. La modularite´ et la portabilite´ sont des
facteurs re´duisant les couˆts de maintenance.
Finalement, les technologies oriente´es objet pre´sentent aujourd’hui de nombreux
avantages. Elles repre´sentent donc un enjeu majeur pour les fournisseurs d’applications
avioniques, pour lesquels les technologies logicielles ont un impact conside´rable sur les
couˆts de de´veloppement. Par exemple, le re´cent avion A380 met en œuvre plus d’un
milliard de lignes de code (source IBM). C’est pour permettre de be´ne´ficier des nom-
breux atouts des technologies logicielles oriente´es objet que nous choisissons d’e´tudier
ces technologies et les risques intrinse`ques qu’elles portent afin de les maˆıtriser.
Les technologies oriente´es objet et la certification avionique
Bien que les technologies oriente´es objet pre´sentent de nombreux avantages a priori,
elles sont aussi a` l’origine d’un ensemble de types de fautes intrinse`ques, c’est-a`-dire
spe´cifiques a` ces technologies [31, 67]. En effet, l’introduction de nouvelles constructions
logicielles (l’he´ritage entre classes par exemple) engendre l’introduction de nouveaux
types de fautes associe´s a` ces constructions. Or, dans l’objectif d’utiliser de telles tech-
nologies dans des applications avioniques critiques, il est ne´cessaire de connaˆıtre les
risques de fautes encourus, et de les maˆıtriser.
Un ensemble de proble`mes spe´cifiques aux technologies oriente´es objet a de´ja` e´te´
identifie´ par dires d’experts ou par retours d’expe´rience. Il est donc ne´cessaire d’apporter
les e´le´ments de leur maˆıtrise pour ensuite convaincre les autorite´s de certification de leur
bonne utilisation.
En effet, pour qu’un logiciel avionique soit embarque´, il doit au pre´alable eˆtre certifie´
par les autorite´s de certification. Pour cela, il doit tout d’abord re´pondre a` l’ensemble
des exigences e´nonce´es dans le standard avionique [49].
La DO-178B est le standard avionique actuel datant de 1990. Il spe´cifie l’ensemble
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des dossiers et contraintes devant accompager le cycle de vie d’un logiciel avionique.
Chaque ligne de code du logiciel a` certifier doit par exemple eˆtre trac¸able vers une
exigence de haut niveau, c’est-a`-dire une fonctionnalite´ particulie`re, et un roˆle pour cette
fonctionnalite´. Dans le cas de l’emploi du langage Java, et d’une compilation “Ahead
Of Time” (AOT, compilation classique), le code source Java est compile´ en code objet
natif. Cette compilation peut s’effectuer directement ou par l’interme´diaire de bytecode
Java, ce qui peut alors poser des proble`mes pour la trac¸abilite´ du code. De la meˆme
manie`re, Java ge`re sa me´moire au moyen d’un garbage collector, qui peut se de´clencher
a` n’importe quel moment, ce qui est un proble`me vis-a`-vis du de´terminisme exige´ des
comportements et des dure´es d’exe´cutions.
Finallement, les exigences de certification, telles que de´crites dans le standard DO-
178B, spe´cifient en particulier des moyens qui ne sont pas du tout adapte´s aux techno-
logies logicielles oriente´es objet. En effet, a` l’e´poque de la re´daction de ce standard, les
technologies oriente´es objet en e´taient a` leurs premiers balbutiements, et le langage Java
n’existait pas encore. Par conse´quent, il est d’autant plus difficile d’introduire ce type
de technologies qu’elles ne sont pas bien compatibles avec le standard applique´ [109].
Devant ce constat, et l’inte´reˆt grandissant de la communaute´ avionique pour les tech-
nologies oriente´es objet, cette communaute´ a initie´ un groupe de travail ayant la mission
d’identifier, par retours d’expe´rience, les proble`mes potentiels porte´s par les technologies
oriente´es objet pour la certification, et donc pour la satisfaction du standard DO-178B.
Ces travaux ont donne´ lieu en 2004 a` une premie`re version d’un document, l’OOTiA
(Object Oriented Technology in Aviation) [102], recensant l’ensemble des proble`mes sou-
leve´s par les personnes de la communaute´, connaissant la DO-178B et les technologies
oriente´es objet. Un classement de 107 proble`mes a e´te´ e´tabli, ainsi qu’une liste de pro-
ble`mes additionnels. Ces proble`mes portent a` la fois sur les me´canismes de conception
propose´s (he´ritage, polymorphisme, appels dynamiques, etc.), sur les diffe´rents me´ca-
nismes possibles de gestion me´moire, sur la trac¸abilite´ du code, ou encore sur les taux
de couverture de tests ne´cessaires.
L’ensemble de ces proble`mes potentiels doit eˆtre maˆıtrise´ pour pouvoir un jour cer-
tifier un logiciel employant des technologies logicielles oriente´es objet. Divers travaux
portent sur ces diffe´rents aspects, notamment des projets europe´ens faisant collaborer
laboratoires europe´ens et industriels fournisseurs d’applications critiques (HIJA, etc.).
Nous choisissons de nous consacrer a` l’e´tude des proble`mes portant sur les me´-
canismes de conception logicielle, c’est-a`-dire relatifs aux diffe´rents me´canismes et
constructions suivantes offerts par les technologies oriente´es objet : les e´le´ments de code
(me´thodes, attributs), les classes, les relations d’he´ritage entre classes, et tous les me´-
canismes de conception associe´s (polymorphisme, rede´finition de me´thode, masquage
d’attribut, etc.). Ces types de proble`mes repre´sentent la majorite´ des proble`mes classe´s
dans l’OOTiA.
Depuis 2005, le standard avionique est en cours de mise a` jour, via des groupes de
travail sur les diffe´rentes technologies non prises en compte par la DO-178B : les tech-
nologies oriente´es objet, les me´thodes formelles, les outils et la ge´ne´ration automatique
de code, etc. Le groupe de travail spe´cifique aux technologies logicielles oriente´es objet
auquel nous avons participe´ [60] propose un ensemble d’adaptations et de supple´ments
a` la DO-178B pour la de´finition de la DO-178C. En son e´tat actuel de re´daction, un
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ensemble de proble`mes classe´s dans l’OOTiA est cite´ et ne´cessite donc des traitements
spe´cifiques : il s’agit des types de fautes auxquels nous nous inte´ressons, pre´sente´s plus
en de´tails dans les chapitres suivants.
L’ensemble de ces proble`mes que nous souhaitons maˆıtriser correspond a` un ensemble
de types de fautes de conception particuliers porte´s par les technologies oriente´es objet.
Ces types de fautes n’e´tant pas identifiables de fac¸on de´terministe (lors de la compilation
par exemple), il est ne´cessaire de mettre en œuvre une me´thodologie afin d’estimer les
risques associe´s a` ces types de fautes dans un programme donne´. En effet, seule une
estimation des risques acceptables permettra de convaincre les autorite´s de certification
de la bonne maˆıtrise de l’emploi de ces technologies dans un programme donne´.
Dans cet objectif, nous choisissons d’utiliser un processus bien connu et largement
utilise´ dans de tre`s divers domaines critiques (chimie, nucle´aire, etc.) : le management
des risques.
Nous pre´sentons dans la section suivante le principe du management des risques et
les diffe´rentes e´tapes qui le constituent avant de proposer un e´tat de l’art des utilisations
passe´es de ce principe dans le domaine logiciel.
1.2 Management des risques de fautes
Nous choisissons d’employer un processus de management des risques pour maˆıtri-
ser les risques de fautes de conception propres aux technologies oriente´es objet. Nous
commenc¸ons par introduire le concept de risque en section 1.2.1, avant de pre´senter
un processus de management des risques au travers de ses diffe´rentes e´tapes (section
1.2.2). Nous proposons ensuite un rapide e´tat de l’art des utilisations du management
des risques dans le domaine logiciel en section 1.2.3, avant de de´finir plus pre´cise´ment
le cadre de nos travaux : celui du management des risques des fautes de conception en
section 1.2.4. Enfin, nous proposons en section 1.2.5 une vision d’ensemble des chapitres
suivants de ce me´moire de the`se.
1.2.1 Concepts du risque
Un risque est de´fini par la potentielle occurrence d’un e´ve´nement ayant des conse´-
quences ne´gatives, et donc non souhaite´es [3]. Ces conse´quences ne´gatives correspondent
a` une de´viation du cheminement menant a` des objectifs. Par exemple, dans un planning
donne´ de construction de maison, des intempe´ries prolonge´es peuvent avoir pour effet
un retard de livraison de la maison. Le planning initial permet d’e´tablir une date de
livraison souhaite´e, et diffe´rentes causes peuvent repousser cette date et donc de´vier la
date de re´alisation (objectif). De fac¸on ge´ne´rale, les objectifs a` atteindre peuvent eˆtre
de diffe´rents types : objectif temporel (date de livraison), objectif qualitatif (types de
mate´riaux a` mettre en œuvre), objectif de fiabilite´ (normes et standards a` respecter),
ou encore objectif de type financier (budget pre´vu), etc. Pour chacun de ces objectifs,
diffe´rentes causes peuvent perturber leur atteinte : circonstances retardant un e´ve´ne-
ment, rupture de stock des mate´riaux choisis, non respect de certaines normes, surcouˆts
impre´vus, etc.
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Les risques pouvant perturber l’atteinte de tout type d’objectif sont de´finis de
manie`re uniforme [70], comme de´crit ci-apre`s.
Un risque est de´fini par un couple (evt, csq), ou` l’e´ve´nement evt peut entraver
l’atteinte d’un objectif avec des conse´quences csq plus ou moins importantes.
Par exemple, le risque d’absence d’un ouvrier peut eˆtre cause´ par une blessure, ou
une maladie. La conse´quence de son absence peut remettre en cause les objectifs initiaux
de de´lai de construction selon qu’il est remplac¸able ou pas, la dure´e de l’arreˆt, etc.
C’est la composition de ses deux parame`tres (e´ve´nement et conse´quence) qui de´finit
un risque, et ce sont ces meˆmes parame`tres qui sont pris en compte pour l’estimation
des risques.
Un processus permettant de maˆıtriser les risques est pre´sente´ dans la section suivante.
1.2.2 Processus de management des risques
Le management des risques a pour but de maˆıtriser les risques induits par une activite´
(humaine, naturelle, syste´mique, etc.) afin d’atteindre des objectifs fixe´s. Il peut s’agir
d’une activite´ de production, d’ame´nagement du territoire, de gestion financie`re, etc.,
mais aussi de de´veloppement logiciel. Ce management des risques est supporte´ par un
processus a` suivre pour maˆıtriser les risques. Ce type de processus est de´ja` mis en œuvre
dans de tre`s nombreux domaines (pharmacie, chimie, nucle´aire, etc.), dans lesquels un
e´ve´nement peut avoir des conse´quences de´sastreuses.
Le processus de management des risques que nous utilisons est base´ sur les concepts
bien fonde´s du Guide 73 de l’ISO [4] de management des risques, ainsi que sur les normes
[1, 10].
Ce processus repose sur les quatre e´tapes de´finies conforme´ment au standard [4]
comme ci-apre`s :
Analyse des risques
L’analyse du risque se de´compose en deux phases.
– L’identification des risques, ayant pour but l’acquisition de la connaissance de
chaque risque et de l’ensemble des sources de chacun de ces risques. Il s’agit ici
de ne pas se contenter d’une identification intuitive et vague d’un risque mais au
contraire de la formaliser pour la rendre pre´cise et comple`te.
– L’estimation des risques a pour but de proposer une estimation globale pour
chaque risque, base´e sur l’estimation de chacune de ses sources. Cette estimation
mesure p, la vraisemblance d’occurence d’un e´ve´nement evt, ainsi que g, la gravite´
des conse´quences csq de cette occurrence. La vraisemblance est souvent mesure´e
par des probabilite´s et les conse´quences par des me´triques quantifiant la gravite´
des effets.
Evaluation des risques
Lors de l’e´valuation, les deux valeurs de´finissant l’estimation d’un risque (p, la
vraisemblance de l’e´ve´nement dommageable et g, la gravite´ des conse´quences), sont
corre´le´es pour obtenir une seule mesure du risque. Cette mesure permet de hie´rarchiser
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les risques en les re´partissant par classes de risque.
Par exemple, un risque dont
la probabilite´ est tre`s faible
(infe´rieure a` 10−9) et dont
la gravite´ est catastrophique
peut eˆtre conside´re´ de niveau
e´quivalent a` celui d’un risque
de probabilite´ e´leve´ (de plus
de 10−3) et de gravite´ mineure

























Fig. 1.1 – Evaluation des risques
Acceptation des risques
A partir des classes de risques de´finies lors de la taˆche pre´ce´dente, un seuil d’accep-
tabilite´ du risque doit eˆtre de´fini. D’autres parame`tres interviennent dans l’acceptabilite´
du risque comme les be´ne´fices escompte´s par la prise de risque ou les couˆts de re´duction
du risque. Ces derniers parame`tres n’interviennent cependant pas en se´curite´ ae´rienne.
En effet, dans le domaine avionique critique, le parame`tre de´terminant est le niveau de
criticite´ associe´ a` la fonctionnalite´ de l’application.
Par exemple, pour des applications de niveau tre`s critique comme un pilotage auto-
matique d’avion (du niveau le plus critique de la norme, appele´ DAL A), seuls les risques
faibles seront conside´re´s comme acceptables. Pour des applications moins critiques uti-
lise´es par exemple pour le loisir des passagers (d’un niveau peu critique selon la norme,
appele´ DAL D), les risques faibles, moyens et forts seront accepte´s (voir figure 1.1).
La de´finition de ces seuils d’acceptation des risques est du ressort des autorite´s de
certification avioniques dans notre cas.
Traitement des risques (re´duction)
Lorsque le niveau d’un risque est juge´ inacceptable, des traitements du risque doivent
eˆtre mis en place. Il peut s’agir de techniques de pre´vention (pour re´duire p, la probabilite´
d’occurrence de l’e´ve´nement) ou de techniques de protection (pour re´duire g, la gravite´
des conse´quences).
Dans le domaine nucle´aire par exemple, toute fuite d’une centrale peut avoir des
conse´quences catastrophiques. Il est alors justifie´ d’investir des sommes importantes
pour mettre en œuvre des techniques de pre´vention. Dans de tre`s nombreux domaines,
des activite´s devraient eˆtre mises en place pour pre´venir des risques (automobile, sante´,
etc.). Malheureusement, le couˆt de ces techniques de´courage souvent leur emploi, ce
qui entraˆıne a posteriori des de´penses conside´rables de re´parations (voiture accidente´e
a` remplacer, frais d’hospitalisation, etc), souvent bien plus importantes que le couˆt des
techniques de pre´vention : ”Nous de´pensons trop pour indemniser et pas assez pour
pre´venir” [105].
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Dans le domaine logiciel, conside´rons l’exemple d’une application temps-re´el devant
respecter des e´che´ances de temps de re´ponse. Les techniques a` mettre en œuvre pour re´-
duire le risque de non-respect consistent a` identifier les portions de l’application influen-
c¸ant ce temps de re´ponse, puis a` proposer une autre alternative, un autre algorithme,
et plus ge´ne´ralement, une autre solution.
Un autre exemple logiciel est le risque d’une de´faillance suite a` l’exe´cution d’un calcul
errone´. Ce risque peut eˆtre pre´venu par l’identification de l’origine des erreurs poten-
tielles, ou encore peut eˆtre tole´re´ en mettant en œuvre des me´canismes de protection du
type redondance des calculs ou autre.
Nous proposons dans la section suivante un aperc¸u des utilisations du management
des risques dans le domaine logiciel.
1.2.3 Management des risques logiciels
Le management des risques a de´ja` e´te´ largement utilise´ dans le domaine logiciel. En
effet, de tre`s nombreuses e´tudes existent sur le sujet. Tout d’abord, de nombreux tra-
vaux e´tablissent des classifications des types de risques possibles dans domaine logiciel,
parmi lesquels [32, 108, 110, 114, 115]. Les types de risques classifie´s sont principalement
regroupe´s sous trois cate´gries :
– les risques projet, dans lesquels on trouve par exemple les risques lie´s au personnel
(sous-traitance, maladie, etc.), a` l’organisation, aux couˆts, aux compe´tences des
personnels en charge, aux ressources disponibles,
– les risques technologiques (software et hardware), dont la maturite´ des technologies
utilise´es, l’expertise des personnels pour ces technologies, leurs caracte´ristiques,
etc., et
– les risques produit, dont ceux lie´s aux exigences de performance, de fiabilite´, de
se´curite´, de maintenabilite´, de robustesse de la spe´cification, etc.
Dans ces classifications, nous positionnons bien suˆr nos travaux sur les risques technolo-
giques introduits par les technologies logicielles de de´veloppement. Un e´tat de l’art des
travaux de management des risques logiciels est propose´ dans [19].
Des travaux utilisent le principe de management des risques sur l’aspect technolo-
gique, comme par exemple pour les proble`mes de se´curite´ des communications dans le
cadre d’applications internet [65], d’autres ne proposent des e´tudes que sur les risques
projet (gestion de projet) [78]. Dans [19], une e´tude interessante est propose´e sur les
diffe´rentes conceptualisations utilise´es du risque dans les travaux existants. En effet, ce
papier souligne le fait que l’on trouve dans la litte´rature du management des risques
diffe´rentes de´finitions du concept de risque parmi lesquelles :
– la difficulte´ d’estimation de prochains e´ve´nements,
– les composantes d’un risque, c’est-a`-dire les diffe´rents types d’e´ve´nements non
souhaite´s,
– les facteurs de risque menant a` des pertes ou a` l’origine d’autres facteurs de risque,
– la probabilite´ d’occurrence d’e´ve´nements non souhaite´s (parfois ponde´re´e par une
perte).
L’analyse effectue´e dans ce papier sur les diffe´rents travaux de management des risques
logiciels existants permet de prendre du recul sur ces derniers. Les auteurs indiquent que
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bien souvent, le concept de risque n’est pas de´fini, mais uniquement conside´re´ en tant
que “proble`me” ou “menace”.
L’article [73] propose lui aussi de prendre du recul pour effectuer les analyses de
risques, via une vision syste´mique des applications pour effectuer le management des
risques. Il sugge`re d’appliquer le management des risques sur des syste`mes complexes
de manie`re hie´rarchise´e sur les diffe´rentes composantes de ce syste`me. Les diffe´rentes
estimations obtenues pour ces composantes permettent de de´duire les composantes por-
teuses des risques les plus importants, et de traiter ces derniers de manie`re locale.
On trouve divers logiciels ou prototypes outillant la mise en œuvre du management
des risques, dont
– un outil permettant le management de risques projets, SoftRisk [78], ge´rant les
proble`mes de type gestion de personnel, satisfaction du client, etc. ,
– un outil permettant le management de risques projets, produits, mais aussi tech-
nologiques, RAMP [58, 108], ge´rant par exemple des risques introduits par l’utili-
sation de COTS (Commercial Off The Shelf),
– un outil permettant de ge´rer des risques produits, RiskGuide [93], base´ sur des
sce´narios de risques associe´s a` des patterns de risques de´finis par une extension du
meta-mode`le SPEM.
Pratiquement aucune e´tude ne porte sur le management des risques introduits par
une technologie particulie`re. En effet, comme souligne´ dans [43], bien que ce type de
risque soit reconnu, rares sont les e´tudes de´die´es a` ce type d’analyse. [77] montre que
d’un point de vue culturel, les responsables de projets sont davantage pre´occupe´s par
les risques lie´s aux relations avec les clients (la compre´hension de leurs attentes, leurs
objectifs, la de´limitation de leur roˆle et de leurs activite´s, etc.) que par les risques
technologiques.
Dans nos travaux, nous nous inte´ressons uniquement aux risques spe´cifiques aux
technologies logicielles employe´es. Nous de´finissons ce concept de faute de conception
dans la section suivante.
1.2.4 Management des risques de fautes de conception
Nous ne conside´rons pas ici comme des fautes technologiques, les mauvaises concep-
tions ne re´pondant pas a` la spe´cification demande´e (comportement diffe´rent de celui
attendu). En effet, ce type de faute n’est pas duˆ a` la technologie logicielle employe´e, mais
a` la mauvaise compre´hension que le de´veloppeur a de la spe´cification de l’application
qu’il doit re´aliser ou a des erreurs d’analyse. Seule la bonne maˆıtrise de la technologie
employe´e nous inte´resse, et ce, inde´pendament de l’utilisation qu’un de´veloppeur en a.
Nous focalisons nos efforts sur le management des fautes de conception intrinse`ques
aux technologies oriente´es objet.
Nous de´finissons un risque technologique logiciel par un risque de pre´sence d’un type
de faute de conception inhe´rent a` l’emploi d’une technologie. Par exemple, le simple fait
d’utiliser une technologie de programmation introduit les risques de fautes classiques
du type “affectation entre types incompatibles”. Ces types de fautes e´tant aujourd’hui
bien connus, et identifiables de manie`re de´terministe, ils sont de´tecte´s automatiquement
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par tout compilateur. Ainsi, dans la plupart des cas, il n’est pas possible d’exe´cuter un
programme comportant une faute de ces types. Il n’est possible d’exe´cuter un programme
que lorsqu’il a e´te´ compile´, et donc lorsqu’aucune faute de type identifie´ lors de la
compilation subsiste.
Les compilateurs actuels ne permettent malheureusement pas d’identifier de fac¸on
de´terministe la pre´sence de tout type de faute de conception possible :
– certains types ne sont pas du tout identifie´s (par exemple, la rede´finition involon-
taire de me´thode), et
– d’autres n’e´tant pas identifie´s de fac¸on de´terministe, le compilateur se contente de
pre´venir le concepteur d’un risque important de faute via l’affichage d’avertisse-
ment (“warning”) lors de la compilation.
On observe ici que sans eˆtre identifie´ en tant que tel, un premier type de management
des risques de faute est propose´ par tout compilateur :
. pour un ensemble bien identifie´ de fautes de´crites de fac¸on syntaxique,
. il estime leur vraisemblance sur chaque e´le´ment de code concerne´, et en fonction de
sa confiance dans le re´sultat,
. il propose un traitement adapte´ via un affichage :
– une erreur stoppe la compilation (le compilateur force le concepteur a` e´tudier le
risque estime´ pour pouvoir exe´cuter son application),
– un warning sugge`re au concepteur de re´viser son code relativement a` un e´le´ment
de code donne´, ou enfin
– la fin de la compilation sans affichage ne´gatif affirme qu’il n’y a pas pre´sence de
risque de faute (parmi l’ensemble de´te´cte´ par le compilateur).
Notre objectif est de proposer un processus de management des risques permettant
la maˆıtrise des types de fautes oriente´es objet non identifiables de manie`re automatique,
et fournissant une estimation des risques pre´cise. En effet, seule une estimation pre´cise
des risques pourra permettre ensuite de proposer des techniques de traitement adap-
te´es, ne´cessaires (pas trop restrictives) et suffisantes (apportant les garanties utiles a` la
certification).
Pour proposer une telle estimation, nous prenons tout particulie`rement en compte un
facteur essentiel d’introduction de fautes dans un programme : la compre´hension qu’un
concepteur a du programme qu’il de´veloppe. En effet, contrairement au domaine de
l’e´lectronique par exemple pour lequel le viellissement est un facteur important d’intro-
duction de faute, dans le domaine logiciel, seule l’activite´ humaine de conception peut
eˆtre a` l’origine d’introduction de fautes. Il est donc primordial de prendre ce facteur
humain en compte.
1.2.5 Plan de la the`se
Les travaux de the`se sont organise´s en chapitres comme suit.
Le chapitre 2 pre´sente une identification des risques de fautes de conception souleve´s
dans l’OOTiA, a` l’aide de mode`les d’identification de´finis spe´cifiquement.
Le chapitre 3 propose un e´tat de l’art des techniques existantes d’estimation des
risques logiciels.
INSA - Toulouse 17
Chapitre 1. Introduction
Dans le chapitre 4, nous pre´sentons un ensemble de nouvelles me´triques de´finies
spe´cifiquement pour l’estimation de risques de fautes oriente´es objet, me´triques utilisant
le principe de l’entropie permettant d’estimer la compre´hension d’un programme oriente´
objet.
Le chapitre 5 introduit de nouvelles me´triques pour l’estimation du risque de chaque
type de faute oriente´ objet e´tudie´. Ces me´triques sont de´rive´es de celles de´finies dans le
chapitre pre´ce´dent.
Le chapitre 6 pre´sente une autre approche d’estimation de ces meˆmes risques de
fautes utilisant les re´seaux Baye´siens. Ces derniers permettent de prendre en compte les
connaissances mais aussi les incertitudes existantes sur les facteurs de risques.
Le chapitre 7 propose la mise en œuvre des diffe´rentes me´triques sur un prototype
d’application avionique critique e´crite en langage Java : un Flight Manager.
Et enfin, nous concluons sur les travaux effectue´s et pre´sentons nos perspectives
d’ouvertures et de poursuites des travaux dans le chapitre 8.
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Identification de risques de fautes
de conception et de leurs sources
Nous nous inte´ressons dans ce chapitre a` la premie`re e´tape de la taˆche d’analyse des
risques, c’est-a`-dire a` l’identification des risques. Cette e´tape a un roˆle pre´ponde´rant
dans le processus global de management des risques car sa pre´cision et sa comple´tude
de´terminent la pertinence et l’ade´quation des travaux d’estimation et de traitement
pouvant eˆtre propose´s par la suite.
Nous pre´sentons les mode`les d’identification des risques que nous avons de´finis, puis
leur instanciation dans le domaine des risques logiciels. Nous proposons en annexe A un
jeu d’instanciations de ces mode`les conceptuels et analytiques d’identification sur des
risques de fautes dus aux technologies oriente´es objet cite´es dans l’OOTiA.
2.1 Motivation
Pour mettre en œuvre un processus de management des risques, la premie`re e´tape a`
effectuer est l’identification des risques. En effet, avant de pouvoir maˆıtriser des risques,
il est ne´cessaire de les connaˆıtre, et donc de les identifier.
Cette e´tape d’identification est donc une e´tape de´terminante du processus car tout
risque non identifie´ n’est bien suˆr pas maˆıtrise´ par la suite. L’identification est donc une
e´tape critique du processus de management, sur laquelle un effort tout particulier doit
eˆtre effectue´. Les auteurs de [80] soulignent que dans les travaux existants, cette e´tape
est souvent accomplie de fac¸on insuffisante : ”Risk identification is the most critical
step in risk management, yet often is poorly done”1.
On trouve, parmi les travaux de management des risques logiciels, diffe´rentes de´fini-
tions de cette e´tape d’identification, comme de´taille´ ci-apre`s.
. Dans [108] par exemple, l’e´tape d’identification des risques est de´crite comme une taˆche
pre´caire, pour laquelle de nombreux efforts doivent eˆtre mis en œuvre pour mettre
1L’identification des risques est l’e´tape la plus critique du management des risques, e´tape pourtant
souvent mal re´alise´e.
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en e´vidence des proble`mes graˆce a` l’observation de symptoˆmes. Les symptoˆmes
sont selon les auteurs les meilleurs indicateurs de proble`mes et donc de risque.
. Dans [71], l’identification des risques est effectue´e par deux biais :
– le premier est un questionnaire base´ sur une taxonomie de facteurs de risques,
visant a` aborder, au travers des questions couvrant la taxonomie e´tablie, l’en-
semble des facteurs potentiels,
– le second consiste a` regrouper lors de re´unions, des personnels de chacun des
points de vue du projet e´tudie´ (manager, de´veloppeurs, techniciens, etc.), afin
d’identifier un maximum de risques, de tout point de vue possible.
. De fac¸on similaire, dans [57] et dans [82], l’identification est mise en œuvre par re´unions
de groupes (brainstorming) et par questionnaires (risk checklist).
. Les travaux d’identification de risques propose´s dans [70] sont eux aussi base´s sur des
re´unions et interviews de chaque personne implique´e dans le projet concerne´. Un
questionnaire est donne´ a` chacune de ces personnes, comportant une liste de 36 fac-
teurs regroupe´s en 9 cate´gories, dont l’une concerne les moyens de de´veloppement
employe´s (hardware, software, techniques, reuse et suppliers). En ce qui concerne
les techniques employe´es, les questions suivantes sont pose´es afin d’identifier les
risques qui leurs sont associe´s :
– “Est-ce que les de´veloppeurs ont a` disposition des techniques standards de de´-
veloppement ?”,
– “Est-ce que le syste`me sera de´veloppe´ avec une technique de de´veloppement ?”,
– “Est-il possible de de´velopper le syste`me avec les techniques disponibles ?”
– “Quelle est l’expe´rience des de´veloppeurs sur les techniques de de´veloppement ?”.
. Enfin, [115] propose un tableau re´capitulatif des risques, ou facteurs de risques iden-
tifie´s dans la litte´rature du management des risques lie´s aux technologies de de´ve-
loppement. Nous citerons parmi ces facteurs (plus de 20) :
– l’emploi d’une nouvelle technologie,
– l’emploi d’une technologie “non prouve´e”, non stable, non fiable,
– l’emploi d’outils de de´veloppement et de plate-forme technique non approprie´s,
– la complexite´ des technologies employe´es,
– etc.
Il s’agit ici de risques ou de facteurs de risque haut-niveau, tre`s ge´ne´riques.
Remarquons que les risques technologiques doivent eˆtre identifie´s de manie`re spe´ci-
fique a` une technologie particulie`re, car un type de faute induisant un type de risque
particulier peut eˆtre identifie´ de manie`re distincte dans deux programmes de´veloppe´s
avec des langages de programmation diffe´rents. Dans [30], l’auteur donne l’exemple
de risques identifie´s de manie`re distinctes dans des programmes de´veloppe´s avec les
langages C++, Visual Basic, et C#.
Finalement, l’e´tape d’identification est une e´tape de´licate du management des
risques, car elle est base´e sur le retour d’expe´rience, l’expertise, l’intuition, et la
communication permettant le transfert de connaissances quelles qu’elles soient.
Dans le cadre de nos travaux, visant la maˆıtrise des technologies oriente´es objet pour
leur emploi dans des applications avioniques, nous nous sommes tout particulie`rement in-
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te´resse´s aux travaux du groupe de travail nomme´ OOTiA (Object Oriented Technologies
in Aviation [102]), ayant un objectif : mettre en valeur des proble`mes inhe´rents a` l’em-
ploi des technologies oriente´es objet pour le de´veloppement d’applications avioniques.
Dans ce contexte, un ensemble de proble`mes potentiels dus a` l’emploi des technologies
oriente´es objet dans le domaine avionique critique a e´te´ recense´. Il s’agit d’inquie´tudes
formule´es par les experts du domaine, constituant une base de connaissances obtenue
par retour d’expe´rience ou dires d’experts. On trouve par exemple le proble`me nume´ro
10 suivant : Inheritance, polymorphism, and linkage can lead to ambiguity. Cet exemple,
tout comme la plupart des proble`mes souleve´s dans l’OOTiA sont de´crits de manie`re
informelle et incomple`te. Ce document constitue une sorte de cahier des charges plus ou
moins pre´cis et formel, dont nous cherchons par la suite a` traiter une partie.
Comme justifie´ dans le chapitre 1, parmi l’ensemble des proble`mes identifie´s dans
l’OOTiA, nous nous inte´ressons aux fautes de conception introduites par l’emploi des
OOT. Par exemple, nous ne conside´rons pas ici les questions mentionne´es dans l’OOTiA
de la trac¸abilite´ d’un code objet, de l’absence de code mort, ou encore de la couverture
de test ne´cessaire sur du code objet. Plus pre´cise´ment, les types de fautes que nous
conside´rons sont intrinse`ques aux constructions objet, comme l’he´ritage entre classes,
ou la visibilite´ des attributs et me´thodes au travers des diffe´rentes relations existantes.
La plupart d’entre eux a e´te´ identifie´e de manie`re intuitive dans les travaux de Roger T.
Alexander et al [18, 99, 15]. Ces types de fautes, bien qu’e´tant propres aux technologies
objet, ne sont pas syste´matiquement pre´sents dans les applications de´veloppe´es au moyen
de ces technologies. C’est leur pre´sence potentielle qui induit un risque de telles fautes.
Pour maˆıtriser ces risques de fautes de conception, il est ne´cessaire d’effectuer un
travail d’identification de ces risques, c’est-a`-dire de de´crire de manie`re pre´cise leur
existence, avant d’identifier toutes leurs sources. Dans cet objectif, nous proposons tout
d’abord dans la section suivante un mode`le permettant de formaliser l’expression des
risques et des sources sous-jacentes de ces risques. Ce mode`le conceptuel d’identification
des sources d’un risque a e´te´ e´labore´ en conformite´ avec les normes et textes connus et
reconnus du management des risques [1, 4, 10]. Puis dans la section 2.3, nous pre´sentons
sa de´clinaison dans le domaine logiciel, en l’illustrant sur un exemple particulier de risque
de faute souleve´ dans l’OOTiA. Nous pre´sentons ensuite a` la section 2.4 un mode`le
d’identification analytique qui sera utilise´ sur ce meˆme exemple, et nous montrerons
la correspondance existante entre ces deux mode`les (conceptuel et analytique). Nous
terminerons ce chapitre sur l’identification du risque de fautes en abordant la notion de
facteur de risque et son illustration sur les fautes inhe´rentes aux technologies objet. Afin
de ne pas alourdir ce chapitre et d’y mettre en valeur les apports essentiels, l’instanciation
de ce mode`le sur un autre exemple de risque de fautes de l’OOTiA est fournie en annexe
A.
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2.2 De´finition du mode`le conceptuel d’identification
des risques
2.2.1 Introduction
Pour effectuer l’identification formelle des sources de risques, il est important de se
re´fe´rer a` un mode`le d’identification de ces sources que l’on doit instancier pour chacun
des risques a` analyser. L’e´laboration d’un tel mode`le est actuellement au cœur de nom-
breuses re´flexions, notamment dans les groupes normatifs de l’AFNOR et de l’ISO. En
effet, ce sujet concerne tant de domaines qu’il parait inte´ressant de be´ne´ficier de l’expe´-
rience de chacun d’entre eux afin d’e´laborer un mode`le ge´ne´ral qui soit le plus riche, le
plus stable, et le plus ade´quat possible, tout en e´tant facilement de´clinable dans chacun
des domaines. Nous proposons ici un mode`le [59] que nous avons e´tabli a` la suite de nom-
breuses re´flexions, discussions, confrontations avec des exemples de diffe´rents domaines,
et qui constitue en particulier une proposition pour les groupes de discussions et d’e´la-
boration de normes pre´ce´demment cite´es. Nous verrons ensuite comment il s’instancie
pour la mode´lisation des risques associe´s aux technologies logicielles.
Signalons que, dans cette the`se, seuls les points de vue ne´gatifs du risque sont consi-
de´re´s. On de´sire en effet e´tudier les origines de conse´quences conside´re´es comme ne´fastes
que sont les fautes. Une e´tude exhaustive devrait e´galement inte´grer les aspects positifs
des technologies oriente´es objet en terme d’e´vitement des fautes de conception. En ef-
fet, une construction comme l’he´ritage favorise la re´utilisation et la spe´cialisation, deux
sources de pre´vention des fautes. L’e´tude des be´ne´fices des technologies oriente´es objet
et leur balance avec les risques de fautes ne sont pas conside´re´s dans nos travaux de
the`se mais font partie de nos perspectives.
2.2.2 Concepts ge´ne´raux
Nous commenc¸ons par pre´senter dans cette section les principales composantes de
l’identification des sources d’un risque. Dans ce cadre, nous illustrons tous les concepts
introduits sur un exemple de risque naturel. Cette illustration permet de familiariser le
lecteur avec la terminologie introduite de manie`re intuitive. L’exemple de risque natu-
rel propose´ est celui de la de´terioration d’une construction par une avalanche en zone
montagneuse.
Les quatre composantes du mode`le d’identification sont de´finies ci-apre`s et illustre´es
par la figure 2.1.
– Mode`le d’identification du danger (induit par la pre´sence de neige au sommet
d’une montagne),
– Mode`le d’identification de l’environnement du danger (de´limitation de la zone
ge´ographique susceptible d’eˆtre touche´e par une avalanche),
– Mode`le d’identification des situations dangereuses relativement au danger e´tu-
die´ (construction d’un baˆtiment dans l’environnement dangereux d’une montagne
enneige´e),
– Mode`le d’identification des conse´quences possibles de ce danger (choc et de´te´-
rioration du baˆtiment).
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Fig. 2.1 – Les diffe´rentes composantes du mode`le d’identification
Ces diffe´rentes facettes du mode`le conceptuel d’identification sont couple´es. Par
exemple, il n’y a conse´quences potentielles d’un danger que dans la mesure ou` il y
a situation dangereuse pre´alable. Ainsi aucune destruction de baˆtiment ne surviendra
dans une zone de montagne inhabite´e.
Nous de´taillons dans les sous-sections suivantes ces quatre composantes du mode`le
conceptuel d’identification du risque (le danger, l’environnement du danger, la situation
dangereuse, et les conse´quences), en pre´sentant les attributs qui les caracte´risent.
2.2.3 Le danger
Le danger a` l’origine d’un risque est l’e´le´ment responsable des effets ne´gatifs redoute´s
de ce risque. Nous distinguons 4 e´le´ments dans le mode`le d’identification du danger.
– L’acteur du danger est l’e´le´ment a` l’origine des effets ne´gatifs redoute´s. Par
exemple, la neige est l’acteur du danger caracte´rise´ par la masse de neige en hau-
teur, pouvant former une avalanche. En cas d’avalanche, c’est l’e´nergie porte´e par
la neige qui risque de de´te´riorer un baˆtiment.
– Le phe´nome`ne dangereux est la caracte´ristique physique, logique ou informative
de l’acteur susceptible d’eˆtre transfe´re´e vers la cible. Dans notre exemple naturel,
le phe´nome`ne dangereux est l’e´nergie potentielle de la neige en hauteur car c’est
cette e´nergie qui est a` l’origine des effets redoute´s de de´te´rioration du baˆtiment.
En effet, en cas de de´clenchement d’avalanche, c’est cette e´nergie potentielle qui
se convertit en e´nergie cine´tique, puis en cas de choc, se transfe`re sur un baˆtiment.
– La proprie´te´ dangereuse est une caracte´ristique de l’acteur qui de´termine l’exis-
tence d’un phe´nome`ne dangereux. Dans notre exemple, la proprie´te´ dangereuse de
la neige est le fait qu’elle ait une masse et qu’elle soit en hauteur, car sa masse et
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sa hauteur sont a` l’origine de son e´nergie potentielle.
– L’e´ve´nement dangereux ou initiateur est l’e´ve´nement qui symbolise l’activa-
tion du danger. Dans l’exemple de l’avalanche, la neige en haut d’une montagne
n’engendre pas de dommages tant qu’elle est immobile. L’e´ve´nement initiateur du
danger est le de´crochement de la masse de neige, mettant cette neige en mouve-
ment, et activant ainsi le phe´nome`ne dangereux qu’est l’e´nergie potentielle.
2.2.4 L’environnement du danger
L’environnement du danger quant a` lui, est le contexte spatial du danger ayant
une influence sur la propagation des effets du danger dans cet environnement.
Dans notre exemple naturel, il s’agit de l’environnement ge´ographique, comportant
des informations de relief, ces dernie`res ayant une influence, en cas d’avalanche, sur la
trajectoire, sur la propagation et sur la force de la coule´e de neige.
2.2.5 La situation dangereuse
Le danger et l’environnement du danger tels que de´crits pre´ce´demment ne constituent
pas un risque a` part entie`re. La notion de risque implique celle de prise de risque vis-a`
vis d’un danger donne´. Il s’agit alors de mettre une cible dans une situation dangereuse,
c’est-a`-dire a` un endroit pre´cis dans l’environnement du danger. La situation dangereuse
est donc porteuse de la de´cision de prise de risque.
Dans cette notion de situation dangereuse, deux e´le´ments se distinguent :
– la cible, qui est l’e´le´ment susceptible d’eˆtre affecte´ par les effets du danger. C’est
vis-a`-vis de cette cible que le risque est de´fini. Dans l’exemple conside´re´, la cible
est le baˆtiment situe´ dans l’environnement du danger.
– l’endroit, qui est la localisation pre´cise de l’environnement du danger, dans lequel
une tierce partie a de´cide´ de placer un baˆtiment.
2.2.6 Les conse´quences
En ce qui concerne les conse´quences potentielles du danger pre´sent dans une situa-
tion dangereuse, nous allons distinguer deux e´le´ments :
– l’interaction ou e´ve´nement dommageable correspondant a` l’interaction entre
l’effet du danger, et la cible dans la situation dangereuse. Cela correspond au choc
entre la masse de neige de l’avalanche en mouvement et le baˆtiment.
– les dommages repre´sentent les effets ne´gatifs de l’interaction dommageable sur
la cible. Il s’agit, dans notre exemple, des de´gaˆts cause´s sur un baˆtiment en cas de
choc duˆ a` une avalanche.
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2.3 Mode`le conceptuel d’identification des risques
logiciels
2.3.1 Vue d’ensemble
Pour introduire l’instanciation logicielle du mode`le conceptuel d’identification pre´-
sente´ dans la section pre´ce´dente, nous allons prendre pour illustration, un exemple de
risque logiciel lie´ a` l’utilisation des technologies oriente´es objet qui a e´te´ souleve´ dans
l’OOTiA.
Dans la section 2.3.2 nous allons pre´senter le type de faute de conception traite´ :
son cadre ge´ne´ral, la violation du principe de substitution de Liskov [87], puis le type
de faute particulier traite´ pour exemple (State Definition Anomaly : SDA). Une fois le
type de faute pre´sente´, nous l’utiliserons pour illustrer les de´clinaisons des de´finitions du
mode`le conceptuel d’identification (M1 sur la figure 2.2) de´finies dans les sections 2.2.3
a` 2.2.6 dans le domaine des risques de fautes logicielles (M2). Ces de´finitions spe´cifiques
au domaine logiciel sont fournies dans les sections 2.3.3 a` 2.3.6. Le mode`le conceptuel
d’identification de risques de fautes logicielles (M2) propose´ est donc illustre´, au fur
et a` mesure de sa de´finition, sur le risque de faute de State Definition Anomaly (M3).





d’identification des risques de
fautes logicielles
(M3) Modèle conceptuel
d’identification des risques de
fautes du type SDA
Fig. 2.2 – Relations entre les mode`les conceptuels manipule´s.
2.3.2 Pre´sentation d’un risque illustratif : la violation du LSP
Le risque logiciel utilise´ pour illustrer le mode`le conceptuel d’identification des risques
logiciels est un risque de faute lie´ a` l’utilisation de l’he´ritage, et a` la pre´sence de
contrats associe´s aux e´le´ments d’un programme. En effet, sur la base de l’he´ritage,
et des contrats associe´s aux me´thodes d’une classe, en cas de rede´finition de me´thode
he´rite´e, la contrainte suivante doit eˆtre satisfaite : si il existe une me´thode non finale
(rede´finissable), que l’on en he´rite, et que l’on souhaite la rede´finir, sa rede´finition doit
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ve´rifier le principe de Substitutability de Liskov [87]. Ce principe peut se de´crire de la
fac¸on suivante : “toute proprie´te´ φ satisfaite par un type T, doit eˆtre satisfaite par tous
les sous-type de T”.
Ce principe traduit notamment le fait que, du point de vue de l’utilisateur, une
me´thode fournissant un re´sultat satisfaisant un contrat2 C sur tout objet de type T,
doit aussi fournir un re´sultat satisfaisant le contrat C sur tout objet de type T’, T’ e´tant
un sous-type de T. Ce principe implique par exemple des contraintes de programmation
a` respecter lors de la rede´finition de me´thodes. Nous les exprimons de manie`re plus
pre´cise ci-apre`s.
Les pre´-conditions de la me´thode ”rede´finissant” doivent eˆtre au moins aussi permis-
sives que celles de la me´thode rede´finie (on s’engage a` fournir un service sur au moins le
meˆme domaine de valeurs d’entre´es). Un exemple de non respect de ces pre´-conditions est
fourni dans la figure 2.3. En effet, on observe sur cet extrait de code que les pre´-conditions
de la me´thode A.MonHachage, c’est-a`-dire son domaine de valeurs d’entre´e e´gal a` l’en-
semble des entiers, n’est pas admis par la me´thode de rede´finition B.MonHachage qui n’a
pour domaine d’entre´e que les entiers positifs. Le principe de LSP n’est donc pas respecte´
par cette dernie`re me´thode, B.MonHachage, dont les pre´-conditions sont moins permis-
sives que celles de la me´thode he´rite´e et rede´finie, A.MonHachage. Un autre exemple de
rede´finition de cette me´thode A.MonHachage est donne´, cette fois respectant le principe
de LSP : les pre´-conditions de la me´thode C.MonHachage e´tant telles que le domaine de
de´finition est l’ensemble des entiers, cette me´thode respecte la contrainte de LSP sur ses
pre´-conditions car elles sont aussi permissives que celles de A.MonHachage.
Les post-conditions doivent eˆtre au moins aussi restrictives que celles de la me´thode
rede´finie. Par exemple, si la me´thode originelle doit retourner un re´sultat dans un
domaine particulier, la nouvelle me´thode de rede´finition ne doit jamais retourner de
valeur en dehors de ce domaine. Un exemple classique de violation du principe de
LSP [99] est le cas de la rede´finition d’une me´thode d’ajout d’e´le´ment dans une pile,
par une me´thode d’ajout d’e´le´ment dans un vecteur. L’ajout d’un e´le´ment dans une
pile est par de´finition possible uniquement en une position particuie`re de la Pile : le
somment de la pile. Pourtant, si cette me´thode Pile.ajouter est rede´finie dans une
classe d’extension Vecteur, cette me´thode de rede´finition permettant d’ajouter un
e´lement en toute position d’un vecteur, une violaion du LSP est engendre´e. En effet,
les post-conditions de la me´thode Vecteur.ajouter sont dans ce cas moins restrictives
que celles de la me´thode Pile.ajouter. Plus pre´cise´ment, l’e´tat de la pile apre`s
l’appel a` Vecteur.ajouter est potentiellement incohe´rent avec les post-conditions de
Pile.ajouter.
Un exemple de type de post-condition est rencontre´ lorsqu’une me´thode initialise un
attribut de classe. Si cette information fait partie de son contrat, sa rede´finition doit en
faire de meˆme afin que les se´quences d’instructions cohe´rentes sur des objets de la classe
me`re, demeurent cohe´rentes sur des objets de la sous-classe. L’utilisation d’un attribut
non correctement initialise´ dans une sous-classe peut eˆtre a` l’origine de comportements
de´faillants d’un syste`me. Ce proble`me fait re´fe´rence au respect des interactions entre
me´thodes.
2Un contrat associe´ a` un e´le´ment de code spe´cifie les contraintes d’utilisation de cet e´le´ment [91]
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Class A { ...
// Fonction de hachage
// Pre´-condition : de´finie pour tout entier
int MonHachage(int n) {
return (n) modulo (127);
}
... }
Class B extends Class A { ...
// Fonction de hachage
// Pre´-condition : pour tout entier positif
// Domaine de valeur plus restreint que celui de la me´thode rede´finie
int MonHachage(int n) {
return racineEntiere(n) modulo (127);
}
... }
Class C extends Class A { ...
// Fonction de Hachage
// Pre´-condition : pour tout entier
// Respecte le domaine de valeur de la me´thode rede´finie
int MonHachage (int n) {
if n >= 0, return super.MonHachage(n);
else return racineEntiere(n) modulo (127);
}
... }
Fig. 2.3 – Exemple de rede´finition de me´thode avec et sans violation des pre´-conditions
Remarquons que dans le cadre de programmes Java, le langage spe´cifique d’annota-
tion de code JML [83] permet entre-autres d’exprimer de manie`re formelle les contraintes
porte´es par une me´thode. Le champ“@requires”de´finit les pre´-conditions d’une me´thode,
le champ “@ensure” ses post-conditions, “@assignable” permet de pre´ciser les e´le´ments
nomme´s pouvant eˆtre modifie´s par une me´thode, etc.
Dans [99], J. Offutt, R. Alexander, et al. identifient un ensemble de types de fautes
de conception lie´es au sous-typage et au polymorphisme. Ces types de fautes ont e´te´
recense´s dans la liste des proble`mes propose´e dans l’OOTiA. L’un de ces types de fautes
traduit la violation de contrat he´rite´ lors d’une rede´finition de me´thode, relativement a`
l’aspect d’interaction entre me´thodes et attributs de classe (me´thodes qui initialisent,
utilisent, ou modifient des attributs). Il est nomme´ ”State Definition Anomaly” (SDA).
Nous proposons d’illustrer ce risque paticulier de violation du LSP lors de la rede´finition
de me´thode, relativement a` ce type de contrat porte´ par les me´thodes, engendrant un
SDA. Cet exemple est pre´sente´ en de´tail et illustre´ dans les paragraphes suivants.
Pour avoir une vue d’ensemble avant de de´tailler les composants de ce risque, nous
identifions simplement les quatre e´le´ments principaux constituant le mode`le du risque
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introduit. Ils sont repris et de´taille´s dans les sous-sections suivantes.
– Le danger est associe´ a` la pre´sence d’e´le´ments de code porteurs d’informations
dans un programme. Ce sont ces informations qui peuvent potentiellement entrer
en conflit avec d’autres informations du programme et engendrer une incohe´rence
(faute).
– L’environnement du danger est compose´ des classes du programme dans les-
quelles l’e´le´ment a` l’origine du danger est accessible.
– La situation dangereuse est rencontre´e lorsqu’un programmeur de´cide de rede´-
finir une me´thode he´rite´e, en une classe donne´e (endroit) du programme.
– Les conse´quences repre´sentent la faute de conception consistant ici en une
violation de contrat.
La figure 2.4 pre´sente un exemple dans lequel le risque du SDA peut eˆtre rencontre´.
Les me´thodes m() et n() de´finies dans la classe A, note´es A:m() et A:n(), interagissent
Fig. 2.4 – Structure du programme initial
avec l’attribut X de la classe A, note´ A:X. La me´thode A:n() qui utilise A:X, a pour
pre´-condition X ∈ [4, 20], ce qui ne´cessite une initialisation explicite de l’attribut X
avant l’appel de cette me´thode A:n() (la valeur nulle par de´faut n’est pas accepte´e). La
me´thode A:m() de´finit l’attribut A:X de manie`re cohe´rente avec la pre´-condition de la




a = f(); // return an object from the





Si le programmeur souhaite rede´finir la me´thode m() dans la classe C (cf. figure 2.5), il
s’expose au risque de SDA. En effet, s’il rede´finit A:m() dans la classe C, et que cette
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me´thode C:m() ne ve´rifie pas le contrat d’interaction avec les attributs de classe (c’est-










Fig. 2.5 – Programme apre`s la rede´finition de m()
L’exe´cution de la se´quence d’instructions
a.m();
a.n();
sur un objet a de type C, fait en re´alite´ appel aux me´thodes :
a.C:m();
a.A:n();
ou` A:n() utilise l’attribut A:X non correctement initialise´ auparavant par C:m(). Il
s’agit ici d’un exemple de comportement lie´ au polymorphisme mettant en e´vidence les
conse´quences du risque de SDA.
Nous allons par la suite de´finir le mode`le d’identification de´taille´ pour ce risque de
SDA, afin d’analyser plus en de´tails les sources de ce risque. Nous de´gageons au fur et
a` mesure, pour chaque composante du risque, ses attributs en terme de faute logicielle
en ge´ne´ral, puis sur l’exemple du SDA.
2.3.3 Le danger
La pre´sence d’e´le´ments dans un programme, de type me´thodes ou attributs, engendre
un ensemble de contraintes associe´es afin de garantir la cohe´rence des informations du
programme. En effet, ce sont ces e´le´ments de code qui sont susceptibles d’engendrer
une faute de conception, en cas de conflit entre eux et d’autres e´le´ments du meˆme
programme. Par exemple, la pre´sence d’un attribut nomme´ X de type integer implique
la contrainte telle que pour chaque lecture ou e´criture de cette attribut, les types
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manipule´s soient compatibles avec le type de X, c’est-a`-dire soit des entiers. Le danger
est donc porte´ par la pre´sence de la de´finition de l’attribut X, information impliquant
tout un ensemble de contraintes de cohe´rence dans son champ de visibilite´. De manie`re
ge´ne´rale, le danger est repre´sente´ par les e´le´ments d’un programme, car ils sont porteurs
d’informations.
Reprenons les diffe´rents e´le´ments du mode`le conceptuel d’identification du risque
pour montrer leurs capacite´s a` mode´liser des risques lie´s aux langages en ge´ne´ral
(encadre´s), avant de les illustrer sur notre exemple particulier, le SDA (en italique).
L’acteur du danger dans un risque associe´ a` une technologie logicielle est un
e´le´ment de programme, exprime´ dans un langage donne´.
Dans notre cas du SDA, il s’agit de la me´thode A:m() .
La proprie´te´ dangereuse d’un acteur (e´le´ment de code) est caracte´rise´e par
le fait qu’il est porteur d’informations soumises a` des contraintes de´finies par le
langage assurant la cohe´rence de tout programme.
Ici, A:m() est une me´thode, portant un identificateur : son nom A, une signature :
aucun parame`tre, mais aussi un traitement : les actions re´alise´es lors de son appel qui
peuvent eˆtre ou non formalise´es sous forme de contrats. Si des contrats existent, en cas
de rede´finition de cette me´thode, la me´thode de re´de´finition devra ve´rifier le principe
de LSP relativement a` ces contrats. Il s’agit bien d’un exemple de contrainte entre une
me´thode et les autres informations potentielles existant dans un programme.
Le phe´nome`ne dangereux est de´fini par la visibilite´ ou encore l’accessibilite´ des
informations.
Les constructions de type he´ritage, ou le type de visibilite´ “public” par exemple,
augmentent le champ d’influence des informations et augmentent ainsi le nombre de
potentielles incohe´rences.
Dans notre cas, il s’agit de l’accessibilite´ dans les classes B et C aux me´thodes m() et
n() du fait de la pre´sence de relations d’he´ritage entre les classes A et B puis entre les
classes B et C, ainsi que de la visbilite´ non private de ces deux me´thodes.
L’e´ve´nement dangereux ou initiateur est d’une manie`re ge´ne´rale, une mau-
vaise maˆıtrise par le concepteur d’une des contraintes de cohe´rence associe´e aux
informations qu’il manipule. Cette mauvaise maˆıtrise est issue de la mauvaise com-
pre´hension des me´canismes et contraintes associe´es a` une construction, mais aussi
de la grande complexite´ des syste`mes logiciels. Pour un meˆme e´le´ment de code,
plusieurs contraintes sont associe´es. Si le champ d’influence d’une information est
important, il devient complexe pour le programmeur de ve´rifier que toutes les
contraintes qui lui sont associe´es sont satisfaites.
Dans le cas du SDA, il s’agit de la mauvaise connaissance de la totalite´ des me´thodes
he´rite´es dans la classe C, ayant ainsi une influence sur les e´le´ments de la classe C.
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2.3.4 L’environnement
L’environnement d’un risque logiciel est le programme dans lequel les informa-
tions sont de´finies. La structure de ce programme de´termine les caracte´ristiques
de l’environnement ayant un effet sur la visibilite´ ou l’accessibilite´ des informa-
tions. Cet environnement comporte notamment les visibilite´s des me´thodes du
programme, les classes, et les relations entre ces classes.
Dans notre exemple, la structure du programme, notamment les he´ritages successifs
entre les classes A et B, puis entre les classes B et C, engendre la propagation des me´-
thodes non private de´clare´es dans la classe A dans les classes B et C. Cette structure
d’he´ritage ainsi que les me´thodes he´rite´es (m et n), de´finissent les champs d’influence
des informations du programme.
2.3.5 La situation dangereuse
La situation dangereuse est une situation logicielle dans laquelle un program-
meur, ou concepteur, choisit d’effectuer une modification dans un programme
donne´. Cette modification est dangereuse relativement a` la pre´sence d’informa-
tions et a` la modification ou l’ajout d’autres informations dans le programme.
Cette modification expose
– une cible (me´thode ou classe ajoute´e par exemple) dans
– un endroit particulier de l’environnement du danger qu’est le programme (classe
dans laquelle on ajoute une me´thode par exemple)
au risque de ge´ne´rer une incohe´rence entre informations et donc une faute de
conception.
Dans notre exemple, la situation dangereuse est celle dans laquelle le programmeur
choisit de rede´finir dans une classe C la me´thode A:m() . La cible est alors la me´thode
m rede´finie dans la classe C ( C:m()), et l’endroit pre´cis de l’exposition de la cible au
danger est la classe C.
2.3.6 Les conse´quences
Les conse´quences du risque qu’il est ne´cessaire d’identifier pour la maˆıtrise du risque
de fautes logicielles ont deux composantes : l’interaction dommageable et le dommage.
L’interaction dommageable repre´sente l’occurrence d’une faute de conception
suite a` la modification effectue´e. Elle traduit la concre´tisation de l’effet du danger.
Dans notre exemple du SDA, l’interaction dommageable correspond a` la violation
du contrat de la me´thode A:m() he´rite´e par sa rede´finition C:m(). Plus pre´cise´ment,
cela correspond au fait que C:m() n’initialise pas A:X, tandis que A:m() l’initialise.
Les dommages repre´sentent les effets ne´gatifs de l’interaction dommageable sur
la cible. Divers points de vue peuvent eˆtre conside´re´s. Par exemple, l’impact de la
faute sur le comportement fonctionnel du programme (erreur, ou de´faillance) est
un type de dommage.
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Dans notre soucis de maˆıtrise d’une technologie, et non pas d’un code source en
particulier, nous choisissons comme caracte´risation d’un dommage d’une faute sa
difficulte´ de de´tection.
La de´tection de fautes du type SDA ne´cessite la formalisation de tous les contrats
de me´thodes du type “interaction avec attributs”, ainsi que la possession d’un outil
de ve´rification du principe de LSP sur ces contrats. Ce type de ve´rification n’e´tant
aujourd’hui pas re´alisable du fait de la complexite´ des deux e´tapes requises, nous
conside´rons que ce type de faute cause un dommage e´leve´.
Le lecteur trouvera en annexe A le mode`le conceptuel d’identification du risque de
la “rede´finition involontaire”, cite´ dans l’OOTiA.
2.4 Du mode`le conceptuel au mode`le analytique
d’identification des risques
2.4.1 Besoins
L’instanciation du mode`le conceptuel introduit dans la section pre´cedente permet
d’acque´rir une compre´hension des risques essentielle pour les e´tapes suivantes du ma-
nagement des risques. En effet, la mise en situation des risques, par l’identification des
e´ve´nements initiateurs entre autres, permet de comprendre l’aspect dynamique de la
prise de risque. Il permet d’interpre´ter les effets des diffe´rentes actions possibles dans un
contexte donne´, du point de vue de l’analyse des risques.
Par exemple, nous avons vu que le risque de de´te´rioration d’une construction par une
avalanche peut eˆtre engendre´ par la construction d’un baˆtiment dans une zone monta-
gneuse. Cependant, d’autres actions peuvent mener a` ce meˆme risque. Nous donnons
ci-apre`s quelques exemples d’actions diffe´rentes menant au risque e´tudie´.
– La modification d’un environnement montagneux dans lequel se trouve des
constructions (par exemple lors de la construction d’une route, ou du de´boisement
d’une montagne), peut engendrer une mise en situation dangereuse des construc-
tions existantes vis-a`-vis des effets des potentielles avalanches. La prise de risque
est porte´e par la modification de l’environnement.
– La transformation d’une construction, par la modification de ses mate´riaux, peut
rendre une maison plus vulne´rable en cas d’avalanche, ce qui ne´cessite de reconsi-
de´rer le risque de sa de´te´rioration.
– Un changement climatique important engendrant la pre´sence de masses de neiges,
constitue une prise de risque a` reconside´rer, de par le changement des dommages
potentiels encourus.
Ces diffe´rentes “actions” possibles engendrent toutes le meˆme risque.
Par de´finition, l’action de prise de risque dans le mode`le conceptuel introduit un
aspect dynamique dans l’identification du risque. Cet aspect dynamique implique la
32 LATTIS
2.4. Du mode`le conceptuel au mode`le analytique d’identification des risques
ne´cessite´ de connaˆıtre l’historique des modifications apporte´es3 ou survenues4 dans un
environnement donne´ afin d’identifier les risques qui ont pu y eˆtre pris.
Or, nous souhaitons pouvoir identifier les risques pre´sents dans un environnement
donne´ (un programme donne´ dans le cadre logiciel), sans avoir la connaissance des
diffe´rentes e´volutions passe´es que cet environnement a connu (son historique). Nous
souhaitons de plus e´viter de choisir un point de vue dans l’analyse du risque, c’est-a`-
dire affecter aux diffe´rentes sources d’un risque des roˆles dans ce risque. En effet, le
roˆle qu’on leur affecte dans le mode`le conceptuel d’identification par exemple, implique
ne´cessairement le choix d’un point de vue. Dans le risque de de´terioration d’un baˆtiment
par une avalanche, nous avons de´ja`, dans son identification, fixe´ que le baˆtiment est la
cible du risque, et que la neige est l’acteur. Cependant, il serait tout aussi possible
d’e´tudier le risque d’affaiblissement d’une avalanche duˆ a` la pre´sence de baˆtiment dans
son couloir.
C’est pour e´viter cette prise de position dans l’analyse du risque que nous choisis-
sons de parler par la suite de facteurs de risques, afin de conside´rer de manie`re simple
et uniforme l’ensemble des diffe´rentes actions de prises de risques possibles dans un
environnement donne´, et ce de manie`re statique.
Par exemple, en conside´rant l’environnement montagneux comme un facteur du
risque de de´te´rioration par une avalanche, nous le conside´rons a` la fois comme un
facteur potentiel passif (environnement), mais aussi comme un facteur potentiel actif
(en cas de modification de ce dernier) du risque de de´terioration par avalanche.
Nous ne nous inte´ressons pas a` l’interpre´tation que l’on peut donner de l’influence
d’un facteur de risque sur le risque global, mais uniquement aux relations existantes
entre les facteurs et le risque.
Ayant identifie´ l’ensemble des facteurs implique´s dans un risque donne´ au moyen
du mode`le conceptuel d’identification, nous voulons ensuite caracte´riser les relations qui
sont a` l’origine de la prise en compte de ces facteurs de risque (Voir illustration en figure
2.6).
Nous mate´rialisons e´galement sur le mode`le conceptuel de la figure 2.6 le fait
que plusieurs facteurs de risques existent pour exprimer une meˆme composante du
mode`le conceptuel d’identification. Cette multiplicite´ e´tait de´ja` exprime´e au travers des
diffe´rents e´le´ments de´finis pour chaque composante du mode`le conceptuel. Par exemple,
pour caracte´riser la situation dangereuse, la cible et le lieu doivent eˆtre identifie´s.
La symbolique utilise´e sera explicite´e par la suite.
Nous pre´sentons dans la section 2.4.2 le mode`le analytique d’identification de risques
logiciels, permettant une identification des facteurs de risques d’un point de vue statique,
et pemettant de de´terminer les relations existantes entre ces facteurs de risques. Par
exemple, pour le risque de rede´finition violant le LSP, les me´thodes et he´ritages sont
deux facteurs identifie´s du risque, mais il est possible et judicieux de pre´ciser la relation
existante entre ces deux facteurs : par exemple, deux me´thodes doivent appartenir a` une
meˆme chaˆıne d’he´ritage pour engendrer une rede´finition de me´thode.
3risque choisi
4risque subi
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Fig. 2.6 – Du mode`le conceptuel au mode`le analytique
Le mode`le analytique nous permettra de faire une identification de risques de fautes
sans avoir besoin de connaˆıtre l’historique du de´veloppement d’un programme, mais
uniquement en observant son e´tat a` un instant donne´.
2.4.2 Mode`le analytique d’identification des risques logiciels
Le mode`le analytique d’identification des risques logiciels a pour but de de´crire de
manie`re exhaustive les facteurs d’un risque donne´, et de de´crire de manie`re logique les
combinaisons de ces facteurs engendrant un risque.
Nous avons fait le choix de de´crire sous forme d’arbre logique les facteurs d’un risque,
ayant
– pour racine la description de la faute e´tudie´e, qui d’apre`s notre mode`le conceptuel
d’identification des risques repre´sente l’interaction dommageable redoute´e,
– pour feuilles les facteurs de risques implique´s, et
– pour nœuds interme´diaires des nœuds logiques repre´sentant les combinaisons lo-
giques “ET” et “OU” de facteurs.
Cette repre´sentation se rapproche de la repre´sentation classique des arbres de fautes
[61].
Les arbres sont de´finis a` partir de la formalisation des types de fautes e´tudie´s. Ils sont
ensuite raffine´s par la spe´cification du langage e´tudie´. En effet, en fonction des diffe´rents
langages, l’identification d’un risque peut varier. Par exemple, comme l’implantation du
me´canisme de polymorphisme varie entre le langage Java et le langage C++, les types
de fautes associe´es a` ce me´canisme ne sont par conse´quent pas identifiables de la meˆme
fac¸on.
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Nous pre´sentons dans la figure 2.7 le mode`le analytique d’identification du risque
de violation du principe de Liskov (LSP) pre´ce´demment e´tudie´ dans la section 2.3.2.
Le mode`le arborescent de´fini a pour racine la description de la pre´sence de la faute
e´tudie´e : “∃ meth ∈ A,∃ redef ∈ C/ redef redefines meth with LSP violation”, soit
“il existe une me´thode meth appartenant a` une classe A, et il existe une me´thode redef
appartenant a` une classe C telles que la me´thode redef rede´finisse la me´thode meth en
violant le principe du LSP”. Cette description requiert
– la pre´sence de rede´finition de me´thode, et que
– cette rede´finition de me´thode viole le principe de LSP.
A partir de ce niveau de de´composition, nous utilisons la spe´cification du langage Java
pour de´crire plus en de´tail ces e´ve´nements. Le premier sous-nœud (de droite sur la figure
2.7) se de´compose par la pre´sence requise de deux me´thodes meth et redef appartenant
a` une meˆme chaˆıne d’he´ritage (traduit par C = subclass(A)), ou` meth e´tant la me´thode
he´rite´e, doit eˆtre non prive´e, et enfin, ou` les signatures de ces deux me´thodes doivent eˆtre
e´quivalentes (identificateurs identiques et parame`tres substituables). En ce qui concerne
la violation du principe de LSP entre ces deux me´thodes, sous-nœud de gauche sur la
figure 2.7, elle peut concerner le type de retour, les exceptions leve´es (clauses throws),
la visibilite´ des me´thodes, ou encore les contrats (pre´, post, etc). Nous repre´sentons les
combinaisons logiques “ET” et “OU” par des nœuds portant respectivement les symboles
∧ et ∨.
∃ meth ∈ A, ∃ redef ∈ C / redef redefines meth
∧
∃ meth ∈ A
∃ redef ∈ C
Signature (redef) =
Signature (meth))




















Redef does throw more checked
exception than meth
















Fig. 2.7 – Mode`le analytique d’identification du risque de violation de LSP
Par e´tude de ce mode`le analytique, nous de´duisons et illustrons sur la figure 2.8
les principaux facteurs de ce risque. Nous observons que les caracte´ristiques logicielles
interagissant dans le type de faute de violation du LSP sont :
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– les me´thodes,
– leurs types de retour,
– leurs contrats de manie`re ge´ne´rale, et plus pre´cise´ment
– les exceptions qu’elles traitent,
– leur visibilite´,
– leurs identifiants,
– leur nombre et type de parame`tres, et enfin
– les constructions d’he´ritages entre classes.
C = subclass (A)
Signature (redef) =
Signature (meth))
∃ meth ∈ A, ∃ redef ∈ C / redef redefines meth
∧
∃ meth ∈ A




















Redef does throw more checked
exception than meth






















Fig. 2.8 – Facteurs du mode`le analytique d’identification du risque de violation de LSP
Ce mode`le d’identification sera le support de l’e´tape d’estimation du risque de
violation du LSP.
Dans le mode`le analytique de la figure 2.7, nous pouvons retrouver parmi les diffe´-
rentes caracte´ristiques logicielles mises en exergue, toutes les composantes du mode`le
conceptuel d’identification mises en valeur pour un risque donne´. Par exemple, dans
l’e´tude du risque de violation de LSP suite a` la rede´finition d’une me´thode, nous re-
trouvons les composantes du mode`le conceptuel d’identification (danger, environement
dangereux, situation dangereuse et conse´quences), dans le mode`le analytique propose´.
Ces correspondances sont illustre´es par la figure 2.9, et sont de´taille´es ci-apre`s.
– L’environnement est repre´sente´ par les relations d’he´ritage et les caracte´ristiques
de visibilite´ des e´le´ments contenus.
– La situation dangereuse est porte´e par la me´thode redef (cible), situe´e dans une
classe C, portant la meˆme signature qu’une me´thode he´rite´e.
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– Les conse´quences sont repre´sente´es par la pre´sence de la faute, combinaison logique
des diffe´rents facteurs.
– Le danger est porte´ par la pre´sence d’une me´thode rede´finie, ayant des caracte´ris-
tiques du type “type de retour”, “exceptions leve´es”, “visibilite´”, et par les divers
types contrats potentiellement existants.
Signature (redef) =
Signature (meth))
C = subclass (A) Meth not private
∃ meth ∈ A
∃ redef ∈ C





















Redef does throw more checked
exception than meth

















Fig. 2.9 – Attributs du mode`le conceptuel dans le mode`le analytique d’identification du
risque de violation de LSP
Parmi les diffe´rents facteurs porteurs du danger, nous avons repre´sente´ par des zones
vertes (ou gris clair) les caracte´ristiques de type de retour, d’exceptions leve´es, et de
visibilite´, car la violation du LSP sur un ou plusieurs de ces aspects est de´tecte´e de
manie`re automatique par la plupart des compilateurs. En revanche, nous avons repre´-
sente´ en rouge (ou gris fonce´) la caracte´ristique des diffe´rents types de contrats (pre´,
post-conditions, etc), car ces aspects ne sont pas de´tectables de manie`re automatique
aujourd’hui dans le cadre d’applications avioniques critiques. En effet, ils ne´cessitent
l’expression des divers contrats dans un formalisme pour lequel un me´canisme de ve´rifi-
cation de contraintes existe. L’outil Key [12] permet par exemple de ve´rifier le principe
de substituabilite´ de Liskov sur des programmes Java a` partir de l’expression de contrats
de me´thodes en JML [83]. Cependant, une expe´rimentation de cet outil sur une appli-
cation avionique a re´ve´le´ que malgre´ les services offerts tout a` fait adapte´s au type de
ve´rification recherche´e, la taille et la complexite´ des fonctions concerne´es (calculant des
trajectoires d’avion sur le globe terrestre par exemple) engendrent des obligations de
preuves qui sont, de par leur nombre et leur complexite´, non formellement prouvables.
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C’est pourquoi nous nous inte´ressons par la suite a` l’estimation des risques de ces
types de fautes de violation du LSP, relativement aux pre´ et post conditions porte´es par
les me´thodes.
Certains aspects de la violation du LSP de´tectables par un compilateur ne justifie-
ront pas le recours a` un me´canisme d’identification puis d’estimation. C’est le cas par
exemple de la rede´finition d’une me´thode publique par une me´thode private, qui peut
eˆtre de´tecte´e par un compilateur.
Le lecteur trouvera en annexe A le mode`le analytique d’identification du risque de
rede´finition involontaire, cite´ dans l’OOTiA.
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Chapitre 3
Techniques d’estimation des risques
de fautes de conception
Dans ce chapitre, nous pre´sentons une synthe`se des concepts associe´s a` l’estimation de
risques ainsi que les diffe´rents types de techniques qui leurs sont associe´s. Nous proposons
une vision globale des travaux d’estimation des risques logiciels existants et de leurs
points de vue respectifs. Nous verrons les trois types de moyens d’estimation des risques
existants : les dires d’experts, le retour d’expe´rience et les techniques analytiques. Nous
exposerons la comple´mentarite´ de ces techniques avant d’introduire les besoins pour nos
estimations de risques de fautes oriente´es objet.
3.1 Concepts
Une fois identifie´s, les risques technologiques de fautes de conception doivent eˆtre
estime´s. Chaque risque e´tant de´fini par un couple (evt, csq), l’estimation d’un risque
peut s’effectuer sur chacune de ses deux composantes :
– la vraisemblance de l’e´ve´nement [4], et
– la gravite´ des conse´quences de cet e´ve´nement.
Nous pre´sentons brie`vement notre vision des concepts implique´s dans l’estimation
des risques avant d’introduire leur application aux fautes de conception dans la section
3.2. La section 3.3 fournit une synthe`se des techniques de´ja` propose´es pour l’estimation
de ces risques.
3.1.1 Crite`res
Pour estimer les deux parame`tres d’un risque, il est tout d’abord ne´cessaire de de´finir
les crite`res qui expriment les points de vue utilise´s pour l’estimation de chacune des
deux composantes du risque. Pour l’estimation des risques de fautes de conception, la
vraisemblance d’un type de faute est usuellement estime´e par le crite`re de sa fre´quence
d’occurrence dans un programme donne´ ou de la probabilite´ de son occurence, et la
gravite´ d’un type de faute est usuellement estime´e par le crite`re de difficulte´ de de´tection
de la faute dans un programme donne´.
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3.1.2 Me´triques
Une fois les crite`res d’estimation des composantes du risque choisis, des me´triques
doivent eˆtre de´finies, e´nume´rant les valeurs possibles observe´es pour mesurer les cri-
te`res, c’est-a`-dire de´finissant le domaine de valeurs possibles pour estimer chacun des
crite`res. Par exemple, une vraisemblance peut eˆtre exprime´e par un pourcentage (ap-
proche quantitative) ou encore par les valeurs qualitatives “fre´quemment”, “parfois”,
“rarement”, tandis que la difficulte´ de de´tection d’un type de faute peut eˆtre de´finie par
le temps ne´cessaire a` sa de´tection (approche quantitative), ou encore par trois valeurs
qualitatives : “facile”, “assez difficle” ou “tre`s difficile”.
3.1.3 Moyens
Lorsque les crite`res puis les me´triques, sont choisis, il est ensuite ne´cessaire de pro-
poser une me´thode d’estimation de ces me´triques, permettant de collecter les valeurs
pour un projet donne´. On distingue trois principaux types de me´thodes d’estimation :
– les dires d’experts souvent collecte´s par interview d’experts (analyse qualitative),
– le retour d’expe´rience, consistant a` de´duire des estimations a` partir d’expe´riences
passe´es, dans notre cas sur d’autres de´veloppements de programmes utilisant la
technologie e´tudie´e (analyse quantitative), et
– les techniques d’analyse, permettant de de´duire des estimations au moyen d’outils
d’analyse, qui dans notre cas seront principalement des analyses statiques de code,
afin par exemple de de´duire le nombre de me´thodes utilise´es (analyse quantitative).
Pour estimer des risques de fautes de conception, il est donc ne´cessaire dans un
premier temps de de´finir les crite`res puis les me´triques et les moyens que l’on souhaite
prendre en compte pour chacune des composantes du risque : la vraisemblance de pre´-
sence du type de faute, et la gravite´ associe´e a` la pre´sence de ce meˆme type de faute.
3.2 Application des concepts aux fautes de concep-
tion
3.2.1 Crite`res
Crite`res de vraisemblance d’une faute
Pour estimer la vraisemblance d’une faute, le crite`re usellement employe´ est la pro-
babilite´ d’observer ce type de faute dans un programme donne´.
Crite`res de gravite´ d’une faute
En ce qui concerne l’estimation de la gravite´ d’une faute (des conse´quences de sa
pre´sence), du fait des objectifs diffe´rents des travaux existants sur le sujet, deux crite`res
sont principalement utilise´s.
Le premier crite`re rencontre´ est l’effet de la faute sur le comportement de l’applica-
tion. Est-ce que la faute engendre la de´faillance du syste`me ? Quel est l’impact de cette
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faute sur le fonctionnement de l’application ? Il s’agit ici d’e´tudes ayant un point de
vue fonctionnel. Nos travaux se veulent tout a` fait inde´pendants des fonctionnalite´s des
applications de´veloppe´es, c’est pourquoi nous ne choisirons pas ce crite`re d’estimation
de la gravite´.
Le second crite`re rencontre´ est la difficulte´ de de´tection d’une faute. Est-ce une faute
facile / difficile a` identifier dans un programme ? Il s’agit ici d’un point de vue inde´-
pendant des fonctionnalite´s de´veloppe´es, mais uniquement de´pendant de la technologie
employe´e. C’est par conse´quent ce point de vue que nous choisissons pour nos travaux.
3.2.2 Me´triques
Pour chaque crite`re possible d’estimation, des me´triques doivent eˆtre de´finies afin
d’estimer un risque.
Me´triques de vraisemblance d’une faute
Nous avons vu que le crite`re d’estimation de vraisemblance d’un type de faute est
usuellement la probabilite´ d’occurrence de ce type de faute dans un programme donne´.
Diffe´rentes me´triques peuvent ensuite permettre d’estimer ce crite`re. Nous en pro-
posons un aperc¸u ci-apre`s.
– Le nombre ou la fre´quence d’occurrence du type de faute dans des programmes
similaires. Ce type de me´trique ne´cessite de disposer de nombreux retours d’expe´-
rience. Dans le cadre de l’introduction de nouvelles technologies de de´veloppement,
ce type de retour d’expe´rience est inexistant. Par conse´quent, ce type de me´trique
base´e sur des statistiques existantes n’est pas adapte´.
– La complexite´ du programme peut eˆtre choisi comme me´trique d’estimation de
la vraisemblance d’une faute. En effet, il est admis [13] que la complexite´ des
programmes influence directement la probabilite´ de pre´sence de faute dans ces
programmes. Il est alors ne´cessaire de de´finir une echelle de complexite´, afin de
de´finir le domaine de valeurs de complexite´ possibles. Nous verrons dans la section
3.3 de´die´e aux me´triques de complexite´ de code qu’il existe un tre`s grand nombre
de telles me´triques de types tre`s varie´s.
Remarquons que si la complexite´ de code est un bon indicateur de pre´sence de
fautes, c’est bien suˆr parce que cette complexite´ influence directement la compre´hension
du concepteur. Or, c’est le concepteur qui est responsable de l’introduction de fautes
dans des programmes, lors de leur de´veloppement.
Me´triques de gravite´ d’une faute
Les crite`res commun d’estimation de la gravite´ associe´e a` la pre´sence d’une faute
sont, comme dit pre´ce´dement, l’effet de la faute sur le fonctionnement de l’application,
ou encore la difficulte´ de de´tection de ce type de faute dans une application. Pour chacun
de ces deux crite`res, plusieurs me´triques d’estimation peuvent eˆtre choisis.
En ce qui concerne le point de vue fonctionnel tout d’abord, une me´trique classique
dans le milieu ae´ronautique est compose´e des diffe´rents niveaux de gravite´s suivants
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“catastrophique”, “dangereux”, “majeure” et “mineure”. Le niveau “catastrophique” cor-
respondant a` la perte du syste`me avion (pertes humaines et financie`res), et le niveau
“mineur” a` l’absence de pertes humaines et e´ventuellement des pertes financie`re mi-
neures. Un autre exemple de me´trique d’estimation de la gravite´ associe´e a` la pre´sence
d’une faute peut consister a` e´nume´rer la liste des e´quipements dont le fonctionnement est
perturbe´ par cette faute, parmi l’ensemble des e´quipements du syste`me. La norme avio-
nique conside`re aussi l’impact de la de´faillance du syste`me sur les activite´s de l’e´quipage
(incapacite´ a` piloter l’avion, ge`ne, etc.) [61].
En ce qui concerne le crite`re d’estimation de la gravite´ prenant en compte la difficulte´
de de´tection de faute, diffe´rentes approches sont possibles. Il est tout d’abord possible
de choisir pour me´trique l’effort en terme de travail humain ne´cessaire pour la de´tection
de la faute, que ce soit en nombre d’heures de travail, de complexite´ de la taˆche, de
qualification ne´cessaire, etc.
Il est aussi possible de choisir pour me´trique de la difficulte´ de de´tection l’effort en
terme d’analyse a` mettre en place pour de´tecter la pre´sence de la faute. Il peut s’agir
de temps d’exe´cution d’analyse statique de code, de quantite´ de tests ne´cessaires [17],
ou encore de la complexite´ de parcours de code (analyse statique) a` mettre en œuvre.
3.2.3 Moyens
Pour l’ensemble des me´triques possibles d’estimation de risques de faute, des moyens
doivent eˆtre mis en œuvre afin de collecter les valeurs de ces me´triques, dans le cas de
programmes particuliers. Nous introduisons ci-apre`s les trois types de moyens a` mettre
en œuvre en mettant en valeur leurs caracte´ristiques.
Dires d’experts
Les dires d’experts, collecte´s par interview, permettent d’obtenir des estimations de
risques sans passer par un moyen d’estimation analytique.
En ce qui concerne l’estimation de la vraisemblance de fautes, on demande aux ex-
perts, de donner leur estimation des risques de chaque type de faute possible, dans les
diffe´rents composants de l’application. Pour alle´ger la complexite´ de ce processus, l’esti-
mation demande´e est re´fe´rente a` une me´trique simple et qualitative du type “fre´quent”,
“occasionnel”, “tre`s rarement”. De fac¸on similaire, on peut demander aux experts une
estimation de la gravite´ via une me´trique du type “grave”, “majeure”, “mineure”.
Les inconve´nients de cette approche sont essentiellement son couˆt (dure´e des inter-
views), et la confiance dans les re´sultats (de´pendant des experts).
Retour d’expe´rience
Le retour d’expe´rience est de´fini par des bases de connaissances mate´rialise´es ou
non (sous forme de document ou sous-forme de connaissances d’individus), obtenues
sur des projets acheve´s de meˆme type. L’expe´rience repre´sente les observations que lon
a pu effectuer sur d’autres projets de meˆme type, qui permet sur les projets futurs,
d’orienter les choix et les de´cisions. Un exemple classique de retour d’expe´rience est
l’utilisation de statistiques sur les observations de de´veloppement de code. Il peut s’agir
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de statistiques sur le nombre de fautes identifie´es par nombre de lignes de code, ou
encore de temps moyen de de´veloppement par ligne de code, etc. Ce type d’informations
recense´es constitue le retour d’expe´rience dans le domaine du de´veloppement logiciel.
L’inconve´nient majeur de ce type de moyen d’estimation est que bien souvent, le re-
tour d’expe´rience est mate´rialise´ par des statistiques et tableaux de valeurs tre`s difficiles
a` interpre´ter, et de plus tre`s de´pendantes des environnements de de´veloppements des
projets conside´re´s (par exemple le secteur d’activite´, la compe´tence des concepteurs),
donc peu exploitables par ailleurs.
Techniques d’analyses
Le troisie`me type de moyen d’estimation est le plus re´pandu : les techniques d’ana-
lyses quantitatives. Il s’agit de de´finitions mathe´matiques associant a` tout programme,
une valeur donne´e, relativement a` une re`gle de production fixe´e. Par exemple, pour me-
surer une distance entre deux points, le crite`re distance peut eˆtre estime´ par la me´trique
des centime`tres, et cette me´trique peut-eˆtre mise en œuvre au moyen d’une re`gle : cette
re`gle permet d’associer a` toute distance une valeur en centime`tres.
Dans le cadre des logiciels, les analyses quantitatives sont mises en œuvre soit par
analyse humaine du code (revues), soit par des outils implantant des re`gles de parcours
de code. Par exemple, un moyen connu d’estimation de la complexite´ de programme est
le nombre de lignes de code.
L’avantage majeur de ce type de technique est le tre`s grand nombre d’outils d’ana-
lyses de code disponibles, fournissant des valeurs pour diverses me´triques. Aussi, une fois
disponible, ce type de moyen d’estimation est le plus facile a` mettre en œuvre, et souvent
le moins couteux. De plus, les re´sultats ne de´pendent pas non plus des utilisateurs.
Cependant, bien que les valeurs obtenues par analyse statique de code puissent eˆtre
pre´cises, leur pertinence en revanche n’est pas garantie. Par exemple, deux programmes
ayant le meˆme nombre de lignes de code peuvent avoir des fiabilite´s tre`s diffe´rentes.
Par conse´quent, l’interpre´tation des valeurs obtenues peut se re´ve´ler sujette a` caution.
De´finir un moyen d’estimation analytique pertinent de la gravite´ de pre´sence d’une faute
par exemple est complexe. Il est ne´cessaire, lors de sa de´finition, de choisir les e´le´ments
de code a` prendre en compte dans les estimations, et la manie`re de les prendre en compte
(ponde´rations). C’est ce choix qui de´termine ensuite la pertinence des valeurs obtenues.
Combinaisons de techniques
Les trois types de moyens d’estimation pre´sentent des avantages ainsi que des in-
conve´nients. Pour pallier a` ces inconve´nients, il est possible de combiner ces types de
moyens pour proposer des moyens d’estimation plus complets. Par exemple, dans le
domaine logiciel, l’estimation ne peut pas eˆtre base´e uniquement sur des retours d’expe´-
rience de de´tection de fautes au cours de de´veloppements, car ces derniers sont largement
insuffisants aujourd’hui. Tout au long des de´veloppements logiciels, les programmeurs
de´tectent des fautes et les corrigent sans syste´matiquement garder une trace de ces
fautes. Ces lacunes justifient l’emploi de combinaisons de techniques d’estimation.
Aussi, il est possible, suite a` l’interview de plusieurs experts sur un meˆme programme,
d’e´tablir des re`gles (moyen analytique) de´terminant des valeurs d’estimation, prenant
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en compte les re´ponses fournies par les diffe´rent experts (unanimite´, etc.).
Un autre exemple de combinaison des techniques d’expertise et de techniques
analytiques est de proposer des estimation a` l’aide de re´seaux Baye´siens, dont la
structure est initialement de´finie par retour d’expe´rience, et dont les facteurs sont
e´value´s graˆce a` des moyens analytiques. Un autre exemple de combinaison de ces deux
techniques (retour d’expe´rience et technique analytique) est propose´ dans [48]. Les
auteurs s’inte´ressent a` la de´finition de chaˆınes de Markov pour la pre´diction de fautes a`
partir de retour d’expe´riences.
Dans l’e´tat de l’art de l’estimation de risque de fautes a` l’aide re´seaux Baye´siens,
plusieurs justifications sont mises en avant. Nous en proposons un aperc¸u ci-apre`s.
Tout d’abord, dans [54], les auteurs mettent en e´vidence sur des expe´rimentations
passe´es, le fait que les me´triques de code usuelles, telle que le nombre de lignes de code,
ne sont pas de bons indicateurs de fautes. Ils justifient cette analyse par le fait que la
pre´sence de fautes dans un programme n’est pas une implication binaire a` partir de va-
leurs obtenes sur un crite`re du code. Au contraire, ils soulignent qu’en re´alite´, la pre´sence
de faute est la conse´quence de chaˆınes causales plus complexes, et remarquent que ce
sont ces chaˆınes causales qui permettent par la suite d’effectuer de justes interpre´tations
des valeurs obtenues [53, 54]. Pour mettre en œuvre la chaˆıne causale menant a` un type
de faute, les auteurs ont choisi d’utiliser les re´seaux Baye´siens (Bayesian Belief Nets,
BBNs).
Dans [106], les deux avantages des re´seaux Baye´siens mis en e´vidence sont que ces
re´seaux permettent aise´ment d’inte´grer dans leur mise en œuvre les incertitudes, mais
aussi qu’ils permettent de s’auto-ame´liorer par apprentissage. En effet, apre`s toute nou-
velle observation effectue´e, les valeurs de pre´diction du re´seau sont mises a` jour. Par
exemple, en cas d’observation d’une avalanche dans une zone jusque la` jamais sinistre´e,
la cate´gorie de la zone est modifie´e.
Enfin, dans [52], les auteurs utilisent des re´seaux Baye´siens pour estimer des
risques de projets logiciels, car ces re´seaux permettent aise´ment de proposer des
estimations inte´grant diffe´rentes moyens, et diffe´rentes techniques (analyses statiques,
tests dynamiques, etc.).
Dans nos travaux, nous proposons dans le chapitre 5 une premie`re technique d’esti-
mation des risques de fautes de conception : nous de´finissons des techniques analytiques
spe´cifiques pour chaque type de faute, pour lesquelles nous nous attacherons a` prendre
en compte les diffe´rents facteurs identifie´s graˆce aux mode`les conceptuel et analytique
d’identification de´finis dans le chapitre 2. Ces techniques analytiques utilisent un prin-
cipe commun d’estimation que nous avons de´fini dans le chapitre 4, base´ sur la the´orie
de l’information et l’entropie. Nous proposons ensuite dans le chapitre 6 une technique
combinant les diffe´rents moyens d’estimation pre´sente´s : les dires d’experts, le retour
d’expe´rience et les techniques analytiques. La combinaison de ces diffe´rentes techniques
est mise en œuvre par des re´seaux Baye´siens.
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3.3 Mise en œuvre de l’estimation de faute de
conception
3.3.1 Objectif
Les risques de fautes de conception sont engendre´s par l’activite´ humaine. En effet,
contrairement au domaine de l’e´lectronique par exemple, le viellissement n’a pas d’inci-
dence sur la fiabilite´ du logiciel. Les instructions ne deviennent pas de´faillantes avec le
temps ou l’usure. Seule l’activite´ intellectuelle humaine est a` l’origine de l’introduction
de fautes de conception. C’est dans la compre´hension humaine des taˆches a` accomplir et
des moyens pour les re´aliser que re´side un moyen pertinent d’estimation des risques de
fautes. Il s’agit de tenir compte a` la fois de la complexite´ de l’application a` de´velopper,
mais aussi de la complexite´ inhe´rente aux technologies de de´veloppement employe´es.
Comme expose´ dans le chapitre introductif, nous souhaitons maˆıtriser les risques dus
a` l’emploi de technologies logicielles oriente´es objet. Il est donc ne´cessaire d’estimer la
complexite´ qu’un concepteur utilisant des technologies oriente´es objet doit maˆıtriser.
Il est de plus indispensable d’inte´grer les diffe´rents facteurs des risques identifie´s lors
de l’e´tape d’identification des risques. En effet, c’est graˆce a` la bonne connaissance des
facteurs de risques qu’il est ensuite possible de proposer une estimation globale d’un
risque la plus juste et la plus repre´sentative. Or, si un facteur de risque n’est pas pris en
compte dans l’estimation de ce risque, l’estimation obtenue est bien suˆr moins pertinente.
Il est donc important de prendre en compte le maximum de facteurs dans l’estimation
des risques.
L’estimation des risques, pour eˆtre aussi pertinente que possible, se doit d’eˆtre multi-
crite`res, comme souligne´ dans [88]. Pour parvenir a` une estimation multi-crite`res, il est
tout d’abord ne´cessaire de proposer des moyens d’estimation pour chacun des facteurs
a` prendre en compte. Pour cela, un vaste ensemble de techniques existe, notamment un
large ensemble de me´triques de complexite´ logicielle. Nous en ferons un panorama a` la
sous-section suivante. A partir de l’estimation des diffe´rents facteurs de risques, il est
ensuite possible de de´terminer une estimation globale des risques de fautes.
3.3.2 Moyens d’estimation existants
Dans le cas des syste`mes logiciels, des exemples classiques de me´triques de code
sont le nombre de lignes de code associe´, le volume de travail ne´cessaire (homme-mois,
nombre d’heures), ou tout simplement le couˆt global de revient d’un logiciel.
Un grand nombre de ces me´triques sont aise´ment observables (faciles a` mettre en
œuvre sur un logiciel donne´), mais les mesures obtenues sont difficiles a` interpre´ter
localement (que de´duire d’un nombre de lignes de code ?).
Une ple´iade de me´triques existe. Elles sont pour la plupart imple´mente´es et utili-
se´es par des outils d’e´valuation automatique de logiciel, fournissant les mesures cor-
respondantes aux me´triques choisies sur un programme donne´. Nous pouvons citer par
exemple les outils COMET [28] ou ZD-MIS (Zuse / Drabe Measure-Information-System)
[125], ce dernier imple´mentant plus de 1600 me´triques logicielles. Mais comme souligne´
pre´ce´dement dans ce chapitre, l’interpre´tation des valeurs obtenues reste de´licate. Que
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mesurent-t-elles ? Quel inte´reˆt pre´sentent-t-elles ? Que doit-on de´duire des valeurs obte-
nues ?
Avant de re´pondre a` ces questions, nous commenc¸ons par faire un rapide e´tat de
l’art des me´triques de´finies pour mesurer les diffe´rentes caracte´ristiques d’un programme.
Elles sont ge´ne´ralement conside´re´es comme des me´triques de complexite´ de programmes,
complexite´ du point de vue des facteurs pris en compte dans la mise en œuvre des calculs.
Nous regroupons les travaux existants selon trois cate´gories :
– les me´triques applicables sur tout programme (me´triques non spe´cifiques aux de´-
veloppement oriente´s objet),
– les me´triques d’estimation de la complexite´ de programmes oriente´s objet, et enfin
– les me´triques utilisant le principe de la the´orie de l’information de´finie par Shannon
dans [113].
Me´triques logicielles
Depuis plusieurs dizaines d’anne´es, les me´triques logicielles sont au cœur de nom-
breux travaux, permettant d’estimer diffe´rents attributs de qualite´s du logiciel. On
trouve dans [33] une revue tre`s de´taille´e des crite`res d’estimation des logiciels identifie´s.
On trouve parmi ces crite`res d’estimation la productivite´ associe´e au de´veloppement
d’un logiciel [14], la fiabilite´, ou encore la complexite´.
La de´finition des me´triques associe´es a` ces diffe´rents crite`res de qualite´ de logiciel
est issue de l’interpre´tation que les auteurs ont de ces crite`res, et de leurs choix sur les
e´le´ments qu’ils prennent en compte, et ceux qu’ils ne conside`rent pas dans leur me´trique.
Cela reste donc discutable dans l’absolu.
Par exemple, on trouve dans [96] une me´trique estimant la fiabilite´ de logiciels,
prenant entre-autres en compte le nombre moyen de cas de test a` mettre en œuvre
par ligne de code, le nombre d’assertions par ligne de code, et la couverture de code
par instructions. Chacun de ces facteurs sont pris en compte de fac¸on ponde´re´e par des
valeurs obtenues a` partir d’e´quations de regression, base´es sur le cas d’e´tude expose´ dans
l’article. Il s’en suit que la me´trique ainsi obtenue est base´e sur le retour d’expe´rience
d’un cas d’e´tude, ce qui laisse imaginer qu’en fonction d’autres cas d’e´tudes, diffe´rentes
me´triques peuvent eˆtre obtenues.
Le crite`re d’estimation le plus repre´sente´ dans l’e´tat de l’art des me´triques est incon-
testablement la complexite´. La complexite´ est un crite`re couvrant des interpre´tations
diffe´rentes tellement nombreuses et vastes que son estimation peut finalement eˆtre mise
en œuvre par de tre`s nombreuses me´triques. Toutes les approches sont des me´triques
diffe´rentes, estimant un meˆme crite`re (la complexite´), mais par diverses me´triques et
divers moyens. En effet, un grand nombre des composantes d’un programme ayant une
influence sur la complexite´, il est possible d’imaginer des moyens d’estimations prenant
en compte diffe´rentes combinaisons de ces composantes.
Une premie`re me´trique de complexite´ tre`s basique est le nombre de ligne de code
(LOC). Cette me´trique e´tant difficilement exploitable de fac¸on isole´e, un ensemble de
me´triques comple´mentaires a e´te´ de´veloppe´ du type “nombre de lignes de commentaire”,
“nombre moyen de lignes de commentaire par ligne code”, etc.
Des me´triques plus recherche´es ont e´te´ de´finies, comme par exemple les me´triques
de complexite´ de Halstead [66], dont notamment la taille du vocabulaire employe´ dans
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un programme (nombre d’ope´rateurs et d’ope´randes utilise´s). Nous reviendrons sur ces
me´triques dans la section sur les me´triques utilisant la the´orie de l’information.
On trouve ensuite des me´triques de complexite´ base´es sur les flux d’information
engendre´s par un programme [56], sur les interconnexions existantes entre composantes
d’un programme [75], ou encore sur la complexite´ du graphe de controˆle d’un programme,
graˆce au nombre de chemins distincts possibles dans ce dernier (McCabe [90]).
Des travaux proposent un e´tat de l’art des me´triques logicielles existantes (non spe´-
cifiques aux technologies oriente´es objet). On citera par exemple les travaux [9] et [94].
Le premier, datant de 1991, propose un e´tat de l’art des me´triques permettant l’estima-
tion des diffe´rents attributs de qualite´ d’un logiciels, tels que de´finis dans l’ISO 9126 [5].
Les auteurs de [9] proposent dans ce document une de´marche globale d’estimation de
la qualite´ logicielle, dont l’attribut de fiabilite´ fait partie. Il est inte´ressant de noter que
dans ce document, le processus d’estimation est compose´ d’un ensemble de questions,
pour lesquelles la re´ponse peut eˆtre :
– une valeur (obtenue par une me´trique de code), ou
– NA, (pour Not Available), signifiant que l’information n’est pas disponible.
La valeur “NA” signifie que le processus d’estimation propose´ dans ce papier prend en
compte les incertitudes. Nous reviendrons sur ce point par la suite, notamment dans le
chapitre 6.
Pour finir, une analyse inte´ressante de l’e´tat de l’art est propose´e dans [81], dans
laquelle les auteurs e´tablissent les correspondances entre les diffe´rentes me´triques de
code existantes et les diffe´rents attributs de qualite´ logicielle tels que de´finis dans l’ISO
9126 [5].
Me´triques logicielles spe´cifiques a` l’oriente´ objet
Depuis les anne´es 90, de nombreux travaux se sont inte´resse´s a` la de´finition de nou-
velles me´triques logicielles, spe´cifiques aux programmes de´veloppe´s avec des technologies
oriente´es objet. On trouve alors des me´triques portant sur les relations d’he´ritage, sur
les me´thodes re´parties dans des classes, sur le couplage entre classes au travers des ap-
pels de me´thodes croise´s, etc. Nous proposons ci-apre`s un aperc¸u chronologique sur les
principaux travaux dans le domaine, ayant parfois de´fini sous des intitule´s diffe´rents
des me´triques similaires. Nous listons les intitule´s des me´triques de´finis, lorsqu’ils sont
explicites, ou leur de´finition, ainsi que les re´fe´rences des travaux les de´finissant.
– Depth of Inheritance Tree (DIT), WMC (Weighted Methods per Class), NOC
(Number Of Children), CBO (Coupling Between Objects), RFC (Response For a
Class), LCOM (Lack of COhesion in Methods) [37, 38],
– MPC (Message Passing Coupling), DAC (Data Abstraction Coupling), NOM
(Number Of local methods), SIZE1 (number of semicolons in a class), SIZE2 (num-
ber of attributes + number of local methods) [86],
– me´triques sur le couplage : CC (Class Complexity), HC (Hierarchy Complexity),
PC (Program Complexity) [84],
– MOOD Metrics Set : MHF (Method Hiding Factor), AHF (Attribute Hiding Fac-
tor), MIF (Method Inheritance Factor), AIF (Attribute Inheritance Factor), PF
(Polymorphism factor), CF (Coupling Factor) [8],
– 18 me´triques sur le couplage de classes (IFAIC, AAIC, etc.) [35, 34],
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– NLM (Number of Local Method), NAC (Number of Ancestor Classes), CMC
(Class Method Complexity), NDC (Number of Descendent Classes), CTA (Cou-
pling Through Abstract Data Type), CTM (Coupling Through Message Passing)
[85],
– IC (Inheritance Coupling), CBM (Coupling Between Methods), NOMA (Number
of Object/Memory Allocation), et AMC (Average Method Complexity) [118],
– mesures sur les interfaces internes (entre´es / sorties), et sur le couplage lie´ aux I/O
(Function point) [55].
Dans [20], les auteurs soulignent que “tout comme les technologies oriente´es objet
qui e´voluent sans cesse, il est ne´cessaire que les me´triques d’estimation des programmes
oriente´s objet e´voluent aussi”.
L’e´tude [25] propose une synthe`se de me´triques existantes, spe´cifiquement sur la
cohe´sion et le couplage entre composants objet.
Des travaux proposent un e´tat de l’art des me´triques existantes spe´cifiques aux tech-
nologies oriente´es objet.
On trouve tout d’abord une e´tude bibliographique dans [45], qui propose une clas-
sification des re´fe´rences bibliographiques des travaux sur les me´triques logicielles selon
qu’elles portent sur la conception, les produits logiciels, objet et non objet, les phases
de tests, etc.
Les travaux proposant un e´tat de l’art des me´triques de programmes oriente´s objet
choisissent diffe´rentes classifications pour les organiser :
– dans [47], les me´triques spe´cifiques a` l’oriente´ objet sont classe´es selon qu’elles
portent sur l’estimation d’un produit logiciel oriente´ objet, d’un processus de de´-
veloppement oriente´ objet, ou encore sur les ressources implique´es dans le de´ve-
loppement d’un programme oriente´ objet ;
– dans [46], 72 me´triques spe´cifiques aux technologies oriente´es objet sont classe´es
selon les diffe´rentes e´tapes du cycle de vie d’un logiciel. Cette classification permet
de remarquer que la quasi-totalite´ des me´triques est applicable uniquement lors des
dernie`res phases du cycle de vie du logiciel, ce qui souligne les lacunes existantes
en terme de moyens d’estimation des risques au plus toˆt lors du cycle de vie d’un
logiciel oriente´ objet ;
– [7] propose une taxonomie des me´triques s’appliquant sur des programmes de´-
veloppe´s avec des technologies oriente´es objet, principalement de´compose´e en 6
sous-cate´gories : Design, Size, Complexity, Reuse, Productivity et Quality ;
– [21] propose un e´tat de l’art des me´triques de l’oriente´ objet existantes, en les
classant selon qu’elles soient des me´triques sur les syste`mes, des me´triques sur le
couplage et l’utilisation d’e´le´ments, des me´triques lie´es a` l’he´ritage, ou des me´-
triques portant sur les classes et enfin sur les me´thodes ;
– enfin dans [36], les auteurs proposent une classification des me´triques oriente´es
objet selon qu’elles portent sur le couplage, la cohe´sion, l’he´ritage, ou encore la
taille de programmes.
Me´thodes base´es sur la the´orie de l’information
De nombreux travaux utilisent la the´orie de l’information pour estimer la complexite´
de programmes. Parmi ces me´triques, le volume d’un programme de´fini par Halstead est
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la plus reconnue [66]. D’autres me´triques base´es sur la the´orie de l’information et l’entro-
pie existent, au travers de la fre´quence d’utilisation des ope´rateurs dans un programme
[29, 68, 51, 40], au travers de la distribution des complexite´s de classes composant un
projet [100, 112], ou encore au travers des diffe´rentes relations stucturelles propose´es par
le formalisme de conception UML [76]. Le lecteur inte´resse´ pourra trouver une synthe`se
des utilisations de l’entropie pour l’estimation de complexite´ logicielle dans [6]. Il trou-
vera dans [101] une introduction a` l’entropie tre`s intuitive, et dans [79] une pre´sentation
de calculs d’entropie dans des ensembles structure´s sous forme d’arbres.
Cependant, si l’on applique ces mesures sur une classe C posse´dant toutes ses me´-
thodes de manie`re locale (voir Figure 3.1 a ), et sur une classe C he´ritant toutes ses
me´thodes par une chaˆıne de 2 niveaux d’he´ritages (voir Figure 3.1 b ), on obtient la
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Fig. 3.1 – Deux structures d’he´ritage diffe´rentes
Pourtant, la structure a autant d’influence sur la compre´hension du concepteur que
le nombre d’e´le´ments contenus dans cette structure. En effet, la difficulte´ d’identification
d’un e´le´ment a` l’origine du risque de fautes de´pend du nombre d’e´le´ments mais e´galement
de la structure organisant ces e´le´ments.
Critiques existantes sur les me´triques logicielles
Dans [103], suite a` une enqueˆte effectue´e par des questionnaires a` remplir dans un
ensemble de projets de de´veloppements distincts estime´s au moyen de nombreuses me´-
triques, les auteurs concluent a` l’inade´quation des moyens actuels d’estimation de pro-
grammes.
Les analyses d’expe´rimentations effectue´es dans [120] (estimation de divers projets
logiciels et de leur maintenabilite´) e´tablissent que la plupart des me´triques logicielles
(dont la me´trique DIT de profondeur de chaˆınes d’he´ritage) ne constituent pas de bons
indicateurs de la maintenabilite´. Elles e´tablissent en revanche que les me´triques ”nombre
total de classes”, ”nombre de me´thodes a` connaˆıtre pour comprendre une classe” sont
de bons indices de pre´diction de la maintenabilite´. Or, la maintenabilite´ d’applications
logicielles est largement corre´le´e a` la compre´hension des e´le´ments de code constituant les
applications. Cette compre´hension joue elle-meˆme un roˆle important dans l’estimation
des risques d’introduction de faute par les programmeurs. Les facteurs identifie´s comme
judicieux dans ces travaux sur la maintenabilite´ sont donc susceptibles d’eˆtre de bons
indicateurs de risques de fautes de conception.
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D’autres expe´rimentations ont e´te´ mises en œuvre et analyse´es dans [116] afin de
de´celer, parmi un ensemble important de me´triques, les me´triques d’estimation de la
complexite´ les plus pertinentes en terme d’effort de de´veloppement ne´cessaire. Les me´-
triques qu’ils ont de´termine´ comme e´tant les plus pertinentes sont :
– NOM sends : le nombre d’appels de methodes dans une methode,
– number of class methods : le nombre de me´thodes par classe,
– class reuse : le nombre d’utilisations d’une methodes dans une classe,
– subclass reuse : nombre d’utilisations d’une me´thode dans les sous-classes,
– HNL (Hierarchy Nesting Level) : la profondeur de chaˆıne d’he´ritage (DIT).
Une e´tude critique tre`s inte´ressante sur les seuils1 existants sur les me´triques est
propose´e dans [27]. Tout d’abord, les auteurs commencent par recenser les seuils exis-
tants sur un ensemble de me´triques de complexite´ logicielle. Ils les confrontent ensuite
a` des statistiques sur un ensemble de programmes de´veloppe´s en C++, dans le but de
mate´rialiser la corre´lation existante entre les seuils des me´triques e´tudie´es et les nombres
de bugs identifie´s. A l’inverse, les re´sultats obtenus remettent en cause les seuils pre´-
ce´dement de´finis. Cela signifie que l’interpre´tation des me´triques base´e sur les retours
d’expe´rience et autres bases de connaissances, ont mene´ a` la de´finition de seuils sur les
me´triques inadapte´s a` leur vocation. Cette inade´quation de´note les lacunes existantes
dans le domaine de la pre´diction de fautes de conception a` l’aide de me´triques.
Une autre critique des seuils existants sur les me´triques est propose´e dans [50], ou`
les auteurs critiquent le principe de seuils constants, inadapte´s aux diffe´rentes situations
logicielles possibles, et n’inte´grant donc aucun autre crite`re. Ils justifient cette critique
en expliquant que des seuils de´finis sous forme de fonctions inte´grant d’autres crite`res
observe´s sur les programmes seraient plus adapte´s, car moins fige´s.
Enfin, les auteurs de [124] reprochent aux me´triques existantes le fait (i) qu’elles ne
prennent en compte qu’un ou deux aspects d’un logiciel (taille, donne´es, controˆle, etc.)
ce qui conduit a` des jugements trop re´ducteurs, et (ii) qu’elles ne ne s’appliquent qu’a`
un stade tre`s avance´ du de´veloppement logiciel, ce qui implique qu’elles ne peuvent
favoriser l’ame´lioration du logicel de manie`re efficace.
3.3.3 Vers une estimation des risques de fautes oriente´es objet
La conception oriente´e-objet introduit de nouveaux types de fautes, notamment dues
a` l’utilisation de me´thodes he´rite´es. En effet, la pre´sence de relation d’he´ritage entre
classes conduit a` la propagation implicite d’e´le´ments d’information (me´thodes, attri-
buts) a` travers la structure (chaˆınes d’he´ritage). Ce fait entraˆıne une mauvaise connais-
sance de la part du concepteur, de l’ensemble des e´le´ments (et de leurs caracte´ristiques :
identificateur, signature, contrat, etc.) accessibles dans une classe C donne´e. Cette me´-
1Un exemple de seuil est propose´ dans l’OOTiA, dans lequel il est de´conseille´ d’utiliser des chaˆınes
d’he´ritages de plus de 6 niveaux d’he´ritages. La de´finition des standards de codage dans les entreprises
inte`gre un ensemble de ces seuils, sur le nombre de lignes maximum par fichier, sur la fre´quence de
commentaires a` employer, etc.
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connaissance est a` l’origine de l’introduction de fautes. Elle est d’autant plus importante
qu’augmentent :
– le nombre d’e´le´ments (me´thodes, attributs) accessibles (de´finis localement ou he´-
rite´s) dans C,
– le nombre de classes he´rite´es par C, et
– le nombre de niveaux d’he´ritages entre ces classes et C.
Les composantes d’un programme sont a` l’origine de plusieurs types de fautes logicielles
identifie´es [102]. Par exemple, [99] mentionne le risque de SDA (State Defined Anormaly)
duˆ a` la rede´finition d’une me´thode dont le concepteur ne maˆıtrise pas la spe´cification. Ce
type de faute n’est pas de´tectable de manie`re automatique. En effet, la complexite´ d’une
telle analyse serait trop lourde sur l’ensemble d’une application industrielle, car elle ne´-
cessiterait la formalisation de tous les contrats de me´thodes, pre, post condition (Meyer
[91]) et leur ve´rification de manie`re formelle, ce qui engendrerait une quantite´ d’obliga-
tions de preuve conside´rable. C’est pourquoi, il est primordial de pouvoir proposer une
estimation de ce type de risque afin de porter l’effort d’analyse sur les composants les
plus risque´s.
Les aspects structurels lie´s a` l’he´ritage et les e´le´ments re´partis dans cette structure
sont des facteurs de ces types de fautes. C’est pourquoi, nous nous sommes inte´resse´s a`
la de´finition de mesures de complexite´ prenant en compte ces facteurs : les e´le´ments et
la structure qui les contient.




l’estimation de la compre´hension de
programmes oriente´s objet
Nous introduisons un ensemble de me´triques de´finies spe´cifiquement pour estimer les
risques de fautes logicielles dues a` l’emploi de technologies logicielles oriente´es objet.
Nous commenc¸ons par justifier l’introduction de nouvelles me´triques avant d’intuiter le
principe des me´triques base´es sur l’entropie et la the´orie de l’information, permettant
de repre´senter l’influence d’une structure de programme objet sur la compre´hension
des e´le´ments d’un programme. Nous de´finissons ensuite les concepts et les me´triques
propose´s. Ces me´triques seront valide´es dans le chapitre 7.
4.1 Motivation
Comme nous l’avons expose´ dans le chapitre 3, il existe de tre`s nombreuses et diverses
me´triques logicielles spe´cifiques aux langages de programmation oriente´s objet.
Certaines d’entre-elles nous permettent d’ores-et-de´ja` d’estimer des facteurs du risque
e´tabli dans le chapitre 2 lors de la phase d’identification du risque de violation du
LSP, comme par exemple le nombre de me´thodes accessibles dans une classe, l’arite´ des
me´thodes, ou encore le nombre d’he´ritages.
Cependant, aucune des me´triques existantes ne permet d’estimer l’influence d’une
structure de programme objet (classes et he´ritages) corre´le´e a` la re´partition de ses e´le´-
ments (me´thodes, attributs) sur leur compre´hension par un programmeur, et donc sur
le risque de fautes qu’elles induisent.
Par exemple, la me´trique DIT (Depth Inheritance Tree) repre´sente la profondeur
d’une chaˆıne d’he´ritages (en niveaux conse´cutifs d’he´ritages). Cette me´trique apporte
donc une meˆme estimation pour deux structures de programmes comportant un seul
he´ritage, meˆme si l’une comporte 100 me´thodes re´parties entre les deux classes, et l’autre
comporte en tout et pour tout 5 me´thodes (voir illustration figure 4.1).
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Fig. 4.1 – Deux structures de programme identiques de contenus diffe´rents
Pourtant, bien que la structure ait une influence sur le facteur de risque e´nonce´,
la quantite´ des e´le´ments re´partis dans cette structure de programme a elle aussi un
roˆle majeur dans la compre´hension globale d’un programme. Le fait de de´finir de
nombreuses me´thodes implique non seulement le fait de prendre davantage de risques
(chacune d’entre-elles pouvant eˆtre porteuse de fautes), mais aussi celui de disposer
d’un grand nombre d’informations, que le concepteur doit maˆıtriser.
Un autre exemple de me´trique portant sur les programmes objet s’inte´ressant aux
me´thodes he´rite´es cette fois, AM (Available Methods) repre´sente le nombre de me´thodes
accessibles dans une classe donne´e (locales et he´rite´es). Elle permet de repre´senter la
difficulte´ de compre´hension des e´le´ments d’un programme due au nombre d’informations
donne´es. Cependant, a` l’inverse de la me´trique DIT, elle ne permet pas de repre´senter
l’influence de la re´partition de ces e´le´ments de code dans une structure. On obtient
avec cette me´trique une meˆme valeur pour deux structures de programmes diffe´rentes,
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Fig. 4.2 – Deux structures diffe´rentes contenant le meˆme nombre de me´thodes
De manie`re ge´ne´rale, les me´triques existantes portant sur les e´le´ments de programme
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ou sur la structure objet de programmes, ne combinent jamais ces deux aspects, qui sont
pourtant deux facteurs de risque importants qui interagissent. En effet, lorsqu’un pro-
grammeur souhaite ve´rifier la cohe´rence de la de´finition d’une me´thode, il doit commen-
cer par trouver la classe dans laquelle elle est de´finie, puis la trouver parmi les me´thodes
de´finies dans cette classe.
Devant le manque de prise en compte de la corre´lation entre facteurs de risques de
fautes objet dans l’e´tat de l’art des me´triques, nous avons cherche´ a` de´finir des moyens
adapte´s d’estimation les inte´grant.
C’est dans ce but que nous avons introduit les me´triques MESS et MESSN pre´-
sente´es dans le cadre des ensembles structure´s dans la section 4.4, puis dans le cadre
des programmes oriente´s objet dans la section 4.5. Ensuite, dans la section 4.6, ces me´-
triques sont ponde´re´es par l’utilisation des diffe´rents e´le´ments d’un programme, et enfin,
des de´clinaisons des me´triques, spe´cifiques aux diffe´rents types de fautes e´tudie´es, sont
pre´sente´es dans le chapitre 5.
Toutes ces me´triques utilisant les principes de la the´orie de l’information [113] et de
l’entropie, nous pre´sentons ces concepts et l’angle nouveau par lequel nous les appliquons
dans les sections 4.2 et 4.3.
4.2 Introduction a` l’entropie
La the´orie de l’information permet entre-autres de quantifier l’information moyenne
ne´cessaire pour identifier un e´le´ment dans un environnement donne´ (ensemble d’e´le´-
ments possibles). Nous nous plac¸ons pour le moment dans un contexte non probabilise´.
Conside´rons par exemple un ensemble A de deux e´le´ments A = {e1, e2}. Le but est
de quantifier l’information ne´cessaire a` l’identification de chacun des deux e´le´ments.
Pour cette quantification, on doit tout d’abord nume´roter les e´le´ments de l’ensemble.
Nous choisissons ici une nume´rotation des e´le´ments en base 2. Pour distinguer ces deux
e´le´ments, un seul bit (ou une seule unite´ d’information) sera ne´cessaire (notons que
log2(2) = 1). En effet, si nous associons a` chacun des e´le´ments des nume´ros en base 2
distincts, il suffit de connaˆıtre la valeur d’un bit de nume´rotation pour connaˆıtre l’e´le´-
ment associe´ (par exemple, nume´ro(e1) = 0 et nume´ro(e2) = 1). Voir figure 4.3.
A





  e1                e2
Fig. 4.3 – 2 e´le´ments
Nous choisissons comme me´trique d’information le bit (information binaire, de valeur
0 ou 1), du fait de la nume´rotation binaire choisie pour les e´le´ments. Cependant, il est
tout aussi possible de choisir la base de´cimale pour la nume´rotation des e´le´ments, ce
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qui change les quantite´s d’informations obtenues, mais ne modifie en aucun cas les
rapports et la proportionalite´ entre les diffe´rentes quantite´s d’informations estime´es par
les diffe´rentes me´triques pour identifier des e´le´ments. Ainsi, comme illustre´ par l’exemple
de la figure 4.3, la caracte´risation d’un e´le´ment dans un ensemble de deux e´le´ments
ne´cessite une unite´ d’information, un bit.
Prenons maintenant l’exemple d’un ensemble de 4 e´le´ments. Pour identifier l’un
d’entre eux, il est possible de nume´roter de manie`re distincte les 4 e´le´ments en base
2 sur 2 bits (00, 01, 10 et 11), puis d’identifier les bits un a` un du nume´ro de l’e´le´ment
que l’on souhaite identifier (notons que log2(4) = 2). Ainsi, deux unite´s d’informations










Num(e4) = 11 e4
0 1 0 1
00       01   10        11
e1           e2      e3           e4
Fig. 4.4 – 4 e´le´ments
A pre´sent, si nous conside´rons un ensemble de N e´le´ments : A = {e1, e2, .., eN}, de la
meˆme fac¸on, la quantite´ d’information ne´cessaire pour identifier un e´le´ment e peut-eˆtre
de´finie par :
IA(e) = log2(N) [113].
En effet, la quantite´ d’information ici mesure´e est celle ne´cessaire pour distinguer un
e´le´ment parmi N , de l’ensemble A. En gardant le principe de la nume´rotation en base 2





0 1Num(e1) = 00..00
Num(e2) = 00..01
…
Num(eN) = 11..11  eN
0 1 0 1
00..00   00..01 …  … … …  …    11..11
Fig. 4.5 – N e´le´ments
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On voit ici que le cardinal de l’ensemble re´fe´rentiel (note´ A), dans lequel on souhaite
distinguer un e´le´ment est tre`s important car il de´termine le nombre de bits ne´cessaires
pour nume´roter de manie`re distincte chacun des e´le´ments de ce re´fe´rentiel.
A pre´sent, conside´rons qu’une personne nous informe que l’e´le´ment que l’on cherche
a` identifier, appartient a` B, qui est un sous-ensemble des e´le´ments de A. On note B ⊆ A,
et B = {ej, ek, el}. Quelle est la quantite´ d’informations apporte´e par cette affirmation ?
Lorsque nous savons que l’e´le´ment que l’on souhaite identifier appartient a` B, il
ne nous reste plus qu’a` distinguer l’e´le´ment cherche´ parmi ceux de B. Il nous reste
donc log2(|B|)1 informations a` acque´rir. Or, il nous fallait au de´part, dans l’ensemble
A, log2(|A|) informations pour identifier ce meˆme e´le´ment. Cela signifie que l’affirma-
tion ”l’e´le´ment appartient a` B”nous a apporte´ log2(|A|)−log2(|B|) unite´s d’information.
On note IA(B) l’information apporte´e par “e ∈ B depuis le re´fe´rentiel A”.
On a donc :
















0 1 0 1
 el ek  ej
…




Fig. 4.6 – Illustration de la formule 1
Et de manie`re ge´ne´rale, l’information apporte´e par l’identification d’un e´le´ment e de
A est : IA(e) = log2(|A|)− log2({|e|}) = log2(|A|)− log2(1) = log2(|A|/1) = −log2(1/|A|)
ou encore log2(|A|) sachant que log2(1) = 0.
L’entropie de A, qui repre´sente la quantite´ moyenne d’information ne´cessaire pour

















1|B| repre´sente le cardinal de B.
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En effet, on fait un calcul de moyenne en affectant a` chacune des quantite´s associe´es
aux e´le´ments une meˆme ponde´ration : 1|A| .
Plac¸ons-nous a` pre´sent dans le cas d’un espace d’e´le´ments probabilise´. Nous associons
a` chaque e´le´ment ei une probabilite´ pi. Cette probabilite´ peut, par exemple, repre´senter
la probabilite´ que l’on cherche a` identifier l’e´le´ment ei. Dans l’espace non probabilise´,
nous avions applique´ la formule 1 et obtenu :
IA(ei) = log2(|A|)− log2(ei) = log2(|A|). (i)
Dans l’espace probabilise´, les quantite´s d’informations associe´es aux ensembles d’e´le´-
ments ne de´pendent plus de leurs cardinaux mais de la probabilite´ qui leur est associe´e.
Par exemple, l’information “e appartient a` l’ensemble A” de´pend, dans le re´fe´rentiel
choisi, de la probabilite´ associe´e a` cet e´ve´nement. Si le re´fe´rentiel choisi est ce meˆme en-
semble A, la probabilite´ associe´e p(e ∈ A) est de 1. On a alors IA(A) = log2(p(e ∈ A)) =
log2(1) = 0. En revanche, l’information “e est l’e´le´ment ei de l’ensemble A” apporte
une quantite´ d’information de´finie a` partir de la vraisemblance de cette information :
p(e = ei). On note la probabilite´ associe´e a` l’e´le´ment ei : pi. Finalement, en remplac¸ant
dans la formule (i) les cardinaux par les probabilite´s associe´es aux ensembles et sous-
ensembles, on retrouve la formule suivante :
IA(ei) = log2(p(e ∈ A))− log2(p(e = ei)) = log2(1)− log2(pi) = −log2(pi).
L’entropie d’un ensemble A probabilise´ est finalement de´finie par la somme des IA(ei)






Le proble`me est que toutes ces quantifications d’informations reposent sur la the´orie
de l’information, conside´rant qu’il est possible de nume´roter tout ensemble d’e´le´ments
en base 2 puis d’acce´der a` chacun d’entre eux en connaissant les log2(N) chiffres (0 ou
1) de leur nume´ro.
Dans la re´alite´, cette the´orie ne permet pas de repre´senter la difficulte´ d’acce´der
a` un e´le´ment dans un ensemble structure´. Cette the´orie ne tient pas compte de la
manie`re dont sont organise´s les N e´le´ments. En effet, que les e´le´ments soient tous de´finis
localement dans un seul ensemble ou qu’ils soient organise´s dans diffe´rents niveaux de
sous-ensembles, cette estimation donne une meˆme quantite´ d’information ne´cessaire
pour caracte´riser l’un d’entre eux : log2(|ensemble|). Pourtant, cet aspect organisation-
nel se retrouve dans toute sorte de syste`me : une variable dans un sous-programme
d’un programme, un e´lectron dans un atome d’une cellule, une page d’un livre sur
une e´tage`re, etc. Il est essentiel dans tous ces cas de prendre en compte l’influence de
la structure pour estimer la quantite´ d’information ne´cessaire pour acce´der a` un des
e´le´ments. Cette dernie`re varie en fonction de la situation de l’e´le´ment que l’on souhaite
identifier dans une structure.
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4.3 Ensembles structure´s et entropie
Notre objectif est de de´terminer une me´trique d’estimation de quantite´ d’informa-
tion ne´cessaire a` l’identification d’un e´le´ment, tenant compte a` la fois des cardinaux des
ensembles et sous-ensembles d’e´le´ments (comme le fait la the´orie de l’information), mais
pour laquelle cette structure contraint l’acce`s aux informations en les hie´rarchisant. Par
exemple, dans le cas du classement de dossiers dans une pie`ce, pour acce´der a` un dossier,
il faut connaˆıtre tout d’abord l’armoire dans laquelle est le dossier, puis l’e´tage`re, puis le
classeur, pour enfin pouvoir y chercher le dossier. Il s’agit bien de connaissances structu-
re´es. Une telle structure de dossiers influence l’information ne´cessaire pour identifier un
dossier particulier, c’est-a`-dire la quantite´ d’information pour y acce´der. En particulier,
elle ne sera pas la meˆme pour les diffe´rents dossiers en fonction de l’endroit dans lequel
ils se trouvent dans la structure. En revanche, si tous les dossiers e´taient range´s sur une
meˆme e´tage`re, nous pourrions conside´rer uniquement leur nombre pour de´terminer la
quantite´ d’information suffisante permettant de distinguer un dossier parmi l’ensemble :
log2(NombreDeDossiers).
4.3.1 Intuition
Nous donnons ici l’intuition de la me´trique d’estimation de l’entropie que nous de´fi-
nissons dans la section 4.4. Pour ce faire, nous comparons diffe´rentes structures possibles
d’un ensemble de 8 e´le´ments en quantifiant l’information moyenne associe´e aux e´le´ments.
Nous utilisons ici les meˆmes notations que celles employe´es en section 4.2. Nous
rappelons qu’il faut lire ”IE(A)”, par“quantite´ d’information ne´cessaire pour caracte´riser
l’ensemble A dans l’ensemble E”.
1er cas : E = {1, 2, 3, 4, 5, 6, 7, 8}
Tous les e´le´ments sont contenus dans un ensemble. L’information associe´e a` chacun
des e´le´ments est donc celle ne´cessaire pour distinguer l’un d’entre eux parmi les autres :
IE(e) = log2(8) = 3 unite´s d’information. Voir illustration partie 1 de la figure 4.7.
2e`me cas : E = {A, B}, A = {1, 2, 3, 4}, B = {5, 6, 7, 8}
Les e´le´ments sont organise´s dans deux sous-ensembles contenant chacun le meˆme
nombre d’e´le´ments. Pour trouver un e´le´ment, il faut tout d’abord caracte´riser le sous-
ensemble dans lequel il se trouve, puis une fois dans ce sous-ensemble identifie´, caracte´-
riser un e´le´ment parmi ceux du sous-ensemble. Dans notre cas, il s’agit tout d’abord de
caracte´riser un sous-ensemble parmi 2, qui ne´cessite IE(A) = IE(B) = log2(2) = 1 unite´
d’information, puis de caracte´riser dans le sous-ensemble de 4 e´le´ments, l’un d’entre eux,
qui ne´cessite log2(4) = 2 unite´s d’information. Il faudra donc en tout, pour caracte´riser
un e´le´ment de cette structure IE(e) = log2(2) + log2(4) = log2(8) = 3.
Nous pouvons remarquer que cette quantite´ est la meˆme que dans le cas pre´ce´dent.
Cette e´quivalence vient de l’e´quilibre de la structure choisie dans le cas pre´sent. En
effet, la se´paration de E en deux sous-ensembles de meˆmes cardinaux, correspondant a`
la valeur du premier bit dans le cas non structure´, permet de distinguer deux ensembles
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de 4 e´le´ments : ceux dont le nume´ro commence par 0, et ceux dont le nume´ro commence
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Fig. 4.7 – Exemples d’ensembles structure´s
3e`me cas : E = {A, B} , A= {1, 2}, B={3, 4, 5, 6, 7, 8}
Les e´le´ments sont ici organise´s dans deux sous-ensembles, le premier contenant deux
e´le´ments, et le second contenant 6 e´le´ments. Comme E = {A,B}, pour caracte´riser tout
d’abord un des sous-ensembles, il faut IE(A) = IE(B) = log2(2) = 1 unite´ d’information.
Ensuite, dans l’ensemble A, il faut IA(eA) = log2(2) = 1 unite´ d’information pour
diffe´rencier un e´le´ment parmi les deux. Cela signifie qu’il faut en tout, pour caracte´riser
un e´le´ment de A dans l’ensemble E : IE(eA) = IE(A) + IA(eA) = log2(2) + log2(2) =
log2(4) = 2 unite´s d’informations.
Dans l’ensemble B, il faut IB(eB) = log2(6) unite´s d’information pour diffe´rencier un
e´le´ment parmi les six. Cela signifie qu’il faut en tout, pour caracte´riser un e´le´ment de
B dans l’ensemble E : IE(eB) = IE(B) + IB(eB) = log2(2) + log2(6) = log2(12) ≈ 3, 58
unite´s d’informations.
Finalement, la quantite´ moyenne d’information associe´e a` un e´le´ment de E est :
IE(e) = PE(e ∈ A)×IE(eA)+PE(e ∈ B)×IE(eB) = 2/8×log2(4)+6/8×log2(12) ≈ 3, 18.
De manie`re ge´ne´rale, le fait que dans cette structure, l’acce`s a` un e´le´ment de A est
plus rapide que l’acce`s a` un e´le´ment de B, est refle´te´ par les valeurs obtenues.
IE(eA) = 2 < 3, 58 ≈ IE(eB).
La hie´rarchisation des informations ne´cessaires pour identifier un e´le´ment dans
chacune des trois structurations propose´es est illustre´e par la figure 4.7.
4e`me cas : E = {1, 2, A, B}, A= {3, 4}, B={5, 6, 7, 8}
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Les e´le´ments sont ici re´partis localement (dans E) et dans deux sous-ensembles (A
et B). Deux e´le´ments sont pre´sents localement, le premier sous-ensemble (A) contient
deux e´le´ments, et le second (B) contient 4 e´le´ments. Pour caracte´riser tout d’abord un
des e´le´ments pre´sents localement dans E, il faut IE({1}) = IE({2}) = log2(4) = 2 unite´s
d’informations. En effet, pour identifier un e´le´ment dans E, il faut le distinguer parmi
4 (2 e´le´ments et 2 sous-ensembles).
Pour caracte´riser un des sous-ensembles dans E, il faudra de meˆme IE(A) = IE(B) =
log2(4) = 2 unite´s d’informations pour les meˆmes raisons que pre´ce´demment. Remar-
quons qu’il n’y a pas de diffe´rence de difficulte´ entre identifier un e´le´ment propre et
identifier un sous-ensemble direct, ceux-ci n’e´tant pas distingue´s comme e´le´ment ou
comme sous-ensemble par leur identite´ mais par la structure.
Ensuite, pour caracte´riser un e´le´ment dans l’ensemble A, il faut IA(eA) = log2(2) = 1
unite´ d’information pour diffe´rencier un e´le´ment parmi les deux. Cela signifie qu’il faut en
tout, pour caracte´riser un e´le´ment de A dans l’ensemble E : IE(eA) = IE(A) + IA(eA) =
log2(4) + log2(2) = log2(8) = 3 unite´s d’informations.
Pour caracte´riser un e´le´ment dans l’ensemble B, il faut IB(eB) = log2(4) unite´s
d’information pour diffe´rencier un e´le´ment parmi les quatre. Cela signifie qu’il faut en
tout, pour caracte´riser un e´le´ment de B dans l’ensemble E : IE(eB) = IE(B)+IB(eB) =
log2(4) + log2(4) = log2(16) = 4 unite´s d’informations.
Finalement, la quantite´ moyenne d’information associe´e a` un e´le´ment de E est :
IE(e) = PE(e ∈ E) × IE(eE) + PE(e ∈ A) × IE(eA) + PE(e ∈ B) × IE(eB) = 2/8 ×
log2(4) + 2/8× log2(8) + 4/8× log2(16) = 3, 25.
La structure de cet ensemble et son influence sur l’identification de ses e´le´ments sont
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3       4
A
B
Fig. 4.8 – Illustration du 4e`me exemple d’ensemble structure´
La figure 4.9 compare deux structurations diffe´rentes et permet de mettre en e´vidence
le fait que la repre´sentation graphique sous-forme d’arbres binaires est un exemple de
repre´sentation mais qu’elle preˆte a` confusion pour l’interpre´tation en terme de quantite´
d’information. On observe en effet que hormis l’e´tiquetage des feuilles et nœuds interme´-
diaires, la repre´sentation arborescente ne permet pas de distinguer les deux structures
pourtant diffe´rentes. On voit par exemple que les e´le´ments 1 et 2 sont repre´sente´s de la
meˆme manie`re dans les deux structures alors qu’ils sont e´le´ments locaux de l’ensemble E
dans la structure de gauche et e´le´ments du sous-ensemble A dans la structure de droite.
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Fig. 4.9 – Comparaison de deux ensembles structure´s
E
1     2
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Fig. 4.10 – Nouvelle repre´sentation arborescente des ensembles structure´s
C’est pourquoi nous choisissons dans l’avenir la repre´sentation des structures d’e´le´-
ments sous-forme d’arbres non-binaires. Cette repre´sentation est illustre´e par la figure
4.10 pour les meˆmes structures que celles repre´sente´es dans la figure 4.9. On observe
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sur la figure 4.10 que la repre´sentation sous forme d’arbre (non binaire) permet bien
de distinguer les ensembles structure´s de fac¸on diffe´rente, ce qui exprime des entropies
diffe´rentes.
4.3.2 Paralle`le entre ensembles probabilise´s et ensembles
structure´s
Nous avons de´fini de manie`re intuitive dans les sections pre´ce´dentes une mesure d’en-
tropie base´e sur la re´partition d’e´le´ments dans des ensembles structure´s. Comme pre´cise´
dans le chapitre pre´ce´dent, le calcul d’entropie est ge´ne´ralement base´ sur les probabilite´s
associe´es aux e´le´ments d’un ensemble (entropie associe´e au re´sultat d’un lance´ de de´ pipe´
par exemple). Nous intuitons dans cette partie le paralle`le entre l’entropie usuelle appli-
que´e sur les probabilite´s associe´es aux e´le´ments, et notre proposition du calcul d’entropie
base´e sur la structure des e´le´ments. Nous montrons ici la correspondance existante entre
les deux approches.
Prenons l’exemple de 4 e´le´ments re´partis de diffe´rentes manie`res dans un ensemble
structure´ E. La figure 4.11 illustre trois de ces diffe´rentes re´partitions repre´sente´es sous
forme d’arbres. Pour faire le paralle`le entre l’entropie base´e sur la structure des e´le´ments
E
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p(e1) = p(e2) = 1/4
p(e3) = p(e4) = 1/4
p(e4) = p(A) = 1/2
p(e1) = p(B) = 1/4
p(e2) = p(e3) = 1/8
p(e1) = p(A) = 1/2
p(e2) = p(e3) = p(e4) = 1/6
Fig. 4.11 – Ensembles structure´s et ensembles probabilise´s
et l’entropie de distribution, il suffit de conside´rer que les e´le´ments et sous-ensembles
de´finis dans un meˆme ensemble sont e´quiprobables.
Dans l’exemple de gauche, conside´rer que tous les e´le´ments d’un ensemble sont re´-
partis uniforme´ment de manie`re locale revient a` conside´rer des probabilite´s e´gales pour
chacun des e´le´ments : 1/4 car il y a 4 e´le´ments dans l’ensemble.
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Dans l’exemple du centre, l’ensemble E posse`de localement un e´le´ment e4 et un
sous-ensemble A. Cette premie`re structuration peut eˆtre assimile´e du point de vue des
probabilite´s a` une meˆme probabilite´ (1/2) associe´e a` l’e´le´ment e1 et au sous-ensemble
A. De la meˆme manie`re, l’ensemble A posse`de localement un e´le´ment e1 et un sous-
ensemble B auxquels on affecte de manie`re e´gale la probabilite´ de 1/4 (1/2 × 1/2).
Enfin, au dernier niveau, l’ensemble B contient localement deux e´le´ments e2 et e3 de
meˆme probabilite´ : 1/8 (1/2× 1/4).
Signalons que l’entropie maximale dans le cas de distribution de probabilite´s (cas
d’une distribution e´quiprobable des e´le´ments) correspond en terme d’entropie base´e sur
la structure, au cas ou` tous les e´le´ments appartiendraient de manie`re locale a` un meˆme
ensemble.
De manie`re usuelle, les mesures d’entropie sont base´es sur la distribution des pro-
babilite´s. Nous avons fait le choix de de´finir l’entropie tout d’abord relativement a` la
structure des e´le´ments. Nous aurons ensuite la possibilite´ de tenir compte des probabi-
lite´s associe´es aux e´le´ments dans un second temps (cf. section 4.6.1), afin d’affiner notre
mesure.
Pour illustrer l’inte´reˆt de ce dernier point de vue, prenons l’exemple d’une biblio-
the`que dans laquelle est range´ un ensemble de livres. Nous commenc¸ons tout d’abord
par estimer la quantite´ d’information ne´cessaire pour acce´der a` chaque livre dans la
structure de rangement de la bibliothe`que. Par moyenne, nous en de´duisons l’entropie
de cette bibliothe`que : l’information moyenne ne´cessaire pour acce´der a` un livre de cette
bibliothe`que. Puis dans un second temps, nous souhaitons estimer l’entropie d’usage de
la bibliothe`que, relativement a` une utilisation donne´e de cette bibliothe`que, c’est-a`-dire
fonction de la fre´quence de la recherche a` chacun des ouvrages. Il sera ainsi possible de
justifier une structure de´se´quilibre´e de rangement des livres, rendant un acce`s aise´ aux
livres fre´quemment utilise´s, et un acce`s plus difficile pour les livres rarement demande´s.
4.4 Me´triques MESS et MESSN applique´es aux en-
sembles structure´s
Nous de´finissons dans cette section la me´trique de complexite´ MESS (a Metric ba-
sed on Entropy for Structured Sets) couplant structure d’ensembles et re´partition des
e´le´ments. Cette me´trique est de´finie dans le cadre the´orique des ensembles structure´s
d’e´le´ments. Par de´clinaison de cette me´trique dans le domaine des logiciels oriente´s objet,
nous obtiendrons en section 4.5 une e´valuation de la fiabilite´ des mode`les ou programmes
objet.
4.4.1 De´finitions
Dans cette section, nous commenc¸ons par de´finir les concepts du cadre the´orique
des ensembles structure´s introduits de fac¸on intuitive dans la section 4.3.1, ne´cessaires
a` la de´finition de la me´trique MESS.
Un ensemble structure´ d’e´le´ments E est compose´ de k e´le´ments propres ei et de p
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Fig. 4.12 – Un ensemble structure´
Soit n le cardinal de E, note´ | E |, c’est-a`-dire le nombre d’e´le´ments e appartenant a`
E (e´le´ments propres et e´le´ments appartenant aux sous-ensembles de E). Les n e´le´ments
de E sont donc re´partis localement et dans les sous-ensembles de´finis par la structure
de E.
Le cardinal local de E, note´ ‖E‖, est de´fini par la somme du
– nombre d’e´le´ments propres ei de E et du
– nombre de sous-ensembles directs Ej de E.
D’apre`s la formule 4, on a ‖E‖ = k + p.
Nous de´finissons ci-apre`s une mesure de la quantite´ d’information ne´cessaire a` l’iden-
tification d’un e´le´ment dans un ensemble structure´.
Soit e un e´le´ment appartenant a` un ensemble structure´ E. Soit E ′ le sous-ensemble
de E tel que l’e´le´ment e soit un e´le´ment propre de E ′ (voir illustration Figure 4.13).
La quantite´ d’information ne´cessaire a` l’identification d’un e´le´ment e de E, note´e
IE(e), est la somme de
– la quantite´ d’information ne´cessaire a` l’identification dans E de l’ensemble E ′,
note´e IE(E
′), et de
– la quantite´ d’information ne´cessaire a` l’identification dans E ′ de l’e´le´ment e, note´e
IE′(e).
Finalement, on a :
IE(e) = IE(E
′) + IE′(e) (Formule 5)
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Nous explicitons les deux quantite´s IE(E
′) et IE′(e) ci-apre`s.
La de´finition de IE′(e) est base´e sur le principe de la the´orie de l’information [113].
Nous estimons IE′(e) par le nombre d’unite´s d’information ne´cessaires pour identifier e
parmi les e´le´ments et sous-ensembles de E ′. Par conse´quent, d’apre`s les travaux de Shan-
non [113] introduits a` la section pre´ce´dente, la quantite´ d’informations ne´cessaire pour
distinguer l’e´le´ment e parmi les e´le´ments propres et sous-ensembles de E ′ est log2(‖E ′‖).
D’ou`
IE′(e) = log2(‖E ′‖) (Formule 6)
C’est dans la de´finition de IE(E
′) que re´side la nouveaute´ de la me´trique d’estimation
car contrairement aux me´triques existantes utilisant la the´orie de l’information, nous
prenons ici en compte la structure et la re´partition des e´le´ments de E.
Nous de´finissons IE(E





log2(‖E‖) + IEi(E ′) (2)
(1) si E ′ est un sous-ensemble direct de E
(2) sinon, avec Ei sous-ensemble de E tel que E
′ ⊂ Ei.
(Formule 7)
(voir illustration Figure 4.13)
Dans notre exemple, comme Ei est un sous-ensemble direct de E
′, nous conside`rons
que IE(Ei) = log2(‖E‖).
Remarquons que dans notre estimation de la quantite´ d’informations IE(Ei), nous
faisons l’hypothe`se d’un nommage des e´le´ments pre´fixe´ par les acce`s hie´rarchiques suc-
cessifs dans la structure. Par exemple, sur la figure 4.13, l’e´le´ment e devrait eˆtre nomme´
EEiEiiE
′e. C’est sur ce type de nommage que peut se faire le raisonnement de quantite´










Fig. 4.13 – Ensembles imbrique´s
Le calcul de l’entropie de E, c’est-a`-dire la quantite´ moyenne d’information associe´e
a` un e´le´ment de E, note´e IE, est obtenue a` partir des formules 6 et 7, et est de´finie par
la formule 8.
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On appellera cette me´trique MESS(E).
Soit E ′′ un ensemble structure´ posse´dant localement tous les n e´le´ments appartenant
a` l’ensemble E (E” ne posse`de aucun sous-ensemble).
On a donc | E ′′ |= ‖E ′′‖ =| E | (voir illustration Figure 4.14).
Cet ensemble E” pre´sente une valeur de la me´trique MESS minimale pour l’ensemble
des e´le´ments contenus (cf. section 4.3.1). Pour cette raison, nous choisissons cet ensemble



































Fig. 4.14 – Ensemble de re´fe´rence
Soit MESSN(E) la me´trique MESS norme´e par rapport a` la mesure MESS de






avec MESS(E ′′) = IE′′ = log2(‖E”‖) = log2(| E |)
MESSN permet ainsi de repre´senter l’influence de la structure de E sur sa com-
plexite´. En effet, cette me´trique ne tient pas compte de la complexite´ lie´e au nombre
d’e´le´ments contenus, mais uniquement de la complexite´ d’accessibilite´ aux informations
dans cette structure. Dans le cadre de nos travaux sur la conception oriente´e-objet, celle-
ci permettra de choisir une structure, c’est-a`-dire un mode`le de conception favorisant la
pre´vention des fautes.
4.4.2 Illustration
Nous appliquons ici les me´triques MESS et MESSN sur un exemple d’ensemble
structure´ : E posse`de deux e´le´ments propres (e1 et e2) et deux sous-ensembles A et B
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comportant respectivement deux et quatre e´le´ments propres. Dans la figure 4.15, nous
proposons e´galement une repre´sentation graphique de la me´trique.
On note IE(ε) la quantite´ d’information ne´cessaire pour identifier ε parmi un en-
semble E, avec ε e´le´ment propre (note´ ei dans la formule 4) ou sous-ensemble direct de
l’ensemble E (note´ Ej dans la formule 4).
Sur cet exemple, en appliquant la formule 5, la quantite´ d’information ne´cessaire
pour identifier dans l’ensemble E, l’e´le´ment
– e1 est IE(e1) = IE(E) + IE(e1) = 0 + log2(4) = 2,
– e3 est IE(e3) = IE(A) + IA(e3) = log2(4) + log2(2) = 3,
– e5 est IE(e5) = IE(B) + IB(e5) = log2(4) + log2(4) = 4.






e1      e2 AB
e5   e6    e7   e8
e3      e4
IB(ε) = log2(||B||)
         = log2(4)
IE(ε) = log2(||E||)
         = log2(4)
IA(ε) = log2(||A||)








e1      e2 AB
e5   e6    e7   e8
e3      e4
Fig. 4.15 – Illustration de la me´trique
De plus,
IE(e1) = IE(e2),
IE(e3) = IE(e4), et
IE(e5) = IE(e6) = IE(e7) = IE(e8).
Dans E, on a finalement pour entropie en appliquant la formule 8 :
MESS(E) =
(IE(e1) + IE(e2) + IE(e3) + IE(e4) + IE(e5) + IE(e6) + IE(e7) + IE(e8))
8
soit MESS(E) = (2× 2 + 2× 3 + 4× 4)/8 = 3, 25.
De plus, comme MESS(E”) = I ′E” = log2(| E |) = log2(8) = 3,
on en de´duit d’apre`s la formule 9 que MESSN(E) = 3, 25/3 = 1, 0833....
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4.5 MESS et MESSN applique´es aux programmes
oriente´s-objet
Nous pre´sentons dans cette section l’instanciation des me´triques MESS et MESSN
dans le domaine des programmes oriente´s objet. Nous illustrerons ensuite sur des
exemples l’apport de ces me´triques, en les comparant a` d’autres me´triques classiques
du logiciel.
4.5.1 Ensembles structure´s et programmes oriente´s objet
Les programmes oriente´s objet peuvent eˆtre vus comme des ensembles structure´s.
Chaque classe C peut eˆtre repre´sente´e par un ensemble structure´ C. Les me´thodes et
attributs de´clare´s dans la classe C correspondent aux e´le´ments propres de l’ensemble C.
Les classes he´rite´es par la classe C sont des sous-ensembles de C, et ne comportent que
les e´le´ments he´rite´s (pas d’attribut ou de me´thode prive´s).
Nous pre´sentons dans la figure 4.16 quelques exemples de correspondances entre





























































Fig. 4.16 – Correspondance entre ensemble structure´ et conception oriente´e objet
4.5.2 De´finitions
Dans le cadre de programmes oriente´s objet, les formules 5, 6 et 7 sont adapte´es pour
estimer la quantite´ d’information ne´cessaire pour identifier un e´le´ment de code elt (une
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me´thode, un attribut) dans une classe C. On obtient ici les formules spe´cifiques 5’, 6’ et
7’ suivantes :
MESSC(elt) = MESSC(C
′) +MESSC′(elt) (Formule 5’)





log2(‖C‖) +MESSCi(C ′) (2)
(1) si C ′ est une sous-classe directe de C
(2) sinon, avec Ci sous-classe de C telle que C
′ sous classe
me`re de Ci .
(Formule 7’)
La me´trique pre´sente´e ici s’applique sur les e´le´ments de code accessibles dans une
classe C. Comme illustre´ par la figure 4.17, elle peut eˆtre applique´e sur
– l’ensemble des e´le´ments de code accessibles dans une classe C (e´le´ments et attri-
buts) auquel cas on la note MESSC , ou
– uniquement sur les me´thodes, note´e MESSCM , ou
– uniquement sur les attributs, note´e MESSCA .
INFORMATIONS
dans une classe C
Méthodes et attributs de C
MESSC
METHODES


































CA  : tout attribut
accessible dans C
MESSCA
Fig. 4.17 – Ensembles et sous-ensembles d’e´le´ments de code et me´triques associe´es
Le niveau 1 de description des informations de´crit sur cette figure repre´sente la
description la plus ge´ne´raliste : aucune distinction n’est faite entre les diffe´rents types
d’informations contenues dans une classe.
Le niveau 2 de description propose de faire une premie`re distinction entre les informa-
tions de type me´thode et les informations de type attribut, et de ne conside´rer qu’un de
ces deux types d’informations pour estimer la complexite´ de compre´hension d’une classe.
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Nous verrons dans les sections 4.7.1 et 4.7.2 un niveau supple´mentaire de de´clinaison
dans la description des informations conside´re´es pour de´finir des me´triques spe´cifiques
a` la compre´hension d’informations (me´thodes ou attributs) dans un programme donne´,
en fonction des types d’utilisation de ces informations.
4.5.3 Exemples comparatifs des me´triques propose´es et de me´-
triques usuelles
Dans cette sous-section, nous appliquons diffe´rentes me´triques sur diffe´rentes concep-
tions oriente´es objet, en mettant en e´vidence l’influence de :
– la structure globale sur la complexite´,
– la re´partition des me´thodes dans un meˆme type de structure.
Les me´triques compare´es sont les suivantes :
– MESS / MESSN. Les exemples de structures conside´re´s ne posse´dant que des
me´thodes, les me´triques MESSC et MESSCM sont e´quivalentes. Nous conside´rons
donc que nous appliquons la me´trique MESSC .
– CE = calcul d’entropie sur la distribution d’utilisation des ope´rateurs. Ce calcul
est de´taille´ dans [79]. Nous faisons l’hypothe`se que les utilisations de chacune
des me´thodes sont e´quiprobables, car nous ne nous inte´ressons pour l’instant qu’a`
l’aspect de´claratif des e´le´ments (re´partition des de´finitions d’e´le´ments de code dans
une structure de code objet).
– NOM (Number Of Methods) [86] appele´e aussi NLM (Number of Local Methods)
[85].
– DIT [38] Depth of Inheritance Tree.
– NAC (Number of Ancestors Classes) [85] appele´e aussi NOA (Number Of Ances-
tor) [119].
Influence de la structure d’un code objet
Nous appliquons sur un jeu de structures de code oriente´ objet les me´triques de
complexite´ de code e´nume´re´es pre´ce´dement. Dans chacun des exemples de structure de
code, 300 me´thodes sont accessibles dans une classe A. Les re´sultats obtenus sont fournis
par la figure 4.18.
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Fig. 4.18 – Exemples de structures OO et estimation par diverses me´triques
Nous observons dans le tableau comparatif que tout comme la me´trique DIT, la
me´trique MESS permet de repre´senter la complexite´ croissante lie´e a` la distance existante
entre les classes comportant les de´clarations d’e´le´ments accessibles et la classe e´tudie´e.
Cette corre´lation est importante car comme identifie´ par l’OOTiA [102], la profondeur
des chaˆınes d’he´ritages a un impact sur le risque de faute.
Nous remarquons que, comme explique´ dans la section 4.2, la me´trique CE ne tient
pas compte des diffe´rentes structures comportant les 300 me´thodes, pour lesquelles des
fre´quences e´quiprobables sont conside´re´es.
Influence de la re´partition des me´thodes dans une structure de code objet
Nous appliquons sur diffe´rentes re´partitions de 300 me´thodes dans une meˆme struc-
ture OO, les meˆmes me´triques de complexite´ de code que pre´ce´demment. Les re´sultats
sont fournis par la figure 4.22.
Nous observons ici que la me´trique DIT ne prend pas en compte les distances plus
ou moins importantes entre les de´clarations d’e´le´ments accessibles dans cette structure,
et la classe e´tudie´e. La me´trique MESS inte`gre ce facteur.
4.6 MESSP et MESSPN : inte´gration des fre´-
quences d’utilisation
Les me´triques MESS et MESSN pre´sente´es dans la section pre´ce´dente permettent
d’estimer de manie`re globale la compre´hension moyenne que le concepteur peut avoir
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Fig. 4.19 – Exemples de re´partitions de 300 me´thodes et estimation par diverses me´-
triques
des e´le´ments accessibles dans une classe donne´e.
Cependant, les e´le´ments accessibles dans une classe ne sont souvent pas tous utilise´s
dans cette classe. Seuls les e´le´ments de code he´rite´s et utilise´s dans une classe peuvent
eˆtre a` l’origine d’erreurs dans cette classe. C’est pourquoi nous introduisons de nouvelles
me´triques, MESSP et MESSPN , base´es sur le calcul de MESS et de MESSN , et
inte´grant en plus des coefficients des fre´quences d’utilisation des diffe´rents e´le´ments. En
effet, les valeurs MESSC(e) de compre´hension associe´es a` chacun des e´le´ments e depuis
une classe C sont ponde´re´es par les fre´quences d’utilisation de ces e´le´ments dans la classe
C (les calculs seront de´taille´s dans les sous-sections suivantes).
Ainsi, pour appliquer les me´triques MESSP et MESSNP sur des classes, il devient
ne´cessaire de connaˆıtre :
– les appels aux diffe´rentes me´thodes locales ou he´rite´es, et
– les acce`s (lecture / e´criture) aux diffe´rents attributs.
Par conse´quent, contrairement a` MESS et MESSN qui sont applicables de`s la concep-
tion (avec UML par exemple), ces me´triques ne´cessitent la connaissance du corps des
me´thodes pour en de´duire les fre´quences d’utilisations des e´le´ments de code ne´cessaires
au calcul.
Nous pre´sentons la me´trique MESSP dans la sous-section 4.6.1, puis sa version
normalise´e dans la section 4.6.2.
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4.6.1 MESSP
Rappelons que la me´trique MESSP a pour objectif d’estimer, dans une classe C
donne´e, la compre´hension moyenne que l’on a des e´le´ments utilise´s depuis cette classe
C, cette moyenne e´tant ponde´re´e par les fre´quences d’utilisation de ces e´le´ments.
La me´trique MESSP d’une classe C est de´finie par la somme des quantite´s
MESSC(e) pour chaque e´le´ment e accessible dans C, ponde´re´e par pe, la fre´quence
d’utilisation de chacun de ces e´le´ments e. Le calcul de cette me´trique est formalise´ par




pe ×MESSC(e) (Formule 10)
Application a` un module du flight manager
Pour illustrer cette me´trique, nous proposons de l’appliquer a` un extrait de code
issu du prototype d’un Flight Manager de´veloppe´ par Thales Avionics. Une classe
Constraint (figure 4.20), puis une classe d’extension AltitudeConstraint (figure 4.21),
sur laquelle nous proposons le calcul de la me´trique MESSP.
package xxx.xxxxx.xxx.xxxxx;
/**
* @author Ste´phane LERICHE
*/




public boolean isApplicable(AircraftContext context) {
...
}
public abstract boolean isReachable(AircraftContext context);
public abstract boolean isReached(AircraftContext context);
}
Fig. 4.20 – Un extrait de code
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package xxxxx.xxxxxx.xxx.xxxxx;
/**
* @author Ste´phane LERICHE
*/
public class AltitudeConstraint extends Constraint
{
protected double altitude;





public boolean isReachable(AircraftContext context) {
assert isApplicable(context) : "Check isApplicable before isReachable!!";
if (type == ConstraintType.AT || type == ConstraintType.AT_OR_BELOW) {





public boolean isReached(AircraftContext context) {
double MARGIN = Math.abs(context.getDz());
if (type == ConstraintType.AT) {
if (context.getZ() > altitude - MARGIN &&
context.getZ() < altitude + MARGIN) return true;
else return false;
}
else if (type == ConstraintType.AT_OR_ABOVE) {









Fig. 4.21 – Un second extrait de code
Dans cette classe AltitudeConstraint, les e´le´ments de code suivants sont accessibles
sur les instances de classe.
– Les e´le´ments locaux :
– l’attribut altitude, et
– les constructeurs et me´thodes AltitudeConstraint, isReachable et
isReached.
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– Les e´le´ments he´rite´s :
– les attributs x , type, et
– les me´thodes abstraites isReachable et isReached, et la me´thode
isApplicable.
C’est sur cet ensemble d’e´le´ments de code que nous raisonnons pour calculer la valeur
de MESSP (AltitudeConstraint).
Remarquons que les e´le´ments de code abstraits sont force´ment ponde´re´s par une
fre´quence d’utilisation nulle car ils ne peuvent pas eˆtre utilise´s dans du code.
Finalement, les e´le´ments locaux ou he´rite´s sont utilise´s dans la classe
AltitudeConstraint comme re´capitule´ dans le tableau suivant :










Nombre total d’utilisations 13
Avant d’appliquer le calcul de la me´trique de´finie par la formule 10, on doit calculer au
pre´alable
– la quantite´ IAltitudeConstraint(eAltitudeConstraint) d’information ne´cessaire a` identifier
un e´le´ment local dans la classe AltitudeConstraint, et
– la quantite´ IAltitudeConstraint(eConstraint) d’information ne´cessaire a` identifier un
e´le´ment he´rite´ dans la classe AltitudeConstraint depuis la classe Constraint.
Pour faire ces calculs, nous devons connaˆıtre les valeurs de log2(‖Constraint‖) et de
log2(‖AltitudeConstraint‖), que nous calculons ici :
– Dans la classe Constraint, 5 e´le´ments de code sont de´finis localement (2 attributs
et 3 me´thodes). On a donc ‖Constraint‖ = 5 et log2(‖Constraint‖) = log2(5).
– Dans la classe AltitudeConstraint, 4 e´le´ments de code sont de´finis loca-
lement (1 attribut et 3 me´thodes), et il y a de plus une classe he´rite´e (la
classe Constraint). On a donc ‖AltitudeConstraint‖ = 4 + 1 = 5 et donc
log2(‖AltitudeConstraint‖) = log2(4 + 1) = log2(5).
Nous pouvons alors calculer les quantite´s suivantes, en appliquant les formules 6 et 7 :
IAltitudeConstraint(eAltitudeConstraint) = log2(‖AltitudeConstraint‖) = log2(4+1) = log2(5)
IAltitudeConstraint(eConstraint) = IAltitudeConstraint(Constraint) + IConstraint(eConstraint)
= IAltitudeConstraint(eAltitudeConstraint) + log2(‖Constraint‖)
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= log2(5) + log2(5) = log2(25)
A partir de ces valeurs, nous pouvons appliquer la me´trique MESSP de´finie par
la formule 10 sur la classe AltitudeConstraint comme suit (dans l’ordre utilise´ pour














× log2(5) + 7
13
× log2(25) ≈ 3, 572197.
Influence des fre´quences d’utilisation des e´le´ments
Nous souhaitons ici mettre en e´vidence l’influence de la prise en compte des fre´-
quences d’utilisation des e´le´ments de code locaux ou he´rite´s, par la me´trique MESSP .
Pour cela, nous appliquons les me´triques MESS et MESSP sur diffe´rentes structures
oriente´es objet contenant 300 me´thodes.
Pour appliquer la me´trique MESSP sur la classe A de chaque structure e´tudie´e, il
est ne´cessaire de connaˆıtre la proportion des utilisations d’e´le´ments, dans A, en fonction
de leur classe d’origine. Par exemple, une classe he´ritant d’une seule classe peut utiliser
des e´le´ments de code de´finis localement ou he´rite´s par sa classe me`re. Il s’agit ici de
de´finir la proportion de l’utilisation d’e´le´ments locaux et celle d’e´le´ments he´rite´s.
Les re´sultats obtenus sur diffe´rentes structures oriente´es objet sont synthe´tise´s par
la figure 4.22.
∗ Pour ce calcul, nous conside´rons les fre´quences d’utilisations suivantes (en propor-
tions, donc en pourcentages) :
– 1er cas : fA(eA) = 100%,
– 2e`me cas : fA(eA) = 90% et fA(eB) = 5%,
– 3e`me, 4e`me et 5e`me cas : fA(eA) = 85% et fA(eB) = 10% et fA(eC) = 10%.
ou` fA(eB) repre´sente la proportion d’utilisation dans la classe A, des e´le´ments de´clare´s
dans la classe B.
Nous observons que dans le cas des classes A qui n’ont pas de classe me`re (c’est-a`-dire
comportant localement tous les e´le´ments de code accessibles), le calcul des me´triques
MESS et MESSP fournit une meˆme valeur (1er cas avec MESS = MESSP =
8, 2288). En effet, comme tous les e´le´ments accessibles dans A sont de´finis localement,
pour chaque e´le´ment e accessible dans A, on a MESSA(e) = log2(|A|). Par conse´quent,
les ponde´rations utilise´es dans le calcul de la me´trique MESSP ne peuvent pas modifier
le calcul global de MESSA car pour tous les e´le´ments e de ce type de classe, les valeurs
associe´es MESSA(e) sont e´gales.
Nous remarquons aussi que la prise en compte des fre´quences d’utilisations des e´le´-
ments de code permet de conside´rer qu’une classe ayant une valeur MESS e´leve´e (der-
nier exemple : MESS = 15,4669) peut pre´senter une valeur de MESSP tre`s faible
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Fig. 4.22 – Estimations de MESS et MESSP sur divers programmes oriente´s objet
(bien plus faible que la valeur re´fe´rence 8,2288). En effet, sur le dernier exemple, la
valeur obtenue par la me´trique MESSP est 5,963175. Pour justifier cette valeur, re-
marquons que la classe A ne comporte que 25 e´le´ments locaux, et que ces derniers
repre´sentent, d’apre`s nos choix de fre´quences pour cet exemple, 85% des utilisations
d’e´le´ments (fA(eA) = 85%). Peu d’e´le´ments sont donc tre`s fre´quemment utilise´s, tandis
que de nombreux e´le´ments beaucoup moins accessibles (he´rite´s de la classe C) sont tre`s
peu utilise´s (fA(eC) = 5%). L’acce`s tre`s facile aux e´le´ments les plus utilise´s dans la classe
A permet de re´duire l’estimation moyenne de la difficulte´ d’acce`s a` un e´le´ment utilise´
dans A.
4.6.2 MESSPN
Soit MESSPN(C) la me´trique MESSP norme´e par rapport a` la mesure MESS
de l’ensemble C ′′′, tel que de´fini ci-apre`s. Nous choisissons une classe C ′′′ dans laquelle
sont de´clare´s localement uniquement les e´le´ments accessibles et utilise´s dans la classe
C. La figure 4.23 propose un exemple de classe C comportant un ensemble d’e´le´ments
accessibles. En conside´rant que seuls les e´le´ments de code e2, ej, ek, et en sont utilise´s
dans cette classe C, l’ensemble de re´fe´rence C ′′′ associe´ est alors tel qu’illustre´ sur la
meˆme figure 4.23.
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Fig. 4.23 – Exemple de la classe de re´fe´rence C ′′′ pour une classe C.





avec MESS(C ′′′) = log2(‖C ′′′‖) = log2(| C |).
MESSPN permet ainsi de repre´senter l’influence de la structure de C sur l’accessi-
bilite´ (et donc sur la compre´hension) des e´le´ments utilise´s dans une classe.
Remarquons que l’on a MESS(C ′′′) = MESSP (C ′′′).
Pour appliquer la me´trique MESSPN sur la classe AltitudeConstraint de
l’exemple de code utilise´ dans la sous-section pre´ce´dente (figure 4.20), nous devons tout
d’abord conside´rer une classe re´fe´rence, note´e AltitudeConstraint”’, dans laquelle sont
de´finis de manie`re locale tous les e´le´ments utilise´s dans la classe AltitudeConstraint.
La classe AltitudeConstraint”’ comporte donc les e´le´ments altitude, x, type et
isApplicable.
On en de´duit alors que le cardinal local est e´gal a` : ‖AltitudeConstraint′′′‖ = 4.
donc MESSP (AltitudeConstraint′′′) = log2(4) = 2.









Cette valeur peut eˆtre interpre´te´e comme un indicateur de l’optimisation de la com-
pre´hension des e´le´ments dans une structure. La valeur“1”repre´sente une valeur re´fe´rence
dans laquelle les e´le´ments sont tous identifie´s de manie`re identique, avec log2(n) dans
le cas de n e´le´ments. La valeur obtenue (1,78..) montre que la quantite´ d’informations
ne´cessaire pour identifier un e´le´ment dans la classe AltitudeConstraint est presque
e´gale au double de celle ne´cessaire pour l’identification d’e´le´ments de la classe re´fe´rence
AltitudeConstraint”’.
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Des bonnes conceptions peuvent pre´senter des valeurs pour la me´trique MESSP
infe´rieures a` la valeur “re´fe´rence”, de par les ponde´rations par fre´quences d’utilisation
prises en compte dans le calcul. En effet, comme introduit dans le cas d’une bibliothe`que
en fin de section 4.3.2, une structure de´se´quilibre´e peut s’ave´rer be´ne´fique si les e´le´ments
les plus acce´de´s sont ceux les plus accessibles dans la structure choisie.
Ces nouvelles me´triques MESSP et MESSPN , e´tant ponde´re´es par la fre´quence
d’utilisation des e´le´ments de code he´rite´s, ne sont applicables qu’a` des phases avance´es
d’un de´veloppement logiciel. Elles sont plus pre´cise´ment repre´sentatives des risques lie´s
a` la compre´hension des e´le´ments de code manipule´s dans une classe. Le couplage de
l’emploi de ces me´triques, et de celui des me´triques MESS et MESSN de`s les phases
amont de conception permet une meilleure identification et estimation des risques de
fautes lie´es a` l’he´ritage, et ce tout au long du processus de de´veloppement logiciel. Les
zones d’un code objet porteuses d’un risque important de fautes lie´es a` l’he´ritage peuvent
ainsi eˆtre identifie´es au plus toˆt.
4.6.3 Mesures du danger et mesures du risque
Les me´triques introduites dans les sections pre´ce´dentes (MESS, MESSN , MESSP
et MEESPN) ont des roˆles diffe´rents dans l’estimation des risques.
1. Les premie`res (MESS et MESSN) fournissent une estimation du danger (ter-
minologie introduite dans le chapitre 2 d’identification), car elles estiment la com-
pre´hensibilite´ d’un ensemble d’e´le´ments.
En effet, nous assimilons la pre´sence d’e´le´ments de code difficilement compre´hen-
sibles par un concepteur a` la pre´sence d’un danger dont le programme est l’acteur,
et ne conside´rons qu’il n’y a risque de faute que si ce concepteur utilise ces informa-
tions qu’il ne maˆıtrise pas. La modification du programme (ajout d’une me´thode,
etc.) constitue une prise de risque.
2. Ainsi, les secondes me´triques (MESSP et MESSPN) fournissent une estima-
tion de la prise de risque encourue relativement aux dangers identifie´s, dans une
situation dangereuse donne´e.
Par exemple, les me´triques MESS et MESSP indiqueront qu’une classe he´ritant
d’un grand nombre d’e´le´ments de code par de nombreux niveaux d’he´ritages est porteuse
d’un danger important. Cependant, les me´triques MESSP et MESSPN pourront indi-
quer pour cette meˆme classe une valeur des risques associe´s2 nulle si aucun des nombreux
e´le´ments accessibles n’est utilise´ dans cette classe. En effet, dans le cas ou` le concep-
teur ne manipule pas les e´le´ments qu’il ne maˆıtrise pas, il ne risque pas de commettre
les fautes de conception qui leurs sont associe´es (il pourra engendrer d’autres types de
fautes, mais elles devront eˆtre estime´es se´pare´ment).
Dans le calcul des me´triques MESSP et MESSPN , les ponde´rations par les fre´-
quences d’utilisation des e´le´ments de code correspondent a` la prise en compte du nombre
des situations dangereuses (prises de risque) associe´es a` chaque e´le´ment de code. Ainsi,
2estimation du risque induit par la situation dangereuse
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un e´le´ment de code non utilise´ engendre un risque nul tandis qu’un e´le´ment de code fre´-
quemment utilise´ impactera la valeur globale du risque. Si la connaissance d’un e´le´ment
fre´quemment utilise´ dans une classe ne´cessite une grande quantite´ d’informations, le
risque de cette classe sera e´le´ve´. Si au contraire les e´le´ments fre´quemment utilise´s dans
une classe sont de´finis localement par exemple, l’estimation dans la classe du risque
associe´ aux e´le´ments manipule´s sera re´duite.
Nous comprenons alors la comple´mentarite´ des me´triques propose´es pour l’estimation
des risques :
– les premie`res permettent une estimation globale de la compre´hension des e´le´ments
accessibles dans une classe, et sont applicables de`s les phases amont de conception
(avant l’imple´mentation des diffe´rentes me´thodes de classe), tandis que
– les secondes permettent une estimation plus comple`te, tenant compte des situations
dangereuses, mais ne´cessitant la connaissance de´taille´e de la conception logicielle
a` estimer.
Cependant, nous soulignons le fait que les me´triques propose´es jusque la` sont tel-
lement ge´ne´riques que l’estimation obtenue donne un indicateur de la compre´hension
globale des e´le´ments de code, mais ne permet pas de donner un indicateur de compre´-
hension associe´ a` certains types d’e´le´ments de code. En effet, aucune distinction n’est
faite entre les diffe´rents types d’e´le´ments de code (me´thodes, constructeurs, attributs).
Par conse´quent, les estimations obtenues indiquent un degre´ de compre´hension ge´ne´-
ral sur un code donne´, ce qui fournit une estimation globale des risques de mauvaise
utilisation de ces e´le´ments.
Afin de permettre une estimation plus pre´cise des diffe´rents types de fautes de concep-
tion, nous allons proposer un ensemble de me´triques distinguant les diffe´rents types
d’informations manipule´es dans un programme. Ces me´triques nous permettront alors
d’obtenir diffe´rentes estimations pour les risques de fautes associe´es aux diffe´rents types
d’informations d’un programme.
4.7 De´clinaisons de la me´trique MESS
Les me´triques propose´es jusqu’ici permettent d’estimer l’influence de l’he´ritage, et
d’une structure objet de manie`re ge´ne´rale, sur la compre´hension du programmeur. La
mauvaise compre´hension e´tant bien suˆr a` l’origine de l’introduction de fautes, les me´-
triques propose´es dans ce chapitre fournissent une estimation ge´ne´rale qui doit ensuite
eˆtre combine´e avec l’estimation d’autres facteurs pour mesurer le risque de fautes spe´-
cifiques e´tudie´es.
Nous proposons dans cette section ces me´triques comple´mentaires, estimant plus pre´-
cise´ment la compre´hension associe´e a` un type donne´ d’informations. En effet, comme
illustre´ par la figure 4.24 qui e´tend la figure 4.17, les informations que l’on conside`re
dans un programme oriente´ objet sont tout d’abord de deux types : me´thodes ou attri-
buts. Puis parmi ces deux types, nous allons distinguer des sous-classes d’informations,
figurant au niveau 3 sur la figure 4.24.
Par exemple, nous voyons que parmi l’ensemble des me´thodes, nous pouvons dis-
tinguer le sous-ensemble des me´thodes rede´finies, celui des me´thodes d’extension, ou
encore celui des constructeurs. De la meˆme manie`re, parmi les attributs, nous pouvons
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Fig. 4.24 – Sous-ensembles d’informations et me´triques associe´es
Si nous distinguons ces sous-classes d’informations porte´es dans un programme, c’est
parce que ces dife´rentes sous-classes engendrent diffe´rents types de fautes de conception.
C’est pourquoi nous proposons dans les sous-sections suivantes des me´triques esti-
mant la compre´hension de programme, tout d’abord en ne conside´rant que les me´thodes
rede´finies dans un programme (section 4.7.1), puis en ne conside´rant que les masquages
d’attributs (section 4.7.2). Les me´triques associe´es aux autres sous-ensembles de me´-
thodes figurant sur la figure 4.24 (constructeurs et me´thodes d’extension) sont base´es
sur le meˆme principe que celles des me´thodes rede´finies.
4.7.1 Nouvelles me´triques pour l’estimation de la compre´hen-
sion des rede´finitions de me´thodes
Nous pre´sentons ici les me´triques permettant une estimation de la compre´hension par
un concepteur d’un programme contenant des rede´finitions de me´thodes. L’estimation
de cette compre´hension du code pourra eˆtre conside´re´e comme un indicateur du risque
de fautes lie´es a` la rede´finition, engendrant par exemple, la violation du LSP, ou encore
une rede´finition involontaire.
Dans cette section, nous de´finissons ces me´triques dans le contexe des risques lie´s a`
la rede´finition de me´thode (niveau 3 sur la figure 4.24), et non spe´cifiquement a` un type
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de faute donne´. Nous verrons au chapitre 5 les de´clinaisons spe´cifiques de me´triques
propose´es pour les types de fautes lie´es a` la rede´finition de me´thode (SDA, SDI, RI,
etc). Au chapitre 6, nous e´tablirons l’estimation globale des diffe´rents types de faute en
prenant en compte les me´triques propose´es dans le chapitre 5.
Dans cette section, nous pre´sentons successivement
– une me´trique estimant la compre´hension des rede´finitions de me´thodes e´tablies
dans une classe donne´e (me´trique applique´e sur une classe), puis
– une me´trique estimant la compre´hension de la rede´finition d’une me´thode parti-
culie`re (me´trique applique´e sur une me´thode), tenant compte de sa situation dans
le programme et de la situation relative de la me´thode qu’elle rede´finie.
Ces me´triques doivent exprimer le fait que
– plus une me´thode he´rite´e est distante de sa rede´finition (en nombre de niveaux
d’he´ritages), plus sa compre´hension sera re´duite dans la classe de rede´finition, et
– plus il y a de me´thodes rede´finies dans une classe, plus la compre´hension des
diffe´rentes me´thodes rede´finies est difficile.
La me´trique MESS pre´sente´e en section 4.4 est donc de´cline´e pour proposer de
nouvelles me´triques spe´cifiques.
Me´trique applique´e sur une classe
Cette me´trique ne tient compte que des me´thodes rede´finies : si il n’y a pas de
rede´finition de me´thode dans une classe, les risques associe´s aux rede´finitions de
me´thodes sont bien suˆr nuls.
Soit COverriding(C) l’ensemble de me´thodes de´clare´es dans une classe C rede´finissant
une me´thode he´rite´e.
Soit COverridden(C) l’ensemble des me´thodes rede´finies par les me´thodes de
COverriding(C) dans la classe C.
Remarquons qu’en cas de rede´finitions en cascades dans une meˆme chaˆıne d’he´ritage,
nous conside´rons dans COverridden la me´thode rede´finie la plus proche. Dans l’exemple
ci-apre`s, la me´thode B.f appartient a` l’ensemble des me´thodes rede´finies dans la classe C
(B.f ∈ COverridden(C)) tandis que la me´thode A.f n’appartient pas a` ce meˆme ensemble.
Classe A





On obtient dans l’exemple ci-contre les valeurs suivantes :
– COverriding(A) = {}
– COverriding(B) = {B.f}
– COverriding(C) = {C.f, C.g}
– COverridden(A) = {}
– COverridden(B) = {A.f}
– COverridden(C) = {B.f, A.g}
Nous de´finissons par la formule 12 la me´trique MESS-Overriding applique´e sur toute
classe C d’un programme objet :
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Si dans une classe, COverriding est un ensemble vide (aucune rede´finition dans cette
classe), les risques de fautes lie´es a` la rede´finition de me´thode sont nuls.
Nous remarquons que cette me´trique fait la somme des MESSC(meth), pour toutes
les me´thodes meth rede´finissantes dans la classe C. Nous choisissons de sommer sans
ponde´rer les quantite´s associe´es aux diffe´rentes rede´finitions de me´thodes car nous consi-
de´rons que les risques se cumulent.
Me´trique applique´e sur une me´thode
Cette me´trique ne tient compte, pour une rede´finition donne´e, que de la distance, au
sens du calcul de MESS, qui la se´pare de la me´thode rede´finie.
Soit meth une me´thode appartenant a` une classe C, rede´finissant une me´thode meth′
he´rite´e. Nous de´finissons ici une me´trique, MESS-OverridingC(meth), permettant d’esti-
mer le nombre d’informations ne´cessaires pour identifier, depuis la classe C, la me´thode
meth′ rede´finie. La formule 13 formalise ce calcul.
MESS-OverridingC(meth)= MESSC(meth’) (Formule 13)
Illustration de ces me´triques estimant les risques lie´s aux rede´finitions de
me´thodes
Nous proposons quelques exemples de structures de programmes dans lesquelles nous
observons uniquement les me´thodes de´clare´es. Nous prenons diffe´rentes re´partitions d’un
ensemble de me´thodes f , g, m et n, toutes de´clare´es dans une structure de programme de
3 classes A, B et C d’une meˆme chaˆıne d’he´ritage, comme illustre´ par la figure 4.25. Nous
proposons sur cette figure un tableau synthe´tisant les valeurs obtenues par l’application
de la me´trique MESS-Overriding(class) (note´e MESS-O(class) sur la figure) sur chacune
des classes A, B et C, et par l’application de la me´trique MESS-OverridingA(meth)
(note´e MESS-OA(meth) sur la figure) sur les me´thodes f et g, depuis la classe A.
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Fig. 4.25 – Exemples d’applications de la me´trique MESS-Overrding
Nous observons sur les re´sultats obtenus que le nombre de rede´finitions de me´thodes
effectue´es dans une classe ainsi que les distances depuis lesquelles les me´thodes rede´fi-
nies sont de´clare´es, sont bien pris en compte dans les mesures. Les me´triques propose´es
constituent donc de bons moyens d’estimation des risques lie´s aux rede´finitions de me´-
thodes.
Ainsi, le premier exemple (celui de gauche) et le troisie`me exemple, ont des structures
de programme a` l’identique hormis l’ajout d’une seconde rede´finition de me´thode (g)
dans la classe A. On voit que cette diffe´rence impacte conside´rablement la valeur obtenue
par la me´trique MESS-Overriding(A) qui est ici plus que double´e par l’ajout de la
rede´finition de g dans la classe A (elle passe de 3,58 a` 8).
Une autre comparaison inte´ressante est celle des deux exemples de programmes de
gauche sur la figure (colonnes 1 et 2). En effet, ces structures sont quasiment identiques
(meˆme re´partition des me´thodes), mis-a`-part le fait que la rede´finition de me´thode effec-
tue´e dans la classe A est faite sur une me´thode he´rite´e depuis deux niveaux d’he´ritages
dans le premier cas, et depuis un seul niveau d’he´ritage dans le second. On voit que
cette diminution de la distance existante entre la me´thode rede´finissante et la me´thode
rede´finie impacte directement la valeur estime´e et re´duit celle du risque associe´ a` la me´-
thode rede´finissante (MESS-OverridingA(f) dans le premier cas et MESS-OverridingA(g)
dans le second cas) et donc associe´ a` la classe A (MESS-Overriding(A)). En effet, dans
l’exemple de la colonne de gauche, la me´thode rede´finie C.f() dans la classe A est moins
accessible que la me´thode B.g() rede´finie dans l’exemple de la seconde colonne, dans la
classe A, car elle est he´rite´e depuis davantage de niveaux d’he´ritage.
Enfin, remarquons que dans l’exemple de la colonne de droite (4e`me colonne), dans
lequel la me´thode f est rede´finie dans chaque classe, la mesure de compre´hension associe´e
a` cette me´thode depuis la classe A est meilleure que dans le cas de la 3e`me colonne,
ou` la me´thode rede´finie est plus e´loigne´e (2 niveaux d’he´ritages). Cela s’explique en
effet par la plus grande proximite´ des informations rede´finies, proximite´ favorise´e par la
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rede´finition re´gulie`re des me´thodes.
4.7.2 Nouvelles me´triques pour l’estimation de la compre´hen-
sion des masquages d’attributs
Dans cette section, nous proposons des me´triques estimant la difficulte´ de compre´-
hension associe´e aux masquages d’attributs dans une classe donne´e (ensemble d’infor-
mations de droite du 3e`me niveau sur la figure 4.24). Elles sont, tout comme dans le cas
des rede´finitions de me´thode, base´es sur le calcul de MESS.
La premie`re me´trique est applique´e sur une classe, pour estimer la difficulte´ de com-
pre´hension associe´e a` l’ensemble des masquages d’attributs effectue´s dans une classe
donne´e. La seconde est applique´e a` un masquage d’attribut donne´, et estime la quan-
tite´ d’informations ne´cessaire pour identifier l’attribut masque´ depuis une classe donne´e
(celle contenant le masquage par un autre attribut).
Ces me´triques doivent exprimer le fait que
– plus un attribut est distant de l’attribut qui le masque (en nombre de niveaux
d’he´ritages), plus sa compre´hension sera re´duite, et
– plus il y a d’attributs masque´s, moins leur compre´hension est bonne.
Ces me´triques pourront eˆtre utilise´es lors de l’estimation des risques de faute lie´s au
masquage d’attribut, par exemple du type SDIH (State Definition Inconsistency due to
state variable Hiding) tel que de´fini dans [99].
Me´trique applique´e sur une classe
Soit CHiding l’ensemble d’attributs de´clare´s dans une classe C, masquant un attribut.
Soit CHidden l’ensemble des attributs rede´finis par les attributs de CHiding dans la classe
C.
Classe A





On obtient dans l’exemple ci-contre les valeurs suivantes :
– CHiding(A) = {}
– CHiding(B) = {B.x}
– CHiding(C) = {C.x,C.y}
– CHidden(A) = {}
– CHidden(B) = {A.x}
– CHidden(C) = {B.x, A.y}
Remarquons qu’en cas de masquage d’attributs en cascades dans une meˆme chaˆıne
d’he´ritage, nous conside´rons l’attribut masque´ le plus proche du masquage e´tudie´ pour
le calcul. Dans l’exemple pre´ce´dent, l’attribut B.x appartient a` l’ensemble des attributs
masque´s dans la classe C (B.x ∈ CHidden(C)) tandis que l’attribut A.x n’appartient pas
a` ce meˆme ensemble.
Nous de´finissons dans la formule 14 la me´trique MESS-Hiding applique´e sur toute
classe d’un programme objet :
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Si dans une classe, CHiding est un ensemble vide (aucun masquage d’attribut), les
risques de fautes lie´es au masquage d’attributs sont nuls.
De meˆme que pour la me´triqueMESS-Overridding (C), cette me´trique fait la somme
des MESSC(att), pour tous les attributs masquant un attribut he´rite´ dans la classe C.
Me´trique applique´e sur un attribut masquant
Soit att un attribut de´clare´ dans une classe C, masquant un attribut he´rite´. Nous
de´finissons ici une me´trique permettant d’estimer le nombre d’informations ne´cessaire
pour identifier, depuis la classe C, l’attribut he´rite´ att′ masque´ par att. La formule 15
permet de formaliser ce calcul.
MESS-HidingC(att) = MESSC(att
′) (Formule 15)
Illustration des me´triques estimant les risques lie´s aux masquages d’attributs
Nous proposons quelques exemples de structures de programmes dans lesquelles nous
observons uniquement les attributs de´clare´s.
Nous avons choisi dans la figure 4.26 des structures semblables a` celles pre´sente´es dans
la figure 4.25. Les calculs e´tant base´s sur la meˆme me´trique MESS, nous soulignons
qu’il est normal d’obtenir des valeurs similaires pour ces re´partitions de masquages
d’attributs aux valeurs obtenues pour les rede´finitions de me´thodes illustre´es dans la
figure 4.25. En effet, dans le calcul de la me´trique MESS, aucune disctinction n’est
faite entre une information de type me´thode ou attribut. Par conse´quent, l’application
de la de´clinaison de cette me´trique sur chacun des deux sous-types d’informations, et
pour des structures de code repre´sentant des re´partitions d’informations e´quivalentes,
procurent des estimations e´quivalentes.
Les structures propose´es repre´sentent diffe´rentes re´partitions d’un ensemble d’attri-
buts u, v, w et x, tous de´clare´s dans une structure de programme de 3 classes A, B et
C d’une meˆme chaˆıne d’he´ritage, comme illustre´ par la figure 4.26. Nous proposons sur
cette figure un tableau synthe´tisant les valeurs obtenues par l’application de la me´trique
MESS-Hiding(class) (note´e MESS-H(class) sur la figure) sur chacune des classes A, B
et C, et par l’application de la me´trique MESS-HidingA(att) (note´e MESS-HA(att) sur
la figure) sur les attributs u et v, depuis la classe A.
Nous observons de manie`re similaire aux observations faites sur la figure 4.25 que le
nombre de masquages d’attributs effectue´s dans une classe ainsi que les distances depuis
lesquelles les attributs masque´s sont de´clare´s, sont logiquement bien pris en compte dans
l’estimation des risques lie´s aux masquages d’attributs.
Ainsi, le premier exemple (celui de gauche) et le troisie`me exemple, ont des structures
de programme a` l’identique hormis l’ajout d’un second masquage d’attribut (u) dans la
classe A. On voit que cette diffe´rence impacte conside´rablement la valeur obtenue par
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la me´trique MESS-Hiding(A) qui est ici plus que double´e par le masquage de u dans la






























Fig. 4.26 – Exemples de structures OO et estimation de me´triques
De meˆme, remarquons les deux exemples de programmes de gauche sur la figure. Ces
deux structures sont quasiment identiques, mis-a`-part le fait que le masquage d’attribut
effectue´ dans la classe A est fait sur un attribut he´rite´ depuis deux niveaux d’he´ritages
dans le premier cas (v), et depuis un seul niveau d’he´ritage dans le second (u). On
voit que cette modification de la distance existante entre l’attribut masque´ et l’attribut
masquant impacte directement la valeur du risque associe´e a` l’attribut masquant (MESS-
HidingA(v) dans le premier cas et MESS-HidingA(u) dans le second cas) et donc associe´e
a` la classe A (MESS-Hiding(A)).
Enfin, remarquons que la compre´hension de masquages d’attributs est favorise´e par
la proximite´ entre l’attribut masque´ et l’attribut masquant. On observe ainsi que dans
l’exemple de la quatrie`me colonne, le risque associe´ au masquage de l’attribut u dans
la classe A (MESS-HidingA(u)) est plus faible que celui de la troisie`me colonne, car la
distance entre les deux attributs concerne´s est plus faible.
A partir de la me´trique ge´ne´rale MESS mesurant la complexite´ de syste`mes struc-
ture´s, nous avons de´duit dans ce chapitre la me´trique MESSC adapte´e aux structures
obtenues par combinaisons de classes au moyen de relations d’he´ritage. Nous en avons
de´rive´ des me´triques adapte´es a` la mesure de la difficulte´ de compre´hension des infor-
mations que sont les me´thodes et les attributs dans des classes (MESSCM et MESScA).
Celles-ci ont enfin e´te´ spe´calise´es pour des types d’utilisations particulie`res de ces infor-
mations (MESS-Overriding et MESS-Hiding). Dans le chapitre suivant, nous concluons
cette spe´cialisation en de´finissant des me´triques associe´es aux diffe´rents types de fautes




l’estimation des risques de fautes de
conception de l’OOTiA
Nous pre´sentons dans ce chapitre les me´triques de´finies spe´cifiquement pour l’estimation
de chacun des diffe´rents types de fautes oriente´es objet souleve´es dans l’OOTiA (Object
Oriented Technology in Aviation). Nous proposons successivement les analyses de chacun
des types de fautes e´tudie´s.
5.1 Des types d’informations vers des types de
fautes
Dans ce chapitre, nous proposons des me´triques permettant d’estimer de manie`re plus
spe´cifique le risque des diffe´rents types de fautes de conception cite´es dans l’OOTiA. En
effet, une estimation spe´cifique se veut plus adapte´e et donc plus pre´cise. Dans le but de
permettre un processus de management des risques de fautes logicielles, il est souhaitable
de proposer une estimation des risques de fautes la plus juste et pre´cise possible, pour
eˆtre a` la fois fiable et permettre des techniques de traitement adapte´es, qui ne soient ni
trop permissives, ni trop restrictives.
A partir de l’identification des risques de fautes e´tudie´es que sont les SDA1 (State De-
fined Anomaly), SDI1 (State Defined Incorrectly), RI1 (Rede´finition Involontaire), SVA1
(State Visibility Anomaly), ITU1 (Inconsistent Type Use), IISD1 (Indirect Inconsistent
State Definition), IC1 (Incomplete Construction), ACB1 (Anomalous Construction Be-
havior) et SDIH1 (State Definition Inconsistency due to a state variable Hiding), nous
pouvons en de´duire le type d’information qui est principalement implique´ dans chacun
d’entre eux. Ainsi, nous avons e´tabli un niveau de de´clinaison supple´mentaire (niveau
4) d’information propose´ dans la figure 5.1. En effet, les types de faute SDA, SDI, RI et
SVA sont spe´cifiques aux cas de rede´finitions de me´thodes. Les risques ITU et ISSD sont
porte´s par les me´thodes d’extension, tandis que les risques IC et ACB sont porte´s par
1Ces risques sont de´finis dans les sections suivantes
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les constructeurs. Enfin, le type de faute SDIH est porte´ par le masquage d’attributs.
Nous comprenons alors que pour estimer de manie`re plus fine chacun de ces types de













































































Fig. 5.1 – Vue ge´ne´rale sur les 4 niveaux de spe´cialisation
Les me´triques pre´sente´es dans le chapitre pre´ce´dent proposent une premie`re esti-
mation des risques de fautes associe´es a` la rede´finition de me´thode ou au masquage
d’attribut. Cependant, dans le cas de la rede´finition de me´thode par exemple, les diffe´-
rents types de fautes associe´s sont issus de diffe´rents types d’informations porte´es par
les me´thodes. Par exemple, la rede´finition involontaire de me´thode (RI) est porte´e par
la signature des me´thodes, tandis que la violation du LSP2 (SDA, SDI) est porte´e par
le corps des me´thodes remplissant un contrat donne´.
Ces diffe´rentes de´rivations entre types de fautes justifient donc que nous proposions
pour chacun d’entre-eux, des me´triques plus spe´cifiques, pour permettre une estimation
la plus pre´cise possible.
Nous proposons dans les sous-sections suivantes de suivre un plan identique pour




5.2. MESS-SDA : Estimation du risque de SDA
– Fournir une bre`ve description du type de faute,
– Proposer un exemple illustrant cette description,
– Mettre en e´vidence le type d’information mise en cause, et enfin
– De´finir la me´trique spe´cifique propose´e.
Nous effectuons cette analyse successivement pour les risques SDA, SDI, RI, SDIH,
IC, ACB, SVA, ITU et IISD, afin de traiter les proble`mes de conception souleve´s dans
l’OOTiA. Pour chaque analyse, la meˆme approche est utilise´e. Le lecteur de´sirant com-
prendre le principe pourra se contenter de lire le premier exemple.
5.2 MESS-SDA : Estimation du risque de SDA
5.2.1 Description
Le type de faute de SDA (State Defined Anomaly) est identifie´ dans [99] et
repris dans l’OOTiA en “issue # 92”. Il repre´sente le cas de violation du principe de
substituabilite´ de Liskov lors de la rede´finition de me´thode, sur le seul crite`re des types
d’interactions entre me´thodes et attributs (lecture, initialisation, modification, etc.).
Ce type de risque a e´te´ utilise´ comme exemple illustratif de la violation du principe de
LSP dans le chapitre d’identification des risques a` la section 2.3.2.
5.2.2 Un exemple
Prenons l’exemple d’une classe Sac, posse´dant
– un attribut nombreElements repre´sentant le nombre d’e´le´ments contenus dans le
sac, et
– une me´thode AjouterElements, mettant a` jour l’attribut nombreElements.
Si l’on e´tend la classe Sac par une classe SacBis, et que l’on rede´finit la me´thode
AjouterElements en omettant de mettre a` jour le nombre d’e´le´ments contenus dans le
sac, le type d’interaction entre la me´thode et l’attribut n’est pas compatible (absence
de modification de l’attribut). La figure 5.2 illustre cet exemple.
       Sac
nombreElements
AjouterElements









Fig. 5.2 – Exemple de faute du type SDA
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5.2.3 Type d’informations implique´es
Le risque de ce type de faute e´tant porte´ par les rede´finitions de me´thode, la me´-
trique ne conside`re que les me´thodes rede´finissant une me´thode he´rite´e dans cette classe
(me´trique MESS-Overriding).
Cependant, pour estimer de manie`re plus spe´cifique le risque de SDA, nous allons
affiner l’estimation. En effet, la pre´sence de ce type de faute e´tant lie´e a` la complexite´
des interactions existantes entre me´thodes et attributs de classe, nous proposons de
ponde´rer les quantite´s d’informations associe´es a` chaque rede´finition de me´thode par la
complexite´ des interactions de la me´thode rede´finie (InteractionsComplex(meth)).
5.2.4 Me´trique






La fonction InteractionsComplex devra associer a` toute me´thode meth une valeur
repre´sentant la complexite´ des types de ses interactions avec les attributs de classe. Cette
fonction doit donc tenir compte
– du nombre d’attributs modifie´s,
– du nombre d’attributs ne devant pas eˆtre modifie´s,
– du nombre d’attributs initialise´s, etc.
Nous de´finissons ici de manie`re intuitive les crite`res de se´lection de la fonction de
ponde´ration InteractionsComplex mais nous verrons dans le chapitre 6 comment ces
coefficients peuvent eˆtre e´tablis de manie`re analytique, en inte´grant les diffe´rents facteurs
du risque, au moyen de re´seaux Baye´siens.
Cette remarque est valable pour chacun des coefficients propose´s dans les me´triques
de´finies pour chacun des risques de fautes e´tudie´s dans les sections suivantes.
Nous pouvons estimer de manie`re individuelle le risque de SDA associe´ a` une me´thode
meth rede´finie par une me´thode meth′ dans une classe C par :
MESS-SDAC (meth) = InteractionsComplex(meth)×MESSC(meth).
5.3 MESS-SDI : Estimation du risque de SDI
5.3.1 Description
Le type de faute de SDI (State Defined Incorrectly) est identifie´ dans [99] et
repris dans l’OOTiA en “issue # 94”. Il repre´sente le cas de violation du principe de
substituabilite´ de Liskov lors de la rede´finition de me´thode, dans un cas ou` il n’y a
pas de faute du type SDA (cf. sous-section pre´ce´dente). Ceci implique que le type des
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interactions avec les attributs porte´s par la me´thode rede´finie est bien respecte´ par la
me´thode rede´finissante. C’est dans le de´tail des interactions avec les attributs de classe
que la rede´finition viole le LSP, car les interactions ope´re´es, bien que de meˆme type, ne
sont pas se´mantiquement e´quivalentes.
5.3.2 Un exemple
Prenons le meˆme exemple que pour le risque de faute de type SDA, d’une classe Sac,
posse´dant
– un attribut nombreElements repre´sentant le nombre d’e´le´ments contenus dans le
sac, et
– une me´thode AjouterElements, mettant a` jour l’attribut nombreElements en
fonction du nombre d’e´le´ments ajoute´s (entre 1 et n, taille disponible dans le sac).
Si l’on e´tend la classe Sac par une classe SacBis et que l’on rede´finit la me´thode
AjouterElement et qu’au lieu de mettre a` jour le compteur en cumulant le nombre
d’e´le´ments ajoute´s, on les soustrait, le type d’interaction entre la me´thode et l’attribut
est bien conserve´ (modification de l’attribut), mais c’est dans la se´mantique de la modi-
fication que l’erreur est introduite. Ainsi, le type de faute SDA pre´ce´demment introduit
ne sera pas pre´sent. Cependant, a` travers une analyse se´mantique, le type de faute de
SDI devrait ici eˆtre identifie´ (voir illustration figure 5.3).
       Sac
nombreElements
AjouterElements










Fig. 5.3 – Exemple de faute du type SDI
5.3.3 Type d’informations implique´es
Ce type de risque e´tant porte´ par les rede´finitions de me´thode, nous aurons une me´-
trique qui, pour estimer ce risque dans une classe donne´e, ne conside`re que les me´thodes
rede´finissant une me´thode he´rite´e dans cette classe (me´trique MESS-Overriding).
Cependant, pour estimer de manie`re plus spe´cifique le risque de SDI, c’est-a`-dire
de violation des contrats de la me´thode rede´finie, vis-a`-vis du principe du LSP, nous
allons affiner l’estimation. En effet, la pre´sence de ce type de faute e´tant lie´e a` la com-
plexite´ des contrats, nous proposons de ponde´rer les quantite´s d’informations associe´es
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a` chaque rede´finition de me´thode par la complexite´ des contrats de la me´thode rede´finie
(ContratsComplex(meth)).
5.3.4 Me´trique






La fonction ContratsComplex devra associer a` toute me´thode meth une valeur re-
pre´sentant la complexite´ de son contrat, en inte´grant un ensemble de crite`res sur ces
contrats, parmi lesquels
– le nombre de parame`tres contraints (pre´-conditions),
– le nombre d’interactions avec les attributs de classe,
– la complexite´ de l’expression des contrats, etc.
Nous pouvons estimer de manie`re individuelle le risque de SDI associe´ a` une me´thode
meth rede´finie par une me´thode meth′ dans une classe C par :
MESS-SDIC (meth) = ContratsComplex(meth)×MESSC(meth).
5.4 MESS-RI : Estimation du risque de RI
5.4.1 Description
Le type de faute de Rede´finition Involontaire (RI) est identifie´ dans l’OOTiA en
“issue # 32”. Il repre´sente le cas de rede´finition involontaire de me´thode lors de la
de´finition d’une nouvelle me´thode. Ceci implique que le nom (identificateur), l’arite´
(nombre de parame`tres), et les types des parame`tres sont identiques (ou substituables
en fonction des diffe´rents langages objet et de leurs versions).
5.4.2 Un exemple
Prenons toujours un exemple similaire a` ceux des risques de fautes pre´ce´dents, d’une
classe Sac, posse´dant
– un attribut nombreElements repre´sentant le nombre d’e´le´ments contenus dans le
sac, et
– une me´thode AjouterElements, prenant en parame`tre un identificateur d’e´le´-
ment (chaˆıne de caracte`res), et mettant a` jour l’attribut nombreElements
(nombreElements+ +;).
Cette classe Sac est e´tendue par une classe SacBis, cette dernie`re spe´cifiant des
droits d’acce`s pour modifier le contenu du sac, et posse´dant une liste de personnes ayant
ces droits d’acce`s.
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       Sac
nombreElements
AjouterElements






méthode héritée  
Fig. 5.4 – Exemple de faute du type RI
Si dans cette classe, un de´veloppeur de´cide de de´finir une me´thode permettant
d’ajouter une personne dans la liste des personnes ayant acce`s aux modifications du
sac, et que cette me´thode se nomme AjouterElements, avec pour seul parame`tre
l’identifiant d’une personne (chaˆıne de caracte`re), une rede´finition involontaire de
me´thode a lieu, et pourra engendrer tout un ensemble de comportements de la classe
incohe´rents (voir figure 5.4).
5.4.3 Type d’informations implique´es
Ce type de risque e´tant porte´ par les rede´finitions de me´thode, nous aurons une me´-
trique qui, pour estimer ce risque dans une classe donne´e, ne conside`re que les me´thodes
rede´finissant une me´thode he´rite´e dans cette classe (me´trique MESS-Overriding).
Cependant, pour estimer de manie`re plus spe´cifique le risque de RI, c’est-a`-dire de
la rede´finition involontaire de me´thode, nous allons affiner l’estimation. En effet, la
pre´sence de ce type de faute e´tant lie´e a` la complexite´ de la signature des me´thodes
(probabilite´ qu’il y ait un conflit de nom et de parame`tres), nous proposons de ponde´rer
les quantite´s d’informations associe´es a` chaque rede´finition de me´thode par la complexite´
de leur signature (SignatureComplex(meth)).
5.4.4 Me´trique






La fonction SignatureComplex devra associer a` toute me´thode meth une valeur
repre´sentant la complexite´ de sa signature, en inte´grant ainsi les crite`res suivants :
– la taille de son identificateur (plus il est long, plus il est explicite et moins le conflit
involontaire peut avoir lieu),
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– le nombre de parame`tres de la me´thode,
– les types des parame`tres de la me´thode (les types ge´ne´riques string, int, etc.
seront plus porteurs de risques que les types spe´cifiquement de´finis).
Nous pouvons estimer de manie`re individuelle le risque de RI associe´ a` une me´thode
meth rede´finie par une me´thode meth′ dans une classe C par :
MESS-RIC (meth) = SignatureComplex(meth)×MESSC(meth).
5.5 MESS-SDIH : Estimation du risque de SDIH
5.5.1 Description
Le type de faute de SDIH (State Definition Inconsistency due to a state variable
Hiding) est identifie´ par Offutt et al. dans [99] puis cite´ dans l’OOTiA en “issue # 93”.
Il repre´sente un cas de masquage d’attribut de classe he´rite´ par un nouvel attribut.
5.5.2 Un exemple
Prenons de nouveau l’exemple d’une classe Sac, posse´dant
– un attribut nombre repre´sentant le nombre d’e´le´ments contenus dans le sac, et
– une me´thode AjouterElements, prenant en parame`tre un identificateur d’e´le´ment
(chaˆıne de caracte`res), et mettant a` jour l’attribut nombre.
Cette classe Sac est e´tendue par une classe SacBis, cette dernie`re spe´cifiant des
droits d’acce`s pour modifier le contenu du sac, et posse´dant une liste de personnes ayant
ces droits d’acce`s.
Si dans cette classe, un de´veloppeur de´cide d’ajouter un attribut repre´sentant le
nombre de personnes ayant acce`s au sac et ainsi pouvant le modifier, et que cet attribut
se nomme nombre, un appel a` la me´thode he´rite´e AjouterElements engendrera une
modification de l’attribut SacBis.nombre, repre´sentant les personnes ayant acce`s au
sac, et non pas de l’attribut Sac.nombre, repre´sentant le nombre d’e´le´ments contenus
dans un sac (voir illustration en figure 5.5).
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       Sac
nombre
AjouterElements






Fig. 5.5 – Exemple de faute du type SDIH
5.5.3 Type d’informations implique´es
Ce type de risque e´tant porte´ par les masquages d’attributs, la me´trique propose´e
pour estimer ce risque dans une classe donne´e, ne conside`re que les attributs masquant
d’autres attributs he´rite´s dans cette classe (me´trique MESS-Hiding pre´sente´e en section
4.7.2).
Cependant, pour estimer de manie`re plus spe´cifique le risque de SDIH, c’est-a`-dire
le risque d’observer des comportements incohe´rents du programme, relativement aux
attributs de classe (attributs non initialise´s, interactions entre me´thodes et attributs
non souhaite´es, etc), nous allons affiner l’estimation. En effet, la pre´sence de ce type
de faute e´tant lie´e a` la complexite´ des interactions existantes entre les constructeurs
ou les me´thodes avec les attributs de classe concerne´s, nous proposons de ponde´rer les
quantite´s d’informations associe´es a` chaque masquage d’attribut par la complexite´ des
interactions entre ces attributs et les constructeurs et me´thodes de classe ou he´rite´es
(InteractionsComplex(att)). Nous signalons ici que cette fonction de ponde´ration
s’applique sur les attributs, contrairement a` celle de la formule 16 s’appliquant sur les
me´thodes.
5.5.4 Me´trique






La fonction InteractionsComplex devra associer a` tout attribut att une valeur re-
pre´sentant la complexite´ des interactions (lecture et e´criture) de cet attribut att avec
les me´thodes et constructeurs he´rite´s. En particulier, cette fonction devra inte´grer les
crite`res suivants :
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– si toutes les me´thodes he´rite´es modifiant l’attribut att sont rede´finies dans la classe
e´tudie´e (dans laquelle l’attribut est masque´), les risques de SDIH associe´s a` cet
attribut sont faibles car les me´thodes appele´es sur la classe ne font plus re´fe´rence
qu’a` l’attribut masquant,
– si les constructeurs ne sont pas rede´finis localement, l’attribut masque´ ne sera tre`s
probablement pas initialise´,
– plus de me´thodes he´rite´es non rede´finies interagissent avec l’attribut masque´, plus
le risque de SDIH est important, etc.
Nous pouvons estimer de manie`re individuelle le risque de SDIH associe´ a` un attribut
att he´rite´ et masque´ par un atribut att′ dans une classe C :
MESS-SDIHC (att) = InteractionsComplex(att)×MESSC(att).
5.6 MESS-IC : Estimation du risque de IC
5.6.1 Description
Le type de faute de IC (Incomplete Construction) est identifie´ par Offutt et al.
dans [99] puis cite´ dans l’OOTiA en “issue # 98”. Il repre´sente un cas de constructeur
de classe incomplet, engendrant des instances de classes incohe´rentes, incorrectement
instancie´es.
5.6.2 Un exemple
Prenons l’exemple d’une classe Sac, posse´dant
– un attribut nombreElements repre´sentant le nombre d’e´le´ments contenus dans le
sac, et
– un constructeur de me´thode Sac, initialisant notamment l’attribut
nombreElements a` ze´ro (sac vide a` la construction).
Cette classe Sac est e´tendue par une classe SacBis, cette dernie`re posse´dant un
attribut supple´mentaire libre, de type entier, repre´sentant le nombre de places restantes
dans le sac pour y ajouter des e´le´ments.
Si dans cette classe, aucun constructeur n’est de´fini, ou si les constructeurs de´finis
omettent d’initialiser la valeur de l’attribut libre a` la taille par de´faut conside´re´e pour
les sacs, cet attribut sera conside´re´ non de´fini ou nul, ce qui pourra empeˆcher tout ajout
dans le sac si avant d’ajouter un e´le´ment, les me´thodes concerne´es ve´rifient que l’attribut
libre n’est pas nul (voir illustration figure 5.6).
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Fig. 5.6 – Exemple de faute du type IC
5.6.3 Type d’informations implique´es
Ce type de risque e´tant porte´ par les constructeurs de classe, la me´trique propose´e
pour estimer ce risque dans une classe donne´e, ne conside`re que les constructeurs de
cette classe.
Cependant, pour estimer de manie`re plus spe´cifique le risque d’IC, c’est-a`-dire le
risque d’observer des comportements incohe´rents du programme, relativement aux ins-
tances de classes (attributs non instancie´s ou non correctement initialise´s), nous allons
affiner l’estimation. En effet, la pre´sence de ce type de faute e´tant lie´e a` la complexite´
des contraintes associe´es a` l’instanciation de la classe e´tudie´e (et donc le nombre d’at-
tributs a` instancier et les contraintes associe´es a` chacun d’eux), nous proposons de
ponde´rer les quantite´s d’informations associe´es a` chaque constructeur d’une classe C
par la complexite´ de l’instanciation de la classe et par le corps de ce constructeur cstr
(CstrComplex(cstr)).
5.6.4 Me´trique
Ce calcul est de´crit par la formule 20, ou` CConstructors repre´sente l’ensemble des






La fonction CstrComplex devra associer a` tout constructeur cstr une valeur repre´-
sentant la complexite´ de l’instanciation de la classe. En particulier, cette fonction devra
inte´grer les crite`res suivants :
– lorsqu’un constructeur he´rite´ n’est pas rede´fini, et que de nouveaux attributs de
classe sont de´finis entre la classe comportant le constructeur et la classe e´tudie´e,
le risque de IC est tre`s important,
– plus une classe porte des attributs pour lesquels des invariants de classe existent
(n’acceptant pas les valeurs affecte´es par de´faut par exemple), plus la complexite´
porte´e par l’instanciation de classe est e´leve´e et donc le risque de IC est important,
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– plus le nombre d’attributs de classe est important, plus le risque d’oubli ou de
mauvaise instanciation est important, etc.
Nous pouvons estimer de manie`re individuelle le risque de IC associe´ a` un construc-
teur cstr accessible dans une classe C par :
MESS-ICC (cstr) = CstrComplex(cstr)×MESSC(cstr).
5.7 MESS-ACB : Estimation du risque de ACB
5.7.1 Description
Le type de faute de ACB (Anomalous Construction Behavior) est identifie´ par
Offutt et al. dans [99] puis cite´ dans l’OOTiA en “issue # 96”. Il repre´sente un cas de
constructeur de classe inconsistant, du fait de son appel a` une me´thode polymorphe,
cette dernie`re pouvant, dans des sous-classes, faire appel a` des attributs de classes
locaux parfois pas encore instancie´s.
5.7.2 Un exemple
Prenons l’exemple d’une classe Sac, posse´dant
– un attribut nombreElements repre´sentant le nombre d’e´le´ments contenus dans le
sac, et
– un constructeur de me´thode Sac, appelant une me´thode InitCompteurs initiali-
sant l’attribut nombreElements a` ze´ro (sac vide a` la construction).
Cette classe Sac est e´tendue par une classe SacBis, cette dernie`re posse´dant un
attribut supple´mentaire libre, de type entier, repre´sentant le nombre de places restantes
dans le sac pour y ajouter des e´le´ments.

















Fig. 5.7 – Exemple de faute du type ACB
Supposons que dans cette classe, aucun constructeur ne soit de´fini, et que la me´thode
InitCompteurs soit rede´finie, affectant une valeur donne´e a` l’attribut libre. Lors de la
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cre´ation d’une instance de classe SacBis, le constructeur de la classe Sac est appele´,
n’instanciant pas l’attribut libre, et lors de l’appel a` la me´thode InitCompteurs,
l’acce`s a` cette variable libre non instancie´e engendre un e´tat de programme errone´ (voir
illustration en figure 5.7).
5.7.3 Type d’informations implique´es
Ce type de risque e´tant porte´ par les constructeurs de classe he´rite´s (non locaux), la
me´trique propose´e pour estimer ce risque dans une classe donne´e, ne conside`re que ces
derniers.
Cependant, pour estimer de manie`re plus spe´cifique le risque d’ACB, nous allons
affiner l’estimation. La pre´sence de ce type de faute est donc lie´e a` l’appel, depuis un
constructeur, a` une me´thode polymorphe dont les imple´mentations dans les sous-classes
interagissent avec les attributs de sous-classe. Nous proposons dans la me´trique MESS-
ACB de ponde´rer les quantite´s d’informations associe´es a` chaque constructeur he´rite´
dans une classe C par une valeur (CstrPolymorph(cstr)) repre´sentant sa pre´disposi-
tion a` engendrer une faute de type ACB.
5.7.4 Me´trique
Le calcul global de la me´trique MESS-ACB est de´crit par la formule 21, ou`







La fonction CstrPolymorph devra associer a` tout constructeur cstr he´rite´ dans la
classe C e´tudie´e une valeur repre´sentant sa pre´disposition a` engendrer une faute de type
ACB. En particulier, cette fonction devra inte´grer les crite`res suivants :
– lorsqu’un constructeur est de´fini localement, il ne pourra appeler de me´thode po-
lymorphe de sous-classe, et par conse´quent, le risque identifie´ ici d’ACB associe´ a`
ce constructeur est nul,
– lorsque des attributs de classes sont de´clare´s localement, et que des constructeurs
de classes he´rite´s ne sont pas rede´finis, le risque d’ACB associe´ a` ces derniers est
maximum,
– lorsqu’un constructeur ne fait appel qu’a` des me´thodes finales (mot-clef “final”),
le risque associe´ d’ACB est nul,
– en revanche, plus un constructeur he´rite´ appelle de me´thodes polymorphes, et
plus il existe des attributs de classe de´finis dans les sous-classes de la classe de
de´finition du constructeur, plus le risque de ACB est ave´re´.
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Nous pouvons estimer de manie`re individuelle le risque d’ACB associe´ a` un construc-
teur cstr accessible dans une classe C par :
MESS-ACBC (cstr) = CstrPolymorph(cstr)×MESSC(cstr).
5.8 MESS-SVA : Estimation du risque de SVA
5.8.1 Description
Le type de faute de SVA (State Visibility Anomaly) est identifie´ dans [99] et repris
dans l’OOTiA en “issue # 99”. Il repre´sente le cas de me´thodes cherchant a` acce´der
directement (en lecture ou en e´criture) a` un (ou des) attribut(s) prive´(s) (“private”) de
classes parentes, par conse´quent non accessibles.
5.8.2 Un exemple
Prenons l’exemple d’une classe Sac, posse´dant
– un attribut nombreElements repre´sentant le nombre d’e´le´ments contenus dans le
sac,
– un attribut prive´ local et
– une me´thode AjouterElements, mettant a` jour l’attribut nombreElements en
fonction du nombre d’e´le´ments ajoute´s (entre 1 et n, place disponible dans le sac),
et modifiant aussi la valeur de l’attribut local.
La classe Sac est e´tendue par une classe SacBis dans laquelle la me´thode
AjouterElements est rede´finie. Si cette me´thode cherche a` modifier l’attribut local prive´
de la classe me`re, comme le faisait la me´thode Sac.AjouterElements, un proble`me de
visibilite´ insuffisante sera souleve´, empeˆchant l’acce`s a` l’attribut (voir illustration en
figure 5.8).
       Sac
+  nombreElements
-   local
AjouterElements() 











privé de la classe
mère  « local »
Fig. 5.8 – Exemple de faute du type SVA
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5.8.3 Type d’informations implique´es
Ce type de risque e´tant porte´ par les rede´finitions de me´thodes, nous aurons une me´-
trique qui, pour estimer ce risque dans une classe donne´e, ne conside`re que les me´thodes
rede´finissant une me´thode he´rite´e dans cette classe (me´trique MESS-Overriding).
Cependant, pour estimer de manie`re plus spe´cifique le risque de SVA, nous allons
affiner l’estimation. En effet, la pre´sence de ce type de faute e´tant lie´e aux interac-
tions existantes entre rede´finition de me´thodes et attributs de classe prive´s he´rite´s, nous
proposons de ponde´rer les quantite´s d’informations associe´es a` chaque rede´finition de
me´thode par une valeur (InteractionsAtt(meth)) repre´sentant la complexite´ de ces
interactions.
5.8.4 Me´trique
Le calcul global de MESS-SVA est de´crit par la formule 22, et la de´finition de la
fonction InteractionAtt est explicite´e juste apre`s, ou` meth repre´sente une me´thode






La fonction InteractionsAtt devra associer a` toute me´thode meth′ une valeur repre´-
sentant la complexite´ de ses interactions avec les attributs de classe he´rite´s, en pre´cisant
notamment que
– si aucun attribut prive´ n’est de´fini dans les classes parentes, la valeur
InteractionsAtt associe´e aux me´thodes meth′ est nulle,
– si la me´thode meth′ n’acce`de a` aucun attribut, le risque est nul,
– si la me´thode acce`de a` un attribut non local de visibilite´ private, le risque de SVA
est ave´re´ et par conse´quent la valeur de ponde´ration InteractionsAtt est maximale.
Nous remarquons ici que la ponde´ration de´finie par la fonction
InteractionsAtt(meth′) est de´terministe car le risque de faute e´tudie´ de SVA est
identifiable de fac¸on de´terministe. Ce type de faute ne ne´cessite par conse´quent pas
d’analyse de risque. Nous proposons ici malgre´ tout une me´trique spe´cifique, dans le
but de traiter l’ensemble des types de fautes de conception e´nume´re´es dans l’OOTiA de
fac¸on uniforme.
Nous pouvons estimer de manie`re individuelle le risque de SVA associe´ a` une me´thode
meth rede´finie par une me´thode meth′ dans une classe C par :
MESS-SVAC (meth) = InteractionsAtt(meth
′)×MESSC(meth).
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5.9 MESS-ITU : Estimation du risque de ITU
5.9.1 Description
Le type de faute de ITU (Inconsistent Type Use) est identifie´ dans [99] et repris
dans l’OOTiA en “issue # 91”. Il repre´sente le cas de visbilite´ de me´thodes pas
assez restreinte, car cette visibilite´ permet l’appel a` ces me´thodes dans des classes
par he´ritage et peut engendrer des configurations des instances de classes inconsistantes.
5.9.2 Un exemple
Prenons l’exemple propose´ dans l’article [99] dans lequel ce type de faute est de´fini : le
cas d’une classe V ector, posse´dant deux me´thodes, insertElement et removeElement,
he´rite´es par une autre classe nomme´e Stack, posse´dant a` son tour deux me´thodes, push
(faisant appel a` la me´thode he´rite´e insertElement), et pop (faisant appel a` la me´thode
he´rite´e removeElement). Les contrats associe´s a` ces classes sont ceux associe´s aux types
classiques de donne´es V ecteur et Pile. On ne peut leur ajouter un e´le´ment que s’ils ne
sont pas pleins, et retirer un e´le´ment que s’ils ne sont pas vides. De plus, l’ajout d’un
e´le´ment dans un vecteur peut se faire en toute position d’un vecteur alors que l’ajout
dans une pile ne peut se faire qu’en position de haut de pile (voir illustration en figure
5.9).
Des comportements incohe´rents peuvent avoir lieu si l’on appelle sur une instance de
Stack la me´thode insertElement he´rite´e pour ajouter un e´le´ment en position autre qu’en
haut de pile. On peut imaginer que plutoˆt qu’ajouter une me´thode push, il aurait e´te´ sou-
haitable de rede´finir la me´thode insertElement. Cela aurait e´vite´ ce type de proble`me,
en imposant d’appeler la me´thode V ecteur.insertElement par super.insertElement.











Fig. 5.9 – Exemple de faute du type ITU
5.9.3 Type d’informations implique´es
Ce type de risque e´tant porte´ par les me´thodes he´rite´es, nous aurons une me´trique
qui, pour estimer ce risque dans une classe donne´e, ne conside`re que les me´thodes rede´-
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finissant une me´thode he´rite´e dans cette classe (me´trique MESS-Overriding).
Cependant, pour estimer de manie`re plus spe´cifique le risque d’ITU, c’est-a`-dire de
la violation des contrats de classe par l’appel de me´thodes he´rite´es, nous allons affiner
l’estimation. La pre´sence de ce type de faute e´tant lie´e a` la complexite´ des interactions
existantes entre me´thodes et attributs de classe, et aux contrats porte´s par les attributs
de classe (invariants), nous proposons de ponde´rer les quantite´s d’informations associe´es
a` chaque me´thode he´rite´e par la complexite´ de leurs contrats de´finissant les interactions
possibles entre elles et les attributs (Contract(meth)).
5.9.4 Me´trique
Le calcul est de´crit par la formule 23, dans lequel Caccessible repre´sente l’ensemble des






La fonction Contrat devra associer a` toute me´thode meth une valeur repre´sentant
la complexite´ des interactions (pre et post-conditions) avec les attributs de classe, ces
derniers e´tant contraints par les contrats de classe (invariants). Le calcul de la fonction
de ponde´ration devra donc inte´grer un ensemble de crite`res parmi lesquels
– le nombre d’attributs de classe, spe´cifie´s par des contrats de classe, avec lesquels
meth interagit,
– le nombre de me´thodes interagissant avec ces meˆmes attributs (indice de la com-
plexite´ de gestion globale des invariants),
– la complexite´ de l’expression des contrats porte´s par la me´thode meth et par les
attributs de classe modifie´s par meth,
– l’existence de me´thode dans la classe C ayant un contrat proche de celle he´rite´e :
chevauchement de fonctionnalite´ pouvant eˆtre mal maˆıtrise´.
Nous pouvons estimer de manie`re individuelle le risque de ITU associe´ a` une me´thode
meth accessible dans une classe C par :
MESS-ITUC (meth) = Contract(meth)×MESSC(meth).
5.10 MESS-IISD : Estimation du risque de IISD
5.10.1 Description
Le type de faute de IISD (Indirect Inconsistent State Definition) est identifie´ dans
[99] et repris dans l’OOTiA en“issue # 95”. Il repre´sente le cas de me´thodes d’extensions
de classe ayant des interactions avec les attributs he´rite´s, pouvant engendrer des ins-
tances de classe dans des configurations incohe´rentes relativement aux contrats de classe.
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5.10.2 Un exemple
Prenons l’exemple d’une classe Sac, posse´dant
– un attribut nombreElements repre´sentant le nombre d’e´le´ments contenus dans le
sac, et
– une me´thode AjouterElement, permettant d’ajouter un e´le´ment dans une ins-
tance de Sac, si il n’est pas plein, mettant a` jour l’attribut nombreElements
(nombreElements+ +;).
La classe Sac est e´tendue par une classe SacBis, comportant une me´thode d’ex-
tension AjouterElementBis permettant d’ajouter plusieurs e´le´ments dans un sac, en
omettant de mettre a` jour l’attribut de classe nombreElements.
       Sac
nombreElements
AjouterElement 
       SacBis








Fig. 5.10 – Exemple de faute du type IISD
L’utilisation de cette me´thode d’extension de classe engendre le non respect des
contrats porte´s par la classe, en empeˆchant par exemple de pouvoir supprimer les e´le´-
ments ajoute´s avec la me´thode d’extension, car le compteur d’e´le´ments n’e´tant pas mis
a` jour, la pre´-condition au retrait d’e´le´ments nombreElements ≥ 1 n’est pas satisfaite.
Il s’agit ici d’une faute introduite par une me´thode d’extension de classe, nomme´ IISD
par Offutt et al. (voir illustration en figure 5.10).
5.10.3 Type d’informations implique´es
Ce type de risque e´tant porte´ par les me´thodes d’extension de classe, nous aurons
une me´trique qui, pour estimer ce risque dans une classe donne´e, ne conside`re que ces
me´thodes d’extension. On note CExtending l’ensemble des me´thodes d’extension de´clare´es
dans une classe C.
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Classe A





On obtient dans l’exemple ci-contre les valeurs suivantes :
– CExtending(A) = {f, g, m, n}
– CExtending(B) = {s}
– CExtending(C) = {t}
Cependant, pour estimer de manie`re plus spe´cifique le risque d’IISD, nous allons
affiner la me´trique permettant son estimation. En effet, la pre´sence de ce type de faute
e´tant lie´e a` la complexite´ des interactions existantes entre me´thodes d’extension et at-
tributs de classe, nous proposons de ponde´rer les quantite´s d’informations associe´es a`
chaque rede´finition de me´thode par la complexite´ des interactions de la me´thode rede´finie
(InteractionsComplex(meth)).
5.10.4 Me´trique
Le calcul est de´crit par la formule 24, ou` l’on conside`re que CExtending repre´sente






La fonction InteractionsComplex devra associer a` toute me´thode meth une valeur
repre´sentant la complexite´ des types de ses interactions avec les attributs de classe. Cette
fonction doit donc tenir compte, par exemple,
– du nombre d’attributs modifie´s,
– du nombre d’attributs ne devant pas eˆtre modifie´s,
– du nombre d’attributs initialise´s,
– de la complexite´ des contrats de classe affectant les attributs modifie´s par meth,
etc.
Signalons que la fonction de ponde´ration utilise´e est la meˆme que celle de la formule 16.
Nous pouvons estimer de manie`re individuelle le risque d’IISD associe´ a` une me´thode
meth d’extension de classe de´finie dans une classe C par :
MESS-IISDC (meth) = InteractionsComplex(meth)×MESSC(meth).
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5.11 Des me´triques vers l’estimation globale d’un
risque
Dans les sections pre´ce´dentes, nous avons propose´ un ensemble de me´triques per-
mettant d’estimer dans une classe donne´e, la difficulte´ de compre´hension des diffe´rentes
informations contenues dans un programme oriente´ objet, et donc les risques associe´s
aux divers types de fautes de conception propres aux technologies oriente´es objet.
Les me´triques de´finies dans ce chapitre font intervenir des fonctions de ponde´ration
spe´cifiques pour chacun des types de faute estime´s. Ces fonctions de ponde´ration ont
e´te´ caracte´rise´es de manie`re informelle par les principaux facteurs des risques qu’elles
doivent repre´senter. Par exemple, pour l’estimation du risque de rede´finition involontaire,
la fonction de ponde´ration SignatureComplex doit tenir compte des facteurs “taille de
l’identificateur de me´thode”, “nombre d’attributs”, etc. Deux nouveaux proble`mes se
posent :
– quelles me´triques utiliser pour exprimer ces facteurs ? et surtout
– quelles importances relatives ont chacun de ces facteurs ?
La re´ponse a` ces questions est indispensable pour proposer des fonctions de ponde´ration
justifie´es.
Pour de´finir de manie`re analytique une estimation prenant en compte l’ensemble des
facteurs de risque identifie´s lors de la phase d’identification du risque pre´sente´e dans
le chapitre 2, nous introduisons dans le chapitre suivant un mode`le d’inge´nierie des
connaissances : les re´seaux Baye´siens. Nous pourrons ainsi proposer un moyen d’estimer
de manie`re globale un risque de faute donne´, utilisant a` la fois les me´triques propose´es
dans ce chapitre, ainsi que d’autres crite`res d’estimation. Nous proposerons par exemple
pour le risque de rede´finition involontaire, son estimation analytique par le biais d’un




Estimation des risques de fautes de
conception oriente´e objet a` l’aide de
re´seaux Baye´siens
Nous pre´sentons ici notre approche d’estimation globale des risques de fautes auparavant
identifie´es. Nous choisissons les re´seaux Baye´siens pour estimer un risque de faute car ils
permettent de repre´senter judicieusement la corre´lation entre les facteurs d’un risque et
d’aider a` l’e´tablissement des valeurs de ces facteurs. Nous pre´sentons enfin l’utilisation
des re´seaux Baye´siens pour estimer les risques des fautes oriente´es objet e´tudie´es.
6.1 Vers une estimation globale des risques de fautes
de conception
Suite a` l’e´tape d’identification des risques de fautes de conception oriente´es objet,
nous disposons d’un mode`le analytique d’identification associe´ a` chaque type de faute
donne´, comportant l’ensemble des facteurs implique´s (chapitre 2). Nous souhaitons
exploiter ce mode`le pour estimer globalement le risque (probabilite´ d’avoir une faute
du type e´tudie´ de manie`re ge´ne´rale ou dans un code donne´).
Dans le chapitre pre´ce´dent, nous avons introduit un ensemble de nouvelles me´triques
de code, spe´cifiques pour l’estimation de risques de fautes oriente´es objet. Ces me´triques
fournissent une estimation de ces risques de fautes, base´e sur un ensemble choisi de
crite`res observe´s sur un code. Cependant, les me´triques propose´es dans le chapitre pre´-
ce´dent n’inte`grent pas l’ensemble des facteurs de risques mis en valeur dans le chapitre
d’identification des risques, au moyen des mode`les conceptuels et analytiques. De plus,
les me´triques propose´es dans le chapitre pre´ce´dent mettent en œuvre une fonction de
ponde´ration de´finie de manie`re intuitive, mais non formalise´e.
Dans le cas de la rede´finition involontaire, par exemple, nous avons introduit une
fonction de ponde´ration SignatureComplex, devant inte´grer entre autres les facteurs
taille d’identificateur, nombre de parame`tres, etc. Mais comment de´finir cette fonction, et
la manie`re analytique d’inte´grer les diffe´rents facteurs de risque ? Comment repre´senter
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et e´valuer les influences respectives et corre´le´es de chacun des facteurs sur l’estimation











Fig. 6.1 – Quelle influence ont les facteurs d’une rede´finition involontaire ?
Dans le soucis de proposer un moyen d’estimation des risques de fautes e´tudie´es qui
soit le plus juste et donc le plus fiable possible, nous proposons dans ce chapitre d’estimer
de manie`re globale ces risques, en inte´grant l’ensemble des facteurs de risques identifie´s
a` l’aide de re´seaux Baye´siens [97]. Ces re´seaux Baye´siens feront notamment intervenir
les me´triques propose´es dans le chapitre pre´ce´dent.
Dans l’exemple du risque de re´de´finition involontaire (RI), nous trouverons dans
le re´seau Baye´sien d’estimation associe´, la me´trique d’estimation spe´cifique MESS-RI,
inte´grant les facteurs du risque (nombre de parame`tres, etc.). Pour de´finir ce re´seau,
nous aurons besoin de de´finir l’influence que les diffe´rentes valeurs des facteurs auront
sur la risque RI. Par exemple, il faudra de´finir en fonction de chaque facteur, l’estimation
associe´e de la probabilite´ de risque de RI. On imagine aise´ment que plus une me´thode
a de parame`tres, moins il est probable de la rede´finir involontairement. En effet, la
probabilite´ de conflit sur chacun des parame`tres est d’autant plus faible que le nombre de
parame`tres est grand. Cependant, cette influence “e´vidente” sur le risque de rede´finition











Fig. 6.2 – Vers la de´finition des influences de facteurs sur le risque de RI
Nous commenc¸ons dans la section 6.2 par proposer deux exemples intuitifs de sys-
te`mes probabilise´s sur lesquels nous introduisons le principe des probabilite´s condition-
nelles sous-jacent aux re´seaux Baye´siens, avant de de´finir les re´seaux Baye´siens (section
6.3), puis de pre´senter leur utilisation dans le cadre de l’estimation des risques en ge´-
ne´ral (section 6.4) et des risques de fautes logicielles (section 6.5). Nous terminons par
la pre´sentation des re´seaux Baye´siens conc¸us pour l’estimation des diffe´rents types de
fautes de conceptions oriente´es objet e´tudie´es (section 6.6).
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6.2 Introduction aux re´seaux Baye´siens
6.2.1 Deux exemples introductifs
Dans cette section, nous proposons deux exemples simples de syste`mes probabilise´s,
principes sous-jacents aux re´seaux Baye´siens. Nous verrons qu’ils permettent de mettre
en exergue la formalisation de la connaissance d’un syste`me et des influences existantes
entre diffe´rents e´ve´nements (informations) survenant dans ce syste`me donne´.






Nous prenons l’exemple simple d’un sac comportant
initialement 4 boules, 2 rouges (BR1 et BR2), une jaune
(BJ) et une bleue (BB).
Nous souhaitons re´pondre a` la question : quelle est la
couleur de la prochaine boule qui sera tire´e au sort ? Les
boules e´tant de trois couleurs distinctes, trois re´ponses
sont possibles : rouge, bleue ou jaune.
Tout d’abord, dans le cas ou` nous ne posse´dons aucune information sur les autres
boules ayant pu eˆtre tire´es auparavant, nous pouvons de´finir les probabilite´s initiales
suivantes :
– Probabilite´ d’un tirage d’une boule rouge : P (BR1 ∨BR2) = 2× 1/4 = 0.5
– Probabilite´ d’un tirage d’une boule bleue : P (BB) = 1/4 = 0.25
– Probabilite´ d’un tirage d’une boule jaune : P (BJ) = 1/4 = 0.25
Couleur d’un premier tirage Rouge Jaune Bleu
P (BR1 ∨BR2) P (BJ) P (BB)
Probabilite´ 0.5 0.25 0.25
A pre´sent, supposons que plusieurs boules (3 au maximum) aient pu eˆtre tire´es au
sort pre´ce´demment. La connaissance de la couleur des boules de´ja` sorties du sac peut
nous permettre de pre´ciser les probabilite´s associe´es a` chaque couleur possible pour le
prochain tirage au sort. Par exemple, si nous savons qu’une boule jaune a e´te´ tire´e au
sort, nous savons que la probabilite´ de tirer une autre boule jaune devient nulle.
Ainsi, la connaissance de certaines informations (e´ve´nements) impacte directement
les probabilite´s associe´es aux diffe´rentes re´ponses possibles a` la question que l’on se pose,
quelle est la couleur de la prochaine boule qui sera tire´e au sort.
Pour re´pondre a` cette question, conside´rons tout d’abord 4 e´ve´nements simples pou-
vant influencer notre re´ponse :
– EBR1 : une boule rouge a de´ja` e´te´ tire´e au sort,
– EBJ : la boule jaune BJ a de´ja` e´te´ tire´e au sort,
– EBB : la boule bleue BB a de´ja` e´te´ tire´e au sort,
– EBR2 : une deuxie`me boule rouge a de´ja` e´te´ tire´e au sort.
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Des informations plus “complexes” peuvent engendrer d’autres e´ve´nements inte´res-
sants pour notre estimation, comme par exemple
– une boule de´ja` tire´e au sort n’est pas rouge,
– une boule de´ja` tire´e au sort n’est pas jaune,
– aucune boule n’a e´te´ tire´e au sort,
– 2 boules ont de´ja` e´te´ tire´es au sort1, etc.
Une grande diversite´ d’informations peut influencer l’estimation que l’on peut donner
de la couleur de la prochaine boule tire´e au sort. Nous appelons ces e´ve´nements (ou
informations d’influence sur la question objectif), des facteurs d’influence.
Initialement, nous connaissons la configuration du sac. Notre connaissance sur le
contenu du sac, et par conse´quent sur la couleur de la premie`re boule tire´e au sort est
repre´sente´e par la figure 6.3.
En effet, nous observons sur cette figure que nous savons qu’aucun tirage n’a eu lieu :
les e´ve´nements EBB, EBJ , EBR1, et EBR2 sont value´s a` “NON” avec certitude (100%)
sur la figure pour exprimer leur non occurrence. Par conse´quent, les trois re´ponses a` la
question pose´e, repre´sente´e au centre de la figure, sont comme de´crites pre´ce´demment :






OUI     0%
NON  100%
EBR1 
OUI     0%
NON  100%
EBR2
OUI     0%
NON  100%
EBJ
OUI    0%
NON  100%
Couleur de la prochaine
boule tirée au sort
     Rouge         50%
     Bleue           25%
     Jaune          25%
Fig. 6.3 – Pre´diction de la couleur de la premie`re boule tire´e au hasard
Conside´rons maintenant que des tirages ont eu lieu, et que nous disposons d’infor-
mations sur ces tirages.
Prenons le cas dans lequel nous savons qu’une boule a e´te´ tire´e et qu’il s’agit de la
boule BJ jaune (EBJ est vrai). Nous pouvons alors en de´duire de nouvelles probabilite´s
associe´es aux re´ponses possibles aux questions suivantes : sachant EBJ , quelles sont les
probabilite´s pour que la boule tire´e soit jaune, soit bleue, ou soit rouge ? Les re´ponses
sont : P (J) = 0, P (B) = 1/3, et P (R) = 2/3. La figure 6.4 repre´sente la connaissance
associe´e a` cette situation.
Nous de´finissons ici des probabilite´s conditionnelles. En effet, la probabilite´ nulle as-
socie´e a` la possibilite´ de tirer une boule jaune est conditionne´e par le fait que l’e´ve´nement
“Boule jaune tire´e” soit survenu auparavant.
De la meˆme fac¸on, nous pouvons e´tablir un ensemble de probabilite´s conditionnelles
relatives aux diffe´rentes informations affectant l’environnement, c’est-a`-dire la configu-
ration du sac au moment du tirage au sort.
1Nous faisons l’hypothe`se qu’il reste au minimum une boule dans le sac lorsque nous nous posons la
question de la couleur de la prochaine boule tire´e au sort.
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OUI     0%
NON  100%
EBR1 
OUI     0%
NON  100%
EBR2
OUI     0%
NON  100%
EBJ
OUI    100%
NON  0%
Couleur de la prochaine
boule tirée au sort
     Rouge         66,66..%
     Bleue           33,33..%
     Jaune          0%
Fig. 6.4 – Pre´diction de la couleur de la prochaine boule tire´e au hasard sachant qu’une
boule jaune est de´ja` retire´e du sac
Nous synthe´tisons un ensemble de probabilite´s conditionnelles, conditionne´es par une
information donne´e. Nous verrons ensuite des exemples de probabilite´s conditionnelles
repre´sentant la connaissance de plusieurs tirages pre´ce´dents, et donc plusieurs informa-
tions.
Nous notons P (J |EBJ) la probabilite´ d’avoir une boule jaune (J) sachant qu’une
boule jaune a de´ja` e´te´ tire´e du sac (EBJ).
P (Couleur|sachantEBJ) P (R|EBJ) P (J |EBJ) P (B|EBJ)
Probabilite´ 0.6666.. 0 0.3333..
P (Couleur|sachantEBB) P (R|EBB) P (J |EBB) P (B|EBB)
Probabilite´ 0.6666.. 0.3333.. 0
P (Couleur|sachantEBR) P (R|EBR) P (J |EBR) P (B|EBR)
Probabilite´ 0.3333.. 0.3333.. 0.3333..
A pre´sent, conside´rons que deux tirages aient eu lieu et que nous connaissions les couleurs
associe´es. On note (Ei|Ej, Ek) la probabilite´ d’avoir un e´ve´nement Ei sachant que les
e´ve´nements Ej et Ek ont eu lieu.
Les probabilite´s conditionnelles associe´es sont repre´sente´es dans le tableau suivant :
P (Couleur|sachantEBJ , EBB) P (R|EBJ , EBB) P (J |EBJ , EBB) P (B|EBJ , EBB)
Probabilite´ 1 0 0
P (Couleur|sachantEBJ , EBR) P (R|EBJ , EBR) P (J |EBJ , EBR) P (B|EBJ , EBR)
Probabilite´ 0.5 0 0.5
P (Couleur|sachantEBR, EBR) P (R|EBR, EBR) P (J |EBR, EBR) P (B|EBR, EBR)
Probabilite´ 0 0.5 0.5
P (Couleur|sachantEBB, EBR) P (R|EBB, EBR) P (J |EBB, EBR) P (B|EBB, EBR)
Probabilite´ 0.5 0.5 0
De la meˆme manie`re, les probabilite´s conditionnelles associe´es aux diffe´rentes re´-
ponses possibles sont de´finies pour chaque combinaison d’informations possibles, dont
l’influence est connue. Plus l’on dispose d’informations, plus l’estimation est approprie´e
et pre´cise.
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Diagnostic me´dical
Prenons brie`vement un autre exemple intuitif faisant intervenir des probabilite´s
conditionnelles : le diagnostic me´dical.
Si un me´decin doit re´pondre a` la question quelle est la probabilite´ pour qu’un indvidu
franc¸ais soit atteint d’un cancer, tous aˆges et sexes confondus ?, il pourra fournir une
re´ponse tre`s globale, issue de statistiques existantes sur cette population.
Si a` pre´sent, le me´decin doit donner la probabilite´ pour qu’un patient de sexe fe´minin
appartenant a` la tranche d’aˆge 20-40 ans soit atteint d’un cancer, l’estimation qu’il va
fournir va eˆtre beaucoup plus pre´cise pour les individus de cette classe. La connaissance
des crite`res “sexe” et “aˆge” permettent de re´duire le domaine estime´, et permettent ainsi
de pre´ciser l’estimation, relativement aux statistiques existantes (retour d’expe´rience).
De manie`re encore plus pre´cise, une femme de cette tranche d’aˆge, en allant consulter
un me´decin, et en lui apportant des informations supple´mentaires (symptoˆmes, e´tat
ge´ne´ral, etc.), va permettre au me´decin d’apporter un diagnostic encore plus pre´cis sur
son cas.
En fonction de la maladie que l’on cherche a` de´pister, les questions les plus
judicieuses pour le diagnostic doivent eˆtre adapte´es. Bien suˆr, le de´pistage d’une angine
et le de´pistage d’un cancer du sein n’impliqueront pas le meˆme questionnaire de la
part du me´decin envers son patient. C’est lorsque le me´decin obtient un diagnostic
inquie´tant qu’il demande des examens comple´mentaires (radios, scanners, etc.) pour
acque´rir d’autres informations et ainsi rendre son diagnostic plus fiable.
Ainsi, en fonction de la question “but” a` laquelle on souhaite re´pondre, il est
judicieux d’adaper un “questionnaire” afin de permettre une estimation la plus fine
possible.
Les diagnostics ou pre´visions d’e´ve´nements non de´terministes peuvent eˆtre assimile´s
a` l’estimation de la pre´sence de fautes dans un logiciel. Dans ce cadre, une strate´gie
de collecte d’infomations adapte´e doit eˆtre de´finie, dont les re´ponses sont obtenues par
diverses analyses statiques de codes.
Les deux exemples choisis ici permettent d’intuiter l’inte´reˆt et le roˆle des probabi-
lite´s conditionnelles. Nous introduisons dans la section suivante les re´seaux Baye´siens,
permettant de mettre en œuvre ces probabilite´s conditionnelles, afin de repre´senter les
influences existantes entre des facteurs de risque et la probabilite´ d’occurence d’un e´ve´-
nement que l’on souhaite observer (pre´sence d’une faute dans notre cas).
6.2.2 Les re´seaux Baye´siens : contexte
Un re´seau Baye´sien est un mode`le de repre´sentation de connaissances probabilistes,
parmi lesquelles les influences existantes entre diffe´rents e´ve´nements. Il permet, entre-
autres, de de´duire de nouvelles connaissances probabilistes a` partir de celles exprime´es
dans le re´seau.
Dans un domaine donne´ (me´dical par exemple), on de´crit les relations causales entre
attributs d’un graphe. Dans ce graphe, les relations de cause a` effet entre les valeurs
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des attributs ne sont pas de´terministes, mais probabilise´es. Ainsi, l’observation d’une
cause ou de plusieurs causes n’entraˆıne pas syste´matiquement l’effet ou les effets qui en
de´pendent, mais modifie seulement la probabilite´ de les observer.
L’inte´reˆt particulier des re´seaux Baye´siens est de tenir compte simultane´ment de
connaissances a priori d’experts (dans le graphe) et de l’expe´rience contenue dans les
donne´es (e´ve´nements observe´s).
Les re´seaux Baye´siens sont principalement utilise´s dans le domaine de la gestion des
risques : mode´lisation des risques, diagnostic me´dical ou industriel. Ils sont utilise´s pour
e´tudier la probabilite´ pour qu’un e´ve`nement redoute´ survienne, ayant des informations
sur des facteurs de l’occurrence de cet e´ve´nement. Les facteurs ne sont pas force´ment
identifie´s de fac¸on exhaustive. Il est possible de faire l’e´tude d’un e´ve´nement redoute´
sans prendre en compte la totalite´ des facteurs (ne faire qu’un bilan me´dical partiel
par exemple). Ce proce´de´ est particulie`rement adapte´ aux utilisations pratiques, dans
lesquelles il est souvent complexe ou trop couˆteux de connaˆıtre la totalite´ des facteurs
influenc¸ant un e´ve´nement redoute´. Par exemple, certains examens me´dicaux sont trop
couˆteux pour eˆtre prescrits syste´matiquement aux patients, et ne sont prescrits que dans
certains cas necessitant un diagnostic plus pre´cis.
Chacun des facteurs de l’e´ve´nement redoute´ n’a pas une influence de´terministe sur
l’occurrence ou non de l’e´ve´nement redoute´. Par exemple, l’expe´rience d’un conducteur
est un facteur re´ducteur du risque d’accident, mais ne garantit pas l’absence d’accident :
elle re´duit la probabilite´ d’occurrence de l’accident. La connaissance de l’influence de
ces facteurs sur un e´ve´nement permet de de´finir une structure globale de causalite´.
6.3 De´finition
Un re´seau Baye´sien est de´fini par [97] :
1. un ensemble de facteurs identifie´s,
2. un ensemble de valeurs possibles pour chaque facteur identifie´,
3. une structure de causalite´ entre facteurs, et
4. une valuation des influences existantes entre facteurs dans ce re´seau, conside´rant
l’influence des diffe´rentes valeurs possibles de chaque attribut, sur les attributs en
corre´lation (directement connecte´ dans le graphe).
Il est possible de spe´cifier dans un re´seau Baye´sien un facteur “but”, repre´sentant l’e´ve´-
nement particulier que l’on souhaite estimer a` partir des autres facteurs du re´seau.
Nous pre´sentons dans les sous-sections suivantes chacune des e´tapes de la de´finition
d’un re´seau Baye´sien, en l’illustrant sur un exemple simple.
6.3.1 Ensemble des facteurs du re´seau
Lorsque l’on souhaite e´tablir un re´seau Baye´sien afin d’estimer les valeurs possibles
d’un facteur “but” e´tudie´, nous de´finissons tout d’abord l’ensemble des facteurs ayant
une influence sur ce facteur but.
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La de´finition de cet ensemble est base´ sur le retour d’expe´rience et l’expertise du do-
maine conside´re´. En effet, le re´seau Baye´sien est un moyen de mode´lisation des connais-
sances. Meˆme si l’ensemble des facteurs connus et identifie´s n’est pas exhausitif, il permet
de faire une mode´lisation des connaissances d’un syste`me a` un instant t, mode´lisation
pouvant e´voluer si ne´cessaire.
Par exemple, dans le cas du diagnostic me´dical, un ensemble de symptoˆmes associe´s
a` une maladie X sont identifie´s a` un instant t, et sont donc conside´re´s comme facteurs de
l’estimation de la maladie X. Si de nouveaux sympoˆmes sont de´couverts par la suite, le
diagnostic me´dical de la maladie est mis a` jour, tenant compte des nouveaux symptoˆmes,
et ainsi pre´cisant les estimations anciennes.
Conside´rons le diagnostic me´dical d’une angine (facteur but). Nous prenons le sous-
ensemble suivant des facteurs d’influence de cette maladie :
– douleur dans la gorge,
– fumeur,
– tempe´rature,
– amygdalectomie (ablation des amygdales),
– infammation des amygdales (visuel).
Afin de construire notre re´seau Baye´sien de diagnostic me´dical, nous disposons donc






Fig. 6.5 – Facteurs conside´re´s pour le diagnostic d’angine
Cet ensemble de crite`res est conside´re´ comme un ensemble de facteurs, car la connais-
sance d’informations sur chacun d’entre eux permettra de pre´ciser l’estimation (le diag-
nostic) du facteur but : la maladie “angine”.
Ces diffe´rents facteurs ont e´te´ identifie´s par retour d’expe´rience ou par expertise
(connaissance sur la maladie “angine”).
Nous conside´rons dans le cadre de l’exemple illustratif de diagnostic d’une angine
des exemples intuitifs qui ne sont pas base´s sur des statistiques existantes re´elles. Les
valeurs propose´es dans les sections suivantes dans le cadre de cet exemple sont donc
uniquement illustratives.
De manie`re ge´ne´rale, nous notons F1, F2, .., FN les N facteurs e´tudie´s dans le cadre
de l’estimation d’un facteur but F .
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6.3.2 De´finition du domaine et de la distribution des valeurs
des facteurs
Une fois l’ensemble des facteurs de´fini, il est ne´cessaire de de´finir le domaine de
valeurs de chacun d’entre eux.
Dans notre exemple de diagnostic d’angine, le facteur Amygdalectomie peut eˆtre
repre´sente´ par un boole´en car ses valeurs possibles sont V rai ou Faux (une personne a`
oui ou non subit une ablation des amygdales).
Amygdalectomie
V rai Faux
En revanche, le facteur Tempe´rature a un ensemble de valeurs plus large. Pour simplifier
l’analyse, nous choisissons de prendre des intervalles de valeurs comme repre´sente´ dans
le tableau suivant.
Tempe´rature
valeurs tre`s faible faible normale le´ge`re forte tre`s forte
intervalles < 35 [35 - 37,5] ]37,5 - 38,5] ]38,5 - 39,5] ]39,5 - 40,5] > 40,5
Le choix des valeurs seuils entre intervalles peut eˆtre justifie´ par retour d’expe´rience.
Nous proposons ici des valeurs choisies de manie`re intuitive.
Nous devons proposer un domaine de valeurs pour chacun des facteurs identifie´s.







et enfin le facteur but
Angine
pre´sence absence



























Fig. 6.6 – Domaines de valeurs des facteurs conside´re´s pour le diagnostic d’angine
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De manie`re ge´ne´rale, l’ensemble des k valuations associe´es a` un facteur Fi est note´
Vi = {vi1, vi2, .., vik}.
Ensuite, une fois l’ensemble des facteurs du re´seau identifie´, la re´partition stochas-
tique des valeurs des facteurs doit eˆtre de´finie.
Dans notre exemple de diagnostic d’angine, de´finir la re´partition stochastique du
facteur Amygdalectomie tout d’abord consiste a` de´finir la probabilite´ pour que ce facteur
soit V rai sur la population e´tudie´e dans son ensemble, et celle pour que ce facteur
soit Faux dans ce meˆme ensemble. Ces valeurs peuvent eˆtre e´tablies par statistiques
effectue´es sur un e´chantillon repre´sentatif de la population, ou encore a` partir de
donne´es provenant des instituts effectuant ce type d’ope´ration. Diffe´rentes informations
permettent de de´finir les re´partitions stochastiques des valeurs des facteurs. Une fois
rassemble´es et corre´le´es, elles permettent de repre´senter la connaissance globale dont
on dispose.
Le tableau suivant repre´sente la connaissance sur la proportion de la population
ayant subi une ablation des amygdales. Rappelons que les valeurs propose´es ici sont
choisies de manie`re intuitive et illustrative et ne doivent en aucun cas eˆtre conside´re´es
comme des valeurs scientifiques ave´re´es. Nous notons F1 le facteur Amygdalectomie, v11
la valeur V rai de ce facteur et v12 la valeur Faux de ce facteur.
Amygdalectomie F1
V1j V rai Faux
P(V1j) 0,01 0,99
La somme des probabilite´s associe´es aux diffe´rentes valeurs possibles d’un facteur
doit eˆtre e´gale a` 1. On a ici 0, 01 + 0, 99 = 1.
Nous conside´rons ici qu’une personne sur cent en moyenne a subi une ablation des
amygdales.
Nous devons, pour construire le re´seau Baye´sien de diagnostic d’angine, e´tablir les
meˆmes distributions stochastiques des valeurs possibles pour chacun des facteurs.
Tempe´rature
tre`s faible faible normale le´ge`re forte tre`s forte




Lorsque nous ne disposons d’aucune connaissance sur les distributions stochastiques
des diffe´rentes valeurs possibles d’un facteur, nous introduisons de l’incertitude. Cette
incertitude n’empeˆche pas de de´finir un re´seau Baye´sien. Au contraire, cibler les fac-
teurs d’incertitude permet de cibler les e´le´ments sur lesquels nous souhaitons obtenir de
nouvelles connaissances.
Conside´rons par exemple dans notre diagnostic d’angine, qu’aucune information
(statistiques, retours d’expe´rience, etc.) ne permet d’e´tablir une distribution a priori









Les connaissances e´nonce´es sur les distributions de valeurs possibles pour les fac-





• 65%   Non
• 10%   Occasionnel
• 25%   Oui
Température ?
• 0,1%  Très faible
• 0,2%  Faible
• 95%  Normale
• 3,3%  Légère
• 1,2%  Forte
• 0,2 % Très forte
Amygdalectomie ?
• 1 %   Vrai









Fig. 6.7 – Distribution des valeurs possibles pour les facteurs dans le diagnostic d’angine
De manie`re ge´ne´rale, pour tout facteur Fi ayant un domaine de k valeurs possibles
{vi1, vi2, .., vik}, les probabilite´s associe´es a` chacune des valeurs sont telles que ∀j ∈ [1, k],∑
j∈[1,k]




6.3.3 Structure de causalite´ entre facteurs
Une fois les domaines de valuation des facteurs identifie´s, et les distributions pour
chacune de ces valeurs e´tablies, il est alors ne´cessaire de de´finir des relations existantes
entre facteurs du re´seau. Il s’agit de de´finir la structure de causalite´ (repre´sentant les
diffe´rentes influences et corre´lations connues) du re´seau Baye´sien.
Dans notre exemple de diagnostic me´dical, nous pouvons de´finir de manie`re intuitive
que
– la connaissance de la pre´sence d’amygdalectomie chez une personne modifie l’esti-
mation de pre´sence d’angine chez cette personne,
– si une personne fume, cela modifie la probabilite´ d’inflammation de sa gorge, et
donc d’angine,
– si une personne a une inflammation de la gorge, cela influence la probabilite´ pour
que cette personne ait des douleurs de la gorge (irritations),
– etc.
Ces connaissances de relations de causalite´ sont illustre´es par des fle`ches entre facteurs
sur la figure 6.8.
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• 10%   Occasionnel
• 25%   Oui
Température ?
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• 95%  Normale
• 3,3%  Légère
• 1,2%  Forte
• 0,2 % Très forte
Amygdalectomie ?
• 1 %   Vrai









Fig. 6.8 – Relations entre facteurs
6.3.4 Influence des facteurs
La structure pre´ce´dente exprime les relations de cause a` effet entre les facteurs : Fi est
une cause possible de Fj. Lors de la dernie`re e´tape de construction d’un re´seau Baye´sien,
on exprime les connaissances disponibles sur l’influence des valeurs des facteurs : quelle
est la probabilite´ d’avoir la valeur fjl du facteur Fj sachant qu’on a la valeur fim pour
le facteur Fi.
Nous avons recours ici a` la de´finition de relations conditionnelles du type “quelle est
l’influence des valeurs du facteur Fi sur le facteur Fj ?”. Pour cela, nous avons besoin
d’introduire la notation de´die´e suivante :
– P (A|B), la probabilite´ d’avoir A sachant B
– P (A|B,C), la probabilite´ d’avoir A sachant B et C
– P (X = x|Y = y), la probabilite´ d’avoir X = x sachant que Y = y.
Les relations de causalite´ repre´sentent l’influence des valeurs possibles des facteurs
sur la valeur de l’e´ve´nement redoute´. L’e´ve´nement redoute´ correspond a` une valuation
donne´e du facteur but. Dans notre exemple, il s’agit du facteur Angine value´ a` Pre´sence.
Pour de´finir une relation de causalite´, il est donc ne´cessaire de
– choisir le sous-ensemble des facteurs pris en compte dans la relation, comme in-
fluenc¸ant l’e´ve´nement redoute´ (il est possible de choisir un ou plusieurs facteurs).
puis,
– pour chaque estimation possible de ce sous-ensemble de facteurs, de´finir son in-
fluence sur la valeur de l’e´ve´nement redoute´. Il s’agit donc de de´finir la re´partition
stochastique de l’e´ve´nement redoute´ connaissant l’estimation des facteurs choisis.
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Dans notre exemple, nous savons tout d’abord que l’e´ve´nement redoute´ (note´
Angine) est influence´ par la valeur du facteur Amygdalectomie. En effet, si une per-
sone a subi une ablation des amygdales, elle ne peut pas eˆtre atteinte d’une angine.
Pour de´crire cette connaissance dans le re´seau Baye´sien, il faut donc de´finir la re´parti-
tion stochastique des valeurs Pre´sence et Absence pour le facteur but Angine. Il s’agit
donc de de´finir :
– P(Ang. = Pre´s. | Amygdalect. = V) = 0, la probabilite´ pour qu’une personne soit
atteinte d’une angine sachant qu’elle a subi une amygdalectomie,
– P(Ang. = Pre´s. | Amygdalect. = F)= PA, la probabilite´ pour qu’une personne
n’ayant pas subi d’amygdalectomie ait une angine,
– P(Ang. = Abs. | Amygdalect. = V)= 1,
– P(Ang. = Abs. | Amygdalect. = F)= 1− PA.
Notons que
– P(Ang. = Pre´s. | Amygdalect. = F) + P(Ang. = Abs. | Amygdalect. = F) = 1 et
– P(Ang. = Pre´s. | Amygdalect. = V) + P(Ang. = Abs. | Amygdalect. = V) = 1.
En effet, on se place dans un environnement particulier : on choisit la valeur du facteur
Amygdalectomie, puis on de´finit la probabilite´ d’observer chacune des valeurs possibles
du facteur Angine. La somme des probabilite´s devra donc eˆtre e´gale a` 1.
En revanche,
– P(Ang. = Pre´s. | Amygdalect. = V) + P(Ang. = Pre´s. | Amygdalect. = F) 6= 1 et
– P(Ang. = Abs. | Amygdalect. = V) + P(Ang. = Abs. | Amygdalect. = F) 6= 1 .
En effet, affirmer le contraire de la premie`re ine´galite´ reviendrait a` affirmer que peu
importe la valeur du facteur Amygdalectomie, une personne est toujours atteinte d’une
angine.




Vrai P (Ang. = Pres|Amygdalect. = V ) = 0 1− 0 = 1
Faux PA = P (Ang = Pres|Amygdalect. = F ) 1− PA
De manie`re ge´ne´rale, on a la proprie´te´ suivante pour tout facteur Fi ayant k valeurs
possibles : ∑
j∈[1,k]
P (vij|hyp) = 1
ou` vij de´crit l’ensemble des k valeurs de l’espace de valuation d’un facteur Fi, et hyp
repre´sente un ensemble d’hypothe`ses (valeurs fixe´es sur un ensemble de facteurs poten-
tiellement corre´le´s).
Pour s’approcher du maximum de connaissance sur un re´seau Baye´sien, on cherche a`
de´finir un maximum de probabilite´s conditionnelles P(Fi = vi | EnsFacteurs = cj), pour
tout vi de l’espace de valuation de l’e´ve´nement redoute´, et pour toute combinaison cj
de l’espace de valuation des facteurs de l’EnsFacteurs choisi.
Toutes ces probabilite´s ne sont pas toujours connues. C’est d’ailleurs pour de´duire
des informations inconnues a` partir d’informations connues que l’on peut utiliser les
re´seaux Baye´siens. Par exemple, connaissant P (A|B) et P (A|B,C) les re´seaux Baye´siens
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permettent de de´duire P (A|C). Le the´ore`me fondamental des re´seaux Baye´siens est le
the´ore`me de Bayes :
P (A|B) = P (B|A)× P (A)
P (B)
Lorsque la re´partition stochastique des variables est e´tablie, et que les relations de
causalite´ sont probabilise´es (lorsque cela est possible), le re´seau Baye´sien initial est
de´fini.
6.4 Exploitation du re´seau Baye´sien
6.4.1 Estimation ge´ne´rique
Le re´seau Baye´sien peut servir a` obtenir une estimation globale de la probabilite´
d’occurrence de l’e´ve´nement redoute´ de manie`re ge´ne´rale (inde´pendante de tout cas
particulier possible). Cette estimation globale est inde´pendante des valeurs ave´re´es des
facteurs d’influence. Il s’agit du cas ou` aucune hypothe`se sur ces facteurs n’est prise.
Prenons l’exemple de re´seau Baye´sien de diagnostic d’angine en ne conside´rant que deux





• 1%    Vrai
• 99%  Faux
Fumeur ?
• 65%   Non
• 10%   Occasionnel
• 25%   Oui
Fig. 6.9 – Un re´seau Baye´sien simplifie´
Les deux facteurs d’influence conside´re´s, Aygdalectomie et Fumeur peuvent prendre 2,
respectivement 3, valeurs distinctes. Il existe donc 6 combinaisons diffe´rentes de valeurs
pour ces deux facteurs. Par conse´quent, l’estimation globale de la probabilite´ pour qu’une
personne ait une angine est de´finie, relativement a` ces deux facteurs, par une somme de
6 termes comme de´fini dans la formule suivante :
P( Ang = V) =
P(Ang = V |Amygdalect. = V, Fum. = Non) × P(Amygdalect. = V ∧Fum. = Non) +
P(Ang = V |Amygdalect. = V, Fum. = Oc.) × P(Amygdalect. = V ∧ Fum. = Oc.) +
P(Ang = V |Amygdalect. = V , Fum. = Oui) × P(Amygdalect. = V ∧ Fum. = Oui) +
P(Ang = V |Amygdalect. = F, Fum. = Non) × P(Amygdalect. = F ∧Fum. = Non) +
P(Ang = V |Amygdalect. = F, Fum. = Oc.) × P(Amygdalect. = F ∧ Fum. = Oc.) +
P(Ang = V |Amygdalect. = F , Fum. = Oui) × P(Amygdalect. = F ∧ Fum. = Oui).
La valeur calcule´e ici correspond a` la probabilite´ globale a priori, pour qu’un individu
ait une angine, et ce en n’ayant aucune information sur les valeurs des facteurs spe´cifiques
a` l’individu permettant d’ame´liorer l’estimation.
122 LATTIS
6.4. Exploitation du re´seau Baye´sien
Ainsi, les re´seaux Baye´siens permettent tout d’abord d’e´tablir des analyses globales
d’estimation d’occurrence d’e´ve´nements, en ne conside´rant aucune hypothe`se ou in-
formation permettant de pre´ciser cette estimation. Les valeurs obtenues par ce type
d’analyse sont des estimations moyennes ponde´re´es par les distributions des diffe´rents
individus possibles estime´s.
6.4.2 Estimation particulie`re
Le re´seau Baye´sien peut servir a` estimer le meˆme risque, mais dans une situation
particulie`re : de`s que l’on dispose d’informations sur les facteurs du re´seau (valuation
de certains d’entre eux), le re´seau exploite toutes les informations disponibles afin de
produire une estimation du risque global la plus fine possible. Les re´partitions stochas-
tiques des facteurs connus sont pre´empte´es par les valeurs observe´es. Ainsi, l’estimation
globale du risque est plus pre´cise, plus spe´cifique au cas e´tudie´.
Cette ide´e a e´te´ introduite par les deux exemples du tirage au sort de boule et du
diagnostic me´dical : la connaissance d’informations permet d’affiner l’estimation de la
pre´diction.
Dans l’exemple du diagnostic d’angine pour un individu, si nous ne disposons d’au-
cune information sur cet individu, nous ne pouvons proposer de meilleure estimation que
celle e´tablissant une moyenne a` partir des proportions de la population e´tudie´e ayant
les caracte´ristiques concerne´es (fumant et ayant subi une ablation des amygdales, ne
fumant pas et ayant subi un amygdalectomie, etc.). L’estimation obtenue est donc tre`s
ge´ne´rique. Si nous apprenons alors que la personne a` diagnostiquer a subi une amygda-
lectomie, l’estimation du risque d’angine devient beaucoup plus pre´cis par cette simple
information. En effet, elle ne peut pas avoir d’angine. Si pour un autre individu, nous
avons pour seule infomation qu’il fume occasionnellement, l’estimation du risque d’an-
gine va e´voluer, mais de manie`re beaucoup moins signifiative que dans le cas pre´ce´dent.
Nous voyons ici que l’apport d’informations (nouvelles connaissances) sur un syste`me
(individu dans notre cas) permet de pre´ciser l’estimation, en obtenant une valeur beau-
coup plus spe´cifique que l’estimation globale. Dans notre exemple, sans information sur
l’individu que l’on souhaite diagnostiquer, l’estimation propose´e est celle du risque moyen
d’angine dans une population entie`re. La connaissance de chaque nouvelle information
permet de re´duire l’ensemble d’individus conside´re´ pour faire l’estimation. Par exemple,
on ne conside`re plus que les individus fumeurs.
Certaines informations permettent d’affiner beaucoup plus efficacement une estima-
tion que d’autres (Amygdalectomie = F , Fumeur = Oc.), voire peuvent rendre tout
simplement une re´ponse de´terministe (Amygdalectomie = V ).
Cette remarque permet de mettre en e´vidence le fait que certaines informations sont
plus perspicaces que d’autres lors d’une estimation (diagnostic) donne´e, ce qui justifie
la de´finition de questionnaires adapte´s pour l’optimisation d’une estimation.
Remarquons aussi que dans la de´finition de tels questionnaires optimise´s, le couˆt des
diffe´rentes informations doit eˆtre pris en compte. Par exemple, demander a` un patient
s’il fume ou lui prendre la tempe´rature n’a pas le meˆme couˆt que lui faire faire des
analyses sanguines, ou lui faire passer une radiographie. Ce crite`re de couˆt doit lui aussi
eˆtre inte´gre´ pour optimiser le questionnaire d’une estimation.
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De manie`re ge´ne´rale, de nombreux outils utilisant les re´seaux Baye´siens existent et
permettent de faire diverses analyses de ces re´seaux telles que :
– l’analyse de chemins d’influence entre facteurs,
– la de´finition des facteurs les plus pertinents a` estimer (sur un crite`re a` de´finir parmi
le couˆt de l’estimation, sa complexite´, sa qualite´ (apport), etc.),
– l’analyse focalise´e sur un des facteurs pour faire une e´tude d’impact cible´e,
– la de´duction de contraintes globales sur l’e´ve´nement redoute´ a` partir des
contraintes locales sur les facteurs de cet e´ve´nement,
– la mise en œuvre d’apprentissage a` partir des connaissances formalise´es dans ce
re´seau [97],
– etc.
Nous pre´sentons dans la section suivante ces diffe´rentes analyses dans notre contexte.
6.5 Les re´seaux Baye´siens dans notre contexte
Nous montrons dans cette section, comment utiliser les re´seaux Baye´siens afin d’ef-
fectuer une analyse des risques de fautes de conception lie´s aux technologies oriente´es
objet.
6.5.1 Vue d’ensemble
Commenc¸ons tout d’abord par pre´ciser que nous faisons le paralle`le entre estimation
d’un type de faute de conception donne´ dans un programme, et diagnostic me´dical d’une
maladie donne´e sur un patient.
Nous avons pre´sente´ comme exemple dans la section pre´ce´dente un re´seau Baye´sien
de diagnostic d’angine sur un individu. Pour toute autre maladie que l’on a besoin de
diagnostiquer, il est ne´cessaire de de´finir un autre re´seau Baye´sien spe´cifique. Bien que
spe´cifique a` chaque maladie, les re´seaux Baye´siens peuvent faire intervenir des facteurs
communs, comme la tempe´rature par exemple.
De la meˆme fac¸on, pour chaque type de faute que l’on souhaite maˆıtriser, et donc
estimer, nous devons de´finir un re´seau Baye´sien spe´cifique, faisant intervenir diffe´rents
facteurs, correspondant aux informations portant sur le code ayant une influence sur le
risque de faute e´tudie´. Par exemple, pour estimer le risque de rede´finition involontaire
associe´ a` une me´thode, nous pourrons conside´rer son nombre de parame`tres, la taille de
son identifiant, etc. La de´finition de liste des facteurs a` conside´rer dans le re´seau Baye´sien
est bien suˆr supporte´e par l’e´tape d’identification des risques de fautes logicielles.
Dans chacun de ces re´seaux, le facteur but, ou cible, est celui de´crivant le type de
faute associe´, pouvant eˆtre value´ a` Pre´sent ou Absent. Lorsque nous parlons d’e´ve´nement
redoute´, il s’agit de la valuation du facteur but (faute) a` Pre´sent.
Les re´seaux associe´s a` chaque type de faute permettent d’estimer la probabilite´ glo-
bale d’avoir ces diffe´rents types de fautes dans un programme, ainsi que la probabilite´
d’occurrence de ce meˆme type de faute dans des programmes particuliers, sur lesquels
il est possible de collecter des informations par analyses statiques.
L’ensemble de ces informations sont plus ou moins faciles a` obtenir (accessibles par
des analyses statiques plus ou moins complexes). C’est pourquoi nous pourrons choisir
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– de valuer les informations les plus aise´es a` obtenir par analyse de programmes,
– et d’avoir recours aux me´thodes probabilistes uniquement pour les informations
(facteurs) qui sont tre`s complexes ou tre`s couˆteux (en terme de temps ou d’espace
me´moire par exemple) a` obtenir.
De manie`re ge´ne´rale, pour l’estimation du risque de chaque type de faute, une stra-
te´gie d’analyse statique doit eˆtre de´finie afin d’optimiser l’estimation des diffe´rents types
de fautes. Si l’estimation obtenue par ce biais n’est pas juge´e acceptable, il pourra eˆtre
de´cide´ de collecter davantage d’informations sur un programme, afin d’e´valuer davan-
tages de facteurs du risque de faute e´tudie´, et ainsi affiner l’estimation.
6.5.2 Construction d’un re´seau Baye´sien d’estimation de
risque de faute logicielle : illustration sur le risque de
faute du type RI
De´finition de l’ensemble des facteurs du re´seau Baye´sien
Pour de´finir le mode`le ge´ne´ral, il est ne´cessaire d’identifier tout d’abord l’ensemble
des facteurs influenc¸ant un des risques e´tudie´s2.
Certains facteurs affecteront plusieurs risques de fautes distincts, ce qui permettra
par la suite de mettre en e´vidence des couplages entre risques de diverses fautes, et de
de´terminer des corre´lations entre facteurs appartenant a` des re´seaux Baye´siens distincts.
A partir de l’identification des risques de fautes, nous pouvons de´duire l’ensemble des
facteurs intervenant dans le re´seau Baye´sien. Dans le cas de l’estimation du risque de
rede´finition de me´thode involontaire (RI), les facteurs identifie´s engendrent l’ensemble
des facteurs du re´seau tel qu’illustre´ par la figure 6.10 (les illustrations propose´es dans
cette section sont e´tablies avec l’outil BayesiaLab [26]). Ils ont e´te´ de´finis a` partir de
l’identification pre´sente´e au chapitre 2. Le nœud repre´sentant le facteur but ou cible est
diffe´rencie´ par des cercles concentriques.
2Rappelons que cet ensemble de facteurs n’est pas obligatoirement exhaustif mais que plus il sera
complet, plus l’estimation sera pre´cise.
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Fig. 6.10 – Facteurs du risque de rede´finition involontaire
De´finition des domaines de valeurs des facteurs conside´re´s
Il faut ensuite de´finir pour chacun des facteurs que l’on va conside´rer dans l’estima-
tion du risque, son domaine de valeurs possibles. Cela implique de choisir des intervalles
de valeurs judicieux dans le cas des domaines continus ou trop importants. La de´finition
de ces derniers est base´e sur l’expertise et le retour d’expe´rience (statistiques sur les
programmes, influence des standards de codage, etc.).
La de´finition de ces domaines de valeurs doit eˆtre effectue´e pour chaque facteur
dont la connaissance a priori le permet. Par exemple, la re´partition du facteur but RI
(probabilite´s de pre´sence et d’absence du risque RI) n’est bien suˆr pas connue, car c’est
ce que l’on cherche a` de´terminer.
Nous de´finissons dans notre exemple de faute du type RI, les distributions des do-
maines de valeurs suivantes :
– Le facteur RI est de´fini par deux valeurs possibles : Pre´sence ou Absence (pre´sence
de faute ou absence de faute).
– Le facteur Taille-Identificateur est de´fini par 4 valeurs possibles (on discre´tise les
valeurs possibles par des intervalles) : [1-4], [5-10], [11-25], [25+].
– Le facteur Nombre-Me´thodes est de´fini par 4 valeurs possibles (intervalles de dis-
cre´tisation) : [0-15], [16-30], [31-55], [56+].
– Le facteur Nombre-He´ritages est de´fini par 4 valeurs possibles (intervalles de dis-
cre´tisation) : [0], [1-2], [3-5], [6+]
– etc.
Les valeurs conside´re´es pour les facteurs pourront eˆtre pre´cise´es ou modifie´es en
fonction des re`gles de codage applique´es : si une re`gle de codage de´finit le nombre
maximum de me´thodes par classe autorise´, les intervalles de la discre´tisation peuvent
eˆtre adapte´s.
Nous ne donnons ici qu’une proposition d’intervalles possibles. De manie`re
ge´ne´rale, les choix de discre´tisation des valeurs de facteurs doivent eˆtre justifie´s par
des e´tudes (le retour d’expe´rience, l’expertise, des statistiques, des re`gles de codage, etc).
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De´finition du domaine et de la distribution des valeurs des facteurs
La re´partition stochastique des valeurs possibles des facteurs doit eˆtre de´finie. De
la meˆme manie`re que pre´ce´demment, il est important de justifier au maximum ces re´-
partitions stochastiques par des analyses, pouvant eˆtre de type retour d’expe´rience,
environnement de de´veloppement (re`gles de codages), statistiques, etc.
Par exemple, dans un cadre de de´veloppement dans lequel les identificateurs de taille
infe´rieure a` 4 caracte`res sont fortement de´conseille´s, et en tenant compte du fait que la
tranche [11-25] caracte`res est la plus repre´sente´e dans un programme, nous proposons
ici la re´partition stochastique suivante pour le facteur Taille-Identificateur :
– Proba (Taille-Identificateur = [0-4]) = 0.01
– Proba (Taille-Identificateur = [5-10]) = 0.2
– Proba (Taille-Identificateur = [11-25]) = 0.7
– Proba (Taille-Identificateur = [25+]) = 0.09
De la meˆme manie`re, nous proposons des distributions stochastiques pour chaque
autre facteur comme illustre´ par la figure 6.11. Ces distributions sont de´finies par ex-
pertise. Elle peuvent cependant eˆtre ame´liore´es par prise en compte de statistiques spe´-
cifiques effectue´es sur des programmes, comme nous le verrons dans la section 6.5.3.
Remarquons que l’outil BayesiaLab employe´ pour re´aliser les illustrations suivantes
de´finit les distributions stochastiques en pourcentages.
Fig. 6.11 – Distributions stochastiques des facteurs du risque de RI
Structure de causalite´s entre facteurs
Les facteurs du risque RI influencent tous, de fac¸on directe ou indirecte, la proba-
bilite´ d’occurrence de rede´finition involontaire. Cette influence est alors exprime´e par
des fle`ches dans le re´seau Baye´sien, repre´sentant la relation de causalite´ existante entre
facteurs, comme illustre´ par la figure 6.12.
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Fig. 6.12 – Relations entre facteurs et RI
Influence des facteurs
Ensuite, pour chaque influence repre´sente´e par une fle`che, il est ne´cessaire de de´finir
les tableaux de probabilite´s conditionnelles connues, soit de de´finir :
A B proba (Ai|Bj), c’est-a`-dire proba (A=Ai) sachant B=Bj, pour toutes
valeurs Ai et Bj de l’espace de valeurs des facteurs A et B.
La de´finition de ces relations est principalement base´e sur le retour d’expe´rience,
des statistiques, etc. Les probabilite´s conditionnelles peuvent faire l’hypothe`se d’une ou
plusieurs valeurs de facteurs connues :
– 1 hypothe`se :
proba (RI = Pre´sence | Taille-Identificateur = [25+]) : probabilite´ pour qu’une me´-
thode cause une rede´finition involontaire sachant que son identificateur comporte
au moins 25 caracte`res,
– 2 hypothe`ses :
proba (RI = Pre´sence | Taille-Identificateur = [25+] ∧ Nombre-He´ritages = 0),
– 3 hypothe`ses :
proba (RI = Pre´sence | Taille-Identificateur = [25+] ∧ Nombre-He´ritages = [1-2]
∧ Nombre-Me´thodes = [17-30]).
En fonction de la connaissance que l’on veut mode´liser, on peut alors de´finir les
probabilite´s conditionnelles dans les tableaux associe´s.
Par la suite, nous choisissons de ne prendre en compte que deux des facteurs du
risque de RI figurant dans le re´seau Baye´sien (Taille-Identificateur et Mot-Clef), pour
simplifier les illustrations. Conside´rons tout d’abord que nous connaissons l’influence
du facteur Mot-Clef sur le risque de RI. Cette connaissance est illustre´e par le tableau
de la figure 6.13.
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Fig. 6.13 – RI | Mot-Clef
On observe sur cette figure qu’en cas de
pre´sence d’un mot-clef, sa connaissance per-
met de savoir de fac¸on de´terministe si il
y a pre´sence ou non de rede´finition invo-
lontaire (distribution stochastique de´termi-
niste : probabilite´s repre´sentant la certi-
tude). Dans le cas de la pre´sence du mot-
clef ou de l’annotation“New”, toute rede´fini-
tion de me´thode est obligatoiremment invo-
lontaire puisque l’intention exprime´e par le
mot-clef est de cre´er une nouvelle me´thode.
En revanche, en cas
d’absence de mot-clef, aucune connaissance a priori ne permet de pre´ciser l’estimation
des valeurs de RI.
Conside´rons a` pre´sent que nos connaissances portent sur la taille de l’identificateur
d’une me´thode, et sur le potentiel mot-clef. La figure 6.14 propose une de´finition des
influences de ces facteurs sur le risque RI.
Fig. 6.14 – RI | Mot-Clef ∧ Taille-Ident
On voit dans cet exemple que l’on doit de´-
finir les probabilite´s conditionnelles asso-
cie´es a` chaque combinaison possible des
facteurs conside´re´s (3 × 4 = 12 cas dis-
tincts ici). La connaissance de´terministe
de´finie dans la figure 6.13 est bien conser-
ve´e dans les cas ou` il y a pre´sence d’un
mot clef, et qu’on le connait. Toute infor-
mation comple´mentaire acquise ne modifie
en aucun cas l’estimation du risque, qui est
nulle (0%) si le mot-clef est “override”, et
qui est maximale (100%) si le mot-clef est
“new”. En revanche, en absence de mot-
clef, la connaissance de la taille de l’iden-
tificateur de la me´thode permet de pre´ciser
l’estimation du risque de RI associe´ a` cette
me´thode.
En effet, dans le cas ou` une me´thode posse`de un identificateur de moins de 5 ca-
racte`res (risque e´leve´ de conflit de nom), et un mot-clef “override”, le risque de RI est
nul, comme illustre´ par la figure 6.15. Les barres de probabilite´s vertes repre´sentent les
facteurs pour lesquels une valeur est fixe´e.
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Fig. 6.15 – RI | Mot-Clef = Override ∧ Taille-Ident = 0-4
Malgre´ la pre´sence d’un identificateur de taille tre`s faible, le risque de RI est
nul pour une me´thode pre´ce´de´e d’un mot-clef “override” car il exprime l’intention de
rede´finition, ce qui de´termine avec certitude l’absence de rede´finition involontaire.
Remarquons que dans les diffe´rentes figures d’illustration, les nœuds de couleur jaune
(partie gauche) repre´sentent les facteurs dont on souhaite observer les distributions
des valeurs possibles (encadre´ dans la partie droite de la feneˆtre). Les nœuds bleus en
revanche ne sont pas observe´s. L’observation du facteur but est distingue´ des autres par
un encadre´ au fond rouge (facteur en bas a` droite sur la figure 6.15). Enfin, notons que
les nœuds de couleur verte repre´sentent les facteurs pour lesquels une valeur a e´te´ fixe´e.
Ils repre´sentent les connaissances que l’on a sur un e´le´ment de code ou les hypothe`ses
que l’on fixe.
Dans notre exemple, la connaissance de la taille de l’identificateur n’a finalement
aucun impact dans l’estimation du risque de rede´finition dans le cas ou` le facteur mot-
clef est soit “override”, soit “new”. On remarque dans la figure 6.16, que l’estimation de
RI n’est pas modifie´e par l’absence de connaissance sur le facteur Mot-Clef (distribution
par de´faut des valeurs possibles), relativement a` la connaissance illustre´e par la figure
6.15, pour laquelle la taille de l’identificateur est fixe´e entre 0 et 4.
Fig. 6.16 – RI | Mot-Clef = Override
En revanche, nous pouvons remarquer qu’en absence de connaissances sur le facteur
Mot-Clef d’une me´thode, l’estimation du risque de RI est pre´cise´e par la connaissance
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d’une taille faible d’identificateur. La figure 6.17 illustre cette remarque. En effet, en
l’absence d’informations sur le mot-clef, la seule connaissance de la taille de l’identifica-
teur (0-4) ne permet pas d’obtenir une estimation concluante (67,5% Pre´sence, 32,5%
Absence).
Fig. 6.17 – RI | Taille-Ident = 0-4
On intuite ici que les diffe´rentes valeurs pouvant eˆtre observe´es pour les diffe´rents
facteurs sont plus ou moins inte´ressantes pour l’estimation d’un risque.
Toutes les connaissances d’influence corre´le´es entre facteurs, ou de valeurs de facteurs
de´terminantes doivent eˆtre utilise´es pour formuler les tableaux de´finissant les probabilite´s
conditionnelles associe´es.
Une fois que toutes les connaissances d’influence sont transcrites dans le mode`le, la
construction du re´seau Baye´sien est termine´e. Le but est ensuite d’exploiter ce re´seau a`
travers les diffe´rents types d’analyses que les re´seaux Baye´siens proposent.
La qualite´ de l’exploitation de ce re´seau est conditionne´e par la quantite´ d’informa-
tions dont on dispose dans ce re´seau, et notamment sur les nœuds de connexion de ce
re´seau. En effet, plus un re´seau est complet et plus les facteurs sont couple´s, plus le
nombre d’informations et d’analyses pouvant en eˆtre de´duites sera important.
6.5.3 Exploitations des re´seaux Baye´siens pour nos travaux
Une fois le re´seau Baye´sien associe´ a` l’estimation d’un risque de faute de´fini, diverses
exploitations de ce re´seau Baye´sien sont possibles dans le cadre de nos travaux d’esti-
mation de risques de faute. Tout comme pre´sente´ en section 6.4, il est possible d’utiliser
un re´seau Baye´sien pour effectuer des estimations ge´ne´riques (inde´pendamment de tout
programme), et pour effectuer des estimations particulie`res (sur un e´le´ment de code
particulier). Les diffe´rents types d’analyses des re´seaux Baye´siens utilise´s dans le cadre
du domaine logiciel sont e´nume´re´s ci-apre`s puis de´taille´s par la suite.
• Estimation particulie`re d’un risque sur un e´le´ment de code donne´ (attribut, me´-
thode),
• Estimations ge´ne´riques :
– de´finition de re`gles de codage a` partir d’un niveau de risque fixe´,
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– de´finition de re`gles de codage a` partir d’un niveau de risque fixe´ et d’un ensemble
de facteurs fixe´s,
• Infe´rence : de´finition d’analyses statiques de code optimise´es pour l’estimation des
risques de faute,
• Techniques d’apprentissage et Analyses graphiques.
Estimation particulie`re d’un risque sur un e´le´ment de code donne´ (attribut,
me´thode)
Tout d’abord, nous pre´sentons le type d’analyse le plus simple a` e´tablir a` partir d’un
re´seau Baye´sien : son utilisation pour estimer un risque de faute donne´ sur un e´le´ment
de code donne´. Pour ce faire, il est ne´cessaire de collecter des informations sur l’e´le´ment
dont on souhaite estimer le niveau de risque, puis de pre´ciser ces informations dans le
re´seau Baye´sien en fixant les facteurs aux valeurs associe´es.
On obtiendra ainsi une estimation de la vraisemblance de pre´sence du risque de faute
e´tudie´ sur l’e´le´ment estime´. Bien suˆr, il est possible dans une telle e´valuation, de ne pas
disposer de la totalite´ des valeurs associe´es a` l’ensemble des facteurs d’influence (prise
en compte des incertitudes). Tout facteur dont la valeur n’est pas fixe´e influence aussi
l’estimation globale. Chaque valeur possible du facteur a` une influence prise en compte
de manie`re proportionnelle a` sa vraisemblance a priori. On utilise ici les distributions
des valeurs des facteurs de´finies lors de la cre´ation du re´seau Baye´sien.
Nous conside´rons dans la figure 6.18 un exemple d’estimation du risque de rede´finition
involontaire dans le cas d’une me´thode ayant un mot-clef “New”, un identificateur de
taille comprise entre 5 et 10 caracte`res, de visbilite´ publique, n’ayant aucun parame`tre
(donc le facteur Type-Parametre est estime´ a` Simple), rede´finissant une me´thode he´rite´e
depuis 3, 4 ou 5 niveaux d’he´ritages, et appartenant a` une classe dans laquelle le nombre
de me´thodes de´finies est compris entre 31 et 55.
Fig. 6.18 – Facteurs du risque de RI fixe´s pour une estimation particulie`re
L’estimation de RI obtenue dans ce cas est bien suˆr une estimation de´terministe
indiquant avec certitude la pre´sence de rede´finition involontaire (100% Pre´sence de RI)
du fait de la pre´sence du mot-clef “New” (100% New).
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A terme, nous souhaitons permettre une estimation de l’ensemble des types de fautes
associe´es a` un e´le´ment de code donne´. Par exemple, dans le cas des me´thodes, l’objectif
est de proposer pour chaque me´thode d’un programme, une estimation de l’ensemble
des risques porte´s par une me´thode (RI, SDA, ITU, etc.). Nous verrons dans la section
6.6.2 comment les estimations des diffe´rents types de fautes pourront eˆtre effectue´es en
paralle`le.
De´finition de re`gles de codage a` partir d’un niveau de risque fixe´
Un des principaux objectifs des travaux pre´sente´s ici est de proposer un ensemble de
re`gles de codage pour des technologies oriente´es objet, permettant de garantir un niveau
de risque acceptable, c’est-a`-dire un niveau de risque infe´rieur au seuil d’acceptabilite´
de ce dernier. Conside´rons par exemple, que le seuil d’acceptabilite´ de risque de RI soit
une probabilite´ de 10−4 de pre´sence de faute de type RI pour chaque me´thode. Toute
pre´sence de risque de probabilite´ supe´rieure a` 10−4 est conside´re´e comme inacceptable.
Il est alors ne´cessaire de de´finir des re`gles de codage portant sur les informations
implique´es dans ce type de risque, garantissant ce niveau de risque acceptable.
Dans cet objectif, il est possible dans le re´seau Baye´sien associe´, de fixer la valeur
seuil d’acceptabilite´ a` la valeur “pre´sence” sur le facteur but, RI. Nous voyons sur la
figure 6.19 qu’il est possible de spe´cifier cette valeur dans l’encadre´ rouge repre´sentant
les vraisemblances associe´es aux diffe´rentes valeurs du risque RI (Pre´sence et Absence).
Fig. 6.19 – Fixation d’un niveau de risque acceptable
Graˆce aux proprie´te´s de re´versibilite´ porte´es par les re´seaux Baye´siens, il est alors
possible de de´duire une combinaison de vraisemblances des valeurs des diffe´rents facteurs,
permettant d’atteindre le niveau de risque seuil fixe´.
La figure 6.20 pre´sente dans notre exemple, l’impact de la valeur fixe´e pour le fac-
teur but sur les facteurs d’influence. Nous voyons par exemple que la vraisemblance pour
qu’une me´thode rede´finissante soit pre´ce´de´e par le mot-clef “new”, et que les vraisem-
blances associe´es aux faibles tailles d’identificateur ont fortement diminue´. Par conse´-
quent, une re`gle de codage interdisant un identificateur de taille infe´rieure a` 10 caracte`res
pour une rede´finition de me´thode pourrait permettre de maintenir ce seuil acceptable
de risque. Pour ve´rifier son utilite´, il suffit alors de fixer les valeurs interdites a` une
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vraisemblance nulle, et d’observer l’e´volution des vraisemblances de RI en fonction des
diffe´rentes configurations possibles sur les autres facteurs.
Fig. 6.20 – Affectation des distributions des valeurs des facteurs
Dans la figure 6.19, la probabilite´ de pre´sence du mot-clef “New” est de 30%. Cette
valeur est modifie´e par la fixation du seuil de 0,01% de pre´sence de RI. En effet, on
observe sur la figure 6.20 que la probabilite´ du mot-clef “New” est devenue quasiment
nulle (0,01%). Ce type d’exploitation des re´seaux Baye´siens permet alors d’exclure ce
type de valeurs.
Pour ce type d’exploitation des re´seaux Baye´siens, il est ne´cessaire de fixer un seuil
d’acceptabilite´ du risque global, avant de pouvoir en de´duire, par exploitation dynamique
du re´seau, les contraintes a` appliquer sur les diffe´rents facteurs du programme.
Le seuil d’acceptabilite´ du risque fixe´ de´pend bien suˆr du niveau de criticite´ vise´ (DAL
A, B, etc.), car selon les diffe´rents types d’applications associe´s, le seuil de tole´rance n’est
pas le meˆme, et par conse´quent les techniques et contraintes a` mettre en œuvre sont
distinctes.
Dans le cas du test par exemple, une couverture structurelle du code de type MC/DC3
est requise pour des applications de niveau A, tandis que dans le cadre des application de
niveau B, seule une couverture de type C/DC4 est exige´e. Ainsi, comme le de´finit le stan-
dard de de´veloppement d’application avionique, il est important de conside´rer le niveau
de criticite´ vise´ pour adapter le processus et les contraintes associe´es de de´veloppement.
Dans ce cadre, nous soulevons ici l’inte´reˆt de distinguer diffe´rents seuils d’accepta-
bilite´ pour chacun des risques de fautes estime´s, en fonction des diffe´rents niveaux de
criticite´ avioniques.
Ainsi, il devient possible de de´finir aise´ment des re`gles de codage spe´cifiques aux
diffe´rents niveaux de criticite´, en exploitant le re´seau Baye´sien en fixant le facteur but
aux diffe´rentes valeurs seuils de´finies.
La de´finition des seuils d’acceptabilite´ doit eˆtre effectue´e ou valide´e par les autorite´s
de certification, tout comme l’a e´te´ la de´finition des techniques de couvertures ne´cessaires
pour les diffe´rents niveaux de criticite´.
3Modified Condition / Decision Coverage
4Condition / Decision Coverage
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De´finition de re`gles de codage a` partir d’un niveau de risque fixe´ et d’un
ensemble de facteurs fixe´s
Commenc¸ons par justifier le type d’exploitation des re´seaux Baye´siens introduit ici
en prenant un exemple pre´cis de re`gle de codage propose´e dans l’OOTiA [102]. Cette
re`gle de codage interdit d’utiliser des chaˆınes d’he´ritages de plus de 5 niveaux dans un
logiciel avionique, et ce de manie`re inde´pendante de tout niveau de criticite´. Dans cette
re`gle de codage, le facteur Nombre-He´ritages est contraint de manie`re inde´pendante des
autres facteurs de risques, et la contrainte propose´e est tre`s forte (restrictive).
Nous souhaitons dans ce cas pouvoir proposer des contraintes plus souples sur le
nombre de niveaux d’he´ritages acceptable. Pour introduire une souplesse au niveau des
contraintes de codage, il est ne´cessaire en contrepartie d’introduire des contraintes sup-
ple´mentaires sur d’autres facteurs. Cette souplesse sur les diffe´rents facteurs de risque
permet au concepteur de be´ne´ficier de liberte´s de conception primordiales, lui permettant
par exemple de choisir une hie´rarchie judicieuse de plus de 6 niveaux d’he´ritage si besoin,
tout en maintenant les garanties ne´cessaires sur le niveau de risques de fautes. Pour cela,
il devra satisfaire des contraintes particulie`res sur les e´le´ments de code implique´s dans
cette hie´rarchie.
Pour de´finir ce type de re`gles de codage portant sur plusieurs facteurs, il est possible
d’utiliser les re´seaux Baye´siens associe´s aux risques de faute.
En effet, en fixant tout d’abord le seuil d’acceptabilite´ du risque (en fonction du
niveau de criticite´ vise´), il est ensuite possible de fixer d’autres facteurs de risque a` des
valeurs donne´es (par exemple fixer le nombre de niveaux d’he´ritage supe´rieur a` 5), et
d’observer les re´percussions ope´re´es dans le re´seau Baye´sien sur les autres facteurs du
risque. Cela permet le relaˆchement de contraintes sur un facteur donne´ (voire plusieurs)
en compensant ce relaˆchement par des restrictions plus fortes sur d’autres facteurs. Ce
point est tre`s important car il donne au de´veloppeur davantage de souplesse dans les
situations particulie`res ou` il n’est pas judicieux de suivre des re`gles de codage ge´ne´riques,
et ce, tout en garantissant un meˆme niveau de risque acceptable.
Dans notre exemple simplifie´ d’estimation du risque de RI, prenant en compte unique-
ment deux facteurs, nous pouvons par exemple tout d’abord fixer le seuil d’acceptabilite´
de pre´sence de faute RI a` 0,01% soit une probabilite´ de 10−4 dans le cadre des appli-
cations du niveau de criticite´ DAL C par exemple : SeuilRI(Level C) = 10
−4. Ensuite,
nous pouvons observer les re´percussions sur les autres facteurs (un seul ici) des diffe´-
rentes valeurs possibles. Deux influences distinctes sont illustre´es par les figures 6.21 et
6.22. La premie`re propose de mesurer l’impact de la pre´sence d’une me´thode ayant un
identificateur tre`s court, pour atteindre le niveau de risque acceptable. On voit alors que
la valeur privile´gie´e pour le facteur mot-clef est “Override”, tandis que dans l’exemple
de la figure 6.22, la taille importante de l’identificateur permet de compenser davantage
l’absence de mot-clef.
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Fig. 6.21 – Taille-Identificateur = 0-4 Fig. 6.22 – Taille-Identificateur > 25
L’exemple illustratif ne comportant que deux facteurs, les conclusions de´duites au-
raient pu eˆtre intuite´es. Cependant, elles sont ici justifie´es par des valeurs. De plus,
lorsque l’ensemble des facteurs est pris en compte comme dans la section 6.6, l’intuition
ne s’ave`re plus efficace.
Dans des re´seaux Baye´siens re´alistes, faisant intervenir un nombre conse´quent de
facteurs, il est possible de fixer un attribut pour lequel on souhaite alle´ger une contrainte,
et observer quelles combinaisons des autres facteurs permettent de maintenir le niveau
de risque acceptable. Plusieurs facteurs peuvent ainsi eˆtre fixe´s. Les re`gles de codage
de´finies sont alors du type “En cas de chaˆıne d’he´ritage de plus de 5 niveaux d’he´ritage,
la pre´sence de mot-clef en cas de rede´finition de me´thode est obligatoire, et la taille de
l’identificateur doit eˆtre supe´rieure a` 10 caracte`res”.
Dans l’exemple du risque de rede´finition involontaire, il est important de proposer
d’autres moyens de re´duction du risque que l’obligation d’utiliser un mot-clef, car tous
les langages a` objets ne permettent pas aujourd’hui l’utilisation de ce type de mot-clef.
Infe´rence : de´finition d’analyses statiques de code optimise´es pour l’estima-
tion des risques de fautes
Les re´seaux Baye´siens permettent d’effectuer un ensemble d’analyses relativement
a` un nœud but fixe´. Ils permettent par exemple de de´terminer les principaux chemins
d’influence sur un nœud dans le re´seau, c’est-a`-dire les influences en cascade existantes
affectant l’estimation du facteur but.
Comme nous l’avons remarque´ pre´ce´dement, les diffe´rentes valeurs possibles pour
un meˆme facteur peuvent ne pas apporter la meˆme quantite´ d’information pour
l’estimation globale. Par exemple, le facteur “Mot-Clef” de valeur “nothing” pre´cise
beaucoup moins l’estimation du risque de RI que ce meˆme facteur de valeur “override”.
Ainsi, les diffe´rentes valeurs possibles pour un meˆme facteur ne pre´sentent pas la meˆme
pertinence pour l’estimation. Apre`s avoir identifie´ la valeur “nothing” pour le facteur
“Mot-Clef” d’une me´thode, il est ne´cessaire de collecter d’autres informations pour
pre´ciser l’estimation du risque de RI. En revanche, si une me´thode est pre´ce´de´e du
mot-clef “override”, il n’est pas ne´cessaire de collecter davantage d’informations pour
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estimer son risque de RI.
Certaines informations demandent une analyse statique de code complexe (lourdes
en temps et en me´moire ne´cessaires). Nous appelons cette difficulte´ d’acquisition des
informations, le couˆt des informations. Il est tre`s important de tenir compte de ce crite`re
(inte´grant l’occupation me´moire et le temps d’exe´cution des analyses ge´ne´re´es) pour ne
pas de´finir un processus d’estimation des risques qui soit trop couˆteux, particulie`rement
mal inte´gre´ dans un processus de de´veloppement.
Finalement, il est possible d’optimiser la collecte d’informations sur un code en terme
de nombre, de pertinence, mais aussi de couˆt. En outre, ce couˆt pourra eˆtre adapte´ en
fonction du niveau de criticite´ vise´ : un couˆt d’analyse important sera justifie´ dans le cas
d’application de niveau A, tandis qu’il devra eˆtre faible pour des applications de niveau
D.
C’est la technique d’infe´rence a` partir des informations porte´es par un re´seau Baye´-
sien qui permet de de´finir ce type de questionnaire adaptatif (strate´gie d’analyse statique
de code dans notre cas).
La fonctionnalite´ correspondante propose´e par l’outil BayesiaLab [26] permet de de´-
finir un questionnaire ge´ne´ral (strate´gie de base), dans le cas ou` l’on ne dispose d’aucune
information. Ensuite, il est possible de de´finir des strate´gies spe´cifiques a` chacune des
connaissances possibles. Ainsi de`s que la re´ponse a` la premie`re question est connue, sa
valeur justifie d’adapter la suite du questionaire. L’outil permet de plus de choisir le
nombre d’informations que l’on souhaite collecter, et prend en compte les couˆts associe´s
a` chacune des informations possibles (chaque facteur du re´seau). Par exemple, on peut
pre´ciser que l’on veut au maximum poser 5 questions ou que le couˆt global de la collecte
d’informations doit eˆtre borne´e par une valeur donne´e.
En utilisant cette fonctionnalite´, il est donc tre`s simple de de´finir des strate´gies
d’analyses statiques, en proposant une strate´gie de base, puis un ensemble de strate´gies
spe´cifiques a` chacun des sce´narios possibles (en fonction des re´ponses obtenues). Si l’on
sait qu’une rede´finition de me´thode est pre´ce´de´e d’un mot-clef, la strate´gie d’analyse
statique a` utiliser est diffe´rente qu’en absence de mot-clef.
Techniques d’apprentissages et analyses graphiques
Apprentissage par de nouvelles donne´es
La de´finition d’un re´seau Baye´sien est base´e sur le retour d’expe´rience. Ainsi, chacune
des relations de´finies, et chacunes des probabilite´s conditionnelles spe´cifie´es sont base´es
sur ce meˆme principe. Or, il est important de conside´rer qu’un re´seau Baye´sien de´fini
repre´sente une connaissance qui peut e´voluer ou eˆtre ame´liore´e. En effet, de nouvelles
observations engendrant de nouvelles statistiques, sur des programmes dans notre cas,
peuvent bien suˆr modifier les retours d’expe´riences a` prendre en compte et ainsi ame´liorer
les probabilite´s conditionnelles associe´es aux relations existantes des re´seaux.
C’est pourquoi les re´seaux Baye´siens proposent un principe d’apprentissage base´
sur la collecte d’informations sur une nouvelle population (ensemble de programmes
dans notre cas), permettant de mettre a` jour la connaissance repre´sente´e au travers des
relations des re´seaux.
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Dans le domaine des logiciels, tre`s peu d’informations existent sur les programmes
de´veloppe´s et sur les fautes qui ont e´te´ traite´es dans ces derniers. Cette absence de don-
ne´es rend la construction des re´seaux Baye´siens de´pendante de l’expertise des personnes
qui les de´finissent.
Pour valider les re´seaux construits par les experts, il est donc inte´ressant de recourir
a` ce type de technique. Pour ce faire, il serait judicieux d’inte´grer dans le processus de
de´veloppement, un processus de collecte d’informations sur le code (fautes, corrections,
etc). Ce type de collecte d’informations peut entre-autre s’effectuer lors de chaque
compilation, avec la sauvegarde dans des fichiers date´s des diffe´rentes erreurs identifie´es,
de leur localisation, et des diffe´rentes informations associe´es.
Apprentissage par de´couverte d’associations
A partir d’un re´seau Baye´sien, il est possible d’utiliser des techniques d’apprentissage
dans le but de de´terminer des associations nouvelles entre facteurs, des corre´lations non
connues, mais qui, de par les relations de´finies dans le re´seau, peuvent eˆtre de´duites.
Ce type de de´couverte est favorise´ lorsque des facteurs sont influence´s par plusieurs
autres facteurs, car cela permet, par recoupement de donne´es, de de´duire des corre´lations
supple´mentaires.
D’autres techniques d’apprentissage existent, permettant par exemple de de´finir de
manie`re automatique, a` partir de donne´es existantes sur une population, les intervalles a`
prendre en compte pour discre´tiser les intervalles de valeurs possibles des facteurs. Dans
l’exemple de risque de rede´finition involontaire, on pourra utiliser ce type de technique
pour de´terminer les intervalles a` prendre en compte pour la taille des identificateurs
de me´thodes par exemple. Cependant, ce type de technique ne´cessite de disposer
d’importantes bases de donne´es, repre´sentant de manie`re pre´cise la connaissance du
re´seau. Du fait des grandes lacunes existantes aujourd’hui dans le domaine logiciel,
de bases de donne´es sur les programmes et fautes identifie´es, il n’est pas judicieux de
vouloir utiliser ce type de technique aujourd’hui. Il sera cependant tre`s inte´ressant d’y
recourir de`s que de telles bases de connaissances auront e´te´ e´tablies.
Analyses graphiques
Diverses analyses graphiques sont possibles a` partir de re´seaux Baye´siens. Elles pre´-
sentent le grand avantage de proposer graphiquement des informations d’interpre´tation
intuitive.
Par exemple, il est possible d’utiliser une analyse graphique base´e sur la force (en
terme d’impact, d’influence) des diffe´rents arcs du re´seau. Ainsi, plus un facteur a` d’in-
fluence sur un autre, plus la fle`che les connectant sera en gras (la largeur de la fle`che est
alors proportionnelle a` la force de la relation). Cela permet d’identifier rapidement les
relations pre´ponde´rantes et donc les facteurs de plus grande influence, et de choisir de
fac¸on manuelle une strate´gie d’acquisition d’informations sur les diffe´rents facteurs.
Un autre type d’analyse graphique propose´ est celui d’analyse du voisinage d’un
nœud. Il consiste a` proposer un affichage parame´tre´ du re´seau, en ne conside´rant par
exemple que les voisins directs d’un nœud, ou a` diffe´rents niveaux de proximite´ selon
notre volonte´, ou encore les nœuds de la couverture de Markov de ce nœud [97].
Diverses autres analyses graphiques existent, et permettent entre-autre de proposer
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des analyses de sensibilite´ d’un nœud, relativement aux diffe´rentes valeurs des diffe´-
rents facteurs. Dans note exemple du risque de rede´finition involontaire, la sensibilite´
du facteur RI est tre`s e´le´ve´e relativement aux valeurs “override” et “new” du facteur
Mot-Clef, tandis que ce meˆme risque est peu sensible a` la valeur “nothing” du meˆme
facteur Mot-Clef.
Ces diffe´rents types d’analyses peuvent eˆtre synthe´tise´s dans des documents illustre´s
de manie`re automatique.
6.6 Les re´seaux Baye´siens associe´s aux risques de
fautes cite´es dans l’OOTiA
6.6.1 Re´seaux Baye´siens et nouvelles me´triques
Dans le chapitre pre´ce´dent, nous avons introduit un ensemble de nouvelles me´triques
d’estimation des risques des diffe´rents types de fautes de conception oriente´ objet e´tudie´s.
Elles mettent en œuvre une fonction prenant en compte plusieurs facteurs dont les
influences respectives ne sont pas connues de fac¸on justifie´e. Ces me´triques figurent
dans les re´seaux Baye´siens associe´s a` chaque type de faute e´tudie´. Tout comme pour
tout autre facteur, la valeur des me´triques est une information pouvant eˆtre disponibles
ou non, et recueillie ou non (valeur du facteur connue ou non).
La valeur de cette me´trique peut eˆtre conside´re´e comme unique indicateur du risque
associe´ si l’on choisit de n’estimer que ce facteur dans le re´seau Baye´sien. Il est aussi
possible d’estimer ce facteur en comple´ment d’autres informations collecte´es par analyses
statiques. Il est enfin possible de ne pas estimer ce facteur, et d’estimer un risque donne´
uniquement a` partir des autres facteurs du re´seau Baye´sien. Ce choix peut eˆtre justifie´
du fait que l’estimation de ces me´triques engendre des analyses statiques de code non
triviales, ce qui implique un couˆt important. Ces me´triques seront donc conside´re´es dans
nos re´seaux comme des facteurs d’estimation de risque pertinents mais couˆteux.
Dans tous les cas, les me´triques de type MESS-TypeFaute figurent dans les re´seaux
Baye´siens. C’est lors de leur utilisation qu’il appartient de choisir de les estimer ou non.
On imagine par exemple que dans le cas d’une rede´finition de me´thode pre´ce´de´e d’un
mot-clef “new”, il ne sera pas ne´cessaire de mettre en œuvre le calcul de la me´trique
MESS-RI pour estimer le risque de rede´finition involontaire. En revanche, dans le cas
d’une rede´finition de me´thode non pre´ce´de´e d’un mot-clef, l’estimation de la me´trique
MESS-RI fournira un indicateur tre`s pertinent du risque de rede´finition involontaire.
Remarquons que de plus, les me´triques MESS-TypeFaute pre´sentent le solide avan-
tage d’inte´grer le crite`re de la compre´hension qu’un programmeur a concernant les e´le´-
ments de code implique´s dans le risque estime´. Rappelons que la compre´hension est
un facteur clef de l’introduction de faute par un concepteur. La pertinence de la me´-
trique MESS est e´tablie par une expe´rimentation sur un code de Flight Manager dans
le chapitre 7.
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6.6.2 Re´seaux Baye´siens d’estimation des risques de fautes lie´s
aux me´thodes
Nous proposons ici de de´finir un moyen d’estimation unique, pour l’estimation de
l’ensemble des risques de fautes associe´s aux me´thodes.
Pour cela, nous souhaitons estimer de manie`re conjointe chacun des risques des dif-
fe´rents types de fautes, puis conside´rer qu’il y a pre´sence de risque inacceptable duˆ a`
une me´thode si un risque donne´ de´passe son seuil acceptable sur cette me´thode. Il est
donc tout d’abord ne´cessaire d’estimer la vraisemblance de chacun des risques, puis de
coupler ces estimations pour en de´duire le diagnostic global de faute.
Dans ce but, nous allons commencer par de´composer le re´seau souhaite´ en plusieurs
sous-parties. Tout d’abord, nous allons de´finir le re´seau associe´ a` l’estimation des risques
de fautes porte´s par les constructeurs.
Ensuite, nous de´finirons le re´seau d’estimation des risques de fautes porte´s par les
me´thodes de rede´finition, puis le re´seau d’estimation des risques porte´s par les me´thodes
d’extension. Enfin, nous de´finissons le re´seau d’estimation des risques porte´s par tout
type de me´thode.
Nous verrons finalement comment de´duire une estimation globale des risques de
fautes associe´s aux me´thodes a` partir de ces diffe´rents re´seaux Baye´siens.
Pour chacune des e´tapes, les illustrations de re´seaux Baye´siens propose´es ont e´te´
e´dite´es a` l’aide de l’outil GeNIe [62].
Re´seau Baye´sien d’estimation des risques lie´s aux rede´finitions de me´thodes
Les risques e´tudie´s associe´s a` la rede´finition de me´thode sont les suivants : RI (Rede´-
finition Involontaire), SDI (Stade Defined Incorrectly), SDA (State Definition Anomaly)
et SVA (State Visibility Anomaly).
Le re´seau d’estimation de la vraisemblance de risques associe´s a` une rede´finition de
me´thode est de´fini a` partir de l’estimation de chacun des risques conside´re´s. Si l’esti-
mation obtenue pour l’un d’entre eux de´passe le seuil d’acceptabilite´ relatif au niveau
de criticite´ vise´, il y a pre´sence de risque inacceptable lie´ a` la rede´finition de me´thode
concerne´e.
Le re´seau Baye´sien d’estimation des risques lie´s aux rede´finitions de me´thodes est
illustre´ a` la figure 6.23. On y retrouve chacun des risques RI, SDI, SDA et SVA, ainsi que
les me´triques spe´cifiques associe´es : MESS-RI, MESS-SDI, MESS-SDA et MESS-SVA
(repre´sente´es au bas de la figure).
Dans l’estimation de RI (partie gauche du re´seau), les facteurs sont issus de l’iden-
tification (chapitre 2). Ils impactent la me´trique MESS-RI par de´finition (chapitre 5).
Et enfin, cette me´trique estime le risque de RI.
L’estimation des autres types de fautes est issue d’une de´marche similaire.
Certains nœuds sont observe´s : ils sont repre´sente´s par des rectangles dans lesquels
chacune des valeurs possibles et leurs distributions figurent. Par souci de lisibilite´, nous
n’avons pas de´taille´ l’ensemble des facteurs. Les facteurs de risque mesure´s au moyen
des me´triques que nous avons de´fini dans le chapitre pre´ce´dent sont colore´s en vert.
Les diffe´rents types de faute e´tudie´s sont repre´sente´s en orange. Les autres facteurs
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permettant l’estimation des risques sont en bleu.
Remarquons que des facteurs de risque sont communs a` plusieurs types de risques
de faute distincts. Par exemple, le facteur “Nb Inherited Methods” joue un roˆle dans les
quatre types de fautes e´tudie´s.
Le nœud situe´ tout en haut du re´seau repre´sente l’estimation ge´ne´rale de pre´sence
de risque de faute, spe´cifique a` la rede´finition d’une me´thode. On a alors la re`gle :
Overriding-risks = Presence si
– Prob(RI =Pre´sence) > SeuilRI(level), ou
– Prob(SDI =Pre´sence) > SeuilSDI(level), ou
– Prob(SDA =Pre´sence) > SeuilSDA(level), ou
– Prob(SV A =Pre´sence) > SeuilSV A(level).
Re´seau Baye´sien d’estimation des risques lie´s aux constructeurs
Les risques de fautes de conception lie´s aux constructeurs de classe cite´s dans
l’OOTiA sont les risques ACB (Anomalous Construction Behavior) et IC (Incomplete
Construction). Les facteurs identifie´s de ces types de fautes sont les appels a` des me´-
thodes polymorphes, la de´claration de nouveaux attributs de classe et la non rede´finition
de constructeur, etc. Une grande complexite´ des contrats porte´s par les attributs, rendent
les post-conditions des constructeurs tre`s contraintes.
La figure 6.24 repre´sente le re´seau Baye´sien associe´. Le nœud le plus haut repre´sente
la pre´sence d’un risque de faute porte´ par un constructeur, que ce soit un risque de´passant























Fig. 6.24 – Re´seau Baye´sien d’estimation des risques lie´s aux constructeurs
Re´seau Baye´sien d’estimation des risques lie´s aux me´thodes d’extension
Le seul type de faute associe´ aux me´thodes d’extension cite´ dans l’OOTiA est le risque
d’IISD (Indirect Inconsistent State Definition). La pre´sence de ce type de faute de´pend
du nombre d’attributs avec lesquels une me´thode d’extension interagit, de la complexite´
des contrats de classe que portent ces attributs, et du nombre et de la complexite´ des
me´thodes interagissant aussi avec ces attributs. La figure 6.25 illustre le re´seau Baye´sien
associe´.
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Fig. 6.25 – Re´seau Baye´sien d’estimation des risques lie´s aux me´thodes d’extension
Ce type de re´seau est tre`s simple lorsqu’il est conside´re´ individuellement, mais son
inte´gration dans un re´seau ge´ne´ral d’estimation tel que dans la figure 6.27 dans lequel
des facteurs seront couple´s, permettra d’e´tablir des analyses plus e´labore´es.
Re´seau Baye´sien ge´ne´ral d’estimation des risques lie´s a` tout type de me´thode
Parmi les types de fautes e´tudie´s portant sur les me´thodes, un seul type de faute est
porte´ par tout type de me´thode possible : le risque d’ITU (Inconsitent Type Use). Nous













Fig. 6.26 – Re´seau Baye´sien d’estimation des risques lie´s a` tout type de me´thode
Re´seau Baye´sien d’estimation des risques lie´s aux me´thodes
Une fois les re´seaux Baye´siens associe´s a` l’estimation des risques spe´cifiques aux dif-
fe´rents types de me´thodes (constructeurs, rede´finitions de me´thodes, etc.), il est alors
possible d’e´laborer le re´seau Baye´sien d’estimation des risques de fautes lie´s aux me´-
thodes en ge´ne´ral.
Pour composer les diffe´rents sous-re´seaux, on ajoute un nouveau facteur “Me-
thod Type” (nœud jaune sur la figure 6.27), permettant de de´terminer ensuite sur quel
sous-re´seau l’effort d’estimation doit eˆtre effectue´.
Par exemple, si une me´thode est un constructeur, les risques associe´s aux rede´fini-
tions de me´thodes et aux me´thodes d’extension sont nuls (les facteurs“Overriding-Risks”
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6.6. Les re´seaux Baye´siens associe´s aux risques de fautes cite´es dans l’OOTiA
et “Extension-Risks” sont automatiquement estime´s comme nuls). Il n’est alors pas ne´-
cessaire d’effectuer quelque analyse statique qui soit pour ame´liorer l’estimation qui est
de´ja` de´terministe.
Il reste ensuite a` de´finir, en fonction du type d’e´le´ment choisi, la strate´gie d’analyse
statique a` e´tablir pour estimer au mieux les risques potentiels.
Pour cela, des couˆts doivent eˆtre attribue´s a` chaque facteur, correspondant a` la
complexite´ de l’analyse statique a` mettre en œuvre pour re´cupe´rer l’information associe´e
a` ce facteur. Les strate´gies d’analyses statiques tiendront compte a` la fois des couˆts
associe´s a` chaque facteur, de la pertinence de ces diffe´rents facteurs e´tant donne´ une
connaissance fixe´e, mais aussi du niveau de criticite´ vise´ de´terminant le couˆt global
d’estimation adapte´.
La figure 6.27 illustre le re´seau Baye´sien d’estimation des risques de fautes associe´es
aux me´thodes. Le facteur cible que l’on souhaite estimer ici est donc Method-Risks
(nœud en haut), repre´sentant la pre´sence d’un risque inacceptable. Nous conside´rons
qu’une me´thode porte un risque inacceptable si au moins un des huit types de fautes est
estime´ a` un niveau supe´rieur au seuil acceptable associe´.
On remarque sur ce re´seau Baye´sien qu’il existe un grand nombre de corre´lations
entre les diffe´rents types de risques estime´s, beaucoup de facteurs e´tant implique´s dans
plusieurs d’entre-eux.
6.6.3 Re´seau Baye´sien d’estimation des risques lie´s aux attri-
buts
Nous de´finissons a` pre´sent le re´seau Baye´sien d’estimation des risques porte´s par
les attributs. Parmi les types de fautes devant eˆtre maˆıtrise´s pour une utilisation des
technologies oriente´es objet, seul un type de faute a e´te´ cite´ dans l’OOTiA : SDIH (State














Fig. 6.28 – Re´seau Baye´sien d’estimation des risques lie´s aux attributs
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6.6.4 Re´seau Baye´sien d’estimation des risques lie´s aux tech-
nologies oriente´es objet
Les re´seaux d’estimation des risques porte´s par les me´thodes ainsi que par les attri-
buts e´tant de´finis, il est possible de de´finir un re´seau Baye´sien d’estimation des risques
de fautes porte´s par un e´le´ment de code oriente´ objet (me´thode, attribut).
Tout comme pour la composition de re´seaux effectue´e pour l’estimation des risques
associe´s a` toute me´thode, nous avons besoin d’introduire un facteur “Element Type”
ayant la valeur“Me´thode”ou“Attribut”, permettant d’orienter pour tout type d’e´le´ment,
les efforts d’estimation a` effectuer.
La figure 6.29 propose un re´seau Baye´sien d’estimation des risques associe´s aux
e´le´ments d’un code objet, risques associe´s aux types de fautes cite´s dans l’OOTiA.
Bien suˆr, de par son mode de de´finition, il est tre`s aise´ d’ajouter a` ce re´seau l’esti-
mation de tout autre type de faute en cas de besoin.
Nous remarquons par exemple sur la figure 6.29 que les risques SDIH et IC, bien
que portant sur des e´le´ments de types distincts (SDIH sur les attributs et IC sur les
constructeurs), ont un facteur en commun (le nombre de classes dans lesquelles un
constructeur accessible n’est pas rede´fini). Cela signifie qu’il existe une corre´lation entre
l’estimation de ces deux types de fautes.
Les facteurs correspondants aux diffe´rentes me´triques (nœud verts) pre´sentent un
couˆt e´le´ve´ car leur calcul ne´cessite une analyse statique de code complexe, contraire-
ment aux nœuds jaunes, repre´sentant le type d’e´le´ment analyse´. En effet, ce dernier
constitue une information obtenue tre`s facilement, tout comme la pre´sence de mot-clef,
la visibilite´ d’une me´thode, ou encore le nombre d’attributs locaux. Cependant, les fac-
teurs ne´cessitant un parcours de chaˆıne d’he´ritage impliquent une analyse statique de
code moins triviale. Ils portent donc un couˆt plus important.
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Chapitre 7
Expe´rimentations des me´triques sur
un syste`me avionique
Dans ce chapitre, nous proposons d’analyser des re´sultats d’expe´rimentations effectue´es
sur une partie du code Java d’un prototype de Flight Manager, de´veloppe´ par la socie´te´
Thales Avionics. Les expe´rimentations propose´es consistent tout d’abord a` comparer la
me´trique MESSN avec des me´triques de code (AM, DIT). Ensuite, nous proposons une
validation empirique de notre me´trique MESS en mettant en e´vidence la corre´lation
entre les valeurs de cette me´trique et la pre´sence de fautes. Enfin, nous justifions l’absence
d’expe´rimentations sur les me´triques MESSP et MESSPN , ainsi que sur les me´triques
spe´cifiques aux types de fautes e´tudie´s.
7.1 Comparaison et validation de MESS relative-
ment a` d’autres me´triques
7.1.1 Premie`re expe´rimentation : comparaison
Nous avons e´tudie´ une partie du code Java d’un prototype d’un Flight Manager
de´veloppe´ par la socie´te´ Thales Avionics. Cette partie est un paquetage comprenant 50
classes (repre´sentant un ensemble de 236 me´thodes) et he´ritant de 12 classes issues de
l’API Java J2SE.
Sur chacune de ces classes, nous avons calcule´ les me´triques de complexite´ :
– AM (Available Method) : nombre de me´thodes accessibles, de´clare´es localement
ou he´rite´es,
– DIT (Depth of Inheritance Tree),
– MESSN (notre me´trique).
Notre objectif est de mettre en e´vidence la prise en compte de plusieurs crite`res
par la me´trique MESS (la structure d’he´ritage et la re´partition des e´le´ments dans cette
structure).
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AM vs. MESS
Tout d’abord, nous comparons notre me´trique avec la me´trique AM. Pour cela, nous
repre´sentons dans la figure 7.1 pour chacune des classes du paquetage de l’application
conside´re´, la valeur de la complexite´ selon la me´trique MESSN en fonction du nombre
de me´thodes AM.















Fig. 7.1 – Estimation des me´triques AM et MESSN sur une ensemble de classes du FM
Nous attirons l’attention sur trois couples de classes particulie`rement significatifs.
– 1er couple de classes C1 et C2 mate´rialise´es par les points ’’ sur la figure 7.1. Les
2 classes conside´re´es ont respectivement 30 (C2) et 61 (C1) me´thodes accessibles.
Une me´trique classique, comme AM, pourrait alors conclure que la complexite´ de
la seconde est deux fois plus importante que la premie`re. Or, la me´trique MESSN
donne une mesure de la complexite´ e´quivalente car elle prend e´galement en compte
la re´partition de ces me´thodes dans la hie´rarchie, qui favorise davantage la com-
pre´hension dans le cas de la classe acce´dant a` 61 me´thodes. Notre me´trique e´vite
donc de surestimer la complexite´ de cette classe.
– 2e`me couple de classes mate´rialise´es par les points ’+’ sur la figure 7.1. La classe
C3 comportant 41 me´thodes de ce couple est une classe fournie par l’API Java
standard. Nous remarquons que cette classe pre´sente une complexite´ MESSN du
meˆme ordre que la deuxie`me (C4) n’ayant que la moitie´ de me´thodes accessibles.
– 3e`me couple de classes C2 et C5 mate´rialise´es par les points ’’ sur la figure 7.1.
Bien que les deux classes repre´sente´es par ces deux points aient des nombres de
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me´thodes accessibles similaires (dans C2, AM = 30, et dans C5, AM = 31), les
valeurs obtenues par la me´trique MESSN sont significativement diffe´rentes. Ceci
s’explique par la prise en compte de la re´partition des me´thodes dans la structure
par la me´trique MESSN.
DIT vs. MESS
Maintenant, nous comparons notre me´trique avec DIT. Pour cela, nous repre´sentons
dans la figure 7.2 l’e´volution de la complexite´ selon la me´trique MESSN en fonction du
nombre d’he´ritage DIT.















Fig. 7.2 – Estimation des me´triques DIT et MESSN sur une ensemble de classes du FM
Nous attirons l’attention sur deux couples de classes particulie`rement significatifs.
– 1er couple de classes mate´rialise´es par les points ’+’ sur la figure 7.2 (C7 et C8).
Ce couple nous indique que deux structures de DIT diffe´rents peuvent avoir une
complexite´ MESSN e´quivalente du fait d’autres parame`tres de la structure.
– 2e`me couple de classes mate´rialise´es par les points ’?’ sur la figure 7.2 (C3 et C6).
A l’inverse du couple pre´ce´dent, ce cas met en e´vidence qu’il est possible d’avoir
pour un meˆme niveau de DIT, des complexite´s MESSN diffe´rentes.
Ces observations sont dues au fait que MESSN prend aussi en compte le nombre de
me´thodes accessibles.
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(DIT, AM) vs. MESS
Dans la figure 7.3, nous analysons finalement l’influence du couplage entre le nombre
de me´thodes (AM) et la hauteur d’he´ritage (DIT) avec la valeur de la complexite´ MESSN
sur ce meˆme e´chantillon de classes. Nous avons choisi de distinguer les diffe´rents niveaux
de complexite´ comme indique´ sur la le´gende de la figure. Les seuils de 1.25, 1.50 et 1.75
ont e´te´ arbitrairement choisis.








   MESSN < 1.25
   MESSN in ]1.25,1.50]
   MESSN in ]1.50,1.75]











Fig. 7.3 – Estimation des me´triques MESSN (AM, DIT) sur des classes du FM
Nous de´taillons les classes suivantes :
– Classe C8. Bien que situe´e au 5e`me niveau d’une chaine d’he´ritage (DIT = 5) et
ayant acce`s a` 63 me´thodes (AM = 63), cette classe a seulement une complexite´
MESSN proche de 1.5. Ce cas s’explique par une bonne re´partition des me´thodes
dans les diffe´rents niveaux de la hie´rarchie.
– Classe C2. A l’inverse, cette classe situe´e au 3e`me niveau d’he´ritage et compor-
tant seulement 30 me´thodes a une complexite´ MESSN comprise entre 1.5 et 1.75.
Cela s’explique par une mauvaise re´partition des me´thodes. Cette valeur de notre
me´trique souligne la difficulte´ que le concepteur aura a` identifier les me´thodes
accessibles dans cette classe.
– Classes C1 vs C7. Ces 2 classes ayant des valeurs similaires de AM et DIT ont
pourtant des valeurs de complexite´ MESSN significativement diffe´rentes ( 1,52 et
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1,87) . Cela se justifie par le fait que les re´partitions des me´thodes accessibles dans
ces deux classes sont diffe´rentes (voir illustration Figure 4.22 dans le chapitre 4).
Notre expe´rimentation a mis en e´vidence que la me´trique MESSN prend non seule-
ment en compte le nombre de me´thodes et la profondeur de la chaˆıne d’he´ritage (Classes
C1 et C2 de la figure7.1), mais aussi la re´partition des me´thodes au sein de la structure
(Classe C3 de la figure 7.2). Nous remarquons que les classes he´rite´es de Java Sun e´va-
lue´es pre´sentent des valeurs de complexite´ MESSN traduisant de bonnes structures et
de bonnes re´partitions des me´thodes. Ceci signfie qu’elles favorisent la bonne compre´-
hension de leurs e´le´ments de la part des concepteurs.
Covariations des me´triques AM et MESS
Nous proposons ici d’e´tudier la covariation des valeurs obtenues avec les me´triques
AM et MESS sur les classes analyse´es. L’objectif de cette analyse est de montrer que
malgre´ la non corre´lation des deux me´triques observe´e graphiquement sur la figure 7.1,
les deux me´triques e´voluent globalement de la meˆme fac¸on.
On observe sur la figure 7.4 que les valeurs de covariation sont quasiment toutes
positives, et que les rares classes pour lesquelles la covariation est ne´gative pre´sentent
une valeur supe´rieure a` -0,5. La valeur moyenne de covariation obtenue est supe´rieure a`







Fig. 7.4 – Covariation (AM,MESS)
Covariations des me´triques DIT et MESS
Nous proposons ici d’e´tudier la covariation des valeurs obtenues en appliquant les
me´triques DIT et MESS sur les classes analyse´es. Tout comme pour le calcul de covaria-
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tion pre´ce´dent, l’objectif de ce calcul est de montrer que malgre´ la non corre´lation des
deux me´triques observe´e graphiquement sur la figure 7.2, les deux me´triques e´voluent
globalement de la meˆme fac¸on.
On observe sur la figure 7.5 que les valeurs de covariation sont quasiment toutes
positives, et que les rares classes pour lesquelles la covariation est ne´gative pre´sentent
une valeur supe´rieure a` -0,03. La valeur moyenne de covariation obtenue est e´gale a` 0,37







Fig. 7.5 – Covariation (DIT,MESS)
Analyse de cette premie`re expe´rimentation
Cette premie`re expe´rimentation permet de mettre en e´vidence le fait que notre me´-
trique inte`gre plusieurs caracte´ristiques d’un code afin d’en estimer sa difficulte´ de com-
pre´hension.
Cependant, affirmer que notre me´trique MESS inte`gre plusieurs crite`res ne suffit pas
a` valider son ade´quation pour l’estimation de la pre´sence de fautes de conception.
Afin de justifier l’inte´reˆt que pre´sente la me´trique MESS, nous e´tudions dans la
seconde expe´rimentation la corre´lation possible entre valeurs obtenues par cette me´trique
et statistiques de bugs re´pertorie´s sur diffe´rentes classes du code du Flight Manager.
Cela nous permettra de mettre en e´vidence de manie`re empirique la corre´lation entre
les valeurs de la me´trique et les fre´quences de fautes.
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7.2 Deuxie`me expe´rimentation : validation de la me´-
trique MESS
L’objectif de cette deuxie`me expe´rimentation est de de´montrer de manie`re empirique,
sur le meˆme cas d’e´tude (Flight Manager), que la me´trique MESS est un bon indice de
pre´diction de la pre´sence de fautes dans un code oriente´ objet.
Dans ce but, nous avons tout d’abord collecte´ des statistiques sur la pre´sence de
fautes ou de construction dangereuses, a` l’aide de deux outils d’analyse statique de code
Java :
– FindBugs [24] et
– la plate-forme TPTP (Test & Performance Tools Platform project) d’Eclipse.
Ces deux outils permettent d’identifier dans le code de manie`re statique diffe´rents
types de fautes ou de constructions mal utilise´es. On identifie entre-autres avec ces outils
les risques de fautes suivants :
– Finalizer does not call superclass finalizer,
– Superclass uses subclass during initialization,
– Confusing method names,
– Class defines field that masks a superclass field,
– Read of unwritten field,
– Method ignores return value,
– etc.
Nous avons tout simplement comptabilise´ les nombres de risques de fautes identifie´s
par classe. Ensuite, afin d’e´viter de proposer des valeurs tre`s disparates du fait des
grandes diffe´rences de taille (en bytes) des diffe´rentes classes, nous avons calcule´ le
risque de fautes par classe norme´ pour 1000 bytes.
Nous comparons ensuite les fre´quences de risques de fautes par 1000 bytes pour les
diffe´rentes classes, avec les diffe´rentes valeurs obtenues par des me´triques objet clas-
siques. Nous comparons tout d’abord les valeurs obtenues aux valeurs de la me´trique
NLM (nombre de me´thodes locales par classe), puis a` la me´trique AM (nombre de me´-
thodes accessibles : locales ou he´rite´es), puis a` la me´trique DIT (nombre de niveaux
d’he´ritages).
Enfin, apre`s avoir observe´ le manque de pre´diction des fautes propose´ par ces me´-
triques, nous pre´sentons la corre´lation existante entre les valeurs de risques de fautes
obtenues et la me´trique MESS applique´e sur les diffe´rentes classes.
Dans chacune des figures propose´es dans les sous-sections, chaque losange repre´sente
une classe, dont l’abscisse de´finit les risques de fautes trouve´s dans cette classe pour
1000 bytes (note´ “Fautes”), et en ordonne´e la valeur de la me´trique e´tudie´e.
L’ensemble des losanges repre´sente l’ensemble des classes du paquetage du Flight
manager e´tudie´.
7.2.1 Risques de fautes vs. NLM
Dans la figure 7.6, nous repre´sentons les valeurs obtenues avec la me´trique NLM
(Number of Local Methods) pour chaque classe du paquetage e´tudie´, relativement aux
risques de fautes trouve´s dans ces meˆmes classes (fre´quence donne´e pour 1000 bytes).
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Fig. 7.6 – Corre´lation entre NLM et Fautes / Class / 1000 bytes
Nous observons sur cette figure que les losanges repre´sentant les classes e´value´es ne
sont pas principalement situe´es sur la diagonale (valeur faible NLM, risque de faute
faible), (valeur e´leve´e NLM, risque de fautes e´leve´). Par exemple, on trouve une classe
C1 comportant plus de 20 me´thodes localement, portant moins de 2 risques de faute
pour 1000 bytes, alors que l’on trouve une classe C2, comportant 7 me´thodes locales,
et presque 15 risques de faute pour 1000 bytes. Par conse´quent, la me´trique NLM n’est
pas un bon indicateur du risque de fautes dans notre cas d’e´tude.
7.2.2 Risques de fautes vs. AM
Dans la figure 7.7, nous repre´sentons les valeurs obtenues avec la me´trique AM (Avai-
lable Methods) pour chaque classe du paquetage e´tudie´, relativement aux nombres de
risques de faute trouve´s dans ces meˆmes classes (fre´quence donne´e pour 1000 bytes).
Nous observons sur cette figure que la me´trique AM donne une estimation de 45
me´thodes pour une classe C3 pre´sentant moins de 2 risques de fautes pour 1000 bytes,
tandis qu’elle donne une estimation le´ge`rement moins importante, de 42 pour une classe
C4 comportant presque 15 risques de fautes pour 1000 bytes. Un autre exemple signifi-
catif est celui de la classe C5 comportant 31 me´thodes et pre´sentant plus de 13 risques
de fautes pour 1000 bytes.
Ces exemples ainsi que l’allure horizontale du nuage de points obtenu, permettent de
de´duire que la me´trique AM n’est pas un bon indicateur du risque de fautes logicielles.
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Fig. 7.7 – Corre´lation entre AM et Fautes / Class / 1000 bytes
7.2.3 Risques de fautes vs. DIT
Nous proposons a` pre´sent une estimation empirique de la corre´lation existante (ou
non) entre le risque de fautes dans des classes, et le nombre d’he´ritages dont ces classes
sont issues. Il s’agit de de´terminer si la me´trique DIT est un bon indicateur du risque de
faute ou non. Nous proposons une illustration des re´sultats obtenus dans la figure 7.8.












Fig. 7.8 – Corre´lation entre DIT et Fautes / Class / 1000 bytes
Sur cette figure, nous observons que globalement, le nuage de points se positionne
sur la diagonale (0,0), (15,3), ce qui signifie que globalement, la me´trique DIT repre´sente
un crite`re a` prendre en compte dans l’estimation du risque de fautes. Cependant, notons
que nous observons sur la figure 7.8 que deux classes (C6 et C7) issues de 3 niveaux
d’he´ritage peuvent pre´senter une fre´quence de moins de 2 risques de fautes pour 1000
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bytes, comme a` l’oppose´ une fre´quence quasi e´gale a` 15 risques de fautes pour 1000
bytes. De la meˆme fac¸on, pour deux classes issues de 2 niveaux d’he´ritages (C8 et C9),
on observe des fre´quences de fautes potentielles allant de 0 a` plus de 11 risques de fautes
pour 1000 bytes.
Par conse´quent, il est e´vident que le seul crite`re de la profondeur des he´ritages amont
d’une classe n’est pas suffisant pour la pre´diction de la pre´sence de faute, soit l’estimation
des risques de fautes.
7.2.4 Risques de fautes vs. MESS
Enfin, nous proposons d’e´valuer la capacite´ de notre me´trique MESS a` pre´dire la
pre´sence de fautes, en la comparant aux risques de fautes observe´s dans les classes
estime´es. Les re´sultats obtenus sont propose´s de manie`re graphique dans la figure 7.9.






Fautes / Class / 1000 bytes
Fig. 7.9 – Corre´lation entre MESS et Fautes / Class / 1000 bytes
Nous observons sur cette figure que les points ainsi repre´sente´s sont globalement
autour de l’axe (0,2), (15, 7,5). En effet, il apparaˆıt que globalement, les risques de fautes
comptabilise´s dans les classes croˆıt avec la valeur de la me´trique MESS observe´e. Cette
premie`re remarque est mate´rialise´e par la droite repre´sente´e sur la figure 7.10.
De plus, nous pouvons distinguer parmi l’ensemble de points deux nuages de points
plus condense´s :
– un premier nuage de point pre´sentant un faible nombre de risques de fautes (in-
fe´rieur a` 4 pour 1000 bytes), dont les estimations avec la me´trique MESS sont
infe´rieures a` la valeur 5,
– un second nuage de points dont le nombre de risques de fautes est e´leve´ (compris
entre 6 et 15 pour 1000 bytes), dont les estimations avec la me´trique MESS sont
supe´rieures a` 5 (a` l’exception d’une classe).
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Cette observation sugge`re la pre´sence d’un seuil de compre´hension des e´le´ments de code
a` ne pas de´passer afin de re´duire le risque de pre´sence de fautes, la valeur 5 de la me´trique
MESS. Ce seuil et la distinction des deux nuages de points sont mate´rialise´s par les
droites horizontale et verticale repre´sente´es sur la figure 7.10.






Fautes / Class / 1000 bytes
Fig. 7.10 – Corre´lation entre MESS et Fautes / Class / 1000 bytes
Analyse de cette seconde expe´rimentation
Cette seconde expe´rimentation permet de justifier de manie`re empirique que la me´-
trique MESS est un bon indicateur de la pre´sence de fautes de conception dans les
diffe´rentes classes d’un programme de´veloppe´ avec des technologies oriente´es objet.
Ces re´sultats permettent de confirmer l’ide´e originale de nos travaux : la structuration
inhe´rente aux programmes oriente´es objet influence la compre´hension qu’un concepteur
a des e´le´ments de code, ce qui influence finalement la probabilite´ pour que ce concepteur
introduise des fautes de conception.
Nous retenons de plus que la me´trique propose´e se re´ve`le eˆtre, a` travers nos expe´ri-
mentations, un meilleur indicateur des risques de fautes que les me´triques usuelles DIT,
AM, et NLM.
Il serait par conse´quent judicieux de conside´rer cette me´trique pour orienter les choix
de conception afin de pre´venir l’introduction de fautes de manie`re efficace.
7.3 MESSP et me´triques spe´cifiques aux types de
fautes e´tudie´s
Nous justifions ici l’absence d’expe´rimentations utilisant les me´triques MESSP et
MESSPN de´finies dans le chapitre 4, et les me´triques de´finies dans le chapitre 5,
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spe´cifiquement aux diffe´rents types de fautes oriente´es objet e´tudie´es.
Tout d’abord, les me´triques MESSP et MESSPN requie`rent la connaissance des
fre´quences d’utilisations des diffe´rents e´le´ments he´rite´s ou de´clare´s localement dans
une classe donne´e. Ce type d’information est accessible par analyse statique du code a`
estimer. Actuellement, nous n’avons pas mis en œuvre un outil permettant d’appliquer
ces me´triques a` partir d’un programme donne´. Cet absence d’outillage justifie l’absence
d’expe´rimentation de ces me´triques qui s’ave`rerait eˆtre fastidieuse de fac¸on manuelle.
La mise en œuvre de cet outil est aujourd’hui en cours de re´alisation. Nous avons
cependant propose´ dans le chapitre 4 les de´finissant, des exemples d’applications sur
diffe´rentes structures oriente´es objet.
D’autre part, l’implantation du calcul des me´triques propose´es dans le chapitre 5
(MESS-SDA, MESS-RI, etc.) n’est pas disponible aujourd’hui (de´veloppement en cours).
Il est donc complexe et couˆteux de calculer les valeurs associe´es de manie`re manuelle.
De plus, une fois ces informations disponibles, il sera difficile de valider les me´triques
utilise´es car nous ne disposons aujourd’hui d’aucun retour d’expe´rience spe´cifique a`
ces diffe´rents types de fautes. Cette lacune empeˆche de valider l’inte´reˆt des me´triques
propose´es, y compris de manie`re empirique.
La de´marche globale d’utilisation des me´triques de´finies et des re´seaux Baye´siens
devra eˆtre inte´gre´e dans le processus de de´veloppement d’applications afin justement





Dans ce dernier chapitre, nous commenc¸ons par synthe´tiser les travaux accomplis au
cours de la the`se dans la section 8.1, avant de proposer ensuite dans la section 8.2
un processus global de management des risques de fautes oriente´es objet tel qu’il peut
eˆtre implante´ par un outil industriel. Nous exposons ensuite dans la section 8.3, les
perspectives de recherche qui se dessinent pour poursuivre nos travaux.
8.1 Contributions
De fac¸on synthe´tique, les contributions apporte´es par nos travaux de the`se sont les
suivantes :
– la de´finition de deux mode`les comple´mentaires d’identification des risques de fautes
de conception : un mode`le conceptuel et un mode`le analytique, permettant d’ac-
que´rir une bonne connaissance de ces risques et de leurs sources,
– la de´finition d’une nouvelle me´trique d’estimation de la compre´hension qu’un
concepteur a des e´le´ments de code contenu dans un programme oriente´ objet,
me´trique dont la corre´lation avec les risques de fautes a e´te´ expe´rimentalement
valide´e sur une application avionique,
– la de´finition d’un ensemble de me´triques base´es sur la me´trique pre´ce´dente, de
manie`re spe´cifique a` chaque type de faute e´tudie´,
– la de´finition de re´seaux Baye´siens d’estimation des risques, dont de tre`s diverses
analyses permettent d’identifier et de valider avec souplesse des choix de re´duction
de ces risques, mais ayant besoin d’eˆtre ame´liore´s par apprentissage avec des retours
d’expe´rience,
– la spe´cification d’un processus global de management des risques de fautes de
conception logicielle tre`s ge´ne´rique (pre´sente´ dans la section suivante), pouvant
eˆtre comple´te´ en inte´grant dans les re´seaux Baye´siens l’estimation d’autres types
de fautes logicielles a` partir de leur identification sur le meˆme mode`le.
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8.2 Vers un outil industriel d’estimation des risques
de fautes
Apre`s avoir de´crit se´pare´ment dans les chapitres pre´ce´dents les diffe´rentes e´tapes du
management des risques et les moyens de mise en œuvre associe´s, nous spe´cifions ici un
processus ge´ne´ral mettant en œuvre le management des risques, en inte´grant les travaux
effectue´s sur chacune de ces e´tapes.
Pour de´finir ce processus, nous disposons
– des mode`les d’identification des fautes oriente´es objet e´tudie´es, et
– des re´seaux Baye´siens permettant l’estimation du risque de pre´sence de chacun
des diffe´rents types de fautes e´tudie´s.
Nous de´taillons ci-apre`s le processus global d’estimation des risques logiciels, tel que
nous souhaitons l’implanter. Ces diffe´rentes e´tapes sont illustre´es par la figure 8.1.
– La premie`re e´tape consiste a` faire une analyse statique du code afin d’en extraire
l’estimation des facteurs implique´s dans chacun des risques (chapitre 2), et ce, pour
l’estimation de chacun des risques associe´s a` chacun des e´le´ments du programme
(voir illustration figure 8.1). Les analyses doivent eˆtre de´termine´es a` partir des
strate´gies d’estimation choisies : toutes les informations ne sont pas force´ment
collecte´es par une premie`re analyse. Des analyses de code supple´mentaires peuvent
eˆtre envisage´es a posteriori en cas de besoin.
– Les valeurs obtenues constituent la base de donne´es disponible pour l’estimation
des risques associe´s a` chaque e´le´ment du programme. Les strate´gies d’estimations
choisies de´terminent les analyses a` effectuer, comme explique´ dans le chapitre 6.
– Ensuite, nous exploitons (avec un outil d’analyse de re´seaux Baye´siens) ces bases
de donne´es comme « une population » a` estimer par le re´seau Baye´sien associe´
(chapitre 6). Un re´seau Baye´sien global inte`gre les diffe´rents re´seaux Baye´siens
associe´s aux diffe´rents types d’e´le´ments de code (voir illustration figure 8.2).
– L’outil d’analyse du re´seau Baye´sien global produit un fichier avec une ligne par
e´le´ment du programme, indiquant son nom et l’estimation des risques associe´s
(voir illustration figure 8.2).
– Au moyen d’un analyseur de tel fichier (type tableur), l’estimation globale des
risques lie´s a` un type d’e´le´ment de programme (me´thode, attribut, package) peut
eˆtre de´duite, ce qui permet l’identification des e´le´ments de code les plus porteurs
de risque.
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Fig. 8.1 – Processus d’estimation dans un programme
Bien suˆr, si les estimations de risques associe´es aux diffe´rents e´le´ments de code ne sont
pas juge´es acceptables, l’inte´reˆt de notre approche re´side dans la pre´cision du diagnostic
propose´, permettant de cibler les types de risques et les e´le´ments du programme pour
lesquels l’estimation est trop importante.
En effet, sachant quels e´le´ments de code puis quels types de fautes pre´sentent un
niveau de risque trop e´leve´, il est aise´ de de´terminer les facteurs sur lesquels il faut
agir graˆce a` des analyses du re´seau Baye´sien associe´ (infe´rence, chemins d’influences du
re´seau, etc.). Cela permet de donner un maximum d’informations au de´veloppeur pour
modifier efficacement son programme, tout en lui permettant de choisir les facteurs du
risque sur lesquels il pre´fe`re agir.
A partir du fichier produit en fin de processus, associant a` tout e´le´ment de code
un niveau de risque, il est ensuite aise´ de de´terminer si des risques de´passent un seuil
acceptable (seuil pouvant de´pendre du niveau de criticite´ vise´). En effet, par simple
comparaison des valeurs obtenues avec les seuils approprie´s, on de´duit les risques trop
importants.
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Fig. 8.2 – Estimation des risques logiciels dans un programme
Imaginons par exemple le cas d’un e´le´ment de code e2 pre´sentant une valeur de
risque de 0.4, et que le seuil acceptable dans ce contexte soit de 0.1 (voir illustration
figure 8.3). Dans ce cas, a` partir du re´seau Baye´sien dont les facteurs sont fixe´s pour
les valeurs identifie´es par analyse statique du code relativement a` e2, il est possible de
de´terminer le ou les types de risques e´leve´s pour cet e´le´ment de code (R2 dans notre
exemple), puis de de´terminer une strate´gie de re´duction pour ce ou ces risques, avec les
facteurs du re´seau les plus influants ou les moins couˆteux par exemple.
Les re´seaux Baye´siens e´tant pre´cis, le diagnostic de risque est lui-meˆme pre´cis, ce
qui permet de proposer des actions locales et pre´cises souples pour le concepteur. Dans
le cas du risque de rede´finition involontaire par exemple, le concepteur peut modifier
l’identificateur afin de rallonger sa taille, ajouter un mot-clef si le langage lui permet,
appeler la me´thode rede´finie, etc. La diversite´ des traitements possibles du risque
laissent ainsi le concepteur aussi libre que possible dans ses choix de conception, ce qui
le rend d’autant plus efficace.
L’outillage de ce processus de management des risques, tout au long du de´velop-
pement d’applications logicielles, peut se faire sous forme de plug-in d’environnement,
comme un plug-in Eclipse par exemple. Ainsi, de la meˆme manie`re que propose´ par
Eclipse aujourd’hui pour certains types de fautes de conception, des affichages ou colo-
rations en rouge des e´le´ments de code peuvent eˆtre imagine´s, avec un acce`s, en cliquant
sur ces e´le´ments de code, aux diffe´rentes actions possibles (diffe´rentes strate´gies) pour
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Fig. 8.3 – Diagnostic lors d’une estimation de risque trop e´leve´e
8.3 Perspectives de recherche
Les perspectives de cette the`se sont nombreuses. En effet, il est tout d’abord
important de penser a` l’implantation de l’ensemble des me´triques afin de pouvoir les
utiliser, pour ensuite valider celles qui ne l’ont pas e´te´ jusqu’a` aujourd’hui.
Une fois ces me´triques implante´es, il est ensuite possible de mettre en œuvre
l’estimation des risques au moyen des re´seaux Baye´siens. Cependant, e´tant donne´ la
grande proble´matique a` laquelle nous avons e´te´ confronte´s, qui est le manque de retour
d’expe´rience sur les causes de l’introduction de fautes au cours de de´veloppements
logiciels, il est tre`s important de de´finir une campagne d’interviews ou de mises en
œuvre d’outils afin de collecter un retour d’expe´rience conse´quent. Seul ce dernier
permettra de valider et d’ame´liorer les re´seaux Baye´siens de´finis aujourd’hui.
De plus, comme nous l’avons vu dans le chapitre 6, la de´finition de re`gles de codage
pour re´duire le risque d’introduction de fautes, est inte´gralement issue de l’analyse
des re´seaux Baye´siens associe´s. La pertinence et les garanties apporte´es par ces re`gles
de codage sont donc elles-aussi de´pendantes de la construction des re´seaux Baye´siens,
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soit de la repre´sentativite´ du retour d’expe´rience qu’ils formalisent. Les travaux a` venir
doivent donc s’attacher a` ame´liorer les retours d’expe´rience e´tablis, et ce par diffe´rents
biais possibles (interviews, collectes d’information) tout au long du de´veloppement, etc.
Nous souhaitons souligner une perspective particulie`re de nos travaux. Nous avons
conside´re´ dans nos travaux de the`se uniquement le point de vue ne´gatif des risques
associe´s aux technologies oriente´es objet. En effet, nous avons e´tudie´ la dangerosite´ des
constructions des langages oriente´s-objet afin de la maˆıtriser pour pre´venir la pre´sence
de fautes dans les applications embarque´es critiques. Or ces meˆmes constructions ont
certainement un apport important en terme de se´curite´. Par exemple, l’he´ritage e´vite
de rede´finir une me´thode utilise´e dans une classe alors qu’elle est de´ja` de´finie dans une
classe plus abstraite. Ceci pre´vient les fautes de conception et de maintenance. Il appa-
raˆıt alors que pour pouvoir porter un jugement global sur les constructions des langages
oriente´s-objet, il est ne´cessaire d’e´valuer conjointement les risques et les opportunite´s
que ces constructions pre´sentent pour la se´curite´. Apre`s avoir re´utilise´ le processus
de management introduit afin d’analyser (identifier et estimer) ces opportunite´s, nous
pourrions nous inspirer des techniques e´conomiques de l’Analyse Couˆts-Be´ne´fices
(ACB) pour inte´grer les 2 points de vue et obtenir un jugement de´finitif sur la fiabilite´
des technologies oriente´es objet.
Enfin, du fait de la ge´ne´ricite´ du processus choisi, le management des risques, l’in-
te´gration du management d’autres types de fautes dans notre processus doit eˆtre mis
en œuvre afin d’unifier autant que possible les de´marches utilise´es pour apporter des
garanties de fiabilite´ du logiciel. Il peut s’agir de la gestion de risques lie´s a` la gestion
me´moire (scoped memory, garbage collection, etc.), ou encore engendre´s par les acce`s
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du risque de RI
A.1 Pre´sentation du risque de rede´finition involon-
taire (RI)
La rede´finition involontaire est observe´e lorsqu’un concepteur, souhaitant ajouter
une me´thode dans une classe donne´e, utilise un nom et des parame`tres de´crivant une
signature de me´thode de´ja` he´rite´e. C’est le conflit de signatures entre deux me´thodes
accessibles en une meˆme classe qui engendre la rede´finition involontaire de l’une par
l’autre. Nous donnons ci-apre`s les concepts clef de l’identification de ce type de faute
avant de les de´tailler successivement.
– Tout comme dans l’exemple de redifinition violant le LSP, le danger est associe´
a` la pre´sence d’e´le´ments de code porteurs d’informations dans un programme. En
effet, ce sont ces informations qui peuvent potentiellement entrer en conflit avec
d’autres informations du programme et engendrer une incohe´rence (faute).
– La situation dangereuse correspond au choix d’ajouter une me´thode dans une
classe, depuis laquelle des me´thodes sont he´rite´es en amont ou en aval (classe
me`re ou classe fille).
– Les conse´quences repre´sentent la faute de conception consistant ici a` une modifi-
cation de comportement non pre´vue, dont l’impact est plus ou moins grave.
Voici un exemple de programme dans lequel il y a pre´sence du danger a` l’origine du
type de faute de re´definition involontaire.
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En effet, dans cette hie´rarchie d’he´ritage, si le programmeur
souhaite de´finir une me´thode m() dans la classe C, il s’expose
au risque de rede´finition involontaire. Dans ce cas, la me´thode
A :m() constitue une information source de danger. Un autre
exemple de danger est porte´ par la me´thode C :o(). En effet,
si le concepteur de´cide d’ajouter une me´thode o() dans la
classe A ou B, la me´thode ajoute´e peut eˆtre involontairement
rede´finie par C :o() si le concepteur n’avait pas conaissance de
la de´finition de cette me´thode dans les sous-classes. Nous prenons
le premier exemple pour illustration du mode`le d’identification de
rede´finition involontaire.
A.2 Le danger
– L’acteur du danger est un e´le´ment particulier du programme, exprime´ dans un
langage donne´. Dans l’exemple illustre´ ci-dessus, la me´thode A :m() est un acteur
de ce danger. de manie`re ge´ne´rale, toute me´thode non private dans une chaˆıne
d’he´ritage est actrice du danger de rede´finition involontaire.
– La proprie´te´ dangereuse est caracte´rise´e par le fait que l’acteur est porteur d’infor-
mations soumises a` des contraintes de´finies par le langage assurant la cohe´rence de
tout programme. A :m() est une me´thode, portant une signature (identificateur
et parame`tres). Si dans son champ d’action (B, C ), une autre me´thode de meˆme
signature est de´finie, une re´definition de me´thode a` lieu.
– Le phe´nome`ne dangereux est de´fini par la visibilite´ ou encore l’accessibilite´ des
informations. Dans notre exemple, il s’agit par exemple de l’accessibilite´ dans les
classes B et C aux me´thodes m() et n() du fait de la pre´sence de relations d’he´ritage
entre les classes A et B puis entre les classes B et C, ainsi que de la visibilite´ non
private de ces deux me´thodes.
– L’e´ve´nement dangereux ou initiateur est d’une manie`re ge´ne´rale, une mauvaise
maˆıtrise par le concepteur d’une des contraintes de cohe´rence associe´e aux in-
formations qu’il manipule. Dans le cas du risque de RI, il s’agit de la mauvaise
connaissance de la totalite´ des me´thodes he´rite´es dans une classe ou he´rite´es de-
puis une classe. Il peut s’agir de la mauvaise connaissance des me´thodes he´rite´es
dans la classe C.
A.3 L’environnement
L’environnement d’un risque logiciel est le programme dans lequel les informations
sont de´finies. La structure de ce programme de´termine les caracte´ristiques de l’environ-
nement ayant un effet sur la visibilite´ ou l’accessibilite´ des informations. Cet environne-
ment comporte notamment les visibilite´s des me´thodes du programme, les classes, et les
relations entre ces classes.
Dans notre exemple, la structure du programme, notamment les he´ritages succes-
sifs entre les classes A et B, puis entre les classes B et C, engendre la propagation des
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me´thodes non private de´clare´es dans la classe A dans les classes B et C. Cette structure
d’he´ritage ainsi que les me´thodes he´rite´es (m et n), de´finissent les champs d’influence des
informations du programme.
A.4 La situation dangereuse
La situation dangereuse est une situation dans laquelle le programmeur choisit de
de´finir dans une nouvelle me´thode dans une classe appartenant a` une chaˆıne d’he´ritage
par laquelle des me´thodes sont he´rite´es. Cette modification est dangereuse relativement
a` la pre´sence d’informations (autres me´thodes) ayant une influence sur les contraintes










– une cible (me´thode m() rouge ajoute´e) dans
– un endroit particulier de l’environnement du danger qu’est le
programme (classe C dans laquelle la me´thode est ajoute´e)
au risque de ge´ne´rer une incohe´rence entre informations et donc
une faute de conception.
(Voir illustration ci-contre).
A.5 Les conse´quences
Les conse´quences d’un risque de faute logicielle ont deux composantes : l’interaction
dommageable et le dommage.
– L’interaction dommageable repre´sente l’occurrence d’une faute de conception suite
a` la modification effectue´e. Elle traduit la concre´tisation de l’effet du danger.
Dans notre exemple de RI, l’interaction dommageable correspond a` la pre´sence
d’une rede´finition involontaire de la me´thode A :m() he´rite´e par sa rede´finition
C :m(). Plus pre´cise´ment, cela correspond au fait que dans la classe C, il ne sera
pas possible d’utiliser simplement la me´thode A :m() car son comportement est
occulte´ par celui de sa rede´finition C :m().
– Les dommages cause´s par la faute de conception de repre´sentent les effets ne´gatifs
de l’interaction dommageable sur la cible. Il s’agit dans notre e´tude de la difficulte´
de de´tection de cette faute.
De manie`re ge´ne´rale, la de´tection de fautes du type RI e´tant automatisable avec
une faible instrumentalisation du code (simple utilisation de mot-clef pour chaque
rede´finition afin d’exprimer l’intention), nous conside´rons que ce type de faute
cause un dommage faible.
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Annexe B. Mode`le analytique d’identification du risque de RI
∃ m
eth ∈
 A, ∃ redef ∈
 C
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