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Nous nous interessons dans ce memoire a la resolution des systemes lineaires is-
sus de la discretisation elements-finis des equations modelisant les ecoulements de 
fluides incompressibles et non miscibles. L'interface entre les fluides est une variable 
du probleme. Nous appliquons pour cela un schema de Newton-Krylov a critere 
d'arret adaptatif sur la formulation mixte. Nous introduisons une nouvelle classe de 
methodes iteratives particulierement adaptees a la structure des systemes lineaires 
rencontres a chaque iteration de Newton. Ces methodes sont inspirees de l'algorithme 
du gradient conjugue projete, frequemment utilise dans les problemes quadratiques, 
et travaillent implicitement dans le noyau de l'operateur divergence. Elles requierent 
uniquement des produits matrice-vecteur avec la matrice de convection-diffusion et 
ne demandent qu'une seule factorisation symetrique indefinie de la matrice de pro-
jection. Ces deux caracteristiques ont pour consequence des gains importants en 
termes de cout de calcul et d'espace memoire. Nous validons d'abord notre approche 
sur des problemes test mettant en jeu un ou deux fluides. Dans un second temps, 
nous presentons trois problemes pouvant etre resolus par notre nouvelle classe de 
methodes iteratives : les ecoulements non isothermes, les fluides visco-elastiques et la 
methode des domaines fictifs pour modeliser les ecoulements avec frontieres mobiles. 
Cette approche possede l'avantage de construire une discretisation des frontieres 




In this thesis, we consider the solution of linear systems arising from the finite-
element discretization of incompressible and non miscible flows. The location of the 
interface between the fluids is a variable of the problem. Our approach is to use a 
Newton-Krylov scheme with adaptive stopping tolerance on the mixed formulation. 
We introduce a new class of iterative methods specifically tailored for the structure 
of the linear system encountered at each Newton iteration. Those methods draw 
from the projected conjugate gradient method, often used in quadratic program-
ming, and implicitly work in the nullspace of the divergence operator. They only 
require matrix-vector products with the convection-diffusion matrix and a one-time 
symmetric indefinite factorization of a projection matrix. This results in important 
gains in terms of computational cost and memory requirements. We first validate 
our approach on test problems with one and two fluids. In a second stage, we present 
three applications that can be solved with our new class of iterative methods : non 
isothermal fluid flows, viscoelastic fluids and flows with moving boundaries using the 
fictitious domains method. This last method has the advantage that the discretiza-
tion of the boundaries is independent of the finite-element mesh. The mesh is thus 
only generated once. 
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1 
INTRODUCTION 
Le contexte de ce projet de recherche est la simulation numerique d'ecoulements a 
surfaces libres de fluides incompressibles et non miscibles. A la base de la modelisation 
de ces ecoulements, les equations de Navier-Stokes traduisent mathematiquement 
la conservation de la quantite de mouvement et la conservation de la masse. Ces 
equations, exceptes pour des cas simples menant a des simplifications, n'ont pas de 
solutions analytiques connues a ce jour. Les equations de Navier-Stokes font d'ailleurs 
parties d'une liste de sept problemes, dit « du millenaire », etablis par le Clay Mathe-
matics Institute et dont la resolution sera recompensee par une forte somme. La mise 
en place de strategies de resolution numeriques efficaces est done primordiale, d'au-
tant plus que des equations supplement aires peuvent venir se rajouter pour certains 
types d'ecoulements. Par exemple, lors d'un ecoulement multiphase, une equation 
de transport doit etre ajoutee pour modeliser la dynamique de l'interface entre les 
fluides. Lorsqu'un ecoulement n'est pas isotherme, l'equation de conservation de 
l'energie doit etre prise en compte. Pour des fluides visco-elastiques, on rajoute une 
loi dite de comportement. 
Plusieurs strategies numeriques sont envisageables pour resoudre des equations 
aux derivees partielles avec conditions aux limites. Une des plus populaires est la 
methode des elements finis qui consiste a approcher la solution sur un espace de 
dimension finie a l'aide d'un maillage du domaine d'ecoulement. L'obtention du 
resultat passe par la resolution d'un ou de plusieurs systemes matriciels et des algo-
rithmes adaptes doivent des lors etre envisages. Par « algorithmes adaptes » nous 
entendons des methodes rapides qui necessitent peu d'espace memoire. Ces deux 
criteres prennent leur importance notamment lorsque les fluides s'ecoulent dans des 
geometries complexes qui peuvent mener a des maillages fins e t /ou raffines en cer-
tains endroits, ce qui mene a des matrices de grande taille. Deux families de methodes 
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peuvent etre utilisees : les methodes directes et les methodes iteratives, chacune 
possedant ses avantages et ses inconvenients en terme de precision des resultats, de 
stockage memoire et de rapidite. 
Le principal objectif de ce projet de recherche est d'implementer et tester une nou-
velle classe de methodes, a mi-chemin entre les methodes directes et iteratives, per-
mettant de resoudre efficacement les equations de Navier-Stokes dans un contexte de 
problemes multi-physiques. De nombreux travaux concernant les methodes iteratives 
ont ete effectues ces dernieres decennies, menant notamment aux algorithmes de gra-
dient conjugue (GC) (Hestenes 1952), biconjugate gradient stabilized (BiCGSTAB) 
(Van Der Vorst 1992), generalized minimal residual (GMRES) (Saad and Schultz 
1984) et transpose-free quasi-minimal residual (TFQMR) (Freund and Nachtigal 
1994) pour n'en citer que quelques-uns. De cet objectif principal, nous avons defini 
les objectifs specifiques suivants : 
- appliquer la methode du gradient conjugue projete aux systemes lineaires issus 
de la discretisation elements-finis des equations de Stokes; 
- implementer et tester d'autres methodes iteratives projetees pour resoudre les 
equations de Navier-Stokes; 
- etudier d'autres problemes d'ecoulements pouvant etre resolus a l'aide des me-
thodes projetees. 
Dans un premier temps, nous avons considere les equations de Stokes qui sont un cas 
particulier des equations de Navier-Stokes, correspondant aux ecoulements a faible 
nombre de Reynolds. Ce choix est motive par le fait que la discretisation du terme de 
diffusion de l'equation de conservation de la quantite de mouvement aboutit a une 
matrice symetrique definie positive. Les equations de Stokes discretisees peuvent 
alors etre vues comme des problemes d'optimisation quadratique avec contraintes 
d'egalite. L'algorithme du gradient conjugue projete, performant pour resoudre ce 
type de problemes, peut alors etre utilise (Gould et al. 1998). 
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Des lors, nous nous sommes interroges dans un second temps sur une possible 
generalisation aux autres systemes augmentes decoulant des equations de Navier-
Stokes. En effet, comparativement aux equations de Stokes, un terme de convection 
supplement aire est a prendre en compte. Ce dernier a pour incidence que la matrice 
obtenue par la discretisation elements-finis n'est plus symetrique. II n'y a alors plus 
d'interpretation en terme de probleme d'optimisation. Pour remplir ce deuxieme ob-
jectif, nous nous sommes demandes si, a l'image du gradient conjugue, nous pouvions 
projeter un autre algorithme. La performance d'une methode iterative etant reliee 
au probleme considere, nous avons teste les differents algorithmes utilises dans la 
litterature et selectionne le plus efncace afin d'implementer sa version projetee. La 
difficulte de la resolution d'un probleme d'ecoulement se mesure essentiellement par 
le conditionnement du bloc matriciel correspondant a la discretisation des termes de 
convection et de diffusion de l'equation de conservation de la quantite de mouvement. 
De plus, les methodes projetees requierent des produits matrice-vecteur avec ce bloc 
matriciel. C'est pour ces deux raisons que nos tests ont ete effectues sur ce bloc et 
non sur la matrice au complet. 
Enfin, dans un dernier temps, nous nous sommes poses la question de savoir si 
d'autres problemes d'ecoulements frequemment retrouves dans la litterature pou-
vaient etre resolus par notre nouvelle classe de methodes iteratives. En d'autres 
termes, nous avons forme, pour chacun de ces problemes, les systemes lineaires 
decoulant de la discretisation par la methode des elements finis des equations de 
modelisation, et nous avons verifie que les matrices gardaient leur structure aug-
mentee. 
Ce memoire est structure de la fagon suivante. Le premier chapitre nous permet 
de presenter les equations mathematiques modelisant les ecoulements multifluides a 
surface libre, ainsi que leur discretisation par la methode des elements finis. Cette 
discretisation aboutit a un systeme lineaire qui peut etre resolu par des methodes 
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directes ou iteratives. Ces dernieres font l'objet du deuxieme chapitre. Apres y avoir 
expose les principaux algorithmes frequemment trouves dans la litterature, nous 
presentons deux nouveaux algorithmes, dits projetes, adaptes respectivement aux 
equations de Stokes et de Navier-Stokes. Les resultats numeriques obtenus par l'uti-
lisation de ces algorithmes sur trois problemes sont donnes dans le troisieme chapitre. 
Des comparaisons de performance avec les algorithmes directs, en termes de temps de 
calcul et de stockage memoire, sont effectuees. Enfin, dans le quatrieme chapitre, nous 
presentons trois exemples d'application des algorithmes projetes : les ecoulements 
non isothermes, les ecoulements de fiuides visco-elastiques et les ecoulements avec 
frontieres mobiles avec la methode des domaines fictifs. 
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CHAPITRE 1 
MODELISATION DES ECOULEMENTS MULTIFLUIDES 
Ce premier chapitre va nous permettre de presenter les equations mathematiques 
modelisant des ecoulements ayant les caracteristiques suivantes : 
- multifluides : mettant en jeu plusieurs fluides non miscibles. La frontiere entre 
les fluides est libre et fait partie des inconnues du probleme; 
- incompressibles : a volume quasiment constant sous Faction des pressions 
externes. 
Nous utilisons pour modeliser ces ecoulements les equations de Stokes ou de Navier-
Stokes. A ces equations, qui symbolisent la conservation de la quantite de mouve-
ment, il faut ajouter la conservation de la masse et la modelisation de la dynamique 
de la surface libre. Ce systeme est complete par des conditions aux limites et initiales 
appropriees. 
Dans un premier temps, ce chapitre va nous permettre de presenter la modelisation 
du probleme continu decrit plus haut. Dans un second temps, nous nous pencherons 
sur les differentes etapes qui aboutissent au probleme discret, i.e. la formulation 
variationnelle, la linearisation des equations et leurs discretisations en espace et en 
temps. Enfin, dans un dernier temps, nous presenterons deux strategies de resolution 
du systeme provenant de la discretisation des equations aux derivees partielles : la 
methode mixte et la methode d'Uzawa. 
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1.1 Modelisation des ecoulements incompressibles 
probleme continu 
1.1.1 Equations de modelisation 
La modelisation de l'ecoulement d'un fluide incompressible s'effectue par l'in-
termediaire de deux equations qui expriment mathematiquement les deux lois phy-
siques que sont la conservation de la masse et la conservation de la quantite de 
mouvement. La premiere est l'equation de continuite et traduit la loi physique sui-
vante : 
* * entrant \ _ I flu, sortant \ = / VanaUm * maSSe da„S V 
dans V I \ de V I \ par unite de temps 
ou V est un volume infinitesimal. Cette loi physique se traduit mathematiquement 
par (Chorin and Marsden 1992) : 
^ + V • {PiUi) = 0, 
ou Ui = (ui Vi)T est le vecteur vitesse lie a l'ecoulement du fluide i et Pi est sa 
densite. 
La deuxieme loi physique est le second principe fondamental de la dynamique, i.e. : 
somme des forces \ I variation de la quantite de mouvement 
exercees sur V I \ dans V par unite de temps 
ce qui se traduit mathematiquement par (Chorin and Marsden 1992) : 
ou pifi est un vecteur de forces volumiques suppose connu et cr, est le tenseur des 
contraintes internes. Ce dernier, plus communement appele tenseur de Cauchy, est 
defini comme suit : 
7 
(Ti = -pj + Ti, XI) 
ou Pi est la pression a l'interieur du fluide i et I est le tenseur identite. Le tenseur 
des extra-contraintes Ti est relie au champ de vitesse it; par la relation 
Ti = 2/vy i( i i i) , 
ou fa est la viscosite constante du fluide i. Le tenseur 7 , est le tenseur vitesse-de-
deformation et est defini comme suit : 
/ 
ii(ui) = -(Vui + (Vui)T) = 
duj 
dx 
1 . dui dvi. 




1. L'operateur diflerentiel V est applique a l'aide de deux produits differents. 
Celui note par un point est le produit scalaire ordinaire, de sorte que la quantite 
suivante est une divergence : 
V - t t i 
dui dvi 
dx dy 
Par contre, le produit represente sans le point est le produit tensoriel, ou pro-
duit direct, et l'expression suivante est alors un tenseur : 







\dy dy J 
2. L'equation de conservation de la quantite de mouvement fait intervenir le pro-
duit V • a. Applique a un tenseur, l'operateur V revient a appliquer une 
divergence sur chacune des colonnes de la matrice. Le resultat est done un 
vecteur : 
„ . a H a12 
v 




\ dx dy ) 
3. L'operateur « : » est la double contraction et est defini comme suit : 
2 2 
<X : T = 2_^ 2^ aklTlk-
fc=l 1=1 
Les ecoulements qui nous interessent sont incompressibles (pi constante), de sorte 
que les equations de conservation s'ecrivent dans notre cas : 
- Conservation de la masse : 
V - t i j = 0 ; 
divergence 
- Conservation de la quantite de mouvement : 
1.2) 
pi~dt + ?^Ui - ~ ^-J^ = Pi^' 
terme convection diffusion force 
transitoire visqueuse volumique 
(1.3) 
Remarque : les equations de Stokes regissent les ecoulements dans lesquels les ef-
fets visqueux predominent sur les efFets inertiels. Ces equations sont done une version 
simplifiee des equations de Navier-Stokes, dans lequelles il suffit d'enlever le terme 
de convection (ttj • V)tij de l'equation (1.3). 
II est necessaire de completer les equations (1.2) et (1.3) par des conditions aux 
limites et initiales adequates. Les conditions aux limites peuvent etre dites de Diri-
chlet ou de Neumann. Les premieres portent sur les composantes de la vitesse tij, 
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alors que les secondes portent sur les composantes de la contrainte normale <Tj • n 
ou n est la normale exterieure a la frontiere T = dfl du domaine de calcul Q. Si 
Ton note TDU et T^u respectivement les domaines de definition des conditions de 
Dirichlet et de Neumann, les conditions aux limites et initiales s'ecrivent alors : 
Ui = uDu sur TDu ; 
(Ti-n = tNu sur rjv„, 
et 
ui(x,t = 0) = u°i. (1.5) 
Les domaines TDu et T^u forment une partition de la frontiere T et veriflent done : 
r ^ u r ^ = an-, 
r ^ n r ^ = 0. 
Remarque : l'intersection vide entre les domaines TDU et FNU exprime le fait qu'on 
ne peut pas imposer a la fois une condition de Dirichlet et une condition de Neumann 
sur une meme partie de la frontiere T — dfl. La troisieme condition (1.5) est la vitesse 
initiale du fluide au temps t = 0. 
1.1.2 Ecoulements multifluides et conditions aux interfaces 
Une surface libre est une region delimitant deux phases, solide, liquide ou ga-
zeuse, qui peuvent eventuellement etre de meme nature. Nous rappelons ici qu'est 
faite l'hypothese d'immiscibilite. Nous ne nous interesserons dans ce memoire qu'aux 
interfaces liquide-liquide et liquide-gaz. 
Dans un probleme multifluide, chaque phase se voit affectee d'un probleme different. 
Pour que le probleme resultant soit bien pose, il est done necessaire que des condi-
tions aux limites appropriees soient imposees aux interfaces. Considerons la figure 1.1. 
L'interface S represente la surface libre qui separe les fluides 1 et 2. Chacun de ces 




Figure 1.1 - Interface entre deux fluides. 
respectivement le vecteur tangent et le vecteur normal a la surface libre, les condi-
tions a l'interface (Batchelor 1967) sont alors donnees par la continuite de la vitesse 
normale : 
wi • n 5 = u2ns = us- ns, (1.7) 
ou U\ et u2 sont les vitesses des fluides 1 et 2 alors que u$ est la vitesse de l'interface 
elle-meme, la continuite de la vitesse tangentielle : 
ul-ts = u2-ts, (1.8) 
et Vequilibre des forces a l'interface : 
(er2 - <Ji) • ns = anns, (1.9) 
ou a est le coefficient de tension superficielle des fluides 1 et 2 et K est la courbure 
locale de la surface libre. Nous ne considerons dans ce memoire que des ecoulements 
sans tension superficielle (a = 0). Nous pouvons supposer, sans perte de generalite, 
que ns pointe dans la direction du fluide 1, tel qu'illustre a la figure 1.1 et que le 
rayon de courbure est positif si le centre de courbure se trouve dans le fluide 1. 
1.1.3 Equation de transport de la pseudo-concentration 
Les fluides consideres etant non miscibles, la condition de continuite de la vi-
tesse normale a l'interface (1.7) peut etre interpretee comme une condition de non 
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penetration de la surface libre. Dans le cas d'un ecoulement stationnaire, cette condi-
tion devient 
us-ns = 0. (1.10) 
Cette condition frontiere n'est definie qu'a l'interface et n'est par consequent pas tres 
pratique a utiliser (la position de l'interface fait partie des inconnues du probleme). 
II serait plus facile de tirer parti d'une condition definie sur tout le domaine fi. 
Definissons la fonction suivante : 
{ 1 si x £ QT : 0 si x E ^2-
Cette fonction est connue sous le nom de pseudo-concentration des fluides 1 et 2 
dans le domaine Q (Thompson 1986). La position de l'interface <S est donnee par 
l'ensemble des points x pour lesquels F prend pour valeur | . 
A l'aide de la pseudo-concentration, nous pouvons maintenant definir une expres-
sion equivalente, en regime stationnaire, a la condition d'immisciblite (1.10), sous la 
forme d'une equation de transport (Agassant et al. 1994) : 
Ui-VF = 0, VxEQ, pour i = 1,2, (1.11) 
dont Favantage est d'etre definie sur tout le domaine £1 En regime transitoire, ou 
F = F(x,t), on a : 
dF dFdx dFdy OF dt dF „„ 
— = 1 - + = h w - V F . 
dt dx dt dy dt dt dt dt 
Soit V un volume infinitesimal. Supposons que 
~ f FdV = 0. dtjv 
Or, d'apres le theoreme de Reynolds (Chorin and Marsden 1992) : 




f dF j f ( _ + „.Vf)^-0. :i.i2) 
La relation (1.12) etant vraie quelque soit le volume V choisi, on a alors : 
dF 
8t 
+ i t i - V F = 0, MxeVt, pour i = 1,2, ;i.l3) 
qui est l'equation de transport en regime transitoire. Avec les conditions aux limites 
et initiale appropriees appliquees a F, le saut de cette fonction identifiera la position 
de la surface libre dans Q. Puisque l'equation de transport (1.13) est hyperbolique, 
les conditions aux limites ne doivent etre appliquees qu'en amont de l'ecoulement : 
r -(f2) = {x£dtt | t i j - n < 0 } , (1.14) 
et ou n est la normale exterieure au domaine Q. Nous avons done la condition 
F = Fr- sur r-(f l) . (1.15) 
L'equation de transport (1.13) ajoutee aux equations de conservation de la masse 
(1.2) et du mouvement (1.3) completent ainsi la description du probleme d'ecoulement 
a surface libre. 
1.2 Modelisation des ecoulements incompressibles 
probleme discret 
La section precedence nous a permis de presenter les equations de modelisation : 
,du 
p(— + (u • V)u) - V • (2/i7(w)) + Vp - pf ; 
OF 
dt 
V • u 




Remarque : les equations de modelisation (1.16) sont definies sur 1'ensemble du 
domaine Q. L'indexation permettant d'identifier les fluides dans les equations (1.2), 
(1.3) et (1.13) n'est plus necessaire car c'est par le biais de l'equation de transport 
que cette identification va pouvoir s'effectuer. 
Les grandes lignes de la resolution du modele mathematique (1.16) sont : 
- Obtention de la forme faible des equations (formulation variationnelle) ; 
- Discretisation de la forme faible ; 
- Resolution du probleme discret. 
Cette section va nous permettre de presenter chacune des trois etapes. 
1.2.1 Espaces fonctionnels 
Ann d'obtenir la formulation variationnelle des equations de modelisation, nous 
avons besoin de definir quelques espaces fonctionnels. Soit tout d'abord 
L2(tt) = {v : ft - • R | / v2 dQ < ex)}, 
Jn 
l'espace des fonctions de carre integrable, muni du produit scalaire 
Jn 
La generalisation en dimension n nous donne : 
L2(Q)n = {v : n - • W1 | / v v dtt < oo}, 
Jn 
ainsi que le produit scalaire correspondant : 
Jn 
Dans le cas des tenseurs, il suffit de remplacer le produit scalaire v • v par la double 
n n 
contraction T : T = \ J \ J TijTji O U T : 0 - » ]Rn><n. 
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Un autre espace important est l'espace de Sobolev if1(fi) : 
H\Q) = {ve L2(Q) | %- € L2(0), i = 1 , . . . , n} 
qui est muni du produit scalaire 
(u,u) l j n = (u, v ) o n + ^ ( — , — ) o n . 
Comme precedemment, la generalisation en dimension n nous donne H1(Cl)n et le 
produit scalaire correspondant. Un espace derive de Hl(Vi)n, necessaire a l'etude 
de la formulation variationnelle de 1'equation de la conservation de la quantite de 
mouvement, est defini comme suit : 
Hhu(nr = {ve H\n)
n I v = 0 sur TDJ, 
c'est-a-dire l'ensemble des fonctions de 7f1(J7)n qui sont nulles la oil une condition 
de Dirichlet a ete imposee. Finalement, l'espace H~i (T0) est l'ensemble des fonctions 
definies sur une partie de la frontiere de fl, i.e. T0 C dfl, et forme de la restriction 
au bord des fonctions de if1(f2). L'espace dual H~2(TQ) est forme des fonctionnelles 
bornees sur Hz (To). Pour traiter les problemes a surface libre, l'espace de base est une 
variante de l'espace de Sobolev, approprie pour l'etude des problemes de transport, 




Ll(T) = {^6 L2(T) | J \u • n\ip2 dT < oc} 
ou n est la normale exterieure a T. La frontiere T a ete definie en (1.14). Le produit 
scalaire associe a L2U est le suivant : 
(ip, 0)o,r = (u-n)ip4>dT. 
JT 
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Pour exprimer la forme faible de l'equation de tranport, nous ferons appel a l'espace 
$« , r - ( n ) = W G ̂ tt(H) I V = 0 sur T~}. 
Les inconnues u, p et F appartiennent respectivement aux espaces fonctionnels 
Hxiny, L2(Q) et $„(n). 
1.2.2 Formulation variationnelle des equations 
On presente dans cette section l'une des composantes importantes de la theorie 
des elements finis, la formulation variationnelle. On obtient par le biais de cette 
methode la forme faible des equations de modelisation (1.2), (1.3) et (1.13). Cette 
forme faible s'obtient en deux etapes : 
1. multiplier les equations par des fonctions test appropriees; 
2. integrer par parties certains termes sur le domaine de calcul Cl. 
Ce procede permet de reduire l'ordre des derivees et de faire apparaitre les conditions 
aux frontieres naturelles. 
1.2.2.1 Equation de conservation de la quantite de mouvement 
Nous supposons dans cette section que / est element de L2{Vi)n. Voici done les 
etapes qui menent a la forme faible de l'equation de conservation de la quantite de 
mouvement. 
Premiere etape 
Nous rappelons que l'equation de conservation de la quantite de mouvement est la 
suivante : 
p ( — + (« • V)u) - V • (2/i7(«)) + Vp = pf. (1.17) 
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En multipliant (1.17) par la fonction test w £ Hp (Q)n et en integrant sur le do-
maine ft, nous obtenons : 
/ (PIT + p<yU ' ^ u ) -wdtt- / V • (2pj(u)) • w dQ, + / Vp-wdQ. 
Jn tit Jn Jn 
= pf -wdfl. (1.18) 
Jn 
Deuxieme etape 
Procedons a present a l'integration par parties du deuxieme et du troisieme terme 
du membre de gauche de l'equation (1.18). Tout d'abord, nous avons pour le terme 
en pression : 
V • (pw) = Vp • w + p (V • w) 
/ V • (pw) dn= Vp-wdQ+ I pV -wdVt. (1.19) 
Jn Jn Jn 
Le theoreme de la divergence impose que le flux d'un champ vectoriel sur la frontiere T 
doit etre egal a la divergence de ce champ sur le domaine fl. Applique au membre 
de gauche de l'equation (1.19), on obtient : 
/ 
Jn 
V • (pw) dfl= (pw) • n dT. 
in 
Remarquons de plus que l'integrant de droite possede une deuxieme forme : 
(pw) • n = (pi • n) • w. 
La relation (1.19) devient alors : 
/ (pi • n) • w d,T = Vp-wdQ + pV • w dVL. (1.20) 
JT Jn Jn 
Pour le terme de diffusion visqueuse, nous avons : 
V • (7(11) • w) = (V • 7(1*)) • w + 7(1*) : Vio 
I V • (j(u) -w)dtt= I (V • 7(11)) • w dfl + f i(u) : Vw <m. 
Jn Jn Jn 
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En utilisant a nouveau le theoreme de la divergence, nous avons : 
/ V • (7(1*) -w) d,n= / (j(u) -w) n dr. 
Jn JT 
Ainsi, 
/ (7(11) •w)-ndT= / (V • 7(11)) • w dVt + / 7(14) : Vw dCl. 
JT Jn Jn 
Remarquons que le dernier terme de cette equation est le produit de deux tenseurs 
dont le premier est symetrique, ce qui nous permet d'ecrire : 
7(u) : V w = i ( V u + ( V w f ) : V t o 
= l(Vu + (Vu)T) :{Vw)T 
= l(Vu + (Vu)T) : |(Vu> + (Vu>)T) 
= j{u) : 7(w). 
Finalement, nous obtenons : 
- / (V • 7(11)) • w dQ = / 7(u) : j{w) dQ - (j{u) • n) • w dT. (1.21) 
Jn Jn JT 
La combinaison des integrations par parties des termes de pression et de diffusion vis-
queuse (equations (1.20) et (1.21)) nous permet d'obtenir la forme faible de l'equation 
de conservation de la quantite de mouvement : 
p(~dt + (M ' V ) n ' W)w + 2^Hii(™))0>n - &
 V • «0o,n = ( 1 2 2 ) 
(<r-n,w)H_i(r)nHi{r)n+p(f,w)0Q. 
Nous avons introduit ici la notation (a, 6) 1 „i,rs qui indique que a € iJ~2(r) 
et b € H^(T). Rappelons pour finir que la frontiere de fl se divise en deux parties 
T = T][)u U TNU et que les fonctions test w s'annulent sur la partie TDU ou ont ete 
imposees les conditions de Dirichlet, de sorte que 
= <t^'w)/f-i(rAr„)«,ffi(rJV„)», 
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ou tpju a ete definie en (1.4). Afin de ne pas alourdir inutilement les equations, nous 
noterons simplement 
(*-n,w)H_h{rNjnHh(TNjn = (tNu,w)H_iHh. 
1.2.2.2 Equation de transport de la pseudo-concentration 
Premiere etape 
En multipliant l'equation de transport par la fonction test ip € $ u r - ( n ) , nous 
obtenons : 
f BF f 8F L ̂ dn+vu'VF)Lp dn =0 *(^' ̂ +{u'VF' ̂ =a (L23) 
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Deuxieme e tape 
Pas d'integration par parties necessaire. 
Remarque : L'equation de transport de la pseudo-concentration, de par sa na-
ture hyperbolique, requiert une attention particuliere. En effet, sa resolution par 
la methode de Galerkin (cf. section 1.2.3) peut mener a d'importantes instabilites 
numeriques se traduisant par des oscillations non physiques dans la solution (John-
son 1990). Une approche possible consiste a introduire une composante elliptique a 
l'equation (1.13) en rajoutant un terme de diffusion artificielle qui n'agit que dans le 
sens des lignes de courant. Parmis les methodes les plus populaires, citons la methode 
« streamline upwind / Petrov-Galerkin » (SUPG) (Brooks and Hughes 1990) qui 
modifie la fonction test de sorte que la forme faible (1.23) devient : 
dF 
( ^ ) o ; n + ( ^
V ^ ) o , n = °> (i-24) 
ou 
(p = ip + (3u • V(£. 
avec j3 un parametre de stabilisation. On comprend mieux les implications de ce 
choix lorsque Ton exprime le deuxieme terme de l'equation (1-24) comme suit : 
= ( w V F ^ ) o f i + ^ K V F , V ^ 0 i ! 2 . 
Le tenseur f3uuT est le terme de diffusion artificielle dans le sens des lignes de courant. 
En pratique, on retrouve plutot la formulation SUPG exprimee sous la forme 
( — + u • VF, ^ ) 0 i n + £ JK ( ^ + u • V F ) (Pu • V<p)dx, (1.25) 
ou K est un element du maillage. On retrouve la forme faible de la methode de 
Galerkin, plus la partie stabilisee. Dans la suite de ce memoire, par soucis de sim-
plicite et cela ne changeant pas fondamentalement la structure matricielle que nous 
allons obtenir, nous ne considerons que l'equation de transport non stabilisee meme 
si 1'utilisation de techniques de stabilisation est primordial en pratique. 
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1.2.2.3 Equation de conservation de la masse 
Premiere etape 
La fonction test q est choisie dans l'espace fonctionnel I/2(fi), de sorte que : 




Pas d'integration par parties necessaire. 
Les expressions (1.22), (1-23) et (1.26) representent ainsi la forme faible du systeme 
d'equations (1.16). Le tableau 1.1 recapitule les nouvelles equations obtenues par 
le passage du probleme fort a la forme faible. Nous pouvons done passer a l'etape 
suivante qui est celle de la discretisation de la forme faible. 
1.2.3 Discretisation des equations : methode de Galerkin 
Une fois le modele mathematique mis en place et la formulation faible obtenue, 
il nous reste a discretiser ces equations. Cette etape necessite l'utilisation de fonc-
tions d'interpolation. Ainsi, chacune des variables u, v, p et F s'exprime comme une 
combinaison lineaire de ces fonctions d'interpolation : 
JVU Nv 
u « uh = ^2uj(t)<j^(x), v m vh = ^ ^ ( t ) 0 J ( c c ) ; 
i = i j=i 
NP NF 
P « Pk = X>(*)#(x), F a Fh = ^ ^ ( ^ ( i ) , 
3=1 3=1 
ou 0" et <$" appartiennent a l'espace fonctionnel discret 14 C if^Q), (jf- a l'espace 
Qh C L2(fi) et (f>J a l'espace ^u^ C $U(Q). Si on note a l'une des variables u, v, 
p ou F, on notera alors a^ Yapproximation elements-finis de a, ^" la j e fonction 
d'interpolation associee a la variable a et Na le nombre de fonctions d'interpolation 
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Tableau 1.1 -
Le probleme fort 
Obtention de la forme faible -
V 
<9F 
(2) ¥ + u - V . 
(3) V t t 





( P ' V - w ) o , n 
Pression 
v v S 
Transport de la 
pseudo-concentration 








- V • (2/x7(t*)) + Vp 
p ( ( u - V ) u , u ; ) a n + 
V ^ _ , 
Convection 






= Pf \ 
= 0; 
= 0. 
* v ' 
Diffusion 




associees a la variable a. Les fonctions d'interpolation <^ sont egalement choisies 
pour etre les fonctions test qui apparaissent dans la forme faible des equations. C'est 
la methode de Galerkin. Notons egalement que la dependance temporelle apparait 
dans les degres de liberte Uj, Vj, Pj et Fj et que la dependance spatiale apparait dans 
les fonctions d'interpolation 0", 0?-, <j^ et (j)J. Explicitons la discretisation de chacune 
des equations de modelisation. 
L'equation de conservation de la quantite de mouvement 
Nous discretisons dans cette section l'equation (1.22) dans le cas bidimensionnel (en 
x et en y). Occupons-nous d'abord du terme transitoire : 
,du v ,duh , 
En clioisissant successivement w — (0", 0) pour chaque i = 1 , . . . , TV", on obtient : 
et en clioisissant successivement w = (0, 0?) pour chaque i — 1 , . . . , Nv, on obtient : 
K^.»).,= Et"W.CI).,n. i = l,...iV. (1.28) 
i= i 
Sous forme matricielle, les relations (1-27) et (1-28) s'ecrivent : 
(1.29) 
ou 
Uj ~ dt ' j ~ ot • 
Pour le terme de diffusion visqueuse, on obtient : 
2n(j(u),j(w))ou ~ 2n(-y(uh),'y{w)) . 
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Comme precedemment, on considere dans un premier temps successivement les fonc-
tions test w = (</>", 0), i = 1 , . . . , Nu. En notant u^ = (uh Vh)7', on obtient : 
(j(uh),<y(w)) = 
= ( 
( dun h ^ + ^h<\ / M 1M\ 
<9x 2 % <9rr Q~ ° Q " 
\ 2 dy dx' dy J 
dx 2 dy 
ld4>Y 
\ 2 dy 
)«u 
_ .dun d^_. l,duh dvh dffi, 
^dx' dx'°# 2^dy dx ' dy )o'n 
NU d(j)u d(j)u 1 A™ d<f>u NV 
= £ M-i 
i = i 
v £>«• ' ^ /o,n 2^ dy : dy '0>'-
-J"3 dx' dy )o,n 
Nv 
+ ^ V J | 2 V & E ' dy 
.7 = 1 L ^ 
i = l , . . . , iV u . 
Dans un second temps, on considere successivement les fonctions test w = (0, 0?), 
i = 1 , . . . Nv : 
^ A dy ' ^ ^ o , n ^ 2 V 4 ^ 
»y -
uj-^fr + ^2vj 
b] a® 
dy dx ' dx / 0 ' n /o,r 
£ 
i= i 
« , • 
1/M MS ' 




+ > v. 
i= i 
^ 90V, 1 
K dy' dy Jo>° ^y 2  dx' dx/0^ • ) , , 
i = l,....Nv. 
soit sous forme matricielle : 
Auu Auv\ IU 





dx dx dy dy , /o,n ' 
,d<ft dd>\ 
AUV _ n(_ZJ_ ZJJ_\ _ Avu . 
ij ^\ firy. ' A , , /o ,n i* ' d x ' <9y 
^• ; = 2M(-
6J d # 
cty ' dy / 0 'Q ' ^y dx ' dx 
et ou {7 et V contiennent respectivement les degres de liberte des variables u et 
Quant au terme en pression, on obtient pour w = (</>", 0), i = 1 , . . . , Nv 
NP 
d<ft. 
(P> V • w')o,n « (P*. V • «0o,n = I > ^ — 
3=1 
j ' ^ W 
et pour w = (0, $ ) , « = 1 , . . . , Nv : 
NP 







et ou P contient les degres de liberte de la variable p. 
Regardons a present ce que donne le terme de convection. Pour w — (<j>f, 0), 
i = 1 , . . . , Nu, on obtient : 
Nu 
p((u • V)w, w)0Q fa p((uh • V)uh,w)QQ = p(uh • V) 5^uj(<^, $) , 
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et pour w = (0, $), i = 1 , . . . , Nv : 
p({u • V)tt, w)QQ « p((i*A • V)iifc, w) = p{uh • V) ^ Vj (<%, $) 
Nv 
o,n' 
ce qui donne sous forme matricielle : 
'cu{uh) 0 \ / t f 
0 Cv(uh)J \V 
ou 
_ i i (1.32) 
_ C ( u h ) y = p(« f t-V0J,0v)O i n . 
Remarque : 
Les matrices de la forme Cu{uh) sont des abus de notation qui nous permettent de 
mettre en evidence la dependance en u^ de ces termes non lineaires et de simplifier 
la presentation de la formulation variationnelle. Nous cesserons d'utiliser cette nota-
tion, une fois que l'etape de linearisation sera effectuee (cf. section 1.2.4). 
Enfin, il nous reste a voir ce que donne le membre de droite de l'equation (1.22). 
Pour w = (cf)f, 0), i — 1 , . . . , Nu, on obtient : 
{tNu,w)H_iHh +p(f,w)on = {tx,tf)H_iHi +p{fx,tf)0fl, 
et pour w = (0, $), i = 1 , . . . , Nv : 
(tNu,w)H_hHi + p(f, w)QjQ = {ty, ^H-\H\ + p(fy, $)0,n-
La forme matricielle finale de la discretisation elements-finis de l'equation de mou-
vement est done : 
'TU O \ fu\ (cu(uh) + A
uu Auv \ fu\ f(Bu)T\ -*_(EU 
o TVJ \y) y AVU cv(uh) + A




E: = (tx, $ V 4 f i , i + ?(/*> C)0,n
 e t % = <V # >H-i,*i + p(/y, «0 > n-
L'equation de transport de la pseudo- concent rat ion 
Nous discretisons ici la forme faible de l'equation de transport (1-23) : 
f)F f)F 
Les fonctions test if sont les fonctions d'interpolation ip = </>f, i = 1 , . . . , iV^, ce qui 
nous donne : 
j = i i = i y 
Sous forme matricielle, nous obtenons : 
TFP + K(uh)F = 6, (1.34) 
ou 
TF = « , 0f) o,fi' 
et ou F et F contiennent respectivement les degres de liberte des variables F et —-. 
L'equation de conservation de la masse 
Nous discretisons ici la forme faible de l'equation de conservation de la masse (1.26). 
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On obtient : 
( V - w ^ ) o , n ~ (V"Uh,q)Q 
d NU d NV 
3 = 1 
dy 4-f 
^ .7 = 1 
NU 84>u NV „v-
i = i j=i 
dy 






ce qui se traduit sous forme matricielle par : 
'u 
+ £v;(if'#W « = !. a?/ JV* 





Nous pouvons a present additionner les systemes (1.33), (1-34) et (1.35) pour obtenir 
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Tableau 1.2 - Discretisation des equations de modelisation - Resume 
La forme faible 
,du 
P(^T^w)o,n + P ( ( u - v K w ) o , n + 2 M W ™ ) , 7 ( ™ ) ) 0 O at 
(p,V-u>) 
( « ' V * » o , n = 
(*Ar„,t«)if-iiHi + p ( / ^ ) 0 , n ; 
[ (V- i i ,g ) 
o,n 


















(Auu + Cu(uh) A
uv 0 (BU^T 
Avu A
vu + Cv{uh) 0 (B
V)T 
0 0 K(uh) 0 











Le tableau 1.2 presente un resume des principales etapes par lesquelles nous sommes 
passees dans les sections precedentes. Le systeme (1.36) est clairement non lineaire, 
notamment a cause de la dependance de Cu, Cv et K a Uh- Plusieurs strategies de 
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linearisation sont envisageables, dont les methodes de points fixes et celle de Newton. 
C'est cette derniere que nous utiliserons et que nous presentons dans la section 1.2.4. 
1.2.4 Linearisation du systeme discret : methode de Newton 
Definissons tout d'abord les trois fonctionnelles suivantes : 
Ou 
Ri(u,p,w) = p(— + (u-V)u,w)ocl + 2fi(j(u),j(w))OQ-(p,V-w)on 
- < * ^ . w ) H - i ) H i - p ( / ^ ) 0 ) n ; 
dF 
R*(u,F,<p) = ( ^ ,<p)ojn + {u-VF,<p)ofl; 
. Mu,q) = (V-u,q)0Q. 
Nous avons done a resoudre le probleme Ri = 0, i = 1, 2, 3. Sachant que (un, Fn,pn) 
en est une solution approchee, on cherche dans la methode de Newton les corrections 
5u, 5F et Sp telles que : 
R1(u
n + Su,pn + Sp,w) = 0; 
R2(u
n + 5u,Fn + 5F,(p) = 0; 
k R3{u
n + 5u,q) = 0. 
Cette reecriture du probleme suggere de proceder a un developpement de Taylor : 
a n a r> 
0 = R1{u
n,pn,w) + -^-(un,pn,w)5u + -^-{un,pn,w)Sp+--- ; 
0 = R2(u




n,q) + -^(un,q)6u + 
Nous avons introduit ici la derivee directionnelle d'une fonctionnelle, ou derivee de 
Gateaux : 
d d 







un,pn,w)Su = 1 [{pd(Un gfU) + p{(un + tfu) • V ) K + ZSu), w)0Q+ 
2fi{i(un + ^ u ) , 7(W))0 > n - (p», V • t » ) 0 i n -
(tNu,w}H_hHi-p(f,w)0^]i=0 
d (jit*1 dSu 
= # W " a T ' w)o,n + ^ ( - 5 T » w)o,n + P ( ( " B ' V K ' «0o,n+ 
ep((Su • V)Su, w)on + £p({u
n • V)(J«, iu)0;£7+ 
£p((5u • V K , ti;)0)n + 2/ .(7(w
n) ,7(^))0 ,n+ 
2^{j(Su),i(w))on - (p», V • W ) 0 i O + 
De fagon similaire, 
<9p 
o r 








(un,Fn,<p)5u = ( k - V F " ^ ) 0 , ; 
,d5F 
( W " , F " , ^ F = ( ^ - H ^ . V t f F , ^ ; 
(i*n,g)<5« = (V-<5«,g)0! 
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En negligeant les termes d'ordre superieur dans le systeme (1.37), on obtient ainsi 







k (V-<Jtt,g)0)n = - JR3(«
n ,g). 









et en utilisant la meme technique de discretisation que celle utilisee dans la section 
















Cuu(un) + Auu Cuv(un) + Al 




















ou, en not ant un — (un vn)T 
^ _j- n(rhu-
<% 
*3(«B) = W.^)o,n-^-; 
mw) - _ ^ , ^ ) 0 i O - p ( « - . v » - , * r ) w l - ^ . ^ ) w , + 
#(~B) = -(-^>tf)o,n-(«
B-v^*Oo,n; 
£ f ( u n ) = - ( V - i i n 
L'arret des iterations de Newton s'effectue lorsque : 
33 
- le rapport entre la norme de la correction et la norme de la solution est sufB-
samment petit : 
(SU SV SP SF 
un+l vn+1 pn~ >n+l 
< tol 
le rapport entre la norme du residu des equations et la norme du residu initial 
est suffisamment petit : 
(Eu{un+1) Ev(un+1) EF{un+l) Ep(un+1)) 
* < tol. 
Eu(u°) Ev(u°) EF(u°) EP(uc 
Le « suffisamment petit » se traduit par le choix d'une tolerance tol adaptee. Nous re-
viendrons sur le choix de la tolerance lors de la presentation des resultats numeriques 
(cf. chapitre 3). Le tableau 1.3 resume les principales etapes qui ont abouti a ce 
systeme linearise. Par la suite, nous omettrons par soucis de simplicite la dependance 
en un dans l'ecriture des differentes matrices du systeme matriciel (1-40) et nous no-
terons done simplement, par exemple, Cuu(un) = Cuu. 
1.2.4.1 Discretisation temporelle : schema de Gear 
Pour pouvoir traiter numeriquement des problemes transitoires, nous devons ega-
lement efFectuer une discretisation temporelle des termes transitoires. Comme nous 
l'avons vu dans la section precedente, l'equation de conservation de la quantite de 
mouvement s'ecrit : 
TSW + M5W + NSP = E, :IAI) 
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Tableau 1.3 - Linearisation des equations discretisees - Resume 
La forme faible linearisee a l'iteration n 
( ,d5u 
P(~^T> w)o,n + P ( ( « n - V ) ^ , w ) 0 n + p{(Su-V)u
n,w)on + dt ' J°V 
-R2(u
n,Fn,<p) 
+ (6u.VF»,<p) + (u».V^,V)0„ 













0 0̂  
0 0 







Cvu + Avu Cvv+Avv Q (£^T 
#u Rv KF 0 





T = , M 
r m u _i_ AUU fiuv I AUV 
s~ivu I A vu rivv i AW 
La discretisation en temps peut alors etre effectuee selon plusieurs schemas. Nous 
presentons ici le schema de Gear (Gresho et al. 1999) qui est implicite, d'ordre 2 
et A-stable. Cette approche semi-discrete peut etre utilisee avec d'autres schemas 
d'integration en temps. Supposons que le systeme (1.41) a ete resolu aux deux temps 
-* k—l -* k 
t = tk-i et t — tk- Les solutions sont alors notees respectivement 8W et SW . 
Le schema de Gear peut alors etre exprime comme : 
_ ^ fc+l ,.-> k - fc-1 
rrl.fe+i 35W -A8W +6W 
SWk+1 fa „A — , (1.42) 
2At v ; 
ou At = tk — tk-i. Ainsi, si nous reprenons le systeme (1.41) en indicant les inconnues 
par fc+l pour specifier que nous recherchons la solution au temps t^+i, nous avons : 
TSWk+1 + MSWk+1 + N5Pk+1 = E 
y 2At ' 
-* fc+1 -* fc+1 -* -» fc ~* fc—1 
(3T + 2AtM)SW + 2AtNSP = 2AtE + 4T5W - TSW . 
Ainsi, pour chaque pas de temps i^+i, le systeme (1.41) se reecrit : 





3TU + 2At(Cuu + A% 2At(Cuv + Ab 
\ 
0 
2At(Cvu + Avu) 3TV + 2At{Cvv + Avv) 0 
Ku Kv KF2AtBu ) 
B = [2AtBu 2AtBv^j , Ek = 
2AtEu + 4TSUk - T5U- :-A 










Le tableau 1.4 resume les principales etapes qui nous ont conduites au systeme 
(1.43). Ce systeme est lineaire et plusieurs strategies de resolution sont des lors 
envisageables. La prochaine section va nous permettre de presenter la formulation 
dite mixte et la resolution par la methode d' Uzawa. 
1.2.5 Strategies de resolution 
Les sections precedentes nous ont permis de transformer notre probleme continu 
de modelisation d'ecoulement a surface libre en un probleme discret et lineaire, et 
plus precisement en un systeme matriciel a resoudre. Des lors, il convient de s'in-
terroger sur des methodes de resolution efficaces de ces systemes lineaires. Les deux 
prochaines sous-sections traitent de deux types de formulation : la formulation mixte 
et la formulation d' Uzawa. 
1.2.5.1 Formulation mixte 
La formulation mixte consiste a trouver, a chaque iteration de la methode de 
—* —* 
Newton, le vecteur de correction (SU, SP) en resolvant de fagon couplee le systeme 
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Tableau 1.4 - Application d'un schema de discretisation temporelle - Resume 
La linearisation des equations discretisees 
(TU 0 0 0̂  
0 V 0 0 
0 0 TF 0 





' fiuu i Aim (~<uv _i_ Auv r\ 
QVU + AVU (JVV + AVV Q 
Ku Rv RF 
y Bu Bv 0 
(BU)T^ 
(BV)T 









L'application d'un schema de discretisation temporelle 
(A BA (suk+A 




lineaire (1-43) par une methode directe ou iterative. Ne considerons, pour simplifier 
les choses, que le probleme de Stokes (on enleve les matrices de convection C) sta-
tionnaire (on enleve les termes transitoires T) dans le cas d'un seul fluide (on enleve 
les matrices de pseudo-concentration K). Nous pouvons alors resoudre le probleme 
en variables primitives plutot qu'en corrections, ce qui nous donne le systeme : 
(1.44) 
ou A est une matrice symetrique definie positive : 
AT = A-
xTAx > 0, Vcc e W1. 
Nous avons dans le systeme (1.44) une contrainte homogene BU = 0. Si on considere 
le cas general ou la contrainte est cette fois-ci non homogene, ce systeme s'ecrit : 
;i.45) 
Du point de vue de l'optimisation, notre systeme matriciel peut etre vu comme 
resultant d'un probleme de minimisation sous contraintes. En effet, definissons le 
probleme d'optimisation suivant : 
min -UTAU-UTE: 
u 2 (1.46) 
s.c. BU = Q. 
Le probleme quadratique (1.46) est un probleme de minimisation avec contrainte 
d'egalite. Definissons le lagrangien L(U, P) associe a ce probleme, ou P sont les 
composantes des multiplicateurs de Lagrange : 
L(U, P) - \lJTAU - UTE + PT(BU - Q). 
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Les conditions d'optimalite du premier ordre s'obtiennent en imposant la nullite du 
gradient du lagrangien L : 
VL(U,P) = 6 -^ 
•{=> 
^4 = 0; 
dU 
dP 
AU-E + BTP = 0 ; 
BU-Q=0 
La matrice A etant defmie positive sur ker(B), les conditions (1.45) sont egalement 
suffisantes pour avoir l'optimalite dans (1.46). Ce probleme de minimisation est done 
equivalent au systeme lineaire (1.45) (Fortin and Glowinksy 1983). La methode mixte 
peut dans ce cas etre vue comme le probleme quadratique (1.46) dans lequel la 
pression joue le role de multiplicateur de Lagrange. 
1.2.5.2 Methode d'Uzawa 
Pour presenter la methode d'Uzawa, revenons au probleme d'optimisation (1.46). 
Ce dernier peut etre egalement transforme en probleme de point-selle du Lagrangien : 
mmmaxl-UTAU - UTE + (UTBT - QT)P. (1.47) 
u P 2 
Pour P fixe, le minimum est atteint en Up solution de AUp = E — BTP. Ainsi, 
Up = A-\E - BTP) <^Up = ETA~X - PTBA-\ (1.48) 
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En remplaQant (1.48) dans (1.47), nous obtenons : 
max \ulAUp - UTP{E - B
TP) - QTP 
P 2 
max l-^A-1 - PTBA~1)(E - BTP) - (ETA'1 - PTBA~1){E - BT P)-
QTP 




o - min \{ETAE - ETA~1BTP - PTBA~1E + PTBA-1BTP) - PTQ (1.49) 
P 2 
^ -mmhpT(BA-1BT)P)-PT{BA-1E-Q). (1.50) 
P 2 
En passant de (1.49) a (1.50), nous avons enleve le terme ETA~1E qui ne depend 
pas de P et n'influe done pas sur le resultat de la minimisation. Si B est de rang 
maximal, BA~lBT est definie positive. Ainsi, le minimum du probleme (1.50) est 
atteint lorsque 
BA~1BTP = BA~XE - Q. 
On peut resoudre le systeme matriciel ci-dessus en appliquant par exemple une 
methode de plus forte pente a pas fixe. On en deduit l'algorithme d'Uzawa 1.1 (For-
tin and Glowinksy 1983, Arrow et al. 1958). Le calcul de A~l n'est evidemment 
pas envisageable. Quelques modifications s'imposent done. Remarquons tout d'abord 
que 
R = Q- BA~XE + BA~1BTP = Q- B{A-\E - BT P)) = Q - BU. 
II s'agit du residu de la contrainte pour la solution intermediaire U. Pour le calcul du 
parametre de descente a, le vecteur W — A~lBTR peut etre introduit. On obtient 
ainsi une deuxieme version de Falgorithme d'Uzawa (Algorithme 1.2). Un moyen 
efficace d'augmenter la vitesse de convergence de la methode d'Uzawa est d'employer 
Algorithme 






= 0 ,1 , . . . 
Version 









Algorithme 1.1 - Uzawa - Version 1. 
Algorithme d'Uzawa • 
P = Po. 
Pour A; = 0 , 1 , . . . 
Resoudre AU = 
R=Q-BU, 
Calculer Z = B 
Resoudre AW -
RTR 
a — -, _ , 
ZTW 
P = P-aR. 
U = U. 





Algorithme 1.2 - Uzawa - Version 2. 
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une technique de Lagrangien augmente. En effet, on peut montrer que la solution du 
systeme (1.45) est egalement solution du systeme 
E 
Q 
ouAr = A + rB
TB et Er = E + rB
TD (Fortin and Glowinksy 1983). 
II suffit done de reprendre l'algorithme en remplagant A par Ar et E par Er. De 
plus, lorsque le coefficient de penalisation r est suffisamment eleve, l'algorithme peut 
grandement se simplifier car a « r. En effet, lorsque r est grand, on peut ecrire 
Ar = A + rB
TB ~ rBTB, ce qui entraine : 
ArW = B
TR 
^ (A + rBTB)W = BTR 
& rBTBW^BTR 
^ BT(rBW -R)ta6. 
-> -> -» R 
Si Ton suppose que B est de rang maximal, on obtient : rBW = R <̂> BW — —. 
r 
. R R R R R R 
Amsi, a = _ ~ ——z;— = r——=; = r. 
RT(BW) RT{R/r) RTR 
Si on reecrit l'algorithme 1.2 en prenant en compte ces simplifications, nous arrivons 
a l'algorithme 1.3. En terme de corrections et en ajoutant des criteres d'arrets 
adequats, on obtient l'algorithme 1.4. Lorsque la matrice A est non symetrique, le 
meme algorithme peut etre derive en se basant sur la methode du residu minimal et 
en effectuant les memes simplifications pour r eleve (Fortin and Glowinksy 1983). 
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Algorithme d'Uzawa -
P = Po. 
Pour k = 0 , 1 , . . . 
Resoudre ArU = 
R=Q-BU, 
P = P-rR. 




Algorithme 1.3 - Uzawa - Version 3. 
Algorithme d'Uzawa - Version corrections 
Approximations initiales P = Po, U = Uo, 
Residu (mouvement) : Ri = AU0 + B
TP0 - E 
Residu (masse) : R2 = BUQ — Q. 
Faire 
Resoudre (A + rBTB)SU = -R1 - rB
TR2, 
Mise-a-jour de la vitesse et de la pseudo-concentration : 
Mise-a-jour du residu (masse) : R2 — BU -
Mise-a-jour du residu (mouvement) : R\ = 
Tant que (|| Rx ||> e) et (|| SU \\> e) et (|| R2 
-Q, 




U + SU, 
Algorithme 1.4 - Uzawa - Version 4. 
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CHAPITRE 2 
METHODES DIRECTES ET ITERATIVES P O U R LA 
RESOLUTION DE SYSTEMES LINEAIRES DE GRANDE 
TAILLE 
Le premier chapitre de ce memoire nous a permis de presenter les equations 
regissant les ecoulements multifluides et incompressibles. Nous avons vu que la me-
thode des elements finis appliquee a ces equations mene a un systeme lineaire a 
resoudre a chaque iteration de Newton, et ce quelle que soit la formulation utilisee. 
Dans le cas d'une formulation mixte, les matrices sont de la forme 
G »)• 
et dans le cas de la methode d'Uzawa, on a 
A + rBTB, 
ou r est un parametre de penalisation (~ 106) et ou A et B sont des matrices de 
grande taille. 
Deux grandes families de methodes sont envisageables pour resoudre numeriquement 
des systemes d'equations algebriques lineaires : les methodes directes et les methodes 
iteratives. Chaque approche possede ses avantages et ses inconvenients. Les premieres 
permettent de trouver la solution en un nombre d'operations connu a l'avance et avec 
une erreur relative de l'ordre de la precision machine dans la plupart des cas. En re-
vanche, Futilisation de l'espace memoire que necessite le processus de factorisation 
peut devenir tres important pour des matrices de grande taille, meme si ces dernieres 
sont creuses (i.e. avec une proportion importante d'elements nuls). Les secondes ont 
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l'avantage de ne necessiter que des produits matrice-vecteur. Ceci est d'autant plus 
avantageux lorsque Ton ne stocke que les elements non nuls. En revanche, la conver-
gence peut etre lente et dans certains cas, elle n'est meme pas assuree (nous revien-
drons sur ce point de detail un peu plus loin dans ce chapitre lorsque nous parlerons 
des « breakdown » ). De plus, l'usage d'un preconditionneur adequat, i.e. une ma-
trice qui permet d'ameliorer le conditionnement d'un systeme lineaire et d'accelerer 
la convergence des methodes iteratives, s'avere souvent essentiel. Souvent, celui-ci 
est dicte par l'application. Ces deux approches sont traitees plus en detail dans les 
sections qui suivent. 
2.1 Methodes directes 
Nous nous interessons ici a la resolution du systeme Ax = b, ou A = (eiy) est 
une matrice de taille N x N, a l'aide d'une factorisation LU (Lower/Upper trian-
gular) (Trefethen and Bau 1997). Cette derniere genere deux matrices dont l'une 
est triangulaire inferieure et 1'autre est triangulaire superieure. Quatre etapes sont 
necessaires pour la resolution du systeme : 
- Reduction du profll et de la largeur de bande de la matrice; 
- Stockage de la matrice ; 
- Factorisation LU; 
- Resolution du systeme via les facteurs. 
La factorisation de la matrice A peut etre de la forme : 
PFA = LU ou PFAQF = LU, 
ou Pp est une matrice de permutation et Qp est une matrice de renumerotation. 
Notons qu'il est frequent d'utiliser un vecteur pF plutot que la matrice Pp pour 
stocker les permutations, de sorte que (PpA)ij = A(pF(i),j), i = 1,2,..., N. La 
decomposition LU n'est pas unique. Deux algorithmes sont couramment utilises : 
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l'algorithme de Crout qui fournit une matrice U dont les elements diagonaux sont 
egaux a 1 et l'algorithme de Doolittle qui fournit une matrice L dont les elements 
diagonaux sont egaux a 1. 
2.1.1 Reduction du profil et de la largeur de bande 
Le profil et la largeur de bande d'une matrice A sont deux mesures de la « dis-
tance » a la diagonale. Plus ces quantites sont petites, moindres sont les besoins en 
memoire pour le stockage. Dans la methode des elements finis, le profil et la largeur 
de bande sont directement lies a la fagon dont sont numerates les degres de liberte. 
Nous allons done appliquer des algorithmes de renumerotation des degres de liberte 
avant meme que la matrice soit assemblee. 
Notons respectivement j3 et 3 la largeur de bande et de profil de la matrice A. Ces 
deux quantites sont definies comme suit : 
n 
(3 = max |i — j \ et 3 = } 8i, 
ou 8i = i — min{j | a^ j^ 0}. Pour chaque element a^ non nul de la matrice A, on 
mesure la distance qui le separe de l'element diagonal (i.e. le nombre d'elements entre 
a,ij inclus, et an non inclus). La largeur de bande representera ainsi le maximum de 
l'ensemble des distances, alors que le profil representera la somme des distances liees 
au premier element non nul de chaque ligne. 
Exemple : Soit la matrice 6 x 6 suivante (les elements non nuls sont representes 
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symboliquement par des x" 
A = 
On a alors : 
X X X X 
X X X 
X X X X 
X X X X 
X X X 
X X X 
p = | l - 5 | = 4 ; 
5 = 0 + 0 + 1 + 2 + 2 + 3 
\ 
Les matrices a faible profil ou a faible largeur de bande sont stockees plus efficace-
ment, par l'utilisation par exemple du format « skyline » qui fait l'objet de la pro-
chaine section. De plus, tel qu'illustre a la figure 2.1, le processus de decomposition 
LU de ces matrices preserve dans la plupart des cas cette structure dans les fac-
teurs resultants, ce qui permet une resolution plus rapide lors des remontees et des 
descentes triangulaires. 
15Q0 2000 2500 3000 3500 4000 
ri2 = 352210 
0 500 1000 1500 2000 2500 3000 3500 4000 
re = 627959 
(a) Facteur L (b) Facteur U 
Figure 2.1 - Decomposition LU d'une matrice bande. 
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A contrario, des matrices creuses a profil ou a largeur de bande eleves entrainent 
souvent des facteurs denses (cf. Figure 2.2). 
(a) Matrice fleche (b) Facteur L (c) Facteur U 
Figure 2.2 - Decomposition LU d'une matrice fleche : N = 50, /? = 50, 8 — 1225. 
C'est le phenomene de « fill-in » . Plusieurs algorithmes proposent des strategies 
de diminution du « fill-in » (tel qu'illustre a la figure 2.3) en utilisant des algorithmes 
de renumerotation (Gibbs et al. 1974). 
(a) Matrice non renumerotee (b) Matrice renumerotee 
F igure 2.3 — Renumero ta t ion pa r l ' a lgor i thme de Gibbs-Poole-Stockmeyer . 
2.1.2 Stockage 
Plusieurs formats de stockage permettent de reduire considerablement les besoins 
en espace memoire lorsque les matrices sont creuses. Citons parmis les plus utilises : 
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- le format coordonnees : on stocke dans trois tableaux AA, JR et JC respecti-
vement les valeurs non nulles, les indices de colonnes et les indices de lignes 
correspondants; 
- le format en lignes compressees CSR (Compressed Sparse Row) : on stocke 
dans deux tableaux AA et JA respectivement les valeurs non nulles et les indices 
de colonnes correspondants. Un troisieme tableau IA contient dans la case i un 
pointeur vers le debut de la ligne i dans les tableaux AA et JA; 
- le format « skyline » (traduit litteralement par format en ligne de ciel). 
Ce dernier format de stockage est bien adapte aux matrices creuses a faible profil ou a 
faible largeur de bande. Ce format consiste a utiliser deux tableaux pour representer 
une matrice. Le premier, appelons-le pour les illustrations qui suivent v a l , stocke les 
valeurs de la matrice dans un ordre bien particulier. En effet, on parcourt chaque 
ligne i de la matrice et on stocke dans l'ordre les ensembles suivants : 
- S^i = {a,ij \ki <j <i}; 
- Sij2 = {aji \h <j <i}; 
ou ki = min{/c < i \ a^ ^ 0 ou a^ =£ 0}. 
Le deuxieme tableau, d iag , stocke pour chaque ligne de la matrice, la position de 
l'element diagonal dans le tableau va l . 
Exemple 1 : 
Soit la matrice 
( \ 0 3^ 
0 5 0 -
v0 0 2j 
Nous avons alors : 
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- i = 1 => fci = 1 => 5i,i = 5i,2 = 0 et 5I J 3 = {1}; 
- i = 2 =» fc2 = 2 =* 52)i = 52,2 = 0 et S2,3 = {5} ; 
- i = 3 =4> h = 1 =* 53,i = {0, 0}, S3,2 = {3, 0} et 53,3 = {2}. 
Les structure de donnees correspondantes sont alors : 
val : 
diag : 
1 5 0 0 3 0 2 
1 2 7 
Exemple 2 : 
Soient les structures de donnees suivantes : 
val : 
diag : 
7 4 3 
1 4 9 
9 6 8 1 2 5 
Le tableau diag nous indique que la matrice est de taille 3 et que les elements dia-
gonaux sont respectivement en position 1, 4 et 9 dans le tableau val. Ainsi : 
- 5i,3 = {7}=>5 M = 51)2 = 0; 
- S2,s = {9} =* 52>1 = {4} et S2)2 = {3}; 
- $5,3 = {5} => S3,i = {6,8} et S3,2 = {1,2}. 
La matrice correspondante est done : 
h 3 l\ 
4 9 2 
\6 8 5J 
Le premier exemple illustre le principal inconvenient de ce format de stockage. En 
effet, les valeurs a3i et a32 de la matrice sont nulles mais sont tout de meme stockees 
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dans la structure de donnees val. Cela est du au fait que l'element 013 est non 
nul. Ainsi, comme nous le verrons dans le chapitre 3, de nombreux 0 peuvent etre 
stockes pour des matrices de grande taille. Le format « skyline » reste tout de meme 
particulierement adapte aux matrices a faible profil ou a faible largeur de bande 
non seulement parce que les besoins en memoire pour le stockage de la matrice sont 
moindres, mais aussi car les algorithmes de resolution sont plus efficaces (moins 
d'operations). C'est ce dernier aspect qui fait l'objet de la section suivante. 
2.1.3 Factorisation et resolution 
La resolution d'un systeme matriciel par une methode directe passe par un al-
gorithme de factorisation efflcace. Nous utilisons ici l'algorithme de Doolittle 2.1 
(Ralston and Rabinowitz 1978) qui effectue la decomposition LU avec permutation 
de la matrice A — (a^) de taille N x N en notation compacte, i.e. les donnees 
des facteurs sont ecrites dans les memes structures de donnees utilisees pour stocker 
la matrice A. Le triangle inferieur de A, sans les elements diagonaux, contient la 
matrice L et le triangle superieur, avec les elements diagonaux, contient la matrice 
U. Nous notons A(i : N,j) le vecteur colonne dont les elements sont les A(k,j), 
k — i,... ,N. On peut optimiser cet algorithme en prenant en compte les avantages 
du format « skyline » : 
1. L'algorithme de Doolitlle effectue la factorisation en calculant le zeme pivot, 
puis la ieme ligne de U et enfin la ieme colonne de L. On peut visualiser le 
deroulement de cette procedure sur la figure 2.4. 
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Algorithme de Doolittle en 
Pour j = 1, 2, 
Pour i = 1 
*4(i,j) = 
A(i,j) = 
A(i + 1 
Trouver p, 
...,7V 
• • • J - I 
•-A(pF(i)J) 
-•A{i,j)/A{i 
N,j) = A(i 
J<P<N, 
A(jJ) = A(p,j), 
PFU) =P-
notation compacte 
,* ) , 
+ 1 -N,j)-A(i 
tel que \A(pj)\ = 
+ l:N,i) 
= \\ A(j : N, 
*A(i,j), 
j) lU, 




{3J {§) [9] (lo) 
Figure 2.4 - Ordre des operations dans l'algorithme de Doolittle classique. 
Un ordre plus en adeqiiation avec le stockage en ligne de ciel serait de calculer 
la ihme ligne de L, puis la ieme colonne de U et enfin le ieme pivot, comme illustre 







8> -(ioj _ 
Figure 2.5 - Ordre des operations dans l'algorithme de Doolittle adapte au format 
de stockage en ligne de ciel. 
2. La deuxieme modification provient du fait que la matrice stockee est creuse. 
Un calcul judicieux permet ainsi de ne pas avoir a parcourir l'ensemble des 
elements lors du calcul des facteurs. En reprenant les noms des structures du 
format « skyline » adoptes dans la section precedente, on voit facilement que 
sur la ligne i, le nombre d'elements stockes entre le premier element non nul et 
la diagonale (non incluse) est donne par : 
diag(i) — diag(i — 1) — 1 
nbi = (2.1) 
et que ces elements debutent a partir de la colonne i — nbi. 
En prenant ces deux remarques en compte, on obtient l'algorithme de Doolittle opti-
mise pour le format « skyline » . Cette decomposition est faite en notation compacte, 
i.e. les donnees des facteurs sont ecrites dans les memes structures de donnees qui 
stockent la matrice de depart. Pour la resolution, il suffit d'utiliser les facteurs L et 
U en effectuant une descente puis une remontee triangulaire : 
Ly = b(pF) ; 
Ux = y, 
ou b(pF) = PFb. Encore une fois, l'utilisation de la formule (2.1) permet de reduire 
considerablement le nombre d'operations en profitant du format de stockage en ligne 
Ax — b(pF) <̂> LUx = b(pF) <̂> (2.2) 
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de ciel. 
2.2 Methodes iteratives 
2.2.1 Algorithmes iteratifs classiques 
Cette section presente les principaux algorithmes iteratifs pour la resolution de 
systemes matriciels Ax = b ou A est une matrice N x N inversible reelle. Nous 
discuterons les methodes suivantes : gradient conjugue (GC), « generalized mini-
mal residual » (GMRES), « biconjugate gradient » (BiCG), « quasi-minimal re-
sidual » (QMR), « conjugate gradient squared » (CGS), « stabilized biconjugate 
gradient » (BiCGSTAB) et « transpose-free quasi-minimal residual » (TFQMR). 
Remarque : nous allons parler dans les sections suivantes de preconditionneur. 
Sans entrer dans les details, un preconditionneur est une matrice inversible qui per-
met d'ameliorer le conditionnement de la matrice du systeme lineaire afin de resoudre 
ce dernier plus rapidement (en moins d'iterations), en particulier lorsque la matrice 
est mal conditionnee. Si Ton defini deux matrices inversibles d'ordre N, R\ et i?2, le 
systeme lineaire Ax = b est alors equivalent au systeme 
R^AB^x = RiTb, (2.3) 
oil x = R2X. Nous avons utilise la notation R^T — (i?^1)7^. On parle alors de 
preconditionnement a droite et a gauche. Le but de ces operations est que les valeurs 
propres de la nouvelle matrice R±7AR21 soient mieux rassemblees que celles de A. 
Notons qu'il est egalement possible de n'utiliser qu'un seul preconditionneur G et de 
resoudre alors le systeme equivalent 
G'lAx = G-Xb. (2.4) 
Le choix des preconditionneurs est generalement dicte par l'application et la structure 
de la matrice A. 
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2.2.1.1 Algori thme du gradient conjugue (GC) 
Si A est une matrice symetrique definie positive, le probleme Ax = b revient 
a resoudre le probleme de minimisation : min/(aj) oil f(x) = \xT Ax — xTb. On 
construit pour cela, a l'iteration k, la solution xk+i = xk + akdk ou dk est une 
direction de descente et ak est un parametre choisi de sorte que f(xk+\) < f(xk). 
Ce dernier est defini comme suit : 
ak = axgmin/(®fc + adfc) = . 
a>0 {Aak,Ctk) 
La methode du gradient conjugue va construire les vecteurs dk en s'assurant que 
(Adj,di) = 0,Vi?j. (2.5) 
De tels vecteurs sont dits conjugues. Cette construction se fait par la recurrence 
dk+1 = rk+1 + (3kdk, (2.6) 
ou 
(Adk,rk+1) (rk+1,rk+1) 
rk = b- Axk et (3k = 
(Adk,dk) (rk,rk) 
La recurrence (2.6) assure que la relation (2.5) sera respectee. On prend comme 
direction initiale do = To = — V/(cco), ce qui correspond a la direction de la plus 
forte pente. Notons que les residus verifient la recurrence 
rk+i = b- Axk+1 = b- A(xk + akdk) = rk - akAdk. 
Cette serie de relations permet ainsi d'obtenir l'algorithme du gradient conjugue. 
Nous presentons ici la version preconditionnee (cf. algorithme (2.2)). En plus de 
necessiter peu d'espace memoire, on peut montrer que cet algorithme converge en 
au plus iV iterations en arithmetique exacte. En pratique, a cause de l'accumulation 
d'erreurs numeriques, on fixe generalement le nombre d'iterations maximal a 2N. La 
limitation principale de l'algorithme est que la matrice A du systeme lineaire doit 
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Algorithme du gradient conjugue preconditionne 
Approximation initiale ceo, tolerance e > 0, k = 0. 
Calculer r0 = b — Ax0, 
Resoudre Gz0 = r0 , 
^o = •Zo-
Tant que (rfc, zk) > e faire 
= (rk,zk) 
(Adk, dk)' 
ajfc+i = Xk + ®kdk, 
rk+i = rk- akAdk, 
Resoudre Gzk+i = rk+1, 
, {rk+i, Zk+i) j 
«fc+l — zk+l H / v «fc) 
A; <- k + 1. 
Algorithme 2.2 - Gradient conjugue preconditionne. 
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etre symetrique definie positive. 
Afin de presenter les prochaines methodes iteratives, definissons ce qu'est un sous-
espace de Krylov. 
Definition 
Le keme sous-espace de Krylov JCk(A,r) associe au vecteur r (non nul) et a la ma-
trice A est le sous-espace de R^ de dimension k < N engendre par les vecteurs 
{r,Ar,... ,Ak~1r}. Lorsqu'il n'y a pas d'ambigiiite, on notera K-k = lCk(A,r). 
Notons au passage que /Cfc C JCk+i-
Les travaux de Saad (1984) portent sur les methodes dites de sous-espaces de Kry-
lov, en particulier pour des matrices non symetriques. L'idee commune a toutes 
ces methodes est de trouver une solution approchee appartenant a l'espace affine 
&Q + lCk(A, To) ou le vecteur VQ est le residu associe a la solution initiale ceo : 
r0 = b — AXQ. Cette approche se Justine par le resultat suivant (Choquet 1995) : 
Theoreme 
Soit A une matrice non singuliere de taille N x N et x* la solution du systeme 
Ax = b. Alors il existe un k0 < N tel que x* G x0 + fCko(A,r0). 
Remarque : dans les sections qui suivent, nous allons parler a plusieurs reprises 
de « breakdown » . Ces situations correspondent, en arithmetique exacte, a une di-
vision par zero . En pratique, un « breakdown » se produit lorsque Ton effectue une 
division par une quantite tres petite. Lors de 1'implementation, on essaye de detecter 
ces situations avant qu'elles ne se produisent. On met alors fin a l'algorithme. 
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2.2.1.2 A l g o r i t h m e G M R E S 
La methode GMRES (Generalized Minimal RESidual) a ete proposee par Saad 
et Schultz (1986). La motivation de ces travaux est qu'il n'y a plus d'interpretation en 
termes du probleme quadratique de la section 2.2.1.1 lorsque la matrice A n'est pas 
symetrique. L'algorithme consiste a minimiser, a chaque iteration, la norme du residu 
associe a la solution x0 + z ou z appartient au sous-espace de Krylov )Ck(A, ro). La 
solution zk verifie done : 
zk = argmin |j fc» — A(x0 + z) ||2 . (2.7) 
zeick 
On construit alors vi,..., vk une base orthonormee de l'espace de Krylov en utilisant 
l'algorithme d'Arnoldi (Saad 1990) qui utilise un processus d'orthogonalisation de 
type Gram-Schmidt. Definissons la matrice de Hessenberg Hk de taille (k + 1) x k : 
, , hij , 1 < j < fc, , < i < j + 1 ; 
{Hk)ij — _ 
0 , ailleurs, 
ou h^ = (Avj,Vi). Si Vfc est la matrice orthogonale N x k dont les colonnes sont les 
vecteurs Vi,..., Vk, alors on peut montrer que (Dutto 1990) 
AVk = Vk+iHk. 
Si dans l'algorithme d'Arnoldi on choisit v\ = T. :p, on peut reecrire (2.7) : 
II ro h 
|| b - A(x0 + zk) ||2 = min || b - A{xQ + z) ||2 
zeKk 
— min || r0 — Az ||2 
z€K,k 
• II r ° AM II 
mm n AVky 2 
T-0 2 
= min || Pvi - AVky ||2, (3 = | | r 0 ||2 
y€Kfc 
= min || f3Vk+lel - Vk+1Hky ||2, ex = ( 1 , 0 , . . . , 0)
3 
= min || Vk+1(pei - Hky) ||2 
min || (3e1 - Hky ||2, (2.8) 
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Algorithme GMRES 
Approximation initiale Xo, 
Calculer r0 = b — Ax0, 
vi — —. k = 1. 
II ro h ' 
Tant que la convergence n'est pas atteinte, faire 
hik = (Avk, vt) pour i = 1 , . . . , fc, 
k 
vk+1 = Avk - ^ThikVi, 
hk+i,k =11 ̂ fc+i lb, 
Vk+1 
Vk+1 = T > 
Calculer la solution approchee xk = XQ + Vkyk ou yk minimise (2.8), 
k<-k + l. 
Algorithme 2.3 - GMRES. 
car Vk+i est orthogonale. 
La minimisation (2.8) peut etre effectuee par une methode de moindres carres. Cette 
reecriture permet d'obtenir Falgorithme GMRES 2.3. En arithmetique exacte, la 
convergence est assuree en au plus N iterations (Saad and Schultz 1984). Cependant, 
le stockage de Vk+i et de Hk peuvent etre couteux lorsque k est grand et on lui prefere 
alors une autre version moins gourmande en memoire : Falgorithme GMRES(k) 
(Saad 1990). Ce dernier consiste a fixer un entier k0 et a reinitialiser Falgorithme 
avec la solution approchee xko. Cette version peut cependant stagner lorsque les 
redemarrages n'ameliorent pas la solution. II existe egalement une troisieme version 
de la methode GMRES qui se prete mieux au preconditionnement. Cette version, 
nominee DQGMRES, est basee sur un procede d'orthogonalisation incomplete (Saad 
and Wu 1995). 
60 
2.2.1.3 Algori thme de Lanczos 
Cet algorithme (Lanczos 1952) est a la base des algorithmes BiCG, CGS, BiCG-
STAB, QMR et TFQMR presentes dans les prochaines sections. On considere cette 
fois-ci deux espaces de Krylov, associes respectivement a A et AT : 
K\ = JCk(A7r0); 
\ K% = lCk(A
T
:s0). 
On construit alors {vi} et {iVi}, respectivement des bases de /C£ et Kk" de sorte que 
les deux families soient biorthogonales, i.e. : 
(vi,Wj) = Sij , 1 < i,j < k; 
< \\vi\\2 = 1 , l<i<k; 
[\\wih = 1 , l<i<k. 
On utilise pour cela l'algorithme de biorthogonalisation de Lanczos (Saad 1990). 
Remarque : la biorthogonalisation de Lanczos a l'avantage, compare a l'algorithme 
d'Arnoldi, de necessiter un stockage moindre (seulement six vecteurs de taille iV, 
plus le stockage de la matrice Tk qui est definie ci-dessous). 
Notons Vfc et W& les matrices dont les colonnes sont les vecteurs de base trouves. De 
plus, introduisons la matrice tridiagonale Ty. : 
f ax fa 0 . . . 0 ^ 
S2 a2 fa 0 . . . 0 
o . . . o 4 - i «fc-i Pk 
\ 0 . . . 0 Sk ak j 
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ou 
< fij+i = \(^vj - otjVj - pjVj-x , ATWj - ajWj - SjWj-i)^ ; 
_ (AVJ- ajVj - PjVj.! , A
TWj - ajWj - SjWj^) 
pj+1 - , 
on ete generes durant l'algorithme de biorthogonalisation de Lanczos. On peut alors 
montrer les relations suivantes (Saad 2000) : 
AVk = VkTk + 8k+ivk+iel; 
< ATVk = WkT? + fa+lwk+lel; (2.9) 
^ W?AVk = Tk. 
ou ek — (0 , . . . , 0,1). De plus, les Wi generes par l'algorithme de biorthogonalisation 
de Lanczos verifient (IOJ, rk) = 0, pour i = 1, 2 , . . . , k. Ainsi : 
(whrk) = 0, i = l , . . . ,fc 
^ Wfrfc = 0 
<& Wk
T(b-Axk) = 0 
o iyfc
T(6 - A(x0 + zfc)) = 0 (zfc e /Cfc(^4, r0)) 
<=> Wf(6-.A(a:o + 14yfc)) = 0 (ykeR
k) 
<* Wk
T(b-Axo-AVkyk) = 0 
o Wfc





TPv1 = T fcy fc (/3 = | | r 0 | |2 , « ! = -rr^-rr-) 
II r0 ||2 
^ WfVfc/?ei = J/3ex = Tkyk 
On en deduit ainsi l'algorithme de Lanczos 2.4. L'interet de cet algorithme est que 
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Algorithme de Lanczos 
Calculer r0 = b — Ax0 et 
Generer les vecteurs (VJ) 
0 
et 
Lanczos, en initialisant V\ 
(Ul,«7i) = 1, 
Former la matrice Tjt, 
Calculer yk = Tfc
_1(/tei), 
Calculer x^ = a;0 + V^?/̂ . 





procedure de biorthogonalisation de 
en choisissant Wi de fagon a avoir 
Algorithme 2.4 - Lanczos. 
l'on resout un systeme lineaire general en resolvant plusieurs systemes tridiagonaux 
plus simples. 
R e m a r q u e : on peut utiliser pour le calcul de yk un algorithme adapte aux matrices 
tridiagonales comme l'algorithme de Thomas (Trefethen and Bau 1997). 
2.2.1.4 A l g o r i t h m e B i C G 
La methode BiCG (BiConjugate Gradient) a ete proposee par Fletcher (1976). 
Elle permet de resoudre des systemes lineaires Ax = b mettant en jeu des ma-
trices non symetriques. L'algorithme s'inspire de la methode de Lanczos decrite 
precedemment. Si on effectue la decomposition LU de T&, 
Tk = LkUk, 








on a alors 
QTkAPk = L?W?AVkU? = Lfnu? = I. 
En se basant sur l'algorithme de Lanczos, et en prenant en compte cette derniere 
information, on peut en deduire l'algorithme BiCG (Saad 2000). Cet algorithme 
converge theoriquement en N iterations (Fletcher 1976). Cependant, la norme du 
residu peut etre irreguliere (Freund et al. 1992) et l'algorithme est sujet a des 
« breakdown » . L'autre inconvenient majeur est que l'algorithme necessite des pro-
duits matrice-vecteur avec A et sa transposed AT. 
Remarque : lorsque la matrice A est symetrique definie positive, l'algorithme BiCG 
recquiert deux fois plus d'operations que l'algorithme du gradient conjugue mais lui 
est theoriquement equivalent (Barrett et al. 1994). 
2.2.1.5 Algori thme Q M R 
La methode QMR {Quasi-Minimal Residual) (Freund and Nachtigal 1991) est 
basee sur la methode de Lanczos decrite precedemment. Alors que BiCG defini des 
approximations selon une condition de biorthogonalisation, QMR les definit selon 
une condition de quasi-minimisation. 
Reprenons la premiere equation de (2.9) : 




La norme du residu s'ecrit alors : 
|| b - Ax ||2 = || b - A(x0 + Vky) ||2 (y e R
k) 
= || b-Ax0-AVky ||2 
= || rQ - AVky ||2 
- II Pvx - Vk+1fky \\2 ( )9=|ko | |2 , «i = ^ ) 
= || /5Vfc+1ei - Vfc+irfcy ||2 
= || Vfc+1(/?ei -7 \3 / ) ||2 . 
Dans le cas de la methode GMRES, l'expression pouvait se simplifier car les co-
lonnes de Vk+i etaient orthonormales. Ici on va minimiser, a l'aide d'une methode 
de moindres carres, une approximation du residu : 
II rk ||2 = || Vk+i((3ei - Tkyk) ||2 
< || Vk+1 ||2 || 0ei - fkyk ||2 . 
S v ' 
quasi-residu 
A chaque iteration, on aura done : 
yk = argmin || (3ei - %yk ||2 ; 
y 
xk = x0 + Vkyk. 
On obtient ainsi l'algorithme QMR (Preund and Nachtigal 1994). 
2.2.1.6 Algorithme CGS 
La methode CGS (Conjugate Gradient Squared) a ete proposee par Sonneveld 
(1989) pour pallier Fun des defauts de la methode BiCG, en l'occurence Futilisation 
de la matrice transposed AT. Alors que dans l'algorithme BiCG, le residu Vj et la 
direction dj s'ecrivent : 
Vj = (f)j(A)r0 et dj — itj (A) do, 
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ou 4>j(A) et TTJ{A) sont des polynomes de degre j (avec <fij(0) = 1), l'algorithme CGS 
reecrit ces deux vecteurs comme suit : 
rj = 4>]{A)r0 et dj = rf(A)d0, (2.10) 
Cette reecriture permet de s'acquitter de l'utilisation de la matrice AT (Saad 1990). 
En definissant le vecteur auxiliaire qr- = 4>j+i(A)T\j(A)rQ) on peut montrer que les 
vecteurs r^ q^ et dj sont definis par les recurrences suivantes (Saad 2000) : 
\ Qj = Tj + fy-iqj-i - ajAdj ; 
y dj+1 = rJ+1 + 2{3jqj + p]dj. 
On obtient ainsi l'algorithme CGS (Saad 1990). Cet algorithme converge generalement 
deux fois plus vite que Falgorithme BiCG et ne necessite pas de produits matrice-
vecteur avec AT. Cependant, la convergence est irreguliere (Van Der Vorst 1992) et 
les erreurs d'arrondis et les « overflow » sont plus frequents car les polynomes 4>j 
et itj sont mis au carre (cf. equation (2.10)). De plus, l'algorithme est sujet a des 
« breakdown » . 
2.2.1.7 Algorithme BiCGSTAB 
La methode BiCGSTAB (BiConjugate Gradient Stabilized) a ete mise au point 
par Van der Vorst (1992) et possede Favantage d'avoir une convergence plus reguliere 
que CGS. L'idee consiste a reecrire le residu Tj et la direction dj : 
Vj = (pjiA^jiA^n; 
dj = tpj{A)TTj(A)r0, 
ou (pj et TTJ sont les polynomes associes a la methode BiCG et i/jj est un polynome 
verifiant la recurrence 
ipj+i(i) = {l-ujttyjit). 
66 
Le parametre Uj est choisi tel que 
Uj = argmin || (/ — u)jA)'ipj(A(l>j+i(A)) H2 • 
En defmissant Sj = Tj — otjAdj, on peut montrer que (Saad 2000) : 
Tj+i = Vj — otjAdj — UjAsj ; 
Xj+1 = Xj+CXjdj+LJjSj. 
On obtient ainsi l'algorithme 2.5. Nous presentons ici la version preconditionnee 
(G — RJR2 est un preconditionneur, cf. relation (2.3)). 
La convergence de cet algorithme est plus reguliere que celle des methodes CGS, 
QMR et TFQMR, et ne necessite pas de produits matrice-vecteur avec la matrice 
transposed AT. Cependant, l'algorithme perd en precision lors de la mise-a-jour du 
residu. Mentionnons le fait que l'echec de CGS entraine celui de BiCGSTAB. 
Remarque : En plus de la matrice G, l'algorithme 2.5 se sert egalement de la 
matrice R\ (requise pour le calcul de u>k)- Pour pallier cet inconvenient, Van der 
Vorst (1992) propose une alternative en remplagant ce calcul par 
(As*k, 8k) 
II As% \\2 
qui a l'avantage de ne plus se servir de la matrice R^. 
2.2.1.8 Algor i thme T F Q M R 
La methode TFQMR (Transpose-Free Quasi-Minimal Residual), proposee par 
Preund (1993), derive de la methode CGS (et non de la methode QMR comme le 
nom aurait pu le faire penser). Elle se base sur le fait que la solution Xj peut etre 
calculee en deux etapes : 
xj+1 = Xj+i+Qjqj. 
Algorithme BiCGSTAB preconditionne 
Approximation initiale x0, 
Calculer r 0 = b — Ax0, 
Choisir VQ tel que p0 = (r0, rQ ^ 0, 
d0 = r0 , k = 0. 
Tant que la convergence n'est pas atteinte, faire 
Resoudre Gd*k — dk, 
Pk 
ak (*rk,v0y 
sk = rkAd*k, 
Resoudre Gs*k — sk, 
_ (R-TAslR^Tsk) 
Uk ~ II R~T A«* II ' 
II Hi Ask h 
Xk+i = xk + akd*k + uks*k, 
rk+i = sk + u;kAsl, 
Pk+i = {rk+i,rl), 
n _ Pk+1 Oik 
Pk — x j 
Pk Uk 
dk+i = rk+1 + Pk(dk - ukAd*k), 
k*~ k + 1. 
Algorithme 2.5 - BiCGSTAB. 
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Ce « decoupage » du calcul implique des changements de notations afin d'eviter des 
indices multiples de | . Nous ne nous attarderons pas ici sur les details des calculs qui 
aboutissent a l'algorithme. Nous invitons le lecteur a consulter, par exemple, (Saad 
2000). 
2.2.2 Discussion sur le choix de la methode iterative 
La section precedente nous a permis de passer en revue les principales methodes 
iteratives de resolution d'un systeme lineaire. Les methodes GMRES, GMRES(fc), 
BiCG, QMR et CGS ont ete mises de cote pour les raisons suivantes : 
- GMRES : demande un stockage memoire important; 
- GMRES(fc) : le moment du redemarrage n'est pas toujours facile a trouver; 
- BiCG : fait appel a la matrice transposed et la convergence du residu est 
irreguliere; 
- QMR : fait appel a la matrice transposed; 
- CGS : problemes d'erreurs d'arrondis et « overflow » . 
Les methodes auxquelles nous nous sommes interessees dans un premier temps 
sont par consequent : GC, BiCGSTAB et TFQMR. Les tableaux 2.1 et 2.2 nous 
donnent les principales caracteristiques de ces trois methodes, ainsi que de la methode 
GMRES qui est l'un des algorithmes iteratifs les plus souvent mentionnes dans la 
litterature. Le tableau 2.1 nous donne l'espace memoire necessaire par iteration de 
chacune des quatres methodes (i.e. le nombre de vecteurs a memoriser par iteration 
oil on ne compte pas la matrice A), tandis que le deuxieme tableau nous donne le 
nombre d'operations effectuees en termes de produits matrice-vecteur, de produits 
scalaires et de DAXPY (d = ax + y). On constate rapidement que l'algorithme 
du gradient conjugue est celui qui necessite le moins d'espace de stockage et le 
moins d'operations. Si la matrice du systeme a resoudre est symetrique et definie 
positive, ce dernier constitue le meilleur choix. En revanche, pour des matrices non 
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symetriques, la methode BiCGSTAB nous a semble etre la plus adequate. En effet, 
nous avons effectue des tests en resolvant quelques systemes lineaires avec la matrice 
A de l'equation (1.43). Ce choix se justifie par le fait que les methodes projetees 
necessitent des produits matrice-vecteur avec A uniquement, qui de plus peut etre 
mal conditionnee pour certains problemes d'ecoulement. Nous avons pour nos tests 
utilise les algorithmes de la librairie SPARSKIT (Saad 1990). Cette librairie a ete 
generee a l'aide du compilateur f77 (Absoft - version 9.2) sur un ordinateur Mackin-
tosh equipe d'un bi-processeur PowerPC G5 2,5Ghz et dote d'une memoire vive de 
lGo. Les tableaux 2.3 et 2.4 nous montrent un apergu des resultats obtenus pour des 
matrices respectivement de taille A^ == 30320 et NA = 69385. Precisons que ces ma-
trices sont issues d'un meme probleme de Poiseuille (cf. section 3.1.2), mais resolu sur 
des maillages differents. Ces tableaux nous fournissent les informations suivantes : 
nombre de produits matrice-vecteur, norme du residu relatif, espace memoire requis 
par l'algorithme et temps de resolution (en secondes). Dans Timplementation des 
algorithmes de SPARSKIT, l'espace memoire correspond a la taille d'un tableau de 
reels qui permet de stocker les vecteurs intermediates. Cette taille vaut 8NA pour 
l'algorithme BiCGSTAB et 11NA pour l'algorithme TFQMR, NA etant la taille de 
la matrice A. On constate tres clairement que l'algorithme BiCGSTAB necessite non 
seulement des besoins moindres en espace memoire, mais aussi un temps de calcul 
beaucoup moins important lorsque compare a la methode TFQMR. 
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2.2.3 Algorithmes projetes 
A la section 1.2.4.1, nous avons vu que les discretisations en temps et en espace 
des equations pour les ecoulements a surfaces libres nous conduisent a des systemes 
matriciels de la forme (on considere pour simplifler la presentation les variables pri-
mitives (U,P) plutot que les corrections (SU,5P)) : 
En appliquant certains algorithmes de Krylov de la librairie SPARSKIT (Saad 1990) 
sur le systeme (2.11), nous avons obtenu pour N = 7761 le tableau 2.5. Nous 
nous sommes fixes un nombre d'iterations maximum de 6A" = 46566. Certaines 
methodes divergent (GMRES) et d'autres donnent un residu faible mais avec un 
nombre d'iterations eleve (BiCGSTAB, TFQMR). II apparait ainsi clairement que 
ces algorithmes ne sont pas adaptes au probleme. Plutot que d'appliquer directement 
les algorithmes de Krylov sur le systeme lineaire (Saad 1990), les methodes projetees 
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tirent avantage de la structure particuliere de la matrice (2.11) en resolvant le systeme 
AU = E dans le noyau de B, puis en effectuant une translation. Deux cas sont alors 
envisageables : 
1. La matrice A est symetrique definie positive. C'est le cas lorsque Ton resout le 
probleme de Stokes avec un seul fiuide; 
2. La matrice A est non symetrique. C'est le cas lorsque Ton resout les equations 
de Navier-Stokes ou lorsque l'on modelise des ecoulements mettant en jeu plu-
sieurs fluides. 
La version projetee de l'algorithme du gradient conjugue se prete mieux au premier 
cas. Pour le second, on se tournera plutot vers l'algorithme BiCGSTAB projete. Ces 
deux algorithmes font l'objet des prochaines sections. 
2.2.3.1 Algor i thme du gradient conjugue projete precondit ionne 
L'algorithme P P C G (Gould et al. 1998) (Preconditioned Projected Conjugate 
Gradient) permet de resoudre des problemes quadratiques avec contraint.es d'egalite 
de la forme 
' min WTAU -ETU : 
u ' (2.12) 
s.c. BU = Q, 
ou A est une matrice symetrique definie positive de faille NA X NA et B est une 
matrice de rang maximal de taille NB x NA- Comme nous l'avons vu a la section 
1.2.5.1, les conditions d'optimalite du probleme (2.12) sont : 
fE\ f AU + BTP = E; 
. ) * * { - J (2-1 3) 
KQ) [ BU = Q, 
ou P est le vecteur dont les composantes sont les multiplicateurs de Lagrange associes 
a la contrainte du probleme de minimisation (2.13). Ce type de systeme lineaire 
apparait lorsque Ton resout le probleme de Stokes avec un seul fiuide. Une approche 
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possible consiste a ecrire toute solution U* du probleme (2.13) comme : 
U* = BTU*B + ZU*Z, (2.14) 
ou Z est une matrice de taille (NA — NB) x NA dont les colonnes forment une base 
du noyau de B, UB e RNB et Uz e RNA~NB. La relation (2.13) devient alors : 
AU + BTP = E; 
BU = Q 
A(BTUB + ZU%) + B
TP = E; 
B{BTU*B + ZU*Z) = Q 
O 
, ABTU*R + AZUZ + B
TP = E; 
^ { B z ' (2.15) 
BBTUB + BZU*Z = Q. 
En multipliant la premiere relation du systeme (2.15) par ZT et en prenant en compte 








BBTU*B + BZUZ = Q 
ZTAZU*Z = Z







* < " : : ( 2 - 1 6 ) 
ou Azz = Z
TAZ et Ez = Z
T(E- ABTU%). 
La matrice B etant de rang maximal, et done BBf etant inversible, la deuxieme rela-
tion du systeme (2.16) nous permet de deduire UB, de sorte que Ez est connu. Pour 
le calcul de Uz, on applique la methode du gradient conjugue a la premiere relation 
du systeme (2.16). Une version plus pratique s'obtient en incluant la multiplication 
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par Z et l'addition du terme BTUB (cf. relation (2.14)) a l'interieur des iterations du 
gradient conjugue, de sorte que Ton obtient a la sortie de l'algorithme directement la 
solution U* du probleme (2.13). Pour cela, quelques changements de notations sont 
necessaires. En defmissant 
Pz = Z(Z
TZ)-1ZT, 
i.e. la matrice de projection orthogonale sur ker(B), on obtient l'algorithme 2.6 non 
preconditionne (nous reviendrons sur le preconditionnement un peu plus loin dans 
cette section). 
—* 
Remarque : 1'approximation initiale U0 de l'algorithme 2.6 est choisie dans le noyau 
de B. La solution du systeme lineaire (2.13) est alors donne par 
U = U* + UB 
ou U* est la solution fournie par l'algorithme et ou UB verifie BUB — Q- Le vecteur 
UB est calculee en resolvant le systeme lineaire : 
(B o I (w) " (Q) ' 
ou W est un vecteur auxiliaire. 
Le calcul de la matrice Z est couteux. Une version plus pratique de l'algorithme 
consiste done a se passer de la matrice Pz en utilisant la forme equivalente : 
PB = I - B
T(BBT)~1B. 
Algorithme du gradient conjugue projete - Version 1 
Choisir une approximation initiale UQ satisfaisant BUQ = 0, 
Calculer R0 = AU0 - E, 
Go = PzRo, D0 = —Go, 
k = 0. 
Tant que la convergence n'est pas atteinte, faire 
(Rk, Gk) 
ak = = ; — = ; — i 
(ADk,Dk) 
Uk+i = Uk + akDk, 
R*k = Rk + akADk, 
G * p p* 
(R*k,G*k) 
Pk = —^ ~—) 
(Rk,Gk) 
Dk+\ = —G*k + pkDk, 
Gk+\ = G*k, Rk+i — Rk, 
fc <- fc + 1. 
Algorithme 2.6 - PPCG non preconditionne - version 1. 
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La matrice PB n'est pas interessante en tant que telle car, la matrice BBT etant 
dense, le calcul de son inverse est couteux. En revanche, elle nous permet d'ecrire : 
G* = PBR* 
= (I -BT(BBT)-1B)R* 
= R* -BT(BBT)~1BR* 
= R*-BTV*1 (2.18) 
ou V* verifie 
(BBI)V* = BIT. 
De plus, nous avons 
BG* = BR*-BBT{BBT)'1BR* 
= BR*-BR* 
= 0. (2.19) 
La combinaison des relations (2.18) et (2.19) nous conduit au systeme matriciel 
symetrique indefini 
' / BT\ (G*\ (R* . 
(2.20) 
B 0 / \ V* I V 0 
La resolution du systeme (2.20) peut conduire a d'importantes erreurs d'arrondis 
(Gould et al. 1998). On utilise plutot l'algoritlinie iteratif 2.7. En definissant l'ope-
rateur de projection 
* - ^ ~ t THS'-1-1, (22i; 
ou G est un vecteur auxiliaire, on obtient Falgorithme 2.8 non preconditionne. 
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Algorithme de raffinement iteratif 
Tant que la convergence n'est pas atteinte, faire 
Calculer pg = R> - G* - B
TV\ pv = -BG\ 
(I BT\ I AG* 
Resoudre I 
\B 0 J \AV*J \Pv 
Mettre a jour : G* = G + AG*, V* = V* + AV*. 
Algorithme 2.7 - Raffinement iteratif. 
Remarque 1 : 1'algorithme 2.8 prend fin lorsque 
(Rk,Gk) < to/, 
ou tol est une tolerance ffxee par l'utilisateur. Nous reviendrons sur le choix de la 
tolerance lors de la presentation des result at s numeriques, au chapitre 3. 
Remarque 2 : Falgorithme 2.8 permet de trouver la solution U du systeme lineaire 
(2.13). Pour obtenir le vecteur P, il suffit de resoudre : 
/ BT\ fW\ (E-A& 
B * ) \ P ) ~ \ 0 
ou W est un vecteur auxiliaire. En effet, 
(2.22) 
AU + BTP = E ^ BAU + BBTP = BE (2.23) 
( BW + BAU + BBTP = BE; 
BW = 0 
B(W + BTP) = B(E-AU); 
BW = 0 
W + BTP = E-AU; 
BW = 0 
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Algorithme du gradient conjugue projete - Version 2 
Choisir une approximation initiale UQ satisfaisant BUQ = 0, 
Calculer R0 = AU0 - E, 
Ro = Pi(Ro), G0 = PI(RQ), D0 = —G0, 
k = 0. 
Tant que la convergence n'est pas atteinte, faire 
(i?.fc, Gk) 
Oik = =: = : — i 
(ADk,Dk) 
Uk+i = Uk + akDk, 
R*k = Rk + akADk, 
Gl = Pi(Rl), 
Appliquer Falgorithme de raffinement iteratif. 
(i?fe,Gfc) 
Dk+i = —G*k + fikDk, 
Gk+i = Gl, 
Rk+i — Rk, 
I fc <- k 4-1. 
Algorithme 2.8 - PPCG non preconditionne - version 2. 
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car la matrice B est de rang maximal. La resolution du systeme (2.22) se fait presque 
« gratuitement » car on a deja calcule les facteurs de la matrice de projection. La 
relation (2.23) s'ecrit egalement 
BBTP = B{E - AU), 
qui est la condition du probleme aux moindres carres lineaires 
1 
T 2 
min^ \\BTP-E + AU\\22. 
I BT\ 
Remarque 3 : la matrice de projection P = \ joue un role important car 
B O ) 
elle intervient dans le calcul de la solution initiale UQ (cf. equation (2.17)), dans le 
calcul de la projection (2.21) et dans le calcul du vecteur P (cf. equation (2.22)). En 
pratique, on ne va former la matrice de projection qu'une seule fois et la factoriser 
par un algorithme approprie. La matrice etant symetrique indeflnie, on peut utiliser 
l'algorithme de factorisation de Bunch-Parlett qui permet d'ecrire : 
P = LBBPL
T, (2.24) 
ou L est une matrice triangulaire inferieure et BBP est une matrice diagonale par 
blocs, ces derniers etant de taille 1 x 1 et 2 x 2. Nous utilisons pour cela les methodes 
multifrontales implementees dans Ma57 (Harwell 2000). D'un point de vue de la 
memoire, on ne stocke finalement que la matrice L, ainsi que l'inverse de la matrice 
BBP-
Remarque 4 : la version preconditionnee de l'algorithme consiste a remplacer l'ope-
rateur de projection Pj par le suivant : 
(G BT\ (G*\ (R 
G* = PG(R) *>[ 
\B O){G 
ou G est un preconditionneur symetrique, ce qui transforme la projection orthogonale 
en une projection oblique. 
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2.2.3.2 Algorithme BiCGSTAB projete preconditionne 
Le raisonnement qui conduit a la version projetee de l'algorithme BiCGSTAB 
(Orban 2008) est similaire a celui de la section precedente (cf. equations (2.16)). On 
obtient ainsi l'algorithme 2.9. Ce dernier requiert encore l'utilisation de la matrice Z. 
Cependant, on peut supposer sans perte de generalite que les colonnes de Z forment 
une base orthonormale du noyau de B, de sorte que ZTZ = I. La matrice ZZT est 
alors l'operateur de projection orthogonale sur ker(B). Ainsi, 
|| ZTASl | | |= {§l)TATZZTASl = (AStfPMSt) HI Pi(A%) \\l 
ce qui implique que : 
= (AS*k,S*k) 
II Pi(AS-k) HI 
Remarque 1 : l'algorithme 2.9 prend fin lorsque 
(Sk, S*k) < tol ou yJ(Rk, P!{Rk)) < tol, 
ou tol est une tolerance fixee par l'utilisateur. Nous reviendrons sur le choix de la 
tolerance lors de la presentation des resultats numeriques, au chapitre 3. 
Remarque 2 : la version preconditionnee de l'algorithme consiste a remplacer l'ope-
rateur de projection Pi par le suivant : 
(G BT\ (G* 
B 0 I\G/ 
f1 BT \ 
ou G est un preconditionneur symetrique. Toutefois, la matrice I reste re-
\B 0 
quise pour le calcul de UJ^ (cf. equation (2.25)). 
Remarque 3 : le systeme (2.13) peut egalement etre resolu par une methode de 
Algorithme PBCGSTAB 
Choisir une approximation initiale UQ verifiant BUQ — 0, 
Calculer R0 = AU0 - E, 
DQ = R0, 
Choisir RQ tel que (-R0, -Ro) ¥" 0, 
k = 0. 
Tant que la convergence n'est pas atteinte, faire 
Calculer D\ = Pi{Dk) 
_ {Rk, Rp) 
" f c — . -> ->. > 
{ADIRD 
Sk = flfe - afcAD£, 
Calculer SjJ = P/(Sfc), 
cfc = (ZZ
r S f c )
T ^ f c 7 || Z
TA§t \\l 
Uk+i = Uk + akD*k + ujkS*k, 
Rk+i = Sk— ujkASl, 
ak (Rk+i,Ro) 
Pk ~ — x ~7^—^~T~> 
vk {Rk,R$ 
Dk+1 = Rk+1 + pk(Dk - ukAD*k), 
| fc<- fc + 1. 
Algorithme 2.9 - PBCGSTAB non preconditionne. 
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projection orthogonale. Par souci de simplicite, considerons Q = 0. On peut alors 
montrer (Bramley 1992) que la solution U peut etre obtenue en resolvant le systeme 
VAVU = VE, (2.26) 
ou V = I — BT{BBT)~lB est la matrice de projection sur le noyau de B. La solution 
P peut etre deduite en calculant 
P=(BTB)-1BT(E-AU). 
Tout comme les methodes projetees, la methode de projection orthogonale travaille 
dans le noyau de B. La difficulte de cette derniere reside dans le fait que Ton doit 
calculer des produits matrice-vecteur avec la matrice VAV pour resoudre le systeme 
(2.26), ce qui demande la factorisation de Cholesky de BBT qui est une matrice 
sou vent dense. 
2.2.3.3 Espace memoire et nombre d'operations des methodes projetees 
Le tableau 2.6 presente l'espace memoire requis par iteration et le nombre d'ope-
rations effectuees par iteration des deux algorithmes projetes des sections 2.2.3.1 et 
2.2.3.2. Nous avons egalement inclus dans ce tableau, a titre comparatif, les versions 
non projetees des algorithmes {i.e. GC et BiCGSTAB). Pour les algorithmes projetes, 
il faut raj outer le stockage des facteurs L et BBP issus de la factorisation de Bunch-
Parlett (cf. equation (2.24)) de la matrice de projection, ainsi que la resolution des 
systemes lineaires 2.21. Nous traiterons de la performance de ces methodes projetees 
au chapitre 3. 
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Nous presentons dans ce chapitre les resultats numeriques obtenus a l'aide des 
deux algorithmes presentes aux sections 2.2.3.1 et 2.2.3.2. Le premier algorithme, le 
gradient conjugue projete preconditionne, nous a permis de traiter des ecoulements 
avec un seul fluide, modelises par le probleme de Stokes. Comme nous l'avons deja 
mentionne precedemment, la linearisation des equations mene a des systemes lineaires 
symetriques et 1'algorithme PPCG se prete done bien a leur resolution. Le deuxieme 
algorithme, le BiCGSTAB projete preconditionne, nous a permis de traiter d'autres 
types d'ecoulements qui menent a des systemes lineaires non symetriques. C'est no-
tamment le cas lorsque l'on modelise l'ecoulement de deux fluides et/ou lorsque Ton 
utilise les equations de Navier-Stokes. 
Remarque : les resultats ont ete generes a l'aide d'un ordinateur Macintosh equipe 
d'un bi-processeur PowerPC G5 2,5Ghz et dote d'une memoire vive de IGo. Nous 
avons utilise les compilateurs g95 (GNU - version 4.0.3) et f77/f90 (Absoft - version 
9.2). 
Remarque : Pour la discretisation elements-finis de chacun des domaines, nous 
avons utilise l'element de Taylor-Hood (cf. figure 3.1) qui comporte 6 degres de li-
berte en vitesse et en pseudo-concentration (aux extremites et au milieu de chaque 
arete) et 3 degres de liberte en pression (aux extremites de chaque arete). 
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3.1 Probleme de Stokes : ecoulement d'un fiuide 
Nous presentons dans cette section les resultats obtenus sur deux problemes en 
regime permanent : l'ecoulement de Poiseuille (cf. figure 3.2) et le jet immerge a un 
fiuide (cf. figure 3.3). 
u, v, F 
Figure 3.1 - Element de Taylor-Hood pour la discretisation elements-finis. 
u = 0 
v = 0 
-*-\ 
+ )u(y) = y-y7 
• * • / 
(a -n)x = 0 
v = 0 
u = 0 
Figure 3.2 - Probleme de Poiseuille. 
u = 0 
v = 0 
v = 0 
i' j u(y) = y -y
2 
(a • n)x = 0 
t> = 0 
u = 0 
Figure 3.3 - Probleme du jet immerge a un fluide. 
Les equations de modelisation sont : 
- V • (2/i7(tt)) + Vp = pf; 
V - u = 0 , 
et leur discretisation conduit a des systemes lineaires dans lesquels les matrices sont 





pour la formulation mixte et de la forme 
Ar = A + rB
TB (3.2) 
pour la methode d'Uzawa. Les matrices A et B sont respectivement de taille NA X NA 
et NB x NA- La matrice A est de taille N x N ou N = NA + NB et la matrice Ar 
est de taille NA X NA- La matrice A etant symetrique definie positive, 1'algorithme 
du gradient conjugue projete preconditionne (cf. section 2.2.3.1) peut etre utilise 
pour la formulation mixte. La vitesse est nulle aux bords du domaine de chacune des 
geometries, sauf en entree ou un profil parabolique en vitesse horizontale u(y) — y—y2 
est impose. Nous comparons, pour chaque probleme, les resultats obtenus par : 
- la formulation mixte resolue a l'aide de l'algorithme LU ; 
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- la methode d'Uzawa resolue a Faide de l'algorithme LU; 
- la formulation mixte resolue a l'aide de l'algorithme PPCG. 
3.1.1 Choix des tolerances 
La resolution du probleme discret passe par l'utilisation de deux methodes itera-
tives : l'algorithme de Newton et l'algorithme du gradient conjugue projete precondi-
tionne. Ces algorithmes prennent fin lorsque certaines quantites (definies respective-
ment dans les sections 1.2.4 et 2.2.3.1) sont suffisamment petites, i.e. inferieures a 
une tolerance donnee. 
Pour la methode de Newton, nous avons choisi une tolerance fixe egale a 10~9. Pour 
l'algorithme PPCG, nous avons dans un premier temps essaye une tolerance adap-
tative : 
tol =|| R ||2 * min(«, y]\\R\\2), (3.3) 
ou R est le vecteur residu des equations et 0 < a < 1. Ainsi, a chaque iteration de 
Newton, la tolerance vaut la norme du residu des equations multiplie par un petit 
facteur a lorsque le residu est grand et par un facteur W|| R ||2 lorsque le residu 
est petit. Autrement dit, plus on se rapproche de la solution, plus on impose une 
tolerance serree. Cette fagon de definir la tolerance est classique, mais ne nous a pas 
fourni de resultats concluants. Nous avons done opte ici pour une tolerance fixe egale 
a 10"12. 
3.1.2 Probleme de Poiseuille 
Les tableaux 3.1, 3.2 et 3.3 presentent les resultats numeriques obtenus pour 
le probleme de Poiseuille (cf. figure 3.2). Le premier tableau regroupe les resultats 
provenant de la resolution du probleme en formulation mixte par l'algorithme LU 
(adapte au format de stockage en ligne de ciel, tel qu'explique a la section 2.1.2). Ce 
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tableau nous donne en fonction de N les informations suivantes : 
- la densite de la matrice A (en %) : le rapport entre le nombre d'elements non 
nuls de la matrice et le nombre total d'elements {i.e. N2) : nnz(A)/N2 ; 
- la densite des facteurs (en %) : le rapport entre le nombre d'elements non nuls 
des facteurs, i.e. celui de L + celui de U, et le nombre total d'elements de A : 
(nnz(L) + nnz(U))/N2; 
- le temps necessaire, en secondes, pour calculer la factorisation LU de la matrice 
A; 
- le temps necessaire, en secondes, pour calculer la remontee/descente triangu-
laire (cf. equation (2.2)); 
- le temps total, en secondes, pour resoudre le probleme discret (incluant la facto-
risation, la remontee/descente triangulaire et les autres operations necessaires 
comme 1'assemblage du systeme). 
Le second tableau regroupe les resultats provenant de la resolution du probleme par 
la methode d'Uzawa. Ce tableau nous donne les informations suivantes : 
- la densite de la matrice Ar (en %) : le rapport entre le nombre d'elements non 
nuls de la matrice et le nombre total d'elements (i.e. N\) : nnz(Ar) / N\ ; 
- la densite des facteurs (en %) : le rapport entre le nombre d'elements non nuls 
des facteurs, i.e. celui de L + celui de U, et le nombre total d'elements de Ar : 
(nnz(L) + nnz(U))/N\; 
- le temps necessaire, en secondes, pour calculer la factorisation LU de la matrice 
Ar ; 
- le temps necessaire, en secondes, pour calculer la remontee/descente triangu-
laire ; 
- le temps total, en secondes, pour resoudre le probleme discret (incluant la facto-
risation, la remontee/descente triangulaire et les autres operations necessaires 
comme l'assemblage du systeme). 
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Le troisieme tableau regroupe les resultats provenant de la resolution des systemes 
lineaires en formulation mixte a Faide de l'algorithme PPCG. On y retrouve les in-
formations suivantes : 
- l'ordre de la matrice A (i.e. le bloc (1,1) de la matrice ^4); 
- le nombre de lignes de la matrice B (i.e. le bloc (2,1) de la matrice .4.); 
- le nombre d'iterations total effectuees par l'algorithme PPCG; 
- le nombre de produits matrice-vecteur total (rappel: ces produits ne concernent 
que la matrice A); 
- la densite de la matrice de projection P (en %) (cf. section 2.2.3.1); 
- le temps necessaire, en secondes, pour calculer la factorisation de la matrice de 
projection P; 
- le temps necessaire, en secondes, pour calculer la remontee/descente triangu-
laire; 
- le temps total, en secondes, pour resoudre le probleme discret (incluant la facto-
risation, la remontee/descente triangulaire et les autres operations necessaires 
telle 1'assemblage du systeme). 
Nous n'avons pas ici utilise de preconditionneur, i.e. la matrice de projection P est 
egale a P = 
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Tableau 3.1 - Result at s numeriques de la formulation mixte/LU pour le probleme 
de Poiseuille. 










































Tableau 3.2 - Resultats numeriques de la formulation Uzawa/LU pour le probleme 
de Poiseuille. 











































Tableau 3.3 - Resultats numeriques de la formulation mixte/PPCG pour le probleme 
de Poiseuille. 























































Pour N = 80799, les tableaux 3.4 presentent le detail des iterations de Newton. 
On y retrouve les informations suivantes : 
- la norme euclidienne du vecteur solution; 
- la norme euclidienne du vecteur correction; 
- la norme euclidienne du vecteur residu des equations; 
- la norme euclidienne du vecteur residu de l'equation de conservation de la 
masse V • u. 
A titre informatif, le tableau 3.5 nous indique, pour chaque taille de matrice N, le 








































































































































































































































































































































































































































































































































































































































































Tableau 3.5 - Nombre d'elements et de noeuds des differents maillages utilises pour 





















3.1.3 Probleme du jet immerge a un fluide 
Les tableaux 3.6, 3.7 et 3.8 presentent les result at s numeriques obtenus pour le 
probleme du jet immerge a un fluide (cf. figure 3.3). 
Tableau 3.6 - Resultats numeriques de la formulation mixte/LU pour le probleme 
du jet immerge a un fluide. 

















































Tableau 3.7 - Resultats numeriques de la formulation Uzawa/LU pour le probleme 
du jet immerge a un fluide. 
















































Tableau 3.8 - Resultats numeriques de la formulation mixte/PPCG pour le probleme 
du jet immerge a un fluide. 































































Pour N = 78184, les tableaux 3.9 presentent le detail des iterations de Newton. 
A titre informatif, le tableau 3.10 nous indique, pour chaque taille de matrice N, le 


























































































































































































































































































































































































































































































































































































































































































































Tableau 3.10 - Nombre d'elements et de noeuds des differents maillages utilises pour 

























3.1.4 Commentaires a propos des resultats 
Les resultats des tableaux 3.4 et 3.9 nous amenent a faire les commentaires sui-
vants : 
1. les normes des vecteurs solutions des formulations mixte/LU et mixte/PPCG 
sont identiques, ce qui nous conforte dans le fait que les solutions calculees sont 
les memes; 
2. la divergence discrete est plus petite pour la formulation Uzawa/LU mais le 
residu des equations est plus important; 
3. l'algorithme PPCG effectue tres peu d'iterations en comparaison avec sa limite 
theorique qui est la taille du systeme lineaire. Par exemple, en se basant sur les 
donnees du tableau 3.3, pour N& = 71585, l'algorithme PPCG effectue 1122 
iterations plutot que 80799. 
Pour nous assurer de la validite de nos resultats, nous avons calcule, pour chacun 
des problemes, la difference entre les solutions obtenues par chacune des methodes. 
Nous avons ainsi pu verifier que nous obtenions a cliaque fois une difference presque 
nulle (de l'ordre de 10~14 pour la vitesse et 10~12 pour la pression). 
Pour la comparaison des algorithmes, nous avons considere les deux criteres usuels 
que sont le temps d'execution et l'espace memoire utilise. Les methodes directes de 
type LU necessitent le stockage de la matrice entiere. Meme si des structures de 
donnees adaptees, comme celle en ligne de ciel, permettent de reduire les besoins en 
memoire lorsque la matrice est creuse, ces derniers restent cependant importants. 
L'un des avantages de la methode PPCG, et de la plupart des methodes iteratives 
en general, est qu'elle ne necessite pas le stockage de la matrice entiere. En effet, 
l'algorithme necessite : 
- le stockage de B pour former la matrice de projection P. Une fois cette derniere 
formee, B n'a plus besoin d'etre gardee en memoire; 
- des produits matrice-vecteur avec A. II n'est pas necessaire de former la matrice. 
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Pour le probleme de Poiseuille, selon les donnees fournies par les tableaux 3.1, 3.2 et 
3.3, nous avons pour iV — 80799 : 
- pour la formulation mixte/LU : densite de la matrice = 0, 95% ; 
- pour la formulation Uzawa/LU : densite de la matrice = 0, 89%; 
- pour la formulation mixte/PPCG : densite de la matrice de projection = 0, 01%. 
Pour le probleme du jet immerge a un fluide nous avons, suivant les donnees des 
tableaux 3.6, 3.7 et 3.8 pour TV = 78184 : 
- pour la formulation mixte/LU : densite de la matrice = 0, 77% ; 
- pour la formulation Uzawa/LU : densite de la matrice = 0, 74% ; 
- pour la formulation mixte/PPCG : densite de la matrice de projection = 0, 01%. 
On constate done clairement que les besoins en memoire requis par ralgorithme 
PPCG sont beaucoup moins importants que ceux requis par ralgorithme LU, que ce 
soit en formulation mixte ou par la methode d'Uzawa. Pour la comparaison des temps 
d'execution, nous pouvons nous reporter aux figures 3.4 et 3.5 pour constater non 
seulement que l'algorithme PPCG est plus rapide, mais que cette rapidite s'accentue 
lorsque la taille du probleme augmente. Ces graphes nous montrent egalement que 






Mixte / LU 
Uzawa / LU 
Figure 3.4 - Comparaison des temps de resolution du probleme discret pour le 






Uzawa / LU 
1 1 1 1 1 
/ -
Figure 3.5 - Comparaison des temps de resolution du probleme discret pour le 
probleme du jet immerge a un fluide. 
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Les figures 3.6 et 3.7 montrent revolution du gain en temps de la formulation 
mixte/PPCG par rapport aux autres methodes en fonction de la taille du probleme. 
1 2 3 4 5 6 7 
(a) Par rapport a la formulation mixte/LU (b) Par rapport a la formulation Uzawa/LU 
Figure 3.6 - Gain en temps de la formulation mixte/PPCG pour le probleme de 
Poiseuille. 
(a) Par rapport a la formulation mixte/LU (b) Par rapport a la formulation Uzawa/LU 
Figure 3.7 - Gain en temps de la formulation mixte/PPCG pour le probleme du jet 
immerge a un fluide. 
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3.2 Allee de Von Karman avec surface libre 
Nous presentons dans cette section les resultats numeriques obtenus pour le pro-
bleme de 1'allee de Von Karman avec une surface libre. Un objet est immerge dans 
un liquide, pres d'une surface libre qui separe ce liquide d'un gaz. En imposant une 
vitesse hor izontal const ante en haut, en bas et a l'entree du domaine (cf. figure 3.8), 
on observe autour de l'obstacle la naissance d'une allee dite de Von Karman (cf. fi-
gure 3.9). 
u 1 v = 0 
u = 1 v = 0 
Figure 3.8 - Probleme de l'allee de Von Karman. 
Figure 3.9 - Allee de Von Karman avec une surface libre. 
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3.2.1 Adimensionnalisation 
La dynamique de cet ecoulement est caracterisee par un nombre adimensionnel, le 
nombre de Reynolds, qui quantifie l'importance des effets visqueux. Ce nombre, note 
i?e, apparait lors de Vadimensionnalisation des equations de modelisation. Reprenons 
les equations (1.16) obtenues a la section 1.1.1 : 
ou 
p(— + (u • V)u) - V • (2/j7(tt)) + Vp = pf ; 
— + u-VF = 0 ; 
at 
V u = 0 . 
Considerons le cas de deux fluides et definissons les quantites de reference du ta-
bleau 3.11. 
Tableau 3.11 - Parametres pour 1'adimensionnalisation. 
L0 diametre du canal en sortie 
UQ vitesse moyenne du fluide en entree 
p0 densite du liquide (fluide 2) 
Po viscosite du liquide (fluide 2) 
Po pression de reference 
/o force de reference 
It X O Ll 
En posant u = —, x = —, p = — et p, = —, on obtient pour l'equation de 
UQ LQ po po 
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conservation de la quantite de mouvement : 
uu 
p— + p{u • V)u - V • (2/i7(w)) + Vp = pf 
<=> 
_ U0du _ C n̂/~ v^\~ 1 ~ , „ , 1 r /TT ~xX Po^,~ ~ P PP°1~~ET + PPo-r(u • v ) w ~ T~v • (2wio^-7(£w) + — Vp = ppof 
to at JUQ LIQ LQ LQ 
PP°~T^: + PPoT~(u ' V ) w ~ V ' ( 2 _ F 2 - 7 W ) + y - V p = pp0f to at ivo iv0 LIQ 
„ L0 dii ~ ~ pp0 ~ p0 ~ . L0 
PVYT^i + ^ M ' V ) u ~ V ' 2 TT7^—K«)) + m V ^ = 772/ 
. LQ dii ~ 1 ~ r p0 >^~ ~
L° 
>Wo^ + p(u • V)« - - V • (2,PPol(u)) + -^Vp = p-,, 
ou Re = — est le nombre de Reynolds. 
Mo 
U2 L 
Finalement, en prenant po = POUQ, /O = -p- et to = —, on obtient : 
P-^ + Piu • V)u - — V • (2&(u)) + Vp = p~f. 
Pour alleger les equations, nous enleverons par la suite la notation « ~ » 
Remarque : le nombre de Reynolds est sans dimension : 
_ UOLQPQ _ (m.s~2) • (m) • (kg.m~3) _ (m.s~2) • (m) • (kg.m~3) _ 
p0 (Pa.s) kg.m.s~
2.m~2.s 
L'adimensionnalisation des equations de conservation de la masse et de transport de 
la pseudo-concentration s'effectue de fagon similaire. 
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3.2.2 Choix des tolerances 
La resolution du probleme discret passe par l'utilisation de deux methodes itera-
tives, l'algorithme de Newton et l'algorithme PBCGSTAB. Ces algorithmes prennent 
fin lorsque certaines quantites (definies respectivement dans les sections 1.2.4 et 
2.2.3.2) sont sufiisamment petites, i.e. inferieures a une certaine tolerance. Pour 
la methode de Newton, nous avons choisi une tolerance fixe egale a 10~6. Pour 
l'algorithme PBCGSTAB, nous avons choisi une tolerance adaptative telle que definie 
par l'equation (3.3), la tolerance fixe n'ayant pas fourni de resultats satisfaisants. 
Nous avons choisi de prendre, apres quelques tests, a = 0,1. Le tableau 3.12 nous 
montre revolution de la tolerance en fonction du residu pour le premier pas de temps. 






















3.2.3 Resultats numeriques 
L'allee de Von Karman n'apparait que pour une certaine plage de valeurs du 
nombre de Reynolds. Nous avons choisi ici Re = 100. Le probleme etant transitoire, 
on resout le systeme lineaire (1.43) a chaque pas de temps. La matrice A est cette fois-
ci non symetrique. En effet, comparativement aux problemes precedents, on rajoute : 
- le terme de convection p(u • V)w ; 
- l'equation de transport de la pseudo-concentration; 
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du dF 
- les termes transitoires p—- et —-. Hdt dt 
L'algorithme du gradient conjugue projete preconditionne n'est done pas approprie 
pour ce probleme. Nous avons done utilise l'algorithme PBCGSTAB presente a la 
section 2.2.3.2. Pour nos tests nous avons choisi un pas de temps At = 0,1 et nous 
nous sommes fixes une limite de 800 pas de temps. 
Nous avons compile dans les tableaux 3.13, 3.14 et 3.15 les resultats obtenus pour 
quelques pas de temps. Le maillage utilise comporte 18950 elements et 38144 noeuds. 
Les matrices assemblies resultantes sont de taille N = 123215. Ces tableaux nous 
donnent les informations suivantes en fonction du pas de temps : 
- le nombre d'iterations de Newton; 
- le temps necessaire, en secondes, pour calculer les differentes factorisations 
matricielles. Ce temps represente : 
1. le temps de factorisation LU de la matrice A pour la formulation mixte/LU ; 
2. le temps de factorisation LU de la matrice Ar pour la formulation Uza-
wa/LU; 
3. le temps de factorisation de la matrice de projection P pour la formulation 
mixte/PBCGSTAB. 
- le temps necessaire, en secondes, pour calculer la remontee/descente triangu-
laire associee a la factorisation du systeme (1.43) ; 
- le temps necessaire, en secondes, pour resoudre le probleme discret a un pas 
de temps donne; 
- le temps cumulatif, en secondes, necessaire pour la resolution du probleme dis-
cret jusqu'a un pas de temps donne. 
Les tableaux 3.16 presentent le detail des iterations de Newton pour le dernier pas 
de temps. 
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Tableau 3.13 - Temps de calcul de la formulation mixte/LU pour le probleme de 





























































Tableau 3.14 - Temps de calcul de la formulation Uzawa/LU pour le probleme de 






























































Tableau 3.15 - Temps de calcul de la formulation mixte/PBCGSTAB pour le 







































































3.2.4 Commentaires a propos des resultats 
A la vue des resultats des tableaux 3.13, 3.14 et 3.15, il est clair que la formulation 
mixte/PBCGSTAB nous donne de meilleurs resultats en terme de temps de calcul. 
Ce constat est confirme par la figure 3.10 qui represente le temps cumulatif de calcul 






Pas de temps 
Figure 3.10 - Evolution du temps cumulatif de calcul en fonction du pas de temps 
pour le probleme de l'allee de Von Karman avec une surface libre. 
Les figures 3.11(a) et 3.11(b) nous montrent quant a elles le gain en temps (en 
%) de la formulation mixte/PBCGSTAB par rapport aux deux autres formulations. 
Ce gain se situe entre 70% et 75% par rapport a la formulation Uzawa/LU et entre 
78% et 81.5% par rapport a la formulation mixte/LU. 
Remarque : Futilisation de la tolerance adaptative se traduit dans le troisieme ta-
bleau du tableau 3.16 par une augmentation du nombre de produits matrice-vecteur 
effectues par l'algorithme PBCGSTAB au fil des iterations de Newton. Cette ten-
dance se confirme a chaque pas de temps (cf. tableau 3.17). 
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300 400 500 600 
Pas de temps 
(a) Par rapport a la formulation mixte/LU 
400 500 
Pas de temps 
(b) Par rapport a la formulation Uzawa/LU 
Figure 3.11 - Gain en temps de calcul de la formulation mixte/PBCGSTAB pour le 




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































I l l 
Tableau 3.17 - Nombre de produits matrice-vecteur de l'algorithme PBCGSTAB en 
































Comme nous avons pu le constater dans le chapitre 1, la discretisation des 
equations de Navier-Stokes et de transport par la methode des elements finis aboutit 
a une structure matricielle augmentee de la forme 
(4.1) 
A la lumiere des resultats numeriques presentes au chapitre 3, nous pouvons affirmer 
que l'utilisation des algorithmes projetes de la section 2.2.3 se revele adequate pour 
resoudre de tels systemes lineaires. II serait toutefois interessant de voir si d'autres 
problemes classiques d'ecoulements aboutissent a des structures matricielles simi-
laires. Ce chapitre traite des ecoulements non isothermes, des fluides visco-elastiques 
et de la methode des domaines fictifs. La modelisation de chacun de ces problemes 
rajoute des equations supplement aires aux equations de Navier-Stokes. Nous allons 
done voir ici si les systemes resultant preservent la structure (4.1). 
4.1 Ecoulements non isothermes 
Lorsqu'un ecoulement ne peut etre considere comme isotherme, le bilan des 
energies doit etre pris en compte. Ce dernier exprime, dans un volume infinitesimal V, 
la loi suivante : 










' flux de la production » 








Cette loi physique se traduit mathematiquement par (Chorin and Marsden 1992) : 
pCp(u-VT) = V-(kVT) + g, (4.2) 
ou T est la temperature du fluide, cp est la chaleur massique, k est la conductivite 
thermique, p est la densite du fluide et g est une source de chaleur. 
4.1.1 Probleme fort 
En rajoutant l'equation (4.2) aux equations de Stokes en regime permanent, 
etablies au chapitre 1, nous obtenons : 
-V-(2/rK<u))+Vp = pf-
Vu = 0 ; (4.3) 
^ pcv{u . VT) - V • (kVT) = g, 
auxquelles il faut ajouter les conditions aux limites 
u 















-kVT-n = qNT sur r ^ , 
et les conditions initiales 
u(x,t = 0) = u0 ; 
T(x,t = 0) = T0. 
Les domaines TDu et TNu sont respectivement les domaines d'imposition des condi-
tions de Dirichlet et de Neumann et forment une partition de la frontiere T. De 
meme, nous avons : 
TDTnrNT = 0. 
Les parametres uDu, t ^ , TDT et qNr sont done connus. 
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4.1.2 Formulation variationnelle 
Les formes faibles des equations de conservation de la quantite de mouvement et 
de conservation de la masse ont deja ete calculees au chapitre 1. Occupons-nous done 
de la formulation variationnelle de l'equation de l'energie. Considerons g G L2(il). 
Nous avons alors pour tout i9 € H}) (Q) : 
pcp(u • VT,d)Qja - (V • ( f e V T ) , ^ = M ) 0 , n 
^(«-^,tf)0 i n + *(vr,v^)ofl-fc{vr.nItf)jriifli = (gt#)ofl 
pCp{u • v r , ^ n + fc(vr, v*)0>n = -<9*r,*ViiHi + M)0,n 
On obtient finalement la forme faible des equations (4.3)-(4.4) : 
a(u,w)-b{p7w) = {tNu,w)H_iHi+p(f,w)QQ; 
< b{q,u) = 0; (4.5) 
^ c(u,T,-d) + d{T,0) = -(QNT^)H-^Hi + {g^)0^ 
ou 
a(u,w) = 2p(-j(u),i{w))Qn; 
b(p,w) = (p,V-w)QQ; 
< 
c{u,T,ti) = pcp(u-VT^)on; 
k d{T,0) = k(VT,V0)Qja. 
4.1.3 Discretisation 
La discretisation des equations (4.5) se fait de fagon similaire a celle effectuee a 
la section 1.2.3. Comme a la section 1.2.4, une etape de linearisation est necessaire. 
Definissons done les trois fonctionnelles suivantes : 
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Ri(u,p,w) = a{u,w) - b(p,w) - (tNu,w) H_IHI - p(f,w)QQ; 
R2{u,q) = b(q,u); 
Ih(u,T,0) = pcp(u-VT,$)OQ + k(VT,Vti)oa+ 
Sachant que (un,pn,Tn) est une solution approchee a l'iteration n, il s'agit alors de 
trouver les corrections Su, Sp et ST telles que : 
R1(u
n + Su,pn + Sp,w) = 0; 
R2(u
n + 8u,q) = 0; 
k R3(u
n + Su,Tn + ST,$) = 0. 






















En utilisant la derivee d'une fonctionnelle telle que definie par la definition (1.38), 
nous avons : 







n- v£r,tf)o n + fc(V($:r,vtf) ' o ,n ' 
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Les autres derivees ayant deja ete calculees a la section 1.2.4, on obtient ainsi la 
forme faible des equations linearisees : 
a(8u,w) — b(8p,w) = —Ri(un,pn,w) ; 
< b(q,Su) = -R2(u
n,q); 
c(5u,Tn,tf) + c(un,8TJ) + d{5TJ) = -R3{u
n,$). 
En reordonnant les equations de la fagon suivante : 
a(Su, w) 
{ c(Su, TnJ) + c{un, ST, ti) + d(ST, ti) 
b(Sp,w) — —Ri(un,pn,w)] 
= -R,z(u
n,Tnd)- (4.6) 
x b(q,Su) = -R2(u
n,q), 
on constate que la discretisation elements-finis des equations (4.6) aboutit a un 
systeme lineaire dont la matrice a la structure suivante : 
(A 0 £ r \ 
Tx T2 0 
B 0 0 




Les matrices T\ et T2 resultent respec-
tivement de la discretisation elements-finis des termes c(8u, Tn, i?) et c(un, 8T, fl) + 
d(8T,-d). Nous obtenons done une structure matricielle qui se prete bien aux algo-
rithmes projetes presentes a la section 2.2.3. 
4.2 Fluides visco-elastiques 
La visco-elasticite, comme son nom l'indique, est une generalisation des theories 
de l'elasticite et de la viscosite. Un materiau elastique ideal reagit a l'application 
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d'une force par une deformation proportionnelle a cette force. Un tel materiau est 
represente selon les conventions habituelles par un ressort. Un materiau visqueux (ou 
Newtonien) ideal reagit a l'application d'une force par un flux de vitesse constante 
proportionnelle a cette force et est represente selon les conventions habituelles par 
un amortisseur. Vu d'une faeon differente, un materiau elastique possede la capacite 
de stocker toute l'energie mecanique de deformation sans dissipation, tandis qu'un 
fiuide visqueux dissipe toute l'energie mecanique de deformation, sans capacite d'en 
stocker. Un materiau visco-elastique combine ces deux proprietes. II reagit a l'appli-
cation d'une force par une deformation instantanee et un flux. Si une seconde force 
est appliquee, son effet se superpose a celui de la premiere. Ce point implique une 
propriete importante des materiaux visco-elastiques, qui est de conserver la memoire 
des etats passes : l'etat d'un materiau elastique n'est determine que par l 'etat des 
contraintes a l'instant present, tandis que l'etat d'un materiau visco-elastique est 
determine en plus par F ensemble des etats passes des contraintes qu'il a subies. 
4.2.1 Probleme fort 
A la base des fluides visco-elastiques, nous avons les equations de Stokes presentees 
au chapitre 1 : 
(4.7) 
Pour prendre en compte la caracteristique visco-elastique des fluides, il faut rajouter 
une loi de comportement, notee 7i, qui met en relation le tenseur T et la vitesse it, 










Les conditions aux limites sont 
u = un sur Tn ; 
(4.9) 
a n = tNu sur TN, •u 1 
et la condition initiale 
u(x,t = 0) = u0. 
Les domaines TDU et T^u sont respectivement les domaines d'imposition des condi-
tions de Dirichlet et de Neumann et forment une partition de la front iere F. Les 
parametres UDU et t^u sont done connus. 
Plusieurs choix sont proposes pour modeliser la loi de comportement. Parmis eux, 
celui d'Oldroyd (Carreau et al. 1997) qui decompose le tenseur r comme suit : 
T = TV +TS, 
ou TS = 2psj(u) est le tenseur associe au solvent et TV est la contribution visco-
elastique. Ce dernier verifie : 
dr 
rv + A ( - ^ + (u • V)r„ -Vu-rv-rl- ( V U ) T ) = 2^{u). (4.10) 
ou A est le temps de relaxation et jiv est la viscosite de la composante elastique 
du fluide. De meme, nous ecrivons p, = ps + pv ou ps est la viscosite du solvent. 
L'equation de conservation de la quantite de mouvement devient alors : 
^ - V - ( r - p / ) = p / 




V • (2//s7(tt)) + Vp - V • TV = pf. 
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Ainsi, le systeme (4.8) devient : 
' OIL 
— - V • (2/v7(u)) + Vp - V • TV = pf; 
< V u = 0 ; (4-11) 
dr 
T „ + A ( ^ + (M • V ) T , - V n • T„ - T ^ • ( V M ) T ) - 2 M ( « ) = 0, 
L'equation de comportement (4.10) etant hyperbolique, des conditions aux limites 
doivent etre appliquees en amont de l'ecoulement : 
r _ ( n ) = {x e dQ | u • n < 0}, (4.12) 
ou n est la normale exterieure au domaine 0. Nous avons done la condition 
TV = TVT- Sur T-(Q). (4.13) 
4.2.2 Formulation variationnelle 
Par soucis de simplicity, et cela ne changeant pas fondamentalement la structure 
matricielle que nous allons obtenir, nous ne considererons pas les derivees partielles en 
temps dans le systeme d'equations (4.11). Considerons d'abord l'equation de conser-
vation de la quantite de mouvement. Reprenons la formulation variationnelle (1-22) 
en regime permanent et en omettant le terme de convection. Pour les fluides visco-
elastiques, il faut rajouter le terme (V • T„ , W)OQ qui devient, apres integration par 
parties : 
( V • TV, w)0Q = (TV • n , w)H_iHh - ( T „ , V « j ) o n , 
ce qui nous donne : 
La forme faible de l'equation de conservation de la masse est donnee par l'equa-
tion (1.26). Pour ce qui est de la loi de comportement, on utilise la methode de Ga-
lerkin discontinue qui consiste a appliquer la methode des elements finis sur chaque 
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element plutot que sur tout le maillage. Pour chaque element A', notons respective-
ment T+(K) et T~(K) les frontieres entrantes et sortantes telles que : 
T+(K) = {xedK\ u(x) • nK(x) > 0} ; 
r-(AT) = {xedK\u{x)-nK(x) <0}, 





Figure 4.1 - La methode de Galerkin discontinue. 




Ainsi, pour tout tenseur de fonctions test g G {er G L2(f2)2x2 | cr^ = <TJJ, i,j = 1, 2}, 
nous avons : 
/ (U-VTU)TU : gdx = (u •VTV)TV : g dx + / (u • n)[Tv]s : g ds. 
JK2 JK2 JT-(K2) 
Sur chaque element K du maillage, nous aurons done : 
/ (TV + X(u • V ) r „ - AVtt • rv - \TV • (Vu)
T - 2/j,„j(u)) : g dx-
JK 




En notant Qh, le maillage elements-finis, on obtient finalement la forme faible des 
equations (4.11)-(4.9) : 
a{u,w)-b(p,w) + (Tv,Vw)ofl = (tNu,w)H_iHi+p(f,w)QQ; 
b{q,u) = 0; (4.15) 
k hK(u,Tv,g) = 0, V K e Qh, 
ou 
a(u,w) = 2 f t ( 7 ( « ) j ( w ) ) 0 ^ ; 
6(p,u>) = (p,V-w)Qn ; 
hK{u,Tv,Q) = (T„ + A(tt • V ) r „ - AVu- T„ - Ar^ • (V«)
T - 2/j,uj(u), g)Q 




La discretisation des equations (4.15) se fait de fagon similaire a celle effectuee a 
la section 1.2.3. Comme a la section 1.2.4, une etape de linearisation est necessaire. 
Definissons done les trois fonctionnelles suivantes : 
i2i(ti,p,T„,u>) = a(u,w)-b(p,w) + (Tu,'Vw)0p 
-{tNu,w)H_hHh-p{f,w)Q^; 
R2(u,q) = b(q,u); 
R£(U,TV,Q) = hK(u,Tv,g), VKenh. 
Sachant que ( t t" ,pn , r") est une solution approchee a l'iteration n, il s'agit alors de 
trouver les corrections 5u, 8p et 5TV telles que : 
R1(u
n + Su,pn + 8p,T^ + 5rv,w) = 0; 
R2(u
n + Su,q) = 0; 
{ Rf(un + 6u,r: + 6r,)e) = o, VKen f c , 
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Su+ A drh 
8ru, \/KeQh, 
En utilisant la derivee d'une fonctionnelle telle que definie par la definition (1.38), 






8TV = (6Tv,Vw)Q_n; 




Les autres derivees ayant deja ete calculees a la section 1.2.4, on obtient ainsi la 
forme faible des equations linearisees : 
a(8u,w) - b{8p,w) + (STV,VW)QQ = -R1(u
n,pn,r^,w) ; 




pour tout element K du maillage. En reordonnant les differents termes de la fagon 
suivante : 
a(8u,w) + (8T„,VW)QQ - b(8p,w) = - i ? i (u
n , p n , T™,W) ; 
< hK(8u,r™,Q) + hK{u
n,8Tu,g) = -R$(u
n,T:,e); (4.17) 
b{q, 8u) = -R2(u
n,q), 
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et en effectuant 1'assemblage elements-finis des formulations variationnelles obtenues 
sur chacun des elements de la loi de comportement, on constate que la discretisation 
elements-finis des equations (4.17) aboutit a un systeme lineaire dont la matrice a la 
structure suivante : 
(A Tv B
T^ 







et B = I . Les matrices Hi et H2 resultent respecti-
* H2J \0 
vement de la discretisation elements-finis des termes hK(Su, T™, Q) et hK(u
n, STU, Q), 
et la matrice Tv resulte de la discretisation elements-finis du terme (STU, V I U ) „. 
Nous obtenons done une structure matricielle qui se prete bien aux algorithmes pro-
jetes presentes a la section 2.2.3. 
4.3 Methode des domaines fictifs 
La methode des domaines fictifs est souvent utilisee pour resoudre des problemes 
dans un domaine de calcul dont la geometrie evolue dans le temps. La frontiere de la 
geometrie est discretisee a l'aide de points de controle et introduite dans un domaine 
qui est alors plus simple a mailler. II suffit ensuite d'imposer des conditions sur 
l'ecoulement aux points de controle (Saul'ev 1963, Glowinski et al. 1994, Glowinski 
et al. 1999). Nous nous interessons ici aux equations modelisant un ecoulement dans 
un domaine comportant un obstacle mobile. Nous presentons la condition supplemen-
taire qui intervient dans le probleme fort (1.16), la formulation variationnelle qui en 
decoule, ainsi que le nouveau systeme lineaire issu de la discretisation elements-finis. 
4.3.1 Probleme fort 
Soit tt* C Q un obstacle de frontiere T* tel qu'illustre a la figure 4.2. 
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D , 
Figure 4.2 - Introduction d'un obstacle Q* dans un domaine de calcul Cl. 
En regime permanent, les equations de Stokes modelisant Fecoulement sont alors : 
- V • (2/x7(t*)) +Vp = pf dans f2\fT ; 
(4.18) 
V • u = 0 dans ft\ft*, 
auxquelles il faut aj outer les conditions aux limites 
u = uDu sur 1 ^ ; 
o" • n = tNu sur FNu ; (4.19) 
tx t t ' sur r* 
et la condition initiale 
u(x,t = 0) = UQ. 
En plus des conditions aux limites (1.5), on ajoute une condition de Dirichlet sup-
plementaire sur la vitesse au bord de Fobstacle Q,*. Les domaines TDU et T^u sont 
respectivement les domaines d'imposition des conditions de Dirichlet et de Neumann 
et forment une partition de la frontiere I\ Les parametres u*, UDU et twu sont done 
connus. 
4.3.2 Formulation variationnelle 
Lorsque Q* evolue avec le temps, il n'est pas concevable, en terme de cout de cal-
cul, de reconstruire un nouveau maillage a chaque pas de temps. C'est pour contour-
ner cette difficulte que Fon utilise la methode des domaines fictifs. Le principe de la 
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methode repose sur la construction de deux maillage 71 et 7^ : 
- le maillage 71 est une discretisation du domaine Q. L'obstacle Q* est ignore. Si 
ce dernier se deplace, 71 restera fixe. Ce maillage n'est done construit qu'une 
seule fois; 
- le maillage 72 est une discretisation de la frontiere T*. On utilise pour cela des 
points de controle. Ces derniers peuvent etre vus, en 2D, comme un maillage 
lineique (cf. figure 4.3). 
Figure 4.3 - Discretisation de la frontiere T* de l'obstacle a l'aide de points de 
controle. 
II est done important de noter que Ton construit deux maillages independants, le 
premier pour le domaine Q et le deuxieme pour la frontiere T*. 
Afin d'integrer la nouvelle contrainte dans la formulation variationnelle du systeme 
d'equations (4.18) - (4.19), nous allons voir ce dernier comme un probleme d'optimi-
sation avec contraintes : 
- V • (2//7(u)) + V p = pf d a n s ^ ; 
< (4.20) 
V • u = 0 dans Q. 
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Les equations (4.20) peuvent etre vues comme les conditions d'optimalite au premier 
ordre du probleme de minimisation (Fortin and Glowinksy 1983) : 
min n(i(u),j(u))on- p(f,u)0Q- (tNu,u)H_i Hi ; 
s.c. V • u = 0. 
(4.21) 
Cette reecriture du probleme (4.20) est possible car la forme bilineaire (j{u), -7(1*)) 
est symetrique definie positive. Notons L(u,p) le lagrangien correspondant au pro-
bleme (4.21) : 
L{u,p) = / i ( 7 ( n ) , 7 ( w ) ) 0 Q - (p, V • u ) o n - p ( / , « ) o n - (tNu,u) 1 1 . 
ou p est le multiplicateur de Lagrange associe a la contrainte V • u = 0. Ajoutons a 
present l'obstacle fi* et done la contrainte sur la vitesse imposee sur la frontiere P \ 
On a done a resoudre le probleme : 
min ii(-y(u),j(u))on-p(f,u)on-(tNu,u)H_hHi ; 
< s.c. V • u = 0 ; (4.22) 
tir* — u • 
Le lagrangien correspondant est donne par : 
L*(u,p,\) = L(u,p) + ( A , M - M * ) r , , 
ou A est le vecteur dont les composantes sont les multiplicateurs de Lagrange associes 
a la deuxieme contrainte du probleme (4.22). Les conditions d'optimalite du premier 
ordre du probleme faible (4.22) sont alors : 
d 
da 
L*(u + aw,p, A) 
< -7-L*(u.p + aq, A) 
da 
L*(u,p,\ + a<;) 
a=0 
Q = 0 
Q = 0 
0, V w 
= 0, V q ; 
= 0, V<j. 
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Ainsi, la premiere derivation nous donne 
d 
da 
L*(u + aw,p, A) = 0 
a=0 
• & 
— [fi(i(u + aw),-y(u + aw))0Q - (p, V • (u + o t» ) ) a n - p(f,u + aw)QQ 
-(tNqi,u + aw)H_i2Hi + (\,u + aw-u
m)r.]a=0 = 0 
«=> 
— [p(^(u),j(u))0Q + a
2p(-j(w),j(w))0Q + 2ap(nf(u),j(w))0Sl 
~(p, V • « ) 0 j n - a(p, V • w) 0 ) n - p(f, u)ofl - ap(f, w)oa 
-{tNu,u)H_iHx2-a(tNu,w)H_iHi + (\,u-u*)r„+a(\,w)r«]a=0 = 0 
2p(j(u),j(w))on - (p, V • u>)on - p ( / , w ) o n - (*J\rtt, w ) ^ - ! ^ + (A,w) r . = 0, 
la seconde, 
da 
L*(u,p + aq.X) 
a = 0 
<̂ > 
— [n(j{u),j(u))0Q -(p + aq,V- u)0>n - p ( / , u ) o n - <*„„, u)H_h H1 
+ (\u-u*)Tt}a=Q = 0 
^ > 
— [^(7(1*), 7(w))0 n - (p, V • u)on -a(q,V- u)QSl - p(f, u)0Q-
(tNu,u)H_hHi + {\,u-u*)r,]a=o = 0 
( 9 , V - i i ) = 0 , 
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et la troisieme, 
da 
L*(u,p,\ + a<;) = 0 




2 , H 2 
— [fi(j(u),<y(u))on - (p, V • -a) o n - p ( / , u ) o n - (*„„,!*) 
+ (A + a * , u - i i - ) r . ] a = 0 = 0 
«=> 
— [/i(7(w),7(u))o n - (p,V-u)QQ - p(f,u)0Q - (tNu,u)H_ 
+ (A, « - -u*)r, + a(q,u- w*) r , ] a = 0 = 0 
<£> 
( ? , u - u * ) r . = 0 . 
On obtient finalement : 
a(u, tw)-6(p,«;) + (A,«;) r . = k - ^ - ^ ^ + P l / . ^ o , ^ 
b(q,u) = 0; (4.23) 
ou 
a(u,ii;) = 2At(7(M),7(w))0]n; 
6(p,u>) = (p ,V-w) 0 ) n . 
Comparativement au probleme presente a la section 1.2.2, on note l'ajout du terme 
supplement aire (A, io)r„ dans la formulation variationnelle de F equation de mouve-
ment, ainsi que de Fequation (-u, s) = (u*,s) . 
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4.3.3 Discret isat ion 
La discretisation des equations (4.23) se fait de facon similaire a celle effectuee a 
la section 1.2.3. Seuls trois termes supplementaires sont a prendre en compte : 
( \ « 0 r . , (
u»?)r.
 e t (u*>s)v 
Comme nous l'avons explique plus tot, la frontiere T* est discretisee a l'aide de points 
de controle (cf. figure 4.3). Considerons ces derniers au nombre de iVc. Comme a la 
section 1.2.4, une etape de linearisation est necessaire. Definissons done les trois 
fonctionnelles suivantes : 
Ri(u,p,X,w) = a(u,w)-b(p,w) +(\,w)rt 
-<*"«>™>H-itf*-K/>
w)0)n; 
R2(u,q) = b(q,u); 
^ R3{u,q) = (u,s)T, - (V,<?)r,-
Sachant que (un,pn, Xn) est une solution approchee a l'iteration n, il s'agit alors de 
trouver les corrections Su, Sp et SX telles que : 
Rl(u
n + 8u,pn + Sp,Xn + SX,w) = 0; 
R2(u
n + 8u,q) = 0; 
^ R3{u
n + Su,q) = 0. 





















En utilisant la derivee d'une fonctionnelle telle que definie par la definition (1.38), 





5X = (6\,w) ; 
Su = (8u,<;)r„, 
Les autres derivees ayant deja ete calculees a la section 1.2.4, on obtient ainsi la 





En effectuant la discretisation elements-finis de la formulation variationnelle (4.24), 
on obtient en regime permanent un systeme lineaire dont la matrice a la structure 
suivante : 
(A UT rfl\ 
I A BT\ 
(4.25) 
A B1 D1 
B O O 




ou on a note B = | | . La matrice D resulte de la discretisation elements-finis du 
terme (<j, <5w)r». Nous obtenons done une structure matricielle qui se prete bien aux 
algorithmes projetes presentes a la section 2.2.3. 
Remarque : pour traiter les problemes transitoires, avec un obstacle en mouve-
ment, il faut inclure au systeme matriciel (4.25) les termes transitoires et utiliser un 
schema de discretisation en temps approprie comme explique a la section 1.2.4.1. 
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Nous n'effectuerons pas cette etape afin de ne pas alourdir inutilement les equations. 
Nous constatons done dans ce chapitre que plusieurs problemes classiques d'ecoule-
ments de fluides aboutissent a des systemes lineaires dont la matrice possede la struc-
ture (4.1). L'utilisation des methodes iteratives projetees se revele par consequent 
adequate. II est egalement possible d'envisager des ecoulements plus complexes en 
« combinant » les differents problemes rencontres dans ce chapitre. Nous obte-
nons done un ecoulement non isotherme, visco-elastique et rencontrant un obstacle 
modelise par la methode des domaines fictifs. La matrice finale obtenue aura alors 
la structure suivante : 
(A n T1 nT nr\ A 0 Tv B
T 
Ti T2 0 0 
Ex 0 H2 0 
B 0 0 0 






ou on a note A = 
la structure (4.1] 
A 0 Th\ 
Tx T2 0 
\^i 0 H2J 
etB = 
BOO 
D 0 0 
. Cette matrice possede encore 
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CONCLUSION 
Pour conclure ce memoire, nous pouvons affirmer que l'objectif principal que nous 
nous sommes fixe est atteint, c'est-a-dire l'implementation et les tests d'une nouvelle 
classe de methodes iteratives permettant de resoudre efficacement les equations de 
Stokes et de Navier-Stokes. Plus exactement, ces methodes sont a mi-chemin entre 
les methodes directes et iteratives etant donne qu'elles necessitent la factorisation de 
la matrice de projection (cf. equation (2.24)). Dans un premier temps, nous avons 
considere les equations de Stokes en regime stationnaire. Ces dernieres correspondent 
a des ecoulements a faible nombre de Reynolds. La discretisation par la methode 
des elements finis mene a un systeme lineaire qui peut etre resolu par l'algorithme 
du gradient conjugue projete. En effet, la matrice obtenue (cf. equation (1.43)) a 
une structure augmentee dont le bloc A est symetrique defini positif. II est done 
possible d'effectuer une analogie avec les problemes d'optimisation quadratique avec 
contraintes d'egalite (Glowinski and Le Tallec 1987). Les resultats alors obtenus 
sur les problemes de Poiseuille et du jet immerge a un fluide ont pu etre compares 
a ceux fournis par les methodes directes. Nous avons ainsi pu constater les gains 
importants realises en termes de temps de calcul et de stockage memoire par rapport 
aux methodes directes. 
Dans un second temps, nous nous sommes penches sur les ecoulements qui, apres 
discretisation des equations par la methode des elements finis, aboutissent a des 
systemes lineaires dont la matrice n'est plus symetrique. II n'y a alors plus d'in-
terpretation en terme de probleme d'optimisation quadratique avec contraintes d'e-
galite et l'algorithme du gradient conjugue projete ne peut des lors plus etre utilise. II 
nous a done fallu utiliser un algorithme adapte a la structure augmentee des matrices. 
Nous avons pour cela selectionne, parmis les algorithmes classiques frequemment uti-
lises, le plus performant. Nous avons done effectue une serie de tests et nous avons 
choisi l'algorithme BiCGSTAB qui s'est avere etre le plus rapide et le moins gour-
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mand en stockage memoire. Nous en avons ensuite teste la version projetee, PBCG-
STAB (Orban 2008). Appliquee au probleme des allees de Von Karmann, nous avons 
realise encore une fois d'importants gains en rapidite et en memoire. 
Enfin, dans un dernier temps, nous avons etabli trois problemes d'ecoulement 
pouvant etre resolus grace aux methodes iteratives projetees : 
- les ecoulements non isothermes, comme leur nom l'indique, necessitent la dis-
cretisation de l'equation de conservation de l'energie. La temperature vient 
done se raj outer a la vitesse et a la pression comme inconnue du probleme; 
- pour ce qui est des fluides visco-elastiques, une loi de comportement, qui lie le 
tenseur des contraintes au champ de vitesse, vient s'aj outer aux equations de 
Navier-Stokes. Cette equation supplement aire traduit le fait que la deformation 
de ces fluides n'est plus directement proportionnelle a la force appliquee; 
- La methode des domaines fictifs permet de modeliser un obstacle dans le do-
maine d'ecoulement a l'aide de points de controle. Ces derniers sont independants 
du maillage elements-finis. D'un point de vue de la modelisation mathematique, 
cela se traduit par des contraintes supplement aires imposees sur la vitesse aux 
points de controle. 
Pour chacun de ces trois problemes, la discretisation par la methode des elements 
finis entraine l'apparition de blocs matriciels supplementaires. Cependant, ces nou-
veaux blocs n'alterent pas la structure augmentee des matrices et les algorithmes 
projetes peuvent done toujours etre utilises. 
L'originalite de ce projet de recherche reside dans l'implementation et la verification 
d'une nouvelle classe de methodes iteratives particulierement adaptee aux matrices 
issues de la discretisation elements-finis des equations de Navier-Stokes. Contraire-
ment aux methodes usuelles, les methodes projetees tirent avantage du bloc matriciel 
de 0 apparaissant lors de la discretisation de l'equation de conservation de la masse. 
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De nombreuses extensions de ce memoire sont possibles : 
- mentionnons tout d'abord la mise en place d'une bibliotheque d'algorithmes 
projetes. En efFet, nous avons implemente la version projetee de l'algorithme 
BiCGSTAB et des travaux sont egalement en cours sur l'algorithme TFQMR 
(Orban 2008). II est done envisageable de generaliser ce procede aux autres 
algorithmes populaires tels GMRES ou MINRES; 
- ensuite, nous pourrions implementer les trois applications presentees au cha-
pitre 4 arm de mesurer la performance des methodes iteratives projetees. En 
effet, les matrices des problemes que nous avons considerees au chapitre 3 ont 
un conditionnement de l'ordre de 106, ce qui reste relativement raisonnable. 
L'ajout de F equation de l'energie (cf. equations (4.2)) pour les fluides non iso-
thermes, ou de la loi de comportement (cf. equations (4.10)) pour les fluides 
visco-elastiques, aurait sans doute pour consequence d'augmenter le condition-
nement et done de rendre la convergence des algorithmes plus « difficile » ; 
- une autre extension possible est la programmation d'une routine permettant 
d'effectuer les produits matrice-vecteur avec A (cf. equation (1.43)) sans avoir 
a la former explicitement. En effet, les algorithmes projetes n'ont besoin ex-
plictement que de la matrice B pour former la matrice de projection et la 
factoriser. Notons au passage qu'une fois la factorisation effectuee, le stockage 
memoire de la matrice B n'est plus necessaire; 
- l'etude de preconditionneurs adequats fait egalement partie des eventuels tra-
vaux futurs. Cela prendrait son importance lors de la resolution de problemes 
plus complexes, tels les ecoulements turbulents qui aboutissent a des matrices 
au conditionnement tres eleve ; 
- enfin, une autre mise en oeuvre interessante est l'utilisation des methodes pro-
jetees aux problemes 3D qui requierent un stockage memoire important. 
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