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RESUME 
 
 
La chromatine, constituée par l’assemblage de protéines histones autour desquelles 
s’enroule l’ADN, est une structure dynamique qui régule des processus nucléaires tels que la 
transcription et la réparation de l’ADN. Or, quotidiennement, une cellule subit des dommages à 
l’ADN. Ceux-ci peuvent être causés soit par son environnement (UV, irradiations ionisantes…) soit  
par son propre métabolisme (radicaux libres, blocage des fourches de réplication,…). La 
persistance de ces dommages peut aboutir à une instabilité génomique favorisant l’apparition de 
cancer. Ainsi, pour contrecarrer ce processus, diverses réponses cellulaires sont mises en place afin 
de réparer les dommages à l’ADN et de contrôler la prolifération cellulaire. Parmi les facteurs de 
remodelage de la chromatine, l’ATPase p400 est connue pour jouer un rôle dans le contrôle de 
différents devenirs cellulaires tels que l’arrêt du cycle cellulaire, l’apoptose ou la sénescence, 
processus impliqués dans la gestion des dommages à l’ADN. Mon travail a donc porté sur le rôle 
du remodeleur de la chromatine p400 dans la régulation de la stabilité du génome. Une partie de 
mes travaux a montré que p400 joue un rôle important dans la réparation des cassures doubles brins 
de l’ADN par recombinaison homologue (HR). J’ai pu montrer que p400 interagit avec la protéine 
Rad51, facteur clé de la HR, et qu’il est un médiateur de son recrutement autour des cassures. De 
plus, j’ai mis en évidence que p400 et Rad51 participent à la relaxation de la chromatine induite au 
niveau des cassures. La deuxième partie de mes travaux met en évidence que p400 contrôle le 
devenir cellulaire via la régulation de l’homéostasie des ROS (espèces réactives de l’oxygène). En 
effet, j’ai observé que p400 régule le métabolisme des ROS notamment via la régulation directe de 
gènes impliqués dans la gestion du stress oxydatif (FancA, HSP70). Ainsi, p400 maintient le stress 
oxydatif en dessous d’un seuil empêchant l’activation de la voie des dommages à l’ADN afin de 
permettre la prolifération cellulaire. L’ensemble de mes travaux a donc permis de montrer que p400 
participe au maintien de l’intégrité génétique des cellules proliférantes par son rôle dans la gestion 
du métabolisme oxydatif intra-cellulaire ainsi que par son intervention dans la réparation des 
cassures doubles brins de l’ADN par HR. 
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SUMMURY 
 
 
The chromatin, formed by the assembly of histone proteins around which DNA wraps, is a 
dynamic structure that regulates nuclear processes such as transcription and DNA repair. 
Continuously, cells undergo DNA damage produced either by external sources (UV, ionizing 
radiation ...) or by its own metabolism (free radicals, collapsed replication forks, ...). The 
persistence of DNA damage can lead to genomic instability and contribute to the onset of cancer. 
Thus, to counteract this process, various cellular responses take place to repair DNA damage and to 
control cell proliferation. Among chromatin remodelers, the p400 ATPase has been shown to play a 
role in the control of the different cell fates such as cell cycle arrest, apoptosis or senescence, which 
are processes involved in the management of DNA damages. My work has focused on the role of 
the chromatin remodeler p400 in regulating genome stability. Part of my work showed that p400 
plays a role in the repair of DNA double strand breaks by homologous recombination (HR). I 
showed that p400 interacts with Rad51, a key factor for HR, and mediates its recruitment around 
the breaks. In addition, I showed that p400 and Rad51 are involved in the chromatin decompaction 
induced in the vicinity of the DNA breaks. In the second part of my work, I showed that p400 
controls cell fate via the regulation of ROS homeostasis (reactive oxygen species). Indeed, I 
demonstrated that p400 regulates ROS metabolism via the direct regulation of genes involved in 
oxidative stress management (FANCA, HSP70). P400 maintains oxidative stress below a threshold 
preventing the activation of the DNA damage response allowing cell proliferation. Taken together, 
these studies highlight the role of p400 in the maintenance of the genetic integrity of proliferative 
cells through its participation in the management of intra-cellular oxidative metabolism but also 
through its role in the DNA repair of double strand breaks by HR. 
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PREFACE 
 
 
L’ADN d’une cellule est empaqueté dans le noyau sous la forme de chromatine. Celle-ci se 
compose de nucléosomes formés par un octamère de protéines appelées histones autour duquel 
s’enroule l’ADN. Dans la cellule, la chromatine forme deux structures différentes : 
l’hétérochromatine très condensée associée à la répression transcriptionnelle et l’euchromatine 
moins condensée où sont situés la majorité des gènes transcrits. La chromatine est une structure très 
dynamique régulée par la méthylation de l’ADN, le remodelage de la chromatine ATP-dépendant et 
les modifications post-traductionnelles des histones. Ces mécanismes coopèrent pour réguler 
finement l’état de condensation de la chromatine. Ainsi, la structure de la chromatine n'a pas 
uniquement un rôle de compaction de l'ADN au sein du noyau de la cellule mais aussi de régulation 
de l’accessibilité à l’ADN lors de divers mécanismes nucléaires tels que la transcription, la 
réplication ou la réparation des dommages à l’ADN. La chromatine est donc une structure 
dynamique qui permet la mise en place de réponses spécifiques aux divers stimuli ou stress 
environnementaux. Or, quotidiennement, une cellule subit des dommages à l’ADN. Ceux-ci 
peuvent être causés soit par son environnement (UV, irradiations ionisantes…) soit  par son propre 
métabolisme (radicaux libres, blocage des fourches de réplication,…). La persistance de dommages 
peut aboutir à une instabilité génomique favorisant l’apparition de cancer. Ainsi, pour contrecarrer 
ce processus, la cellule a mis en place diverses réponses cellulaires afin de prendre en charge le 
dommage à l’ADN et de contrôler le devenir cellulaire. En effet, lorsqu’un dommage à l’ADN se 
produit, celui-ci est reconnu et signalé favorisant l’accessibilité du dommage et un arrêt du cycle 
cellulaire afin de permettre la réparation du dommage. Il existe des mécanismes de réparation 
spécifiques pour chaque type de dommage créé. Cependant, si la cellule n’arrive pas à réparer 
correctement le dommage, des mécanismes d’apoptose ou de sénescence sont mis en place afin 
d’empêcher la division d’une cellule présentant de l’instabilité génétique. Or, l’implication de la 
structure chromatinienne et sa régulation dans la prise en charge des dommages à l’ADN était 
encore très mal caractérisé, en particulier chez l’homme, lorsque j’ai débuté ma thèse. Mon étude a 
donc porté sur le rôle du remodeleur de la chromatine p400 dans la régulation de la stabilité du 
génome. Ainsi, je vais tout d’abord vous introduire le contexte scientifique dans lequel s’est 
réalisée mon étude en commençant par la description de la structure de la chromatine et de ses 
différentes régulations. Par la suite, je vais décrire la prise en charge des dommages à l’ADN et 
plus particulièrement celle des cassures doubles brins de l’ADN (DSB). Enfin, je terminerai la 
partie introductive par la description des différents travaux portant sur l’implication de la 
A.
B.
Figure 1 : Le nucléosome
A. Structure cristallographique du nucléosome à 2,8 Å de résolution (Luger et al., 1997). Bleu = H3, vert = 
H4, jaune = H2A, rouge = H2B. B. Assemblage de l’octamère d’histones, coeur du nucléosome (tiré du site 
www.answers.com).
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chromatine dans la signalisation et la réparation des DSB. Celle-ci s’en suivra de la description de 
mes différents travaux de thèse. Le premier ayant porté sur le rôle de l’ATPase p400 dans la 
modulation du devenir cellulaire par la régulation de l’homéostasie des ROS et le second sur son 
rôle dans la réparation des DSB. Enfin, ce manuscrit se terminera par la discussion des résultats 
ainsi que des différentes connections possibles entre ces deux études.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 : Les variants des histones H3 et H2A
HFD : Histone Fold Domain. Les séquences conservées sont représentées de la même couleur pour chaque 
histone. Variants de H3 : Pour H3.3, les 4 résidus qui diffèrent de H3 sont signalés par des barres jaunes. 
CENPA présente un N-ter unique et la région en bleu clair est nécessaire au ciblage du variant vers les 
centromères. Variants de H2A : H2AX est différent par sa partie C-ter qui comporte la sérine 139, 
phosphorylée après dommage à l’ADN. H2AZ a une partie C-ter courte contrairement à MacroH2A qui 
possède une queue C-ter plus longue. H2ABBD est le variant le plus court avec un C-ter tronqué et une 
partie N-ter très courte (modifié de Sarma and Reinberg, 2005).
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INTRODUCTION 
 
I- La chromatine 
 
 
La molécule d’ADN constitue le support de l’information génétique.  Chez les eucaryotes, 
l’ADN est intégré au sein d’un complexe nucléo-protéique appelé “chromatine”, permettant ainsi 
de contenir l’ensemble du génome (environ 2 mètres pour le génome humain) dans le noyau d’une 
cellule d’environ 5µm. La chromatine présente une fonction de structuration des territoires 
chromosomiques au sein du noyau. En effet, la chromatine peut adopter une conformation plus ou 
moins compactée, donnant naissance à des territoires chromatiniens définis par leur niveau de 
compaction  en interphase: l’hétérochromatine et l’euchromatine. De plus, la structure 
chromatinienne présente la particularité d’être très dynamique et permet donc de réguler 
l’accessibilité à l’ADN, constituant ainsi un élément crucial de la régulation des processus 
nécessitant un accès à l’ADN, tels que la réplication, la transcription ou la réparation de l’ADN. 
 
 
A- La structure de la chromatine 
 
 
i) Le nucléosome 
 
 
La chromatine est formée par l’assemblage de l’ADN avec des petites protéines de 11 à 14 
kD, appelées histones. Riches en résidus basiques, elles sont chargées positivement, ce qui permet 
des interactions de type électrostatique avec l’ADN. L’unité de base de la chromatine est le 
nucléosome, constitué par l’enroulement de 147 paires de bases d’ADN autour d’un octamère 
d’histones H3, H4 H2A et H2B (Figure 1). Chaque octamère est composé de deux dimères H3-H4 
agencés en tétramère stable au centre du nucléosome encadré par un dimère H2A-H2B de chaque 
côté (Luger, Mader et al. 1997). La présence d’une queue N-terminale non structurée d’une 
trentaine d’acides aminés qui émerge du nucléosome permet aux histones de subir différents types 
de modifications post traductionnelles. Ces modifications vont permettre de réguler les interactions 
protéines-ADN ou moduler le recrutement de facteurs protéiques au sein de la chromatine. Le 
nucléosome est stabilisé par la présence de l’histone de liaison H1 (histone  « linker » de 21 kD) 
positionnée au point d’entrée-sortie de l’ADN enroulé autour des histones de cœur (Campos and 
Reinberg 2009).  
Figure 3 : Les différents niveaux de compaction de la chromatine
A. L’ADN s’enroule autour d’un octamère d’histones pour former le nucléosome. La chaîne de nucléosomes 
constitue le premier niveau de compaction de la chromatine appelé « fibre de 11nm » ou « collier de 
perles ». Le niveau supérieur est appelé « fibre de 30nm ». La condensation maximale est atteinte avec le 
chromosome mitotique (modifié de Genetika®). B. Fibres de 11 et 30 nm observées en microscopie 
électronique (tiré de Molecular Biology of the Cell, 4th edition (2002)).
ADN Nucléosome
Fibre de 11nm
Fibre de 30nm
B.
A.
11nm
30nm
Chromosome mitotique
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ii) Les variants d’histones 
 
 
La famille des histones regroupe différents types de protéines. Les histones canoniques 
(H2A, H2B.1/H2B.2, H3.1/H3.2, H4) sont les composants universels des nucléosomes. Ces 
histones sont synthétisées en phase S et incorporées dans la chromatine principalement lors de la 
réplication. Les histones H2A, H2B H3 présentent également de nombreux variants qui sont 
retrouvés dans divers organismes. Ces variants sont codés par des gènes différents et se distinguent 
des histones canoniques par le fait qu’ils sont exprimés en dehors de la phase S et peuvent être 
incorporés indépendamment de la réplication. Leur déposition nécessite l’action de remodelages 
ATP-dépendants et/ou l’intervention de protéines chaperonnes. La séquence des variants d’histones 
peut différer de celle des histones canoniques au niveau de la queue N-terminale, du domaine 
globulaire ou seulement de quelques acides aminés. Ces divergences entre les histones canoniques 
et leur variants permettent, quand ces derniers sont intégrés dans les nucléosomes, d’acquérir une 
structure chromatinienne spécifique. L’incorporation de variants d’histone au sein d’un locus précis 
permet soit la mise en place de domaines chromatiniens spécifiques ou bien participe à la 
régulation de processus tel que la transcription ou la réparation (Figure 2) (Campos & Reinberg, 
2009) Ces variants ne sont pas toujours conservés au cours de l’évolution. Par exemple, chez 
l’homme, il existe plusieurs variants de l’histone H2A (H2AZ, H2AX, macroH2A et H2A.Bbd), un 
variant de l’histone H2B, spécifique des tissus testiculaires et des spermatozoïdes (TSH2B) et deux 
variants de l’histone H3 (H3.3 et CENPA). Chez saccharomyces cerevisae, il existe un seul variant 
pour H2A (Htz1, homologue de H2AZ). De plus, il n’existe pas d’histones H3.1/H3.2 qui sont 
remplacés par l’histone H3.3. Le variant d’histone Cse4 (homologue de CENPA) est aussi présent 
dans cet organisme. Enfin, chez la drosophila melanogaster, il existe un seul variant d’histone pour 
H2A (H2Av) et deux variants pour l’histone H3 (H3.3, Cid, homologue de CENPA).  
 
iii) Les niveaux supérieurs de compaction 
 
 
L’enchaînement des nucléosomes constitue la fibre de 11 nm, structure dite en « collier de 
perles », qui va ensuite s’enrouler sur elle même pour former une fibre de 30 nm de diamètre. 
Cependant, la structure tridimensionnelle précise et le mécanisme exact de formation de cette fibre 
sont encore débattus (Tremethick 2007). La compaction de la chromatine atteint un niveau 
maximum en mitose, avec la formation des chromosomes métaphasiques (Figure 3) (Felsenfeld & 
Groudine, 2003). Ces structures très condensées sont caractérisées par l’organisation de la fibre de 
Figure 4 : Niveaux supérieurs d’organisation de l’ADN au sein du noyau
Dans un noyau en interphase vu en microscopie électronique, on distingue l’euchromatine (claire, 
décondensée, active en transcription) et l’hétérochromatine (sombre, condensée, inactive) (tiré de 
http://academics.hamilton.edu/biology/kbart/image/nucleus.jpg).
euchromatine
hétérochromatine
noyau
 10 
30 nm en boucles sur un squelette protéique contenant notamment les protéines SMC (Structural 
Maintenance of Chromosomes proteins) (Wood, Severson et al. 2010; Woodcock and Ghosh 2010). 
 
Les différents niveaux de compaction permettent la définition de domaines chromatiniens 
en interphase : l’hétérochromatine et l’euchromatine, que l’on peut distinguer dans le noyau après 
incorporation d’intercalant à l’ADN ou en microscopie électronique (Figure 4) (Bierne, Tham et al. 
2009). L’euchromatine constitue une forme relâchée et contient des régions riches en gènes. En 
revanche, l’hétérochromatine est une structure beaucoup plus compactée pauvre en gènes mais 
riche en régions répétées. On distingue deux types de séquences hétérochromatiniennes. 
L’hétérochromatine constitutive, retrouvée notamment au niveau des centromères et des télomères 
des chromosomes, intervient dans le maintien de l’intégrité du génome et reste condensée tout au 
long de la vie de la cellule. L’hétérochromatine facultative, quant à elle, est une zone condensée 
inactive en transcription, mais qui peux se décondenser et devenir transcriptionnellement active 
dans différents contextes. Elle est cependant caractéristique de régions réprimées de façon stable, 
par exemple dans le cas de gènes développementaux qui doivent être réprimés en dehors de leur 
fenêtre d’activation spatio-temporelle. L’hétérochromatine facultative peut s’étendre sur un 
chromosome entier (X inactif dans les cellules mammifères femelles), une grande région 
génomique (locus des gènes HOX), ou être localisée sur des régions régulatrices de gènes (gènes 
soumis à l’empreinte) (Trojer & Reinberg, 2007). Les démarcations entre les domaines 
euchromatinien et hétérochromatinien sont caractérisés entre autres par la fixation du facteur CTCF 
qui permet de maintenir la frontière entre les deux (Ong & Corces, 2009).  
 
 
B- La Régulation de la structure chromatinienne 
 
 
La structure de la chromatine régule les processus nucléaires selon différents procédés. Tout 
d’abord, elle peut rendre plus ou moins accessible la molécule d’ADN via son degré de 
compaction. En effet, par exemple, la décompaction de la chromatine est souvent associée à 
l’activation de la transcription ou à la mise en place des processus de réparation de l’ADN. La 
compaction de la chromatine peut être modulée via des modifications post-traductionnelles des 
histones mais aussi via le remodelage de la chromatine ATP-dépendant. Ces processus sont médiés 
par des enzymes spécifiques. Enfin, les différentes modifications post-traductionnelles des histones 
ainsi que la méthylation de l’ADN peuvent servir de sites d’ancrage pour les protéines impliquées 
dans la mise en place et/ou la régulation des différents processus nucléaires. Dans cette partie de 
Figure 5 : Modifications post-traductionnelles des histones
A. Groupements susceptibles d’être ajoutés sur les différents acides aminés mentionnés. Latham and Dent, 
Nat Struct Mol Biol, 2007. B. Modifications caractérisées sur les queues N-terminales des histones H3, H4, 
H2A et H2B (liste non exhaustive) (modifié de Bannister and Kouzarides, Cell Res, 2011).
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l’introduction, je vais donc m’attacher à vous décrire les différentes régulations de la structure 
chromatinienne. 
 
i) La méthylation de l’ADN 
 
 
Les séquences d’ADN peuvent être méthylées sur les cytosines, principalement au niveau 
de dinucléotides CG (appelés CpG) chez les mammifères. Un groupement méthyl est alors attaché 
de façon covalente sur le carbone 5 de la cytosine. La méthylation de l’ADN sur les CpG est 
retrouvée dans tout le génome, notamment au niveau des transposons, des éléments répétés et du 
corps des gènes, mais aussi sur certains promoteurs. Le génome de mammifère est majoritairement 
méthylé, cependant il est ponctué de zones non méthylées, en particulier des séquences riches en 
GC, appelées îlots CpG. Ces séquences d’environ 1000 pb recouvrent 60 à 70% des régions 
promotrices chez l’humain. Les îlots CpG non méthylés marquent les gènes actifs en transcription 
(Deaton & Bird, 2011). En revanche, certains îlots CpG présents au niveau des promoteurs sont 
méthylés, résultant en la répression stable du gène associé. De façon générale, la méthylation de 
l’ADN est donc considérée comme répressive de la transcription, permettant ainsi l’expression 
correcte de gènes spécifiques de tissus mais aussi la mise en silence de séquences comme les 
transposons (Suzuki & Bird, 2008). La méthylation de l’ADN empêche la liaison de certains 
facteurs de transcription afin d’inhiber l’initiation de la transcription. D’autre part, les DNMTs 
elles-mêmes permettent le recrutement de complexes répresseurs contenant des activités de 
modification de la chromatine, comme des histones méthyl-transférases et des histones 
déacétylases.  
 
La méthylation de l’ADN est mise en place par des enzymes spécifiques, les DNA méthyl-
transférases (DNMTs). Il existe deux familles de DNMTs, qui sont un peu différentes en termes de 
structure et de fonctions, assurant la mise en place ou le maintien de la méthylation de l’ADN. 
Chez les mammifères, les DNMTs sont au nombre de 4. La famille des DNMT3 regroupe les 
méthyltransférases « de novo », qui établissent le patron de méthylation. Cette famille comporte 
deux enzymes catalytiquement actives, DNMT3a et DNMT3b, et un facteur régulateur, DNMT3-
Like (DNMT3L). DNMT3L interagit avec DNMT3a ou DNMT3b et permet d’augmenter leur 
activité enzymatique, agissant ainsi comme un régulateur de la méthylation de novo de l’ADN. La 
protéine DNMT1 est quant à elle une méthyltransférase « de maintien », qui permet de rétablir la 
méthylation des deux brins de l’ADN lors de la réplication (méthylation du brin néosynthétisé). 
Cette enzyme va donc avoir pour substrat des CpG hémiméthylés. DNMT2, initialement classée 
Figure 6 : Familles de complexes HAT et classes de HDAC chez l’homme
A. Tableau récapitulatif des familles de complexes humains contenant une activité HAT. B. Classification 
des enzymes à activité déacétylase chez l’homme.
A.
Classe Membres
I
HDAC1
HDAC2
HDAC3
HDAC8
II
HDAC4
HDAC5
HDAC6
HDAC7
HDAC9
HDAC10
III SIRT1
IV HDAC11
B.
Famille Complexe
HAT (sous-
unité
catalytique)
GNAT
PCAF PCAF
STAGA
GCN5L
TFTC
MYST
Tip60 Tip60
HBO1 HBO1
MOZ/MORF MOZ/MORF
hMOF hMOF
_
p300/CBP
_
Taf1
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comme une DNA méthyltransférase de par son homologie de séquence et de structure  avec les 
DNMTs connues, ne méthyle en réalité pas l’ADN mais une cytosine de l’ARN de transfert 
(ARNt)(Cheng & Blumenthal, 2008). 
 
ii) Les modifications post-traductionnelles des histones 
 
 
Les protéines histones peuvent subir différents types de modifications post-traductionnelles. 
Elles ont principalement lieu au niveau des queues N-terminales qui émergent du nucléosome, mais 
peuvent aussi être localisées au niveau du domaine globulaire ou de l’extrémité C-terminale. On 
trouve différents types de modification des histones qui peuvent avoir lieu sur différents résidus, 
telles que l’acétylation, la méthylation, l’ubiquitination, la sumoylation, la phosphorylation, ou 
encore l’ADP-ribosylation (Figure 5). Ces modifications sont mises en place et enlevées par des 
enzymes spécifiques, classées récemment selon une nouvelle nomenclature(Allis et al, 2007).  
 
 
 L’acétylation des histones 
 
 
L’acétylation des histones a lieu sur des résidus lysine, principalement sur de nombreux 
résidus de H3 et de H4, mais également sur les queues N-terminales de H2A et H2B (pour le détail 
des résidus acétylés (Figure 5). Elle est mise en place par des histones acétyl transférases (HAT ou 
KAT) sur des lysines (K), et enlevée par des histones déacétylases (HDAC) (Figure 7A) (Mujtaba, 
Zeng et al. 2007; Yang and Seto 2007; Bannister and Kouzarides 2011). Les HATs sont divisées en 
2 classes majeures : les HAT de type A, et les HAT de type B. Les HAT de type A sont classées en 
3 groupes en fonction de leur homologie de séquence et de structure, constituant les familles GNAT 
(pour Gcn5 related N-AcetylTransferase), MYST et CBP/p300. Elles peuvent acétyler les histones 
nucléosomales et libres sur de nombreux résidus. Les HAT de type B sont quant à elles 
majoritairement cytoplasmiques et de ce fait acétylent principalement les histones libres. Elles sont 
par exemple responsables de l’acétylation de H4K5 et H4K12, deux marques importante pour 
l’incorporation des histones sur les brins néosynthétysés après la réplication (Figure 6). Il existe 4 
classes de HDAC. La classe I comprend les HDAC 1, 2, 3 et 8, la classe II regroupe les HDAC 4, 
5, 6, 7, 9 et 10, tandis que la classe IV ne comporte qu’un membre, HDAC 11. Les HDAC de classe 
III correspondent à la famille des sirtuines. De façon générale, une HDAC donnée peut déacétyler 
un large panel de résidus (Figure 6). La spécificité de substrat est en réalité apportée par l’identité 
des complexes dans lesquels ces enzymes sont intégrées. L’acétylation permet la décompaction de 
Figure 7 : Acétylation et méthylation des histones
A. Mise en place et fonction de l’acétylation des histones. Les histones acétylées peuvent induire une 
relaxation directe de la chromatine grâce à la neutralisation des charges positives sur les histones 
(relachement direct), mais aussi permettre la liaison de facteurs contenant des domaines de reconnaissance 
qui vont influer sur la structure chromatinienne et/ou les mécanismes ADN-dépendants comme la 
transcription (recrutement de facteurs). B. Mise en place et mode d’action de la méthylation des histones. 
Les lysines méthylées vont permettre le recrutement de protéines effectrices à activité négative ou positive 
sur la compaction de la chromatine et/ou la transcription en fonction du résidu modifié (recrutement de 
facteurs). La méthylation n’induit pas de changement de charge.
A.
B.
Histone 
AcétylTransférase
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Histone 
DéACétylase 
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K
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DéMéthylase(K
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la chromatine par l’ajout d’un groupement acétyl sur la lysine. Cela provoque une neutralisation de 
la charge sur le résidu, induisant ainsi une diminution de la force d’interaction histone-ADN et 
donc une ouverture de la chromatine. D’autre part, l’acétylation des histones va permettre le 
recrutement de facteurs par l’intermédiaire de leur bromodomaine, domaine d’interaction avec les 
lysines acétylées. Ces protéines effectrices vont alors pouvoir effectuer leur fonction biologique. 
L’acétylation des histones est ainsi généralement corrélée à l’activation de la transcription. Nous 
verrons ultérieurement qu’elle tient aussi une grande place dans la prise en charge des dommages à 
l’ADN (Berger 2007; Mujtaba, Zeng et al. 2007). 
 
 
 La méthylation des histones 
 
 
La méthylation des histones peut avoir lieu sur des lysines (K) ou des arginines (R). Les 
lysines peuvent être modifiées par l’ajout de 1, 2 ou 3 groupement(s) methyl. Les sites privilégiés 
de méthylation dans les cellules mammifères sont les lysines 4, 9, 27, 36, et 79 de l’histone H3 
ainsi que la lysine 20 de l’histone H4. Elle est mise en place grâce à l’activité des histones lysines 
méthyltransférases (KMT) et enlevée par des histones lysines déméthylases (Figure 7B) (KDM). La 
méthylation n’influe pas sur la charge des histones et ne va donc pas avoir d’effet direct sur la 
structure du nucléosome. Les différents résidus méthylés constitueront une plateforme de 
recrutement de facteurs protéiques. Comme pour l’acétylation, des protéines contenant des 
domaines de reconnaissance particuliers comme les chromodomaines, les domaines TUDOR, les 
domaines WD40 ou encore les domaines PHD vont être recrutées au niveau des lysines méthylées 
(figure 8B). Cependant, à l’inverse de l’acétylation qui est généralement associée avec l’activation 
transcriptionnelle, la relation entre la méthylation des histones et l’état transcriptionnel est plus 
complexe et dépend du résidu modifié (Kouzarides 2002; Berger 2007; Kouzarides 2007; Li, Carey 
et al. 2007; Bannister and Kouzarides 2011).  
 
La méthylation des histones sur les arginines est caractérisée quant à elle par l’ajout de un 
ou 2 groupements méthyl, la diméthylation pouvant être symétrique ou asymétrique. Elle est mise 
en place par des enzymes spécifiques de résidu, les PRMT (protein arginine N methyltransferase), 
qui sont classées en deux groupes : les PRMT de type I catalysent la diméthylation asymétrique 
tandis que les PRMT de type II sont responsables de la diméthylation symétrique des arginines. Le 
retrait de la méthylation des arginines peut s’effectuer par deux mécanismes : la formation d’un 
résidu citrulline par l’action des enzymes PAD (dans ce cas il n’est plus possible de modifier le 
gLys 48
Signalisation
Lys 63
f
Figure 8 : Ubiquitination des protéines
(a) L’ubiquitine est activée par l’enzyme d’activation de l’ubiquitine E1 (ubiquitin-activating enzyme). (b)
l’ubiquitine activée est alors transférée sur l’ubiquitine de conjugaison E2 (ubiquitin-conjugating enzyme) 
par un pont thioester. (c) L’enzyme E2 va alors interagir avec l’ubiquitine ligase E3 (ubiquitin-ligase 
enzyme) ce qui permet le transfert de l’ubiquitine sur un résidu lysine de la protéine substrat. (e) La protéine 
mono-ubiquitinylée peut alors se dissocier de l’enzyme E3 ou acquérir de nouvelles ubiquitines de façon à
former une chaine de poly-ubiquitine. Une ubiquitine peut lier une autre ubiquitine par un seul site 
d’attachement. Ces chaines peuvent être liées sur différents résidus lysines. La poly-ubiquitination sur la 
lysine 48 provoque la dégradation de la protéine vers le protéasome (f) alors que les mono ou poly-
ubiquitination sur d’autres résidus lysines (par exemple, les chaines de poly-ubiquitine sur la lysine 63 ) sont 
généralement impliquées dans la signalisation cellulaire (g) (modifié de Deshaies, 2009)
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résidu par méthylation par la suite), ou l’enlèvement des groupements méthyl par une histone 
déméthylase. De même que pour la méthylation des lysines, la corrélation entre l’état 
transcriptionnel et la méthylation des histones sur les arginines va dépendre du résidu modifié(Litt 
et al, 2009). Bien que le rôle de la méthylation des histones dans la transcription soit largement 
étudié, son impact dans les autres processus nucléaires est encore mal compris. Cependant, 
quelques données suggèrent un rôle de cette modification dans la prise en charge des DSB. Je le 
détaillerai plus exhaustivement dans la suite du manuscrit. 
 
 
 L’ubiquitination des histones 
 
 
L’ubiquitination des protéines est un mécanisme clé pour la régulation de divers processus 
cellulaires. L’ubiquitine est attachée de manière covalente aux résidus lysines des protéines. 
L’assemblage de quatre ubiquitines sur la lysine 48 marque les protéines pour permettre leur 
dégradation par le protéasome tandis que les mono ou poly-ubiquitination sur d’autres résidus 
lysine (par exemple, les chaines de poly-ubiquitine sur la lysine 63) sont un signal non 
protéolytique impliqué dans la réparation de l’ADN ou divers signaux de transduction. Ces 
dernières servent principalement à altérer la fonction des protéines en changeant sa structure, ses 
partenaires, sa localisation cellulaire… L'ubiquitination fait intervenir successivement trois grandes 
classes d'enzymes appelées E1 (ubiquitin-activating enzyme), E2 (ubiquitin-conjugating enzyme) et 
E3 (ubiquitin-ligase enzyme). Pour l’instant une seule enzyme E1 a été caractérisée. On dénombre 
une trentaine de E2-ligases et plus de 700 E3-ligases : la spécificité de l'ubiquitination est donc très 
majoritairement due à l'E3 ligase qui détermine la protéine cible. L’enzyme E1 va principalement 
activer l'ubiquitine selon un processus ATP dépendant. L’ubiquitine activée est alors transférée à 
l’enzyme E2 via un pont thioester. L’ubiquitine ligase E3 interagit alors avec l’enzyme E2, via le 
pont thioester, et transfert l’ubiquitine sur les lysines de la protéine à ubiquitiner (Deshaies & 
Joazeiro, 2009). La réactivation inverse est réalisée par les déubiquitinases (Figure 8). 
 
Les histones H2A et H2B sont sujettes à des modifications de type monoubiquitination 
principalement sur les lysines 119 et 120 respectivement chez les mammifères. La relation entre 
ubiquitination des histones et état transcriptionnel dépend du résidu modifié. En effet, 
l’ubiquitination de H2A (H2AK119ub) sur le corps des gènes est corrélée à la répression de la 
transcription, tandis que l’ubiquitination de H2B (H2BK120ub) au niveau des promoteurs et des 
régions codantes est associée à une chromatine transcriptionnellement active(Weake & Workman, 
Figure 9 : La sumoylation des protéines
(a) Les protéines SUMO sont tout d’abord clivées par les protéines de la famille SENP (Sentrin-specific 
protéases) formant des protéines SUMO-GG. (b) Ces protéines SUMO sont ensuite activées par l’enzyme de 
conjugaison E1 (hétérodimère SAE1-SAE2). (c) La protéine SUMO activée est alors transférée à l’enzyme 
E2. Enfin, la protéine SUMO est conjuguée à la lysine réceptrice de la protéine substrat. (d) La ligation est 
favorisée par l’action de SUMO ligases E3. (e) Les peptides SUMO peuvent être retirés par des protéines de 
la famille SENP (modifié de Sarge, 2011).
a
b c
d
e
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2008). Par ailleurs, l’ubiquitination des histones H2A et H2AX sur les lysines 63 est un événement 
clé de la réponse aux dommages à l’ADN, mécanisme que je détaillerais ultérieurement (Figure 9) 
(Srivastava et al, 2009). 
 
 La sumoylation des histones 
 
 
La sumoylation est une modification post-traductionnelle aboutissant à la liaison covalente 
d'une ou plusieurs protéines SUMO sur une lysine acceptrice d'une protéine cible. Le processus de 
sumoylation est très proche biochimiquement de celui de l'ubiquitination, notamment en impliquant 
une cascade similaire d'enzymes la sumoylation régule les propriétés biochimiques des protéines 
cibles (trafic intracellulaire, interaction protéique, interaction ADN-protéine, activité 
transcriptionnelle...). Le processus de sumoylation met en jeu une série de trois étapes 
enzymatiques. La première étape, nommée maturation, correspond au clivage de la partie C-
terminale de la protéine SUMO par des protéases de la famille SENP (Sentrines protéases), formant 
une protéine SUMO-GG. La deuxième étape est dite d'activation et consiste en la création d'un lien 
thioester entre SUMO clivée et l’enzyme E1 activatrice (SAE1/SAE2). La troisième étape est la 
conjugaison du SUMO «activé» (SUMO-GG), qui transfère de l'enzyme E1 à l’enzyme E2 
conjugante (Ubc9). L’enzyme E2 est capable d'interagir et de modifier directement les substrats 
protéiques ciblés et peut aussi jouer le rôle de ligase. Néanmoins, de nombreuses enzymes du type 
E3 ligases ont été récemment caractérisées pour SUMO. Celles-ci semblent favoriser le processus 
de sumoylation en stabilisant la formation du complexe E2/substrat. À ce titre, les SUMO-E3 
ligases sembleraient particulièrement déterminer une certaine spécificité de substrat in vivo. Enfin, 
comme l'ubiquitination, la sumoylation est un processus réversible et dynamique puisqu'il existe 
des enzymes protéases qui clivent SUMO de son substrat. Ces enzymes font partie de la famille 
SENP ((Sentrin protease) (Sarge & Park-Sarge, 2011)) 
 
La sumoylation est une modification caractérisée sur l’histone H4 chez les mammifères et 
sur toutes les histones canoniques chez la levure. L’ajout de ce polypeptide de 100aa est assuré par 
des E3 ligases spécifiques et a pour conséquence de réprimer la transcription, en recrutant des co-
répresseurs, dont les HDAC. Ce recrutement s’effectue par l’intermédiaire de domaines de 
reconnaissance présents dans ces co-répresseurs, appelés domaines SIM (SUMO interacting motif).  
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 La phosphorylation des histones 
 
 
Les histones peuvent être phosphorylées sur des sérines (S), des thréonines (T) et des 
tyrosines (Y). Le niveau de phosphorylation des histones est contrôlé par l’action antagoniste de 
kinases et de phosphatases. La phosphorylation de la serine 10 de l’histone H3 par exemple 
(H3S10), modification très étudiée, est retrouvée à des niveaux élevés au niveau des gènes actifs 
(tout comme la phosphorylation de H3T11 et H3S28). Les chromosomes mitotiques, structures très 
condensées et transcriptionnellement inactives, sont également riches en H3S10P (Ray-Gallet et al, 
2005). La phosphorylation du variant d’histone H2AX est mise en place très rapidement après 
l’induction de cassures doubles brins de l’ADN (DSB). Il intervient dans la signalisation des 
dommages et est communément utilisé comme marqueur des DSB. C’est un événement très étudié 
et finement régulé lors de la prise en charge des DSB, processus que j’expliquerai de manière 
exhaustive dans la suite de mon manuscrit.  
 
 
 La poly(ADP)ribosylation des histones 
 
 
Le transfert d’un ADP-ribose provenant du nicotinamide adénine dinucléotide (NAD+) sur 
des résidus spécifiques des protéines substrats constitue la mono-ADP-ribosylation. Cet ADP-
ribose peut alors servir d’accepteur pour des ADP-ribosylations supplémentaires. L’élongation 
subséquente de ces ADP-ribose est réalisée par un lien (1’-2’) ribose-ribose et génère des protéines 
poly-ADP-ribosylées. La mono-ADN ribosylation est prédominante dans la cellule par rapport  à la 
poly-ADP-ribosylation. De manière intéressante, la poly-ADP-ribosylation se produit généralement 
sur des protéines nucléaires alors que la mono-ADP-ribosylation est majoritairement retrouvée sur 
des protéines cytoplasmiques. Chez les mammifères, il existe trois familles de protéines capable de 
générer l’ADP-ribosylation : les protéines PARP (poly-ADP-ribosetransférases), ARTC 
(membrane-associated ecto-ARTs) et sirtuines. Les protéines PARP sont des mono et poly-ADP-
ribosyltransférases alors que les ARTC et sirtuines sont des mono-ADP-ribosyltransférases. La 
poly-ADP-ribosylation est une modification post-traductionnelle réversible. L’hydrolyse du pont 
protéine-ADP-ribose ou des ponts entre les unités d’ADP-ribose est réalisé par des ADP-ribose 
hydrolases. Cette modification permet la régulation de protéines impliquées dans divers processus 
cellulaires. Cette modification ajoute une charge négative à la protéine modifiée affectant ainsi sa 
structure. Cela peut alors réguler son activité enzymatique ou l’interaction avec d’autres protéines. 
Toutes les protéines histones peuvent être mono ou poly-ADP ribosylées au sein de la chromatine 
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même si l’histone H1 est  le meilleur accepteur de l’ADP-ribosylation. Les histones sont modifiées 
majoritairement sur les résidus glutamates mais aussi sur les résidus lysines. Différentes études ont  
montré que la poly-ADP-ribosylation des nucléosomes influe directement sur l’état de compaction 
de la chromatine en permettant sa relaxation. Elle constitue aussi un site d’ancrage à de nombreuses 
protéines notamment certains remodeleurs de la chromatine. Ce processus a notamment été 
impliqué dans la réparation de l’ADN mais son rôle dans la progression du cycle cellulaire, la 
réplication et la transcription commence à être décrit(Messner & Hottiger, 2011). 
 
 L’hypothèse du code des histones 
 
 
L’hypothèse du code des histones, avancée en 2001, propose que la combinaison des 
différentes modifications va constituer un code qui une fois décrypté par des protéines lectrices 
permettra de dicter à la machinerie de transcription l’issue transcriptionnelle appropriée(Jenuwein 
& Allis, 2001). Les protéines lectrices sont celles contenant un domaine de reconnaissance des 
résidus modifiés (Taverna, Li et al. 2007; Bannister and Kouzarides 2011). L’analyse des données à 
grande échelle montre que le nombre de combinaisons différentes observées sur le génome est 
beaucoup moins important que celui attendu en théorie, étant donné les diverses modifications post-
traductionnelles des histones décrites (Karlic, Chung et al. 2010; Kharchenko, Xi et al. 2011; Ucar, 
Hu et al. 2011). Certes le code des histones est complexe, mais les modifications des histones ne 
sont pas établies au hasard sur le génome, elles sont inter-reliées. Ceci implique que la mise en 
place du code s’effectue de manière coordonnée grâce à un dialogue entre les marques, la présence 
de l’une d’entre elles influant sur la déposition ou l’éviction d’une autre. Ainsi, différents 
mécanismes moléculaires impliquant les enzymes de modifications des histones sont mis en place 
pour assurer cette coordination. Ces dernières années, de nombreuses études ont été réalisées sur 
l’influence de la chromatine sur la prise en charge des dommages à l’ADN (notamment les DSB), 
domaine que j’ai particulièrement détaillé par la suite. Ces travaux montrent que tout comme pour 
la transcription, le contexte chromatinien et les différentes modifications que peut subir la 
chromatine influencent largement les mécanismes de réparation ainsi que la signalisation des 
dommages. Des études supplémentaires sont nécessaires pour mieux comprendre la mise en place 
des marques chromatiniennes et leurs interdépendances, processus qui permet une coordination 
correcte de tous les événements nécessaires à la gestion de ces dommages. Ainsi, l’existence d’un 
code des histones pour dicter la prise en charge des dommages à l’ADN semble être aussi une 
hypothèse plausible. 
 
Figure 10 : Modèle de remodelage ATP-dépendant
A. A gauche: Vue d’un nucléosome de profil. A droite: Vue d’un nucléosome de face. L’ADN est représenté
en rose pour la 1ère spire et en violet pour la 2éme spire autour du nucléosome. Un astérisque (*) est 
représenté comme point de référence pour mieux visualiser la progression de l’ADN. B. Les stades 1 à 4 
représentent les étapes successives qui ont lieu durant le processus de remodelage. L’enzyme de remodelage 
(ou remodeler) est ancré sur le centre de l’octamère par un domaine charnière (Ch). Le changement de 
conformation du domaine de liaison à l’ADN (DBD. Stade 1) entraîne la formation d’une boucle d’ADN 
(Stade 2) qui va se propager autour du nucléosome grâce au domaine de translocation du remodeler (Tr. 
Stade 3). A la fin du processus, l’enzyme retrouve sa conformation initiale (Stade 4) et est prête pour un 
nouveau cycle de remodelage (modifié de Clapier and Cairns 2009).
A.
B.
 18 
iii) Les remodelages ATP-dépendants de la chromatine 
 
 
 Au sein de la cellule, les ATPases capable de remodeler la structure de la chromatine sont 
présentes au sein de complexes multi-protéiques. Grâce à leur activité ATPase, ces complexes de 
remodelage de la chromatine (CRC) perturbent les interactions électrostatiques entre l’ADN et le 
nucléosome. En effet, les remodeleurs portant une activité ATPase sont très similaires aux ADN 
translocases. Le remodelage se produit grâce à l'action concertée du domaine de liaison à l'ADN et 
du domaine de translocation qui va faire glisser l'ADN localisé au niveau du linker induisant la 
formation d'une boucle d'ADN qui se propage le long du nucléosome le long du nucléosome. Cela 
résulte en une libération transitoire de l'ADN qui était enroulé autour de l'ADN puis d'un 
repositionnement du nucléosome. Le remodeleur retrouve sa conformation initiale sur le 
nucléosome prêt pour un nouveau cycle de remodelage (Figure 10). Maintenant, il reste à étudier 
précisément comment cette propriété peut être utilisée pour différentes activités. En effet, des tests 
de remodelage effectués grâce à des nucléosomes reconstitués montrent que l'activité de 
remodelage de la chromatine par les CRC peut avoir différentes conséquences sur la structure 
chromatinienne. Elle peut exposer une séquence d'ADN initialement cachée par l'octamère 
d'histone et qui devient accessible pendant le remodelage ou bien elle peut altérer la composition du 
nucléosome en modifiant les dimères d'histones au sein d'un nucléosome. Ainsi, cela leur permet de 
déplacer les nucléosomes le long du brin d’ADN, de les éjecter ou d’échanger les histones au sein 
même des nucléosomes (Figure 11). Tous ces changements de la structure chromatinienne sont 
essentiels pour réguler l'accessibilité des histones et/ou de l’ADN lors de processus cellulaires 
hautement régulés. En effet, ces complexes sont impliqués dans la régulation de la transcription en 
contrôlant la compaction des régions promotrices et régulatrices des gènes. Ils remodèlent aussi la 
chromatine lors du passage des ARN et ADN polymérases pendant la transcription et la réplication. 
Lors de la réparation, ils déstabilisent les nucléosomes afin de rendre rapidement accessible l'ADN 
endommagé par la machinerie de réparation. Enfin, ils jouent un rôle important dans la reformation 
de la structure chromatinienne une fois ces mécanismes achevés. Par exemple, ils espacent 
correctement les nucléosomes une fois la réplication terminée (Clapier and Cairns 2009; 
Hargreaves and Crabtree 2011). 
 
 La spécificité de fonction de chacun des CRC dépend de la sous-unité catalytique mais 
aussi des protéines accessoires associées. En effet, ces sous-unités accessoires régulent l’activité 
enzymatique des sous-unités catalytiques, les interactions avec d’autres protéines (enzymes de 
Site de liaison
Déplacement
Suppression
Déroulement
Echange de 
dimères
Suppression 
de dimères
Exposition du 
site de liaison
Changement de 
composition du 
nucléosome
a.
b.
Variant d’histone
Figure 11 : Le remodelage de la chromatine ATP-dépendant
L’action des enzymes de remodelages (remodeler) donne lieu à différents produits que l’on peut classer en 
deux catégories: (a) L’exposition de site: un site de liaison (en vert) pour des protéines (DNA-binding 
proteins (DBP) en violet est masqué par l’octamère d’histone et devient accessible par le déplacement ou la 
suppression du nucléosome ou le déroulement local de l’ADN. (b) Le changement de composition du 
nucléosome: le contenu d’histone masquant le site de liaison est modifié par des échanges de variants 
d’histones ou la suppression de dimères d’histones (modifié de Clapier and Cairns, 2009).
a
b
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modification de la chromatine, facteurs de transcription, protéines de la réparation,…) et peuvent 
permettre le ciblage du complexe à l’ADN et/ou aux histones. Il est important de noter que les 
remodeleurs de la chromatine travaillent en collaboration avec d'autres facteurs de modifications de 
la chromatine pour contrôler la dynamique de la chromatine. De plus, les différentes modifications 
de la chromatine sont reconnues par les remodeleurs et sont utilisées à la fois pour cibler et réguler 
les CRC.  
 
Parmi les sous-unités accessoires, on note souvent la présence de l’actine ou de protéines 
associées appelées Arp. Ces protéines se lient directement aux ATPase notamment via le domaine 
HSA. Contrairement à l'actine et à Arp4, les autres protéines Arp ne lient pas l'ATP et ne 
l'hydrolysent pas. Il existe 11 familles de protéines Arp dont les protéines Arp4 à 9 sont 
principalement retrouvées dans le noyau. Elles sont retrouvées dans les complexes des familles 
SWI/SNF et INO80/SWR1. Arp7 et 9 apparaissent comme être spécifiques aux champignons et ont 
certainement des fonctions similaires à Arp4 chez les eucaryotes supérieurs. Les études ayant 
portées sur le rôle de l'actine et des protéines Arp au sein des CRC montrent qu'elles régulent 
l'activité de remodelage de ces complexes. En effet, l’actine est nécessaire à l’activité ATPase de 
BRG1 et de SWR1. Chez la levure, Arp4 est nécessaire à la fonction de NuA4, INO80 et SWR1 
dans la réparation de l’ADN. Arp6 fait partie du complexe  SWR1 et régule la liaison avec le 
variant d’histone H2AZ avant son incorporation dans les nucléosomes par le complexe SWR1. 
Enfin, Arp5 et 8 sont des sous-unités essentielles au complexes Ino80 chez la saccharomices 
cerevisae  (Hargreaves & Crabtree, 2011). 
 
Les ATPases qui remodèlent la chromatine ont été classées en quatre grandes familles : 
SWI/SNF, ISWI, CHD et INO80/SWR1 (Figure 12). Les familles sont conservées de la levure à 
l'homme bien qu'il y ait quelques variations du nombre ou de l'identité des protéines qui forment les 
CRC (Figure 13). 
 
 La famille des SWI/SNF 
 
 
Les complexes de la famille SWI/SNF (SWItch/SucroseNonFermentable) ont été 
initialement purifiés chez Saccharomyces cerevisae et se composent de 8 à 14 sous-unités. Ils sont 
conservés au cours de l’évolution. Ils sont représentés par deux complexes différents aussi bien 
chez la levure (SWI/SNF et RSC), la drosophile (BAP et PBAP) ou l’homme (BAF et PBAF). La 
A.
Famille Sous-famille Complexe
ATPase (sous-unité
catalytique)
SWI2/SNF2
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Figure 12: Complexe de remodelage ATP-dépendant
A. Représentation schématique des 4 grandes familles d’enzyme de remodelage ATP-dépendant. La position 
des différents domaines fonctionnels est indiquée. HSA: domaine de liaison à l’actine, SANT et SLIDE: 
domaines importants pour la liaison aux histones, DExx et HELICc: activité catalytique, BROMO: 
reconnaissance des lysines acétylées, CHROMO: reconnaissance des lysines méthylées. (Adapté de Tang et 
al., Prog Biophys Mol Biol 2010. B. Tableau récapitulatif des différents complexes de remodelage ATP-
dépendants chez l’homme. 
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sous-unité catalytique portant l’activité ATPase présente un domaine ATPase formé par les 
domaines DExx et HELICc, un domaine de liaison HSA (helicase-SANT), un domaine post-HSA 
et un bromodomaine en C-Terminal. Cette famille est capable de faire glisser et d’éjecter des 
nucléosomes à différents loci lors de divers mécanismes cellulaires. Cependant, elle n’a pas de rôle 
dans l’assemblage de la chromatine (Figure 12 et 13).   
 
Des études chez la levure ont montré que le complexe SWI/SNF et RSC n’ont pas de 
fonctions redondantes mais des fonctions spécifiques. Tous deux régulent l’expression des gènes 
mais ils ont des cibles différentes. RSC a aussi été impliqué dans la cohésion des chromatides 
sœurs, la ségrégation des chromosomes, la maintenance de la ploidie et la réparation de l’ADN. De 
plus, chez la levure, le complexe SWI/SNF est monomorphique alors que chez l’homme le 
complexe BAF est polymorphique ce qui lui permet d'étendre ses cibles et donc ses fonctions 
cellulaires. Par exemple, il a été montré par des études génétiques que l’échange de sous-unités au 
sein du complexe BAF participe à la transition d’un état de pluripotence à un état de multipotence à 
l’engagement dans la différenciation post-mitotic des neurones. Ainsi, la composition unique du 
complexe BAF à chaque stade développemental corrèle avec un programme d’expression génique 
spécifique. Ce complexe a notamment été impliqué dans la régulation de gènes spécifiques lors de 
processus développementaux (différenciation neurale ou musculaire). Il est aussi bien impliqué 
dans l’activation que dans la répression transcriptionnelle. Il se lie majoritairement aux enhancers et 
peut donc réguler les gènes au travers d’interactions à longue distance (Hargreaves & Crabtree, 
2011).  
 
 La famille ISWI 
 
 
Les complexes de la famille ISWI (imitation-switch family) ont été initialement purifiés 
chez drosophila melanogaster et contiennent de deux à 4 sous-unités. Ces ATPases présentent un 
domaine ATPase formé par les domaines DExx et HELICc. Elles possèdent aussi un domaine 
SANT et un domaine SLIDE en C-Terminal qui forment un domaine de reconnaissance des 
histones non modifiées et de l'ADN (Figure 12). La plupart des eucaryotes présentent de nombreux 
complexes ISWI avec des sous unités accessoires spécifiques (Figure 13). Comme pour les 
ATPases de la famille de SWI/SNF, l’existence de ces différents complexes permet de réguler les 
fonctions des ATPase ISWI notamment lors du développement. Ces complexes sont généralement 
impliqués dans la répression transcriptionnelle même s’ils peuvent aussi jouer un rôle dans 
Figure 13 : Tableau récapitulatif de la conservation des complexes de remodelage ATP-dépendants au 
cours de l’évolution (Clapier, 2009)
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l’activation de la transcription (certains gènes homéotiques chez la drosophile). Les complexes 
ISWI participent aussi à la réplication notamment dans l’hétérochromatine. De plus, les complexes 
CHRAC et ACF jouent un rôle dans le placement des nucléosomes après leur déposition une fois la 
réplication terminée.  Des études chez drosophila melanogaster montrent qu’ISWI est enrichi dans 
l’hétérochromatine et qu’elle participerait à la formation de cette structure. Enfin de récentes études 
montrent l’implication des complexes ISWI dans la réparation des dommages à l’ADN (Hargreaves 
& Crabtree, 2011). 
 
 La famille des CHD 
 
 
Les complexes de la famille CHD (Chromodomain helicase DNA-binding protein) ont été 
initialement purifiés chez le xénope et contiennent une à 10 sous-unités. Les sous-unités 
catalytiques présentent un domaine ATPase formé par les domaines DExx et HELICc et deux 
chromodomaines en N-terminal (Figure 12). Chez la levure, un seul membre (appelé CHD1) est 
présent. Chez l’homme, les sous-unités catalytiques sont au nombre de 9. Elles ont été classées en 
trois familles selon leur similarité de structure : CHD1/2, CHD3/4 et CHD 5 à 9. Le complexe le 
mieux caractérisé chez l’homme est le complexe NURD qui comprend CHD3 et CHD4. Il contient 
aussi deux histones déacétylases : HDAC1 et HDCA2 (Figure 13)(Hargreaves & Crabtree, 2011).  
 
De nombreuses CHD sont impliquées dans des processus développementaux via leur rôle 
dans la régulation de la transcription de gènes spécifiques. Certains des complexes CHD favorisent 
la transcription comme CHD1 qui s’associe avec d’autres complexes contenant des histones 
acetyltransferases. Cependant, d’autres ont un rôle répresseur comme le complexe NURD qui 
contient une histone déacétylases et des protéines qui lient des methyl CpG. D’autres études 
montrent aussi que les protéines de la famille CHD peuvent aussi avoir des rôles dans 
l’organisation de la chromatine au sein du noyau comme CHD8 qui présente des fonctions 
insulatrices, dans l’assemblage des nucléosomes comme CHD2, ou dans la réparation des 
dommages à l’ADN comme CHD3 et 4 (Hargreaves & Crabtree, 2011). 
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 La famille INO80/SWR1 
 
 
Les complexes de la famille INO80 ont été initialement purifié chez Saccharomyces 
cerevisae et contient plus de 10 sous-unités. Les sous-unités catalytiques contiennent un domaine 
ATPase scindé en deux par des domaines de liaison aux protéines Arp et Rvb1/2 (ATPases) et un 
domaine HSA (Figure 12). Chez la levure et la drosophile, il existe deux complexes différents 
(Ino80, Swr1 ou Domino) alors que trois complexes différents sont présents chez l’homme (Ino80, 
SRCAP, Swr1). Ces complexes de la famille INO80 possèdent généralement, en plus de l’ATPase, 
d’autres activités enzymatiques agissant sur la structure chromatinienne. Ainsi, le complexe Ino80 
contient une ATPase (Ino80), deux hélicases (Rvb1,2) et des sous-unités accessoires. Ceci est 
conservé de la levure à l’homme. Le complexe Swr1 de levure présente une ATPase (Swr1) et deux 
hélicases (Rvb1,2). Chez la drosophile, le complexe Domino comprend une ATPase (domino), 
deux hélicases (Reptin et Pontin) et une histone acetyltransferase (Tip60). Chez l’homme, Swr1 
possède deux orthologues (SRCAP et p400) présents dans deux complexes distincts. Le complexe 
SRCAP regroupe une ATPase (SRCAP) et deux hélicases (Tip49 et b) alors que le complexe p400 
comprend une ATPase (p400), deux hélicases (Tip49 a et b) et une histone acetyltransferase 
(Tip60) (Figure 13). Au niveau moléculaire, l’ATPase Swr1 et ses orthologues sont capables 
d’échanger le dimer H2A-H2B par un dimer H2AZ-H2B au sein des nucléosomes ce qui a été 
impliqué dans la régulation transcriptionnelle de gènes. Les complexes de la famille INO80/SWR1 
jouent un rôle à la fois dans l’activation et dans la répression transcriptionnelle de gènes 
spécifiques, dans la réplication et dans la signalisation et réparation des dommages à l’ADN. 
Certaines de ces fonctions sont connues pour dépendre de l’incorporation de H2AZ dans la 
chromatine (Hargreaves & Crabtree, 2011).  
 
 
C- L’ATPase p400 
 
 
 
Au cours de ma thèse je me suis intéressée à l’étude du remodeleur de la chromatine p400 dans 
la stabilité génomique. Je vais donc m’attacher à vous décrire plus particulièrement les 
caractéristiques structurales et fonctionnelles de cette protéine connues à  ce jour.  p400 (EP400) est 
une ATPase de la famille SWI2/SNF2 qui est retrouvée au sein de deux complexes multiprotéiques 
: le complexe Tip60, comprenant aussi l’histone acétyltransférase Tip60 et les hélicases Tip49a/b, 
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et le complexe p400, dépourvu de la protéine Tip60. Elle a été découverte en 2001 grâce à son 
interaction avec l’oncoprotéine virale E1A (Fuchs, Gerber et al. 2001).  
 
Les caractéristiques structurales de p400 
 
 
Le gène codant pour p400 est situé sur le chromosome 12 en position q24.33. Ce gène 
s’étend sur 130,5 kb et est constitué de 53 exons codant pour une protéine de 3122 acides aminés. 
L’ARNm majoritaire correspondant à ce gène compte 12,265 nucléotides. Il s’agit en fait de 
l’isoforme 2 de p400 qui correspond à la protéine p400 couramment étudiée. 3 autres isoformes 
générées par épissage alternatif ont été décrites (www.proteinatlas.org) : l’isoforme 1 comporte une 
séquence normalement épissé dans l’intron 2, l’isoforme 3 ne comporte pas l’exon 4 et l’isoforme 4 
a perdu l’exon 23 (Figure 16A). En revanche, aucune confirmation expérimentale n’a été apportée à 
ce jour sur l’existence des protéines correspondantes à ces ARNm. On trouve également un 
pseudogène nommé « EP400 N-terminal like » (EP400-NL) sur le même locus codant 
théoriquement pour une protéine de 45kDa.  
 
L’ATPase p400 contient les différents motifs qui constituent le domaine ATPase/Hélicase 
SNF2 retrouvé dans toutes les ATPases de la famille SW2/SNF2 (Figure 16B, acides aminés 1057 
à 1335). Par alignement de séquence, on retrouve 3 autres domaines conservés dans la super famille 
des hélicases à savoir un domaine HSA (Helicase/SANT-associated ; acides aminés 763 à 834), un 
domaine DEXDc (Dead-like box Helicases C-terminal domain ; acides aminés 1074 à 1209) 
contenant le site de liaison de l’ATP (acides aminés 1082 à 1086) et enfin un domaine HELICc 
(Helicase C-terminal domain ; acides aminés 1854 à 1982). Les domaines HELICc et DEXDc 
formant le domaine ATPase de p400. Cette protéine présente une séquence de localisation  
nucléaire (NLS) (Figure 12) (Hargreaves & Crabtree, 2011).  
 
 
Les caractéristiques fonctionnelles de p400 dans l’homéostasie de la 
cellule 
 
 
 Sa localisation, expression et régulation 
   
 
La protéine p400 est une protéine majoritairement nucléaire exclue des nucléoles et des 
zones denses d’hétérochromatine chez la souris (Ueda et al, 2007). De plus, des expériences 
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d’immunohistochimie (IHC) sur différents types de tissus humains révèlent un marquage nucléaire 
de la protéine (www.proteinatlas.org). Les seules données connues sur son expression montrent 
qu’elle est exprimée de manière ubiquitaire (Fuchs, Gerber et al. 2001; Ueda, Watanabe-Fukunaga 
et al. 2007). Jusqu'à présent une seule étude fait mention de mécanismes de régulation de l’activité 
de p400. En effet, l’expression de p400 diminue au cours de la sénescence (Young, Schlisio et al. 
2008). En revanche des études à grande échelle de spectrométrie de masse ont permis de mettre en 
évidence au moins 13 sites phosphorylés et 5 sites acétylés sur p400, suggérant une grande 
complexité dans le réseau de régulation de cette protéine (Dephoure, Zhou et al. 2008; Choudhary, 
Kumar et al. 2009).   
 
 Son activité enzymatique 
 
 
Tout d’abord, les travaux de Fuchs et al. ont montré que le complexe p400 présente une 
activité ATPase et hélicase (Fuchs, Gerber et al. 2001). Notons que les auteurs n’ont jamais réussi à 
dissocier p400 de l’hétérodimère Tip49/Tip48 et n’ont donc pas pu analyser la fonction 
enzymatique de p400 seule. Puis, différents travaux chez la levure, la drosophile et l’homme ont  
montré que p400 permet l’échange de variants d’histone, notamment le variant H2A.Z. Tout 
d’abord, chez la drosophile, l’homologue de p400 permet l’échange in vitro du variant H2Aν 
phosphorylé par un H2Aν non modifié (Kusch, Florens et al. 2004). De plus, des travaux réalisés 
chez S. cerevisiae montrent que le complexe Swr1 contenant l’ATPase du même nom est capable 
d’échanger l’histone H2A contre l’histone H2A.Z (Mizuguchi, Shen et al. 2004). Une étude de 
2007 propose que p400 incorpore le variant H2A.Z au niveau du promoteur de p21 afin de 
permettre sa répression transcriptionnelle (Gevry, Chan et al. 2007). Enfin, il a récemment été 
démontré que p400 est capable d’incorporer un dimère H2A.Z/H2B dans des mononucléosomes 
immobilisés(Park et al, 2010). Les auteurs montrent qu’une mutation dans le domaine de liaison à 
l’ATP empêche la déposition du variant H2A.Z par p400, soulignant l’importance de son activité 
enzymatique pour ce processus.  
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Les fonctions biologiques de p400 
 
 
 Le développement et l’hématopoïèse 
 
 
Plusieurs travaux montrent que p400 jouent un rôle dans le développement et dans 
l’hématopoïèse. En effet, un mutant de délétion de la partie N-terminale de p400 est létal au stade 
embryonnaire E11.5. De plus, l’analyse des embryons montre des défauts d’hématopoïèse 
probablement due à une expression altérée des gènes Hox (Ueda, Watanabe-Fukunaga et al. 2007). 
De plus,  la délétion de la partie N-terminale de p400 dans une souris mutante conditionnelle 
entraine une perte importante de cellules nucléées dans la moelle osseuse (cellules myéloïdes, 
cellules érythroïdes, progéniteurs hématopoïétiques, cellules souches).  
 
 La prolifération cellulaire 
 
 
 Les premières évidences d’un rôle de p400 dans la prolifération ont émergé lors de sa 
caractérisation en tant que cofacteur de l’oncogène E1A (Fuchs et al, 2001). En effet, lors d’une 
infection par l’Adénovirus, p400 est ciblé par E1A pour servir son activité transformante. De plus, 
dans des cellules proliférantes non infectées, p400 est également recruté sur les promoteurs de 
gènes cibles de facteurs de transcription impliqués dans la prolifération comme E2F et myc (Frank 
et al, 2003; Taubert et al, 2004). De plus, p400 est un inhibiteur de la sénescence, de l’arrêt du 
cycle cellulaire et de l’apoptose suivant le type cellulaire étudié (Chan, Narita et al. 2005; Tyteca, 
Vandromme et al. 2006; Mattera, Escaffit et al. 2009). P400 contrôle la sénescence via la régulation 
des voies de signalisation dépendantes des inhibiteurs de CDK/cyclines p21 et p27 (Chan, 2005, 
Young, 2008). Il régule l’arrêt du cycle cellulaire également via une voie dépendante de p21 
(Tyteca, 2006, Gevry et al, 2007).  
 
Des activités pro-apoptotiques de p400 ont également été décrites.  Par exemple, la liaison 
de E1A à p400 est nécessaire pour déclencher l’apoptose par la voie p53-ARF, en réponse à des 
dommages à l’ADN ou à une privation en sérum (Samuelson, Narita et al. 2005; Samuelson, Narita 
et al. 2005). p400 favorise l’induction de l’apoptose via la régulation de l’expression des protéines 
ARF et p53 dans des cellules exprimant E1A. Une autre étude montre que E1A stabilise 
l’oncoprotéine myc via p400 (Tworkowski et al, 2008). Cette association induit le recrutement du 
complexe myc-p400 sur les promoteurs cibles pro-apoptotiques de myc, entrainant l’activation de 
Figure 14 : Exemples de stress génotoxiques naturels ou artificiels et dommages occasionnés sur l’ADN
Les lésions indiquées sont les lésions majoritairement induites par le traitement indiqué. 
SSB : cassures simples brins ; DSB : cassures doubles brins 
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Agents alkylants (cisplatine, 
melphalan, MMS...)
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leur expression. Enfin, une étude réalisée au sein du laboratoire a montré également que p400 est 
requise pour l’apoptose induite par les UV dans les cellules d’ostéosarcomes U2OS, en réprimant 
l’expression de la protéine anti-apoptotique p21 (Tyteca, Vandromme et al. 2006).  
 
Le principal mécanisme d’action connu de p400 sur la régulation de la prolifération 
cellulaire est la régulation de gènes spécifiques. En effet, Gevry et al ont montré que p400 inhibe 
l’arrêt du cycle cellulaire en inhibant l’expression de p21 via l’incorporation du variant d’histone 
H2AZ au sein de son promoteur (Gevry, Chan et al. 2007). Le mécanisme moléculaire par lequel 
p400 régule p27 n’a pas encore été élucidé. Nous ne pouvons pas écarter l’hypothèse d’un rôle 
important de l’incorporation du variant H2A.Z par p400 au niveau du promoteur de p27 mais ceci 
reste à démontrer.   p400 peut également participer à la prolifération cellulaire en régulant 
positivement les gènes cibles des œstrogènes toujours via l’incorporation du variant H2A.Z, en 
réponse à un traitement hormonal (Gevry et al, 2009).  
 
On peut donc conclure que p400, via l’incorporation du variant H2A.Z, réprime 
l’expression de p21 en parallèle avec l’augmentation de gènes importants pour la prolifération, 
comme les gènes cibles des œstrogènes, de manière spécifique au contexte chromatinien. 
L’ensemble de ces résultats montre que p400 a un rôle direct dans le contrôle de la prolifération 
cellulaire. Une partie de mes travaux de thèse ont consistés à mieux comprendre les mécanismes 
par lesquels p400 joue un rôle dans ce processus. Enfin, notons que tout comme son homologue 
Swr1, p400 joue un rôle dans la prise en charge des cassures doubles brins de l’ADN, domaine que 
je décrirais de manière plus exhaustive ultérieurement puisque qu’il concerne la seconde partie de 
mes travaux de thèse.  
 
 
II- La réparation des dommages à l’ADN 
 
 
L’ADN d’une cellule est le support de l’information génétique. Il s’avère donc crucial de 
conserver son intégrité au cours du temps. Cependant, notre génome subit de nombreuses 
agressions : de nombreux agents extrinsèques et intrinsèques sont capables d’induire différents 
types de dommages au sein de l’ADN (Figure 14). Pour y faire face, la cellule a mis en place des 
mécanismes de réparation spécifiques. Ainsi, il existe des enzymes spécifiquement dédiées à la 
réparation d’un dommage précis. Cependant, une multitude de dommages peuvent être créés au 
Figure 15 :  La réparation par le MMR
Le dommage est reconnu par le complexe MutS (hétérodimère MSH2-MSH3/6). Les complexes MutL 
(hétérodimère MLH1-PMS1/2) sont recrutés et font le lien entre les protéines MSH et la machinerie de 
réplication. Le brin nouvellement synthétisé est probablement identifié grâce à la machinerie de réplication 
présente à côté de la lésion. Le complexe  MutS/MutL est déplacé à côté du dommage par l’activité ATPase 
du complexe MutS. La protéine PMS2 peut alors introduire une entaille à côté du dommage qui génère une 
extrémité 5’ sortante pour l’endonucléase Exo1. Celle-ci dégrade l’ADN jusqu’au dommage. L’ADN simple 
brin généré est protégé par la protéine RPA. Enfin, la polymérase δ et ses cofacteurs PCNA et RFC sont 
responsables de la présynthèse du brin (modifié de Mukherjee, 2010).
mésappariement matrice
Brin néosynthétisé
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sein de l’ADN et la cellule ne dispose pas d’autant d’enzymes spécifiques à chacun de ces 
dommages. A ce jour, on distingue cinq principaux mécanismes de réparation des dommages à 
l’ADN qui vont prendre en charge la majeure partie des lésions induites dans la cellule : la 
réparation des mésappariements (MMR), la réparation par excision de nucléotide (NER), la 
réparation par excision de base (BER), la recombinaison homologue (HR) et la jonction des 
extrémités non homologues (NHEJ). Je vais maintenant résumer brièvement les différents types de 
dommages et mécanismes de réparation associés. J’expliquerai, de manière plus exhaustive, la 
réparation des cassures doubles brins de l’ADN (DSB) processus auquel je me suis 
particulièrement intéressé. Ces mécanismes ont été largement étudiés aussi bien chez la bactérie, 
levure que chez les mammifères. Dans cette partie, je m’attacherai à décrire principalement ce qui 
est connu chez les mammifères.  
 
A- La synthèse translesionnelle 
 
Tout d’abord, il est aussi important de noter que la cellule a aussi mis en place un 
mécanisme de contournement du dommage lorsqu’il interfère avec la fourche de réplication appelé 
la synthèse translésionnelle. C’est un mécanisme qui permet de tolérer le dommage afin de pouvoir 
poursuivre rapidement la réplication. Il implique des ADN polymérases spécifiques. Une fois 
contournés, les dommages peuvent être réparés par les mécanismes de réparation classiques. 
Cependant, ce mécanisme peut être associé à l’apparition de mutations au sein du génome 
(Hoeijmakers, 2001). 
  
 
B- La réparation par le MMR 
 
 
Les mésappariements, délétions et insertions sont pris en charge par le MMR (mismatch 
repair). Ce type de dommage se produit majoritairement lors de la réplication. Après le passage de 
l’ADN polymérase, le dommage est reconnu par le complexe MutS (hétérodimère MSH2-
MSH3/6). Les complexes MutL (hétérodimère MLH1-PMS1/2) sont recrutés et font le lien entre 
les protéines MSH et la machinerie de réplication. Le brin nouvellement synthétisé est 
probablement identifié grâce à la machinerie de réplication présente à côté de la lésion. Le 
complexe  MutS/MutL est déplacé à côté du dommage par l’activité ATPase du complexe MutS. 
La protéine PMS2 peut alors introduire une entaille à côté du dommage qui génère une extrémité 5’ 
Facteurs de la 
réplication
ARN polymérase II
Surveillance du génome ADN transcrit
GG-NER
(Global Genome NER)
TCR 
(Transcription-
coupled repair)
Figure 16 : La réparation par le NER
Les dommages induisant une distorsion de l’ADN sont pris en charge par le NER (nucleotide excision 
repair). Les lésions présentes au sein des gènes sont réparés par le TCR (Transcription-Coupled Repair). Les 
dommages présents sur le reste du génome sont réparés par le GG-NER (Global Genome NER). Lors de la 
TCR, le dommage est détecté par l’ARN polymérase puis celle-ci est déplacée grâce aux facteurs CSB et 
CSA pour permettre la réparation du dommage. Lors du GG-NER, le dommage est détecté par le complexe 
XPC-hHR23B. Par la suite, les deux mécanismes font intervenir les mêmes facteurs protéiques. Ainsi, la 
molécule d’ADN qui présente la lésion est ouverte par les hélicases XPB et XPD, membres du complexe de 
transcription TFIIH. La protéine RPA stabilise alors la structure ouverte. Puis, celle-ci est clivée sur une 
trentaine de paires de bases par les endonucléases XPG et XPF. Enfin, la machinerie classique de réplication 
complète la partie clivée. (modifié de Hoeijmakers, 2001).
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sortante pour l’endonucléase Exo1. Celle-ci dégrade l’ADN jusqu’au dommage. L’ADN simple 
brin généré est protégé par la protéine RPA. Enfin, la polymérase δ et ses cofacteurs PCNA et RFC 
médie alors la présynthèse du brin (Figure 15) (Martin, Lord et al. 2010; Mukherjee, Ridgeway et 
al. 2010). 
 
C- La réparation par le NER 
 
 
Les dommages induisant une distorsion de l’ADN qui peuvent empêcher le déroulement 
normal de la réplication ou de la transcription vont être pris en charge par le NER (nucleotide 
excision repair). Ces dommages sont majoritairement induits par des agents chimiques ou des 
irradiations (UV) mais ils peuvent aussi résulter du métabolisme interne de la cellule (radicaux 
libres). Il existe deux types de NER : l’un ne répare que les lésions présentes au sein des gènes 
(TCR) et l’autre répare les dommages présents sur tout le génome (GG-NER) détectés grâce à des 
protéines impliquées dans la « surveillance globale du génome ». La TCR et la GG-NER font 
intervenir les mêmes facteurs protéiques à l’exception de l’étape de détection du dommage. Lors de 
la TCR, le dommage est détecté par l’ARN polymérase puis celle-ci est déplacée grâce aux facteurs 
CSB et CSA pour permettre la réparation du dommage. Lors du GG-NER, le dommage est détecté 
par le complexe XPC-hHR23B. Par la suite, la molécule d’ADN qui présente la lésion est ouverte 
par les hélicases XPB et XPD, membres du complexe de transcription TFIIH. La protéine RPA 
stabilise alors la structure ouverte. Puis, celle-ci est clivée sur une trentaine de paires de bases par 
les endonucléases XPG et XPF. Enfin, la machinerie classique de réplication complète la partie 
clivée (Figure 16) (Hoeijmakers, 2001).  
 
D- La réparation par le BER 
 
 
Les petites altérations chimiques présentes sur les bases et les cassures simples brins sont 
réparées par le BER (Base Excision Repair). Ces dommages sont aussi bien induits par des sources 
endogènes (radicaux libres, modifications de base spontanée) que par des agents chimiques ou 
physiques (UV, rayons X). Elles sont réparées par le short-patch BER.  Les cassures simples brins 
sont généralement induites par des agents exogènes, comme les rayons X, et sont réparées par le 
long-patch BER. Ces différents mécanismes ne font pas intervenir les mêmes acteurs protéiques. Le 
short-patch BER se caractérise par la reconnaissance et le clivage de la base altérée par une ADN 
glycosylase. Notons que des sites abasiques peuvent aussi être générés au sein de la cellule par 
Cassure simple brin
Hydrolyse spontanée 
(site abasique)
Modification de base
Figure 17 :  La réparation par le BER
A. Les modifications de bases et les sites abasiques sont des dommages réparés par le Short-patch BER. Il se 
caractérise par la reconnaissance et le clivage de la base altérée par une ADN glycosylase ce qui génère un 
site abasique. Celui-ci est alors clivé par l’endonucléase APE1. Puis un nouveau nucléotide est incorporé par 
l’ADN polymérase β et lié par le complexe XRCC1/ligase III. B. Les cassures simples brins de l’ADN sont 
réparées par le long-patch BER. Ces cassures recrutent rapidement les protéines PARP qui ADP-ribosylent 
les histones autour de la cassure. Elle intervient dans la protection du dommage et dans sa signalisation.   Ce 
mécanisme fait ensuite intervenir une néopolymérisation de quelques bases au niveau de l’extrémité 3’
générée par la cassure simple brin. Celle-ci est initiée par l’ADN polymérase β et terminée par les 
polymérases δ et ε. Cette étape fait aussi intervenir la protéine PCNA. Cela résulte en la formation d’un brin 
sortant de l’extrémité 5’ de la cassure simple brin. Cette structure particulière est clivée par l’endonucléase 
FEN1. Enfin, le brin néosynthétisé est ligué par la DNA ligase 1 (modifié de Hoeijmakers, 2001).
A. B.
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hydrolyse spontanée. Le site abasique ainsi généré est alors clivé par l’endonucléase APE1. Puis un 
nouveau nucléotide est incorporé par la l’ADN polymérase β et la ligation est effectuée par le 
complexe XRCC1/ligase III. Le long-patch BER fait intervenir une néopolymérisation de quelques 
nucléotides au niveau de l’extrémité 3’ générée par la cassure simple brin. Celle-ci est initiée par la 
polymérase β et terminée par les polymérases δ et ε. Cette étape fait aussi intervenir la protéine 
PCNA. Cela résulte en la formation d’un brin sortant de l’extrémité 5’ de la cassure simple brin. 
Cette structure particulière est clivée par l’endonucléase FEN1. Enfin, le brin néosynthétisé est 
ligué par la DNA ligase 1 (Figure 17). Il est important de noter que les cassures simples brins de 
l’ADN, si elles rencontrent la fourche de réplication, dégénèrent en cassures double-brin de l’ADN 
et sont alors prises en charge par la recombinaison homologue (voir ci-dessous)(Hoeijmakers, 
2001). 
 
 
 E- La réparation par la HR, le NHEJ et ses mécanismes dérivés  
 
 
Les cassures double-brin de l’ADN (DSB, Double Strand Breaks) sont prises en charge par 
différents mécanismes de réparation. Ces dommages peuvent être générés soit par des agents 
chimiques ou physiques (rayons X) soit lors de mécanismes intrinsèques comme le blocage des 
fourches de réplication ou la recombinaison VDJ. Ils sont très délétères car, mal réparés, ils peuvent 
aboutir à des délétions, insertions, réarrangements chromosomiques ou même à des translocations ; 
phénomènes extrêmement préjudiciables pour la conservation de l’intégrité du génome et souvent 
associés aux processus de cancérisation et de vieillissement. De plus, la réparation de ce type de 
dommage apparaît être très complexe pour la cellule pour plusieurs raisons. La première est qu’il 
manque une séquence « modèle » intacte à proximité du dommage pour reconstituer correctement 
la molécule d’ADN. La seconde est que les extrémités générées par la DSB présentent des degrés 
de complexité différents suivant l’origine du dommage. Enfin, la génération d’une DSB induit une 
discontinuité au sein du génome que la cellule doit absolument résoudre correctement pour ne pas 
aboutir à d’importants remaniements chromosomiques. Etant donné la complexité de réparation des 
DSB tous les mécanismes mis en jeu pour les réparer ne présentent pas le même degré de fidélité, 
au risque d’engendrer des conséquences dramatiques pour le devenir cellulaire par la génération 
d’anomalies chromosomiques. Il s’agit pour la cellule de conserver un équilibre entre sa survie et le 
maintien de l’intégrité de son génome. Le choix entre ces différents mécanismes de réparation 
semble donc être une étape cruciale qu’il est nécessaire de réguler finement en fonction du type de 
A.
B.
Figure 18 :  Réparation par le NHEJ
Les cassures doubles brins de l’ADN (DSB) sont réparées majoritairement par le NHEJ. A. Réparation par le 
NHEJ canonique (mécanisme prépondérant). Les DSB sont reconnues par le complexe Ku70/Ku80 qui 
protège et aligne les extrémités de la cassure. Puis la DNAPKcs est recrutée et activée par 
autophosphorylation. Elle permet le recrutement de nombreux facteurs protéiques comme l’endonucléase 
Artémis (lorsque la cassure nécessite une maturation) ou le complexe XRRC4/ligase 4 qui permet la ligation 
des extrémités de la cassure. B. Les DSB peuvent aussi être réparées par le Alt-NHEJ qui est un mécanisme 
minoritaire. La détection du dommage est réalisée par le complexe MRN. Mre11 induit alors une résection 
des extrémités de la cassure qui est suivie par la ligation des extrémités grâce au complexe Ligase 
III/XRCC1. Le Alt-NHEJ est un mécanisme très infidèle contrairement au NHEJ canonique (Maldenov, 
2001).
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dommage et surtout de sa localisation au sein du génome. Ainsi, la cellule a mis en place différents 
mécanismes, spécifiques et hautement régulés pour réparer ce type de dommages. Les deux 
principaux sont le NHEJ (NHEJ canonique) qui relie directement les extrémités clivées et la HR 
qui utilise la séquence homologue présente sur la chromatide sœur (en trans) pour réparer le brin 
endommagé. Ils sont généralement associés à une réparation fidèle des DSB. Cependant, il a aussi 
été mis en évidence un mécanisme de NHEJ alternatif (Alt-NHEJ) et un processus dérivé de la HR 
appelé SSA (single strand annealing). Tous deux induisent une réparation infidèle du dommage qui 
se caractérise par la perte d’une séquence d’ADN afin de pouvoir réparer la DSB.  
 
 
i) La réparation par le NHEJ 
 
 
Le mécanisme majoritaire de réparation des DSB est le NHEJ canonique. Il relie 
directement les extrémités clivées sans utiliser une séquence homologue comme modèle pour 
reconstituer le brin d’ADN. Il peut donc se produire pendant toutes les phases du cycle cellulaire et 
répare environ 90 % des cassures. Lors de ce processus, la DSB est reconnue par un hétérodimère 
de protéines Ku70 et Ku80. Celui-ci est impliqué dans la protection et l’alignement des extrémités. 
Il permet aussi le recrutement de la sous-unité catalytique de la kinase DNA-PK appelée DNA-
PKcs. L’association du complexe Ku70/KU80 avec la DNA-PKcs forment ainsi la DNA-PK active. 
Elle va alors s’autophosphoryler lui permettant d’adopter un changement de conformation. Cela 
favorise la résolution de la cassure en facilitant l’action des différentes enzymes de « traitement des 
extrémités » (ADN polymérases, kinases, nucléases..). En effet, les extrémités générées par le 
dommage peuvent contenir différentes modifications chimiques ajoutées par l’agent qui a induit la 
DSB. Elles sont donc plus ou moins difficiles à religuer et peuvent donc subir différentes 
modifications pour permettre par la suite l’étape de ligation. Par exemple, la kinase DNA-PKcs 
interagit et régule l’activité de la nucléase Artemis qui peut enlever quelques nucléotides autour de 
la cassure. La kinase DNA-PK va aussi phosphoryler de nombreuses protéines impliquées dans la 
réparation des DSB comme la ligaseIV et ses cofacteurs XLF et XRCC4 permettant ainsi leur 
recrutement et la ligation des extrémités. Le NHEJ est un mécanisme de réparation fidèle même si 
l’action conjointe des enzymes de traitement des extrémités peut parfois aboutir à l’apparition de 
mutations et/ou délétions (Figure 18A) (Hartlerode & Scully, 2009; Mladenov & Iliakis, 2011; 
Warmerdam & Kanaar, 2010). 
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ii) La réparation par le NHEJ alternatif 
 
 
Le NHEJ alternatif opère en absence des facteurs classiques du NHEJ comme Ku, DNA-PKcs ou 
XRCC4. Ce mécanisme n’a pu être observé que lorsque le NHEJ canonique est déficient. Dans le 
cas de cellules compétentes pour le NHEJ canonique, nous pouvons imaginer que le Alt-NHEJ 
pourrait être mis en place lorsque le NHEJ canonique ne peut engager ou terminer la réparation 
d’une DSB ; par exemple, lorsque le dommage est trop difficile à réparer. Ce mécanisme se 
caractérise par la détection du dommage par le complexe MRN. Il est important de noter que de 
récents travaux montrent que ce complexe joue aussi un rôle dans le NHEJ canonique mais qu’il 
n’est pas indispensable à ce processus contrairement à son rôle dans le Alt-NHEJ.  Mre11 induit 
alors une résection des extrémités de la cassure qui est suivi par la ligation des extrémités grâce au 
complexe Ligase III/XRCC1. L’étape de ligation est généralement associée à de la recherche de 
microhomologies aux alentours de la cassure accentuant la nécessité de résecter les extrémités de la 
cassure. L’activité du complexe Ligase III/XRCC1 est régulée par PARP-1. De plus, l’hélicase 
WRN est capable de former un complexe avec la ligase III et d’être recrutée aux DSB. Ainsi, le 
Alt-NHEJ est associé à l’augmentation d’aberrations chromosomiques au sein du génome et à la 
carcinogénèse (Figure 18B) (Hartlerode & Scully, 2009; Mladenov & Iliakis, 2011).  
 
iii) La réparation par HR 
 
 
Le deuxième grand mécanisme de réparation des DSB est la recombinaison homologue. 
Elle utilise la séquence homologue présente sur la chromatide sœur pour réparer fidèlement le 
dommage. Ce mécanisme se produit donc majoritairement lors des phases G2/M du cycle 
cellulaire. La recombinaison homologue peut se diviser conceptuellement en trois étapes 
mécanistiques : les étapes pré-synaptiques, synaptiques et post-synaptiques. Durant l’étape pré-
synaptique, la cassure est prise en charge pour générer des extrémités simples brins sur lesquelles la 
protéine Rad51 (recombinase) peut aller s’assembler pour former des filaments pré-synaptiques. Le 
filament Rad51/ADN simple brin effectue alors une recherche d’homologie au niveau d’une 
séquence homologue et envahit cette séquence ce qui constitue l’étape synaptique. Durant l’étape 
post-synaptique, la HR est achevée par différents voies possibles qui comprennent toutes une néo-
synthèse de l’ADN et la résolution de structures intermédiaires. La recombinaison homologue met 
en scène de nombreux intervenants protéiques (Figure 19) (Warmerdam & Kanaar, 2010). 
Figure 19 : Réparation par la HR
(a) La recombinaison homologue est initiée par l’étape qui conduit à la génération des extrémités simples 
brins sur lesquelles la protéine Rad51 (recombinase) va s’assembler pour former des filaments pré-
synaptiques. (b) Puis, le filament Rad51/ADN simple brin effectue alors une recherche d’homologie au 
niveau d’une séquence homologue et envahit cette séquence ce qui constitue l’étape synaptique. Cela aboutit 
à la formation d’une structure appelée D-loop (c) Enfin, le processus de réparation est achevé par l’étape 
post-synaptique qui comprend une néo-synthèse d’ADN et la résolution de structures intermédiaires. Trois 
modèles sont possibles. (1) Le premier est le dHJ (double Holliday jonction) qui aboutit à la formation de 
deux jonctions de Holliday une fois la synthèse de l’ADN effectuée par extension de la D-loop. Ces 
jonctions peuvent être résolues par la génération de crossing-over ou non. (2) Le deuxième est le SDSA 
(synthesis-dependent strand annealing) qui est initié par la synthèse d’ADN à partir d’un seul filament pré-
synaptique qui va se religué directement à l’autre extrémité préalablement résectée. (3) Le troisième est le 
BIR (break-induced replication) qui, une fois que le brin a envahi la chromatide sœur, assemble une fourche 
de réplication et synthétise l’ADN tout le long du chromosome (modifié de Warmerdam, 2010).
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Ainsi, lors de l’étape pré-synaptique, la DSB est reconnue par le complexe MRN. Celui-ci 
se compose de trois sous-unités : Mre11 qui présente une activité exonucléase (5’-3’), Rad50 qui 
connecterait les extrémités de la DSB et NBS1 qui servirait de plateforme de recrutement de 
protéines impliquées dans la gestion des DSB. Bien que requise, l’activité exonucléase de Mre11 
n’est pas suffisante pour initier la résection. Cela requiert le suppresseur de tumeur BRCA1 et la 
protéine CtIP. BRCA1 est un suppresseur de tumeur largement impliqué dans la réparation des 
DSB, le contrôle du cycle cellulaire et la maintenance de l’intégrité génétique. Ainsi, dans la 
cellule, BRCA1 est présente au sein de trois complexes distincts (A, B, C), chacun comprenant des 
sous-unités spécifiques et exclusives. Ils participent tous à la prise en charge des DSB lors de la HR 
chacun via des modes de recrutement différents que je décrirais brièvement dans la suite de mon 
manuscrit. Tous ces complexes participent à la mise en place de l’arrêt du cycle cellulaire (voir 
chapitre « arrêt du cycle cellulaire lors de la transition G2/M »). Notons que BRCA1 est aussi 
impliqué dans le recrutement de Rad51 probablement via un autre complexe (voir ci-dessous). De 
plus, le complexe C, qui comprend la sous-unité CtIP, intervient aussi dans la réparation en tant que 
telle. En effet, elle participe à la résection des DSB lors de la HR (Figure 20). La protéine CtIP 
présente des homologies avec l’exonucléase Sae2 de levure mais dont il n’est encore pas connu 
d’activité nucléase. Cependant, CtIP apparait être requis pour augmenter l’activité nucléase de 
Mre11. Pour une résection efficace in vivo lors de la HR, CtIP, une fois phosphorylée par les Cdks, 
doit interagir avec BRCA1 formant le complexe BRCA1-C. Ce complexe est seulement retrouvé 
lors des phases S/G2 du cycle cellulaire (Sartori, Lukas et al. 2007; Chen, Nievera et al. 2008; You, 
Shi et al. 2009; Yun and Hiom 2009). Il est aussi impliqué dans l’inhibition de 53PB1 (protéine 
anti-recombinogène)(Ohta et al, 2011). Cependant, MRN présente une faible processivité. Il serait 
donc aidé par la suite par d’autres exonucléases comme Exo1 ou Dna2 et les hélicases comme 
BLM afin de générer des extrémités simples brins 3’ sortantes (Figure 19) (Hartlerode & Scully, 
2009; Warmerdam & Kanaar, 2010). 
 
Par la suite, ces extrémités sont liées par la protéine RPA (hétérotrimère formé par les 
protéines RPA1, 2 et 3) qui va stabiliser et protéger cette structure intermédiaire. Notons que le 
complexe BRCA1-B est probablement recruté à cette étape de la HR pour permettre la prolongation 
de l’arrêt du cycle cellulaire (Yarden, Pardo-Reoyo et al. 2002; Yu, Chini et al. 2003; Yu and Chen 
2004). En effet, BACH1, membre de ce complexe, est recruté aux cassures via son interaction avec 
la protéine RPA (Figure 20) (Gupta, Sharma et al. 2007). L’induction de dommages à l’ADN telles 
que les DSB induisent la phosphorylation de RPA2 sur plusieurs résidus (Thr21, Ser4, Ser8, Ser34, 
Figure 20 : Modèle de recrutement des différentes complexes BRCA1 aux cassures doubles brins lors 
de la réparation par HR
Le complexe BRCA1-C (BRCA1-CtIP) est tout d’abord recruté aux cassures pour permettre la résection des 
extrémités endommagées par le complexe MRN. Puis, le complexe BRCA1-A (BRCA1-Abraxa-RAP80) est 
recruté via les chaines de poly-ubiquitines. Le complexe BRCA1-B serait recruté via son interaction avec la 
protéine RPA. Enfin, un complexe BRCA1-PALB2-BRCA2-Rad51 est recruté aux DSB pour permettre le 
chargement de Rad51 à l’ADN simple brin généré lors du processus de résection. 
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Ser11, 13) notamment via les protéines de la famille des PI3K (ATM, ATR et DNA-PK)(Binz et al, 
2004). La surexpression de Mre11 induit une hyperphosphorylation de la sérine 34 et la déplétion 
de CtIP induit une diminution de la phosphorylation des sérines 4 et 8 après un traitement à la 
camptothécine ce qui suggère que ce processus peut être corrélé à la résection de l’ADN (Sartori, 
Lukas et al. 2007; Rass, Grabarz et al. 2009). Etant donné que RPA présente une très forte affinité 
pour l’ADN simple brin, il interfère avec la liaison de Rad51. L’obstacle est surmonté par des 
médiateurs protéiques que sont les paralogues de Rad51 (Rad51B, Rad51C, Rad51D, XRCC2 et 
XRCC3), Rad52 et BRCA2. Cela permet par la suite la formation des filaments de multimères de 
Rad51. Le recrutement de BRCA2 est médié par BRCA1 via leur interaction avec la protéine 
PALB2(Ohta et al, 2011). Cependant, la manière dont ce complexe est recruté aux cassures doubles 
brins est obscure. Il reste à déterminer si PALB2 est présent au sein des complexes A, B ou C 
BRCA1 déjà identifiés. Cependant, ni la déplétion de Rap80 (A) ni celle de BACH1 (B) n’abolit la 
formation des foyers Rad51 (Xie, Litman et al. 2010; Hu, Scully et al. 2011). De plus, BACH1 (B) 
ou Rad50 (C) ne coimmunoprécipitent pas avec BRCA2 (Greenberg et al, 2006). Ces résultats 
suggèrent que la rétention du complexe BRCA1-PALB2-BRCA2 aux sites endommagés est 
indépendante des trois autres complexes (Figure 19 et 20).  
 
Lors de l’étape synaptique, Rad51 va guider l’ADN simple brin pour envahir la chromatide 
sœur et chercher de la séquence homologue qui va servir de matrice pour initier la synthèse d’ADN 
au niveau de la cassure. A ce niveau là, Rad54 (remodeleur de la famille Snf2/Swi2) stabilise les 
filaments de Rad51 et stimule l’invasion et l’appariement de brin par Rad51 (voir chapitre 
« chromatine et réparation des DSB/ATPase Rad54 »). Une fois la séquence homologue trouvée, 
une structure appelée « D-loop » va alors se former entre le brin matrice et le filament pré-
synaptique (Figure 19) (Warmerdam & Kanaar, 2010). 
 
Lors de l’étape post-synaptique, l’extrémité 3’ de celui-ci va être étendue grâce à une ADN 
polymérase. Des études génétiques et biochimiques suggèrent une implication de la polymérase 
translésionnelle Pol eta dans ce processus (Ceballos & Heyer, 2011). Rad54 permet aussi la 
transition entre l’étape de l’invasion du brin et celle de la synthèse de l’ADN en permettant la 
dissociation de Rad51 (voir chapitre « chromatine et réparation des DSB/ATPase Rad54 »). Trois 
principaux modèles sont ensuite proposés pour résoudre cet intermédiaire. Le premier se produit 
lorsqu’une seule extrémité envahit la chromatide sœur. La D-loop forme alors une véritable fourche 
de réplication permettant ainsi la synthèse totale du chromosome (Break-induced replication ou 
BIR). Le deuxième propose qu’un seul brin envahisse la chromatide sœur. Puis, l’élongation du 
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brin envahissant lui permet de retourner s’apparier à l’autre extrémité de la cassure. Après leur 
appariement, la synthèse des deux brins se poursuit jusqu’à ce qu’ils puissent être ligaturés 
(Synthesis-dependent strand annealing ou SDSA). Le troisième propose que l’élongation de la 
synthèse conduise à l’extension de la D-loop. Cela permet alors la capture de la seconde extrémité 
simple brin grâce à une homologie de séquence. Il y a alors synthèse à partir de ce second brin. La 
ligature des brins nouvellement synthétisés aux extrémités de la DSB va conduire à la formation de 
deux jonctions de Holliday. La résolution de ces structures peut générer ou non des crossing-over 
(les voies des doubles jonctions de holliday ou dHJ) (Hartlerode and Scully 2009; Heyer, Ehmsen 
et al. 2010). La migration et la résolution ou dissolution des jonctions de Holliday font intervenir 
différents acteurs protéiques telles que des ATPases (RAD54), les topoisomérases (Topoisomérase 
II), résolvases (MUS81/EME1, GEN1) et hélicases (WRN) (Hartlerode & Scully, 2009). Les 
cohésines sont recrutées  aux DSB(Hartlerode & Scully, 2009; Warmerdam & Kanaar, 2010). Il a 
été proposé que cela soit nécessaire à l’attachement des chromatides sœurs afin de permettre 
l’invasion de brin et la formation des jonctions de holliday lors de la HR (Figure 19) (Bao & Shen, 
2007)  
  
 
iv) La réparation par le SSA 
 
 
La SSA est un mécanisme dérivé de la HR mais elle ne nécessite ni d’invasion de brin ni de 
resynthèse d’ADN pour réparer le dommage. En effet, si la cassure se situe entre deux séquences 
homologues il peut alors se produire une longue résection 5’-3’ des extrémités de la cassure qui va 
faire apparaître les séquences homologues qui vont pouvoir s’hybrider ensemble. Les extrémités 3’ 
sortantes non appariées vont alors être clivées par le complexe d’endonucléases ERCC1-XPF. Il va 
alors y avoir synthèse de l’ADN complémentaire jusqu’aux extrémités générées par la cassure et 
ligation des brins. Cependant, ce mécanisme a pour conséquence la perte de l’information présente 
les deux séquences homologues. Ce mécanisme est facilité par la présence de RPA et Rad52  
 
 
v) Choix entre les différentes voies de réparation des DSB 
 
 
Ainsi, Le NHEJ canonique et la HR sont des mécanismes de réparation relativement fidèles 
qui sont majoritairement utilisés par la cellule pour réparer les DSB. Cependant, la cellule dispose 
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aussi de deux autres mécanismes peu fidèles associés à de la perte de séquences d’ADN génomique 
pour réparer les DSB : le NHEJ alternatif et la SSA. Il se pose donc le choix de l’utilisation de ces 
mécanismes lorsqu’une DSB se produit au sein du génome afin de permettre la survie cellulaire 
tout en essayant de conserver intact le support de notre information génétique. Il semble donc 
crucial qu’il y ait un contrôle précis du choix des mécanismes utilisés pour réparer les DSB suivant 
la complexité et la localisation du dommage mais aussi en fonction du cycle cellulaire. En effet, on 
peut imaginer que lorsque le dommage est « facile » à réparer la cellule choisit d’utiliser des 
mécanismes qui vont réparer la DSB de manière fidèle comme le NHEJ canonique ou la HR. 
Cependant, si ces mécanismes n’arrivent pas à gérer des dommages trop complexes, la réparation 
pourrait donc être prise en charge par des mécanismes induisant une perte d’information aux 
alentours du dommage mais qui permettent la religature de la cassure.  
 
Se pose également la question du choix entre les deux mécanismes fidèles, le NHEJ 
canonique et la recombinaison homologue. De nombreuses études ont montré le rôle crucial du 
cycle cellulaire dans ce choix. En effet, des cellules déficientes pour le NHEJ canonique ont une 
réduction de la réparation des DSB pendant toutes les phases du cycle cellulaire alors que des 
cellules déficientes pour la HR ont un effet mineur sur la réparation en G1 alors qu’ils induisent un 
défaut de réparation lors des phases S/G2/M (Hartlerode & Scully, 2009). Cela reflète 
probablement le fait que la HR se produit majoritairement lorsque la chromatide sœur est présente. 
Des travaux chez la levure montrent que le basculement du NHEJ vers la HR lors de la progression 
du cycle cellulaire serait dépendant de la CDK1 qui contrôlerait la résection (Hartlerode & Scully, 
2009). Cependant, des travaux montrent que même lors des phases S/G2/M, le NHEJ est le 
mécanisme majoritaire. Il se pose alors la question de savoir comment est fait le choix entre le 
NHEJ et la HR lors de ces phases du cycle cellulaire. Ainsi, un défaut de XRCC4, facteur clé du 
NHEJ canonique, stimule la HR ce qui montre l’existence d’une compétition entre ces deux 
mécanismes. Ce choix pourrait dépendre de la localisation du dommage dans le génome. En effet, il 
est probable que ce ne sont pas les mêmes mécanismes de réparation qui réparent une DSB située 
dans un gène et d’une DSB localisée dans des séquences répétées ou dans une région intergénique. 
Par exemple, l’utilisation de mécanismes peu fidèles pour réparer une DSB dans un gène peut 
s’avérer être très délétère pour la cellule. De la même manière, utiliser la recombinaison homologue 
dans des régions riche en séquences répétées peu facilement aboutir à des réarrangements 
chromosomiques ou à des translocations, phénomènes largement impliqués dans les processus de 
cancérisation. Ainsi, l’environnement chromatinien de la DSB pourrait influencer le choix de 
mécanismes de réparation. Par exemple, et de façon surprenante étant donné la présence de 
Figure  21 :  Réparation des pontages interbrins
Les pontages interbrins sont réparés par l’association de plusieurs mécanismes de réparation. (a) Lorsqu’ils 
sont détectés par le GG-NER (surveillance du génome) ou par la TCR (dommage au sein de régions 
transcrites), le dommage est clivé puis pris en charge par le NER et la synthèse translésionnelle. (b) Lorsque 
les pontages interbrins sont détectés par les protéines de la famille de Fanconi (blocage des fourches de 
réplication), la lésion est clivée et réparée par le NER, la synthèse translésionnelle et la HR. 
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séquences répétées, la réparation des DSB dans l’hétérochromatine en phase G2 du cycle cellulaire 
serait majoritairement médiée par la recombinaison homologue (Shibata et al, 2011). Clairement, 
des études complémentaires aussi bien sur la description des différentes mécanismes de réparation 
des DSB que sur leurs interconnections seront nécessaires pour mieux comprendre la prise en 
charge des DSB au sein de la cellule.  
 
 
F- La réparation des pontages interbrins par l’action conjointe du NER, 
de la synthèse translésionnelle et de la HR  
 
 
Certaines lésions particulièrement difficiles à réparer, comme les pontages interbrins, font 
intervenir l’action coordonnée de différentes voies de réparation. Les pontages interbrins sont des 
dommages qui bloquent la transcription ou la réplication. Ces dommages sont majoritairement 
induits par des agents exogènes. Les mécanismes de réparation associés à ces dommages sont 
encore mal compris. Les protéines de détection et de réparation du dommage diffèrent suivant la 
localisation du dommage. En effet, lorsque le dommage n’est ni associé à la transcription, ni à la 
réplication, il est détecté par les protéines de surveillance du génome associées au GG-NER. 
Lorsqu’il est associé à la transcription, il est détecté par les protéines de la TCR. Enfin, les 
dommages associés à un blocage des fourches sont détectés par des protéines de la famille de 
Fanconi. Puis, un des brins de la double hélice d’ADN est incisé de chaque côté du dommage par la 
machinerie de réparation du NER. L’oligonucléotide ainsi généré reste attaché avec le brin non 
clivé grâce au pontage interbrin. Cela créé un interstice qui va être résolu par la synthèse 
translésionnelle pour un dommage non associé à la réplication et par l’action conjointe de la 
synthèse translésionnelle et de la HR pour une lésion associée à un blocage des fourches de 
réplication. Parallèlement, le pontage attaché au brin non incisé va être résolu par le NER (Figure 
21) (Muniandy et al, 2010). 
 
 
 
 
 
 
 
Figure 22 : Organisation générale de l’activation des points de contrôle et de la réponse cellulaire aux 
dommages à l’ADN
La réponse aux dommages commence par la détection de la lésion par des senseurs. Ces senseurs permettent 
de recruter rapidement les kinases ATM ou ATR qui sont responsables de la phosphorylation de H2AX et 
donc de la formation des foyers, consécutifs au recrutement de nombreux médiateurs. L’amplification de 
signal qui en résulte permet l’activation des transducteurs, principalement des kinases qui, à leur tour, 
activent ou inhibent les effecteurs de la prise en charge des dommages. Leur action définit la nature de cette 
réponse : arrêt du cycle, réparation et/ou apoptose. Notons que les médiateurs peuvent directement entrainer 
le recrutement ou l’activation de protéines effectrices. 
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III- Les réponses cellulaires induites par les cassures doubles brins de 
l’ADN 
 
 
 Lorsque des DSB se produisent au sein du génome, la cellule va mettre en place une 
réponse aux dommages à l’ADN (DDR) dans le but de gérer correctement la réparation de la 
séquence endommagée. Tout d’abord, les DSB sont détectées par des protéines senseurs. Ces 
senseurs signalent alors les lésions aux protéines transductrices et médiatrices (Figure 22).  
 
Les protéines médiatrices vont s’accumuler aux lésions, amplifier le signal. Ces protéines 
peuvent aussi recruter directement des protéines impliquées dans la gestion des dommages. Comme 
ces dommages se produisent dans un contexte chromatinien où l’ADN est plus ou moins condensé, 
certains de ces médiateurs sont des modificateurs et/ou remodeleurs de la chromatine et jouent un 
rôle crucial dans la prise en charge des DSB. En effet, ils sont capable de rendre plus accessible la 
molécule d’ADN en changeant l’état de compaction de la chromatine mais ils peuvent aussi poser 
des marques chromatiniennes spécifiques permettant le recrutement de différentes protéines 
spécifiques. On peut donc dire que ces protéines sont au carrefour entre la signalisation du 
dommage et la réparation de celui-ci (Figure 22). 
 
Parallèlement, les protéines transductrices vont activer les protéines effectrices qui vont 
mettre en place un devenir cellulaire particulier. Il est proposé que dans un premier temps, un arrêt 
du cycle cellulaire va être mis en place pour permettre la réparation. Cependant, lorsque la 
réparation n’a pu se produire correctement, la cellule enclenche des mécanismes d’apoptose ou de 
sénescence afin d’empêcher la multiplication d’une cellule potentiellement dangereuse pour 
l’organisme (Zhou & Elledge, 2000). Il est important de noter que, même si toutes ces protéines ne 
jouent pas un rôle direct dans le processus même de la réparation, les différentes réponses 
cellulaires auxquelles elles participent jouent un rôle central dans la gestion des DSB puisqu’elles 
permettent de rendre l’environnement permissif à la réparation des dommages. Ainsi, les 
dérégulations de la signalisation des DSB ont souvent pour conséquence un défaut de réparation. 
En effet, la signalisation des dommages influence largement le recrutement de facteurs impliqués 
directement dans la réparation des DSB. De plus, des dommages pas ou mal signalés à la cellule 
engendrent souvent des problèmes d’arrêt du cycle cellulaire et empêchent la réparation correcte de 
ces dommages. Enfin, certains mécanismes de réparation étant influencés par l’état du cycle 
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cellulaire, une dérégulation de la signalisation des dommages peut ainsi perturber leur mise en 
place (Figure 22). 
 
A ce stade, je vais tout d’abord décrire brièvement la signalisation des DSB et les différents 
devenirs cellulaires associés. Enfin, dans une dernière partie, j’exposerais de manière plus 
exhaustive le rôle de la structure chromatinienne et de ses régulateurs dans la prise en charge des 
DSB, domaine auquel je me suis particulièrement intéressé.  
 
 
A- La signalisation des DSB 
 
 
Rapidement, après l’induction de DSB, une première cascade de recrutement de protéine se 
produit. Les DSB sont détectées par le complexe Mre11-Rad50-NBS1 (MRN). La kinase de la 
famille des PI3K (Phosphatidylinositol 3-kinases) ATM est alors recrutée autour des dommages via 
MRN et activée par auto-phosphorylation sur les sérines 1981, 367 et 1893 (Warmerdam & Kanaar, 
2010). De nombreux autres facteurs protéiques son impliqués dans l’activation et le recrutement 
d’ATM. Etant donné le nombre de données bibliographiques portant sur ce sujet, je ne décrirais par 
la suite que les processus qui sont nécessaires à une meilleure compréhension de mon manuscrit.  
 
ATM phosphoryle de nombreuses protéines médiatrices du signal. La cascade d’activation 
et de recrutement des ces protéines impliquent des processus qui font intervenir des changements 
de la structure chromatinienne. Je le décrirais donc dans la partie « chromatine et DSB ». Toutes 
ces protéines senseurs et médiatrices s’accumulent autour des cassures et forment des foyers 
visualisables en microscopie. Ils forment ainsi des compartiments au sein de la cellule appelés IRIF 
(Ionizing Radiation-Induced Foci) (Bekker-Jensen & Mailand, 2010). Parallèlement, la kinase 
ATM active des protéines transductrices afin d’initier les cascade de signalisation aboutissant à un 
devenir cellulaire spécifique. La génération d’extrémités simples brins lors de la recombinaison 
homologue ou lors d’un blocage des fourches de réplication permet aussi l’activation de la kinase 
ATR, une autre kinase de la famille des PIKK qui va elle-aussi activer des protéines permettant 
l’induction d’un devenir cellulaire spécifique. Les cascades de signalisation induites par ATR et 
ATM collaborent alors pour induire une réponse cellulaire appropriée. Enfin, étant donné que la 
génération des extrémités simples brins lors de la HR est dépendante de l’activation d’ATM, il est 
Figure 23 : Régulation des complexes Cdk-Cyclines pendant les différentes phases du cycle cellulaire
Pendant la phase G1, les complexes Cdk4/6-CyclineD sont responsables de la progression du cycle. Puis, 
c’est le complexe Cdk2-CyclineE qui prend le relais en début de phase S. Le complexe Cdk2-CyclineA 
conduit la progression du cycle pendant les phases S et G2. Enfin, les complexes Cdk1-CyclineA/B 
permettent l’entrée en mitose et la ségrégation en deux cellules filles. Des points de contrôle existent lors des 
transitions G1/S et G2/M ainsi que lors de la réplication et pendant le mitose afin de maintenir la stabilité
génomique (indiqués par un     ). (modifié de Warmerdam, 2010)
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donc proposé que qu’ATM initierait la signalisation et qu’ATR serait par la suite activé pour la 
maintenir (Bekker-Jensen & Mailand, 2010; Deckbar et al, 2011; Warmerdam & Kanaar, 2010). 
 
i) Les réponses cellulaires 
 
 L’arrêt réversible du cycle cellulaire 
 
 
La signalisation des DSB aboutit donc en premier lieu à un arrêt du cycle cellulaire afin de 
permettre la réparation des dommages. Le cycle cellulaire se compose de quatre phases : la phase 
G1 de préparation à la synthèse d’ADN, la phase S pendant laquelle se déroule la réplication de 
l’ADN, la phase G2 de préparation à la mitose et la phase M qui constitue la phase de division de la 
cellule mère en deux cellules filles. Le passage d’une étape à l’autre est finement orchestré par les 
complexes Cdk/Cyclines. Les Cdk ou « Cyclin-dépendantes kinases » sont des kinases associées 
aux cyclines qui phosphorylent un grand nombre de substrats permettant la progression du cycle 
cellulaire. Les cyclines sont des petites protéines dont l’expression est régulée au cours du cycle 
cellulaire. Ainsi, différents complexes Cdk/Cyclines sont formés tout au long de ce cycle afin de 
réguler spécifiquement chaque étape. Différents points de contrôlent, appelés checkpoint, sont mis 
en place lors des transitions G1/S et G2/M ainsi que lors de la phase S et de la mitose. A chacune 
de ces étapes, ils vérifient l’intégrité de la cellule et permettent alors le passage à l’étape suivante. 
Lorsqu’une anomalie est détectée, elle induit l’arrêt du cycle cellulaire. En réponse aux DSB, ces 
checkpoint sont activés afin de permettre la réparation. Les principaux points de contrôles activés 
après l’induction de DSB sont les checkpoints G1/S et G2/M pour empêcher les cellules de se 
répliquer ou de se diviser avec des dommages à l’ADN. Cependant, l’induction de DSB lors de la 
réplication peut induire est un blocage des fourches de réplication et par conséquent l’activation du 
checkpoint intra-S. Cela va permettre la réparation des DSB et la reprise subséquente de la 
réplication. Enfin, le checkpoint intra-mitotique ne pourra être activé que si le dommage induit un 
problème d’alignement de la plaque équatoriale ou un problème d’attachement des chromosomes 
au fuseau mitotique (Figure 23)  (Bekker-Jensen & Mailand, 2010).  Je vais donc m’attacher par la 
suite à décrire l’activation des checkpoints lors des transitions G1/S et G2/M par l’induction de 
DSB.  
 
 
 
Figure 24 : Exemples de signalisations en aval des kinases ATM et ATR aboutissant au blocage du 
cycle aux transitions G1/S et début de phase S. 
(a) La signalisation repose en grande partie sur la stabilisation et l’activation de p53 par diverses 
modifications post-traductionnelles. p53 va ensuite induire la production de p21 et l’inhibition de différents 
complexes Cdk/cyclines impliqués dans la transition G1/S. (b) Celle-ci est aussi générée par la dégradation 
de la phosphatase Cdc25A qui ne peut plus activer le complexe Cdk2/cycline E impliqué dans la transition 
G1/S  et le complexe Cdk2/CyclineA impliqué dans l’activation des origines de réplication (modifié de 
Deckbar, 2011).
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 L’arrêt du cycle lors de la transition G1/S  
 
 
Lors de la phase G1 du cycle cellulaire, la cycline D est exprimée et va être associée aux 
Cdk 4 ou 6 suivant le type cellulaire. Ces Cdk vont alors phosphoryler différentes cibles tel que la 
protéine du Retinoblastome Rb qui va alors libérer les facteurs de transcription de la famille de E2F 
leur permettant d’aller réguler leurs cibles. Parallèlement, cela active la transcription de la cycline E 
qui s’associe à Cdk2 pour complètement lever la répression sur la protéine Rb. Ainsi, les 
complexes Cdk4-6/CyclineD et Cdk2/CyclineE jouent tous deux un rôle dans l’entrée en phase S 
(Deckbar, 2011, warmerdam, 2010). Ces complexes Cdk/cyclines sont donc la cible du checkpoint 
G1/S activé en réponse aux dommages à l’ADN. Pour cela, deux mécanismes distincts ont été 
décrits (Figure 23) (Deckbar et al, 2011). 
 
Le premier est initié par la phosphorylation par ATM de la kinase ChK2 (Thréonine 68), de 
l’ubiquitine ligase Mdm2 (Sérine 395) et du suppresseur de tumeur p53 (Serine 15). Cela va avoir 
pour conséquence la stabilisation et l’activation de p53. En effet, d’une part, la phosphorylation de 
p53 par ATM stimule son activité transactivatrice. D’autre part, la phosphorylation de Mdm2 
empêche l’export nucléaire de p53 nécessaire à sa dégradation. Enfin, une fois activée par ATM, 
ChK2 phosphoryle à son tour p53 ce qui entraîne sa dissociation de Mdm2 (Sérine 20). Ainsi, les 
niveaux et l’activité de p53 deviennent suffisants pour activer la transcription de ses gènes cibles tel 
que p21, inhibiteur des complexes Cdk4-6/CyclineD et Cdk2/CyclineE. De manière intéressante, le 
suppresseur de tumeur BRCA1 joue un rôle de protéine d’assemblage facilitant la phosphorylation 
de p53 par ATM en réponse à l’induction de DSB (Figure 24) (Bekker-Jensen & Mailand, 2010; 
Deckbar et al, 2011; Warmerdam & Kanaar, 2010). 
 
Le second est initié par la kinase ChK2 qui, une fois activée par ATM, phophoryle la 
phosphatase CDC25A (Sérine 123). Cela entraine son ubiquitinylation  permettant sa dégradation. 
Ainsi, CDC25A ne peut plus lever l’inhibition sur les complexes Cdk2-CyclineE et Cdk2-CyclineA 
respectivement impliqués dans les transitions G1/S et le démarrage des origines de réplication. Ils 
se retrouvent donc inactifs induisant un arrêt du cycle cellulaire (Bekker-Jensen & Mailand, 2010; 
Deckbar et al, 2011; Warmerdam & Kanaar, 2010). Notons que Chk1 activée par ATR est aussi 
capable de phosphoryler CDC25A induisant un arrêt du cycle en G1/S (Sorensen, Syljuasen et al. 
2003). Dans ce cas, l’activation d’ATR fait certainement intervenir de l’ADN simple brin généré 
soit par le NER soit par le NHE-J canonique lors de la réparation de cassures difficiles à religuer 
soit plus encore par le NHEJ alternatif. Ainsi, plusieurs travaux sont en faveur de cette hypothèse 
Figure 25 : Exemples de signalisations en aval des kinases ATM et ATR aboutissant au blocage du 
cycle aux transitions G2/M. 
(a) De la même manière que pour le blocage en G1/S, l’induction de p21 peut conduire à l’inhibition du 
complexe Cdk1-CyclineB. (b) De plus, l’inhibition de la phosphatase Cdc25C par séquestration 
cytoplasmique empêche l’activation du complexe Cdk1/CyclineB (modifié de Deckbar, 2011)
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puisqu’ils montrent l’implication de la signalisation induite par ATR dans la réparation par le 
NHEJ (Kuhne, Tjornhammar et al. 2003; Tomimatsu, Tahimic et al. 2007) (Figure 24). 
 
  
 L’arrêt du cycle cellulaire lors de la transition G2/M 
 
 
La transition G2/M se réalise grâce au complexe Cdk1/CyclineB1 (Deckbar et al, 2011). 
Lors de l’activation du checkpoint G2/M, CHK2 et ChK1, activés respectivement par ATM et 
ATR, phosphorylent CDCD25C (Sérine 216) ce qui entraine son export nucléaire et sa 
séquestration dans le cytoplasme par la protéine 14-3-3. Cela entraine l’inhibition du complexe 
Cdk1/CyclineB et donc un arrêt lors de la transition G2/M. Une voie p53-dépendante permettant 
l’activation de protéines inhibitrices des Cdk lors de la transition G2/M a été identifiée. Ses 
fonctions exactes dans ce processus sont encore mal comprises (Bekker-Jensen & Mailand, 2010; 
Deckbar et al, 2011; Warmerdam & Kanaar, 2010). Cependant, par exemple, il a déjà été montré 
que p21, cible de p53, est impliqué dans le maintien du blocage des cellules en G2 suite aux 
dommages à l’ADN via l’inhibition du complexe Cdk1/CyclineB (Figure 25) (Deckbar et al, 2011).  
 
 Même si le mécanisme moléculaire est encore largement incompris,  BRCA1 participe à la 
mise en place du checkpoint G2/M via l’activation de ChK1. BRCA1 participe à ce processus via 
les trois complexes BRCA1 A, B et C (Yarden, Pardo-Reoyo et al. 2002; Yu, Chini et al. 2003; Yu 
and Chen 2004; Kim, Chen et al. 2007; Wang and Elledge 2007; Wang, Matsuoka et al. 2007). Le 
complexe BRCA1/BACH1 participe à la prolongation du checkpoint G2/M alors que la complexe 
BRCA1/CtIP participe à une activation transitoire du checkpoint G2/M (Yarden, Pardo-Reoyo et al. 
2002; Yu, Chini et al. 2003; Yu and Chen 2004). De plus, la phosphorylation de BRCA1 par ATM 
sur la sérine 1423 est requise à l’activation du checkpoint G2/M (Figure 25). De manière 
intéressante, la phosphorylation de BRCA1 par ATM sur la serine 1387 est requise pour le 
checkpoint actif en phase S suite à l’induction de dommages par IR Ainsi, cela suggère que les 
différentes phosphorylations que peut subir BRCA1 par ATM régulent probablement son 
interaction avec différents partenaires permettant alors l’activation du checkpoint intra-S et/ou 
G2/M (Figure 24) (Xu et al, 2001).  
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Figure 26 : Sénescence et Apoptose
A. Schéma simplifié des différentes voies de signalisation permettant la mise en place de le 
sénescence : (a) PTEN/p27Kip1/Rb , (b) p14ARF/p53/p21 et (c) p16INK4a/Rb. (inspiré de Campisi, 
2007). B. Schéma simplifié des différentes voies apoptotiques : (a) la voie extrinsèque et (b) la voie 
intrinsèque provoquée par la présence de dommages à l’ADN. 
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 Un arrêt irréversible : sénescence ou apoptose ? 
 
 
 Si le dommage persiste, différents processus peuvent être mis en place : la sénescence qui 
permet un arrêt irréversible de la prolifération cellulaire ou l’apoptose qui élimine les cellules par 
un processus de mort cellulaire programmée. Ces deux mécanismes empêchent ainsi la 
multiplication au sein de l’organisme de cellules présentant des défauts de maintien du patrimoine 
génétique. Ces processus jouent donc un rôle central dans l’inhibition des processus de 
cancérisation.  
 
La sénescence est médiée par trois voies principales. La voie p14ARF/p53/p21 qui fait 
intervenir p53 et p21 de la même manière que pour l’arrêt du cycle cellulaire. Elle est régulée par 
p14 qui inhibe MDM2, ubiquitine-ligase impliquée dans la dégradation de p53 (Zhang et al, 1998). 
La voie p16INK4a/Rb implique l’augmentation d’expression de la protéine p16, inhibiteur de 
complexes Cdk/Cycline induisant l’hypophosphorylation de la protéine Rb et par conséquent son 
activation. Cela conduit alors à une inhibition de la prolifération de manière irréversible(Gil & 
Peters, 2006). La dernière voie fait intervenir l’activation du suppresseur de tumeur PTEN. Celui-ci 
inhibe la voie proliférative PI3K conduisant à l’accumulation de l’inhibiteur des Cdk/cycline p27 
aboutissant à l’induction de la sénescence de la même manière que p16 (Li & Sun, 1998; Majumder 
et al, 2008). La voie principalement induite par les dommages à l’ADN est la voie p53 dépendante. 
Cependant, la voie p16 peut être activée suite à un stress cellulaire comme le stress oxydatif 
(Adams, 2009). Il a aussi été montré que les cellules traitées avec des agents génotoxiques 
induisant des DSB peuvent s’engager dans la sénescence via les voies p16 et p53 (Schmitt et al, 
2007). De plus, l’expression de PTEN est régulée par la protéine p53 (Stambolic, MacPherson et al. 
2001). Ainsi, des études supplémentaires seront nécessaires pour déterminer l’implication de la 
voie PTEN/p27Kip1/Rb dans l’induction de la sénescence suite à l’induction de dommages à 
l’ADN. Les mécanismes permettant la stabilisation de l’arrêt du cycle cellulaire afin d’activer une 
sénescence irréversible sont encore mal connus. Néanmoins, des études suggèrent que la 
trimethylation de l’histone H3 sur la lysine 9 associé à la répression transcriptionnelle de gènes 
spécifiques est un mécanisme critique lors de cette transition. Ces gènes seraient regroupés en 
clusters au sein du noyau formant ainsi des foyers appelés SAHF pour sénescence-associated 
hétérochromatine foci. Ces foyers facilement visualisables par un marquage avec un agent 
intercalant fluorescent sont communément utilisés comme marqueurs de la sénescence (Figure 
26A) (Schmitt et al, 2007).  
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L’apoptose peut être médiée par deux voies principales : une voie dite extrinsèque, 
impliquant des récepteurs dits de mort appartenant à la superfamille des récepteurs au TNF et une 
voie dite intrinsèque mettant particulièrement en jeu la mitochondrie. Cette voie est gouvernée par 
des protéines appartenant à la superfamille de Bcl-2 qui peuvent être pro-apoptotiques ou anti-
apoptotiques. Celles-ci régulent la perméabilisation de la membrane mitochondriale contrôlant ainsi 
la libération de molécules pro-apoptotiques dans le cytosol telles que le cytochrome C, 
DIABLO/Smac. Ces deux voies conduisent à l’activation de protéases à cystéine appelées caspases. 
Elles sont présentes dans le cytoplasme sous forme de proenzymes inactives appelées procaspases. 
Ces procaspases vont ensuite être clivées et associées en tétramères. Les caspases activées vont 
pouvoir à leur tour activer d'autres procaspases et ainsi développer une activation en cascade. Leurs 
substrats sont notamment des endonucléases qu’elles vont activer et des protéines impliquées dans 
le maintien de l'intégrité cellulaire. Cela aboutit à la formation de corps apoptotiques phagocytés 
par les cellules environnantes. L’apoptose, induite par les dommages à l’ADN, est médiée par p53. 
Celle-ci contrôle majoritairement la voie intrinsèque en induisant l’expression de protéines pro-
apoptotiques comme Bax, Bid, Puma et Noxa. Des études ont aussi montré que p53 lie la 
mitochondrie où il active les protéines pro-apoptotiques Bax et Bak. D’autres facteurs de 
transcription, tels que P73, p63, E2F1 jouent aussi un rôle dans ce processus via la régulation 
transcriptionnelle de gènes de la famille Bcl-2 (Figure 26B) (Schmitt et al, 2007). 
 
Après la description de ces différents mécanismes, il apparaît clairement que la protéine p53 
joue un rôle crucial dans la mise en place de ces devenirs cellulaires suite à un stress génotoxique. 
Il est donc proposé qu’elle participe au choix de ces différents devenirs cellulaires notamment via 
la régulation fine de la quantité p53 au sein de la cellule mais aussi via les partenaires et/ou 
modifications post-traductionnelles qu’il peut avoir (Brooks and Gu; Meek 2004). Par exemple, 
Seone et al. ont montré que la protéine myc joue un rôle important lors du passage de l’arrêt du 
cycle cellulaire vers l’apoptose. En effet, celui-ci inhibe l’expression de p21 par p53 en se liant au  
promoteur de p21. D’autres études décrivent que l’acétylation de p53 sur la lysine 20 par Tip60 
interviendrait dans ce processus (Sykes, Mellert et al. 2006; Tang, Luo et al. 2006). Il est proposé 
qu’une faible quantité de dommages n’induise pas l’acétylation de p53 permettant un arrêt du cycle 
cellulaire alors qu’une quantité importante de dommages induirait l’acétylation de p53 augmentant 
son affinité pour ses cibles pro-apoptotiques et recruter des co-activateurs transcriptionnels sur ces 
gènes (Tyteca et al, 2006a). 
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IV- La chromatine et la Réparation des cassures doubles brins de 
l’ADN 
 
 
A- L’influence des modifications de la structure chromatinienne sur la 
réparation des DSB 
 
 
Les dommages à l’ADN sont produits dans une séquence génomique plus ou moins 
accessible de part sa fonction ou localisation dans le noyau. Or, la mise en place de la machinerie 
de réparation nécessite un accès rapide de l’ADN et donc une ouverture de la fibre chromatinienne. 
De plus, la chromatine étant une structure très dynamique, le contexte chromatinien et les 
différentes modifications qu’il peut subir pourraient jouer un rôle dans la prise en charge des 
dommages. Smerdon propose un modèle « accès-réparation-restoration » pour intégrer les 
différentes altérations de la structure chromatinienne nécessaire à la réussite de la réparation des 
DSB (Smerdon, 1991). Pendant les étapes d’accès et de réparation, les nucléosomes peuvent être 
modifiés, remodelés ou enlevés facilitant le recrutement de protéines impliquées dans la 
signalisation et réparation des DSB. Après l’achèvement de cette réparation, les régions 
chromatiniennes affectées par lésions doivent être restaurées pour retrouver la structure de la 
chromatine pré-existante et arrêter la signalisation des dommages. Ainsi, on peut s’imaginer 
l’existence d’un code des histones qui régit la réparation de l’ADN. Depuis quelques années, pour 
tenter de démontrer ce modèle, différentes équipes ont mis en place des systèmes permettant 
spécifiquement l’étude du rôle de la chromatine dans la réparation des DSB. En effet, une avancée 
majeure fut de créer des systèmes cellulaires dans lesquels il est possible de créer une ou plusieurs 
DSB dans des endroits connus du génome. Ainsi, l’ImmunoPrécipitation de Chromatine (ChIP) est 
devenue un outil de choix pour examiner le paysage chromatinien autour des cassures. Cette 
technique permet d’examiner les changements de la structure chromatinienne (modifications, 
éviction/incorporation d’histones) autour des DSB et le recrutement des facteurs impliqués dans la 
gestion des lésions. Parallèlement, des études de réparation de ces lésions par les différents 
mécanismes de réparation sont généralement possibles. Ainsi, dans ce manuscrit, je vais 
commencer par vous décrire le rôle de la poly-ADP-ribosylation des histones puisqu’elle participe 
à la prise en charge de DSB via le recrutement de nombreux facteurs protéiques. Ainsi, afin de 
clarifier son rôle dans ce processus, j’ai préféré vous décrire ce processus en premier lieu. Je 
m’attacherai à décrire son rôle dans le recrutement des protéines de remodelage et de modification 
de la chromatine, sujet de recherche qui m’intéresse particulièrement. Par la suite, je vais 
Figure 27 : La poly-ADP-ribosylation des histones autour des DSB 
La poly-ADP-ribosylation des histones provoque le recrutement de  plusieurs facteurs de remodelage de 
la chromatine, chacun impliqué lors de différents événements de la prise en charge des DSB (modifié de 
Messner, 2001). La poly-ADP-ribosylation entraine le recrutement de la chaperone d’histone APLF 
impliquée dans le NHEJ, du remodeleur de la chromatine ALC1 (famille de CHD), de l’ubiquitine ligase 
BMI1 impliquée dans le NHEJ et la signalisation des dommages, du remodeleur de la chromatine CHD4 
(membre du complexe NURD) impliqué dans la signalisation des dommages et dans le recrutement du 
complexe de remodelage de la chromatine SWI/SNF (ici représenté par la sous-unité BRG1).
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m’attacher à présenter les différentes études (majoritairement chez la levure et l’homme) qui 
décrivent le rôle de différentes modifications d’histones et remodelage de la chromatine dans la 
prise en charge des DSB en essayant de les intégrer dans le modèle émis par Smerdon. 
 
 
i) La poly-ADP-ribosylation des histones 
 
 
La structure de la chromatine doit être relaxée pour rendre accessible le site de la lésion aux 
différentes protéines de la réparation. Une des premières modifications de la chromatine à avoir été 
impliquée dans la réparation des dommages à l’ADN est la poly ADP-ribosylation (PARylation) 
majoritairement effectuée par la protéine PARP-1 mais aussi par les protéines PARP-2 et PARP-3 
(Hassa, Haenni et al. 2006; Polo and Jackson 2011). Ce processus induit la décondensation de la 
chromatine autour des sites endommagés et le recrutement des machineries de réparation 
notamment lors de la réparation des cassures simples brins de l’ADN (Caldecott, Aoufouchi et al. 
1996; Masson, Niedergang et al. 1998; Leppard, Dong et al. 2003). Des études récentes montrent 
que les chaines de poly-(ADP-ribose) recrutent aussi des facteurs protéiques autour des DSB et 
notamment des protéines de remodelage de la chromatine. En effet, elles permettent le recrutement 
et la rétention de l’ubiquitine ligase BMI1 (Chou, Adamson et al. 2010), des facteurs de 
remodelage de la chromatine de la famille CHD (CHD4, ALC1, MTA2) (Ahel, Horejsi et al. 2009; 
Gottschalk, Timinszky et al. 2009; Chou, Adamson et al. 2010; Polo, Kaidi et al. 2010)). Notons 
que le recrutement du complexe NURD dans son ensemble se fait via l’interaction de CHD4 avec 
les chaines de poly (ADP-ribose) déposées par les protéines PARP autour des DSB. Enfin, la 
chaperonne d’histone APLF est recrutée aux DSB via son domaine zinc finger qui interagit avec les 
chaines de poly (ADP-ribose) mises en place, au moins en partie, par PARP-3 (Figure 27) (Bekker-
Jensen, Fugger et al. 2007; Iles, Rulten et al. 2007; Ahel, Ahel et al. 2008; Rulten, Cortes-Ledesma 
et al. 2008; Rulten, Fisher et al. 2011). L’implication des protéines PARP dans la réparation des 
DSB a aussi été démontré par différentes travaux ce qui confirme l’importance de la poly-ADP-
ribosylation dans ce processus. La majorité des études a été réalisé sur la protéine PARP-1. Il a 
notamment été montré que PARP1 interagit avec les protéines Ku et la DNA-PK et diminue 
l’affinité des protéines Ku aux DSB (Ariumi, Masutani et al. 1999; Galande and Kohwi-
Shigematsu 1999). Par ailleurs, PARP-1 participe au Alt-NHEJ et à la HR (Audebert, Salles et al. 
2004; Yang, Cortes et al. 2004; Hochegger, Dejsuphong et al. 2006; Sugimura, Takebayashi et al. 
2008; Bryant, Petermann et al. 2009; Robert, Dantzer et al. 2009). Cependant, il est important de 
noter que les protéines PARP poly-ADP-ribosylent aussi des protéines non histones en réponse aux 
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dommages à l’ADN, événements que je ne décrirais pas dans ce manuscrit puisqu’ils ne sont pas 
nécessaire à la compréhension de mes travaux de recherche.   
 
ii) La signalisation des DSB 
 
 
 L’activation d’ATM 
 
 
 Relaxation rapide la chromatine 
 
 
Comme nous avons pu le voir auparavant, un des acteurs majeurs de la signalisation des 
DSB est la kinase ATM. En effet, elle est recrutée et activée très rapidement après l’induction de 
DSB. Elle phosphoryle une multitude de substrats impliqués dans la prise en charge des DSB 
permettant leur activation et/ou recrutement autour des DSB. L’activation d’ATM est médiée par 
de nombreux événements dont une décompaction de la structure chromatinienne autour des DSB. 
En effet, une rapide relaxation de la chromatine indépendante de l’activation d’ATM et de la 
phosphorylation de γ-H2AX a été observée autour des DSB (Tsukuda, Fleming et al. 2005; 
Kruhlak, Celeste et al. 2006). Ce processus jouerait un rôle dans l’activation d’ATM puisqu’une 
relaxation induite artificiellement par des drogues conduit à son activation(Kanu & Behrens, 2007). 
Ce modèle est soutenu par une étude qui montre que l’acétylation de l’histone H3 sur la lysine 14 
est induite suite à l’exposition aux radiations ionisantes. Cela est dépendant du remodeleur de la 
chromatine HMGN1 et participe à l’activation d’ATM (Kim, Gerlitz et al. 2009). Notons qu’une 
relaxation globale de la chromatine  dépendante d’ATM se produit aussi après l’induction de DSB 
mais son rôle dans la réparation de l’ADN n’est pas encore connu (Ziv, Bielopolski et al. 2006; 
Berkovich, Monnat et al. 2007).  
 
 Modulation via l’acétylation par Tip60 
 
 
L’activation d’ATM peut aussi être régulée par des modifications post-traductionnelles qu’il 
peut subir. Par exemple, l’histone acétyltransférase Tip60 est aussi impliquée dans la signalisation 
des dommages par sa capacité à acétyler la kinase ATM (Sun, Jiang et al. 2005). Cela permet son 
activation en réponse aux dommages à l’ADN. De plus, le complexe MRN participe au recrutement 
de Tip60 (Sun et al, 2009). Au cours de ma thèse, nous avons pu montrer au sein de l’équipe qu’il 
existe un complexe Tip60-MRN dépourvu de la sous-unité p400 (Chailleux, Tyteca et al. 2010), 
voir annexe). Nous proposons donc que Tip60 acétyle ATM au sein de ce complexe.  
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Figure 28 : Modèle de mise en place de γH2AX autour d’une DSB
A. Modèle général de la mise en place de la phosphorylation du variant d’histone H2AX. (a) Une DSB est 
induite au sein de la chromatine. (b) Le complexe MRN est recruté à la cassure et permet l’activation 
d’ATM qui va initier la phosphorylation de H2AX. (c) Parallèlement, l’histone acétyltransférase MOF1 
acétyle l’histone H4. La mise en place de ces deux marques permet le recrutement de MDC1 via son site 
d’interaction avec γH2AX. MDC1 interagit constitutivement avec NBS1, cela induit une seconde vague de 
recrutement  du complexe MRN et d’ATM permettant de renforcer et maintenir le signal γ-H2AX. Le 
complexe SWI/SNF et l’histone actéyltransférase GCN5 collaborent aussi pour permettre l’amplification du 
signal γH2AX. GCN5 acétyle les histones H3 au sein des nucléosomes contenant H2AX phosphorylée. Cela 
permet le recrutement de BRG1, ATPase du complexe SWI/SNF, ce qui participe à la mise en place de 
γH2AX (modifié de Van Attikum, 2009). B. Modèle proposé par Lee et al. exposant la collaboration entre le 
complexe SWI/SNF et l’acétylation des histones H3 pendant la réparation des DSB (Lee, 2010). 
BMI1
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 La mise en place des domaines γH2AX  
 
 Un des premiers événements qui se produit après l’induction de DSB est la phosphorylation 
du variant d’histone H2AX autour des DSB sur la sérine 139 appelé alors γ-H2AX. La 
phosphorylation de H2AX peut se propager sur plusieurs mégabases autour de la DSB formant des 
foyers visualisables en microscopie (Rogakou, Pilch et al. 1998; Rogakou, Boon et al. 1999). Cette 
marque est un acteur clé de la signalisation des dommages puisqu’elle médie le recrutement et/ou la 
rétention de nombreuses protéines impliquées dans la gestion des DSB. La phosphorylation de 
H2AX est donc finement régulée suite à l’induction d’un stress génotoxique ce qui nécessite 
l’implication de nombreuses protéines.  
 
 Acteurs majeurs : la kinase ATM  et le médiateur MDC1 
 
 
Ainsi, la mise en place des domaines γH2AX se réalise en plusieurs temps que je vais 
m’attacher à décrire dans la suite de ce manuscrit. La phosphorylation de γH2AX est catalysée par 
les membres de la famille des kinases PI3K comme ATM, ATR et DNA-PK. Cependant, dans des 
conditions physiologiques, ATM semble être la kinase majoritairement impliquée dans ce 
processus (Hartlerode & Scully, 2009). Cet événement est accompagné de la déphosphorylation de 
la Tyrosine 142 de H2AX, résidus constitutivement phosphorylé en absence de dommage (Cook, Ju 
et al. 2009; Xiao, Li et al. 2009). Cette déphosphorylation est nécessaire au recrutement de la 
protéine médiatrice MDC1 qui se lie à γ-H2AX via son domaine BRCT (Figure 28) (Jungmichel & 
Stucki).  
 
Etant donné que MDC1 interagit constitutivement avec le complexe MRN via NBS1 
(domaine FHA). Elle est d’abord recrutée par MRN qui induit alors l’activation d’ATM et la 
phosphorylation d’H2AX. Un deuxième pool de MDC1 est alors recruté via cette marque et induit 
le recrutement d'une seconde vague de complexe MRN permettant de renforcer et maintenir le 
signal γ-H2AX dépendant d'ATM (Lukas, Melander et al. 2004; Stucki, Clapperton et al. 2005; 
Chapman and Jackson 2008; Spycher, Miller et al. 2008; Savic, Yin et al. 2009). Il y a alors 
propagation de cette marque sur plusieurs mégabases. Celle-ci ne semble pas faire intervenir 
MDC1. Deux modèles sont alors proposés. Le premier ferait intervenir les autres protéines de la 
famille PI3KK. Le deuxième propose qu’une fraction d’ATM ne soit pas physiquement accrochée à 
la chromatine et s’éloigne de la cassure pour phosphoryler H2AX sur plusieurs mégabases. Notons 
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que γH2AX est absent des extrémités de la cassure et que sa distribution autour de la cassure est 
hétérogène (Figure 28) (Iacovoni et al, 2010).  
 
 
 L’influence du remodelage et des modifications de la 
chromatine  
 
De récentes études montrent que certains complexes de modification et de remodelage de la 
chromatine sont impliqués dans l’amplification du signal γH2AX. En effet, la liaison de MDC1 à 
γH2AX requiert l’acétylation de l’histone H4 sur la lysine 16, acétylation médiée par l’histone 
acetyltransférase MOF1 en réponse aux DSB (Figure 28) (Li, Corsa et al. 2010; Miller, Tjeertes et 
al. 2010). 
 
De plus, il est proposé que le complexe de remodelage de la chromatine SWI/SNF et 
l’histone acétyltransférase GCN5 collaborent pour permettre la mise en place de γH2AX autour des 
DSB. En effet, il a été montré que l’ATPase RSC, homologue de l’ATPase SWI/SNF chez la 
levure, est nécessaire pour assurer des niveaux corrects de γ-H2AX (Liang et al, 2007). De plus, 
une première étude montre que le complexe SWI/SNF humain est aussi requis pour la 
phosphorylation d’H2AX (Park, Park et al. 2006). Puis, Lee et al, confirme ces résultats et propose 
un modèle selon lequel ATM initie la phosphorylation de H2AX à des niveaux faibles. H2AXP 
recrute alors l’histone acetyltransferase GCN5 ce qui induit l’acétylation de l’histone H3 sur les 
lysines 9, 14, 18 et 23 au sein des nucléosomes contenant H2AX phosphorylée. Le complexe 
SWI/SNF est ensuite recruté via le bromodomaine de BRG1 et faciliterait la phosphorylation de 
H2AX par amplification du signal probablement en facilitant l’accès des nucléosomes autour des 
DSB. Ce modèle explique comment des ATPases peuvent lier γH2AX tout en stimulant la 
phosphorylation de H2AX (Park, Park et al. 2006; Lee, Park et al. 2010). Notons que le complexe 
HAT p300/CBP permet l’acétylation de l’histone H3 sur la lysine 18 ainsi que le recrutement de 
BRM, sous-unité du complexe SWI/SNF, autour des DSB (Ogiwara et al, 2011). De plus, ce 
complexe acétyle le variant d’histone H2AX sur la lysine 36. Cependant, le rôle de cette acétylation 
reste encore inconnue (Jiang et al, 2010). Ces travaux suggèrent donc le complexe p300/CBP 
pourrait donc aussi participer au modèle proposé par Lee et al. (Figure 28). Cependant, même si ces 
études montrent qu’ils jouent dans les toutes premières étapes de signalisation des dommages, elles 
ne déterminent pas s’ils sont responsables de la rapide relaxation de la chromatine observée après 
l’induction des DSB.  
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Enfin, l’ubiquitine ligase BMI1, responsable de la mono-ubiquitination des Histone H2A et 
H2AX suite à un l’induction de DSB, participe à la mise en place de la signalisation des dommages 
dépendante de γH2AX (Ismail, Andrin et al. 2010). Il interagit avec ATM et γH2AX. De plus, il 
facilite le recrutement d’ATM aux cassures et la phosphorylation subséquente de H2AX (Facchino, 
Abdouh et al. 2010). Ainsi, nous pouvons imaginer qu’il intervient aussi dans le maintien et 
l’amplification de la phosphorylation de γH2AX cependant le rôle par lequel il influence ce 
processus reste à démontrer (Figure 28).  
 
Pour conclure sur ce chapitre, il est important de noter qu’ATM phosphoryle aussi d’autres 
substrats intervenant dans la signalisation des dommages tels que MDC1, NBS1, 53BP1 et BRCA1 
(Manke, Lowery et al. 2003). Ces différentes protéines possèdent un domaine BRCT permettant 
leur liaison à γ-H2AX. Cependant, il a été montré que cette marque chromatinienne n’est pas 
requise pour le recrutement initial de ces protéines puisque leur recrutement est visible dans des 
cellules mutantes pour H2AX mais qu’elle plutôt nécessaire à leur concentration et stabilisation 
autour des DSB (Celeste, Fernandez-Capetillo et al. 2003). Ainsi, il est proposé que NBS1, γ-
H2AX et MDC1 soient des médiateurs centraux de la réponse aux dommages en formant des 
plateformes de recrutement et de maintien des protéines médiatrices impliquées dans la gestion des 
dommages. Par exemple,  MDC1 permet le recrutement de l’ubiquitine ligase RNF8 permettant 
l’initiation de la cascade d’ubiquitination, signalisation permettant le recrutement de facteurs clés 
de la réponse aux dommages. Cette cascade fait intervenir de nombreux acteurs protéiques et joue 
une place centrale dans la réponse aux dommages à l’ADN. Je vais donc m’attacher à la décrire 
plus précisément dans la suite de mon manuscrit.   
 
 La Mise en place de la cascade d’ubiquitination  
 
 
 L’Ubiquitination des histones H2A et H2AX  
 
Acteurs majeurs : RNF68 et RNF168 
 
 Chez les mammifères, une fois phosphorylé par ATM, MDC1 recrute l’E3 ubiquitine ligase 
RNF8 via son domaine FHA qui intéragit avec le résidu phosphorylé de MDC1. RNF8 poly-
ubiquitinyle alors les histones H2A et H2AX sur la lysine 119 autour des dommages. Cette marque 
est alors reconnue par l’E3 ubiquitine ligase RNF168 via ses  domaines MIU (Motifs interacting 
Figure 29 : Cascade d’ubiquitination des histones suite à l’induction de DSB
(a) Induction d’une DSB au sein de la chromatine. (b) Cela induit le recrutement du complexe MRN et 
l’activation d’ATM. Il y a alors phosphorylation du variant d’histone H2AX ce qui entraine le recrutement 
de MDC1. MDC1 provoque alors le recrutement des enzymes Ubc13 (E2) et RNF8 (E3) qui vont 
ubiquitinyler les histones H2A et H2AX autour des DSB. (c) Il y a alors recrutement des remodeleurs de la 
chromatine CHD4 et p400 qui vont permettre l’éviction des nucléosomes autour de la cassure. Cela 
participerait au recrutement de l’E3 RNF168 qui a son tour ubiquitininerait les histones permettant 
l’amplification du signal. (d) Les chaines de poly-ubiquitines recrutent alors le complexe BRCA1-A, via la 
sous-unité Rap80, et de 53BP1. Notons que le rôle de l’ubiquitination des histones dans le recrutement de 
53BP1 est encore inconnu. De la même manière, l’ubiquitine ligase BMI1 participe au recrutement de ces 
protéines mais son mécanisme d’action est encore inconnu. (modifié de Van Attikum, 2009)
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with ubiquitin) qui va amplifier l’ubiquitinylation des histones H2A à un niveau assez important 
pour induire le recrutement subséquent de protéines telles que BRCA1 (protéine largement 
impliquée dans la signalisation des dommages et dans la réparation par HR) et 53BP1 (protéine 
anti-recombinogène inhibant la résection de l’ADN (Huen, Grant et al. 2007; Kolas, Chapman et al. 
2007; Mailand, Bekker-Jensen et al. 2007; Wang and Elledge 2007; Doil, Mailand et al. 2009; 
Bunting, Callen et al. 2010). L’enzyme E2 Ubc13 de conjugaison de l’ubiquitine est aussi 
nécessaire à la formation de ces chaines par RNF8 et RNF168 en réponse aux dommages à l’ADN 
(Penengo, Mapelli et al. 2006; Kolas, Chapman et al. 2007; Mailand, Bekker-Jensen et al. 2007; 
Wang and Elledge 2007; Stewart, Panier et al. 2009). De plus, comme BRCA1, RNF8 est 
nécessaire à la mise en place du checkpoint G2/M. Cela suggère que RNF8 participe à la mise en 
place de l’arrêt du cycle cellulaire en G2/M via son rôle dans le recrutement de BRCA1 (Figure 29) 
(Huen, Grant et al. 2007; Kolas, Chapman et al. 2007). 
 
L’ubiquitination étant une marque tellement abondante au sein de la cellule, il est important 
de noter que RNF8 et RNF168 catalysent la formation de chaines de poly-ubiquitine branchées sur 
la lysine 63 de l’ubiquitine ce qui les distingue à la fois de la mono-ubiquitination de H2A 
abondamment présente sur la chromatine pré-existante et des chaines effectuées sur la lysine 48 de 
l’ubiquitine qui sont associées à la dégradation des protéines par le protéasome (Huen, Grant et al. 
2007; Doil, Mailand et al. 2009; Stewart, Panier et al. 2009). Cependant, les différents travaux 
réalisés ne permettent pas de déterminer si RNF8 poly-ubiquitinyle les histones mono-
ubiquitinylées déjà présentes ou s’il permet l’ubiquitination d’histones non modifiées (Figure 29).  
 
A la découverte de nouvelles E3 : RNF2 et BMI1 
 
 
Notons que les ubiquitines ligases RNF2 et BMI1, membres du complexe PRG1 
(polycomb-repressive complex 1), qui permettent la monoubiquitination de l’histone H2A sur la 
lysine 119, sont aussi recrutées au niveau des DSB (Chou, Adamson et al. 2010; Ginjala, 
Nacerddine et al. 2011). BMI1 permet aussi la monoubiquitination de H2AX (Ismail, Andrin et al. 
2010) . Il a aussi été montré qu’il participe au recrutement de 53BP1 et du complexe BRCA1-
Rap80. Cependant, BMI1 et RNF8 sont recrutés de manière indépendante. Ils semblent donc 
collaborer ensemble dans ce processus. BMI1 pourrait influencer le recrutement de ces facteurs 
protéiques via sa participation au recrutement d’ATM (voir chapitre sur γH2AX) et/ou via 
l’ubiquitination des variants d’histones H2A et H2AX (Facchino, Abdouh et al. 2010; Ismail, 
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Andrin et al. 2010). Cependant, une étude moléculaire plus précise est nécessaire pour mieux 
comprendre son rôle dans la signalisation des DSB (Figure 29).  
 
Ainsi, l’ensemble de ces travaux montre l’importance de l’ubiquitination des histones dans 
la réponse aux dommages à l’ADN. Cependant, des études supplémentaires sont nécessaires afin de 
mieux comprendre la mise en place de ces marques ainsi que leurs régulations. Cela nous permettra 
une meilleure compréhension de la coordination entre tous les événements d’ubiquitination déjà 
décris et leur rôle dans la réponse aux dommages (Facchino, Abdouh et al. 2010; Ismail, Andrin et 
al. 2010).  
 
Le recrutement de BRCA1 et 53BP1 
 
 
 
Les chaines de poly-ubiquitines K63 représentent un signal et un site d’ancrage pour des 
protéines spécifiques de la signalisation des dommages. En effet, BRCA1 est recruté aux DSB au 
sein du complexe BRCA1 A. Ce complexe contient la sous-unité Rap80 qui va lier les chaines de 
poly-ubiquitines via ses domaines UIM (Kolas, Chapman et al. 2007; Wang, Matsuoka et al. 2007; 
Wu, Huen et al. 2009). De manière intéressante, deux études montrent que le complexe Rap80-
BRCA1 permet d’empêcher une résection trop excessive contrairement au complexe BRCA1 C 
initialement recruté pour permettre la résection (Coleman and Greenberg 2011; Hu, Scully et al. 
2011).  Ces résultats suggèrent une régulation très fine de la participation des complexes BRCA1 
dans la prise en charge des DSB afin de coordonner au mieux la réparation des cassures. Enfin, 
BRCA1 comprenant une activité E3 ubiquitine ligase, différents travaux portent sur le rôle de 
BRCA1 dans la cascade d’ubiquitination initiée par RNF8. Cependant, certains montrent un effet 
marginal de BRCA1 sur cette voie alors que d’autres lui attribuent un rôle majeur (Figure 29) 
(Bekker-Jensen and Mailand 2010).  
 
L’ubiquitination des histones participe aussi au recrutement de la protéine 53BP1. En effet, 
le recrutement de 53BP1 est médiée par deux principaux mécanismes : la reconnaissance de 
marques d’histones et l’ubiquitination des histones. Néanmoins, la manière dont ce processus 
favorise l’accumulation de 53BP1 autour des DSB reste incomprise. Il a été montré que le domaine 
tudor de 53BP1, capable de lier les lysines méthylées est requis pour son ciblage aux cassures 
(Huyen, Zgheib et al. 2004). Différentes études chez Schizosaccharomyces pombe et l’homme 
montrent que Crb2 et respectivement 53BP1 se lient préférentiellement à l’histone H4 diméthylée 
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sur la lysine 20 (Sanders, Portoso et al. 2004; Botuyan, Lee et al. 2006). Chez saccharomyces 
cerevisae, le recrutement de Crb2 se fait via la méthylation de l’histone H3 sur la lysine 79 
(Giannattasio, Lazzaro et al. 2005). Cependant, cela reste encore controversé chez l’homme. En 
effet, Huyen et al montrent que la formation des foyers 53BP1 est compromise par un défaut de 
l’enzyme Dot1, responsable de la méthylation de H3K79, et qu’il existe une interaction physique 
entre cette marque et 53BP1. Botuyan et al, décrivent dans des lignées cellulaires différentes que 
ces foyers ne sont pas compromis en l’absence de Dot1. Néanmoins, ces différents travaux 
montrent que H4K20me et H3K79me ne sont pas déposées autour des DSB suggérant  un 
repositionnement des nucléosomes après l’induction de DSB afin d’exposer ces marques 
habituellement peu accessibles. Ainsi, il est donc proposé que l’ubiquitination des histones 
participe à la restructuration de la chromatine autour des DSB ce qui rendrait les sites de liaison de 
53BP1 plus accessibles (Bekker-Jensen and Mailand 2010). Cependant, de manière inattendue, de 
récents travaux montrent que la methyltransférase MMSET permet une augmentation de la di-
méthylation de H4K20 autour des DSB et qu’elle est nécessaire au recrutement de 53BP1 (Hajdu, 
Ciccia et al. 2011; Pei, Zhang et al. 2011). Des travaux supplémentaires seront donc nécessaires 
pour comprendre comment la méthylation et l’ubiquitination coopèrent ensemble pour permettre le 
recrutement de facteurs comme 53BP1.  
 
L’influence du remodelage de la chromatine  
 
 
  Des études chez l’homme montrent que les facteurs de remodelage de la chromatine CHD4, 
membre du complexe NURD, et p400, membre du complexe Tip60, sont recrutés aux DSB et qu’ils 
sont importants pour la mise en place de la signalisation des DSB par l’ubiquitination. En effet, 
tous deux sont requis pour le recrutement des protéines RNF168 et, par conséquent, au recrutement 
de BRCA1 (Larsen, Poinsignon et al. 2010; Smeenk, Wiegant et al. 2010; Xu, Sun et al. 2010). Xu 
et al proposent que p400 participe à son recrutement via son activité de remodelage sur la 
chromatine aux alentours des DSB. De plus, après l’induction de dommages, CHD4 régule la mise 
en place du checkpoint G2/M probablement via le recrutement de BRCA1. Notons que la protéine 
CHD4 régule la stabilité du génome via d’autres mécanismes. En effet, d’elle-même, la déplétion 
de CHD4 induit la présence des dommages à l’ADN accompagnée d’une activation de la voie de 
réponse aux dommages à l’ADN. De plus, elle inhibe le checkpoint G1/S avant et après dommages 
en facilitant la déacétylation de p53 sur la lysine 282 probablement grâce à la protéine HDAC1 
présente au sein de son complexe ((histone déacétylase) (Polo, Kaidi et al. 2010)). Il est donc 
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proposé que le complexe NURD participe à la surveillance du génome en régulant la structure 
globale de la chromatine ce qui limiterait la présence de dommages tout en jouant un rôle direct 
dans la réponse aux dommages à l’ADN suite à un stress génotoxique (Figure 29) (Larsen, 
Poinsignon et al. 2010; Smeenk, Wiegant et al. 2010).  
 
 L’Ubiquitination de l’histone H2B 
 
 Ainsi l’impact de l’ubiquitination de H2A dans la réparation des DSB a largement été 
étudié. Cependant, de récentes études montrent que l’ubiquitination de H2B est aussi un composant 
de la réponse aux dommages à l’ADN. En effet, les ubiquitine ligase RNF20-RNF40, responsables 
de l’ubiquitination de H2B, sont recrutées aux DSB. Les auteurs proposent que la décondensation 
de la chromatine qui en résulte, que ce soit directement par la mise ne place de cette marque soit 
par le recrutement du remodeleur de la chromatine SNF2H de la famille ISWI, facilite le 
recrutement de facteurs de la réparation (Moyal, Lerenthal et al. 2011; Nakamura, Kato et al. 2011).  
 
L’étude approfondie de la régulation de la chromatine lors de la transcription montre qu’il 
existe des interconnections (cross-talk) entre l’ubiquitination de l’histone H2B et la méthylation de 
l’histone H3 sur les lysines 4 et 9 (Kim et al, 2009b). Ainsi, certaines équipes ont regardé 
l’implication de H3K4me et  H3K79me dans la réparation des DSB. Comme je l’ai expliqué 
précédemment, le rôle de la méthylation de H3K79 dans la prise en charge des DSB est controversé 
mais elle pourrait être responsable du recrutement de facteurs protéiques tel que 53BP1. Cependant, 
cette marque ne semble pas induite après un stress génotoxique. Pour ce qui est de la méthylation 
de H3K4me, très peu de choses sont connues et, pour le moment, les données bibliographiques se 
contredisent. En effet, Nakamura et al. montrent une augmentation de H3K4me autour des DSB ce 
que contredit Moyal et al. D’autres travaux sont donc nécessaires afin de déterminer si la 
méthylation de l’histone H3 sur les lysines 4 et 9 jouent un rôle dans la prise en charge des DSB. Si 
cela s’avère être le cas, il sera alors intéressant de regarder s’il existe des cross-talks entre 
l’ubiquitination des histones H2B et la méthylation de H3 lors de ce processus.  
 
 La sumoylation des histones  
 
 
La sumoylation des histones dans la réponse aux dommages reste encore peu étudiée. 
Cependant, de récents travaux montrent aussi l’importance de la sumoylation, par les E3 ligases 
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Figure 30 : Participation de l’histone acétyltransférase Tip60 dans la réparation des DSB par la HR
(a) En réponse aux cassures double-brin, HP1 se dissocie de H3K9me (b). (c) L’histone acétyltransérase 
Tip60 est alors recrutée autour de la DSB via son interaction avec H3K9me. Elle va alors acétyler les 
histones H4 permettant la relaxation de la chromatine et le recrutement de la protéine Rad51, impliquée 
dans l’invasion de brin lors de la HR (d).  
H4 Me MeMe
Me MeMeMe
Me
HP1HP1HP1
HP1
HP1
HP1HP1HP1HP1
Me
MeAcMe
TRRAP
Tip60
TRRAP
Tip60
AcAc Ac MeAcMe
TRRAP
Tip60
TRRAP
Tip60
Rad51 Rad51Rad51Rad51
Recrutement de Rad51
Dissociation 
de HP1
a
b
c
d
 54 
SUMO PIAS1 et PIAS4, dans la formation des conjugués d’ubiquitine par RNF8, RNF168 et 
BRCA1. Même si le mécanisme reste encore peu clair, il est connu que BRCA1 est sumoylé après 
l’induction de DSB et que cela favorise son activité d’ubiquitine ligase (Galanty, Belotserkovskaya 
et al. 2009; Morris, Boutell et al. 2009). 
 
iii) La réparation des DSB 
 
 
Les différentes régulations de la structure chromatinienne impliquées dans réparation des 
DSB étant encore mal caractérisées, il est difficile d’établir un modèle clair du rôle des différentes 
modifications et remodelage de la chromatine dans chacun des mécanismes de réparation des DSB. 
De plus, certaines enzymes responsables de ces régulations sont impliquées dans différents 
mécanismes mais leur rôle précis reste encore inconnu. Ainsi, pour faciliter la lecture de mon 
manuscrit, j’ai choisit de décrire, une à une, les différentes modifications de la chromatine 
impliquées dans les processus de réparation des DSB.  
 
 L’acétylation des histones 
 
 
 L’histone acetyltransferase Tip60 
 
 
Une autre modification de la chromatine qui peut induire la relaxation est l’acétylation des 
histones. Durant la réparation des DSB par HR, différentes HAT sont recrutées autour des DSB où 
elles acétylent des résidus spécifiques d’histones. Une des premières HAT à avoir été impliquées 
dans la réparation des DSB est Tip60 ou NuA4 chez la levure. Elle est recrutée autour des DSB via 
son interaction avec γH2AX. Cette HAT acétyle les histones H4 et H2AX autour des DSB (Bird, 
Yu et al. 2002; Downs, Allard et al. 2004; Murr, Loizou et al. 2006; Ikura, Tashiro et al. 2007). Les 
différents travaux réalisés chez l’homme montrent que Tip60 est important pour la réparation des 
DSB par HR. En effet, Murr et al montrent que des cellules KO pour TRRAP, sous-unité du 
complexe Tip60, perdent le recrutement de Tip60 et l’acétylation de l’histone H4 autour des DSB. 
Elles présentent aussi un défaut de recrutement de Rad51 et de réparation par HR. Ceci étant 
réversé par l’utilisation d’agents chimiques qui permettent la décondensation de la chromatine, ils 
proposent donc que le complexe Tip60 induise une relaxation de la chromatine autour des DSB 
nécessaire au recrutement de protéines de la HR. Son rôle potentiel dans la réparation des DSB n’a 
encore pas été étudié (Figure 30).  
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De plus, récemment, Sun et al. montrent que Tip60 est recruté aux DSB via son interaction 
avec l’histone H3K9 methylée et ce grâce au complexe MRN. Cette interaction potentialise 
l’activité HAT de Tip60 suite  à l’induction de DSB (Xu et al, 2010). Notons que le recrutement de 
Tip60 sur H3K9me est rendu possible par la dissociation de HP1β de cette marque en réponse aux 
dommages à l’ADN (Sun et al, 2009).Cependant, la disparition de HP1 est transitoire et elle est 
suivie d’une accumulation de HP1 autour des DSB (Ayoub, Jeyasekharan et al. 2008; Luijsterburg, 
Dinant et al. 2009). Le recrutement de HP1 est indépendant de son domaine de liaison à H3K9 mais 
se réalise grâce à son domaine « chromoshadow » (Ayoub, Jeyasekharan et al. 2008; Ayoub, 
Jeyasekharan et al. 2009; Dinant and Luijsterburg 2009; Luijsterburg, Dinant et al. 2009; Zarebski, 
Wiernasz et al. 2009; Baldeyron, Soria et al. 2011). De manière intéressante, la protéine HP1 et la 
méthylation de H3 sur la lysine 9 sont tous deux marqueurs de l’hétérochromatine. Tip60 participe 
donc à la réparation des DSB qui se produisent au sein de cette structure (Figure 30).  
 
 
 Le complexe HAT p300/CBP  
 
 
Les HAT P300/CBP permettent aussi l’acétylation de la lysine 18 de l’histone H3 et des 
lysines 5, 8, 12 et 16 de l’histone H4 autour des DSB. Les auteurs de ces travaux montrent que le 
complexe p300/CBP est nécessaire au recrutement des protéines Ku70 et Ku80, participant ainsi au 
NHEJ (Ogiwara et al, 2011). 
 
 Les histones déacétylases 1 et 2  
 
 
Chez la levure, le complexe de HDAC Sin3/Rpd3 est requis pour la réparation des DSB par 
les NHEJ (Jazayeri et al, 2004). Chez l’homme, il a récemment été montré que HDAC1 et HDAC2, 
membre du complexe NURD et recrutées aux DSB via la sous-unité CHD4, déacétylent l’histone 
H3 sur la lysine 56 et l’histone H4 sur la lysine 16. Cela inhiberait la propagation des protéines Ku 
autour de la DSB (Miller et al, 2010). Ces travaux suggèrent que l’acétylation des histones autour 
des DSB régule la rétention du complexe Ku70/Ku80 afin de contrôler la mise en place de NHEJ 
canonique. L’acétylation des histones est donc aussi bien impliquée dans la réparation des DSB par 
HR ou par NHEJ. On peut donc imaginer que la régulation fine de l’acétylation des histones autour 
des DSB influence le choix de réparation des DSB.  
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 Cross talk entre les HAT et les HDAC  
 
 
Une étude chez la levure montre que les HAT GCN5 et Esa1, homologue de Tip60, et les 
HDAC Rpd3, Sir2, and Hst1 sont recrutées autour des cassures (Tamburini and Tyler 2005). 
Celles-ci participent à la réparation par HR en médiant tout d’abord une acétylation des histones H3 
et H4 autour des DSB qui est suivie d’une vague de déacétylation de ces histones. Cela permet 
certainement la coordination des événements de réparation. Les complexes HDAC et HAT doivent 
donc jouer un rôle à des étapes différentes dans le processus de réparation afin de réguler finement 
la mise en place de certaines acétylations d’histone puis leur déacétylation. Cela permet 
probablement d’orchestrer au mieux les différents évenements qui régissent la réparation des DSB. 
Des études complémentaires sont nécessaires pour comprendre la coordination de l’action de ces 
complexes lors de ces processus. 
 
 La méthylation des histones 
 
 
Enfin, de nombreux facteurs impliqués dans la gestion des dommages à l’ADN présentent 
des bromodomaines ou des domaines tudor permettant potentiellement leur liaison aux histones 
méthylées. Ainsi, il est intéressant de regarder l’implication de la méthylation des histones dans la 
gestion des dommages à l’ADN. Comme je l’ai déjà décris auparavant, H3K9me, H3K79me et 
H4K20me sont impliquées dans le recrutement de facteurs protéiques autour des DSB. Cependant, 
la manière dont elles sont « découvertes » ou induites est encore controversée et nécessite des 
investigations supplémentaires. Récemment, une étude montre tout de même qu’après l’induction 
de DSB, la methyltransférase Metnase/SETMAR induit la di-methylation de l’histone H3 sur la 
lysine 36 et que cela stimule la réparation par NHEJ en facilitant le recrutement des protéines Ku 
(Fnu, Williamson et al. 2010). 
 
 L’ubiquitination des histones 
 
 
Comme je l’ai décris précédemment, l’ubiquitination des histones joue une grande place 
dans la signalisation des dommages en permettant le recrutement de facteurs protéiques comme la 
protéine BRCA1. BRCA1 est largement impliquée dans la signalisation des DSB mais aussi dans la 
réparation des DSB puisqu’elle permet le recrutement de Rad51 lors de la HR. Ainsi, 
l’ubiquitination des histones pourrait aussi tenir un rôle important dans les mécanismes de 
réparation probablement via le recrutement direct ou indirect de facteurs impliqués dans le 
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« corps » des machineries de réparation. Ce domaine de recherche reste encore à être étudié. 
Cependant, une étude est en accord avec ce modèle. En effet, l’ubiquitine ligase BMI1, responsable 
de la mono-ubiquitination des histones H2A en réponse à un stress génotoxique,  interagit avec des 
facteurs de la réparation par le NHEJ (DNA-PK) ce qui suggère un rôle de ce processus dans la 
réparation des DSB (Facchino, Abdouh et al. 2010).  
 
 Le remodelage ATP-dépendant 
 
 
Les CRC grâce à leur capacité à pouvoir faire glisser ou retirer des nucléosomes de la 
chromatine ou simplement échanger des histones au sein des nucléosomes peuvent intervenir à 
différentes étapes des processus de réparation. La majorité des études ont été réalisées chez la 
levure mais depuis 2010 différents travaux montrent l’implication des CRC dans la prise en charge 
des DSB.  
 
 Les complexes de la famille Ino80.  
 
 
L’ATPase Ino80 
 
 
Une des premières ATPases à avoir été impliquée dans la réparation des DSB est Ino80. 
Chez la levure, différents travaux ont permis d’établir un modèle assez précis du rôle d’Ino80 dans 
la prise en charge des DSB. En effet, Ino80 est recruté via γH2AX autour des DSB après le 
complexe NuA4 (Morrison, Highland et al. 2004; van Attikum, Fritsch et al. 2004; Downs 2008). 
La majorité des études se rejoignent pour dire qu’Ino80 participe à l’éviction des nucléosome 
autour des DSB visualisée grâce à des ChIP H3, H2A, H2B, H2AZ et γH2AX (Tsukuda, Fleming 
et al. 2005; van Attikum, Fritsch et al. 2007). Tsukuda et al propose que cette éviction de 
nucléosome soit dépendante de MRN et qu’elle contrôle le remplacement de RPA par Rad51 pour 
permettre l’invasion de brin lors de la HR. Les différents travaux de Van Attikum montrent des 
rôles différents du complexe Ino80 selon le mécanisme de réparation mis en place dans la cellule. Il 
permet l’éviction des nucléosomes lors de la HR et lors du NHEJ infidèle. Cependant, Ino80 y 
intervient différemment. Lorsque la séquence donneuse n’est pas présente pour réparer la DSB 
alors Ino80 déstabilise les nucléosomes autour de la cassure permettant ainsi la résection des DSB 
via le recrutement de Mre11 et de manière subséquente la réparation par Alt-NHEJ. Cependant, 
Figure 31 : Modèle proposé des mécanismes moléculaires par lesquels les remodeleurs de la 
chromatine Ino80 et Swr1 jouent un rôle dans la réparation des DSB
(a) Induction d’une DSB au sein de la chromatine. (b) Phosphorylation de l’histone H2A autour de la 
cassure ce qui permet le recrutement des ATPases Ino80 et Swr1 autour de la DSB. (c) Swr1 est impliqué
dans la réparation par le NHEJ alors qu’Ino80 permet l’éviction des nucléosomes lors du Alt-NHEJ et de la 
HR. Il favorise la  résection des extrémités endommagées pendant le Alt-NHEJ (d) et il permettrait 
l’éviction des nucléosomes du brin matrice permettant l’invasion de brin lors de la HR (e) (inspiré du 
modèle dans Van Attikum, 2007 et schéma modifié de Van Attikum, 2009)
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lorsque des séquences donneuses sont présentes pour réparer les DSB alors la réparation va être 
prise en charge par la HR et Ino80 va alors induire l’éviction des nucléosomes au niveau des 
séquences donneuses, et non pas autour des cassures elles-mêmes, favorisant ainsi l’invasion du 
brin résecté au sein de la séquence donneuse pour initier la synthèse du nouveau brin (van Attikum, 
Fritsch et al. 2004; van Attikum, Fritsch et al. 2007). Enfin, ils montrent aussi qu’Ino80 participe au 
recrutement de Ku80 lors du NHEJ canonique mais cela serait indépendant à l’éviction de 
nucléosome (Figure 31).  
 
Chez l’homme, Ino80 est recruté autour des DSB et participe à leur réparation par HR. Il 
intervient dans les étapes précoces de prise en charge des DSB en facilitant la résection 5’-3’ des 
DSB (Gospodinov, Vaissiere et al. 2011). Cependant, des études supplémentaires sont nécessaire 
pour déterminer s’il participe aussi autres voies de réparation de ces cassures.  
 
L’ATPase Swr1 
 
 
Le complexe Swr1, complexe de la famille Ino80, est aussi impliqué dans la réparation des 
DSB. Swr1 est recruté autour des DSB via γH2AX et participe au NHEJ canonique. Il est 
notamment nécessaire au recrutement de Ku80 (Figure 31) (Downs, 2004, Attikum, 2007). 
Cependant, le mécanisme par lequel Swr1 joue un rôle dans le NHEJ reste à être déterminé. Chez 
l’homme, Xu et al. montrent que l’homologue de Swr1, p400, est recruté autour des DSB. Il a 
seulement été montré que p400 participe à la signalisation des DSB (Xu et al, 2010). Ainsi, une 
partie de mes travaux de thèse ont consistés à étudier le rôle de p400 dans la réparation des DSB et 
notamment dans la recombinaison homologue (voir dans Résultats, chapitre « L’ATPase p400 
facilite la réparation des cassures doubles brins médiée par Rad51 »). 
 
Swr1 étant responsable de l’incorporation du variant d’histone H2AZ au sein de la 
chromatine (Mizuguchi, Shen et al. 2004), plusieurs groupes ont étudié si H2AZ est incorporé 
autour des DSB. Papamichos et al. montrent un lien entre les complexes Ino80 et Swr1 dans 
l’adaptation au checkpoint en réponse aux DSB. C’est un mécanisme qui est mis en place lorsque 
les dommages persistent. Il y a alors échappement du checkpoint et entrée en mitose de la cellule 
malgré la présence de dommages à l’ADN. Les auteurs montrent qu’Ino80 est requis pour ce 
processus. En effet, les mutants Ino80 présentent une diminution des niveaux de γ-H2AX 
concomitante avec une augmentation de H2AZ autour de la cassure induisant un défaut 
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d’adaptation du checkpoint. L’inactivation couplée d’Ino80 et Swr1 élimine l’incorporation de 
H2AZ et restaure γ-H2AX permettant l’échappement du checkpoint (Papamichos-Chronakis et al, 
2006). Ainsi, les auteurs proposent qu’Ino80 et Swr1 régulent ensemble la dynamique de γH2AX 
afin d’influencer la décision de maintenir le checkpoint ou non. Swr1 permettrait le retrait de 
γH2AX une fois la DSB réparée afin de repartir normalement dans le cycle cellulaire alors 
qu’Ino80 participerait au maintien de γH2AX lorsque les dommages persistent afin de maintenir 
l’arrêt en G2/M jusqu’à la mise en place de l’adaptation au checkpoint. Van Attikum et al. montrent 
une diminution de la présence de H2AZ autour des DSB au même titre que γH2AX et H3 (van 
Attikum et al, 2007). Plus récemment, Kalocsay et al. décrivent qu’H2AZ est incorporé rapidement 
et transitoirement autour d’une DSB et que cela est nécessaire à son déplacement vers la périphérie 
du noyau (Kalocsay et al, 2009). Toutes ces études sont réalisées grâce à un système inductible de 
DSB par l’enzyme de restriction HO. Dans les deux premières, les auteurs recherchent la présence 
de H2AZ au bout de 2h/2h30 d’induction de la DSB. Ils voient dans des levures WT une 
diminution de H2AZ à une distance inférieure à 5kb autour de la cassure. La dernière examine la 
présence de H2AZ de 0 à 5h d’induction de la cassure et montre une incorporation de H2AZ proche 
de la DSB très rapide et transitoire puisque l’enrichissement de H2AZ a déjà diminué de deux fois 
au bout de 2h d’induction de la DSB. Les divergences observées dans ces travaux sont 
probablement dues à des différences expérimentales même si elles ne peuvent tout expliquer. En 
effet, après 2h d’induction de la cassure les deux premiers voient une diminution de H2AZ et 
l’autre une légère augmentation. Cependant, deux de ces études suggèrent un rôle potentiel de Swr1 
dans l’incorporation de H2AZ autour des DSB, l’un proposant un rôle dans la relocalisation des 
DSB persistantes à la périphérie du noyau (Kalocsay et al., 2009) et l’autre dans le retrait de 
γH2AX par des histones non modifiés comme H2AZ une fois la DSB réparée afin de repartir dans 
le cycle cellulaire (Papamichos-Chronakis et al, 2006). D’autres études sont donc nécessaires afin 
de déterminer si Swr1 joue un rôle dans la gestion des DSB via l’incorporation du variant d’histone 
H2AZ atour des DSB. Il est aussi important de noter que les différentes études réalisées chez la 
levure suggèrent un rôle antagoniste des enzymes de remodelage de la chromatine Ino80 et Swr1 
lors de la réponse aux dommages à l’ADN. Cela reste encore à être plus précisément étudié chez 
l’homme.  
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 Les complexes de la famille SWI/SNF 
 
L’ATPase RSC 
 
 
La majorité des études sur le complexe RSC ont été réalisées chez la levure. Elles montrent 
que ce complexe est recruté autour des DSB (Chai, Huang et al. 2005; Shim, Ma et al. 2005; Shim, 
Hong et al. 2007). De plus, RSC interagit fonctionnellement et physiquement avec Mre11 et Ku70. 
La perte de fonction de RSC induit une diminution du remodelage de la chromatine autour de la 
DSB et une diminution de la phosphorylation de H2AX (Shim, Ma et al. 2005; Shim, Hong et al. 
2007). Shim et al suggèrent que le remodelage induit par RSC permet de favoriser l’accessibilité 
des protéines de la réparation autour de la DSB. Les différentes études chez la levure montrent que 
RSC joue un rôle aussi bien lors du NHEJ que de la HR  (Chai, Huang et al. 2005; Shim, Ma et al. 
2005; Shim, Hong et al. 2007; Oum, Seong et al. 2011). Cependant, son rôle précis dans le NHEJ 
est encore inconnu. Différentes études montrent qu’il participe à la HR via différentes fonctions. 
Tout d’abord, il est important pour le recrutement de Mre11 suggérant un rôle indirect dans la 
résection des extrémités des cassures. Chai et al montrent aussi un rôle de RSC lors de la HR pour 
la ligation. Enfin, de récents travaux décrivent une interaction physique et fonctionnelle entre le 
complexe RSC et les protéines de la famille de Rad52. De plus, ils ont mis en évidence que le 
complexe RSC participe au  recrutement des cohésines autour des DSB afin d’augmenter la HR 
entre les chromatides sœurs (Oum, Seong et al. 2011).  
 
Le complexe SWI/SNF 
 
Chez la levure, l’ATPase SWI/SNF est recrutée autour des DSB et participe à la réparation 
leur réparation par la HR. En effet, elle est notamment recrutée au niveau de la séquence donneuse 
du locus Mat et elle est requise pour l’étape d’invasion du brin homologue (Chai et al, 2005). De 
plus, Sinha et al ont montré que SWI/SNF est nécessaire à la recherche de la séquence homologue 
lors de l’invasion du brin lorsque la séquence donneuse est située dans l’hétérochromatine (Sinha et 
al, 2009).  
 
Chez l’homme, le complexe SWI/SNF est recruté aux DSB où il induit une relaxation de la 
chromatine. Son recrutement et son activité de remodelage de la chromatine nécessite son 
interaction avec la protéine BRIT1, impliquée dans la réponse aux dommages dépendante de la 
voie BRCA1/CHK1 (Lin, Rai et al. 2005; Peng, Yim et al. 2009). La déplétion de BRIT1 induit un 
Figure 32 :  Participation des complexes de remodelage de la chromatine CHD4 et SWI/SNF dans la 
réparation des DSB par la HR
Le complexe NURD est recruté via l’interaction de l’ATPase CHD4 aux chaines de poly-ADP-ribose 
déposée à la suite de l’induction de DSB. CHD4 provoque le recrutement de la protéine BRIT1, elle –même 
associée au complexe de remodelage de la chromatine SWI/SNF (ici représenté par l’ATPase BRG1). Cette 
cascade de recrutement est nécessaire à la phosphorylation de RPA ( événement associé à la résection des 
extrémités de la cassure lors de la HR) et au recrutement subséquent de Rad51. 
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défaut de HR accompagnée d’un défaut de la phospho de RPA (événement associé à la résection 
des extrémités des cassures lors de la HR) et du subséquent recrutement de RAD51. De plus, un 
traitement au sodium butyrate ou à la TSA, drogues induisant une relaxation de la chromatine, 
réverse le défaut de HR et restore partiellement la phosphorylation de RPA observée après 
l’inhibition de BRIT1. Les auteurs en concluent que BRIT1 intervient dans la HR en permettant le 
recrutement du complexe SWI/SNF et par conséquent la décondensation de la chromatine. Ces 
résultats suggèrent un rôle du complexe SWI/SNF/BRIT1 à des étapes précoces de la HR (en 
amont du chargement de RPA) (Figure 32) (Peng, Yim et al. 2009). 
 
 
 Les complexes de la famille CHD 
 
 
Il a récemment été mis en évidence que les protéines CHD4, ALC1 et MTA2, sous-unités 
des complexes de la famille CHD, sont recrutées aux DSB notamment via leur interaction avec des 
branches de poly-ADP ribose (Ahel, Horejsi et al. 2009; Gottschalk, Timinszky et al. 2009; Larsen, 
Poinsignon et al. 2010; Smeenk, Wiegant et al. 2010). ALC1 est en complexe avec la protéine 
PARP1 en l’absence de dommages à l’ADN. Son activité de remodelage de la chromatine et son 
recrutement aux cassures sont dépendants de PARP1 (Figure 32). 
 
De récents travaux montrent que CHD4 participe à la HR. Il interagit avec la protéine 
BRIT1, impliquée dans la HR en régulant le recrutement du complexe SWI/SNF aux DSB (voir 
paragraphe sur le rôle des complexes SWI/SNF dans la réparation). De plus, il médie le 
recrutement de BRIT1 aux cassures doubles brins. Par conséquent, comme pour BRIT1, la 
déplétion de CHD4 induit un défaut de phosphorylation de la protéine RPA et du recrutement des 
protéines BRCA1 et RAD51 suggérant un rôle de CHD4 lors des étapes  précoces de la HR (Figure 
32) (Pan et al, 2012).  
 
 Les complexes de la famille ISWI 
 
Aucune étude n’a été réalisée chez la levure. Cependant, une étude récente montre que 
l’ATP-ase SNF2H et la sous-unité non catalytique ACF1, présentes dans les complexes humains 
ACF1 et CHRAC de la famille ISWI, sont recrutées aux cassures. La délétion de ces protéines 
induit un défaut de réparation des DSB à la fois par HR et NHEJ. Les auteurs montrent que seul 
 
 62 
ACF1 est en complexe avec les protéines Ku70/80 sans dommages à l’ADN et qu’elle est 
importante pour leur recrutement aux DSB. Cela suggère une fonction indépendante de la protéine 
ACF1 dans la réparation des DSB (Lan, Ui et al. 2010).  
 
 L’ATPase Rad54 
 
 
 De nombreuses études biochimiques montrent l’implication de l’ATPase Rad54, membre de 
la famille Snf2/Swi2, dans la réparation des DSB par la HR. En effet, Rad54 est capable de 
remodeler la chromatine in vitro aussi bien chez la levure, la drosophile ou l’homme. Cette activité 
est stimulée par la présence d’un filament présynaptique chargé par Rad51.  Chez la levure et 
l’homme, Rad54 est important pour la stabilisation des filaments de Rad51 de manière 
indépendante à son activité ATPase mais pas pour leur formation. Chez la levure, Rad54 est 
important pour l’échange de brins et la formation de D-loop mais pas pour la recherche 
d’homologie. Cela est dépendant de son activité ATP-ase. Cependant, la plupart des tests sont 
réalisés in vitro dans un contexte non-chromatinien. Le remodelage de la chromatine ne serait donc 
pas le premier mode d’action de Rad54. Une étude montre tout de même que l’appariement des 
brins d’ADN est dépendant de Rad51 et Rad54 et qu’elle est stimulée par la chromatine. De plus, 
chez la levure Rad54 est capable de désassembler Rad51 de l’ADN et est nécessaire à la néo-
synthèse de l’ADN du brin d’ADN dans des tests artificiels de recombinaison. Chez l’homme, 
Rad54 n’est pas nécessaire à la formation de la D-loop. Deux modèles sont donc proposés. Le 
premier propose que Rad54 soit nécessaire à l’ouverture des brins pour former la D-loop alors que 
l’autre propose que Rad54 ne soit pas nécessaire à la formation de cette structure mais à la 
dissociation de Rad51. Chez l’homme et la levure, Rad54 est requis pour la migration des brins via 
son activité ATPase, processus nécessaire à la résolution des structures d’ADN générées lors de la 
HR. Cependant, ces tests sont réalisés in vitro et aucune corrélation n’a été réalisée avec son 
activité de remodelage de la chromatine. Ainsi, il a été montré que le remodeleur de la chromatine 
Rad54 est largement impliqué dans les processus de HR. Des évidences montrent que Rad54 
intervient dans ce processus de manière indépendante de son activité de remodelage de la 
chromatine. Cependant, d’autres études montrent que celle-ci joue un rôle dans la HR. Des études 
complémentaires sont nécessaires pour déterminer à quelle étape le remodelage de la chromatine 
dépendant de Rad54 est nécessaire (Ceballos & Heyer, 2011).  
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  La chaperone d’histone APLF 
 
 
Enfin, APLF, chaperone d’histone capable de catalyser l’échange du variant d’histone 
macroH2A (Mehrotra, Ahel et al. 2011), est recrutée aux dommages à l’ADN via ses domaines 
FHA et Zinc finger. Son domaine zinc finger interagit avec les chaines de poly (ADP-ribose) mises 
en place, au moins en partie, par PARP-3. Cela favorise la rétention du complexe XRCC4-DNA 
ligase 4, impliqué dans la ligation des extrémités d’ADN lors de la réparation par le NHEJ. De plus, 
APLF est phosphorylée par la kinase ATM en réponse aux dommages à l’ADN mais son rôle reste 
à déterminer (Bekker-Jensen, Fugger et al. 2007; Iles, Rulten et al. 2007; Ahel, Ahel et al. 2008; 
Rulten, Cortes-Ledesma et al. 2008; Rulten, Fisher et al. 2011).   
 
 
IV) La restauration de la structure chromatinienne  
 
 
Une fois la réparation des DSB effectuée, l’intégrité du génome ne peut être complètement 
restaurée tant que la structure de la chromatine n’est pas rétablie. En effet, le rétablissement de 
l’état initial de la chromatine est essentiel pour maintenir les fonctions du génome. Ainsi, le 
rétablissement de la chromatine est coordonné avec les processus de réparation et fait intervenir 
différents événements. Tout d’abord, les modifications post-traductionnelles des histones 
nécessaires pour rendre la chromatine permissive au recrutement et à l’accumulation des protéines 
impliquées dans la gestion des DSB sont retirées de manière active par des enzymes spécifiques. 
Ainsi, ce processus nécessite la participation de phosphatases, déacétylases et ATPases capables 
d’échanger les histones. Il est important de note que la restauration de la structure chromatinienne 
est aussi importante pour désactiver les checkpoints et de ce fait permettre à la cellule de répartir 
dans le cycle cellulaire. De plus, les mécanismes de réparation nécessitent de perturber certaines 
interactions Histones/ADN pouvant aller jusqu’à la déstabilisation des nucléosomes ainsi que de la 
néo-synthèse d’ADN. Ainsi, des processus de déposition d’histones et de réassemblage de la 
chromatine suivent la réparation de l’ADN. On peut aussi imaginer que les machineries de 
remodelage de la chromatine interviennent certainement pour rétablir le positionnement original 
des nucléosomes original. Enfin, de manière comparable, la présence de modifications de la 
chromatine locus-spécifique doit probablement être rétablie afin de restaurer le statut épigénétique 
de la chromatine. Ceci peut également s’appliquer au patron de méthylation de l’ADN. Cependant, 
Figure 33 : Modèle de disparition de γH2AX
L’extinction du signal γH2AX est provoquée par sa déphosphorylation et son éviction des nucléosomes 
nécessitant l’action conjointe d’enzymes de modification et remodelage de la chromatine. Tout d’abord, 
tip60 acétyle H2AX ce qui permet son ubiquitination par l’ubiquitine de conjugaison UBC13. Ce 
processus est nécessaire à son éviction des nucléosomes. Il est aussi proposé que ce soit l’ATPase p400, de 
par sa capacité à échanger les histones H2A au sein de la chromatine, qui retire γH2AX une fois la DSB 
réparée. Parallèlement, les phosphatases PP4C et PP2A déphosphorylent H2AX au sein de la chromatine 
ou bien une fois qu’il a été retiré de la chromatine. (modifié de Van Attikum, 2009)
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ces axes d’études restent encore à approfondir. Ainsi, dans cette partie je vais m’attacher à décrire 
les différents travaux qui traitent de la restauration de la structure chromatinienne qui suit la 
réparation des DSB. 
 
  Le retrait des modifications de la chromatine 
 
 Extinction du signal γH2AX 
 
La mise en place de γH2AX et sa propagation autour des DSB étant tout à fait particulière, 
il apparaît que sa disparition est un événement très dynamique et hautement régulé. La majorité des 
études réalisées s’accordent pour dire que la disparition de cette marque se réalise grâce à plusieurs 
événements : le remplacement de γH2AX par une histone non modifiée et la déphosphorylation du 
variant d’histone H2AX soit au sein même de la chromatine ou dans la fraction nucléaire soluble 
une fois qu’il est retiré de la chromatine. Il est proposé que la cellule utilise ces processus afin de 
favoriser une disparition rapide de γH2AX.  
 
Remplacement de γH2AX par une histone non modifiée 
 
 
Chez la levure et la drosophile, Swr1/Domino remplacent γH2AX par un variant d’histone 
non phosphorylable, H2Av chez la drosophile et H2AZ chez la levure (Kusch, Florens et al. 2004; 
Papamichos-Chronakis, Krebs et al. 2006). Le rôle de cet échange d’histone entre γH2AX et H2AZ 
est encore inconnu mais la perte de Swr1 ou H2AZ induit une hypersensibilité aux agents 
génotoxiques (Kobor, Venkatasubrahmanyam et al. 2004). Le complexe Ino80 en retirant les 
nucléosomes environ 5 kb autour de la DSB pourrait aussi participer à la disparition de la marque 
mais en association avec d’autres acteurs qui retirait la marque sur les parties distales de la cassure 
(Figure 33) (van Attikum et al, 2007).  
 
Chez l’homme, il a été observé un déplacement de γH2AX dans la fraction soluble après 
irradiation (Ikura, Tashiro et al. 2007; Jha, Shibata et al. 2008; Nakada, Chen et al. 2008). Aucun 
remodeleur de la chromatine n’a encore été identifié pour effectuer cet événement. Cependant, 
l’acétylation par Tip60 de l’histone H2AX sur la lysine 5 et  son ubiquitinylation subséquente sur la 
lysine 119  par l’ubiquitine ligase UbC13 sont nécessaire à l’éviction de H2AX après irradiation. 
Les auteurs proposent soit un rôle du complexe Tip60 dans l’éviction rapide des nucléosomes qui 
suit l’apparition d’une cassure ou un rôle du complexe tip60 dans le retrait de γH2AX atour des 
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DSB (Ikura, Tashiro et al. 2007). De plus, l’hélicase Tip49 est nécessaire à la disparition de γH2AX 
de la chromatine. Il facilite l’acétylation des histones par tip60 en réponse aux dommages à l’ADN 
(Jha, Shibata et al. 2008). Or, chez l’homme, Tip49, Tip60 et p400 sont présents au sein de même 
complexe. De plus, les études chez la levure et la drosophile suggèrent respectivement un rôle de 
Swr1 et Domino dans le retrait de γH2AX (voir paragraphe ci-dessus). Enfin, les enzymes de 
remodelage de la chromatine Ino80 et SCRAP ne semblent pas être responsable de ce processus 
chez l’homme (Jha, Shibata et al. 2008). Ainsi, p400 est un bon candidat pour effectuer ce 
processus. Notons que certains de mes résultats de thèse sont en accord avec un tel mécanisme 
(Figure 33) (voir dans partie Discussion, chapitre « p400 permet-il l’échange de variant d’histones 
aux alentours des dommages ? »). Cependant, le complexe FACT, facteur requis pour l’élongation 
de la transcription et facilitant le remodelage de la chromatine (Huertas et al, 2009), est capable 
d’échanger le variant d’histone H2AX au sein de nucléosomes reconstitués in vitro (Heo, Kim et al. 
2008). Il se révèle donc être aussi un bon candidat pour réaliser l’éviction de γH2AX une fois la 
réparation terminée.  
La déphosphorylation du variant d’histone H2AX 
 
 
Les mécanismes de déphosphorylation de γH2AX sont aussi conservés au cours de 
l’évolution. Chez la levure, la  phosphatase Pph3 déphosphoryle γH2AX de manière indépendante 
à son éviction suggérant que cette déphosphorylation se produit après son expulsion de la 
chromatine (Keogh, Kim et al. 2006). Chez l’homme, ce sont les phosphatases PP2A et PP4C qui 
réalisent cette déphosphorylation même si PP4C apparaît être la principale phosphatase impliquée 
dans ce processus après l’induction de DSB par irradiation (Chowdhury, Keogh et al. 2005; 
Nakada, Chen et al. 2008). PP2A semble intervenir dans la déphosphorylation de γH2AX aussi 
bien dans la fraction liée à la chromatine que dans la fraction soluble (Jha, Shibata et al. 2008). 
PP4C déphosphoryle quant à elle principalement γH2AX au sein de la chromatine (Nakada et al, 
2008). De plus, le mutant pour Pph3 et les cellules déplétées en PP4C par siRNA présentent de 
hauts niveaux de γH2AX et un défaut de suppression de checkpoint (Keogh, Kim et al. 2006; 
Nakada, Chen et al. 2008). La dernière phosphatase à avoir été identifiée pour déphosphoryler de 
multiples substrats des kinases ATM/ATR dont γH2AX est WIP1. Son expression est induite par 
p53 (Figure 33) (Moon et al, 2010).  
 
 
 
Figure 34 : Modèle d’enlèvement de l’acétylation-Tip60 dépendante des histones aux alentours des 
DSB
(a) En réponse aux cassures double-brin de l’ADN, Tip60 est recrutée autour de la DSB (b) et acétyle les 
histones H4 permettant la relaxation de la chromatine et le recrutement subséquent de la protéine Rad51 (c), 
impliquée dans l’invasion de brin lors de la HR.  (d) La  mise en place de cette marque serait inhibée par 
l’action conjointe de HDAC et de la caséine kinase 2.  Les HDAC retireraient l’acétylation de H4, la 
phosphorylation de l’histone H4 par CK2 empêcherait sa réacétylation. Cela participerait à l’extinction des 
événements qui régissent la prise en charge des DSB et la restauration de la structure chromatinienne. 
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 L’extinction de l’acétylation des histones 
 
L’implication des HDAC 
 
Comme je l’ai décrit auparavant, l’acétylation des histones tient une place majeure dans la 
signalisation des DSB et dans les mécanismes de réparation des DSB via son rôle dans la 
décompaction de la chromatine et dans le recrutement de facteurs protéiques. La déacétylation des 
histones semble donc être un passage obligatoire de la restauration de la structure chromatinienne 
une fois la réparation effectuée. Cependant, seulement  quelques études chez la levure montre que 
plusieurs complexes HDAC sont impliquées dans la réponse aux dommages à l’ADN chez la 
levure : Rpd3, Sir2 et Hst1  Certaines proposent que les HDAC pourraient intervenir dans la 
gestion des DSB en réduisant l’acétylation des histones une fois la réparation effectuée (Figure 35) 
(Jazayeri, McAinsh et al. 2004; Tamburini and Tyler 2005; Utley, Lacoste et al. 2005). De futures 
investigations sont nécessaires pour démontrer clairement ce modèle.  
 
Coopération entre l’HDAC Rpd3 et la kinase CK2 dans 
l’extinction de l’acétylation de l’histone H4 par Tip60 
 
Une autre modification qui se produit à des étapes tardives de la réponse aux dommages à 
l’ADN est la phosphorylation de la l’histone H4 sur la sérine 1 par la caséine kinase 2 (CK2). Cette 
phosphorylation inhibe l’acétylation de l’histone H4 par NuA4. De plus, CK2 associée avec le 
complexe HDAC Sin3-Rpd3, favorise la déacétylation des histones à proximité des DSB. Cela 
suggère un mécanisme au sein duquel deux événements, que sont la déacétylation et la 
phosphorylation, régulent ensemble la restauration de la chromatine une fois la DSB réparée. En 
effet, alors que Sin3-Rpd3 retire l’acétylation de H4 médiée par NuA4, la phosphorylation de 
l’histone H4 par CK2 empêche sa réacétylation et participe à la désactivation de la réponse aux 
dommages à l’ADN (Figure 34 et 35) (Utley, Lacoste et al. 2005). 
 
Il est important de noter que la disparition des différentes acétylations induites lors d’un 
stress génotoxique permettrait à la fois l’extinction des événements qui régissent la prise en charge 
des DSB (notamment en rendant impossible le recrutement de facteurs protéiques spécifiques) et la 
restauration de la structure chromatinienne une fois la DSB réparée (Compaction de la chromatine).   
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 Extinction de l’ubiquitination des histones 
 
Etant donné le rôle majeur de l’ubiquitination des histones dans la mise en place de la 
réponse aux dommages. Il semble important pour la cellule de pouvoir contrôler la durée et 
l’intensité de cette réponse. Il est déjà montré que la surexpression de la DUB USP3 contrecarre la 
formation des IRIF dépendant de l’ubiquitination et BRCC6, DUB présente dans le complexe 
BRCA1 A. En effet, il joue un rôle dans la réversion de l’ubiquitination dépendante de RNF8 (Doil, 
Mailand et al. 2009; Shao, Lilli et al. 2009). Cependant, des études supplémentaires sont 
nécessaires afin de mieux comprendre l’implication des protéines responsable de la dé-
ubiquitination (DUB) dans ce processus.  
 
 Régulation de l’accessibilité des  marques « découvertes » 
autour des DSB 
 
La régulation des marques épigénétiques pré-existantes (ex : H4K20me ou H3K79me) 
jouant un rôle dans la prise en charge des DSB est un champ d’investigation encore inexploré. 
Cependant, on peut imaginer qu’elles vont être rendues inaccessibles une fois la réparation 
accomplie lors de la restauration de la structure globale de la chromatine et qu’il n’y a pas de 
mécanismes spécifiques pour permettre leur recouvrement. Cependant, si leur exposition fait 
intervenir un départ actif de protéines liées à ces marques alors leur recouvrement devra 
probablement nécessiter un événement spécifique.    
 
 Le réassemblage de la chromatine  
 
 
Comme je viens de le décrire, de nombreux remodeleurs de la chromatine participent à la 
signalisation et la réparation des DSB. Ils sont notamment capable de déstabiliser les nucléosomes 
ce qui participe à la relaxation de la chromatine autour des DSB. Ainsi, une fois la DSB réparée, il 
est nécessaire de réassembler la chromatine afin de rétablir la structure initiale. De plus, la néo-
synthèse d’ADN réalisée pendant la réparation nécessite aussi un réassemblage des nucléosomes. 
Peu d’étude ont été menées sur ce champ d’investigation. Cependant, dans la suite de ce manuscrit,  
je vais m’attacher à décrire les quelques données bibliographiques qui traitent du réassemblage de 
la chromatine lors de la prise en charge des DSB. Notons que, de manière générale, l’assemblage 
de la chromatine ne nécessite pas d’énergie mais elle est souvent assistée par des complexes de 
remodelage de la chromatine. 
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Figure 35 : Modèle général de la restauration de la structure chromatinienne suite à l’induction d’une 
cassure double brin
(a) Induction d’une cassure double brin au sein de la chromatine. (b) Relaxation rapide de la chromatine 
accompagnée de diverses modifications de la chromatine influençant la signalisation et la réparation  des 
DSB. (c) Réparation des DSB. (d) Restauration de la chromatine. Elle est réalisée par deux processus : 1. le 
retrait des modifications post-traductionnelles des histones induite aux alentours de la DSB. 2. 
Réassemblage des nucléosomes par différentes chaperones d’histone. 
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 Réassemblage des histones H3 
 
 
Aussi bien chez la levure que l’homme, les protéines CAF-1 (chromatin assembly factor 1) 
et Asf1 (anti-silencing factor 1, chaperonne d’histone) sont impliqués dans l’assemblage de la 
chromatine une fois la réparation des DSB effectuée. CAF-1 est recrutée aux cassures afin de 
promouvoir l’incorporation de nouvelles histones H3 (Nabatiyan, Szuts et al. 2006; Linger and 
Tyler 2007). CAF-1 intéragit avec Asf-1 et médie son recrutement aux cassures. Tous deux 
coopèrent lors de la réparation des DSB (Figure 35) (Mello et al, 2002).  
 
Asf1 est aussi connu pour promouvoir l’acétylation des histones H3 libres sur la lysine 56 
(Recht, Tsubota et al. 2006). Plusieurs études chez la levure montrent l’implication de H3K56ac 
dans la réponse aux dommages à l’ADN (Chen, Carson et al. 2008; Haldar and Kamakaka 2008). 
Chen et al montrent, qu’après la réparation de l’ADN, Asf1 stimules l’histone acétyl transférase 
Rtt109 pour acétyler les histones H3K56 libres permettant le réassemblage de la chromatine. Ils 
montrent aussi qu’Asf1 est important pour l’arrêt du cycle cellulaire au niveau des différents 
checkpoints. Chez l’homme, plusieurs études montrent, qu’en réponse aux dommages à l’ADN, 
l’histone H3 est acétylée sur la lysine 56 et que cette acétylation est co-localisée avec les DSB et 
que cette modification est importante pour la gestion des dommages à l’ADN. Certains travaux 
proposent que l’histone acetyltransferase p300 et la chaperone d’histone Asf1 sont impliquées dans 
la mise en place de cette marque (Figure 35) (Yuan, Pu et al. 2009; Vempati, Jayani et al. 2010; 
Vempati 2012). Cependant, des études récentes montrent une diminution rapide de H3K56ac 
facilite le NHEJ (Tjeertes, Miller et al. 2009; Miller, Tjeertes et al. 2010). Ainsi, il est possible que 
cette marque soit régulée de manière très dynamique en réponse aux dommages à l’ADN afin de 
permettre tout d’abord la réparation des DSB puis le retour à un état initial de la chromatine.  
 
 Réassemblage des histones H4 
 
De la même manière, les cellules déficientes pour l’histone acetyltransferase HAT1, qui 
acétyle les histones H4 néosynthétisées sur les lysines 5 et 12 (modifications associées à 
l’assemblage de la chromatine lors de la réplication), sont hypersensibles aux agents induisant des 
DSB (Qin and Parthun 2002; Barman, Takami et al. 2006). De plus, récemment il a été montré chez 
la levure que Hat1p est importante pour le réassemblage de la chromatine lors de la réparation de 
l’ADN suggérant un rôle H4K5/12 dans ce processus (Ge et al, 2011). Dans cette étude, ils 
montrent aussi qu’un mutant pour l’histone chaperone Hif1p, membre du complexe Hat1, et qui 
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présente aussi des mutations sur la lysine 14 et l’arginine 23 de l’histone H3 montre un défaut 
important de réassemblage de la chromatine lors de la réparation des DSB (Figure 35).  
 
 
Les différents travaux présentés dans ce manuscrit suggèrent que la prise en charge des DSB 
nécessite de multiples changements de la chromatine et ce de manière très dynamique. Cela 
nécessite la participation de multiples complexes de remodelage et de modification de la 
chromatine. Des études supplémentaires sont donc nécessaires afin de mieux comprendre 
l’implication de tous ces complexes lors des différentes étapes des mécanismes de réparation et de 
signalisation des dommages à l’ADN. Il est aussi important d’étudier la coordination entre les 
différents complexes de remodelage et de modification de la chromatine lors de  ces processus. 
Tous ces travaux permettront d’identifier l’orchestration précise des événements induits par les 
stress génotoxiques. Des études ont déjà été réalisées dans ce sens là. Par exemple, des cinétiques 
de recrutement des ces complexes ont été comparés et leur interdépendance analysée (Downs, 
Allard et al. 2004; Chai, Huang et al. 2005).   
 
 
B- L’influence de l’environnement chromatinien sur la réparation des 
DSB 
 
 
Les différentes modifications de la chromatine ne sont pas établies de façon homogène au 
sein de notre génome. Celles-ci sont mises en place au sein de locus spécifiques afin de réguler 
l’état de compaction de la chromatine permettant la mise en place de territoires chromosomiques au 
sein du noyau et la régulation de processus nucléaires tels que la transcription. En effet, une analyse 
informatique intégrative du génome de la drosophile révèle cinq types chromatiniens distincts 
(Fillion, van Kemmel et al. 2010). Ainsi, en principe, chacun de ces états devraient influencer et/ou 
réguler différemment la réponse aux dommages à l’ADN. Par conséquent, nous pouvons imaginer 
que les dommages à l’ADN soient réparés différemment selon les régions génomiques où ils se 
situent. Quelques études soutiennent ce modèle. Il a notamment été montré que les mécanismes de 
réparation des DSB sont différents selon si elles se situent dans l’euchromatine ou dans 
l’hétérochromatine.  
 
H4 H3
Ac
Relaxation de la 
chromatine
H2B H2A
H2AXKAP1
ATM
Ac
KAP1
P
MeMe Me KAP1Me KAP1
HP1 HP1HP1
Tip60
Me
Tip60
MeAcMe
Tip60
HDAC
CHD3
HDAC
CHD3
HDAC
CHD3
+
Ac
ATM
Ac
KAP1
P
Tip60
Me
Ac
DSB  
(euchromatine)
Réparation rapide DSB  
(hétéochromatine)
Réparation lente
Figure 36 : Modèle proposé de réparation des DSB dans l’euchromatine versus hétérochromatine
La réparation dans l’hétérochromatine est un processus lent. Il fait intervenir l’activation d’ATM qui 
phosphoryle la protéine KAP-1. Cela altère son association avec la chromatine ce qui induirait une 
déstructuration de l’hétérochromatine et donc un relâchement de cette structure autour des DSB. Cette 
relaxation de la chromatine pourrait aussi être favorisée par la dissociation de l’ATPase CHD3 (en complexe 
avec des HDAC) et par l’acétylation des histones H4 médiée par l’histone acétyltransférase Tip60. Notons 
que Tip60 participe à l’activation d’ATM via son acétylation. 
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En effet, les DSB sont réparées selon deux cinétiques différentes. La majorité (85%) des 
cassures sont réparées rapidement et ne nécessitent pas la participation d’ATM dans les processus 
de réparation à proprement dits, ATM participant tout de même à la signalisation de toutes les 
DSB(Goodarzi et al, 2010). Les 15 % restantes sont réparées lentement et de manière dépendante 
d’ATM et de ses protéines médiatrices telles que 53BP1 ou MDC1. Ces dommages sont localisés 
majoritairement autour des foyers d’hétérochromatine. Notons que 53BP1 est recruté aux DSB via 
H4K20me2, marque associée à l’hétérochromatine péri centrique (Sanders, Portoso et al. 2004; 
Schott, Lachner et al. 2004; Botuyan, Lee et al. 2006; Noon, Shibata et al. 2010). Le rôle d’ATM 
dans ce processus implique la phosphorylation de la protéine KAP-1, protéine impliquée dans la 
formation de l’hétérochromatine. Cette phosphorylation est essentielle à la réparation associée à 
l’hétérochromatine (HC-réparation). Cela altère l’association du facteur KAP-1 à la chromatine ce 
qui induit probablement une déstructuration de l’hétérochromatine aboutissant à une relaxation de 
la chromatine (Goodarzi, Noon et al. 2008; Noon, Shibata et al. 2010; Ziv, Bielopolski et al. 2010). 
Ce processus fait aussi probablement intervenir des complexes de modification et remodelage de la 
chromatine. En effet, il a été montré que l’histone acetyltransférase Tip60 est recrutée  aux DSB via 
H3K9me suite au relarguage de HP1 de la chromatine, facteur impliqué dans la formation de 
l’hétérochromatine (Sun et al, 2009). Tip60 peut alors acétylée l’histone H4 autour des DSB ce qui 
participe à la relaxation de la chromatine autour des DSB (Murr, Loizou et al. 2006; Sun, Jiang et 
al. 2009; Xu, Sun et al. 2010). De plus, chez la levure, le complexe SWI/SNF participe à la 
réparation de l’ADN dans l’hétérochromatine (Sinha et al, 2009). Enfin, récemment, il a été montré 
que la phosphorylation de KAP-1 induit la dissociation de CHD3, remodeleur de la chromatine 
associé à des HDAC, permettant ainsi la relaxation de la chromatine (Figure 36) (Goodarzi, Kurka 
et al. 2011) .  
 
De manière intéressante, récemment il a été montré que les DSB réparées lentement en 
phase G2 se situent à la périphérie des régions d’hétérochromatine  et sont réparées uniquement par 
HR. Dans cette étude, les auteurs confirment que le choix de réparation est dépendant de la vitesse 
de réparation, elle-même dépendante de la complexité du dommage et de l’état de la chromatine. Ils 
proposent, qu’en phase G2 du cycle cellulaire, la cellule essaie d’abord de réparer les DSB par le 
NHEJ et si le dommage n’est pas réparé alors il y a résection des extrémités endommagées et 
réparation par HR (Shibata et al, 2011). Cette réparation par recombinaison homologue fait 
intervenir ATM et l’endonucléase Artemis, afin de promouvoir la résection des extrémités 
endommagées (Beucher, Birraux et al. 2009). Ainsi, ces différentes études récentes mettent en 
évidence non seulement comment la complexité de la chromatine influe sur les facteurs nécessaires 
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Figure 37 : Modèle de choix de réparation lors de la phase G2 du cycle cellulaire
Modèle inspiré de Shibata et al, . Les auteurs proposent, qu’en phase G2 du cycle cellulaire, la cellule essaie 
d’abord de réparer les DSB par le NHEJ. Lorsque le dommage est complexe à réparer probablement de par 
sa localisation dans l’hétérochromatine alors le dommage est réparé par la HR et fait intervenir une voie 
médiée par ATM et KAP-1. 
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à la réparation mais aussi le choix de la voie de réparation des DSB (Figure 37). Notons qu’en 
phase G1 du cycle cellulaire, les DSB sont réparées par le NHEJ. Cependant, nous pouvons 
imaginer que, de la même manière qu’en phase G2 du cycle cellulaire, la réparation des DSB dans 
l’hétérochromatine peut faire intervenir une voie ATM-dépendante alors que dans l’euchromatine 
elle ferait intervenir un autre processus. Cela reste un champ d’investigation à explorer.  
 
De manière intéressante, il est important de noter que la mise en place de γH2AX est 
souvent déficiente dans les régions d’hétérochromatine. En effet, peu de foyers γH2AX sont 
présents au sein des foyers d’hétérochromatine, et ils sont généralement situés à la périphérie de des 
ces domaines. Cela pourrait être expliqué par le fait que l’hétérochromatine est une structure 
tellement condensée qu’elle serait non permissive à l’induction de dommages à l’ADN. Cependant, 
de récents travaux soutiennent un autre modèle bien différent. En effet, plusieurs études chez la 
levure montrent qu’une DSB qui persiste peut migrer à la périphérie du noyau suggérant ainsi 
qu’une DSB peut être mobile au sein du noyau (Nagai, Dubrana et al. 2008; Kalocsay, Hiller et al. 
2009; Oza, Jaspersen et al. 2009). Par la suite, une étude chez la drosophile et une chez l’homme 
montrent qu’une DSB induite dans l’hétérochromatine est relocalisée à la périphérie des domaines 
d’hétérochromatine afin de permettre la décondensation de la chromatine et la réparation par HR 
(Chiolo, Minoda et al. 2011; Jakob, Splinter et al. 2011). Ce processus permettrait donc la mise ne 
place de la signalisation des DSB et de la réparation par HR ce qui pourrait expliquer la présence de 
αH2X à la périphérie des foyers d’hétérochromatine.  
 
Enfin, des études montrent que la présence de marques pré-existantes participe au choix de 
réparation. En effet, H4K20me et H3K79 permettent le recrutement de 53BP1, protéine anti-
recombinogène (Sanders, Portoso et al. 2004; Botuyan, Lee et al. 2006). De plus, la réparation des 
DSB par NHEJ est facilitée par la diminution de l’acétylation de H3K56, H4K16 (Miller et al, 
2010).  
 
Pour conclure, nous pouvons dire que la réparation des DSB dans l’euchromatine et 
l’hétérochromatine font intervenir différents acteurs protéiques. Ces domaines peuvent même 
influencer le choix de réparation. Cependant, au sein de ces structures, la distribution des marques 
épigénétiques, et par conséquent l’état de compaction de la chromatine, sont très hétérogènes. En 
effet, par exemple, dans l’euchromatine, le paysage chromatinien d’un locus va être différent 
suivant s’il se situe dans une région riche en gènes qui vont être eux-mêmes plus ou moins 
exprimés suivant l’état de la cellule. Ainsi, nous pouvons nous imaginer qu’au sein de ces 
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différents loci la prise en charge des DSB va être différente. Des travaux supplémentaires sur 
l’influence du contexte chromatinien dans la prise en charge des DSB corrélés à une analyse 
approfondie des études à grande échelle de ces marques (qui relient leur présence à des locus 
spécifiques sur le génome) restent donc à être réalisés. Cela permettra de déterminer si le contexte 
chromatinien et donc par conséquent les différents loci du génome peuvent influencer la réponse 
aux dommages à l’ADN. Ainsi, nous pourrons mieux comprendre ce qui coordonne au sein de la 
cellule les différentes réponses et machineries de réparation.  
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RESULTATS  
 
 
I- L’ATPase  p400 facilite la réparation des cassures doubles brins 
médiée par Rad51 
 
 
A- Introduction 
 
 
Comme je viens de le décrire dans l’introduction, la régulation de la chromatine influence 
largement la réparation de l’ADN. Cependant, lorsque j’ai commencé ma thèse, peu de choses 
étaient connu dans ce domaine. Des études supplémentaires étaient notamment nécessaires pour 
mieux comprendre à quelle(s) étape(s) des mécanismes de réparation des DSB la relaxation de la 
chromatine était importante et quels étaient les facteurs protéiques impliqués dans ce processus. En 
effet, la majorité des études avaient été réalisées chez la levure et montraient le recrutement de 
différents complexes de modification et de remodelage de la chromatine autour des DSB (Downs, 
2004).  Il était notamment connu que l’histone acétyltransférase Esa1 et le remodeleur de la 
chromatine Swr1 étaient recrutés autour des DSB. Chez la drosophile, ces mêmes enzymes avaient 
été impliquées dans l’acétylation du variant d’histone H2Av, homologue de H2AX, et de son 
échange subséquent par une histone non modifiée. De plus, peu de temps avant ma thèse, il a été 
mis en évidence, chez l’homme,  le recrutement de l’histone acétyltransférase Tip60, homologue de 
Esa1, autour des DSB permettant l’acétylation de l’histone H4 et le recrutement subséquent de 
Rad51. Cependant, le rôle des autres enzymes présentes dans ce complexe dans la réparation des 
DSB n’était pas connu. Ainsi, une partie de mes travaux de thèse ont concernés l’étude, chez 
l’homme, du rôle du remodeleur de la chromatine p400, membre du complexe Tip60, dans la 
réparation des DSB.  
 
B- Résultats expérimentaux 
 
 
Tout d’abord, nous avons montré que p400 est important pour la prise en charge des DSB 
puisque l’absence de p400 induit une hypersensibilité aux agents endommageant l’ADN comme les 
irradiations ionisantes, la bléomycine et la mitomycine C. Par la suite, nous avons analysé, par 
immunofluorescence, l’apparition et la disparition des foyers γH2AX en réponse aux radiations 
ionisantes. L’inhibition de p400 par des siRNA induit une augmentation de ces foyers aussi bien 
lors de leur mise en place, caractérisant la signalisation des DSB, que lors de leur disparition, 
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caractérisant la réparation des DSB. Notons que la déplétion de p400 induit à elle seule une 
augmentation des foyers γH2AX au sein des cellules. L’ensemble de ces données suggère un rôle 
inhibiteur de p400 sur la signalisation des dommages. Cependant, la disparition des foyers γH2AX 
est plus lente en absence de p400 ce qui est aussi en faveur d’un rôle de p400 dans la réparation des 
DSB. Néanmoins, ces résultats pourraient aussi être totalement expliqués par un rôle de p400 dans 
l’éviction de γH2AX de la chromatine comme il a été montré chez la drosophile (Kusch, 2004). 
Pour répondre à cette question nous avons alors analysé l’activation d’ATM après irradiation, un 
autre composant de la voie de réponse aux dommages. L’activation d’ATM se caractérise par la 
formation de foyers phospho-ATM visualisables par immunofluorescence. Des résultats similaires 
à ceux de γH2AX ont été observés. Bien qu’ils suggèrent un rôle de p400 dans l’inhibition de la 
signalisation, ils sont aussi en faveur de son rôle dans la réparation des DSB. Néanmoins, ils 
n’excluent pas un rôle supplémentaire de p400 dans l’échange de γH2AX autour des DSB.  
 
 Pour tester directement si p400 joue un rôle dans la réparation de l’ADN, nous avons 
analysé la cinétique de disparition des cassures de l’ADN après exposition aux radiations 
ionisantes. Pour cela, nous avons réalisé des tests comet avec des fibroblastes embryonnaires de 
souris dont le gène p400 a été partiellement délété et des lignées cellulaires U2OS déplétées pour 
p400 à l’aide siRNA. Nous avons pu observer que ces cellules présentent un défaut de réparation 
des cassures de l’ADN. Cela démontre que même si p400 participe à la signalisation des DSB, il 
joue aussi un rôle dans leur réparation.   
 
 Par la suite, nous avons pu montrer que p400 participe à la réparation par homologie de 
séquence suggérant un rôle de p400 dans la recombinaison homologue. Pour cela, nous avons 
utilisé une lignée cellulaire qui présente, intégré dans son génome, un substrat qui nous permet de 
quantifier les événements réparés par homologie de séquence. Afin de déterminer à quelle étape de 
la recombinaison homologue p400 pourrait participer, nous avons examiné la résection de l’ADN, 
une des premières étapes de la HR. Celle-ci génère des extrémités simples brins rapidement 
recouvertes par la protéine RPA qui est alors phosphorylée. Nous avons donc analysé l’apparition 
des foyers phospho-RPA après exposition aux radiations ionisantes. La déplétion de p400 induit 
une légère augmentation de ces foyers. Nous avons aussi testé l’implication de p400 dans la 
signalisation des dommages par ubiquitination à la suite de l’exposition aux radiations ionisantes. 
Pour cela, nous avons analysé la formation des foyers de protéines ubiquitinylées, des foyers 
BRCA1 et des foyers 53BP1. L’inhibition de l’expression de p400 induit une légère augmentation 
des foyers d’ubiquitine et des foyers 53BP1. Cependant, elle induit une diminution de la formation 
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des foyers BRCA1. Ces résultats suggèrent que la résection et la signalisation des DSB ne sont pas 
affectées par la déplétion de p400. Cependant, p400 doit jouer un rôle dans le recrutement de 
BRCA1 via la régulation d’une autre voie que celle de l’ubiquitination. L’étape qui suit la résection 
est caractérisée par le chargement de Rad51 sur les extrémités simples brins afin de permettre 
l’étape d’envahissement du brin. Nous avons donc testé l’influence de p400 sur le recrutement de 
Rad51 par immunofluorescence en réponse aux radiations ionisantes ou par immunoprécipitation 
de chromatine (ChIP) autour de DSB. En effet, pour réaliser ces expériences de ChIP, nous 
disposons d’une lignée cellulaire au sein de laquelle nous pouvons induire des DSB au niveau de 
séquences d’ADN génomique spécifiques et connues (voir papier). Nous avons pu montrer que la 
déplétion de p400 induisait un défaut de formation des foyers Rad51 et un défaut de recrutement de 
celui-ci autour des DSB. Tous ces résultats suggèrent que p400 ne participe à la HR qu’à partir du 
chargement de Rad51. Le défaut de recrutement de BRCA1 serait alors expliqué puisqu’il est aussi 
connu pour former un complexe avec Rad51 et BRCA2. De plus, nous pouvons remarquer que 
toutes les étapes qui se déroulent avant le chargement de Rad51 sont légèrement suractivées en 
l’absence de p400. Cela  est en accord  un défaut de réparation ne se produisant qu’après l’étape 
d’invasion de brin.   
 
 La HR se réalise majoritairement pendant les phases S et G2 du cycle cellulaire. Nous avons 
donc examiné à quelle étape du cycle cellulaire p400 joue un rôle dans la réparation des DSB. 
Après un tri des cellules en phase G1, S et G2/M grâce à la quantification de la fluorescence émise 
par le Hoechst, nous avons tout d’abord examiné l’apparition et la disparition des foyers γH2AX. 
Alors que les foyers γH2AX sont mis en place lors de toutes les phases du cycle cellulaire, 
l’absence de p400 induit un maintien des foyers γH2AX beaucoup plus important dans les phases S 
et G2/M ce qui est en accord avec son rôle dans la HR. Nous avons aussi analysé la mise en place 
des foyers Rad51. Nous avons observé qu’ils sont induits seulement lors des phases S et G2 ce qui 
valide notre méthode d’analyse. De plus, la déplétion de p400 conduit à un défaut de formation des 
foyers Rad51 aussi bien en S qu’en G2/M. Nous pouvons donc en conclure que p400 participe à la 
réparation des DSB par HR que les dommages soient produits lors de la réplication ou lors de la 
phase de préparation à la mitose.  
 
Enfin, pour aller plus loin dans l’étude mécanistique de p400 dans la HR, nous avons 
montré, par co-immunoprécipitation, que p400 est présent en complexe avec Rad51 avant et après 
l’induction de dommages à l’ADN. De plus, ils interagissent probablement directement puisque ces 
données ont été confirmées par la technique de FRET-FLIM. Nous avons aussi pu montrer que 
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p400 participe à la recombinaison homologue via son activité ATP-ase qui est cruciale pour sa 
fonction de remodeleur de la chromatine. Nous avons dons testé si Rad51 et p400 jouaient un rôle 
dans le remodelage de la chromatine autour des DSB en regardant par ChIP l’enrichissement en H3 
autour de DSB. Nous avons observé une déplétion de l’histone H3 autour des DSB caractérisant la 
relaxation de la chromatine. Celle-ci est partiellement réversée après l’inhibition de l’expression de 
p400 ou Rad51 ce qui suggère que tous deux participent au remodelage de la chromatine autour des 
DSB probablement au sein de leur complexe.  
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Abstract 
Efficient repair of DNA damage requires chromatin remodelling to favour access of the repair 
machinery to DNA. However, direct links between the repair machinery and ATP-dependent 
chromatin remodelling are scarce. Here, we show that the p400 ATPase is required for DNA 
repair by homologous recombination (HR). Indeed, while p400 is not important for DNA 
damage signaling upstream of HR, it is required for HR-dependent processes, such as 
recruitment of Rad51 to DSB (a key component of HR), homology-driven repair and survival 
following DNA damage. Strikingly, p400 and Rad51 are present in the same complex to 
mediate local chromatin remodelling associated with HR. We therefore provide a direct 
molecular link between an actor of DNA repair and a chromatin remodelling enzyme 
suggesting that they participate in chromatin decompaction of the unbroken DNA strand 
which serves as a template for HR.  
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Introduction 
The genome of eukaryotic cells is the target of intracellular or extracellular DNA damaging 
agents. To maintain genetic information, cells use well-defined DNA repair pathways 
(Hoeijmakers, 2001). DNA double strand breaks (DSB) are one of the more deleterious forms 
of DNA damage which are repaired by two main pathways : Non Homologous End Joining 
(NHEJ) and Homologous Recombination (HR). The genome is assembled into chromatin, a 
complex structure the repair machinery has to deal with to efficiently repair DNA damages. In 
response to DNA damage, chromatin is remodelled and decompacted (Ziv et al., 2006; 
Kruhlak et al., 2006). In yeast, ATP-dependent chromatin remodelling enzymes that modify 
the local nucleosome concentration or the composition of chromatin by introducing histone 
variants (Clapier and Cairns, 2009) are implicated in the changes of chromatin structure in 
response to DNA damages (Kusch et al., 2004 ; Mizuguchi et al., 2004). Indeed, Ino80, Swr1, 
RSC and SWI/SNF complexes are recruited to DSB and remodel nucleosomes around DSB to 
facilitate DNA repair and/or to regulate cell cycle (Chai et al., 2005; Downs et al., 2004; 
Morrison et al., 2004; Oum et al., 2011; Tsukuda et al., 2005; van Attikum et al., 2007; van 
Attikum et al., 2004). In human cells, the CHD4, ALC1 and MTA2 subunits of CHD 
complexes are recruited in the vicinity of DSB and participate in the DNA damage response 
(Ahel et al., 2009; Gottschalk et al., 2009; Larsen et al., 2010; Smeenk et al., 2010). CHD4 is 
important for the recruitment of the ubiquitin ligase RNF168 and consequently for the 
recruitment of BRCA1 to DNA damage sites. In addition, ACF1 and SNF2H, two members 
of the ISWI complexes, are involved in NHEJ and HR mechanisms (Lan et al., 2010). BRG1, 
a subunit of the SWI/SNF complex is recruited to DSB via H3 acetylation and stimulates the 
amplification of H2AX phosphorylation probably by facilitating accessibility to nucleosomes 
around DSB (Lee et al., 2010). Finally, two different studies investigated the role of  
ATPAses of the Ino80 family. First, p400 is recruited at DSB and participates in the DNA 
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damage response related to ubiquitination pathway (Xu et al., 2010). The chromatin 
remodelling complex INO80 is recruited to DSB where it participates in homology directed 
repair of DSB as well as in the 5’-3’ resection of DNA ends (Gospodinov et al., 2011). These 
reports showed the requirement of chromatin modification and remodelling to allow the 
appropriate response to DNA damage. However, the complexes studied in these works 
participate in DNA damage signalling or in early steps of DSB repair and their involvement in 
the later stages of these mechanisms is still poorly studied. 
One of the enzymes promoting chromatin remodelling is the p400 ATPase of the SWI/SNF 
family (Fuchs et al., 2001; Ruhf et al., 2001). P400 is involved in the transcriptional control of 
specific genes through the incorporation of the histone variant H2AZ on promoters (Gevry et 
al., 2007). It belongs to a multimolecular complex containing the histone acetyl transferase 
Tip60 (Ikura et al., 2000). Interestingly, Tip60 is important for the DNA damage response by 
promoting ATM activation (Sun et al., 2005) and the subsequent H2AX phosphorylation 
(Ikura et al., 2007) and by acetylating histones to allow recruitment of DNA repair proteins 
(Murr et al., 2006). P400 homologues are also involved in DSB repair from yeast to human 
(Kusch et al., 2004 ; van Attikum et al., 2007 ; Xu et al., 2010), although its precise role in 
human DSB repair remains unclear. In this study we examined the role of p400 in response to 
DNA damage in human cells by characterizing its influence on DNA damage signalling and 
DSB repair.  
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Results 
P400 expression is important upon DA damage induction  
To characterize the role of human p400 in DNA repair, we examined the sensitivity of p400-
depleted cells to various DNA damaging agents (Bleomycin, Mitomycin C and ionizing 
radiations (IR)). U2OS cells transfected with p400 siRNA (that were extensively validated in 
previous studies (Mattera et al., 2010; Mattera et al., 2009 ; Tyteca et al., 2006), see Figure S1 
for western blots monitoring the effects of the various siRNAs) had decreased survival rates 
compared to controls in response to all these agents (Figure 1A). The hypersensitivity 
observed upon p400 depletion was comparable to that observed upon depletion of known 
DNA repair proteins, such as ATM (data not shown). Thus, p400 expression influences the 
response and/or the repair of the DNA damages induced by these treatments, such as double 
strand breaks (DSBs). We next analysed the formation of γH2AX foci, a commonly used 
marker of DSB. In non-irradiated cells, p400 knockdown was sufficient to induce γH2AX foci 
(Figure 1B and C), reflecting DNA breaks induced by increased oxidative stress (Mattera et 
al., 2010). One hour following IR, most cells harboured strong γH2AX staining (Figures 1B 
and C) both in control and p400-depleted cells (although these latter ones exhibited more and 
brighter foci than control cells (Figure S2A)). At longer time points, the number of γH2AX 
positive cells decreased in control cells, reflecting DNA repair. Strikingly, in p400 depleted 
cells, this decrease was slower. Western blot analysis of γH2AX also confirmed that γH2AX 
levels were higher upon p400 knockdown (Figure 1D). To test whether that results came from 
an increased DNA damage signalling or from a defect in DNA repair, we monitored γH2AX 
levels in a more extensive time course experiment. To achieve high statistical significance, we 
used a device allowing high-capacity and automatic measurement and analysis of 
fluorescence (Arrayscan
TM
) for individual cells. This allowed a powerful statistical analysis 
and a comprehensive study of the effects of p400 siRNA on many different repair foci in a 
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kinetic fashion, in response to various doses of IR and in two different cell types. Several 
features were analysed for individual cells, including the number of foci and the total amount 
of fluorescence within these foci. The raw data as excel files for the cell populations (about 
200 cells per samples) are available on www.trouche.fr. For each antibody, the repartition of 
cells according to the number of foci per nucleus is shown in Figure S3. In Figure 1E, we 
plotted the medians of the total γH2AX fluorescence within foci per cell, and we calculated 
the p-value for the difference between the control and p400-depleted population. Using this 
entirely automatic acquisition and analysis procedure, we first found that fluorescence 
intensity within γH2AX foci was higher in p400 depleted cells at early time points (15 and 30 
min), perhaps reflecting a slight inhibitory effect of p400 on DNA damage signalling. 
Strikingly, after the γH2AX peak (30 min), and as observed in Figure 1C, γH2AX foci 
persisted longer in p400 depleted cells, with a half life of about 3 h compared to 1.5 h in 
control cells (Figure 1E). Similar results were obtained using a lower dose of IR (Figure 1F) 
and using different p400 siRNA (Figure 1G), indicating that these effects are linked to p400 
depletion and are independent of the amount of DNA breaks. Finally, similar effects were 
observed in 293T cells (Figure 1H) and, by manual counting, in mouse embryonic fibroblasts 
(MEFs) generated from mice expressing truncated p400 protein (Ueda et al., 2007) (Figure 
S2B), indicating that they are neither cell type specific, nor a particular property of 
transformed cells, nor due to siRNA off target effects. Thus, upon p400 knockdown, H2AX 
phosphorylation is maintained for a longer time period following IR, suggesting that p400-
depleted cells are defective for efficient γH2AX processing or DNA repair.  
 
P400 facilitates DA repair 
P400 homologues mediate γH2AX removal after completion of DNA repair (Kusch et al., 
2004). Thus, the maintenance of γH2AX levels in cells depleted in p400 could be due to 
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inefficient removal of γH2AX from chromatin. Alternatively, it could reflect maintenance of 
the activation of DNA damage pathways. To investigate this latter possibility, we monitored 
the activation of another component of the DDR following IR. Stronger activation of ATM by 
IR was observed upon p400 knockdown (see Figure 2A for manual counting and Figure 2B 
and S3 for Arrayscan results). Similar results were obtained by monitoring an ATM target (P-
chk2) (data not shown). Thus, p400 depletion induces a stronger DDR to exogenous DNA 
damage. Although these results suggest that p400 could inhibit DNA damage signalling (see 
discussion), they are consistent with the maintenance of the DNA damage response due to the 
presence of more unrepaired DSB in the absence of p400. Note however that our results do 
not rule out a direct role of p400 in mediating chromatin removal of γH2AX (see discussion).  
To directly test whether p400 depletion affects DNA repair, we examined the kinetic of DNA 
breaks disappearance after IR exposure using comet assay. In control U2OS cells, the amount 
of damages increased upon IR (t=0), and then gradually decreased with a half-life of about 
one hour, reflecting DNA repair (Figure 2C). In p400 depleted cells, IR induced roughly the 
same amount of DNA breaks (data not shown) but repair was slower, with a half-life of 
damages of approximately 3 h (Figure 2C). Similar results were obtained using MEFs 
defective for p400 (Figure 2D). Thus, p400 expression is required for efficient repair of DNA 
breaks. Moreover, the maintenance of DNA damage signalling upon p400 knock-down is 
probably due, at least in part, to the persistence of DNA breaks. 
 
P400 expression is important for HR efficiency 
DSB are repaired by two main pathways, Non Homologous End Joining (NHEJ) or 
homologous recombination (HR). Since p400-depleted cells were hypersensitive to 
Mitomycin C (Figure 1A), which induces interstrand crosslinks mainly repaired by HR 
(Hochegger et al., 2004; Niedernhofer et al., 2004), we tested HR efficiency in p400 depleted 
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cells. To that goal, we used a U2OS reporter cell line containing an integrated chromosomal 
substrate (Figure S4) designed to measure the repair of a unique DSB induced by the I-SceI 
endonuclease (which does not cut the human genome) by homology directed repair (HDR). 
HDR is related to HR since it relies on the same proteins and involves the same steps (Puget 
et al., 2005). This cell line expresses the I-SceI enzyme fused to the ligand-binding domain of 
the estrogen receptor (ER-I-SceI). Sequence-specific DSB is induced by the nuclear 
relocalization of the enzyme following 4-hydroxy-tamoxifen (OHTam) treatment. Upon 
OHTam addition to control cells, the number of GFP-positive cells increased, reflecting HDR 
induced by the targeted DNA break. As expected, Rad51 depletion decreased  the number of 
GFP-positive cells (Figure 2E). Importantly, p400 depletion induced a similar decrease, 
indicating a defect in the repair of DSB by HDR (Figure 2E).  This is unlikely to be due to 
inefficient cutting of the I-SceI site, since p400 depletion did not affect I-SceI expression 
(Figure 2E) nor cutting by another endonuclease (AsiSI) (Figure S4C). Thus, p400 expression 
is required for homology-directed repair. However, this result does not exclude a possible role 
of p400 in the NHEJ pathway, which would be consistent with the defect in DNA repair upon 
p400 depletion measured by comet assay at early time points. 
 
P400 depletion does not affect DSB signalling linked to HR in U2OS cells  
DNA damage signalling leads to histone ubiquitination, which in turn facilitates recruitment 
of proteins involved in the HR process, such as BRCA1 and Rad51. We thus transfected 
U2OS cells with p400 siRNA and examined ubiquitin conjugated proteins after IR exposure 
using the FK2 antibody (Mailand et al., 2007). Ubiquitin foci were slightly more abundant in 
p400 depleted cells regardless of the time and the dose of IR (Figure 3A and B), in agreement 
with a defect in DNA repair or an increased DNA damage signalling upon p400 knockdown. 
Moreover, the efficiency of foci formation of another DNA damage signalling protein, 
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53BP1, was not impaired upon p400 depletion (Figure S2C). These data are in contrast with a 
recent finding that 53BP1 and ubiquitin foci are decreased after overexpression of an inactive 
form of p400 (Xu et al., 2010). Since  Xu et al. used a lower dose of IR and assayed foci 
formation at shorter time points, we performed a comprehensive analysis of 53BP1 and 
ubiquitin foci formation in a dose and time-dependent fashion using the Arrayscan. To 
perform the automatic analysis of FK2 foci formation, we treated cells with detergent (Triton) 
prior to immunofluorescence to eliminate free ubiquitinylated proteins. This revealed an 
earlier increase in the number of cells harbouring FK2 foci (compare Figure 3B (without 
Triton treatment) with Figure 3C and Figure S3 (with Triton treatment). Importantly, no 
defect in both FK2 (Figure 3C) and 53BP1 (Figure 3F) foci formation was observable upon 
p400 depletion in U2OS submitted to 8 Gy of IR at any time tested (the slight decrease for 
FK2 at the 15 min time point is not observed in other experiments nor using a lower dose of 
IR).  The total fluorescence within foci increased, if anything, in p400 depleted cells (see also 
Figure S3 for the repartition of cells according to the number of foci). We observed the same 
results after 2 Gy of IR in U2OS cells (Figures 3D and F), and after 8 Gy of IR in 293T cells, 
which are the cells used in Xu et al. (Figure 3E-H). Thus, p400 depletion does not impair 
DNA damage signalling around DNA breaks. Although we were unable to analyse FK2 and 
53BP1 foci in 293T following 2 Gy of IR (the signals were not good enough), the exact 
conditions used in the Xu et al study, the discrepancy between our study and Xu et al. 
probably comes from the experimental settings, since they used a dominant negative strategy 
rather than a knock-down strategy (see discussion).  
 
P400 facilitates Rad51 recruitment to DA breaks  
We next analysed the various steps of HR to characterize the molecular point in which p400 
participates. HR begins by DNA resection, leading to the formation of single strand DNA 
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which is covered by the RPA protein. To test whether the generation of single strand DNA 
and RPA loading is affected by p400 depletion, we performed phospho-RPA 
immunofluorescence in U2OS cells. We found that p400-depleted cells presented slightly 
more phospho-RPA foci following IR than control cells (Figure 4A-B). This result was 
confirmed using the Arrayscan analysis (Figure 4C) as well as by western blotting (data not 
shown). Thus, p400 depletion does not impair the formation of single strand DNA or RPA 
loading. The next step in HR is the recruitment to the single strand DNA of Rad51, which 
allows strand invasion and promotes homologous pairing (Baumann et al., 1996). Functional 
HR involving Rad51 generates foci at the repair site that can be visualized by 
immunofluorescence (Haaf et al., 1995).  We observed a defect of Rad51 foci induction 
following IR in p400-depleted cells (Figure 5A-B, see Figure S2D for enlarged images). Since 
Rad51 foci formation is the first step at which we observed a defect, we performed a 
comprehensive analysis using the Arrayscan device. We found that the total fluorescence 
within foci increased between 1 and 3 h after IR, depending on the experiment. This increase 
was largely defective in cells transfected by the two different p400 siRNAs (Figure 5C, D and 
S3). Similar results were observed using a lower dose of IR (2 Gy, Figure 5E). Note that the p 
values were higher than in the previous experiments, because the range of Rad51 or BRCA1 
immunofluorescence levels within foci varied much more from one cell to the other (due 
probably to the cell cycle regulation of Rad51 and BRCA1 foci formation). However, similar 
results were obtained in 7 independent experiments (when combining experiments with 2 and 
8 Gy). This result suggests that the absence of p400 prevents the recruitment of Rad51 and 
accessory proteins to DSB. To test this possibility, we analysed Rad51 recruitment at DSB by 
chromatin immunoprecipitation (ChIP). We used a U2OS cell line in which AsiSI mediated 
DSB are induced by OHTam treatment (Iacovoni et al. 2010). ChIP assays revealed that 
Rad51 protein was present in control cells around DSB (Figure 5F, white bars +OHTam), and 
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not on uncut chromatin. Strikingly, in p400-depleted cells, Rad51 recruitment to DSB 
decreased (Figure 5F). This effect was not due to a defect in enzyme accessibility, since 
cleavage efficiency was slightly higher in p400 depleted cells (Figure S4). Thus, p400 
expression is required for Rad51 recruitment to chromatin. Similar results were obtained 
when analysing the formation of the Rad51-associated protein BRCA1 foci by manual 
counting (Figure 5G-H), or by Arrayscan analysis after 8 Gy of IR and 2 Gy of IR(Figure 5I, J 
and S3). Moreover, this effect on BRCA1 foci formation was also observed in 293T cells 
submitted to 8 Gy of IR (Figure 5K) (We did not manage to perform useful Rad51 
immunofluorescence in 293T cells). These results indicate that the p400 depletion prevents 
the formation of Rad51 and BRCA1 foci.  
 
The effect of p400 depletion on HR is not due to cell cycle changes 
Previous work showed that loss of p400 induces the expression of p21 in a p53-dependent 
manner and consequent accumulation of cells in G1 (Tyteca et al., 2006). This phenomenon 
could decrease HR activity, which is predominantly effective in S/G2. To check whether the 
decrease in HR-linked events upon p400 depletion was a consequence of G1 accumulation, 
we co-transfected U2OS cells with siRNA against p400 and p21. Such a co-transfection 
reversed the p400-induced G1 arrest, at least in part (Tyteca et al., 2006) (see Figure S1 for 
p21 expression and cell cycle distribution). Cells transfected with both p400 and p21 siRNAs 
were still defective in Rad51 foci formation in response to IR and more sensitive to a DNA 
damaging agent (Figure 6A and B). The effect of concomitant p21 and p400 silencing on 
HDR efficiency was not interpretable because p21 depletion alone slightly affected HDR 
efficiency (data not shown). We thus used a human cell line (RG37) which possesses an 
integrated substrate of HDR (Dumay et al., 2006), and in which the p53 pathway is largely 
inactivated by the SV40 T antigen (Meyn, 1993). As expected, in this assay, depletion of 
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Rad51 decreased the number of GFP-positive cells (Figure 6D). P400 depletion using two 
different siRNAs decreased HDR efficiency, as in U2OS cells, (Figure 6D), without inducing 
major changes in cell cycle distribution (Fig. 6C).  Altogether, these results show that the 
effects of p400 knockdown on HR-linked events cannot be attributed to a G1 arrest. 
 
P400 is important for Rad51 foci formation both in S and G2 phases of the cell cycle 
Because DNA damage signalling and HR does not rely exactly on the same mechanisms in S 
and G2 phase, we next investigated whether p400 is important for HR in S or G2, or both. To 
address this question, we sorted cells depending on their DNA content. This was performed 
using the Arrayscan by measuring DNA content using Hoechst fluorescence intensity and 
plotting the number of cells relative to this fluorescence. As shown in Figure 7A, we obtained 
classical cell cycle profiles. We next analysed the medians of γH2AX levels within foci for 
G1, S and G2/M cells. Interestingly, γH2AX was induced similarly in G1, S and G2 cells, and 
in all cell cycle phases, p400 depletion slightly increased γH2AX levels at early time points 
(Figure 7B and C, 8 and 2Gy respectively), probably reflecting the weak inhibitory effect of 
p400 on DNA damage signalling already noted in Figure 1 and 2. However, the decrease in 
γH2AX foci presence following their peak was affected by p400 knockdown for S and G2/M 
cells, but not for G1 cells. This shows that the effect of p400 on DNA repair is more 
pronounced in S and G2, in agreement with a role in HR. 
We next analysed the formation of Rad51 foci for cells in G1, S and G2/M. As expected since 
the HR process is inhibited in G1, nearly no Rad51 foci could be observed in G1 (Figure 7D 
and E). P400 depletion decreased the number of Rad51 foci for both S and G2/M cells and for 
both doses of IR (Figure 7D and E), indicating that p400 is important for Rad51 foci 
formation in S and G2. 
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P400 interacts with Rad51 
Results from the above experiments indicate that p400 participates in Rad51-dependent steps. 
We thus examined whether p400 could directly affect Rad51 properties by physically 
interacting with it. We performed size exclusion chromatography using HeLa nuclear extracts 
and observed that Rad51 and p400 were eluted together in fractions containing high molecular 
weight complexes (fractions 6, 7, 8) whereas p400 probably alone was found in fraction 15, 
16 and 17 and Rad51 probably alone was eluted in fractions 22 to 26 (Figure 8A). Moreover, 
we observed co-immunoprecipitation between endogenous Rad51 and p400 using three 
different antibodies against p400 (Figure 8B) in RG37 cells, a cell line with high level of p400 
expression, confirming that Rad51 and p400 are present within the same multimolecular 
complex. To gain insight into the dynamics of this interaction, we performed FRET 
(Fluorescence Resonance Energy Transfer)/FLIM (Fluorescence Lifetime Imaging 
Microscopy) experiments. Transfection of RG37 cells with GFP-Rad51, which acts as the 
donor fluorophore and mcherry-p400 as the acceptor fluorophore, allowed FRET-based 
approaches in fixed RG37 cells. If the two proteins are in very close proximity, the 
fluorescence half-life of GFP is shortened in proportion with the intensity of the energy 
transfer to the mcherry fluorophore. The lifetime of GFP was 2.6033+/-0.0314 ns for cells 
transfected with GFP-Rad51 only and was not changed by co-transfection of the empty 
mcherry vector (2.6723+/-0.0538) (Figure 8C, D and S5). When co-transfected with mcherry-
p400, this value was reduced to 2.1952+/-0.0174 (representing 15.6% variation in 
fluorescence lifetime). Similar fluorescence transfert was observed between Tip60 and p400 
(Figure S5), two directly interacting proteins (Park et al., 2010). Thus, Rad51 and p400 are in 
very close proximity when overexpressed, reflecting their physical interaction. Taken 
together, these results indicate that p400 and Rad51 are present in the same complex. We next 
investigated the effect of DNA damage induction on the ability of p400 and Rad51 to interact. 
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By co-immunoprecipitation from RG37 cells extracts, we observed that p400 and Rad51 still 
interacted following IR (Figure 8E). We also performed FRET based experiments in U2OS 
cells stably expressing ER-AsiSI in which OHTam treatment induces DSB (Figure S4D) 
(Iacovoni et al., 2010). We found that in U2OS as in RG37 cells, the fluorescence half life of 
Rad51-GFP decreased when p400-mcherry is co-expressed (Figure 8F, p value 7.10
-9
), 
reflecting their physical interaction. Importantly, similar FRET efficiency was found upon 
break induction (Figure 8F, p value 7.8 .10
-10
). Thus, taken together, these results indicated 
that p400 and Rad51 were present in the same complex before and after DSB. 
 
P400 and Rad51 work together to perform chromatin remodelling associated with 
homologous recombination 
We next investigated the role of the p400/Rad51 complex in HR. Since p400 is an ATP-
dependent chromatin remodelling enzyme (Kusch et al., 2004; Mizuguchi et al., 2004), we 
tested whether p400 participates in HR by affecting chromatin remodelling. We first used a 
mutant form of p400 devoid of ATPase activity (p400dead) (Samuelson et al., 2005). This 
mutant interacts as efficiently with Rad51 as the wild type (Figure S5B), and is likely to 
function as a dominant negative mutant for the chromatin remodelling activity of the 
Rad51/p400 complex. We co-transfected RG37 cells with I-SceI and p400 or p400dead 
plasmids and examined HDR.  HDR efficiency is decreased in cells transfected with 
p400dead (Figure 9A), showing the importance of p400 enzymatic activity. Since this effect 
was modest, we intended to complement the effects of p400 siRNA by reexpressing p400 
from plasmid constructs. We used the p400-2 siRNA, which is directed against the 5’ 
untranslated region which is absent in the p400 wild type or mutant expression vectors. We 
transfected RG37 cells with siRNAs and 24 h later, we transfected again these cells with 
expression vectors for p400, p400dead or empty vector together with the I-SceI expression 
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vector. Strikingly, whereas the wild type p400 was able to complement the effect of the 
siRNA, the p400dead mutant further decreased HDR efficiency (Figure 9B). Since the 
expression of p400 wild type and dead mutant were comparable, this result confirms that the 
ATPase activity of p400 is required for homology driven repair. We next investigated whether 
p400 participates in the chromatin remodelling associated with HR. Previous works indeed 
described that nucleosome occupancy decreases in the vicinity of a sequence-specific DNA 
break (Berkovich et al., 2007; Xu et al., 2010). Using the AsiSI expressing cell line, we 
monitored nucleosome occupancy by performing histone H3 ChIP analysis. In control cells, 
DNA break induction led to a decrease in histone H3 occupancy in the vicinity of the break at 
which Rad51 is recruited (Figure 9C). In cells transfected by p400 and Rad51 siRNAs, this 
decrease was much lower (Figure 9C). Thus, p400 and Rad51 are both required for the 
decrease of nucleosome occupancy around DNA breaks. Taken together, these results are 
consistent with the possibility that the p400/Rad51 complex participates in the local removal 
of nucleosomes associated with the process of HR. 
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Discussion 
Here, we performed a comprehensive analysis of p400 function in DNA damage signalling 
and repair following exogenous DNA damage induction. Our data first indicate that p400 
probably functions as a weak repressor of DNA damage signalling. Indeed, we observe an 
increase in γH2AX presence within foci upon p400 depletion as early as 15 min following IR 
(Figure 1). We do not know the mechanism of this effect, but it appears to be independent of 
the cell cycle phase (see Figure 7B). One obvious explanation could be that the oxidative 
stress imposed by p400 depletion in unirradiated cells sensitizes cells to DNA damage 
signalling upon exogenous DNA damage induction. Alternatively, p400 could interfere with 
components of the DNA damage response: it is present in the same complex than TRRAP, an 
ATM-related protein (Fuchs et al., 2001; Robert et al., 2006). Furthermore, p400 can function 
as a repressor of the function of the Tip60 histone acetyl transferase (Park et al., 2010; Tyteca 
et al., 2006). Given that Tip60 is involved in DNA damage signalling, presumably through 
ATM acetylation (Sun et al., 2005), the effects of p400 on DNA damage signalling could be 
explained by an inhibition of Tip60-mediated ATM acetylation. 
We next found that all steps of DNA damage signalling and repair up to the formation of 
BRCA1 and Rad51 foci are not defective upon p400 depletion. These results stand in contrast 
to a recent report by Xu et al., which suggested a role of p400 in the retention of DNA repair 
proteins on DSBs via the regulation of histone ubiquitination by RNF8/RNF168. First, we 
found that the formation and maintenance of γH2AX is increased in p400 depleted cells 
whereas Xu et al. showed that the formation of γH2AX foci was normal. Our results are in 
agreement with the defect in DNA repair we observed (shown by comet assay (Figure 2) and 
HDR assay (Figure 2 and 6) and increased sensitivity to IR (Figure 1). Secondly, Xu et al. 
showed that p400 is required for the RNF8-dependent ubiquitination of chromatin adjacent to 
DSB as well as for 53BP1 foci formation. We do not observe any defects in RNF8 mediated 
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ubiquitination using the same FK2 antibody nor in 53 BP1 foci formation upon p400 
knockdown (Figure 3). Since we also obtained our results in 293T cells, the cell line used by 
Xu et al. (as well as in other cell types), we speculate that these discrepancies are due to 
differences in the experimental settings (note however that since we were unable to analyse 
293T cells irradiated at 2 Gy, the exact conditions used by Xu et al., the defect in RNF8-
mediated ubiquitination could also be specific for this cell line and this dose of IR). Indeed, 
whereas we use throughout our study a loss of function strategy relying on genetically 
modified cells or siRNA-mediated knock-down, most data presented in (Xu et al., 2010) rely 
on overexpression of a enzymatically inactive mutant of p400. One could speculate that this 
enzymatically inactive mutant affects processes which are not dependent of p400, but rather 
on related proteins. Along this line, it is known that other proteins from the SWI/SNF 
superfamily are important for histone ubiquitination around DSB (Larsen et al., 2010; Smeenk 
et al., 2010), suggesting that they could represent candidate off-target molecules for the 
p400dead mutant. 
We also investigated what happens following the peak of DNA damage signalling. We 
observed that the decrease in γH2AX levels is slower upon p400 depletion. This could reflect 
a role of p400 in removing γH2AX from chromatin following the completion of DNA repair, 
as described for the drosophila homologue of p400 (Kusch et al, 2004) However, such a 
mechanism cannot entirely explain our findings: first of all, we found that the effect of p400 
on γH2AX foci disappearance are restricted to S and G2 phases of the cell cycle, a finding 
which is difficult to reconcile with a direct role of p400 in γH2AX removal. Moreover, using 
comet assay which allowed the direct detection of DNA breaks, we found that p400 depletion 
led to a defect in the removal of these breaks, demonstrating that DNA breaks repair was 
deficient. Thus, the defective decrease of γH2AX following the peak of γH2AX foci 
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formation in p400-depleted cells is due, at least in part, to the presence of unrepaired DNA 
breaks which sustain DNA damage signalling.  
Although we cannot rule out the possibility that other repair pathways, such as NHEJ, are also 
affected by p400 depletion, our data indicate that p400 is particularly important for 
homologous recombination: This is indicated by several lines of evidence: 
i) p400 depleted cells are hypersensitive to mitomycin C, a compound which induces 
interstrand crosslinks repaired by HR and not NHEJ. 
ii) The defect in γH2AX removing following the peak of γH2AX foci formation is 
restricted to S and G2/M cells, as expected for a defect in homologous 
recombination. 
iii) P400 depletion leads to defective homology driven repair,  
iv) P400 depletion affects the formation of Rad51 and BRCA1 foci, two actors of the  
homologous recombination process 
As p400 can influence the transcription of some gene such as p21 (Chan et al., 2005) we 
examined results of DNA microarray obtained after p400 depletion in U2OS cells and which 
allowed to determined new p400 target genes (Mattera et al., 2010). We did not found any 
decrease in the transcription of genes coding for DNA repair proteins involved in HR (data 
not shown), and we confirmed this result by western blot experiments for Rad51 (Figure S1 
and 6), Rad52 and BRCA1 (data not shown), (although in some experiments in U2OS cells 
we noticed a slight decrease in Rad51 and BRCA1 expression, reflecting either cell cycle 
changes or the destabilisation of these proteins due to the decrease of an interacting partner, 
p400). Although we cannot rule out the possibility that p400 could affect the expression of 
another HR-linked protein,  p400 localization at the DSB site (Xu et al., 2010) supports a 
direct role for p400 in HR.  
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Part of this role could be to assist BRCA1 recruitment to chromatin, which, in turn, would 
facilitate Rad51 foci formation, in agreement with the known function of BRCA1. However, 
the demonstration of a physical interaction between p400 and Rad51 (Figure 8) suggests that 
p400 can directly affect Rad51 function. Whether the p400/Rad51 complex can be itself 
important for BRCA1 recruitment to repair sites deserves further investigation. 
Our results further indicate that the role of p400 in HR is strongly linked to Rad51 since both 
proteins interact and since the effects of p400 knock-down are very similar to the effects of 
Rad51 knock-down, with respect to nucleosome destabilization around the break (Figure 9C), 
HDR deficiency (Figure 2 and 6) and maintenance of γH2AX foci (data not shown). These 
data together with the demonstration of the Rad51/p400 physical interaction suggest that p400 
functions in HR at Rad51-dependent steps. Strikingly, other ATP-dependent chromatin 
remodelling enzymes have been shown to be important for DNA damage response in 
mammals. However, most of these proteins function at earlier steps of DNA damage 
processing, such as histone ubiquitination: for example, CHD4 is required for histone 
ubiquitination following DSB (Larsen et al., 2010; Smeenk et al., 2010). To our knowledge, 
the only ATP-dependent chromatin remodelling protein known to function with Rad51 is 
Rad54, raising the important question of the relationship between p400 and Rad54. 
Importantly, the role of p400 seems to be very similar to that described for Rad54, since 
Rad54 can interact with Rad51 (Golub et al., 1997) and favours Rad51 recruitment to 
chromatin (Agarwal et al., 2011). Whether they function together on the same DSB or on 
different DSBs depending on chromatin state remains to be investigated.  
The demonstration of the existence of a preformed p400/Rad51 complex important for HR 
indeed suggests a model in which both proteins need to be mobilized together following DSB 
(Figure 10). This complex is likely to be rapidly mobilized in the vicinity of DSB, since both 
Rad51 and p400 are recruited to DSB (Murr et al., 2006; Rodrigue et al., 2006; Xu et al.). 
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Moreover, consistent with this model, the yeast homologue of p400, SWR1, is recruited very 
early to DNA breaks (van Attikum et al., 2007). Because of the role of Rad51 in strand 
invasion, one can speculate that the p400/Rad51 complex is involved in chromatin 
remodelling on the uncut strand to allow strand invasion (Figure 10). Importantly, the yeast 
homologue of p400, SWR1, is not required for HR (van Attikum et al., 2007), probably 
because of differences in chromatin states between yeast and human. However, a link between 
Rad51 and p400 functions is conserved throughout evolution since when strand invasion is 
made defective in S. cerevisiae because of the absence of homologous sequences, SWR1 (the 
S. cerevisiae homologue of p400) and Rad51 functionally cooperate to target these DNA 
breaks to the nuclear periphery (Kalocsay et al., 2009). Clearly, understanding the bases of the 
coordination between DNA repair, chromatin remodelling and nuclear positioning is a major 
challenge in the field. 
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Materials and Methods 
Antibodies, plasmids and siRAs 
The commercial p400 antibody was purchased from Abcam (Ab5201-100), the Rad51 
antibodies from Santa Cruz biotechnology (Rad51-H92, CA, for ChIPs and some Western 
Blot experiments) or from Upstate Biotechnologies (CA92590, for some Western Blot 
experiments), the p21 antibody (C19) from Santa Cruz biotechnology, the HA antibody from 
Covance (HA-11), the myc antibody from Roche Diagnostics (9E10), the γH2AX antibodies 
from Millipore for immunofluorescence experiments (JBW301) and from Epitomics for 
Western blot experiments, the actin and γ-tubulin antibodies from Sigma Aldrich (T6199), the 
phospho-ATM antibody from Cell Signaling technology (10H11.E12), the lamin A/C 
antibody from Tebu-Bio (636), the P-RPA antibodies from  Bethyl (S4-8, A300245A) for 
immunofluorescence and from Bethyl (S33, A300246A) for western blot experiments, p-
ChK2 antibody from Cell signalling (T68) , BRCA1 antibody from Santa Cruz (D-9), the FK2 
antibody from Millipore (04-263), the Rad52 antibody from Abcam (12447) and the 53BP1 
antibody from Novus Biological (NB100-304). Secondary antibodies were purchased from 
Amersham and Sigma Aldrich. Two others antibodies directed against p400 were raised by 
immunization of rabbits with peptide directed against N-terminal or C-terminal sequence of 
the protein (Millegen). Details on these antibodies are available upon request. 
pcDNA3βmycNLS-I-SceI plasmid and the corresponding empty plasmid were used. 
pcDNA3B-CMV-Flag-p400 plasmid was kind gift from Dr Livingston (Harvard, Boston, 
MA). pCDNA3B-CMV-Flag-p400dead was constructed with the quick change site-directed 
mutagenesis kit (Stratagene) according to the manufacturer’s conditions to generate the 
K1085L mutation (Samuelson et al., 2005).  pEGFP-Rad51 plasmid was a gift of Dr 
Venkitaraman (Cambridge, UK). Details of construction of the pBabe-I-SceI-ER expression 
vector are available upon request. 
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All siRNAs were purchased from Eurogentec. The control siRNA does not recognize any 
human mRNA. The efficiency of siRNAs silencing was checked in each experiments by 
reverse transcription followed by real time PCR or western blot analysis.  
The sequences of the top strands of the various siRNAs were as follow: 
Si Ctrl : CAUGUCAUGUGUCACAUCU-dTdT  
Si p400 : UGAAGAAGGUUCCCAAGAA-dTdT  
Si p400-2: CGACACAUUGGAUACAGAA-dTdT 
 
Si p21 : GACCAUGUGGACCUGUCAC-dTdT 
 Si Rad51 : CCAGAUCUGUCAUACGCUA-dTdT 
The following primer pairs were used to amplify cDNAs following reverse transcription 
experiments : 
p400 : 5’-CTGCTGCGAAGAAGCTCGTT-3’ and 5’-CAATTCTTTCCCTCTCCTGC-3’ 
GAPDH : 5’-GAAGGTGAAGGTCGGAGTCA-3’ and 5’-GAAGATGGTGATGGGATTTC-3’ 
P0 : 5’-GGCGACCTGGAAGTCCAACT-3’ and 5’-CCATCAGCACCACAGCCTTC-3’ 
p400Flag  : 5’-CGCCACCATGGACTACAAGGACGAC-3’ and  
 
5’-TGCTCCTCACCCTCGCTGCCA-3’ 
 
The following primer pairs were used to amplify sequences following ChIP experiments : 
P0 : 5’-GGCGACCTGGAAGTCCAACT-3’  and 5’-CCATCAGCACCACAGCCTTC-3’ 
AsiSI site : 5’-GATTGGCTATGGGTGTGGAC-3’ and 5’-CATCCTTGCAAACCAGTCCT-
3’ 
Cell culture and transfections 
The osteaosarcoma cell line U2OS and the human embryonic kidney cell line 293T were 
purchased from the ATCC collection. The RG37 cell line has been derived from SV40-
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transformed GM639 human fibroblasts (Dumay et al., 2006). p400
∆N/∆N
  and p400 
+/+
 MEF 
cells have been derived from mDom
 ∆N/∆N
or mDom
+/+ 
mice (Ueda et al., 2007). U2OS, RG37, 
HEK 293T and MEF cells were grown at 37°C in Dulbecco’s modified Eagle’s medium 
(DMEM) supplemented with antibiotics, 10% FCS (all from Invitrogen). The AsiSI-ER-
U2OS and U2OS-ER-ISceI stable cell line were maintained in DMEM supplemented with 
antibiotics and 10% FCS. When needed, cells were treated with 300 nM 4-OHTam for 4 
hours. Stable transfectants from the pBabe HA-I-SceI-ER plasmid was performed using 500 
µg/ml hygromycin  
For siRNA transfection, 1x10
5 
cells were transfected with siRNA (10nM) using Interferin 
(Ozyme, France) according to the manufacturer’s instructions (for 293T transfections and 
HDR assays) or 5x10
6
 cells were electroporated with siRNAs (10µM) using an 
electroporation device (Amaxa AG, Koln, Germany), according to manufacturer's 
specifications (for all other experiments). Plasmids were transfected with Jet-PEI (Ozyme, 
France) according to the manufacturer’s indications. 
RA extraction and reverse transcription 
Total RNA was extracted using an RNeasy mini kit (QIAGEN) and eluted with 30 µl of 
RNase-free water. One to two µg of each purified RNA preparation was reverse-transcribed 
for 50 min at 42°C in a 20µl-reaction containing 0.5 µg of oligo-dT or Random Primers 
(Promega), 1× AMV RT buffer, 10U of AMV Reverse Transcriptase (Promega), 40U of 
rRNasin (Promega), 10mM DTT and 0.5mM deoxynucleotides (Promega). The samples were 
incubated for 15 min at 70°C then the reaction stopped, and cDNAs were analysed by q-PCR. 
Chromatin Immunoprecipitation experiments 
Cells were crosslinked with formaldehyde (1%, 20min) and ChIPs were performed as 
described (Mattera et al., 2010) using 50 µg of chromatin (for histone H3 ChIP) or 200 µg of 
chromatin (For Rad51 ChIPs). Briefly, nuclei were prepared and sonicated to obtain DNA 
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fragments of about 500–1000 bp. Following preclearing and blocking steps, samples were 
incubated overnight at 4°C with specific antibodies or without antibody as negative control. 
Immune complexes were then recovered by incubating the samples with blocked protein 
A/protein G beads for 2 h at 4°C on a rotating wheel. After extensive washing,  crosslink was 
reversed by adding RNase A to the samples and incubating overnight at 65°C. After a 1h30 
proteinase K treatment, DNA was purified with the GFX PCR kit (Amersham), and analysed 
by Q-PCR. 
Real time PCR analysis 
Q-PCR analysis was performed on a CFX96 Real-time system device (BioRad) using the IQ 
SYBR Supermix (BioRad Laboratories, Marnes-la-Coquette, France), according to the 
manufacturer’s instructions. All samples were analyzed in triplicates. All primers are 
described in supplemental experimental procedures. 
Immunofluorescence and manual quantification  
Cells on coverslips were fixed in phosphate-buffered saline (PBS) containing 3.7% 
formaldehyde for 15 min at RT, permeabilized in PBS containing  0.5% Triton X100 for 5 
min, and blocked with 3% bovine serum albumine (BSA) for 30 min. After 1 h incubation 
with primary antibody, cells were washed with PBS and incubated 1 h in secondary antibody 
(conjugated to alexa fluor 488 or alexa fluor 594; Invitrogen). Slides were mounted with 
Vectashield (Vector Laboratories) and image capture was performed at room temperature. 
Images were collected with a microscope (Leica, DM5000) equipped with a charge-coupled 
device camera (CoolSNAP ES; Roper Industries) and a 40x objective (HCX PL APO ON, NA 
0.85) and SEMROCK filters. Acquisition software and image processing used the MetaMorph 
software package (MDS Analytical Technologies). 
Quantification of fluorescence levels was done on approximately 100-200 cells per slide using 
home-developed macros in ImageJ software (National Institutes of Health, Bethesda, MA) to 
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normalize background, thresholds and measures, except FK2 and 53BP1 foci which were 
quantified manually (Cells with more than 5 foci were considered as positive). 
For all the immunofluorescences performed with arrayscan analysis, U2OS and HEK 293T 
were plated in 96-well plate. For 293T, plates are coated with poly-L-lysin (Sigma-Aldrich). 
U2OS cells were treated to 0,5% Triton (2min at 4°C) before the fixation with formaldehyde. 
Immunofluorescence was then performed as described above.  
  
Arrayscan analysis 
The acquisition of images was obtained on an ArrayScan HCS reader with a 20x objective 
lens, and effective image analysis were done by Cellomics Technologies (Compartmental 
Analysis version4 Bioapplication-ThermoScientific). The method was based on the spot 
detection before and after IR and parameters were chosen for each antibody to optimize the 
difference between untreated and irradiated cells. At the end of the acquisition analysis, we 
obtained raw data files for each sample as excel files indicating for each cell: the size of the 
nucleus, the total amount of Hoechst fluorescence per nucleus, the total amount of relevant 
antibody fluorescence per nucleus, the number of foci and the total amount of fluorescence 
within foci. All raw data are available on the group web site (www.trouche.fr/-Results-of-
large-scale-studies-.html). We show in figures the medians of total amount of fluorescence 
within foci for the cell population (about 200 cells per sample), since the median is more 
accurate than the mean when analysing automatically obtained data (the mean can be strongly 
influenced by few artefactual high data). The statistical significance of the differences in the 
total amount of fluorescence within foci between the Ctrl and p400 siRNA populations was 
analysed using Student’s t test assuming unequal variances. We also plotted in Figure S3 the 
repartition of cells with respect to the number of foci for each antibody. Note that for 
unknown reasons, the Arrayscan failed to analyse some Rad51 samples: they were thus 
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omitted from the analysis (such as the 15 min point in Figure 5C and the 30 min and 1 hour 
points in Figure 5E). Moreover, some points not essential to our conclusions and which were 
obviously aberrant and not reproducible were also removed from the figures (such as 30 min 
point in Figure 1H, the 15 min point in Figure 2B and the 30 min point in Figure 5J). 
 
Immunoprecipitations 
Immunoprecipitations were performed as described
 
(Chailleux et al., 2010), except that the 
dilution buffer was supplemented with Dnase 0.75U/ml and Cacl2 (3mM). 2 µg of the 
antibodies made by Millegen and 6µg of Abcam antibody were used. 
 
Western Blot 
Total cell lysates were prepared as previously described (Chailleux et al., 2010). Nuclear 
extracts were prepared as previously described (Mattera, 2009). Ten to 25 µg of proteins per 
lane were separated on NuPAGE Novex 4-12 % Bis-tris gel or NuPAGE Novex 3-8% Tris-
Acetate (Invitrogen). Proteins were transferred on a nitrocellulose membrane. Primary 
antibodies as well as peroxidase-conjugated secondary antibodies were used according to 
standard western blot procedure and peroxidase activity was detected by using the Lumi-
LightPLUS Western Blotting Substrate (Roche Diagnostics, Meylan, France). 
Comet assay 
 Cells were harvested (~10
4
 per pellet), mixed with 100µl low-melting-point agarose and 
layered onto agarose-coated glass slides. Slides were maintained in the dark at 4 °C to gel 
until electrophoresis. Slides were submerged in lysis buffer (2.5 M NaCl, 0.1 M EDTA, 10 
mM Trizma base, 1 % N-lauroylsarcosine, 1% Triton X-100, 10% DMSO at pH 10) for 1h 
and incubated for 30 min in alkaline electrophoresis buffer (300 mM NaOH, 1 mM EDTA at 
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pH > 13). After electrophoresis (~30 min, 25 V), slides were neutralized with Tris 0.4M pH 
7,5, fixed with EtOH and then stained with ethidium bromide (20 µg ml
–1
). Average Comet 
Tail Moment was scored for 100 cells/slide by using the CometScore-v 1.5 software. 
Assay for Homology Directed Repair 
U2OS-ER-ISceI or RG37 cells were washed with PBS and treated with trypsin. Cells were 
resuspended in PBS and HDR was measured by the quantification of the GFP-positive cells 
by flow cytometry (FACScalibur, Becton Dickinson). Quantification was performed on 2 to 5 
x10
4
 sorted events.  
Size-exclusion chromatography 
HeLa nuclear extracts (2ml, 3mg, purchased from CCCC, Belgium) were clarified by a 
centrifugation at 10 000 rpm and were loaded on to a 10/300 GL Superdex 200 column (GE 
Healthcare) pre-equilibrated in 120 ml of buffer (20 ml Tris, pH 7.5, 100 mM KCl, 10% 
glycerol and 1 mM DTT). The column was run at a flow rate of 0.2 ml/min, and the proteins 
in 1.5 ml fractions were analysed for the presence of p400 and Rad51 by Western blotting. 
FRET-FLIM 
The light source used in the FRET experiments was a modelocked Ti:sapphire laser 
(Tsunami,model 3941, Spectra-Physics) pumped by a 10Wdiode laser (Millennia Pro, 
Spectra-Physics) and delivering ultrafast femtosecond pulses of light with a fundamental 
frequency of 80 MHz. A pulsepicker (model 3980, Spectra-Physics) was used to reduce the 
repetition rate to 2 MHz to satisfy the requirements of the triggering unit working at 2 MHz. 
The experiments were performed at λ = 880 nm, the optimal wavelength to excite GFP in 
multiphoton mode (Chen and Periasamy, 2004). The power delivered at the entrance of the 
FLIM optics was 14 mW. All images were acquired with a ×60 oil-immersion lens (Plan Apo 
1.4 NA, IR) mounted on an inverted microscope (Eclipse TE2000E; Nikon) coupled to the 
FLIM system. In this set-up the femtosecond-pulsed laser light is scanned into the left camera 
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port of the microscope through the FLIM optics. The fluorescence emission is directed back 
into the detection unit through the same camera port and a short-pass filter (λ <750 nm). The 
FLIM unit was composed of two galvano mirrors, scanning along the x and y axes, a relay 
lens to focus the laser beam on to the dichroic (with a cut-off at 750 nm), and the streak 
camera (Streakscope C4334, Hamamatsu Photonics) coupled to a fast and high-sensitivity 
CCD (charge-coupled device) camera (model C8800-53C, Hamamatsu Photonics). The streak 
camera consisted of a photocathode surface, a sweep electrode to deflect the photoelectrons 
according to their arrival time, an MCP-PMT (microchannel plate-photomultiplier tube) to 
amplify photoelectrons and a phosphor screen to detect the amplified photoelectrons. The 
images on the phosphor screen were readout by the CCD camera (for a comprehensive 
description of the streak-FLIM system, see (Krishnan et al., 2003)). The images were acquired 
with a lateral resolution of 0.246 nm. For each y position in the object, an (x,t) image was 
produced by recording the fluorescence decay during a given time interval (full timescale of 
10 ns with a temporal resolution of 60 ps). Scanning the entire optical image in the y-direction 
results in a stack of (x,t) images from which fluorescence decays at each (x,y) position can be 
extracted. The intensity image of the object plane was obtained by integrating fluorescence 
intensities over time. The CCD camera gain was set to 0 to minimize electronic noise. The 
MCP-PMT gain (6−8) and the exposure time of the CCD (50 ms) were adjusted to avoid 
overexposure of the CCD (max value of 4096 grey levels). Frame accumulation (up to 10 
frames) was used to increase the signal/noise ratio. The total acquisition time per image 
ranged from 40 to 60 s (imaging field of 15 µm). For each image, average fluorescence decay 
profiles were calculated in the region of interest (the entire nucleus). Then, lifetimes were 
estimated by fitting these results with a mono-exponential function using a non-linear 
leastsquares estimation procedure with the profile fitting function of the Hamamatsu FLIM 
analysis software. 
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Statistics 
Statistical significance was analysed using Student’s t test for two samples, assuming unequal 
variances. Unless indicated otherwise, data represent the mean +/- SD. 
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Figures legends 
 
Figure 1. p400-depletion sensitizes cells to DA damage. U2OS cells were transfected with 
siRNA against p400 or a control sequence (Ctrl) and subjected to the indicated treatment 48 h 
later. (A) Two weeks later, clonogenic efficiency was evaluated. Results are the mean +/- sd 
from at least three independent experiments. (B) cells were irradiated (8 Gy) or not, and 
subjected to γH2AX immunofluorescence after indicated time. Bar, 10 µm (C) Quantification 
of Fig. 1B experiment. Results are the mean +/- sd from five independent experiments (D) 
cells were irradiated (8 Gy) or not, and harvested after the indicated time and subjected to 
western blot analysis for γH2AX. (E) and (F) Automatized analysis (Arrayscan) of γH2AX 
foci in cells irradiated at 8 or 2 Gy, respectively. The medians of the cell population of the 
total fluorescence within foci are plotted. The p-values for the difference between the two 
populations (Ctrl vs p400 siRNA) are shown above each time point (threshold: 5%). All 
Arrayscan analyses presented along the different figures are presented similarly and were 
obtained in 2 to 4 independent experiments. (G) Automatized analysis of γH2AX foci in cells 
transfected with the p400-2 siRNA and exposed to 2 Gy of IR. (H) Automatized of γH2AX 
foci in 293T cells exposed to 2 Gy of IR. The 30 min point which was obviously aberrant and 
not reproducible is not shown. 
 
Figure 2. p400 expression influences DA damage response and repair 
(A) U2OS cells transfected with Ctrl or p400 siRNA were irradiated (8 Gy) or not 48h later, 
and subjected to phospho-ATM immunofluorescence one hour after IR. Results represent the 
mean +/- sd from three independent experiments. (B) Automatized analysis of ATM foci 
exposed to 2 Gy of IR. The 15 min point which was obviously aberrant and not reproducible 
is not shown. (C) U2OS cells transfected with Ctrl or p400 siRNA were irradiated (20 Gy) or 
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not 48 h later and subjected to a comet assay after the indicated time. Representative images 
are shown. Quantification of the tail moment was performed for each condition and time on 
100 cells. A representative experiment with SEM out of two is shown. (D) Same as in C, 
except that p400 wt and p400
∆N/∆N
 MEFs were used. A representative experiment with SEM 
out of three is shown. E) U2OS cells with an integrated HDR substrate and expressing ER-I-
SceI were transfected with Ctrl or p400 or Rad51 siRNAs. 48h after, cells were treated with 
OHTam and 48h later, GFP-positive cells were quantified by FACS analysis. Results are the 
mean +/- sd from 3 independent experiments (left panel). A western blot monitoring HA-I-
SceI expression is shown (right panel). Note that HA-ISceI increased expression after OHTam 
addition is due to stabilization following ligand binding.  
 
Figure 3 DA damage signaling is not affected by p400 knock-down 
(A,B) U2OS cells transfected with Ctrl or p400 siRNA were irradiated (8 Gy) or not 48 h later 
and subjected to a FK2 immunofluorescence after the indicated time. Representative images 
(A, Bar, 10 µm)) and quantifications are shown (B). Results are the mean +/- sd from 3 
independent experiments. (C) Automatized analysis of ubiquitin foci (FK2) in U2OS cells 
treated as in A. Note that in other experiments the decrease was less pronounced after the 30 
min peak. (D) Automatized analysis of ubiquitin foci (FK2 antibody) in U2OS cells exposed 
to 2 Gy of IR. (E) Automatized analysis of ubiquitin foci (FK2 antibody) in 293T cells 
exposed to 8 Gy of IR. (F) Automatized analysis of 53BP1 foci in U2OS cells exposed to 8 
Gy of IR (G) Automatized analysis of 53BP1 foci in U2OS cells exposed to 2 Gy of IR (H) 
Automatized analysis of 53BP1 foci in 293T cells exposed to 8 Gy of IR.  
 
Figure 4. DA Single strand generation is not altered by p400 knock down 
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U2OS cells transfected with Ctrl or p400 siRNA were irradiated (8 Gy) or not 48 h later and 
subjected to Phosho-RPA immunofluorescence after the indicated time. Representative 
images (A, Bar, 10 µm)) and quantifications are shown (B). Results are the mean +/- sd from 
three independent experiments. (C) Automatized analysis of Phospho-RPA foci in U2OS cells 
treated as in A. 
 
Figure 5. p400 controls  the Rad51 foci formation 
(A) and (B)  U2OS cells transfected with Ctrl or p400 siRNA were irradiated (8 Gy) or not 48 
h later and subjected to Rad51 immunofluorescence. Representative images (Bar, 10 µm) and 
quantifications are shown. Results are the mean +/- sd from 4 independent experiments. (C) 
Automatized analysis of Rad51 foci in U2OS cells exposed to 8 Gy of IR. Note that the 
Arrayscan failed to analyse the 15 min sample. (D) Automatized analysis of Rad51 foci in 
U2OS cells transfected with the p400-2 siRNA and exposed to 8 Gy of IR. (E)  Automatized 
analysis of Rad51 foci in U2OS cells exposed to 2 Gy of IR. Note that the Arrayscan failed to 
analyse the 30 min and 1 h samples. (F) 48h after transfection with Ctrl or p400 siRNA, 
U2OS-ER-AsiSI cells were treated or not with OHTam (4h) and subjected to ChIP 
experiment using anti-Rad51 antibodies. The amount of a sequence located at 200 bp from a 
cleaved Asi-SI site and of a control sequence (P0) were quantified by qPCR. The mean +/- sd 
from 3 independent experiment is shown. (G) and (H) U2OS cells transfected with Ctrl or 
p400 siRNA were irradiated (8 Gy) or not 48h later and subjected to BRCA1 
immunofluorescence after the indicated time. Representative images (Bar, 10 µm) and 
quantifications are shown. Results are the mean +/- sd from 4 independent experiments. (I) 
Automatized analysis of BRCA1 foci in U2OS cells exposed to 8 Gy of IR. (J) Automatized 
analysis of BRCA1 foci exposed to 2 Gy of IR. The 30 min point which was obviously 
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aberrant and not reproducible is not shown. (K) Automatized analysis  of  BRCA1 foci in 
293T cells exposed to 8 Gy of IR.  
 
Figure 6. The effect of p400 depletion on homologous recombination is not due to cell 
cycle changes (A) U2OS cells transfected with p400 and p21 siRNA alone or in combination 
were tested for Rad51 foci formation following IR as described in Figure 5. A representative 
experiment is shown. (B) U2OS cells were transfected with p400 and p21 siRNA alone or in 
combination and assayed for clonogenic efficiency following bleomycin treatment as 
described in Figure 1. The mean +/- sd from 3 independent experiments is shown (C) Cell 
cycle analysis of RG37 cells transfected with Ctrl and p400 siRNA. 48 h after transfection 
cell cycle distribution was analysed by FACS after PI staining.(D) RG37 cells with an 
integrated HDR substrate were transfected with Ctrl or two different p400 or Rad51 siRNA. 
24h after, the I-SceI expression plasmid was transfected and HDR efficiency was monitored 
by FACS analysis 48 h later. The mean +/- sd from 3 independent experiments is plotted (left 
panel). Western blot analysis of myc-I-SceI , p400 and Rad51 expression is shown (right 
panel). 
 
Figure 7. Rad51 and γH2AX foci distribution according to the cell cycle phase. (A)  In all 
Arrayscan experiments, cells were stained with Hoechst, and sorted according to the total 
Hoechst fluorescence. A representative cell cycle distribution is shown, with the indication of  
G1, S and G2/M cells analysed in B, C, D and E panels. (B, D) The medians of γH2AX (B) 
and Rad51 (D) levels within foci for G1, S and G2/M cells populations are plotted for U2OS 
cells transfected by Ctrl or p400 siRNA and subjected to 8 Gy of IR. A representative 
experiment out of three is shown. (C, E) Same as in B, except that cells were subjected to 2 
Gy of IR. A representative experiment out of two is shown.  
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Figure 8. p400 interacts with Rad51. (A) Fractions obtained by size-exclusion 
chromatography of Hela nuclear extracts were analysed by Western blot for the presence of 
p400 and Rad51. (B) RG37 total cell extracts were immunoprecipitated with 3 different p400 
antibodies or control IgG and the presence of Rad51 was analysed by Western blotting. (C) 
RG37 cells were transfected with Rad51-GFP alone or together with vectors expressing p400-
mcherry or mcherry, as indicated. 24 h later, GFP fluorescence lifetime values were measured 
on representative cells. The number of cells analysed is indicated in each panel. (D) Mean 
value and s.e.m. of GFP fluorescence lifetime of RG37 cells measured in C. (E) RG37 total 
cell extracts were immunoprecipitated with p400 antibody or control IgG 3 h after 8 Gy of IR 
and the presence of Rad51 was analysed by Western blotting. (F) Mean value and s.e.m. of 
GFP fluorescence lifetime of U2OS-AsiSI cells without DSB induction (-OHT) and after 
DSB induction (+OHT).  
 
Figure 9. Effects of p400 inactive form and complementation of the sip400 effects on HR 
(A) RG37 cells were transfected with I-SceI expression vector (1 µg) together with p400 or 
p400dead (0,5 µg)  as indicated. 48 h later, HDR efficiency was measured by FACS. The 
mean +/- sd from 3 independent experiments is shown (left panel). A western blot monitoring 
the expression of myc-I-SceI and a RT-PCR analysis monitoring the expression of exogenous 
p400 and p400dead mRNA are also shown. (B) RG37 cells were transfected with the 
indicated siRNA. 24 h later, they were transfected by vectors expressing p400 or p400dead  
(0,5 µg) and I-SceI (1µg) as indicated. 48 h later, HDR efficiency was measured by FACS. A 
representative experiment (out of three) is shown (left panel). A western blot monitoring the 
expression of p400 and myc-I-SceI is shown. (C) AsiSI-ER-U2OS cells were transfected with 
Ctrl, p400 or Rad51 siRNAs, and 48 h later treated with OHTam during 4h. Cells were then 
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subjected to ChIP analysis using H3 antibodies. The amount of a sequence located at 200 bp 
from a cleaved Asi-S1 site was quantified by qPCR. Results were standardized relative to the 
ChIP efficiency on a control sequence (P0) and expressed relative to 1 in untreated cells. Data 
are the mean +/- sd from 5 independent experiments. 
 
Figure 10. Chromatin remodelling around Rad51-targeted DSB is dependent on p400 
and Rad51. 
Model for the coordinated action of p400 and Rad51 for the repair of DSB by HR. The p400-
Rad51 preformed complex is recruited on chromatin after DSB, where it participates in the 
chromatin remodelling associated with HR. We speculate that this chromatin remodelling 
could occur on the cut DNA and/or on the uncut sister chromatid to favour strand invasion. 
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ER-AsiS-I cells (D) in 293T cells (E) cell cycle analysis of U2OS 48 h after siRNA treatment.
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Figure S2. Effect of p400 depletion on γH2AX phoshorylation and 53BP1 foci formation A) The Fig. 
1C graph is shown. The insert shows a more precise quantification of γH2AX staining 1 hour 
following irradiation. Cells were separated in five groups according to the percent of the nucleus 
area that is stained (0-1, 1-25, 25-50, 50-75 and 75-100%). The mean +/- sd from five independent 
experiments is shown. B) p400+/+ and p400ΔN/ΔN MEFs were irradiated (8 Gy) and subjected to 
γH2AX staining after the indicated time. γH2AX positive cells were then counted. The mean +/- sd 
from three independent experiments is shown. C) U2OS cells were transfected with the indicated 
siRNA, irradiated or not 48 hours later, and subjected to a 53BP1 immunofluorescence following 
the indicated time. Cells with more than 5 foci were considered as positive. Representative images 
and quantification (at least 100 cells per point) are shown. Bar, 10 µm. D) Enlarged images of 
Rad51 and BRCA1 immunofluorescence results.
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Figure S3. Repartition of cells according to the number of foci for each Arrayscan results 
shown in Figures. The corresponding figure number is indicated, as well as the p value of 
the difference of the number of foci between the control or p400-depleted cell populations. p- 
value: variance analysis (threshold 5%). 
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Figure S4. A) Description of the assay for HDR efficiency. Schematic representation of the 
intracellular substrate stably integrated in the genome of the U2OS cell line used to measure 
the Homologous Recombination events (U2OS-ER-I-SceI). The substrate is composed of 2 
inactive copies of the GFP gene. The first copy is truncated at the 5’end, the second is full 
length with an interruption by an 18 bp sequence recognized by the rare-cutting restriction 
endonuclease, I-SceI. Repair of an I-SceI-induced DSB can generate functional GFP by 
intrachromatid or interchromatid gene conversion. The amount of cells expressing GFP thus 
measures Homology Directed Repair and reflects Homologous Recombination efficiency. B) 
U2OS-ER-I-SceI cells were treated with OHTam during 2 h. Cells were then subjected to an 
immunofluorescence using an anti-HA antibody. Note the nuclear relocalisation of HA-tagged 
ER-I-SceI upon OHTam addition. C) Cleavage efficiency of the AsiSI site analysed in ChIP 
experiments. U2OS-ER-AsiSI cells were transfected by the indicated siRNA. 48 h later, cells 
were treated or not with OHTam. Genomic DNA was prepared 4 h later and subjected to a 
cleavage efficiency assay as described (Iacovoni et al., 2010). Note that cleavage efficiency is 
higher in cells transfected by the p400 siRNA. D) U2OS-ER-AsiSI cells were treated during 4 h 
with OHTam. Cells were then subjected to an immunofluorescence using anti γH2AX antibody 
to reveal the presence of DSB. Note the absence of DSB in untreated cells and the presence 
of a large number of DSB in OHT treated cells. Bar, 10 µm 
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Figure S5. A) GFP fluorescence lifetime values in RG37 cells transfected with Rad51-GFP 
plus p400-mcherry or Rad51-GFP plus p400dead-mcherry. B) Summary of the FRET-FLIM 
results obtained inRG37 cells. Results are from 2 independent experiments.C) Summary of 
the FRET-FLIM results obtained in U2OS-AsiSI cells without DSB (-OHT) or after DSB 
induction (+OHT). Results are from 2 independent experiments. t = mean lifetime 
(nanosecond) ; sem = standard error of the mean ; N = number of measurements ; FRET % 
= (tD – tDA)/tD) with, tD life time of donor alone and tDA lifetime of the donor in the 
presence of acceptor ; p-value: variance analysis (threshold 5%). 
Fig S5. Courilleau et al
Donor Acceptor OHT Mean t (ns) sem N
FRET
%
p-value 
(/R)
Rad51GFP - - 2.658 0.039 40 - -
Rad51GFP mCherry - 2.629 0.047 40 1.1 0.64
Rad51GFP p400-mCherry - 2.232 0.014 54 16 1 10-13
Rad51GFP - + 2.700 0.062 39 - -
Rad51GFP mCherry + 2.544 0.031 40 5.6 0.028
Rad51GFP P400-mCherry + 2.221 0.013 60 17.7 3 10-9
Tip60-GFP - - 2.610 0.037 20 -
Tip60-GFP P400-mcherry - 2.239 0.061 37 14.2 1 10-9
C
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D- Conclusion 
 
 
La première partie de mes travaux de thèse a donc abouti à la mise en évidence de 
l’implication du remodeleur de la chromatine p400 dans la réparation des DSB par recombinaison 
homologue chez l’homme. Nos résultats indiquent que le rôle de p400 dans la HR est fortement lié 
à Rad51 puisque ces deux protéines interagissent entre elles et que la déplétion de l’une ou de 
l’autre a des effets biologiques similaires. De plus, nos résultats suggèrent que p400 joue un rôle 
dans la HR seulement à partir du chargement de Rad51 puisque les étapes en amont ne sont pas 
affectées par la déplétion de p400. Rad51 étant impliqué dans l’invasion du brin endommagé au 
niveau de la chromatide sœur et dans la recherche d’homologie de séquence, nous proposons un 
modèle selon lequel le complexe Rad51/p400 est impliqué dans le remodelage de la chromatine au 
niveau du brin envahi qui sert de matrice à la HR. Cependant, ces travaux suggèrent aussi un rôle 
de p400 dans la signalisation des dommages à l’ADN. Cela est supporté par d’autres études 
publiées avant le commencement de ma thèse. La deuxième partie de mes travaux de thèse feront 
donc l’objet de cette étude.  
 
 
II- L’ATPase 400 module le devenir cellulaire par la régulation de 
l’homéostasie des ROS 
 
 
A- Introduction 
 
 
Lorsque j’ai débuté ma thèse, plusieurs études suggéraient l’importance de p400 dans le 
contrôle de la prolifération cellulaire. En effet, une première étude montre que p400 régule la mise 
en place de la sénescence puisque la déplétion de p400 par shRNA induit une sénescence 
prématurée de fibroblastes humains via l’induction de l’expression de p21 (Chan et al, 2005). Par la 
suite, une étude réalisée au sein du laboratoire décrit que p400 inhibe l’arrêt du cycle cellulaire. En 
effet, la déplétion de p400 induit une augmentation de l’expression de p21 permettant ainsi un arrêt 
du cycle cellulaire (Tyteca, Vandromme et al. 2006). Plus récemment, d’autres travaux ont montré 
que  la déplétion de p400 induit l’apoptose dans des cellules de cancer du colon HCT116 (Mattera 
et al, 2009). Parallèlement, Gevry et al. ont décrit que p400 réprime directement le gène p21 en 
incorporant le variant d’histone H2AZ au sein de son promoteur lui permettant de contrôler le 
devenir cellulaire. Cependant, mes travaux et une autre étude réalisée au sein du laboratoire 
Figure 38 : Schéma simplifié des espèces réactives oxygénées (ROS) et leur système de détoxification
SOD : superoxide dismutase.  GSH-peroxydase : gluthation peroxidase (tiré de http://fr.wikipedia.org)
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suggèrent que p400 pourrait aussi contrôler le devenir cellulaire via la régulation de la voie de 
réponse aux dommages à l’ADN (DDR). En effet, la mise en place de la DDR peut aboutir à 
différents devenirs cellulaires, tels que l’arrêt du cycle cellulaire, la sénescence ou l’apoptose. Or, 
les travaux de Mattera et al montrent que la déplétion de p400 dans les HCT116 induit une 
activation de la DDR caractérisée par la phosphorylation de variant d’histone H2AX et de la kinase 
ATM. Cela est corrélé avec l’induction de l’apoptose (Mattera et al, 2009). De plus, notre étude sur 
le rôle de p400 dans la prise en charge des DSB suggère que p400 a potentiellement un rôle dans la 
signalisation des dommages. En effet, l’inhibition de l’expression de p400 dans les U2OS permet, 
même en l’absence de dommages externes, l’activation de la réponse aux dommages à l’ADN 
(DDR), caractérisée par la présence de foyers phospho-ATM, γH2AX.  Cela est corrélé à la mise en 
place de l’arrêt du cycle cellulaire. 
 
Ainsi, au cours de ma thèse je me suis aussi attachée à comprendre comment p400 pouvait 
réguler la DDR dans des cellules qui n’ont subit aucun stress génotoxique exogène. Pour cela, étant 
donné que la principale fonction connue pour p400 est la régulation transcriptionnelle de gènes, 
nous avons réalisé une étude à grande échelle du transcriptome de cellules dont l’expression de 
p400 a été inhibée par siRNA. Cela nous a permis d’identifier les principales voies biologiques 
régulées par p400 comme par exemple la voie d’oxydo-réduction. En regardant plus précisément 
les variations d’expression des gènes impliqués dans cette voie, nous avons pu observer que la 
déplétion de p400 induit une signature typique de réponse au stress oxydatif. 
 
Le stress oxydatif est un type d'agression dû aux espèces réactives oxygénées (ROS) et aux 
espèces réactives oxygénées et azotées (RONS), aussi appelés radicaux libres. Ces éléments 
peuvent être d’origine exogène (radiations X/γ, agents chimiques) ou endogène (métabolisme 
cellulaire, signalisation intercellulaire et intracellulaire, réponse immunitaire) (Figure 38). 
Cependant, au sein de la cellule, les ROS sont majoritairement produits par le métabolisme 
mitochondrial. Ainsi, la cellule dispose d'un système complexe de détoxification de ces molécules 
comprenant des enzymes (superoxyde dismutase, catalase, glutathion peroxydase…) et des petites 
molécules (vitamine E, vitamine C…). Lorsque la cellule subit un stress oxydatif ce système est 
alors suractivé afin de rétablir l’homéostasie au sein de la cellule. Ce système met en jeu la 
régulation spécifique de nombreux gènes. Notons qu’il est nécessaire de contrôler le taux de 
radicaux libres au sein de la cellule puisqu’elles sont capables d’oxyder les protéines, l'ADN et les 
membranes des cellules ce qui peut avoir des conséquences dramatiques sur la vie de la cellule. Ma 
thèse portant sur la stabilité du génome, je vais particulièrement m’intéresser aux différents 
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dommages que ces molécules peuvent induire à l’ADN. A l’heure actuelle, il est admis que la 
majorité des dommages à l’ADN induits par les radicaux libres sont les oxydations des bases et les 
cassures simples brins de l’ADN. Il a aussi été mis en évidence la génération de site abasiques et de 
cassures doubles brins de l’ADN. Les dommages oxydatifs peuvent être générés de manière isolée 
mais aussi en “clusters”. Ainsi, deux cassures simples brins induites en cluster génèrent une cassure 
double brin de l’ADN. Le mécanisme principal de réparation des dommages oxydatifs est donc le 
BER même si l’implication d’autres mécanismes comme le NER, la HR ou le NHEJ n’est pas 
exclue (Kryston et al, 2011).  
 
Ainsi, nous avons donc décidé d’étudier si p400 pouvait contrôler la voie des dommages à 
l’ADN en partie grâce à la régulation du stress oxydatif intracellulaire.  
 
 
B- Résultats expérimentaux 
 
 
 
L’analyse des puces à ADN suggère donc un lien entre p400 et le contrôle du stress 
oxydatif.  Par la suite, nous avons recherché si p400 est nécessaire pour contrôler le niveau de ROS 
intracellulaire. Pour cela, nous avons quantifié le taux de ROS grâce à l’utilisation d’une sonde 
fluorescente. Nous avons observé que la diminution de l’expression de p400 conduit à une 
augmentation du taux de ROS. De plus, nous avons également montré que la diminution du taux de 
ROS suite à un traitement par H2O2 est plus lente dans des MEF qui présentent un gène p400 altéré 
que dans des MEF sauvages.  L’ensemble de ces résultats démontrent que l’expression normale de 
p400 est requise pour contrôler le niveau de ROS.  
 
Comme il a été présenté dans la partie introductive, les ROS peuvent générer des dommages 
à l’ADN. Nous avons donc testé si la déplétion de p400 induit des dommages oxydatifs par la 
réalisation de tests comet en condition dénaturante. Ce test permet de quantifier un grand nombre 
de dommages à l’ADN tels que les sites alcali-labiles, les cassures simples brins de l’ADN que les 
cassures doubles brins de l’ADN ou même lésions en cours de réparation par les mécanismes de 
réparation par excision (Brendler-Schwaab et al, 2005). Nous avons pu montrer que la déplétion de 
p400 induisait une augmentation de la production de dommages à l’ADN. Ceux-ci sont en grande 
parti inhibés par l’utilisation du N-acetyl-cystéine (NAC), composé anti-oxydant.  
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Par la suite, nous avons donc regardé l’induction de la voie des dommages à l’ADN après la 
déplétion de p400 dans trois lignées différentes : les U2OS, les IMR90 et les HCT116 dans 
lesquelles l’absence de p400 induit respectivement l’arrêt du cycle cellulaire, la sénescence et 
l’apoptose. Dans chacune de ces lignées, la diminution de l’expression de p400 induit une 
augmentation de la présence de foyers γH2AX et phospho-ATM. De plus, dans les U2OS, elle 
entraine aussi une augmentation de la phosphorylation  de p53 sur la sérine 15. Dans cette même 
lignée, l’induction des foyers γH2AX est partiellement reversée par l’utilisation du NAC Ainsi, ces 
résultats montrent que p400 inhibe la production de dommages à l’ADN et, par conséquent la 
DDR, induite par un stress oxydatif.  
 
Nous avons alors voulu déterminer si p400 peut réguler la progression du cycle cellulaire 
via l’inhibition de la voie de la DDR. Pour cela, nous avons étudié si l’inhibition d’ATM, facteur 
impliqué dans l’initiation de cette voie, pouvait contrecarrer la mise en place des différents devenirs 
induits par l’inhibition de l’expression de p400. Nous avons montré que l’inhibition d’ATM inhibe 
partiellement l’arrêt du cycle cellulaire dans les U2OS, totalement la sénescence dans les IMR90 et 
complètement l’apoptose dans les HCT116. Notons que Gevry et al montrent que p400 contrôle le 
devenir cellulaire via la régulation direct de p21. Ils montrent que p400 réprime le gène via 
l’incorporation du variant d’histone H2AZ au sein de son promoteur empêchant son activation par 
Tip60 (Gevry, Chan et al. 2007). Or, nos résultats montrent que p400 contrôle le devenir cellulaire 
en inhibant la DDR dépendante d’ATM. Cependant, la réversion des différents devenirs cellulaires 
associés à la déplétion de p400 par le siRNA dirigé contre ATM n’est pas toujours totale. Cela est 
particulièrement vrai pour l’arrêt du cycle cellulaire en G1 dans les U2OS induit majoritairement 
par p21. Ainsi, nous n’excluons pas que p400 contrôle aussi la prolifération cellulaire par la 
régulation du gène p21 comme il est proposé par Gevry et al.  
 
 Enfin, nous nous sommes attachés à mieux comprendre comment p400 pouvait réguler le 
taux de ROS. Etant donné que le défaut de certains mécanismes de réparation entraine un stress 
oxydatif et que p400 est impliqué dans la réparation des dommages à l’ADN (Nicotera, Notaro et 
al. 1989; Frechet, Warrick et al. 2008; Xu, Sun et al. 2010), nous avons recherché si la persistance 
de dommages ne pouvait pas induire un stress oxydatif. Nous avons pu montrer que la persistance 
de DSB engendre la génération de radicaux libres intracellulaires. Cela peut donc expliquer 
comment la persistance de dommages en l’absence de p400 peut induire un stress oxydatif. 
Cependant, nous avons montré que les dommages induits par la déplétion de p400 sont en grande 
partie réversés par le NAC. Cela ne peut donc pas expliquer en totalité la manière dont p400 régule 
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le stress oxydatif. Ainsi, p400 étant connu pour réguler la transcription, nous avons recherché si 
p400 ne pouvait réguler directement des gènes impliqués dans la gestion du stress oxydatif. Ainsi, 
grâce à une étude approfondie des puces à ADN, nous avons identifié des gènes, dont la modulation 
en absence de p400 est en faveur de la production de ROS. En effet, nous avons identifié deux 
gènes, FANCA et HSP70, dont l’expression est diminuée après l’utilisation du siRNA p400. Nous 
avons ensuite mis en évidence par ChIP que p400 régulait directement l’expression de ces gènes. 
Afin de déterminer si p400 régule le taux de ROS via la régulation de ces gènes, nous avons tout 
d’abord essayé de mimer l’augmentation de la production des ROS après l’inhibition de 
l’expression de ces deux protéines. L’inhibition de FancA induit la production de ROS 
contrairement à celle de HSP70. Par la suite, nous avons tenté de reverser la production des ROS 
induite par le siRNA p400 en réexprimant l’une ou l’autre des protéines. Toutes deux sont capables 
de reverser partiellement l’augmentation des ROS. Ainsi, ces résultats suggèrent que p400 contrôle 
l’homéostasie des ROS en régulant la transcription de gènes, certains étant à l’origine du stress 
oxydatif, tel que FancA, d’autres sont impliqués dans la prise en charge des ROS, tel que HSP70 
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Abstract
The p400 E1A-associated protein, which mediates H2A.Z incorporation at specific promoters, plays a major role in cell fate
decisions: it promotes cell cycle progression and inhibits induction of apoptosis or senescence. Here, we show that p400
expression is required for the correct control of ROS metabolism. Depletion of p400 indeed increases intracellular ROS levels
and causes the appearance of DNA damage, indicating that p400 maintains oxidative stress below a threshold at which
DNA damages occur. Suppression of the DNA damage response using a siRNA against ATM inhibits the effects of p400 on
cell cycle progression, apoptosis, or senescence, demonstrating the importance of ATM–dependent DDR pathways in cell
fates control by p400. Finally, we show that these effects of p400 are dependent on direct transcriptional regulation of
specific promoters and may also involve a positive feedback loop between oxidative stress and DNA breaks since we found
that persistent DNA breaks are sufficient to increase ROS levels. Altogether, our results uncover an unexpected link between
p400 and ROS metabolism and allow deciphering the molecular mechanisms largely responsible for cell proliferation control
by p400.
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Introduction
Cell fate decisions largely rely on the activation or the repression
of specific genetic programs. Proteins, which regulate these genetic
programs, are involved in the accurate control of cell fate. Among
these proteins, chromatin modifying-enzymes are proposed to play
a special role because they can set up epigenetic imprints in
chromatin and thus mediate long term and transmissible effects on
chromatin function. In mammals, one such protein is the p400
ATPase which is an ATPase of the SWI/SNF family conserved
from yeast to human (it is called SWR1 in yeast and Domino in
drosophila) [1–3]. It belongs to a multimolecular complex, which
contains other enzymes such as the helicases Tip49a and Tip49b
and, at least in mammals and in drosophila, the histone acetyl
transferase Tip60 [1,4–6]. p400 can mediate exchange of histone
H2A variants, such as H2A.Z in yeast and mammals and H2Av
(which is a drosophila-specific variant related to both H2A.Z and
H2A.X) in drosophila [4–8]. Through this activity, p400
participates in various processes such as DNA double strand
breaks (DSBs) repair and transcription: in drosophila, Domino
exchanges phosphorylated H2Av by unphosphorylated H2Av
following completion of DNA repair, leading to the suppression of
DNA DSB signalling [5]. Transcriptional regulation by p400
largely relies on H2A.Z incorporation at specific promoters [9].
H2A.Z incorporation can lead both to positive or negative
outcome for transcription: whereas removal of H2A.Z is often
required for transcription to occur, H2A.Z can also ‘‘poise’’ genes
for activation, preventing the propagation of neighbouring
repressive heterochromatin [10]. In agreement with this dual
effect of H2A.Z in transcription, p400 mediates transcriptional
repression of the p21 gene in the absence of DNA damage [11,12]
but it is also required for transcriptional activation of estrogen-
responsive genes upon hormone treatment [13], both effects being
mediated through H2A.Z incorporation [7].
Many results underline the role of p400 and p400-associated
proteins in cell fate decisions control. First, p400 was characterized
as a protein associated with the viral transforming protein E1A
from adenovirus [1]. Moreover, association with p400 was found
to be required for E1A to promote cell transformation as well as
apoptosis [1,14], indicating that p400 is important for E1A-
mediated cell proliferation and cell transformation control. p400
prevents cell cycle arrest in human osteosarcoma-derived cells
[12], inhibits apoptosis in colon carcinoma-derived cells [15] and
blocks senescence induction in non transformed human fibroblasts
[11] or mouse embryonic fibroblasts [16]. Also, depletion of p400
or of associated proteins (such as Tip60) results in a decrease cell
proliferation rate of embryonic stem cells [17]. Altogether, these
data point to a critical role of p400 in allowing cell proliferation.
PLoS Genetics | www.plosgenetics.org 1 June 2010 | Volume 6 | Issue 6 | e1000983
The function of p400 in preventing cell cycle arrest or
senescence is proposed to be mediated through the direct
transcriptional regulation of p21 expression by localized H2A.Z
incorporation [7]. However, we show here that p400 depletion can
induce oxidative stress suggesting that it may also indirectly
activate p21 expression through the activation of DNA damage
pathways. By inhibiting these pathways, we show that this indirect
mechanism largely account for p21 regulation by p400 as well as
for downstream control of cell fate (such as senescence, cell cycle
progression or apoptosis). Altogether, our results allow us to
decipher the molecular mechanism which accounts for most of the
effects of p400 on cell proliferation.
Results
p400 knockdown induces ROS accumulation
In order to identify genes regulated by p400, we performed a
genome wide analysis of genes affected upon p400 knockdown. We
transfected U2OS osteosarcoma cells in duplicates with two control
siRNAs and two previously described siRNAs directed against p400
[12]. Silencing efficiency was checked by real time PCR and western
blotting (Figure S1A and S1B). Moreover, the p21 mRNA was
induced by p400 depletion (Figure S3B), as already described [12].
Forty-eight hours following transfection, we prepared total RNA that
we analysed on Affymetrix gene microarrays containing 19,734 gene
probe sets. We then compared gene expression upon transfection of
each anti-p400 siRNA against each control siRNA independently.
After normalization, statistical analysis and thresholding (see
Materials and Methods), we considered genes as regulated by
p400 when they are similarly affected in three out of the four
conditions (p400-1 vs Ctrl-1, p400-2 vs Ctrl-1, p400-1 vs Ctrl-2 and
p400-2 vs Ctrl-2). 878 genes were identified and, as expected, the
p400 mRNA was found decreased upon p400 siRNA transfection
whereas the p21 mRNA was found activated. The complete list of
modified genes, sorted by the mean of fold change, is shown in
Figure S2. In addition, we validated our microarrays results by
analysing several genes by real time PCR (Figure S3). A Gene
Ontology (GO) analysis (see Figure 1 for the eight top singular
annotations) indicates that p400 mainly regulates genes linked to cell
proliferation (the first three singular annotations are composed of
genes involved in cell cycle, cell division andmitosis). Such regulation
is expected and is likely to be indirect, since p400 knockdown affects
cell cycle progression [12]. The next singular annotation represents
genes involved in the oxido-reduction balance, suggesting a link
between p400 and the control of oxidative stress.
To test this hypothesis, we directly measured the intracellular
levels of ROS (Reactive Oxygen Species, a major intracellular
inducer of oxidative stress) using fluorescent probes by flow
cytometry upon siRNA transfection. We found that the knock-
down of p400 leads to an increase of ROS levels (measured by
calculating the mean fluorescence from 25,000 cells) detectable
48 hours and 72 hours following siRNA transfection (Figure 2A).
This increase is similar to what is observed in cells treated with
H2O2, an oxidant molecule (Figure S4A), or in cells presenting
mutations in the succinate dehydrogenase enzyme, a protein
directly involved in the control of the respiratory chain in
mitochondria [18]. Moreover, this increase was also observed
using 2 other independent p400 siRNAs (Figure 2B, see Figure
S1B for RT-PCR monitoring p400 expression silencing), ruling
out the possibility of any off-target effects. Thus, altogether, these
results indicate that p400 is required to decrease ROS levels in
U2OS cells. To confirm the importance of p400 in controlling
ROS levels, we used MEFs originating from mice in which the
p400 gene has been genetically targeted [19]. We prepared wild
type and heterozygous MEFs. Both MEFs grow at identical rates
and presented similar basal ROS levels (data not shown). We next
treated these MEFs with H2O2 to analyse their response to an
oxidative stress increase. We found that the increase in ROS levels
following 15 min H2O2 treatment was similar in both genotypes
(Figure 2C). To test their ability to cope with this ROS increase,
we washed H2O2 and we analysed the decrease in ROS levels. In
wild type cells, the decrease in ROS levels was very rapid since
they went down to basal levels in less than two hours (Figure 2C).
In MEFs in which one allele of p400 had been targeted, the
decrease was slower and ROS levels was still largely above basal
levels two hours following H2O2 removal (Figure 2C). Thus, the
loss of one p400 allele leads to a defective management of ROS
levels following a burst of oxidative stress, demonstrating that the
role of p400 in controlling ROS levels is not limited to human cells
neither to tumoral cells. Taken together, Figure 2A–2C data
indicate that normal p400 expression is required to control ROS
levels.
p400 prevents oxidative stress-induced DNA damage
and DNA damage signalling
Deregulated ROS production can lead to DNA damage. We
then reasoned that p400 could maintain ROS levels below a
threshold which could be detrimental to DNA integrity. To test
this possibility, we investigated whether knockdown of p400 in
U2OS cells leads to the generation of DNA damage. We
performed a neutral comet assay, which directly reveals the
amount of DNA strand breaks (single and double strand breaks)
and alkali-labile sites. We found that the number of cells with
detectable comet tails (thus, with detectable DNA breaks) was
increased upon p400 knockdown (Figure 2D for typical cells and
Figure 2E for the quantification; see Figure S5 for more detailed
distribution of comet tail moments). Importantly, very similar
results were obtained using another independent p400 siRNA
(Figure S6). We thus conclude from this experiment that p400
expression is required for genetic integrity and that p400 prevents
both increased ROS production and accumulation of DNA
damage.
In order to test whether DNA damage induced by the absence
of p400 are due to oxidative stress, we used N-Acetyl Cysteine
(NAC), a widely used anti-oxidant reagent. As expected, NAC
treatment efficiently reversed the increase in ROS levels induced
by p400 knockdown (Figure 3A). Importantly, NAC treatment also
reversed the increase in comet tail moments upon p400
knockdown (Figure 3B, see also Figure S6 with an independent
p400 siRNA). Thus, these data indicate that p400 prevents
oxidative stress–induced DNA damage.
Author Summary
External or internal causes can lead to the generation of
oxidative stress in mammalian cells. This oxidative stress is
detrimental to cell life since it can induce protein damages
or, even worse, DNA damages. Thus, cells have to control
strictly oxidative stress levels. In this manuscript, we show
that the p400 ATPase, a chaperone of specific histone H2A
variants, is important for this control in mammals and
therefore prevents DNA damage induction. Moreover, we
demonstrate that the known roles of p400 in cell
proliferation are dependent upon its effect on oxidative
stress. Finally, we identify the mechanisms by which p400
modulates oxidative stress levels. Altogether, our study
uncovers a new role of mammalian p400 and demon-
strates its functional importance.
p400 and ROS Homeostasis
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We next tested whether p400-induced DNA damage can lead to
the activation of a DNA Damage Response (DDR) and then to a
cellular response. We found that knockdown of p400 in U2OS cells
is sufficient to induce a significant increase of cells harbouring
cH2AX foci (Figure 3C and 3D), a widely used marker of DNA
damage signalling. It also leads to an increase in autophosphoryla-
tion of the sensor kinase ATM (reflecting ATM activation),
measured either by immunofluorescence or by western blot
(Figure 4A and 4B). In addition, phosphorylation of downstream
substrates of ATM, such as the p53 tumour suppressor, was induced
(Figure 4B). Thus, p400 knockdown results in the activation of
ATM-dependent DNA damage response pathways. Strikingly,
NAC treatment partially reversed the appearance of cH2AX foci
(Figure 3C and 3D) thereby indicating that DNA damage signalling
induced by p400 siRNA is mediated through increased oxidative
stress. Thus, altogether, Figure 3 and Figure 4 results indicate that
p400 prevents the induction of DNA damage and of ATM-
dependent DNA damage signalling by oxidative stress.
Figure 1. Gene singular annotation of DNA microarrays data. U2OS cells were independently transfected using two controls and two
different p400-targetting siRNAs. Total RNA was then prepared 48 h later and submitted to reverse transcription, cDNA control quality and
hybridization on Affymetrix DNA microarrays (GeneChip Human Gene 1.0 ST Array). Following quantification of two independent experiments,
normalization and statistical analysis was done using GeneSpring GX software (Agilent Technologies). Qualified genes were those found regulated, in
the same way, in at least 3 out of the four comparisons (p400-targeting siRNAs versus controls) and with a fold change at least equal at 1.25.
Presented gene annotation discovery was done using GeneCoDis2 online software.
doi:10.1371/journal.pgen.1000983.g001
p400 and ROS Homeostasis
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p400 allows cell cycle progression by preventing the
activation of ATM–dependent DDR pathways
We next intended to investigate the contribution of these ATM-
dependent DNA damage response pathways to cell proliferation
control by p400. As already reported [11,12], we found that p400
knockdown induces the activation of the gene encoding the p21
cell cycle-dependent kinase inhibitor (Figure 4C), as well as the
concomitant accumulation of cells in the G1 phase of the cell cycle
(Figure 4D). Importantly, the two fold induction of p21 mRNA
induction, as well as the extent of cell cycle arrest we observed
Figure 2. p400 depletion leads to ROS accumulation and DNA damage induction. (A) U2OS cells were transfected using the indicated
siRNA. 48 and 72 h following transfection (as indicated), cells were collected and ROS levels were measured by flow cytometry. The mean and
standard deviation (SD) from 3 independent experiments are shown (after standardisation relative to 1 for cells transfected with the control siRNA).
(B) U2OS cells were transfected using the indicated siRNA and 48 h following transfection, cells were collected and ROS levels were measured by flow
cytometry. The mean and SD from 3 independent experiments are shown (after standardisation relative to 1 for cells transfected with the control
siRNA). (C) MEFs derived from heterozygous embryos in which one p400 allele was targeted (p400Mut/+)[19] or from control wild type embryos (wt)
were treated or not, as indicated, with 10 mM of H2O2 for 15 min. H2O2 was washed out and cells were collected after the indicated time. ROS levels
were measured by flow cytometry. The ROS levels increase was calculated by subtracting ROS levels in untreated cells (measured in parallel). The
mean and SD from 2 to 3 independent experiments are shown (after standardisation relative to 1 for untreated cells). (D,E) U2OS cells were
transfected using the indicated siRNA and 48 hours following transfection, cells were subjected to comet assay. Representative cells are shown in (D).
The mean and SD of the proportion of comet-positive cells (tail moment .5) from three independent experiments are shown in (E) (calculated
relative to 100 for cells transfected with the p400-1 siRNA).
doi:10.1371/journal.pgen.1000983.g002
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here, is within the range of what has been found previously in
U2OS cells by others and us [11,12]. p400-mediated repression of
the p21 promoter was proposed to be direct and to rely on the
targeted incorporation of H2A.Z on the p21 promoter [7].
However, it may also be an indirect consequence of ATM-
dependent DDR pathways repression by p400 since the p21
promoter is a direct target of the DNA damage-activated p53
tumour suppressor. To assess the relative contribution of these two
mechanisms (direct repression through H2A.Z incorporation (as
demonstrated by [7]) and control of ATM-dependent DNA
damage pathways (as we observed here)), we intended to inhibit
these DNA damage pathways using a siRNA directed against
ATM. Transfection of the ATM siRNA efficiently inhibits ATM
expression and does not affect silencing of p400 by the p400
siRNA (Figure S1A). The ATM siRNA by itself does induce only a
slight decrease, if any, of p21 mRNA expression (Figure 4C).
However, it decreases the activation of p21 mRNA and protein
expression induced by p400 depletion (Figure 4C). Moreover, it
partially reversed the concomitant cell cycle arrest (Figure 4D).
Importantly, activation of p21 mRNA (Figure 4E) and cell cycle
arrest (Figure 4F) induced by Nutlin-3, an inhibitor of the p53/
Mdm2 interaction [20], is not affected by ATM knockdown,
indicating that ATM is not generally required for the p53-
dependent activation of p21 mRNA expression and cell cycle
arrest and then, that the effect of ATM is upstream of p53
activation. Thus, taken together, these data indicate that p400
represses p21 expression, at least in part, through the control of
DNA damage pathways. Note that the residual activation of p21
mRNA and G1 accumulation induced by p400 depletion in the
presence of ATM siRNA, is probably due to directs effects of p400
on the p21 promoter [7].
p400 controls cell fate through the modulation of DDR
pathways
Strikingly, other proposed roles of p400 in cell proliferation
(repressor of apoptosis in HCT116 cells [15] and repressor of
senescence in IMR90 cells [11]) could also be dependent on its
ability to modulate ATM-dependent DNA damage pathways.
First, we checked whether p400 also controls ATM-dependent
DDR pathways in these cells by transfecting them with a p400
siRNA, which decreased p400 mRNA or protein levels as
expected (Figure S7). We observed by immunofluorescence
staining that p400 knockdown induces ATM phosphorylation
both in IMR90 cells (Figure 5A) and HCT116 cells (Figure 5B).
Thus the ability of p400 to prevent activation of DDR pathways is
not restricted to U2OS cells.
Figure 3. p400 prevents ROS–induced DNA damage. (A) U2OS cells were transfected using the indicated siRNA and treated with NAC (10 mM).
48 h later, cells were collected and ROS levels were measured by flow cytometry. The mean from 2 independent experiments is shown (after
standardisation relative to 1 for cells transfected with the control siRNA and untreated). (B) U2OS cells were transfected using the indicated siRNA and
treated with NAC (10 mM) 24 h later. 48 h following transfection, cells were subjected to a comet assay. The mean and SD of the proportion of
comet-positive cells (tail moment.5) from three independent experiments are shown (calculated relative to 100 for cells transfected with the p400-1
siRNA and not treated). (C,D) Same as in (A) except that cells were fixed and subjected to DAPI staining and an immunofluorescence analysis using
anti-cH2AX antibodies. Representative fields are shown in (C) and quantification using ImageJ software is shown in (D) (mean and SD from 3
independent experiments are shown (after standardisation relative to 100 for cells transfected with the p400 siRNA and untreated)).
doi:10.1371/journal.pgen.1000983.g003
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Figure 4. p400 depletion leads to the induction of a DNA damage response. (A) U2OS cells were transfected using the indicated siRNA. 48 h
after transfection, cells were fixed and subjected to DAPI staining and an immunofluorescence analysis using anti-phosphoATM antibodies.
Representative fields are shown on the left and quantification using ImageJ software on the right (the mean and SD from 3 independent experiments
are shown (after standardisation relative to 1 for cells transfected with the control siRNA)). (B) Same as in (A), except that total cell extracts were
prepared and analysed by western blot using anti-ATM, anti-Phospho-ATM, anti-Phospho-p53 and anti-HDAC1/2 (as a loading control) antibodies.
Note that the asterisk indicates non-specific bands in the Phospho-p53 panel. (C) U2OS cells were transfected using the indicated siRNA alone or in
combination as indicated. The total amount of siRNA in the transfection was kept constant using the control siRNA. 48 h later, total cell extracts were
prepared and analysed by western blot using anti-p21 and anti-b-actin (as a loading control) antibodies (upper panel). Total RNA were also prepared,
reverse transcribed and cDNA were then analysed for p21 and GAPDH expression by Q-PCR. The amount of p21 cDNA was divided by the amount of
GAPDH cDNA and calculated relative to 1 for cells transfected using the control siRNA (lower panel). The mean and SD from 5 independent
experiments are shown. (D) Same as in (C), except that cells were harvested and analysed for cell cycle distribution by flow cytometry. The proportion
of G0/G1, S and G2/M cells in each condition were quantified relative to 1 for cells transfected by the control siRNA. The mean and SD from 3
independent experiments are shown. (E) U2OS were transfected using the indicated siRNA and treated with Nutlin-3. 48 h later, total RNA were
prepared, reverse transcribed. cDNAs were then analysed for p21 and GAPDH expression by Q-PCR. The amount of p21 cDNA was divided by the
amount of GAPDH cDNA and calculated relative to 1 for cells transfected using the control siRNA and treated with nutlin. The mean from two
independent experiments is shown. (F) Same as in (E), except that cells were harvested and analysed for cell cycle distribution by flow cytometry as
described in (D). The mean from two independent experiments is shown.
doi:10.1371/journal.pgen.1000983.g004
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We next investigated the involvement of ATM-dependent DDR
pathways activation in cell fate control by p400. To this aim, we co-
transfected cells with the siRNAs against p400 and ATM in HCT116
and IMR90 cells. In these two cell types, transfection of the ATM
siRNA efficiently inhibits ATM expression and does not affect
silencing of p400 by the p400 siRNA (Figure S7). As already
demonstrated [11], transfection of p400 siRNA leads to senescence of
IMR90 cells, as observed by the appearance of the so-called SAHF
(Senescence-Associated Heterochromatin Foci) (Figure 5C), the
induction of Senescence–Associated b-Galactosidase activity
(Figure 5D) and induction of p16 mRNA expression (Figure 5E).
Depletion of ATM does not have any effect by itself on senescence
induction. However, depletion of ATM completely reverses the
induction of senescence by the transfection of p400 siRNA (Figure 5C–
5E), indicating that ATM expression is required for p400 knockdown
to induce senescence. Similarly, we found that ATM expression is also
required for p400 knock-down-induced apoptosis in HCT116 cells
(Figure 5F). Thus taken together, these data indicate that cell fate
control by p400 is largely dependent on its ability to prevent activation
of ATM-dependent DNA damage pathways.
Figure 5. The ATM–dependent DDR is required for senescence and apoptosis induced by p400. (A,B) IMR 90 cells (A) or HCT 116 cells (B)
were transfected using the indicated siRNA. 48 h following transfection, cells were fixed and analysed by immunofluorescence using an anti-
phosphoATM antibody. PhosphoATM positive cells were quantified using ImageJ software and calculated relative to 1 for cells transfected with the
control siRNA. The mean and SD from three independent experiments are shown. (C) IMR 90 cells were transfected with the indicated siRNA alone or
in combination. The total amount of siRNA in the transfection was kept constant using the control siRNA. 7 days following transfection, cells were
collected and subjected to DAPI staining to analyse SAHF formation. (D) Same as in (C), except that Senescence associated b-galactosidase activity
was measured and calculated relative to 1 for cells transfected with the control siRNA alone. The mean and SD from three independent experiments
are shown. (E) Same as in (C) except that mRNA were extracted and reverse transcribed. cDNAs were then analysed by Q-PCR for p16 and GAPDH
mRNA expression. The amount of p16 cDNA was divided by the amount of GAPDH cDNA and calculated relative to 1 for cells transfected using the
control siRNA alone. The mean and SD from three independent experiments are shown. (F) HCT116 cells were transfected with the indicated siRNA
alone or in combination. The total amount of siRNA in the transfection was kept constant using the control siRNA. 48 h following transfection,
apoptosis induction was measured by flow cytometry and the percentage of apoptotic cells was calculated relative to 1 for cells transfected with the
control siRNA. The mean and SD from three independent experiments are shown.
doi:10.1371/journal.pgen.1000983.g005
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DNA double-strand breaks induction results in ROS
increase
We next addressed the mechanism by which p400 knockdown
leads to ROS production. Strikingly more and more evidence
suggests that persistent DNA damage (due for example to defective
DNA repair pathways) induces an oxidative stress [21–24]. Since
p400 depleted cells present an increase in DNA breaks (see
Figure 2D and 2E), we tested whether this increase in DNA
damage could participate in ROS production. To test whether
DNA breaks can induce ROS production in U2OS cells, we used
a cell line derived from U2OS cells in which we can induce the
nuclear localisation of the AsiS1 restriction enzyme by 4-hydroxy-
tamoxifen (OHTam) treatment. When localized in the nucleus,
this restriction enzyme generates a large number (about 200) of
pure double strand breaks (DSBs) [25] (in contrast to more widely
used methods, such as ionizing radiations, which directly produce
free radicals). OHTam treatment generated nuclear accumulation
of the restriction enzyme and efficiently induced DNA DSBs, as
indicated by the appearance of cH2AX foci (Figure 6A). DNA
breaks induction is very rapid since increased cH2AX staining can
be detected as early as 15 min following OHTam addition (data
not shown). Moreover, very high levels of cH2AX staining are still
observed 48 hours following OHTam addition demonstrating that
the DNA DSBs persist up to 48 hours of treatment (most likely
because restriction sites are permanently repaired and re-cleaved)
(Figure 6A). We then treated, or not, these cells with OHTam for 4
or 48 hours and we measured ROS levels. Whereas no change
could be detected 4 hours following OHTam, ROS levels were
strongly increased after 48 hours of OHTam treatment, reaching
a level similar to the one measured 48 hours after p400-targeting
siRNA transfection (Figure 6B). Importantly, no increase in ROS
production could be observed in parental U2OS cells treated with
OHTam (data not shown), indicating that ROS production is
indeed due to the generation of DSBs by the restriction enzyme.
These results indicate that in U2OS, whereas the presence of
DNA DSBs per se is not able to induce a detectable increase in
ROS levels (as indicated by the results obtained 4 hours following
OHTam treatment), their persistence for up to 48 hours is
sufficient to induce such an increase. Thus, the presence of
persistent DNA damage in cells depleted by p400 could participate
in the increase in oxidative stress.
p400 directly regulates genes important for the control
of oxidative stress
However, such a mechanism does not fully explain our results
since we found that DNA damage induction by p400 is partially
blocked by anti oxidant treatment (indicating that DNA breaks
induction is, at least partly, a consequence and not a cause of
oxidative stress increase). Moreover, we found that p400
expression is important to restore normal ROS levels upon
exogenous oxidative stress increase at time points (4 hours, see
Figure 2C) at which DNA damages do not increase ROS levels
(see Figure 6B). Thus, we investigate whether some of the effects of
p400 on ROS levels control could be transcriptional. Specific
inspection of the microarrays results indicates that p400 indeed
regulates many genes whose products are known to be involved in
the control of ROS levels, in such way that it could favour an
increase in ROS levels (such as Hsp70 [26–28], FANCA [29,30] or
Lamin B1 [31]). To investigate the importance of transcriptional
control in the effects of p400 on ROS levels, we focused on Hsp70
and FANCA. Indeed, knocking-down Hsp70 expression induces
oxidative stress in many cell type, and oxidative stress manage-
ment is defective in cells from the Fanconi anemia group A
[29,30]. Moreover, we observed, in our microarrays analyses, that
FANCA mRNA as well as two mRNAs coding for Hsp70 protein
(Hspa1a and Hspa1b) (collectively referred as ‘‘Hsp70’’ thereafter
since they encode identical proteins [32]) are decreased upon p400
knockdown (Figure S2). We first checked whether Hsp70 and
FANCA are bona fide target genes of p400. We transfected U2OS
cells with two independent p400 siRNAs and analysed Hsp70 and
FANCA mRNA expression by RT-QPCR. We confirmed that
Hsp70 and FANCA mRNA levels are decreased in cells
transfected by p400 siRNA, indicating that p400 positively
regulates their expression (Figure S3C). Moreover, we also found
that p400 knockdown decreases Hsp70 and FANCA protein
expression (Figure 7A). We next tested whether these two genes
can be direct transcriptional targets of p400: indeed, p400 is
known to favour transcription through binding to specific
promoters, such as some controlling genes involved in mainte-
nance of embryonic stem cells [17] or estrogen-responsive genes
[13]. Thus, to test whether p400 can directly regulate the
promoter of Hspa1a (a gene coding for Hsp70 protein) and of
FANCA, we performed Chromatin ImmunoPrecipitation (ChIP)
experiments with p400 antibodies using chromatin from U2OS
cells. As expected, we could detect p400 binding to the p21
promoter (a known direct target of p400 [11]) (Figure 7B). This
binding is specific, since an unrelated sequence derived from the
ribosomal phosphoprotein P0 promoter was only marginally
enriched in the p400 immunoprecipitates (IP). Strikingly, we
found that sequences derived from the Hspa1a gene promoter and
from the FANCA promoter are also enriched in the p400 IP (with
an efficiency comparable to the p21 promoter) (Figure 7B),
indicating that p400 physically binds to these two promoters.
Taken together, these results indicate that the Hspa1a and FANCA
promoters are directly regulated by p400.
Direct regulation of promoter activity by p400 often involves
incorporation of the H2A.Z variant. To test the involvement of
H2A.Z incorporation in p400-mediated regulation of these
promoters, we depleted H2A.Z expression using a specific siRNA
(see Figure S1C for RT-PCR and western blot showing the
efficiency of H2A.Z depletion). We found that this depletion leads
to a decrease in Hsp70 mRNA expression (Figure 7C) but not of
FANCA mRNA expression (Figure 7D), suggesting that p400
regulates these two promoters by independent mechanisms.
p400-regulation of Hsp70 and FANCA is important for
ROS control
We next tested whether transcriptional regulation can be
important for p400 to control intracellular ROS levels. To this
aim, we transfected together with the p400 siRNA, an expression
vector for Hsp70 and FANCA to prevent the decrease of their
mRNA. Such an experiment is feasible since transfection efficiency
for plasmids routinely reached from 50 to 80% in U2OS cells (data
not shown). In addition, RT-PCR measurement of mRNA levels
indicated that, in cells transfected by the expression vector, the
p400 siRNA efficiency was unchanged (data not shown). We next
measured ROS levels 48 hours following transfection. We found
that ectopic expression of Hsp70 or FANCA have, by themselves,
no effect on ROS levels in U2OS cells (Figure 8A). However, they
significantly inhibited the increase in ROS levels induced by p400
knockdown (Student t-test p,105 on three independent experi-
ments). This result indicates that, if the down regulation of Hsp70
or FANCA is prevented, p400 siRNA transfection induces ROS
production less efficiently. Thus, regulation of Hsp70 and FANCA
expression is required for p400 to control ROS production.
Finally, we transfected U2OS cells with siRNAs directed against
Hsp70 and FANCA to test whether we can recapitulate the effects
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Figure 6. Persistent DNA breaks are sufficient to induce oxidative stress. (A) U2OS HA-AsiSI-ER cells were treated with OHTam for 4 h or
48 hours, or not, as indicated. Cells were then fixed and subjected to DAPI staining and immunofluorescence using anti-HA (top panels) and anti-
cH2AX (bottom panel) antibodies. (B) Same as in (A) except that ROS levels were measured by flow cytometry. The mean and SD from 3 independent
experiments are shown (after standardisation relative to 1 for cells untreated with OHTam).
doi:10.1371/journal.pgen.1000983.g006
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Figure 7. Hsp70 and FANCA are direct target genes of p400. (A) U2OS cells were transfected using the indicated siRNA. 48 h following
transfection, total cell extracts were prepared and analysed by western blot using anti-FANCA, anti-Hsp70 and anti-GAPDH (as a loading control)
antibodies. (B) U2OS cells were subjected to a ChIP experiment using p400 antibodies or without antibody as indicated. The amounts of p21,
Phosphoprotein P0, Hspa1a and FANCA promoters in the immunoprecipitates and in the inputs were measured by Q-PCR. ChIP efficiency (% of input
DNA) was calculated relative to 1 for the amount of p21 promoter immunoprecipitated by the p400 antibody. The mean and SD from three
independent experiments are plotted. (C) U2OS cells were transfected using the indicated siRNA. 48 h following transfection, cells were harvested
and total RNA was prepared and reverse transcribed. cDNAs were then analysed for Hsp70 and GAPDH expression by Q-PCR. The amount of Hsp70
cDNA was divided by the amount of GAPDH cDNA and calculated relative to 1 for cells transfected using the control siRNA. The mean and SD from
three independent experiments are shown. (D) Same as in (C) except that cDNA were analysed for FANCA and GAPDH expression.
doi:10.1371/journal.pgen.1000983.g007
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Figure 8. Transcriptional regulation of Hsp70 is involved in ROS controls by p400. (A) U2OS cells were transfected using the indicated
siRNA and Hsp70 or FANCA expression vector (1.5 mg). Total amount of DNA in the transfection was kept constant using the corresponding empty
vector. 48 h later, cells were collected and ROS levels were measured by flow cytometry and calculated relative to 1 for cells transfected by the
control siRNA and empty vector. The mean and SD from three independent experiments are shown. The two stars (**) indicate a p value below 105
(Student t-test). B) U2OS cells were transfected using the indicated siRNA and 48 h following transfection, cells were collected and ROS levels were
measured by flow cytometry. The mean and SD from 3 independent experiments are shown (after standardisation relative to 1 for cells transfected
with the control siRNA). (C) Our model of cell proliferation control by p400: p400 prevents oxidative stress through transcriptional regulation of
specific promoters. Oxidative stress in turn induces persistent DNA damage. These persistent DNA damages favour an additional oxidative stress
increase (‘‘positive feedback loop’’) and induce the activation of the DNA damage response pathways, resulting in a potent inhibition of cell
proliferation (through senescence, cell cycle arrest or apoptosis induction depending on the cell type). The dash line represents a putative role of
p400 in DNA repair (demonstrated in other species), which may contribute to the persistence of DNA damage.
doi:10.1371/journal.pgen.1000983.g008
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of the p400 siRNA on ROS production. Both siRNAs inhibited
their targets as shown by reverse transcription followed by Q-PCR
or western blotting experiments (Figure S1D and S1E). We next
measured their effects on ROS production and we found that,
whereas inhibition of Hsp70 has no effect by itself, transfection of
FANCA siRNA induces ROS accumulation (Figure 8B). Thus,
this result indicates that FANCA is certainly a critical target by
which p400 controls oxidative stress. In agreement with this
hypothesis, H2A.Z inhibition, which does not affect FANCA
expression (Figure 7D), does not induce any increase in ROS levels
(Figure S8). Defects in Hsp70 expression, although probably not
causal in oxidative stress induction, likely participates in the
defective response to oxidative stress in p400-depleted cells, since
activation of Hsp70 mRNA expression upon acute oxidative stress
in MEFs is abrogated upon loss of one p400 allele (Figure S9).
Taken together, these results indicate that the p400-mediated
control of ROS levels and cell proliferation is brought about, at
least in part, through the transcriptional regulation of specific
promoters, including the FANCA and Hsp70 promoters.
Discussion
p400 controls anti-oxidant pathways
In this manuscript, we first demonstrate that p400 plays a major
role in the control of ROS metabolism since a decrease of p400
level is sufficient to induce a ROS imbalance in U2OS cells.
Consequently, p400 expression is required to maintain ROS levels
below a threshold at which DNA damage are induced and the
DNA damage response (DDR) activated, and is important for
ROS homeostasis upon a burst of oxidative stress. We further
provide important information on the mechanism by which p400
exerts its anti-oxidant functions: First, we demonstrate that part of
the mechanism is transcriptional: indeed, some genes known to be
involved in the control of ROS levels are positively regulated by
p400 such as the genes coding for FANCA, Hsp70 and Lamin B1.
Moreover, the regulation of some of these proteins (FANCA and
Hsp70) is required for p400 to control ROS levels. It is likely that
the initial increase in ROS production upon p400 knock-down is
related to transcriptional defects in the expression of genes
involved in ROS metabolism such as FANCA. Indeed, p400
depletion leads to a decrease of FANCA levels to an extend at
which FANCA knockdown induces ROS (Figure 8B). It is thus
likely that the transcriptional defects, in the absence of p400, lead
to a deficiency in ROS removal and thus, due to the continuous
ROS production in living cells, in an increase in ROS levels and
oxidative stress. This increase will then lead to the induction of
DNA damage, since we found that DNA damages induction is
largely reversed by anti-oxidant treatment (Figure 3B).
Interestingly, our results suggest that the continuous presence of
DSBs per se is sufficient to induce ROS levels. The mechanism by
which persistent DSBs induces an oxidative stress is not known but
may be related to an elevated cellular metabolism to achieve DNA
repair. In agreement with this hypothesis, the existence of a link
between defects in DNA damage repair pathways and increased
ROS production is now becoming more and more clear [21–24].
Whatever the mechanism, the presence of persistent DSBs in the
absence of p400 may contribute to the observed increase in ROS
levels. These DSBs can be continuously created or may persist
because unrepaired. Strikingly, some p400 homologues in other
species (SWR1 in yeast and domino in drosophila) are known to
participate in DNA DSB repair. Moreover, we identify here
FANCA, a protein important for DNA repair, as a direct target
gene of p400. Finally, the GO analysis of our microarrays data of
p400 target genes has identified DNA repair as a major singular
annotation (See Figure 1). Therefore, it is tempting to speculate
that when p400 levels are low, unrepaired DSBs accumulate and
the persistence of these DNA breaks leads to ROS increase.
Such a mechanism cannot fully explain by itself our results
since, as noted above, antioxidant treatment largely reversed DNA
breaks (which would not be the case if DNA breaks would be
responsible for increased ROS production) and since p400Mut/+
MEFs exhibit a defective ROS response compared to wild type
MEFs at time points at which DNA breaks do not induce ROS
accumulation. Taken together, our results indicate that the
transcriptional defects in p400-depleted cells decrease ROS
metabolism leading to an initial ROS increase. This initial ROS
increase leads to the appearance of persistent DNA breaks, which
in turn favour continuous ROS production, which are incorrectly
managed in the absence of p400, resulting in the apparition of a
positive feedback loop inducing oxidative stress and the down-
stream cellular response (see our model in Figure 8C).
p400-mediated cell fate decisions largely rely on ROS
induction
p400 has been shown to play a critical role in cell fate decision
since it strongly favours cell proliferation by preventing senescence
induction [11], cell cycle arrest [12] and apoptosis induction [15].
Our data here indicate that inhibition of these anti-proliferative
states by p400 largely relies on the same molecular mechanism,
which is the control of intracellular ROS levels: upon p400
depletion, ROS levels are increased leading to endogenous
oxidative stress. This stress is high enough to induce DNA damage
and activation of the ATM-dependent DNA Damage Response.
Depending on the cell type, activation of this DDR following p400
knockdown will lead to induction of senescence (normal cells such
as IMR90 cells), cell cycle arrest or apoptosis (tumoral cells).
Importantly, although cell fate control by p400 was originally
shown to be largely dependent on the p53 tumour suppressor
[11,12], it is now clear that the effects of p400 on senescence or
apoptosis can also be p53-independent [15,16]: these latter effects
could be mediated by p53-independent DDR pathways. Also, our
findings could explain why p400 and its associated protein Tip60
have been described as antagonists [12,15]. Indeed, Tip60 is
largely required for DNA damage Response [33], at least in part
through ATM acetylation [34,35]: inactivation of Tip60 would
abolish any effects due to DDR activation following p400
depletion, as we described for p21 activation and accumulation
of cells in G1 [12] or for apoptosis induction [15].
Of note, Gevry et al. proposed that p400 represses p21
promoter through the targeted incorporation of H2A.Z variant
and that this repression is lost upon DNA damage induction [7].
Although we were able to confirm that p400 binds to the p21
promoter (Figure 7B) and that H2A.Z is enriched on the p21
promoter (data not shown), we show here that p400 can repress
p21 transcription indirectly: indeed, in U2OS cells, p400
knockdown induces activation of the ATM-dependent DDR
pathway and phosphorylation of p53. Moreover, induction of
ROS to levels comparable to those observed upon p400 depletion
is sufficient to induce activation of p21 mRNA expression (Figure
S4B). To distinguish between direct (through regulated H2A.Z
incorporation) or indirect (through the control of the DDR
pathways) repression of p21 promoter by p400, we inhibited the
DDR pathway and we found that we can partially relieve the
effects of p400 knockdown. Thus, the integrity of the DDR
pathway is required for full p21 activation following p400
knockdown. In contrast, the DDR pathway is not required for
full p21 activation by p53 in the absence of DNA damage (by the
Mdm2 inhibitor Nutlin-3, see Figure 4E). Taken together, these
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data demonstrate that regulation of the p21 promoter by p400
involves, at least in part, control of the DDR pathways upstream of
p53 transcriptional activity. Interestingly, such a mechanism is
consistent with our previous finding that p400 depletion does not
further activate p21 expression upon full induction of DDR
pathways through genotoxic treatments [12]. Note however that,
because ATM inhibition does not totally relieve p21 activation by
p400 knockdown, we cannot rule out the possibility that H2A.Z
incorporation participates in the repression of p21 expression by
p400 in U2OS cells.
p400 and the stress response
Here we identify Hspa1a (a gene encoding Hsp70 protein) and
FANCA as direct target genes of p400. Hspa1a and FANCA can
thus be added to known target genes of p400 which include some
E2F and c-myc target genes [36,37], the p21 cell cycle inhibitor
[11,12], estradiol-receptor target genes [13] and genes required
for pluripotency maintenance in ES cells [17]. Hsp70 plays a
major role in adaptation to various types of stresses [32]. p400,
through the regulation of Hsp70 expression, may also be
generally involved in stress response. Indeed, cells deficient for
both Hsp70 proteins are more susceptible to UV, osmotic stress,
ischemia, and heat [32]. It would be of particular interest to
investigate whether p400 itself is a target of stress-induced
pathways. Strikingly, cancer cells are subjected to various types of
stress and increased Hsp70 levels is a common feature of cancer
cells [38]. This increase is believed to help cancer cells to cope
with the various stresses they encounter, including therapy-
induced stress. Therefore, Hsp70 is an increasingly popular
potential therapeutic target. The results we present here suggest
that deregulation of p400 function may also favour cancer
progression and resistance to anticancer treatments through the
control of stress-response pathways. In agreement with such a
hypothesis, we recently showed that the siRNA-mediated
decrease of p400 levels favours the response to 5-fluorouracil of
colon cancer cells [15]. Our data highlight the importance of
studying p400 expression in human cancer and confirms that
p400 could be a promising therapeutic target.
Materials and Methods
Antibodies, plasmids, siRNAs, and Q-PCR primers
The p400 antibody was purchased from Abcam (Paris, France),
the anti-HDACs (which recognizes HDAC1, 2 and 3) from
Transduction Laboratories (Lexington, KY), the anti-HA from
Covance (Madison, WI), the anti-cH2AX from Upstate Biotech-
nologies (Millipore, Inc. Billerica, MA), the anti-GAPDH antibody
from Chemicon International, Inc (Temecula, CA), the anti-ATM
and the anti-phospho-ser15 p53 from Calbiochem (EMD
Chemicals, Inc. Darmstadt, Germany), the anti-phospho ATM
from Cell Signalling technology, Inc (Boston, MA), the anti-
H2A.Z and anti-FANCA from Abcam Inc (Cambridge, MA), the
anti-Hsp70 from StressGen (Ann Harbor, MI) and the anti-HA
(Y-11) and anti-b-actin (C-2) from Santa Cruz Biotechnology Inc
(Santa Cruz, CA). All secondary antibodies were purchased from
Amersham (Piscataway, NJ).
Hsp70 expressing plasmids and the corresponding empty vector
were kind gifts from Dr Claire Vourc’h. FANCA expressing
plasmid was a kind gift of Dr Filippo Rosselli (IGR, Villejuif,
France).
All siRNAs were purchased from Eurogentec. The control
siRNA does not recognize any human mRNA. The sequences of
the top strands of the various siRNAs were as follows:
Ctrl: CAUGUCAUGUGUCACAUCU-dTdT
p400-1: UGAAGAAGGUUCCCAAGAA-dTdT
p400-2: CAUCCACAUAUACAGGCUU-dTdT
p400-3: CGACACAUUGGAUACAGAA-dTdT
Hsp70: GCGAGAGGGUGUCAGCCAA-dTdT
ATM: GCCUCCAGGCAGAAAAAGA-dTdT
H2A.Z-1: GUAGUGGGUUUUGAUUGAG-dTdT
H2A.Z-2: AAAGGACAACAGAAGACUG-dTdT
FANCA: AAGCTGTCTTCCCTGTTAGAGTT-dTdT
The efficiency of siRNAs silencing was checked in each
experiments by reverse transcription followed by real time PCR
as described [12].
The following primer pairs were used to amplify cDNAs
following reverse transcription experiments (from 59 to 39):
p400: CTGCTGCGAAGAAGCTCGTT and CAATTCT-
TTCCCTCTCCTGC
ATM: ACCACACAGGAGAATATGGA and CTCTGCAG-
TAATGTATTACACA
p21: GTCAGAACCGGCTGGGGATG and TGAGCGAGG-
CACAAGGGTAC
p16: CTGCCCAACGCACCGAATAG and ACCACCAG-
CGTGTCCAGGAA
Hsp70: ACCAAGCAGACGCAGATCTTC and TCGGCCA-
AGGTGTTGGCGTCC
H2AZ: CCTTTTCTCTGCCTTGCTTG and CGGTGAGG-
TACTCCAGGATG
FANCA: CCAGCGTGATGTTATATCGG and CAAGGAA-
TCCCTCGTCCTAC
GAPDH: GAAGGTGAAGGTCGGAGTCA and GAAGA-
TGGTGATGGGATTTC
The following primer pairs were used to amplify promoters
following ChIP experiments (from 59 to 39):
P21: GTGGCTCTGATTGGCTTTCTG and CTGAAAA-
CAGGCAGCCCAAGG
Hspa1a: CCGACCCTTCCTGTCAATTA and TTCCTTG-
GACCAATCAGAGG
FANCA: GTCGTGGCCATGTTGGTC and CTTCAGGAC-
CAACCCCAGT
P0: GGCGACCTGGAAGTCCAACT and CCATCAGCAC-
CACAGCCTTC
Cell culture and transfections
Culture products were purchased from Invitrogen (Carlsbad,
CA). The colorectal carcinoma cell line HCT116, the human
normal lung fibroblasts IMR90 and the osteosarcoma cell line
U2OS were purchased from the ATCC collection. HCT116 and
U2OS cells were cultured in Dulbecco’s modified Eagle’s medium
(DMEM) and IMR90 in Modified Eagle’s medium (MEM)
supplemented with antibiotics, 10% FCS and non-essential amino
acids (for IMR90). The construction of U2OS-HA-AsiSI-ER cells
is described in [25].
MEF cells were prepared from p400Mut/+ mice [19] using
E11.5 embryos. Dissected tissues were subjected to trypsinization
and dissociation using syringe before plating cells in Petri dishes
containing DMEM medium supplemented with 10% FCS,
Penicillin/Streptomycin cocktail and 10 mM b-mercaptoethanol.
MEF cells were then genotyped using RedExtract-N-Amp Tissue
PCR kit (Sigma, Saint Quentin Fallavier, France) and used in
experiment or maintained in culture for a maximum of five
passages.
H2O2, N-Acetyl-Cysteine (NAC) and Nutlin-3 were purchased
from Sigma and were added on cells at 10 mM, 10 mM and
20 mM, respectively. When needed, U2OS-HA-AsiSI-ER cells
were treated with 300 nM 4-OHTam for 4 h or 24 h. For
transfection, cells were electroporated with siRNAs or plasmids
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using an electroporation device (Amaxa AG, Ko¨ln, Germany),
according to manufacturer’s specifications.
Extract preparation and western blot analysis
Nuclear extracts or total cell lysates were prepared as
previously described [15]. 10 to 50 mg of proteins per lane were
separated by NuPAGE Novex 3-8% Tris-acetate gel (Invitrogen).
Proteins in the gel were transferred on a PVDF membrane.
Primary antibodies as well as peroxidase-conjugated secondary
antibodies were used according to standard western blot
procedure and peroxidase was detected by using the Lumi-
LightPLUS Western Blotting Substrate (Roche Diagnostics,
Meylan, France).
RNA extraction and reverse transcription
Total RNA was extracted using an RNeasy mini kit (QIAGEN).
2 mg of each purified RNA preparation was reverse-transcribed
and cDNAs were analysed by Q-PCR using specific primers (see
above).
DNA microarray analysis
Analysis on Affymetrix DNA microarrays (GeneChip Human
Gene 1.0 ST Array) was carried out using U2OS cells previously
transfected with siRNA targeting p400 (p400-1, p400-2; previously
described in [12]), or with control siRNA (C1, C2). p400-silencing
efficiency was checked by real time PCR and western blotting
(Figure S1A and S1B). 48 h after siRNA transfection, 100 ng of
total RNA for each condition was subjected to cleanup, reverse
transcription, amplification and labelling according to the
manufacturer’s instructions (GeneChip Whole Transcript Sense
Target Labelling Assay; Affymetrix).
Following quantification, raw data normalization and statistical
analysis was done using GeneSpring GX 10.0 analysis software
(Agilent technologies Inc, Santa Clara, CA). Briefly, after
normalization using the RMA algorithm, a T-test statistical
analysis was carried out to select genes whose expression levels
significantly change in knockdown p400 condition compared to
controls (p-value ,0.05). The Fold Change (FC) for each gene was
calculated for each siRNA p400 relative to each siRNA control.
Qualified genes are those found regulated with stringent criteria,
i.e. when their expression was modified more than 1.25 fold, in the
same way, in at least three out of four comparisons (p400-1 vs C1,
p400-2 vs C1, p400-1 vs C2 and p400-2 vs C2). Validation was
done by RT-QPCR using FANCA, Hsp70, TP53INP1 and p21
primers (Figure S3).
Gene co-occurrence analysis was done using GeneCoDis2
online software (http://genecodis.dacya.ucm.es/analysis/)
[39,40].
Real-time PCR analysis
Q-PCR analysis was performed on a CFX96 Real-time system
device (Biorad) using the platinium SYBR Green qPCR SuperMix
(Invitrogen), according to the manufacturer’s instructions, and
specific primers (see above). All experiments included a standard
curve and all samples were analyzed in triplicates.
Senescence Associated b-Gal assay (SA b-Gal assay)
Cells were submitted to the SA- b-Gal assay according to the
manufacturer’s instructions (96-well Cellular Senescence Assay
Kit, Cell Biolabs). Fluorescence was read with a fluorescence plate
reader (Fluoroskan Ascent, Thermolabsystems, Courtaboeuf,
France) at 365 nm (Excitation)/502 nm (Emission).
Cell cycle and apoptosis analysis using flow cytometry
For apoptosis analysis, cells were harvested and treated using an
AnnexinV-FITC/7-AAD kit (Beckman Coulter, Marseille,
France) according to the manufacturer’s instructions. Cells were
then analyzed by flow cytometry using FACScalibur apparatus
(Becton Dickinson).
For cell cycle analysis, cells were harvested, fixed with ethanol
and treated 30 min with Propidium iodide. Cells were then
analyzed by flow cytometry using FACScalibur and cell cycle
distribution was calculated using the ModFit LT V3.0 software
(Verity Software House, Inc. Topsham, ME).
DAPI staining, immunofluorescence, and quantification
Immunofluorescence of cells on coverslips, observations and
acquisition of native images were performed as previously
described [41]. Quantification of fluorescence levels was done on
approximately 100 cells/slide using home-developed macros in
ImageJ software (NIH, Bethesda, MA) to normalize background,
thresholds and signals.
Comet assay
The presence of DNA damages was assayed by alkaline comet
assay. U2OS cells were transfected with siRNA. After 48 h, cells
were harvested, mixed with low-melting-point agarose and layered
onto agarose-coated glass slides. Slides were maintained in the
dark at 4uC until electrophoresis. Slides were submerged in lysis
buffer for 1 h and incubated for 30 min in alkaline electrophoresis
buffer. After electrophoresis, slides were neutralized and stained
with ethidium bromide. Average Comet Tail Moment was scored
for 100 cells/slide by using the CometScore-v 1.5 software.
Measurement of intracellular ROS levels
Generation of ROS was studied by flow cytometry using
carboxy difluorodihydroFDA probe (Invitrogen). Cells seeded in 6-
well plates were washed with PBS and incubated with FDA probe
(5 mg/ml) in HBSS solution for 15 min at 37uC. Plates were then
placed on ice and trypsinized. Cells were resuspended in PBS and
immediately analysed by flow cytometry using FACScalibur
apparatus. The mean fluorescence intensity of 25,000 cells was
analyzed in each sample and corrected for autofluorescence from
unlabeled cells.
Chromatin Immunoprecipitation experiments
Experiments were performed as previously described in [12].
Briefly, a crosslink was done using formaldehyde 1% followed by
lysis of the cells, sonication of the DNA and immunoprecipitation
of protein/DNA complexes with specific antibodies or without
antibody as negative control. Crosslink was then reversed by
adding NaCl and DNA was purified with the GFX PCR kit
(Amersham) and analyzed by Q-PCR using specific primers (see
above).
Supporting Information
Figure S1 Typical experiments of siRNA-mediated silencing of
p400 and/or ATM (A), p400 (B), H2A.Z (C), Hsp70 (D), and
FANCA (E) in U2OS cells. U2OS cells were transfected as
described throughout the manuscript. 48 hours later, total cell
extracts or total RNA were prepared and analysed by western blot
using specific antibodies or by QPCR after reverse transcription,
respectively. The amounts of specific cDNA were divided by the
amount of GAPDH cDNA and calculated relative to 1 for cells
transfected by the control siRNA. A typical result is shown for
p400 and ROS Homeostasis
PLoS Genetics | www.plosgenetics.org 14 June 2010 | Volume 6 | Issue 6 | e1000983
each experiment and error bars stand for the variation between
the three Q-PCR replicates.
Found at: doi:10.1371/journal.pgen.1000983.s001 (2.19 MB PPT)
Figure S2 Complete list of modified genes upon p400 knock-
down, sorted by the mean of fold change.
Found at: doi:10.1371/journal.pgen.1000983.s002 (0.17 MB
XLS)
Figure S3 Validation, by RT-QPCR, of DNA microarray data
obtained after siRNA-mediated silencing of p400 in U2OS cells.
U2OS cells were transfected as described throughout the
manuscript. 48 hours later, total RNA were prepared and
analysed by QPCR after reverse transcription. The amounts of
specific cDNA were divided by the amount of GAPDH cDNA and
calculated relative to 1 for cells transfected by the control siRNA.
p400 knockdown efficiency (A) and results for two increased (B)
and two decreased (C) genes are shown. Error bars stand for the
variation between the three independent replicates.
Found at: doi:10.1371/journal.pgen.1000983.s003 (0.13 MB PPT)
Figure S4 Induction of ROS and p21 mRNA in U2OS by
H2O2 treatment. (A) U2OS cells were treated for 15 minutes
using 10 mM H2O2 in PBS. After washing with PBS, cells were
incubated with the FDA probe for 15 minutes, harvested and
analyzed by flow cytometry. Error bars stand for the variation
between the three independent replicates. (B) U2OS cells were
treated for 15 minutes using 5 mM H2O2 in PBS. After washing
with PBS, cells were incubated in serum-complemented DMEM
medium for 6 h at 37uC, harvested and total mRNA were
extracted. After reverse-transcription, QPCR using p21 primers
was performed. Error bars stand for the variation between the
three independent replicates.
Found at: doi:10.1371/journal.pgen.1000983.s004 (0.07 MB PPT)
Figure S5 Representative experiment of Comet tails analysis.
U2OS cells were transfected with siRNA. After 48 h, the presence
of DNA damages was assayed by alkaline comet assay. Tail
Moment was scored for 100 cells/slide. Cells with tail moments
greater than 5 were considered as DNA damage positive cells.
Found at: doi:10.1371/journal.pgen.1000983.s005 (0.07 MB PPT)
Figure S6 Effects of the p400-2 siRNA on DNA damage U2OS
cells were transfected by the indicated siRNA as described
throughout the manuscript. NAC was added, or not, 24 hours
later. 48 hours following transfection, cells were harvested and
subjected to a comet assay. The proportions of comet-positive cells
were calculated relative to 100 for cells transfected with the p400-2
siRNA in the absence of NAC.
Found at: doi:10.1371/journal.pgen.1000983.s006 (0.04 MB PPT)
Figure S7 Characterization of silencing efficiency of p400 and
ATM siRNAs in IMR90 and HCT116 cells IMR90 and HCT116
cells were transfected as described in the manuscript. siRNA-
mediated silencing was checked by western blotting and reverse
transcription followed by Q-PCR as described in Figure S1. A
typical result is shown and error bars stand for the variation
between the three Q-PCR replicates. Note that we were unable to
detect full length p400 in IMR90 cells because of a co-migrating
non-specific band.
Found at: doi:10.1371/journal.pgen.1000983.s007 (2.37 MB PPT)
Figure S8 Induction of ROS following H2A.Z knock-down.
U2OS cells were transfected using two siRNAs directed against
H2A.Z and ROS levels were measured 48 h later by flow
cytometry. Resultswere calculated relative to 1 for cells transfected
with control siRNA. The mean and SD from 3 independent
experiments are shown.
Found at: doi:10.1371/journal.pgen.1000983.s008 (0.07 MB PPT)
Figure S9 Hsp70 mRNA expression in MEFs following H2O2
treatment. MEFs derived from heterozygous embryos in which
one p400 allele was targeted (p400Mut/+)[19] or from control
wild type embryos (p400+/+) were treated or not, as indicated,
with 10 mM of H2O2 for 15 min. H2O2 was washed out and cells
were collected after the indicated time. Total RNA were prepared
and analysed by QPCR after reverse transcription. The amounts
of Hsp70 cDNA were divided by the amount of GAPDH cDNA
and calculated relative to 1 for untreated cells. The mean and SD
from 3 independent experiments are shown.
Found at: doi:10.1371/journal.pgen.1000983.s009 (0.07 MB PPT)
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Figure S1. Typical experiments of siRNA-mediated silencing of p400 and/or ATM (A), p400 (B), H2A.Z (C), Hsp70 
(D), and FANCA (E) in U2OS cells. U2OS cells were transfected as described throughout the manuscript. 48 hours 
later, total cell extracts or total RNA were prepared and analysed by western blot using specific antibodies or by 
QPCR after reverse transcription, respectively. The amounts of specific cDNA were divided by the amount of 
GAPDH cDNA and calculated relative to 1 for cells transfected by the control siRNA. A typical result is shown for 
each experiment and error bars stand for the variation between the three Q-PCR replicates.
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Figure S3. Validation, by RT-QPCR, of DNA microarray data obtained after siRNA-mediated silencing of p400 in 
U2OS cells. U2OS cells were transfected as described throughout the manuscript. 48 hours later, total RNA were 
prepared and analysed by QPCR after reverse transcription. The amounts of specific cDNA were divided by the 
amount of GAPDH cDNA and calculated relative to 1 for cells transfected by the control siRNA. p400 knockdown 
efficiency (A) and results for two increased (B) and two decreased (C) genes are shown. Error bars stand for the 
variation between the three independent replicates.
050
100
150
200
250
300
- +H2O2
R
el
at
iv
e 
am
ou
nt
of
 R
O
S
A
B
0
1.0
2.0
3.0
4.0
R
el
at
iv
e 
ex
pr
es
si
on
of
 p
21
 m
R
N
A
- +H2O2
Figure S4. Induction of ROS and p21 mRNA in U2OS by H2O2 treatment. (A) U2OS cells were treated for 15 
minutes using 10 mM H2O2 in PBS. After washing with PBS, cells were incubated with the FDA probe for 15 
minutes, harvested and analyzed by flow cytometry. Error bars stand for the variation between the three 
independent replicates. (B) U2OS cells were treated for 15 minutes using 5 mM H2O2 in PBS. After washing with 
PBS, cells were incubated in serum-complemented DMEM medium for 6 h at 37°C, harvested and total mRNA 
were extracted. After reverse-transcription, QPCR using p21 primers was performed. Error bars stand for the 
variation between the three independent replicates.
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Figure S5. Representative experiment of Comet tails analysis. U2OS cells were transfected with siRNA. After 48 h, 
the presence of DNA damages was assayed by alkaline comet assay. Tail Moment was scored for 100 cells/slide. 
Cells with tail moments greater than 5 were considered as DNA damage positive cells.
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Figure S6. Effects of the p400-2 siRNA on DNA damage U2OS cells were transfected by the indicated siRNA as 
described throughout the manuscript. NAC was added, or not, 24 hours later. 48 hours following transfection, cells 
were harvested and subjected to a comet assay. The proportions of comet-positive cells were calculated relative to 
100 for cells transfected with the p400-2 siRNA in the absence of NAC.
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Figure S7. Characterization of silencing efficiency of p400 and ATM siRNAs in IMR90 and HCT116 cells IMR90 and 
HCT116 cells were transfected as described in the manuscript. siRNA-mediated silencing was checked by western 
blotting and reverse transcription followed by Q-PCR as described in Figure S1. A typical result is shown and error 
bars stand for the variation between the three Q-PCR replicates. Note that we were unable to detect full length p400 
in IMR90 cells because of a co-migrating non-specific band.
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Figure S8. Induction of ROS following H2A.Z knock-down. U2OS cells were transfected using two siRNAs directed 
against H2A.Z and ROS levels were measured 48 h later by flow cytometry. Resultswere calculated relative to 1 for 
cells transfected with control siRNA. The mean and SD from 3 independent experiments are shown.
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Figure S9. Hsp70 mRNA expression in MEFs following H2O2 treatment. MEFs derived from heterozygous embryos 
in which one p400 allele was targeted (p400Mut/+)[19] or from control wild type embryos (p400+/+) were treated or 
not, as indicated, with 10 mM of H2O2 for 15 min. H2O2 was washed out and cells were collected after the indicated 
time. Total RNA were prepared and analysed by QPCR after reverse transcription. The amounts of Hsp70 cDNA
were divided by the amount of GAPDH cDNA and calculated relative to 1 for untreated cells. The mean and SD from 
3 independent experiments are shown.
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D- Conclusion 
 
 
La deuxième partie de mes travaux de thèse a permis de montrer que p400 régule la stabilité 
génomique via le contrôle de l’homéostasie des ROS. En effet, il permet le maintien de niveau de 
ROS en-dessous d’un seuil empêchant ainsi la production de dommages à l’ADN et l’activation 
subséquente de la DDR favorisant la prolifération cellulaire. Ainsi, cette étude nous a permis de 
mieux comprendre comment p400 pouvait en partie contrôler le devenir cellulaire. De plus, de 
manière intéressante, nous avons mis en évidence que la persistance de dommages à l’ADN peut 
induire elle aussi un stress oxydatif. P400 étant impliqué dans la réparation des DSB, son inhibition 
pourrait donc engendrer un défaut de réparation des dommages, « endogènes » ou induits par la 
surproduction de radicaux libres. La persistance de ces dommages occasionnerait à son tour une 
surproduction des ROS résultant en l’apparition d’une boucle de rétrocontrôle positive aboutissant 
à l’accumulation de dommages à l’ADN. Par cette étude, nous avons donc pu relier entre elles les 
différentes fonctions biologiques de p400 que sont la régulation de la transcription, de la 
prolifération cellulaire et de la stabilité du génome. 
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DISCUSSION 
 
Mes différents travaux de thèse ont permis de mettre en évidence l’importance du 
remodeleur de la chromatine p400 dans le maintien de la stabilité du génome. En effet, j’ai pu 
montrer que p400 participe à ce processus de plusieurs manières : la réparation des DSB et la 
contrôle de l’homéostasie des ROS. Ces résultats sont à replacer dans le contexte de la recherche 
actuelle qui révèle l’importance de l’étude de la chromatine et de ses régulateurs dans les processus 
impliqués dans la régulation de la stabilité génomique, mécanismes cruciaux pour éviter 
l’apparition de cancer. Dans la discussion qui suit, les différentes fonctions de p400 abordés durant 
ma thèse seront discutées et mises en relation avec les différentes fonctions connues des autres 
sous-unités catalytiques présentes au sein de son complexe. Au cours de cette discussion, 
j’exposerai aussi les différents axes de recherche que l’ensemble de mes résultats associé au 
contexte bibliographique actuel m’ont amenée à proposer.  
 
 
I- p400, acteur de la réparation des dommages à l’ADN 
 
 
 
Une partie de mes travaux de thèse a permis une meilleure compréhension du mécanisme 
moléculaire par lequel p400 joue un rôle dans la réparation des DSB. En effet, j’ai pu montrer que 
p400 participe à la HR via son interaction avec la protéine Rad51, facteur clé de la HR et qu’il est 
un médiateur de son recrutement autour des cassures. De plus, j’ai mis en évidence que p400 et 
Rad51 participent à la relaxation de la chromatine induite au niveau des cassures. De manière 
intéressante, nous pensons que p400 ne participe pas aux étapes précoces de la HR que sont la 
résection des extrémités endommagées et la signalisation des dommages par cascade 
d’ubiquitination. Ainsi, dans cette première partie, les différents résultats obtenus lors de cette 
étude vont être discutés et comparés aux données bibliographiques existantes. De plus, de nouvelles 
perspectives de recherche vont être apportées dans le but d’élargir nos connaissances sur rôle de 
p400, mais aussi du complexe Tip60, dans la prise en charge des dommages à l’ADN. 
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A- p400, membre du complexe Rad51-PALB2-BRCA1 ? 
 
 
Notre étude ainsi que celle de Xu et al montrent que p400 joue un rôle direct dans la prise 
en charge des cassures doubles brins (Xu et al, 2010). Cependant, Xu et al montrent que p400 
participe au recrutement de RNF168 et par conséquent au recrutement des protéines BRCA1 et 
53BP1. Ils postulent que son activité de remodelage de la chromatine autour des DSB est nécessaire 
au recrutement de RNF168 et donc à la mise en place de la cascade de signalisation dépendante de 
l’ubiquitination. Notre étude montre aussi que p400 remodèle la chromatine autour des DSB et 
qu’il influence le recrutement de Rad51 et BRCA1, protéines connues pour interagir. Cependant, 
nos résultats montrent que p400 ne participe pas à la mise en place de la signalisation des 
dommages dépendante de l’ubiquitination. En effet, la déplétion de p400 induit légèrement plus de 
foyers d’ubiquitine suite à l’exposition des cellules aux irradiations ionisantes. Ces résultats sont 
plutôt en faveur de la persistance de dommages non réparés ou d’un effet inhibiteur sur la 
signalisation des dommages (hypothèse que je discuterai ultérieurement). Par la suite, nous avons 
mis en évidence une interaction entre p400 et Rad51 ainsi qu’un défaut de réparation par HR. De 
plus, la déplétion de p400 ainsi que celle de Rad51 inhibent le remodelage de la chromatine autour 
des DSB. Ainsi, nous proposons que Rad51 et p400 soient recrutés ensemble aux cassures et qu’ils 
jouent un rôle dans la réparation par HR lors de l’étape d’invasion du brin. Ils y permettraient le 
remodelage de la chromatine du brin qui sert de matrice pour la réparation.  
 
Ainsi, même si nous sommes d’accord avec les travaux de Xu et al sur le fait que p400 
remodèle la chromatine autour des DSB et qu’il entraine au final le recrutement de BRCA1, nos 
conclusions sur le mode d’action de p400 dans la gestion des DSB sont en contradiction. Afin d’en 
comprendre la raison, nous avons vérifié nos résultats dans les conditions expérimentales les plus 
proches de celles réalisées par Xu et al (même lignée cellulaire, même dose d’irradiation, même 
temps d’observation). Notons qu’ils ont réalisés leurs expériences d’immunofluorescence à 2Gy 
dans les cellules 293T, dose à laquelle nous n’avons pas pu analyser nos résultats. Les 293T sont 
des cellules peu adhérentes avec une morphologie particulière les rendant difficiles à utiliser pour 
des techniques basées sur l’imagerie. Le problème majeur auquel nous avons été confrontés est le 
fait que d’une expérience à l’autre nous avions des difficultés à observer le défaut de recrutement 
de BRCA1 à la suite de la déplétion de p400. Cela rendait impossible de tirer des conclusions sur 
l’analyse des autres anticorps. Une explication serait que la diminution de l’expression de p400 par 
nos siRNA est insuffisante dans ces cellules pour induire un phénotype à 2Gy. Cependant, notons 
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que, parmi toutes les expérimentations que nous avons réalisées, nous n’avons jamais vu de défaut 
d’ubiquitination des protéines ni de recrutement de 53BP1 après 2 Gy d’irradiation mais au 
contraire une légère augmentation du signal. Nous avons même pu observer une augmentation du 
signal γH2AX comme dans toutes nos autres conditions expérimentales. Nous en avons conclu que 
nos résultats contredisent les travaux de Xu et al. Une des explications possibles est que nous 
utilisons une stratégie de perte de fonction par siRNA pour analyser le rôle de p400 dans la prise en 
charge des DSB alors que Xu et al. utilisent majoritairement la surexpression d’une forme mutée de 
p400 dans son domaine ATP-ase. Ainsi, nous pensons que leur protéine recombinante pourrait 
présenter des effets off-target. Par exemple, elle pourrait avoir un rôle de dominant négatif sur un 
autre remodeleur de la chromatine tel que SRCAP qui est une autre protéine homologue de Swr1 
chez l’homme.  
 
Ainsi, nos travaux et ceux de Xu décrivent que p400 influence le recrutement de BRCA1. 
Cependant, Xu et al proposent que ce soit via la régulation de la signalisation d’ubiquitination. 
Néanmoins, nous avons montré que, dans nos conditions d’expérimentation, p400 ne participe pas à 
cette cascade. Ainsi, nous pensons que p400 facilite le recrutement de BRCA1 via un autre 
mécanisme ou bien qu’il interfère avec un des composants du complexe BRCA1-A, complexe 
recruté via les chaines de poly-ubiquitines (voir partie Introduction, chapitre chromatine et 
signalisation des dommages/Mise en place de la cascade d’ubiquitination). Pour tester ces 
différentes possibilités, il faudrait tout d’abord étudier biochimiquement l’intégrité du complexe 
BRCA1-A après la déplétion de p400 suite à l’induction de dommages à l’ADN. Parallèlement, il 
serait intéressant d’étudier les autres modes de recrutement de BRCA1 et l’implication de p400 
dans ces mécanismes. Il est notamment montré que BRCA1 peut aussi être recruté aux cassures via 
le complexe MRN au sein d’un complexe BRCA1-CtIP afin de permettre la résection des 
extrémités. Cependant, la déplétion de p400 n’induit pas de défaut de résection. Cela suggère que 
p400 ne facilite pas le recrutement de BRCA1 via ce complexe. Il est aussi montré que le 
recrutement de Rad51 est dépendant de la protéine BRCA2, elle-même recrutée par le complexe 
BRCA2-PALB2-BRCA1. Cependant, le mode de recrutement de ces protéines est obscur. En effet, 
ni la déplétion de Rap80, membre du complexe BRCA1-A, ni celle de BACH1, membre du 
complexe BRCA1-B, n’abolit la formation des foyers Rad51 (Xie, Litman et al. 2010; Hu, Scully et 
al. 2011). De plus, BACH1 (B) ou Rad50 (C) ne coimmunoprécipitent pas avec BRCA2 
(Greenberg et al, 2006). Ces données suggèrent que la rétention du complexe BRCA1-PALB2-
BRCA2 aux sites endommagés est indépendante des complexes BRCA1 A, B, C. Il est également 
important de noter que les rôles majeurs de BRCA1 contribuent à la HR en partie de manière 
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Figure 39 : Effet de la déplétion de Rad51 sur la formation des foyers BRCA1
Des cellules U2OS ont été transfectées avec un siRNA dirigé contre Rad51 ou contre une séquence contrôle. 
48h plus tard, les cellules ont été irradiées à 8 Gy. Ensuite des immunoflurorescences contre BRCA1 ont été
réalisées aux temps indiqués. Des images représentatives et une quantification des cellules positives pour le 
marquage BRCA1 (supérieur à 5 foyers, moyenne et écart type de trois expérimentations indépendantes) 
sont présentés. 
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indépendante à γH2AX (Xie et al, 2004). Cela suggère donc que le complexe BRCA1-A recruté par 
les chaines de poly-ubiquitine (elles-mêmes dépendante de la mise en place de γH2AX) ne joue pas 
un rôle dans le recrutement de Rad51. Cela supporte notre hypothèse de l’existence d’autres 
complexes BRCA1 jouant un rôle dans la HR. Notons que BRCA1 joue un rôle à la fois dans les 
mécanismes de réparation par HR mais aussi dans la mise en place des checkpoints. La nécessité de 
former plusieurs complexes BRCA1 suite à l’induction de dommages pour réguler et orchestrer 
correctement ces processus semble donc être une hypothèse plausible.  
 
Cependant, il est montré que BRCA1 influence le recrutement de Rad51. Or, nos résultats 
montrent que p400 interagit avec Rad51 et qu’il entraine le recrutement de BRCA1 et Rad51. 
Ainsi, nous nous sommes demandé si Rad51 pouvait lui aussi influencer le recrutement de BRCA1. 
Pour cela, nous avons regardé la mise en place des  foyers BRCA1 une fois l’expression de Rad51 
diminuée par un siRNA après exposition aux radiations ionisantes. Il s’est avéré que l’absence de 
Rad51 induit un défaut de recrutement de BRCA1 de la même manière que la déplétion de p400 
(Figure 39). Cependant, ce résultat reste à confirmer avec un deuxième siRNA. Cela est donc en 
faveur de l’existence d’un complexe BRCA1-PALB2-BRCA2-Rad51-P400 qui serait recruté aux 
DSB afin d’entrainer la formation des filaments Rad51 (Figure 40). Ainsi, la déplétion d’une des 
sous-unités induirait une déstabilisation du complexe et un défaut de recrutement des autres sous-
unités aux cassures. Ce complexe serait très certainement enrichi d’autres sous-unités puisque la 
chromatographie par exclusion de taille, que nous avons réalisée lors de notre étude, suggère que 
Rad51 et p400 sont présents au sein d’un gros complexe multiprotéique. Pour appuyer cette 
hypothèse il a été montré que MRG15, sous-unité du complexe p400, est capable de lier la protéine 
PALB2 et stimule la réparation par HR (Hayakawa, Zhang et al. 2010). Ainsi, nos données 
suggèrent que, alors qu’il est communément admis que BRCA1 influence le recrutement de Rad51, 
l’inverse est aussi possible. Cela ouvre donc un nouveau champ de recherche pour comprendre 
comment BRCA1 est régulé lors de l’induction de dommages à l’ADN afin qu’il puisse accomplir 
ses différents rôles dans la stabilité génomique. Notons que dans les U2OS la déplétion de p400 
induit parfois une diminution de l’expression des protéines Rad51 et BRCA1. Cela ne semble pas 
passer par une régulation de la transcription des gènes codant pour ces protéines puisque l’analyse 
des micrroarray ne montre pas de variation de l’expression de ces gènes après la déplétion de p400 
(cela reste cependant à confirmer par RT-QPCR). Cela suggère un contrôle post-transcriptionnel de 
l’expression de ces protéines. Cela est en adéquation avec le fait que p400 soit présent au sein d’un 
complexe BRCA1-Rad51 et que la déplétion de l’un induit la déstabilisation du complexe et donc 
la dégradation subséquente de ces protéines, hypothèse qu’il reste aussi à étudier. Ainsi, des études 
Figure 40 : Modèle de recrutement des différentes complexes BRCA1 aux cassures doubles brins lors 
de la réparation par HR
Le complexe BRCA1-C (BRCA1-CtIP) est tout d’abord recruté aux cassures pour permettre la résection des 
extrémités endommagées par le complexe MRN. Puis, le complexe BRCA1-A (BRCA1-Abraxa-RAP80) est 
recruté via les chaines de poly-ubiquitines. Le complexe BRCA1-B serait recruté via son interaction avec la 
protéine RPA. Enfin, nous postulons qu’un complexe BRCA1-PALB2-BRCA2-Rad51-p400 est recruté aux 
DSB pour permettre l’étape d’invasion du brin matrice (modifié de Ohta, 2011).
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supplémentaires sont nécessaires pour déterminer s’il existe un complexe BRCA1- RAD51-p400 et 
préciser les interactions fonctionnelles entre chacune des sous-unités.  
 
Mes travaux de thèse ainsi que ceux de Xu et al ont permis de mettre en évidence 
l’importance de p400 dans la prise en charge des DSB. De plus, ils ont permis de mieux 
comprendre le mécanisme moléculaire par lequel p400 participe à ce processus. Cependant, aucune 
de ces études n’a pris en compte le fait que p400 est une ATPase dont le rôle majeur est 
d’incorporer le variant d’histone H2AZ au sein de la chromatine. Cet aspect a été peu étudié, mis à 
part quelques travaux chez la levure et la drosophile. Par la suite, je vais donc discuter de 
l’implication de l’échange de variant d’histones lors de la prise en charge des DSB notamment via 
la participation de p400.  
 
 
B- p400 permet-il l’échange de variant d’histones aux alentours des 
dommages ? 
 
 
 
Les différentes études réalisées chez la levure et l’homme s’accordent pour dire que 
respectivement Swr1 et p400 sont recrutés autour des DSB et qu’ils jouent un rôle dans la gestion 
des dommages à l’ADN. P400 est une ATPase capable d’incorporer le variant d’histone H2AZ au 
sein de la chromatine notamment lors de la régulation transcriptionnelle de gènes (Kusch, Florens 
et al. 2004; Mizuguchi, Shen et al. 2004; Gevry, Chan et al. 2007; Park, Sun et al. 2010). Il se pose 
alors la question de savoir si p400 ne joue pas un rôle dans la prise en charge des DSB via 
l’incorporation d’H2AZ autour des dommages. Une première étude chez la drosophile montre que 
Domino, homologue de p400, est capable d’échanger le variant d’histone H2Av phosphorylé par 
une histone H2Av non modifié (Kusch, Florens et al. 2004). Il est important de noter que chez la 
drosophile, H2Av est le seul variant de l’histone H2A et qu’il prend donc la place de H2AX et 
H2AZ chez l’homme. Ainsi, les auteurs proposent que Domino soit l’ATPase qui permet le retrait 
de γH2AX autour des DSB une fois la réparation effectuée pour le remplacer par une histone non 
modifiée. Par la suite, une étude portant sur le rôle d’Ino80 et Swr1 dans l’adaptation au checkpoint 
propose que l’échange de γH2AX par H2AZ autour des DSB bloque cette adaptation en inhibant le 
checkpoint G2/M (Papamichos-Chronakis et al, 2006). Les auteurs postulent que Swr1 permettrait 
l’échange de γH2AX par H2AZ une fois la DSB réparée afin de permettre à la cellule de répartir 
dans le cycle cellulaire. De plus, notre étude montre que la déplétion de p400 induit une 
Figure 41 : La déplétion du variant d’histone H2AZ sensibilise les cellules à divers agents génotoxiques
Des cellules U2OS ont été transfectées avec un siRNA dirigé contre Rad51 ou contre une séquence contrôle. 
48h plus tard, les cellules ont été irradiées (A) ou traitées à la mitomycine C (B) aux doses indiquées. 10 
jours plus tard, l’efficacité de clonage a été évaluée. Une expérience représentative est présentée. 
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augmentation du signal γH2AX et un retard de décroissance de celui-ci suite à l’exposition des 
cellules aux radiations ionisantes. Des études préliminaires que j’ai pu réalisées au sein du 
laboratoire montrent que l’inhibition de l’expression de H2AZ par siRNA induit une 
hypersensibilité des cellules aux irradiations ionisantes et à la mitomycin C. L’ensemble de ces 
données sont donc en faveur d’un rôle de p400 dans l’échange de γH2AX par le variant d’histone 
H2AZ probablement pour permettre l’extinction du signal γH2AX.  
 
Cependant, le remplacement de γH2AX par le variant d’histone H2AZ autour des DSB est 
tout de même largement controversé. En effet, l’étude chez la drosophile a été réalisée avec des 
nucléosomes reconstitués. Puis, Papamichos et al ont montré un recrutement de H2AZ aux DSB 
qu’ils corrèlent à une diminution de γH2X mais seulement dans leurs mutants pour Ino80 et pas 
dans les levures sauvages (Papamichos-Chronakis et al, 2006).  De plus, une étude montre un 
recrutement rapide et transitoire autour des DSB de H2AZ dans des levures sauvages (Kalocsay et 
al, 2009). D’autres travaux chez la levure observent une diminution rapide de H2AZ autour des 
cassures caractérisant la relaxation de la chromatine concomitante à l’induction des dommages (van 
Attikum, Fritsch et al. 2004; Tsukuda, Fleming et al. 2005; van Attikum, Fritsch et al. 2007). 
Néanmoins, les différents travaux réalisés chez la levure et l’homme utilisent des systèmes 
inductibles de cassures doubles brins par une enzyme de restriction dont l’activité n’est pas 
réversée. Ainsi, une DSB réparée correctement peut être recoupée par l’enzyme. On se retrouve 
donc dans un système où il est difficile d’étudier les événements qui suivent la réparation des DSB. 
Pour démontrer le rôle potentiel de p400 dans le retrait de γH2AX une fois la DSB réparée, il serait 
donc  nécessaire de poursuivre ces études dans des systèmes cellulaires dans lesquels il est possible 
d’inactiver l’induction des cassures (Figure 42).  
 
Même s’il est connu que p400 est capable d’incorporer le variant d’histone H2AZ au sein de 
la chromatine, nous pouvons émettre l’hypothèse que p400 retire γH2AX de la chromatine pour le 
remplacer par une histone H2AX ou H2A non modifiée. Notons que le remplacement de γH2AX 
par une histone H2AX non modifiée permettrait une restauration « fidèle » de la structure 
chromatinienne afin de maintenir un taux de H2AX correct au sein de la chromatine. Il est aussi 
possible que p400 permette l’incorporation du variant d’histone H2AZ au sein de la chromatine 
indépendamment de l’éviction de γH2AX afin de permettre une fonction biologique particulière. A 
l’appui d’un tel scénario, une étude décrit un recrutement de H2AZ autour des DSB ce qui participe 
à la relocalisation des DSB persistantes à la périphérie du noyau (Kaloczay et al, 2009). Ainsi, en 
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Figure 42 : Exemples d’échanges de variants d’histones par p400 autour des DSB
P400 pourrait médier l’incorporation des histones H2A, H2AZ ou H2AX via l’éviction de γH2AX afin de 
permettre divers processus tels que l’extinction du signal γH2AX ou la relocalisation de la DSB à la 
périphérie du noyau. 
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complément de cette étude, il serait intéressant d’examiner, au cours du temps, la dynamique des 
histones autour des DSB et de regarder si cette dynamique est dépendante de p400 (Figure 42).   
 
Les différentes données bibliographiques ainsi que mes travaux de thèse suggèrent donc que 
p400 jouent différents rôles dans la prise en charge des DSB. La question se pose alors de savoir si 
p400 régit ces différents événements au sein du complexe Tip60 ou s’il pourrait être impliqué dans 
ces processus via sa présence au sein de plusieurs complexes distincts.  
 
 
C- Le complexe Tip60 et la prise en charge des DSB  
 
 
 
Chez l’homme, p400 est retrouvé au sein du complexe multiprotéique Tip60. Ce complexe 
contient notamment l’histone acétyltransférase Tip60 et les hélicases Tip49a/b (Ikura, 2000). Ces 
sous-unités présentent des rôles distincts mais interconnectés dans la gestion des DSB. La question 
se pose alors de savoir si ces protéines interviennent dans ce processus au sein d’un même 
complexe ou s’il existe des complexes différents régulés de manière dynamique suite à un stress 
génotoxique. Quelques études ont déjà été menées pour répondre à ce type de question de la levure 
à l’homme. En effet, chez la levure, Esa1, homologue de Tip60, est présent au sein du complexe 
NuA4 alors que Swr1, homologue de p400, est présent au sein du complexe Swr1. Le complexe 
NuA4 est d’abord recruté autour des DSB puis ce sont les complexes Ino80/Swr1 qui s’y 
accumulent (Downs, Allard et al. 2004). De plus, les mutants Esa1 présentent un défaut de 
recrutement des complexes Ino80/Swr1. Une étude en 2005 propose que Tip60 participe à 
l’activation d’ATM au sein d’un complexe différent du complexe Tip60 identifié par Ikura et al 
((Ikura, Ogryzko et al. 2000; Sun, Xu et al. 2007). En faveur de cette hypothèse, nous avons pu 
montrer qu’il existe un complexe MRN-TRRAP-Tip60 au sein de la cellule dépourvu de la sous-
unité p400 ((Chailleux, Tyteca et al. 2010), voir annexe). Néanmoins, il semble que Tip60 participe 
à la relaxation de la chromatine au sein du complexe multiprotéique Tip60 comprenant les sous-
unités p400 et TRRAP. En effet, la déplétion de ces trois sous-unités induit un défaut de stabilité 
des nucléosomes suite à un traitement génotoxique. De plus, l’acétylation des histones H4 autour 
des DSB est dépendante des sous-unités Tip60 et p400 (Xu et al, 2010). En effet, la surexpression 
de la protéine p400 mutée pour son activité ATPase empêche l’acétylation de l’histone H4 autour 
des DSB. De plus, la surexpression de cette protéine ne modifie pas l’activité HAT de Tip60. Cela 
suggère donc que p400 facilite l’acétylation de l’histone H4 via son activité de remodelage de la 
Figure 43 : Modèle pour l’intervention des complexes TIP60/p400 dans la prise en charge des DSB
Le modèle proposé décrit le recrutement d’un complexe MRN-Tip60 aux DSB afin de permettre l’activation 
d’ATM. Parallèlement ou ensuite, le complexe Tip60 est recruté pour permettre la relaxation de la 
chromatine. Il s’ensuit le recrutement du complexe Rad51-p400 afin de permettre la relaxation de la 
chromatide sœur et l’invasion de brin par Rad51. Une fois la réparation terminée, p400 pourrait permettre 
l’éviction de γH2AX via le complexe Tip60 ou un autre complexe auquel il participerait. 
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chromatine. Tip60 et p400 collaboreraient donc pour relaxer la chromatine autour des DSB. Pour 
confirmer ce résultat, il serait donc intéressant d’examiner l’effet de la co-déplétion de Tip60 et 
p400 dans ce processus. De plus, Murr et al montre que la protéine Rad51 est recrutée via la 
relaxation de la chromatine (Murr, Loizou et al. 2006). Cela m’amène donc à proposer un modèle 
selon lequel Tip60 serait initialement recruté via le complexe MRN-TRRAP afin de permettre 
l’activation d’ATM. Parallèlement ou subséquemment, le complexe Tip60 dans son entier serait 
recruté autour des DSB pour permettre la relaxation de la chromatine et le recrutement subséquent 
de facteur impliqué dans la réparation comme Rad51 (Figure 43). Néanmoins, mes travaux 
suggèrent que la protéine Rad51 est aussi recrutée aux DSB via une interaction physique avec 
p400. On peut donc imaginer le recrutement du complexe Tip60 dans son ensemble pour permettre 
la relaxation de la chromatine. Cela permettrait alors le recrutement d’un complexe p400-Rad51. 
Notons qu’il serait intéressant d’examiner les membres de ce complexe afin de déterminer si Tip60 
est présent au sein de celui-ci. Il pourrait là aussi collaborer avec p400 pour permettre la relaxation 
de la chromatide de sœur lors de l’étape d’invasion du brin. Cependant, ce complexe pourrait aussi 
être dépourvu de la sous-unité Tip60 (Figure 43). En accord avec ce modèle, les travaux de Fusch 
et al décrivent l’existence d’un complexe p400 qui ne présente pas la sous-unité Tip60. 
 
 Enfin, plusieurs études suggèrent que l’acétylation du variant d’histone H2AX par Tip60 
est nécessaire à son éviction de la chromatine. En effet, une étude chez la drosophile montre que 
l’acétylation de l’histone H2Av par Tip60 est nécessaire au retrait de γH2Av lui-même médié par 
p400 (Kusch, Florens et al. 2004). Une autre étude chez l’homme montre que l’acétylation par 
Tip60 de l’histone H2AX sur la lysine 5 est nécessaire à l’éviction de H2AX après irradiation 
(Ikura, Tashiro et al. 2007). De plus, les hélicases Tip49 sont nécessaires à la disparition de γH2AX 
probablement via leur rôle activateur de l’activité HAT de Tip60 sur les histones H4 en réponse aux 
dommages à l’ADN (Jha, Shibata et al. 2008). Nous pouvons donc imaginer que p400 permet cette 
éviction soit via le complexe Tip60 soit via un autre complexe dont le recrutement serait dépendant 
du complexe Tip60. Des études en cinétique de recrutement des différentes sous-unités du 
complexe Tip60 comparé au recrutement des protéines impliquées dans la signalisation et la 
réparation des DSB nous permettraient de mieux comprendre comment les activités de p400 et 
Tip60 sont régulées et coordonnées au sein de la cellule. Des études biochimiques plus 
approfondies sur la composition des différents complexes Tip60 et p400 avant et après dommages à 
l’ADN aideront aussi à compléter cette étude. On peut donc imaginer que la coordination de tous 
les événements régis par p400 soit orchestrée par la dynamique de différents complexes. Il se pose 
alors la question du mode de recrutement de p400 autour des DSB qui pourrait être différent 
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suivant s’il est présent au sein du complexe Tip60 ou d’autres complexes. Cependant, la 
coordination des différentes fonctions biologiques de p400 pourraient aussi être dépendante de 
régulations fines et spécifiques de cette protéine suite à l’induction de dommages à l’ADN.  
 
 
D- Comment p400 est-il recruté aux dommages à l’ADN ? 
 
 
Comme je l’ai mentionné auparavant, connaître le(s) mode(s) de recrutement de p400 
pourrait nous permettre de mieux comprendre la coordination des événements régis par p400 lors 
de  la prise en charge des DSB. Cependant, peu d’études ont examiné la manière dont p400 est 
recruté aux DSB. Chez la levure, Swr1 interagit avec γH2AX mais il n’est pas connu si cette 
marque permet son recrutement et/ou sa rétention (Downs, 2008).  Chez l’homme, le recrutement 
de p400 aux DSB est dépendant de la protéine MDC1, elle-même recrutée via γH2AX (Xu et al, 
2010). Cela montre que le recrutement de p400 est dépendant de la mise en place de γH2AX. Dans 
cette même étude, les auteurs montrent que p400 et Tip60 participent tous les deux à la relaxation 
de la chromatine. Comme je l’ai proposé auparavant, on peut imaginer qu’ils sont recrutés à la 
cassure au sein du même complexe. Dans ce cas là, le recrutement de p400 à la chromatine se ferait 
probablement par l’intermédiaire de Tip60 via H3K9me (Sun et al, 2009). Notons que le 
recrutement de Tip60 est aussi permis par le complexe MRN (Chailleux, Tyteca et al. 2010). 
Cependant, au cours de ma thèse nous avons pu démontrer que le complexe Tip60-MRN est 
dépourvu de la sous-unité catalytique p400. Ainsi, on peut s’imaginer que le complexe Tip60-MRN 
est recruté aux cassures via MRN et que le complexe Tip60, comprenant p400 est recruté via 
H3K9me. Cependant, rien ne permet d’exclure que le complexe Tip60 puisse être recruté via un 
autre mécanisme.  
 
Précédemment, j’ai aussi évoqué la possibilité que p400 soit recruté au sein de complexes 
différents du complexe Tip60. Son mode de recrutement diffère donc probablement. Il pourrait être 
permis via son interaction avec d’autres partenaires protéiques. On peut aussi imaginer que, tout 
comme d’autres remodeleurs de la chromatine, son recrutement est permis via sa propre interaction 
avec l’ADN ou des modifications de la chromatine. De plus, peu d’études structurales ont été 
réalisées sur la protéine p400. Les différents domaines ou motifs présents sur cette protéine sont 
donc peu connus. Cela reste un domaine d’investigation à explorer afin de prédire les interactions 
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possibles de p400 aux alentours des DSB. Enfin, il est important de noter que son recrutement aux 
cassures peut aussi être régulé via des modifications post-traductionnelles par exemple.  
 
 
E- P400 est-il régulé finement suite à l’induction de dommages à l’ADN ? 
 
 
 
Comme je l’ai proposé auparavant, les multiples rôles de p400 dans le maintien de la 
stabilité génomique suggèrent que p400 est régulé finement à la suite d’un stress génotoxique. Mes 
travaux de thèse montrent que l’expression de p400 n’est pas régulée suite à l’exposition des 
cellules aux radiations ionisantes. Cependant, les fonctions biologiques des protéines peuvent être 
régulées de diverses manières : via l’interaction avec divers partenaires, via des modifications post-
traductionnelles, via des changements de localisation cellulaire, via des différences de mobilité... A 
ce jour, aucune étude n’a été publiée sur ce sujet là, probablement parce qu’il est difficile de 
travailler sur la régulation d’une protéine de 400 kDa. Une étude des complexes p400 et des 
modifications post-traductionnelles qu’il peut subir (par spectrométrie de masse) ainsi qu’une étude 
de la localisation de p400 (par microscopie) suite à différents traitements génotoxiques (traitement 
à l’H2O2, aux irradiations ionisantes, à la mitomycin C…) sont à réaliser. Une étude en cinétique, 
après l’induction de dommages, de ces complexes et de ces modifications nous permettrait de 
découvrir les différents interactants  de p400 au cours de la gestion d’un stress et la dynamique de 
ces interactions. Cela améliorerait alors nos connaissances sur les fonctions de p400 dans la gestion 
des dommages à l’ADN. De plus, cela nous donnerait une idée sur l’orchestration de tous les 
événements au cours desquels p400 intervient. Pour conclure, cette étude nous ouvrirait de 
nouvelles pistes de recherche pour avancer dans l’étude du rôle de p400 dans la stabilité du 
génome. 
 
 Comme je viens de la mentionner il serait intéressant d’étudier l’implication de p400 dans la 
réponse à d’autres stress génotoxiques que les radiations ionisantes. Cela nous permettrait de 
déterminer un rôle potentiel de p400 dans les autres mécanismes de réparation de l’ADN, domaine 
de recherche encore totalement inexploré.  
  
 
 
 
Figure 44 : Influence de p400 dans le processus de réparation par NHEJ
A. Système rapporteur de la JENH. (a) Vecteur non clivé par I-SceI, seul H2K est exprimé à la surface des 
cellules. (b) L’expression de la nucléase I-SceI dans les cellules CHO A’7H induit une coupure des deux 
sites de clivage par I-SceI. (c) Les cellules religaturent fidèlement les extrémités clivées, elles expriment 
toujours H2K. (d) Les cellules deviennent CD4+ après perte du fragment clivé par I-SceI. (e) Les cellules  
peuvent devenir CD8+ après inversion et réinsertion du fragment clivé. B. L’activité du NHEJ a été mesurée 
à l’aide de la lignée cellulaire GC92 qui contient intégré au sein de son génome un substrat permettant de 
quantifier les évènements réparés par le NHEJ. Les cellules ont été transfectées avec un siRNA dirigé contre 
p400 ou contre une séquence contrôle qui ne présente aucune cible. 24h après, 1µg de plasmide I-Sce1 est 
transfecté. 72h plus tard, les cellules sont marquées avec un anticorps anti-CD4 et les cellules CD4+ sont 
comptées au FACS (moyenne de deux expériences indépendantes). 
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F- P400, acteur lors d’autres mécanismes de réparation des dommages à 
l’ADN 
 
 
 
Mes travaux de thèse montrent que p400 participe à la réparation des DSB par HR. La suite 
directe de cette étude serait donc de regarder l’implication de p400 dans la réparation par NHEJ. 
D’ailleurs, chez la levure, Van Attikum et al. proposent que Swr1 participe uniquement à la 
réparation par NHEJ (van Attikum et al, 2007). De plus, j’ai pu montrer que la déplétion de p400 
induit des défauts de réparation des dommages à des temps courts post-irradiation, dommages 
quantifiés par la réalisation de tests comet. Or, les DSB sont réparées selon deux cinétiques 
différentes. La majorité (85%) des cassures sont réparées rapidement et sont réparées par le 
mécanisme majoritaire de réparation des DSB qui est le NHEJ (Goodarzi et al, 2010). Les 15 % 
restantes sont réparées lentement. En phase G2 du cycle cellulaire, ces DSB sont réparées par la HR 
(Beucher, Birraux et al. 2009; Shibata, Conrad et al. 2011). Ainsi, les défauts de réparation des 
DSB observés en absence de p400 suggèrent un défaut de réparation par le NHEJ. Nous avons donc 
commencé à rechercher l’implication de p400 dans ce mécanisme. Pour cela, nous avons utilisé une 
lignée cellulaire qui contient un substrat intégré au sein de son génome permettant d’analyser 
spécifiquement les événements réparés par jonction des extrémités non homologues. En effet, ce 
substrat comporte un promoteur pCMV suivi de trois séquences codantes pour des marqueurs de 
surface : H2K, puis CD8 et CD4. Cependant, à l’état basal, le seul gène exprimé est H2K car il est 
sous le contrôle du promoteur pCMV. Les gènes codant pour CD8 et CD4 ne sont pas exprimés car 
la séquence codante de CD8 est inversée par rapport au promoteur pCMV et CD4 est trop loin de 
celui-ci. Deux sites de clivage par l’endonucléase I-SceI sont aussi présents dans des régions non 
codantes du vecteur. Le premier en 5’ entre le promoteur pCMV et H2K et le deuxième en 3’ entre 
les séquences codantes pour CD8 et CD4. L’expression transitoire de la nucléase I-Sce1 induit 
alors la génération de DSB au sein de ce substrat qui vont pouvoir être réparés par plusieurs types 
de réparation. Premièrement, les extrémités clivées sont reliées directement et les cellules 
expriment toujours H2K. Deuxièmement, le fragment du vecteur situé entre les deux sites de 
clivage est perdu et la cellule religue directement le promoteur pCMV avec la séquence codante 
pour le marqueur CD4 et les cellules n’exprimeront plus le marqueur H2K mais le marqueur CD4. 
Enfin, le fragment situé entre les deux sites de clivage est inversé et les extrémités sont reliées des 
deux cotés du fragment. La séquence codante pour CD8 se retrouve alors sous l’influence du 
promoteur pCMV et les cellules expriment le marqueur CD8. Ainsi, par détection de ces marqueurs 
membranaires, la proportion de cellules CD4+ ou CD8+ est comptée par FACS (Figure 44 A). Elle 
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permet de comptabiliser les événements réparés par religation directe des extrémités clivées, 
mécanisme faisant intervenir les acteurs moléculaires du NHEJ canonique (Beucher et al, 2009; 
Guirouilh-Barbat et al, 2004; Guirouilh-Barbat et al, 2007; Shibata et al, 2011) . Nous avons pu 
observer que la déplétion de p400 induit une augmentation de la proportion des cellules CD4+ 
(Figure 44 B). A première vue, cela laisse donc penser à une augmentation de la réparation des 
DSB par NHEJ probablement dû au défaut de HR observé dans mes précédents travaux de thèse.  
 
Cependant, ces résultats sont en désaccord avec le défaut de réparation au temps courts 
post-irradiation observés par les tests comet. Il est important de noter que les irradiations utilisées 
pour réaliser ce test comet n’induisent pas que des DSB au sein de la cellule. En effet, pour une 
DSB induite les irradiations ionistantes induisent environ une liaison ADN-ADN, vingt-cinq 
cassures simples brins de l’ADN et cinquante lésions de base. Ainsi, un défaut de réparation 
observé par le test comet en condition dénaturante ne reflète pas qu’un défaut de réparation des 
DSB mais aussi des défauts de réparation d’autres types de dommages (perspective que je 
développerais plus tard). Ainsi, pour compléter mes travaux de thèse, il serait nécessaire de réaliser 
des tests comet en condition non dénaturante qui ne permettent d’analyser que la réparation des 
DSB. Dans ce cas, si peu de défauts de réparation des DSB sont observés c’est qu’a priori la 
déplétion de p400 n’induit pas de défaut majeur de réparation par le NHEJ, mécanisme majoritaire 
de réparation des DSB. La réparation par le NHEJ peut aussi être analysée en regardant l’influence 
de p400 dans le recrutement d’acteurs du NHEJ par ChIP autour des DSB. Nous avons déjà réalisé 
des ChIP XRCC4 autour des DSB après la déplétion de p400 et nous avons pu observer une 
augmentation du recrutement de cette protéine autour des DSB. Cela est donc plutôt en faveur d’un 
basculement de la HR vers le NHEJ lorsque p400 est inhibé. Cependant, nos résultats obtenus grâce 
à l’utilisation du substrat permettant de quantifier les événements réparés par le NHEJ peuvent 
aussi être interprétés de manière différente. En effet, ce système nous permet de quantifier des 
événements de NHEJ « infidèles » puisqu’ils sont générés soit par une inversion soit par une 
délétion de séquence génomique. Ainsi, c’est un système qui ne peut pas rendre compte du NHEJ 
canonique fidèle. Ainsi, il est possible que la déplétion de p400 induise un défaut de NHEJ 
canonique fidèle non visible par ce système favorisant le NHEJ infidèle ou le Alt-NHEJ. Pour 
vérifier cette hypothèse, il est possible de séquencer les extrémités religuées afin de voir si elles 
présentent des mutations, délétions ou insertions qui pourraient être la conséquence de la mise en 
place du Alt-NHEJ en absence de p400. Ainsi, nous pouvons dire qu’à l’heure actuelle, des études 
supplémentaires sont nécessaire pour mieux comprendre l’implication de p400 dans la réparation 
des DSB (Figure 45). 
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Enfin, comme je viens de vous l’expliquer, les résultats des tests comet que nous avons 
réalisés peuvent aussi être expliqués par un défaut de réparation d’autres types de dommages qui 
font intervenir des mécanismes de réparation différents. De plus, p400 participe au contrôle du 
métabolisme des ROS, molécules induisant des dommages oxydatifs majoritairement réparés par le 
BER. Ainsi, il serait intéressant de regarder l’implication de p400 dans les différents mécanismes 
de réparation des dommages à l’ADN, dont bien sûr le BER. D’ailleurs, plusieurs remodeleurs de la 
chromatine ont déjà été impliqués dans la réparation par le NER (Luijsterburg & van Attikum, 
2011). Pour réaliser ces études, il est possible de regarder la sensibilité des cellules à divers agents 
génotoxiques. Il est aussi possible d’examiner si p400 est recruté à la chromatine, par des 
techniques de fractionnement cellulaire, suite au traitement des cellules par ces drogues. 
L’identification de nouveaux partenaires impliqués aidera aussi à déterminer si p400 joue un rôle 
dans ces mécanismes de réparation et à quelle étape de ces processus (Figure 45). Cependant, 
l’étude  de l’influence de la chromatine et de ses régulateurs dans les mécanismes moléculaires de 
ces processus reste à l’heure actuelle limitée puisque les différentes techniques  utilisées en routine 
pour étudier ces mécanismes sont généralement basés sur la réalisation de tests in vitro qui ne 
prennent donc pas en compte l’environnement chromatinien du dommage. Des outils 
supplémentaires seront donc à développer pour étudier finement le rôle de p400 dans ces 
mécanismes. Notons que le développement des irradiations localisées par les UV permet déjà une 
étude plus fine de la réparation par le NER. 
 
 
G- Interconnections entre les remodeleurs de la famille Ino80 de la levure 
à l’homme 
 
 
 
Les différentes études chez la levure montrent que les remodeleurs de la chromatine de la 
famille Ino80 tiennent une grande place dans la réparation des DSB. En effet, Ino80 intervient dans 
l’éviction des nucléosomes autour des DSB afin de permettre la résection lors du Alt-NHEJ et 
l’invasion du brin lors de la HR (Tsukuda et al, 2005; van Attikum et al, 2007). Enfin, ils montrent 
aussi qu’Ino80 participe au recrutement de Ku80 lors du NHEJ canonique mais cela serait 
indépendant à l’éviction de nucléosome. Le complexe Swr1, complexe de la famille Ino80, est 
aussi impliqué dans la réparation des DSB. Il est recruté autour des DSB via γH2AX et participe au 
NHEJ canonique. Il est notamment nécessaire au recrutement de Ku80. Notons qu’il ne semble pas 
intervenir dans l’éviction des nucléosomes autour des DSB (Downs et al, 2004; Tsukuda et al, 
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2005; van Attikum et al, 2007). Cependant, le mécanisme par lequel ces deux complexes jouent un 
rôle dans le NHEJ reste à être déterminé. Ainsi, chez la levure Ino80 semble tenir une place plus 
importante dans la réparation des DSB. Van Attikum et al, montrent que les rôles biologiques 
d’Ino80 et Swr1 dans la réparation des DSB sont distincts : Ino80 jouant un rôle dans la HR et le 
Alt-NHEJ et Swr1 dans le NHEJ canonique (van Attikum et al, 2007). De plus, une étude montre 
qu’Ino80 et Swr1 contrôlent ensemble l’activation du checkpoint G2/M via la régulation de la 
présence de γH2AX autour des DSB. Ainsi, il semble que la dynamique de ces complexes soient 
régulés finement afin d’orchestrer au mieux la prise en charge des DSB. Chez l’homme, Ino80 est 
recruté autour des DSB et participe à leur réparation par HR. Il intervient dans les étapes précoces 
de prise en charge des DSB en facilitant la résection 5’-3’ des DSB (Gospodinov et al, 2011).  Mes 
travaux de thèse ainsi que l’étude réalisée par Xu et al montrent que p400 est recruté aux DSB et 
qu’il joue un rôle dans la réparation par HR. De plus, nous proposons que p400 joue un rôle lors de 
l’invasion du brin, étape tardive de la HR alors que ceux de Xu et al postulent un rôle de p400 dans 
la mise en place de la signalisation des DSB (Xu et al, 2010). Notons que l’ensemble de ces études 
montrent que p400 provoque au moins en partie la déstabilisation des nucléosomes subséquente à 
l’induction de DSB au sein du génome contrairement à ce qui a été montré chez la levure. 
Cependant, des travaux supplémentaires sont nécessaires pour déterminer si ces complexes jouent 
un rôle dans les autres voies de réparation de DSB. Il semble tout de même qu’Ino80 et p400 jouent 
aussi des rôles distincts dans la prise en charge des DSB chez l’homme.  
 
Ainsi, la dynamique de ces complexes semble être régulée finement en réponse aux 
dommages à l’ADN de la levure à l’homme. Il serait donc intéressant de mener des études 
comparatives chez l’homme entre ces deux complexes afin de mieux comprendre leurs différents 
rôles et leurs possibles interconnections dans la gestion des DSB. Enfin, pour aller plus loin dans la 
compréhension du rôle de la chromatine dans la stabilité du génome, il serait intéressant d’étendre 
ces études comparatives à tous les complexes de remodelage et/ou de modification de la chromatine 
impliqués dans la gestion des DSB. Ainsi, l’ensemble de ces données nous permettrait d’obtenir 
une meilleure compréhension du choix des mécanismes de réparation des DSB et de la coordination 
précise des événements induits par les stress génotoxiques.  
 
Notons tout de même que les différentes études menées chez l’homme et la levure montrent 
qu’il existe des différences fonctionnelles au niveau de ces complexes entre ces deux organismes 
même si toutes s’accordent pour dire qu’ils sont importants pour la prise en charge des DSB. Ces 
différences peuvent être dues à la structure de la chromatine. En effet, il existe très peu 
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d’hétérochromatine chez Saccaromyces cerevisae, modèle d’étude de la majorité des travaux chez 
la levure. De plus, le mécanisme majoritaire de réparation des DSB dans cet organisme est la 
recombinaison homologue. Ainsi, nous pouvons émettre l’hypothèse que face à la complexification 
de la structure chromatinienne au cours de l’évolution, les mécanismes de gestion des DSB ont dû 
être ajustés et, par conséquent, le rôle des différents complexes de remodelage de la chromatine ont 
dû être redéfinis. 
 
II- P400, acteur majeur du maintien de la prolifération 
 
 
 
L’ensemble de mes travaux de thèse ont donc permis de montrer que p400 est un acteur 
central du contrôle de la prolifération cellulaire aussi bien par son rôle dans la gestion du 
métabolisme oxydatif intra-cellulaire que par son intervention dans la réparation des cassures 
doubles brins de l’ADN par HR. Il est important de noter que les différentes études que j’ai 
réalisées sur p400 montrent toutes un rôle de p400 en faveur de la prolifération cellulaire puisqu’il 
inhibe les devenirs cellulaires conduisant à un blocage du cycle cellulaire et qu’il empêche 
l’accumulation de dommages à l’ADN. Dans cette deuxième partie, les différents rôles de p400 
dans la prolifération cellulaire vont être discutés et de nouvelles perspectives seront développées.  
 
 
A- P400, régulateur de l’expression de gènes spécifiques 
 
 
 
Mes travaux montrent que dans des cellules non soumises à un stress génotoxique, p400 est 
important pour maintenir la quantité de dommages à l’ADN au-dessous d’un seuil afin d’empêcher 
l’activation de la DDR dépendante d’ATM et permettre la prolifération cellulaire. Nous avons 
montré que son principal mode d’action est le contrôle de l’homéostasie des ROS via la régulation 
transcriptionnnelle de gènes spécifiques. Cette étude nous a permis d’identifier de nouvelles cibles 
transcriptionnelles de p400 telles que HSP70 ou FANCA. De plus, il semble qu’HSP70 soit régulé 
via l’incorporation du variant d’histone H2AZ alors que la régulation de FANCA paraît être 
indépendante de ce mécanisme. Or, la régulation de l’expression de gènes par p400 est encore 
aujourd’hui mal comprise. La poursuite de cette étude pourrait donc être d’étudier les différentes 
manières dont p400 pourrait réguler l’expression génique. Les études réalisées dans ce domaine ces 
dernières années montrent que p400 régule l’expression des gènes notamment via l’incorporation 
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du variant d’histone H2AZ au sein de leur promoteur. Cependant, dans certains cas, cela peut avoir 
pour conséquence la répression du gène comme pour p21 et d’en d’autres l’activation 
transcriptionnelle, comme pour les gènes cibles des récepteurs aux œstrogènes (Gevry et al, 2007; 
Gevry et al, 2009). Une des explications peut être que, pour réprimer l’expression de gènes 
spécifiques, p400 présente un rôle antagoniste à Tip60. C’est d’ailleurs ce qui a été démontré pour 
la régulation du gène p21 où l’incorporation du variant d’histone H2AZ empêche l’activation du 
gène par Tip60 (Gevry et al, 2007). De plus, une étude biochimique décrit un rôle inhibiteur direct 
de p400 sur Tip60. Les auteurs décrivent que Tip60 et p400 interagissent directement via le 
domaine SANT de p400 et le domaine HAT de Tip60. De plus, seule la présence du domaine 
SANT de p400 est suffisante pour inhiber l’activation de p21 par Tip60. Par des tests in vitro, ils 
ont également montré que l’interaction du domaine SANT avec Tip60 inhibe son activité HAT 
(Park et al, 2010). A contrario, différentes études montrent que p400 et Tip60 peuvent collaborer 
pour permettre la transcription de certains gènes (Frank et al, 2003; Gevry et al, 2009; Taubert et al, 
2004). De plus, différentes études chez l’homme et la levure, montrent que l’incorporation du 
dimère H2AZ est facilitée par l’acétylation de l’histone H2A par Tip60. Cela démontre la 
complexité de la régulation de la transcription par p400 et des études qu’il reste à réaliser pour 
comprendre les interconnections entre les différentes sous-unités du complexe Tip60 dans la 
régulation de la transcription. Notons qu’il est possible que p400 et Tip60 régulent la transcription 
dans un cas au sein du complexe Tip60 et dans d’autres cas au sein de complexes différents. En 
faveur de cette hypothèse, Fusch et al montrent que Tip60 n’est pas présente au sein du complexe 
p400 purifié après surexpression d’une protéine de fusion Flag-p400 (Fuchs et al, 2001).  
 
Ainsi, il serait intéressant d’étudier le mécanisme moléculaire de régulation de la 
transcription des gènes HSP70 et FancA par p400 qui semble tout à fait particulière. Plusieurs 
questions se posent : la régulation de ces gènes fait-elle intervenir Tip60 ? La régulation de FancA 
par p400, ne s’avérant pas passer par l’incorporation d’H2AZ pourrait-elle faire intervenir un  
antagonisme direct sur Tip60 comme il a été proposé par des études biochimiques ? Une étude à 
grande échelle du transcriptome de cellules dont l’expression de Tip60 est inhibée par des siRNA, 
que j’ai pu réalisée au cours de ma thèse, montre que l’absence de Tip60 est corrélée avec une 
diminution de l’expression de HSP70 alors que l’expression de FancA ne varie pas. Cependant, ces 
résultats sont très préliminaires et restent à être confirmés. Ainsi, cela suggère une collaboration 
entre Tip60 et p400 pour l’expression de HSP70, régulé via l’incorporation de H2AZ, alors que 
FANCA semble être régulé seulement par p400, par un mécanisme moléculaire encore totalement 
incompris.  
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Figure 45 : Modèle de régulation de la prolifération cellulaire et la stabilité génomique par p400
P400 régule la prolifération cellulaire et la stabilité génomique via la régulation de l’homéostasie des ROS et 
de la réparation des DSB par HR. Cependant, p400 pourrait participer à ce processus via d’autres processus : 
la régulation de la DDR via son interférence avec différents facteurs protéiques, la réparation des dommages 
à l’ADN via d’autres mécanismes de réparation et la régulation de la structure globale de la chromatine. 
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B- P400 et Tip60 collaborent-il dans le contrôle de l’homéostasie des 
ROS ? 
 
 
 
S’il s’avère que Tip60 joue un rôle dans la régulation des gènes impliqués dans  le 
métabolisme des ROS, la question suivante est alors de déterminer le rôle de Tip60 dans la 
régulation de l’homéostasie des ROS. En effet, nous avons pu montrer que p400 régule le devenir 
cellulaire notamment via le contrôle du niveau de stress oxydatif intracellulaire. Or, des études 
réalisées au sein de l’équipe montrent que l’arrêt du cycle cellulaire ou l’apoptose induits après la 
déplétion de p400 sont réversés par l’inhibition de Tip60. Ainsi, cela montre bien que le rôle de 
p400 sur le contrôle de la prolifération est totalement dépendant de Tip60 (Mattera et al, 2009; 
Tyteca et al, 2006b). Différentes études montrent que Tip60 régule positivement la mise en place 
de la DDR ATM-dépendante de part son rôle dans l’activation d’ATM mais également de part son 
rôle transactivateur sur le promoteur du gène p21 (Gevry et al, 2007; Sun et al, 2009; Sun et al, 
2007). Ces études pourraient expliquer le rôle de Tip60 dans le contrôle des devenirs cellulaires par 
p400. Cependant, il est aussi possible d’imaginer que Tip60 pourrait jouer un rôle dans cette 
cascade directement via la régulation du stress oxydatif. Des études supplémentaires sont donc 
nécessaires pour déterminer si l’expression de Tip60 est importante pour le contrôle du taux de 
ROS intracellulaire. Il serait aussi intéressant de déterminer si p400 contrôle le stress oxydatif de 
manière dépendante de Tip60.  
 
 
C- P400, acteur central du contrôle de la prolifération … à la découverte 
de nouvelles interactions fonctionnelles… 
 
 
 
Les différents travaux que j’ai pu réalisés au cours de ma thèse montrent un rôle inhibiteur 
de p400 sur la signalisation des dommages dépendante d’ATM. En effet, nous avons pu observer 
que, suite à l’exposition aux radiations ionisantes et dans toutes nos conditions d’expérimentation, 
la déplétion de p400 induisait une suractivation de la signalisation des dommages caractérisée par 
une augmentation de la présence de foyers phospho-ATM et γH2AX. Dans notre étude, nous avons 
regardé la mise en place de ces foyers ainsi que leur disparition. Le fait qu’il y ait une suractivation 
de la DDR lors de sa mise en place suggère fortement un rôle inhibiteur de p400 sur la DDR. Une 
des explications pourrait être que le stress oxydatif, imposé par la déplétion de p400 dans les 
cellules non irradiées, hypersensibilise les cellules à la signalisation des dommages lors de 
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l'induction exogène de dommages à l’ADN. Alternativement, p400 pourrait interférer avec les 
composants de la réponse aux dommages à l'ADN. De la même manière, même si nous avons pu 
montrer que p400 régulait la prolifération cellulaire via le contrôle de l’homéostasie des ROS, cela 
n’exclut pas un rôle supplémentaire de p400 directement dans la régulation d’un des composants de 
la DDR.  
 
Ainsi, p400 régulerait la prolifération cellulaire de par la régulation de plusieurs 
mécanismes : le métabolisme des ROS, la réparation des dommages à l’ADN et la mise en place de 
la DDR (voir schéma). Quelques données bibliographiques sont en faveur de cette hypothèse. En 
effet, p400 est retrouvé au sein d’un complexe multiprotéique dont certaines sous-unités ont déjà 
été impliquées dans la gestion des dommages à l’ADN. Par exemple, la sous-unité TRRAP est 
connue pour être en complexe avec MRN, senseur des DSB et activateur d’ATM (Fuchs, Gerber et 
al. 2001; Robert, Hardy et al. 2006). De plus, Tip60 acétyle ATM en réponse aux dommages à 
l’ADN ce qui participe à son activation (Sun et al, 2009; Sun et al, 2007). Il a également été 
démontré que p400 pouvait avoir un rôle antagoniste sur l’activité de Tip60 notamment pour 
contrôler la prolifération cellulaire. En effet, l’arrêt du cycle cellulaire ou l’apoptose induits après la 
déplétion de p400 sont réversés par l’inhibition de Tip60 (Mattera et al, 2009; Tyteca et al, 2006b). 
Les travaux de Gevry et al démontrent aussi un antagonisme fonctionnel entre p400 et Tip60 pour 
la régulation du gène p21. Les auteurs ont mis en évidence que p400 incorpore H2AZ au sein du 
promoteur de p21 pour le réprimer et empêcher son activation par Tip60 (Gevry et al, 2007). Enfin, 
plus récemment, une étude biochimique décrit un rôle inhibiteur direct de p400 sur Tip60. Les 
auteurs décrivent que Tip60 et p400 interagissent directement via le domaine SANT de p400 et le 
domaine HAT de Tip60. Par des tests in vitro, ils ont également montré que l’interaction du 
domaine SANT avec Tip60 inhibe son activité HAT (Park et al, 2010). L’association de nos 
résultats et de ces données bibliographiques nous permettent donc de proposer que p400 pourrait 
réguler la mise en place de la DDR en interférant avec l’activation d’ATM via un rôle inhibiteur de 
p400 sur Tip60 sur l’activation d’ATM, domaine de recherche qu’il reste à explorer. Cependant, il 
pourrait tout aussi bien interférer avec une multitude d’autres composants de la DDR (Figure 45). 
C’est pourquoi, l’étude par spectrométrie de masse des différents partenaires de p400 après 
exposition à différents stress génotoxiques nous permettrait, par exemple, de répondre à ce type de 
questionnement. 
 
L’association de mes résultats de thèse et des différents travaux réalisés sur p400 ces 
dernières années montrent donc que p400 régule la mise en place de la réponse aux dommages 
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dépendantes d’ATM par différents mécanismes moléculaires. ATM étant un acteur clé de la mise 
en place des checkpoints après l’induction de dommages à l’ADN, il se pose alors la question du 
rôle de p400 dans ce processus.  
 
 
D- Quel devenir pour les cellules arrêtées dans le cycle cellulaire après la 
déplétion de p400 ? 
  
 
 
Partie de l’observation que, dans les U2OS, l’inhibition de p400 induit un arrêt prolongé des 
cellules en G1 et G2 et des défauts de réparation des DSB, dommages induits quotidiennement au 
sein du génome, je me suis alors posée la question du devenir à long terme de ces cellules. Ainsi la 
présence de dommages non réparés, devraient conduire les cellules vers l’apoptose. Cependant, si 
nous avons réussi à réaliser des tests de clonogénie après l’inhibition de p400 par siRNA, c’est 
qu’au moins une fraction de ces cellules parvient à poursuivre le cycle cellulaire malgré 
l’accumulation de dommages à l’ADN au sein de leur génome. Notons que nous avons vérifié que 
le pourcentage d’efficacité de  transfection des siRNA est proche de 100% dans nos conditions 
d’expérimentation. Or, il a été décrit l’existence d’une adaptation au checkpoint mécanisme 
conservé de la levure à l’homme (Lupardus & Cimprich, 2004; Sandell & Zakian, 1993; Syljuasen 
et al, 2006). En effet, l’activation prolongée de l’arrêt du cycle cellulaire couplée à la persistance de 
dommages à l’ADN peut aboutir soit à la mort des cellules soit à l’adaptation au checkpoint qui se  
caractérise par une entrée des cellules en mitose avec des dommages persistants au sein de leur 
génome, processus qui peut participer à une forte instabilité génétique et probablement au 
processus de cancérisation. Or, j’ai observé, à la suite de la transfection des U2OS par les siRNA 
dirigés contre p400, l’apparition de cellules avec un noyau beaucoup plus gros que la normale. Ces 
noyaux présentent souvent des marquages γH2AX et Rad51 intenses. De plus, lorsque nous avons 
trié les cellules en fonction de l’intensité du Hoechst pour l’analyse des marquages γH2AX et 
Rad51, j’ai remarqué que ces cellules ne se situaient pas dans le cycle cellulaire normal. En effet, 
elles semblent présenter une quantité d’ADN supérieure à 2N. Cela dénoterait bien, pour ces 
cellules, un problème dans la progression du cycle cellulaire caractérisé par l’apparition de cellules 
présentant de l’ADN endorépliqué. Cela pourrait être la conséquence d’une adaptation au 
checkpoint accompagnée de problèmes mitotiques. Une étude supporte mes observations puisque 
l’analyse du cycle cellulaire de MEF déficientes pour p400 décrit la présence de cellules 
polyploides et multinucléées (Fujii et al, 2010). Dans le modèle que je propose, p400 serait donc 
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inhibiteur de l’adaptation au checkpoint. Une étude réalisée chez la levure pourrait supporter cette 
hypothèse puisque les auteurs montrent que des mutants pour Ino80 présentent des défauts 
d’adaptation au checkpoint et que cela est reversé dans le double mutant Ino80/Swr1 (Papamichos-
Chronakis et al, 2006). Ils émettent l’hypothèse qu’Ino80 et Swr1 régulent ensemble la dynamique 
de γH2AX afin d’influencer la décision de maintenir le checkpoint ou non. Ino80 favoriserait le 
signal γH2AX et donc la prolongation de l’arrêt du cycle cellulaire en G2/M suivi par une 
adaptation au checkpoint. Swr1 inhiberait le signal γH2AX par son remplacement par le variant 
d’histone H2AZ une fois le dommage réparé dans le but de repartir dans le cycle cellulaire. P400 
serait alors un inhibiteur de l’adaptation au checkpoint. Ainsi, il serait intéressant de regarder de ce 
qu’il advient à long terme des cellules dont l’expression de p400 est diminuée et de s’intéresser au 
rôle de p400 dans l’adaptation au checkpoint.  
 
 
III- P400, régulateur de la stabilité génomique via plusieurs fonctions 
indépendantes  
 
 
 
 Mes travaux de thèse suggèrent que p400 participe au maintien de l’intégrité du génome via 
sa participation à la réparation des DSB par HR. J’ai aussi pu montrer p400 participe à la stabilité 
du génome via la régulation de l’homéostasie des ROS empêchant la production de dommages à 
l’ADN dépendant du stress oxydatif intracellulaire (Figure 45). Cependant, nous avons décrit que la 
persistance de DSB peut aussi conduire à la production des ROS à des niveaux comparables à ceux 
observés après la déplétion de p400 (Figure 45). Ainsi, nous pouvons émettre l’hypothèse que de 
part son rôle dans la réparation des DSB, p400 pourrait aussi maintenir le niveau de dommages en-
dessous d’un seuil afin d’empêcher la production de ROS au sein de la cellule. Notons que la 
déplétion de p400 induit d’elle-même une importante augmentation des foyers phospho-RPA, 
marqueur utilisé pour déterminer la présence d’ADN simple brin. Ce résultat est en faveur de 
l’apparition de dommages, probablement non réparés, après l’inhibition de l’expression de p400. 
Cependant, nous avons pu remarquer que les dommages induits par l’inhibition de p400 sont 
complètement réversés par le NAC lorsque l’on utilise la technique des tests comet pour les 
quantifier et les foyers γH2AX sont partiellement réversés. Le test comet étant une technique peu 
sensible, il est possible que nous soyons vite en-dessous du seuil de détection des dommages avec 
cette technique. Néanmoins, l’ensemble de ces résultats suggèrent qu’une partie des dommages 
induits en l’absence de p400 sont engendrés par le stress oxydatif. Ainsi, nous proposons un 
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modèle selon lequel l’événement déclencheur de la production des dommages serait l’augmentation 
du stress oxydatif suite à la dérégulation transcriptionnelle de gènes spécifiques. Puis, 
l’accumulation de dommages oxydatifs et endogènes, non réparés en l’absence de p400, conduirait 
à la production d’une nouvelle vague de radicaux libres renforçant et maintenant le stress oxydatif. 
Cependant, p400 pourrait aussi intervenir dans la stabilité du génome via une autre fonction plus 
globale sur la structure de la chromatine. En effet, des études récentes sur le remodeleur de la 
chromatine CHD4, membre du complexe NURD, montre que l’inhibition de cette protéine induit, 
comme en l’absence de p400, la production de dommages à l’ADN, l’induction de la DDR et 
l’apoptose (Larsen, 2010, Smeek, 2010). Cependant, les auteurs proposent que CHD4 intervienne 
sur la structure globale de la chromatine protégeant ainsi l’ADN des différentes agressions 
génotoxiques. Ainsi, il serait intéressant de rechercher si p400 joue un rôle dans la stabilité du 
génome via la régulation de la structure globale de la chromatine. A l’appui d’un tel scénario, 
plusieurs études chez la levure montrent l’importance de Swr1, homologue de p400, et du variant 
d’histone H2AZ dans l’organisation des structures chromatiniennes et nucléaires (Figure 45) 
(Georgieva et al, 2008; Hou et al, 2010; Kim et al, 2009a; Zhou et al, 2010). 
 
 
IV- P400, cible thérapeutique dans le traitement contre le cancer ? 
 
 
 De par son rôle dans le contrôle de la prolifération cellulaire et dans le maintien de la 
stabilité du génome, processus largement altérés dans les cellules cancéreuses, il se pose alors la 
question du rôle potentiel de l’ATPase p400 comme cible thérapeutique pour le développement de 
nouveaux traitements anti-cancéreux.  
  
Les différentes études qui portent sur p400 montrent que c’est une protéine pro-proliférative 
via différentes fonctions. En effet, la perte de p400 dans des fibroblastes embryonnaires de souris 
résulte en une importante inhibition de la prolifération des cellules. Des études à grande échelle du 
transcriptome ont été réalisées dans ces cellules montrent que la perte de p400 induit un défaut 
d’expression de gènes régulateurs du cycle cellulaire, incluant des gènes cibles de c-myc, facteur de 
transcription connu pour interagir avec p400 (Fujii et al, 2010). De plus, p400 contrôle le 
métabolisme des ROS permettant de maintenir les dommages oxydatifs au dessous d’un seuil 
favorisant la prolifération cellulaire (Mattera et al, 2010). Il régule aussi négativement des gènes 
anti-prolifératifs tels que p21 (Gevry et al, 2007) et participe à la prise en charge des dommages à 
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l’ADN (Xu et al, 2010). Enfin, il est aussi potentiellement régulateur négatif de la présence de 
γH2AX afin de permettre aux cellules de repartir dans le cycle cellulaire une fois les dommages 
réparés (Kusch et al, 2004; Papamichos-Chronakis et al, 2006). De la même manière, nos résultats 
suggèrent que via son rôle inhibiteur sur la signalisation des dommages, il pourrait aussi être un 
modulateur de la réponse aux dommages permettant la progression du cycle cellulaire une fois les 
dommages réparés. Ainsi, de part ses différentes fonctions biologiques, l’expression de p400 
semble être cruciale pour le maintien de l’intégrité du génome et par conséquent permettre la 
prolifération cellulaire de cellules « saines ».  
 
Des niveaux corrects de p400 semblent donc requis pour inhiber la multiplication de 
cellules présentant une instabilité génomique, processus largement impliqué dans les phénomènes 
de cancérisation. Ainsi, une étude sur le niveau d’expression de p400 ou des mutations de p400 lors 
des processus d’initiation de la tumorigénèse serait intéressante. Cependant, une fois le processus 
de cancérisation initié, nous pouvons penser que, de par ses fonctions pro-prolifératives, des 
niveaux « suffisants » de p400 soient nécessaires afin de permettre la croissance tumorale. De plus, 
ces fonctions pro-prolifératives semblent être directement dépendantes de Tip60. En effet, l’arrêt du 
cycle cellulaire et l’apoptose induits par l’inhibition de p400 sont totalement réversés par la 
déplétion de Tip60 (Mattera et al, 2009; Tyteca et al, 2006b). Or, il a été montré que le ratio 
d’expression de Tip60-p400 est critique pour la prolifération des cellules de cancer de colon. En 
effet, dans les tumeurs colorectales, ce ratio est toujours en défaveur de l’expression de Tip60, 
protéine suppresseur de tumeur (Gorrini et al, 2007). Cela favorise probablement les propriétés pro-
prolifératives de p400 et affaiblie les fonctions suppresseur de tumeur de Tip60.  
 
Ainsi, toutes ces données suggèrent que p400 est une cible idéale pour le développement de 
nouveaux traitements anti-cancéreux. Dans ce sens, mon équipe d’accueil tente de développer des 
inhibiteurs spécifiques de p400 avec le groupe pharmaceutique Pierre Fabre afin d’inhiber la 
prolifération cellulaire des tumeurs. De plus, ces inhibiteurs pourraient être utilisés en association 
avec des drogues génotoxiques couramment utilisées dans le traitement du cancer. La combinaison 
de ces drogues induirait l’accumulation de dommages à l’ADN qui ne seraient pas réparées 
favorisant l’apoptose des cellules cancéreuses. Une étude menée au sein de l’équipe supporte cette 
idée puisque la déplétion de p400 augmente la mort induite par le 5-fluorouracile dans des cellules 
de cancer du colon. Cependant, nous ne pouvons pas exclure que p400 régule d’autres processus 
cellulaires de par son activité de remodelage de la chromatine ou de ses différentes interactions 
protéiques. Ainsi, inhiber p400 pourrait induire d’importants effets secondaires chez l’homme. Une 
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alternative serait de cibler plus spécifiquement une des fonctions de p400. Par exemple, nous 
pourrions développer une molécule qui cible spécifiquement l’interaction Rad51-p400. Ainsi, cette 
molécule diminuerait la réparation des DSB par HR. Or, une cellule cancéreuse est soumise à des 
stress génotoxiques quotidiens qui sont souvent amplifiés par leur métabolisme plus actif ou par le 
stress réplicatif engendrés par la prolifération rapide de ces cellules. Ainsi, un inhibiteur de 
l’interaction Rad51-p400 pourrait conduire à une accumulation de dommages et à une mort des 
cellules cancéreuses. Cette molécule pourrait être combinée à divers agents génotoxiques ou avec 
des molécules inhibant d’autres mécanismes de réparation afin d’amplifier le phénomène.  
 
Enfin, de manière intéressante, j’ai pu remarquer, grâce à nos études transcriptomiques de 
cellules déplétées pour p400, qu’une des voies biologiques régulée par p400 est l’adhésion 
cellulaire, processus largement altéré dans les cancers. Ainsi, p400 semble réguler de nombreuses 
voies biologiques impliquées dans les processus de cancérisation qu’il reste encore à étudier. Ainsi, 
il est important d’acquérir une meilleure compréhension des fonctions de p400 afin de développer 
des nouveaux traitements ciblés et spécifiques qui pourrait avoir moins d’effets secondaires que les 
traitements actuels.  
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Physical interaction between the histone acetyl transferase Tip60 and the
DNA double-strand breaks sensor MRN complex
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Chromatin modifications and chromatin-modifying enzymes
are believed to play a major role in the process of DNA
repair. The histone acetyl transferase Tip60 is physically
recruited to DNA DSBs (double-strand breaks) where it mediates
histone acetylation. In the present study, we show, using a
reporter system in mammalian cells, that Tip60 expression is
required for homology-driven repair, strongly suggesting that
Tip60 participates in DNA DSB repair through homologous
recombination. Moreover, Tip60 depletion inhibits the formation
of Rad50 foci following ionizing radiation, indicating that Tip60
expression is necessary for the recruitment of the DNA damage
sensor MRN (Mre11–Rad50–Nbs1) complex to DNA DSBs.
Moreover, we found that endogenous Tip60 physically interacts
with endogenous MRN proteins in a complex which is distinct
from the classical Tip60 complex. Taken together, our results
describe a physical link between a DNA damage sensor and a
histone-modifying enzyme, and provide important new insights
into the role and mechanism of action of Tip60 in the process of
DNA DSB repair.
Key words: chromatin, DNA repair, histone acetylation,
Mre11–Rad50–Nbs1 complex (MRN complex), Tip60.
INTRODUCTION
All processes requiring access to DNA have to deal with
DNA compaction in chromatin. Chromatin modifications and
chromatin-modifying machineries have been extensively studied
in transcriptional control. However, it is now clear that they are
also critical in other processes, such as DNA repair. In particular,
DNA DSBs (double-strand breaks) are extremely deleterious,
which require rapid and efficient repair. Chromatin modifications
are known to be important for signalling and the dynamics of the
DNA DSB repair machineries. In yeast, chromatin remodelling
following DNA DSBs has been extensively studied and the
machineries involved characterized [1].
In mammals, although far less is known, the involvement
of the HAT (histone acetyl transferase) Tip60 has been clearly
demonstrated [2]. Tip60 belongs to the MYST family of HATs,
which is conserved from yeast to human [3]. In agreement
with its role in histone acetylation, Tip60 has been widely
described as a transcriptional co-activator. Its expression is
required for the transcription of Myc- and p53-dependent genes
[4,5].
Tip60 belongs to a multimolecular complex, called the Tip60
complex [6]. The Tip60 complex is considered as the human
orthologue of two yeast complexes, the NuA4 HAT complex and
the SWR1 chromatin-remodelling complex, both known to be
involved in DNA DSB repair [7]. In mammals, a protein belonging
to the Tip60 complex, TRRAP (transactivation/transformation-
domain-associated protein), has been shown to be important
for both HR (homologous recombination) and NHEJ (non-
homologous end-joining), the two main pathways of DNA DSB
repair [2,8]. Tip60 itself is recruited around DNA DSBs, where
it mediates histone acetylation and subsequent recruitment to
repair sites of DNA repair factors, such as Rad51 [2]. In addition
to its role in local histone acetylation, Tip60 activity is important
for DNA DSB signalling: following DNA DSBs, it can acetylate
the transducer kinase ATM (ataxia telangiectasia mutated), this
acetylation being critical for ATM autophosphorylation and
activation [9,10].
In the present study, we investigate the role of the Tip60
complex in DNA DSB repair. We identify a new multimole-
cular complex containing Tip60 and the MRN (Mre11–Rad50–
Nbs1) complex, a sensor of DNA DSBs. Altogether, our results
strongly suggest that this Tip60–MRN complex is important for
the repair of DSBs by HR.
EXPERIMENTAL
Cell culture
Jurkat cells were cultured in RPMI 1640 medium supplemented
with 10% FCS (fetal calf serum). All other cells were cultured
in DMEM (Dulbecco’s modified Eagle’s medium) supplemented
with 10% FCS. The HeLa cell line stably overexpressing HA
(haemagglutinin)–Tip60 was provided by Dr V. Ogryzko (Institute
Gustave Roussy, CNRS UMR 8126, Villejuif, France). The
U2OS cell line containing an integrated reporter substrate to
measure HDR (homology-directed repair) of a single DSB has
been described previously [11]. IR (irradiation) was performed
using a X-ray device (Faxitron X-Ray). Calicheamicin was from
by Wyeth. HeLa cell nuclear extracts were purchased from the
Computer Cell Culture Center (Seneffe, Belgium).
Abbreviations used: Ab, antibody; ATM, ataxia telangiectasia mutated; DAPI, 4′,6-diamidino-2-phenylindole; DSB, double-strand break; FCS, fetal
calf serum; GCN, general control non-derepressible; GFP, green fluorescent protein; HA, haemagglutinin; HAT, histone acetyl transferase; γH2AX,
phosphorylated histone H2AX; HDAC, histone deacetylase; HDR, homology-directed repair; HR, homologous recombination; IR, irradiation; MRN complex,
Mre11–Rad50–Nbs1 complex; siRNA, small interfering RNA; TRRAP, transactivation/transformation-domain-associated protein.
1 These authors contributed equally to this work.
2 To whom correspondence should be addressed (email dtrouche@cict.fr).
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Abs (antibodies)
The polyclonal anti-HA Ab (Y-11) was purchased from Santa
Cruz Biotechnology. The anti-Rad50 (13B3), anti-Nbs1 (1C3)
and anti-Mre11 (12D7) Abs were purchased from GeneTex.
The anti-phospho-ATM (S1981), anti-γ H2AX (phosphorylated
histone H2AX) and anti-HDAC3 (histone deacetylase 3) Abs
were purchased from Cell Signaling Technologies. The anti-
phospho-Nbs1 Ab (S343) was purchased from Interchim. We
used two anti-ATM Abs (AB-3, Calbiochem; ab17995, Abcam).
The anti-p400 Ab was purchased from Abcam. The anti-Myc Ab
(9E10) was purchased from Roche Diagnostics. The anti-TTRAP
Ab (2TRR1B3) was a gift from Dr L. Tora (IGBMC, CNRS
UMR 7104, Illkirch, France). The anti-Tip60-DT Ab has been
described previously [12]. The anti-Tip60-CLHF, -RLPV and
-CLGT Abs were gifts from Dr B. Amati (European Institute of
Oncology, Milan, Italy) and have been described previously [4].
The anti-Tip60-LM Ab was raised and purified using the CLGT
and CLHF peptides described previously [4]. Secondary Abs were
purchased from Amersham (horseradish-peroxidase-conjugated)
or Molecular Probes (dye-conjugated). Details on the Ab dilutions
used are available from the authors upon request.
Plasmids, siRNAs (small interfering RNAs) and transfection
methods
All siRNAs were purchased at Eurogentec. The C1, C2
and Tip60 siRNAs have been described previously [5]. The
sequence of the top strands of the Rad50, Mre11 and TRR-
AP siRNAs were GCUAAUGACUCUGAUGAUA-dTdT, GGA-
GAAGGAAAUACCAGAA-dTdT and GAAGUGUAAGCCUC-
AGUCA-dTdT respectively. siRNAs were transfected by the
electroporation of 5 × 106 cells in 200 μl of serum-free
OptiMEM® (Invitrogen) with 15 μl of siRNA (100 μM) using
a Bio-Rad electroporation device set to 250V and 950 μF for
70 ms or using an Amaxa device according to the manufacturer’s
instructions. For transfection and expression of the I-SceI
endonuclease, cells were transfected by calcium-phosphate co-
precipitation with the pcDNA3βmycNLS-I-SceI plasmid. As a
control for the transfection efficiency, a plasmid encoding GFP
(green fluorescent protein) was used. The plasmid expressing
untagged Tip60 (pcDNA3 Tip60; details of construction are
available upon request) or empty vector (pcDNA3) were
transfected by calcium-phosphate co-precipitation.
Clonogenic assay
U2OS cells electroporated with the various siRNAs were plated
in T25 flasks at a density of 103 or 2 × 103 cells per flask, then
irradiated. For mitomycin C (Sigma) cytotoxicity assays, cells
were treated with increasing concentrations of the drug for 1 h.
After 10 days, cells were stained with Crystal Violet and colonies
containing more than 50 cells were counted.
HR assay
Cells were seeded at 2 × 105 in six-well plates. Recombination
was induced by transient transfection of cells with 2 μg of
pcDNA3β-NLS-I-SceI plasmid. Transfection efficiency was
measured by the co-transfection of a mixture of the GFP
plasmid (0.2 μg) with the pBlueScript plasmid (1.8 μg) to
obtain equivalent amounts of transfected DNA. At 3 days after
transfection, cells were washed with PBS and treated with trypsin.
Cells were resuspended in PBS and HR was measured by
the quantification of the GFP-positive cells by flow cytometry
(FACScalibur; Becton Dickinson). Quantification was performed
on 2.5 × 104 sorted events. The relative fraction of DSB-induced
HR was normalized to the transfection efficiency obtained for
each cell treatment condition.
Preparation of nuclear extracts, immunoprecipitation and
immunodepletion
Preparation of Jurkat cell nuclear extracts, immunoprecipitation
and immunodepletion were performed as described previously
[13]. Transfected U2OS cells were harvested using trypsin,
resuspended in five cell pellet vol. of lysis buffer [10 mM Tris,
pH 8.0, 10 mM NaCl and 2 mM MgCl2, supplemented with
Complete EDTA-free protease inhibitors (Roche)]. After a 5 min
incubation on ice, Nonidet P40 was added (0.5% of final volume)
and the cells were incubated on ice for 5 min. After centrifugation
at 2000 g for 5 min, the supernatant was discarded and the
pellet was resuspended in buffer 3 (equal volume to the cell
pellet) (20 mM Hepes, pH 7.9, 420 mM NaCl, 1.5 mM MgCl2
and 0.2 mM EDTA). After a 30 min incubation at 4 ◦C, samples
were centrifugated at 20000 g and supernatants (nuclear ex-
tracts) were collected.
Western blotting
For Western blot analysis, samples were separated either by
SDS/PAGE or on a NuPAGE® Novex 3–8% Tris/acetate gel
(Invitrogen). Proteins were then transferred on to nitrocellulose
membranes or PVDF membranes respectively. Specific primary
Abs, as well as horseradish-peroxidase-conjugated secondary
Abs, were used according to standard Western blotting procedures
and horseradish-peroxidase activity was then detected using
LumiLight Plus reagent (Roche).
Immunofluorescence
Cells, seeded on to glass coverslips, were fixed with
formaldehyde (3.7%) for 20 min at room temperature (20 ◦C)
then permeabilized with Triton X-100 (0.1%) for 5 min at room
temperature. Coverslips were mounted with the Vectashield anti-
fade solution containing DAPI (4′,6-diamidino-2-phenylindole)
(Molecular Probes). Images were collected using a digital camera
attached to a DM5000 fluorescence microscope (Leica). Digital
images were prepared for publication using MetaMorph software
(Molecular Devices).
Size-exclusion chromatography
Nuclear extracts (2 ml, 3 mg) were clarified by centrifugation at
10 600 g and was loaded on to a 10/300 GL Superdex 200 column
(GE Healthcare) pre-equilibrated in 120 ml of buffer (20 ml Tris,
pH 7.5, 100 mM KCl, 10% glycerol and 1 mM dithiothreitol).
The column was run at a flow rate of 0.2 ml/min, and the proteins
in 1.5 ml fractions were analysed by measuring the absorbance at
280 nm, and for the presence of Tip60, p400 and MRN by Western
blotting.
RESULTS
Tip60 is required for DSB repair by HR
To test whether Tip60 is important for DSB repair, we transfected
U2OS cells with an siRNA directed against Tip60 (described
in [5]). This siRNA specifically decreased the expression of
Tip60 (Figure 1A). We next performed a clonogenic assay after
IR. We found that cells transfected by the Tip60 siRNA were
more sensitive to IR than cells transfected by the control siRNA,
indicating that Tip60 influences DSB repair (Figure 1A). Cells
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Figure 1 Tip60 is required for repair of DSBs by HR
(A) Cell survival after IR or mitomycin C exposure. U2OS cells, transfected with the indicated siRNA (si), were subjected to increasing doses, as indicated, of IR (left-hand panel) or mitomycin C
(MMC; right-hand panel) and subjected to a clonogenic assay. Results are the means +− S.D. for three independent experiments. A typical Western blot assaying the effects of Tip60 siRNA on the
expression of Tip60 (using the anti-Tip60-LM Ab, see the Experimental section) and of α-tubulin (Tub; T6199 Ab; Sigma) as a loading control is shown in the lower panel. (B) Effect of the Tip60
siRNAs in U2OS cells on HDR of DSBs. The Mre11 and Rad50 siRNAs are used as positive controls. Results are the means +− S.D. for three or four independent experiments. Lower panel: expression
of the exogenous Myc-tagged I-SceI endonuclease was verified by Western blotting. *Non-specific bands. C1/c1, control siRNA; Tip1 and Tip2, two different siRNAs directed against Tip60.
defective in the HR pathway are known to display increased
sensitivity to IR [14]. To examine a potential defect in the HR
pathway, we treated the cells with mitomycin C, as sensitivity to
this drug is a hallmark of a defective HR pathway [15]. Again,
we found that transfection of an siRNA against Tip60 leads to
increase sensitivity to mitomycin C (Figure 1A). Altogether, these
drug sensitivity studies suggest that Tip60 is important for HR.
To confirm this finding directly, we used U2OS cells containing
a reporter system (see Supplementary Figure S1 at http://www.
BiochemJ.org/bj/426/bj4260365add.htm) for HDR [11], a
process highly related to HR. The HDR of a unique DNA DSB
induced at an I-SceI site on a transgene leads to the appearance
of GFP-positive cells. As positive controls, we transfected U2OS
cells with siRNAs against two components of the MRN complex,
Rad50 or Mre11 (see Supplementary Figure S2 for Western blots
demonstrating the efficiency of Rad50 and Mre11 siRNAs http://
www.BiochemJ.org/bj/426/bj4260365add.htm). As described
previously [16], we observed a decrease in HDR after transfection
with the Mre11 siRNA [16], as well as with the Rad50
siRNA (compared with the control siRNA) (see Supplementary
Figure S3 for representative FACS data for each sample at
http://www.BiochemJ.org/bj/426/bj4260365add.htm), therefore
demonstrating that our assay allows the adequate assessment for
the involvement of proteins in the HR pathway. Strikingly, the
transfection of two Tip60 siRNAs also significantly decreased
the number of GFP-positive cells (Figure 1B). Since the expres-
sion of I-SceI was not affected by Tip60 knockdown (Figure 1B),
this result indicates that Tip60 expression is required for HDR.
Tip60 expression is required for induction of γH2AX and Rad50
foci in U2OS cells
We then intended to characterize the molecular event controlled
by Tip60. We first investigated the role of Tip60 in γ H2AX
foci formation in U2OS cells. Indeed, conflicting results have
been reported previously, as two studies found that depleting
Tip60 leads to increased γ H2AX levels [17,18], whereas two
others describe the opposite [19,20]. We thus transfected U2OS
cells with an Tip60 siRNA, the cells were irradiated for 1
and 6 h and we analysed the γ H2AX immunofluorescence.
IR induces the appearance of a strong punctuate γ H2AX
staining on most of the cells (Figure 2A and see Supplementary
Figure S4 for enlargement of typical cells at http://www.
BiochemJ.org/bj/426/bj4260365add.htm). To quantify precisely
and unequivocally the effect of the Tip60 siRNA, we applied
a threshold on γ H2AX staining using the ImageJ software
and calculated the percentage of cells which stained positive
for γ H2AX (total of 250 independent cells). We found that
transfection of the Tip60 siRNA decreased the amount of
γ H2AX-positive cells (Figure 2B). Moreover, the effects of
Tip60 on γ H2AX induction were also observed when the total
γ H2AX fluorescence levels per cell were averaged in 500
independent cells (see Supplementary Figure S5 at http://www.
BiochemJ.org/bj/426/bj4260365add.htm). Tip60 knockdown
inhibited γ H2AX induction as soon as 1 h following IR,
indicating that Tip60 expression is required for efficient
phosphorylation of H2AX in U2OS cells. We then tested the
effects of Tip60 knockdown on one of the first events observed
following DSB induction, which is the recruitment of the MRN
complex to DSBs. MRN recruitment to damaged DNA can be
visualized by the appearance of foci following induction of DNA
DSBs [21]. We thus transfected U2OS cells with the Tip60
siRNA, then irradiated and stained the cells with an anti-Rad50 Ab
(Figure 3A and see Supplementary Figure S4 for enlargement of
a typical cell). We performed the quantification of foci formation
by blind counting of the percentage of foci-presenting cells from
250 independent cells [although most cells presented multiple foci
(see Figure 3A), cells were recorded as positive as soon as they
had one foci]. Quantification is shown in Figure 3(B). We found
that, 6 h following IR, approx. 80% of control cells harboured
Rad50 foci in cells transfected by the control siRNA (Figures 3A
and 3B). In cells transfected with the Tip60 siRNA, the number
of cells presenting foci was significantly reduced. Again, this
effect was also observed at an early time point (1 h), indicating
that Tip60 controls the formation of MRN foci, rather than their
maintenance. Since Tip60 down-regulation did not significantly
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Figure 2 Tip60 is important for γH2AX foci formation
Cells were electroporated with the indicated siRNAs (si) and, 48 h later, exposed to IR (8 Gy)
and fixed at 1 h or 6 h post-IR. Cells were then subjected to an immunofluorescence assay
using an anti-γ H2AX Ab and DAPI stained. Representative images of unirradiated cells (NT)
or cells fixed at 1 h following IR (8 Gy) are shown in (A) (see Supplementary Figure S4 for
enlargement of typical cells). The quantification of a representative experiment is plotted in (B);
means +− S.D. from five different fields (at least 250 nuclei were examined). Similar results were
observed in three independent experiments. C1/c1, control siRNA; Irr, IR; Tip1, siRNA directed
against Tip60.
affect Rad50 expression or the expression of other members of
the MRN complex (Figure 3C), this result indicates that Tip60
expression is important for the efficient recruitment of Rad50 and
probably of the MRN complex to damaged DNA.
Endogenous Tip60 and MRN proteins physically interact
Interestingly, a molecular link between Tip60 and the MRN
complex has been described previously, as MRN proteins interact
with TRRAP, a component of the Tip60 complex [8], suggesting
that the effects described above could be due to a physical
interaction between Tip60 and MRN. To test this possibility, we
Figure 3 Tip60 is involved in MRN foci formation
Cells were electroporated with the indicated siRNA (si) and 48 h later exposed to IR (8 Gy)
and fixed 1 h or 6 h post-IR. Cells were then subjected to an immunofluorescence assay
using an anti-Rad50 Ab and stained with DAPI. Representative images of unirradiated cells
(NT) or cells fixed 6 h following IR (8 Gy) are shown in (A) (see Supplementary Figure S4 for
enlargement of typical cells). The quantification of a representative experiment shown is plotted in
(B); means +− S.D. from five different fields (at least 250 nuclei were examined). Similar results
were observed in three independent experiments. (C) U2OS cells, treated as described in (A),
were subjected to Western blotting to detect Rad50, Mre11, Nbs1 and HDAC-1, -2 and -3 (as
loading controls) protein levels. C1/c1, control siRNA; Irr, IR; Tip1, siRNA directed against
Tip60.
immunoprecipitated endogenous Tip60 from HeLa cell nuclear
extracts and we tested for the presence of endogenous MRN pro-
teins and TRRAP in the immunoprecipitates by Western blotting
(Figure 4A). As expected, immunoprecipitation of Tip60 led to the
co-immunoprecipitation of TRRAP protein. Moreover, we found
that all of the three MRN proteins were detected in the Tip60
immunoprecipitate and not the control immunoprecipitate (Fig-
ure 4A). Detection of endogenous Tip60 in the MRN immuno-
precipitates was impossible, since endogenous Tip60 co-migrates
with the immunoglobulin heavy chains (results not shown). Thus
to rule out the possibility that the presence of MRN proteins in the
Tip60 immunoprecipitate shown in Figure 4(A) was due to a cross-
reaction of the anti-Tip60 Ab with another protein, we performed
immunoprecipitation of endogenous Tip60 with three other
unrelated anti-Tip60 Abs (anti-Tip60-CLHF, -RLPV and -CLGT
Abs). We detected endogenous MRN proteins in all four imm-
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Figure 4 Identification of a Tip60–MRN complex
(A) HeLa cell nuclear extracts (250 μg) were immunoprecipitated (IP) with the indicated Ab, and
the presence of TRRAP, Rad50, Nbs1 and Mre11 were analysed by Western blotting. (B) Same
as described in (A) except that the presence of Rad50, Nbs1 and Mre11 only were analysed by
Western blotting. NoAb, no Ab.
unoprecipitates (Figure 4B). Taken together, these data indicate
that Tip60 and the MRN complex interact at endogenous levels.
Note that Robert et al. [8] failed to detect such a complex
between Tip60 and MRN proteins following immunoprecipitation
of Nbs1 or Mre11 proteins, perhaps because the presence of Tip60
masks the epitopes of the Abs. Alternatively, since Robert et al.
[8] tested the presence of Tip60 using a HAT assay, Tip60 bound
by MRN may not be able to acetylate histones (see the Discussion
section).
Also MRN proteins were not found associated with
overexpressed tagged Tip60 [6]. We did not detect any MRN
protein that co-immunoprecipitated with Tip60 from the cell
line expressing the tagged Tip60 used previously to purify the
Tip60 complex (see Supplementary Figure S6 at http://www.
BiochemJ.org/bj/426/bj4260365add.htm), strongly suggesting
that the addition of a tag at the N-terminus of Tip60 is detrimental
for its association with MRN proteins.
MRN does not interact with the classical Tip60 complex
The next question we addressed was whether the whole Tip60
complex associates with MRN proteins. For this aim, we
immunodepleted endogenous p400 using an Ab directed against
p400, a component of the classical Tip60 complex [22], or
with an anti-HA Ab as a control. Endogenous p400 protein
was efficiently immunodepleted from Jurkat cell nuclear extracts
(Figure 5A). Moreover, immunodepletion of p400 led to the
depletion of the endogenous Tip60 complex, since Tip60 was also
depleted by p400 immunodepletion (Figure 5A). As expected, the
amount of p400 immunoprecipitated by Tip60 were
decreased upon p400 immunodepletion (Figure 5B), confirming
that the classical Tip60 complex was indeed depleted. In contrast,
the amount of endogenous Rad50 and Nbs1 proteins in the Tip60
immunoprecipitate was not decreased (Figure 5C), suggesting
that the Tip60 protein which interacts with MRN proteins is not
physically associated with p400.
Figure 5 Tip60–MRN complex does not contain p400
(A) Jurkat cell nuclear extracts (250 μg) were immunodepleted by three successive rounds of
incubation with agarose beads coated with the anti-p400 or the anti-HA Ab. Depleted extracts were
then immunoprecipitated with the anti-Tip60-DT or the anti-HA Ab. The presence of Rad50, Nbs1
and Mre11 in the inputs were analysed by Western blotting. (B) The presence of p400 in Tip60
immunoprecipitates (IP) using the extracts analysed in (A) was assayed by Western blotting. (C)
The presence of Rad50 and Nbs1 in Tip60 immunoprecipitates using the extracts analysed in
(A) was assayed by Western blotting. (D) Fractions obtained by size-exclusion chromatography
of Jurkat cell nuclear extracts (containing multimolecular complexes of decreasing molecular
mass) were tested with Western blotting using anti-p400, anti-Rad50, anti-Nbs1, anti-Mre11 and
anti-Tip60 (Tip60 LM) Abs, as indicated. (E) Fractions 5, 6, 8 and 9 were immunoprecipitated
with the anti-Tip60-DT Ab and immunoprecipitates were tested for the presence of p400 and
Rad50 with Abs. inp, input.
To confirm this finding, we prepared Jurkat cell nuclear extracts
and fractionated them by size-exclusion chromatography. Using
Western blot experiments, we found that p400 was eluted in
fractions 5, 6 and 7, whereas the MRN proteins were observed in
fractions 5–9 (Figure 5D). A band migrating at 60 kDa is observed
in fractions 5–11, probably corresponding to endogenous Tip60.
Thus this experiment suggests that MRN and Tip60 are both
present in fractions in which there is no detectable p400 (fractions
8 and 9). To test whether they are physically associated in
these fractions, we performed immunoprecipitation experiments
using fractions 5 and 6 (which contain Tip60, MRN and p400)
and 8 and 9 (which contain MRN and Tip60, but not p400).
Immunoprecipitation of Tip60 led to the co-immunoprecipitation
of p400 from fractions 5 and 6, and of Rad50 from fractions 5,
6 and 8 (Figure 5E). This result thus indicates that the classical
Tip60 complex elutes in fractions 5 and 6, whereas the Tip60–
MRN complex elutes in fractions 5, 6 and 8. Importantly, since
p400 is not detected in direct Western blotting from fraction 8 or
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Figure 6 TRRAP mediates the interaction between Tip60 and MRN proteins
U2OS cells were transfected using the C1 or TRRAP siRNA, as indicated. After 24 h, they were transfected by the pcDNA3-Tip60 or the empty vector, as indicated. Then, 48 h later, nuclear extracts
were prepared and immunoprecipitated using the anti-Tip60-DT Ab or no Ab as a control. The amounts of TRRAP, p400, Rad50 and HDAC1–3 (as a loading control) in the inputs (left-hand panel)
and the amount of p400 and Rad50 in the immunoprecipitates (right-hand panel) were tested by Western blotting. Note that the expression of the endogenous p400 protein increases upon Tip60
overexpression, probably because it is stabilized. The dividing lines on the gels mean that two parts of the same gel (same exposure) have been grouped.
in Tip60 immunoprecipitate from fraction 8, this result indicates
that the Tip60–MRN complex can be devoid of p400. Taken
together, the results in Figure 5 thus indicate that the MRN-
associated Tip60 protein is not embedded within the classical
p400-containing Tip60 complex.
We next investigated how Tip60 contacts the MRN complex.
We could not detect any interaction between Tip60 and MRN
proteins in GST (glutathione transferase) pull-down experiments
(results not shown), suggesting that the interaction is not direct.
Since TRRAP is known to be physically associated with Tip60
on one hand [6] and with the MRN complex on the other
hand [8], we tested whether TRRAP mediates the Tip60–MRN
interaction. We transfected U2OS cells with an siRNA directed
against TRRAP or with a control siRNA and with an untagged
Tip60 expression vector or the corresponding empty vector. As
expected TRRAP expression was decreased in cells transfected
with the TRRAP siRNAs (Figure 6). We then prepared nuclear
extracts and subjected these extracts to immunoprecipitation
with an anti-Tip60 Ab (or without Ab as a control). In cells
transfected with the control siRNA, overexpression of un-
tagged Tip60 led to a large increase in the amount of p400
and Rad50 co-immunoprecipitating with Tip60 (Figure 6)
respectively, reflecting formation of the classical Tip60 complex
and of the Tip60–MRN complex. Depletion of TRRAP does not
affect the amount of p400 co-immunoprecipitating with Tip60
(Figure 6), indicating that TRRAP expression is not required for
the Tip60–p400 interaction. However, the amount of Rad50 co-
immunoprecipitating with Tip60 was strongly decreased upon
knock-down of TRRAP, although TRRAP siRNA had no effect
on Rad50 expression. Thus these data indicate that TRRAP
expression is required for the Tip60–Rad50 interaction, strongly
suggesting that TRRAP physically bridges Tip60 and MRN
proteins through direct or indirect interactions.
DISCUSSION
In conclusion, we show in the present study that Tip60 expression
is required for a very early step of DNA DSB repair, as Tip60
depletion affects the earliest known molecular events occurring
following DSB induction, which are γ H2AX foci formation
and MRN complex recruitment. In addition, this role of Tip60
is likely to be direct, since we demonstrate that endogenous
Tip60 and the sensor MRN complex belongs to the same
multimolecular complex (named ‘the Tip60–MRN complex’,
see below). We thus uncover a physical interaction between a
sensor complex and a chromatin-modifying enzyme. We further
characterize this Tip60–MRN complex by demonstrating that:
(1) it does not involve the whole Tip60 complex; and (2) it
requires endogenous TRRAP expression, strongly suggesting that
TRRAP physically forms a bridge between Tip60 and the MRN
complex. It is important to note that the Tip60–MRN complex
probably contains other proteins, as it elutes in size-exclusion
chromatography experiments as a complex of approx. 1 MDa.
These uncharacterized proteins may participate, together with
TRRAP, in structuring the Tip60–MRN complex.
The interaction between Tip60 and MRN proteins requires
TRRAP. As such, we provide insights into the mechanism by
which TRRAP participates in DNA repair. Interestingly, TRRAP
regulates the transcription of Mad1 and Mad2 genes through
the recruitment of Tip60, which acetylates histone H4, and
GCN5 (general control non-derepressible 5), which acetylates
H3 [23]. It would thus be important to test whether TRRAP
can also target the GCN5 acetyl transferase to MRN proteins,
and thus potentially to DNA DSBs. In addition, we demonstrate
that the Tip60–MRN complex is different from the classical
complex. Interestingly, our overexpression experiments suggest
that Tip60 expression is rate limiting for the formation of these
two complexes, since we immunoprecipitated more p400 and
Rad50 in the presence of exogenous Tip60. This suggests that the
two Tip60-containing complexes could be competing for limiting
amounts of Tip60. This possibility underlines the importance of
understanding what regulates the presence of Tip60 in one com-
plex or the other. Moreover, disturbing the formation of one
complex could indirectly affect the function of the other complex.
What could be the role of the Tip60–MRN complex that we
have uncovered here? Clearly, it is probably to play a major role
in DNA DSB repair, since the five characterized components of
this complex are known to favour HR (present study for Tip60
and Rad50, [16] for Mre11, [2] for TRRAP and [24] for Nbs1).
Interestingly, we found that Tip60 expression is required for
efficient formation of Rad50 foci. It is tempting to speculate
that the Tip60–MRN complex we characterized in the present
study is important for Rad50 foci formation. One could imagine,
for example, that the physical interaction with Tip60 helps the
recruitment of MRN proteins to DSBs. Alternatively, since Tip60
is an enzyme, it can acetylate an MRN protein in the context of
the Tip60–MRN complex, therefore favouring its recognition
of DNA DSBs. In this regard, it is important to note that Nbs1 has
been shown to be acetylated [25].
In addition, since both Tip60 and MRN proteins are known to
be required for ATM activation [26], the Tip60–MRN complex
could participate in local ATM activation. In agreement with
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such an hypothesis, we showed recently that ATM activation
following oncogenic stress requires Tip60, but not p400 [27],
suggesting that this role of Tip60 is not mediated within the
classical Tip60 complex. Along this line, it is tempting to speculate
that the Tip60–MRN complex is the enzymatic complex which
mediates ATM acetylation [9]. Strikingly, Tip60 is involved in
two different steps on repair of DNA DSBs, each of these steps
being characterized by acetylation of a specific substrate. Through
acetylation of ATM, Tip60 is involved in DNA damage signalling
[9], and through nucleosome acetylation, it is required for the
recruitment of repair proteins [2] or removal of H2AX [17,28].
These two distinct acetylation events could be mediated by two
distinct enzymatic complexes, with the Tip60–MRN complex
being the actual enzyme acetylating ATM and the classical
Tip60 complex being involved in histone acetylation, as only this
latter complex can acetylate nucleosomes [6]. If this hypothesis is
true, then Tip60 would be highly dynamic during DSB repair.
First, it would be recruited very rapidly with MRN proteins
to allow proper signalling through ATM acetylation. Then the
classical Tip60 complex would be recruited to mediate histone
acetylation. Interestingly, such a model is supported by our
recent findings that knock-down of p400 favours the activation
of Tip60-dependent DNA damage pathways [27]. One could
imagine that in cells in which p400 levels are decreased, Tip60
is redistributed to the Tip60–MRN complex, therefore allowing
a stronger response to DNA damage. Studies of the recruitment
dynamic and interdependence of the various Tip60-containing
complexes are required to validate such a model.
AUTHOR CONTRIBUTION
Catherine Chailleux, Sandrine Tyteca, Christophe Papin, Franc¸ois Boudsocq, Celine
Courilleau and Yvan Canitrot performed the experiments. Nadine Puget provided the
U2OS cell line and the conditions of use. Mikha¨ıl Grigoriev supervised the biochemical
experiments. Catherine Chailleux, Yvan Canitrot and Didier Trouche designed the research
and analysed the data. Didier Trouche wrote the paper.
ACKNOWLEDGEMENTS
We thank Dr B. Amati, Dr V. Ogryzko, Dr L. Tora and Dr B.S. Lopez (I-SceI plasmid;
CEA/CNRS, UMR 217, Fontenay-aux-Roses, France) for materials, Dr B. S. Lopez
for critical reading of the manuscript prior to submission, C. Lorenzo for assistance
with fluorescence microscopy and M. Quaranta for assistance with flow cytometry. We
acknowledge the use of the imaging facilities of CBD-IFR109 (Toulouse).
FUNDING
This work was supported by the Association pour la Recherche contre le Cancer (ARC)
(‘subvention libre’ and studentship to S.T.); the Agence Nationale de la Recherche
(ANR) [grant number ANR-06-3-13-7148]; the Ligue Nationale Contre le Cancer (‘e´quipe
labellise´e’); and Electricite´ De France.
REFERENCES
1 Downs, J. A. and Cote, J. (2005) Dynamics of chromatin during the repair of DNA
double-strand breaks. Cell Cycle 4, 1373–1376
2 Murr, R., Loizou, J. I., Yang, Y. G., Cuenin, C., Li, H., Wang, Z. Q. and Herceg, Z. (2006)
Histone acetylation by Trrap–Tip60 modulates loading of repair proteins and repair of
DNA double-strand breaks. Nat. Cell Biol. 8, 91–99
3 Utley, R. T. and Cote, J. (2003) The MYST family of histone acetyltransferases. Curr. Opin.
Microbiol. Immunol. 274, 203–236
4 Frank, S. R., Parisi, T., Taubert, S., Fernandez, P., Fuchs, M., Chan, H. M., Livingston,
D. M. and Amati, B. (2003) MYC recruits the TIP60 histone acetyltransferase complex to
chromatin. EMBO Rep. 4, 575–580
5 Tyteca, S., Vandromme, M., Legube, G., Chevillard-Briet, M. and Trouche, D. (2006)
Tip60 and p400 are both required for UV-induced apoptosis but play antagonistic roles in
cell cycle progression. EMBO J. 25, 1680–1689
6 Ikura, T., Ogryzko, V. V., Grigoriev, M., Groisman, R., Wang, J., Horikoshi, M., Scully, R.,
Qin, J. and Nakatani, Y. (2000) Involvement of the TIP60 histone acetylase complex in
DNA repair and apoptosis. Cell 102, 463–473
7 Doyon, Y., Selleck, W., Lane, W. S., Tan, S. and Cote, J. (2004) Structural and functional
conservation of the NuA4 histone acetyltransferase complex from yeast to humans. Mol.
Cell. Biol. 24, 1884–1896
8 Robert, F., Hardy, S., Nagy, Z., Baldeyron, C., Murr, R., Dery, U., Masson, J. Y.,
Papadopoulo, D., Herceg, Z. and Tora, L. (2006) The transcriptional histone
acetyltransferase cofactor TRRAP associates with the MRN repair complex and plays a
role in DNA double-strand break repair. Mol. Cell. Biol. 26, 402–412
9 Sun, Y., Jiang, X., Chen, S., Fernandes, N. and Price, B. D. (2005) A role for the Tip60
histone acetyltransferase in the acetylation and activation of ATM. Proc. Natl. Acad. Sci.
U.S.A. 102, 13182–13187
10 Sun, Y., Xu, Y., Roy, K. and Price, B. D. (2007) DNA damage-induced acetylation of lysine
3016 of ATM activates ATM kinase activity. Mol. Cell. Biol. 27, 8502–8509
11 Puget, N., Knowlton, M. and Scully, R. (2005) Molecular analysis of sister chromatid
recombination in mammalian cells. DNA Repair 4, 149–161
12 Legube, G., Linares, L. K., Lemercier, C., Scheffner, M., Khochbin, S. and Trouche, D.
(2002) Tip60 is targeted to proteasome-mediated degradation by Mdm2 and accumulates
after UV irradiation. EMBO J. 21, 1704–1712
13 Nicolas, E., Morales, V., Magnaghi-Jaulin, L., Harel-Bellan, A., Richard-Foy, H. and
Trouche, D. (2000) RbAp48 belongs to the histone deacetylase complex that associates
with the retinoblastoma protein. J. Biol. Chem. 275, 9797–9804
14 van Gent, D. C., Hoeijmakers, J. H. and Kanaar, R. (2001) Chromosomal stability and the
DNA double-stranded break connection. Nat. Rev. Genet. 2, 196–206
15 Hochegger, H., Sonoda, E. and Takeda, S. (2004) Post-replication repair in DT40 cells:
translesion polymerases versus recombinases. BioEssays 26, 151–158
16 Sartori, A. A., Lukas, C., Coates, J., Mistrik, M., Fu, S., Bartek, J., Baer, R., Lukas, J. and
Jackson, S. P. (2007) Human CtIP promotes DNA end resection. Nature 450, 509–514
17 Kusch, T., Florens, L., Macdonald, W. H., Swanson, S. K., Glaser, R. L., Yates 3rd, J. R.,
Abmayr, S. M., Washburn, M. P. and Workman, J. L. (2004) Acetylation by Tip60 is
required for selective histone variant exchange at DNA lesions. Science 306, 2084–2087
18 Jha, S., Shibata, E. and Dutta, A. (2008) Human Rvb1/Tip49 is required for the histone
acetyltransferase activity of Tip60/NuA4 and for the downregulation of phosphorylation on
H2AX after DNA damage. Mol. Cell. Biol. 28, 2690–2700
19 Gorrini, C., Squatrito, M., Luise, C., Syed, N., Perna, D., Wark, L., Martinato, F., Sardella,
D., Verrecchia, A., Bennett, S. et al. (2007) Tip60 is a haplo-insufficient tumour suppressor
required for an oncogene-induced DNA damage response. Nature 448, 1063–1067
20 Eymin, B., Claverie, P., Salon, C., Leduc, C., Col, E., Brambilla, E., Khochbin, S. and
Gazzeri, S. (2006) p14ARF activates a Tip60-dependent and p53-independent
ATM/ATR/CHK pathway in response to genotoxic stress. Mol. Cell. Biol. 26, 4339–4350
21 Mirzoeva, O. K. and Petrini, J. H. (2001) DNA damage-dependent nuclear dynamics of the
Mre11 complex. Mol. Cell. Biol. 21, 281–288
22 Fuchs, M., Gerber, J., Drapkin, R., Sif, S., Ikura, T., Ogryzko, V., Lane, W. S., Nakatani, Y.
and Livingston, D. M. (2001) The p400 complex is an essential E1A transformation target.
Cell 106, 297–307
23 Li, H., Cuenin, C., Murr, R., Wang, Z. Q. and Herceg, Z. (2004) HAT cofactor Trrap
regulates the mitotic checkpoint by modulation of Mad1 and Mad2 expression. EMBO J.
23, 4824–4834
24 Yang, Y. G., Saidi, A., Frappart, P. O., Min, W., Barrucand, C., Dumon-Jones, V.,
Michelon, J., Herceg, Z. and Wang, Z. Q. (2006) Conditional deletion of Nbs1 in murine
cells reveals its role in branching repair pathways of DNA double-strand breaks. EMBO J.
25, 5527–5538
25 Yuan, Z., Zhang, X., Sengupta, N., Lane, W. S. and Seto, E. (2007) SIRT1 regulates the
function of the Nijmegen breakage syndrome protein. Mol. Cell 27, 149–162
26 Lee, J. H. and Paull, T. T. (2007) Activation and regulation of ATM kinase activity in
response to DNA double-strand breaks. Oncogene 26, 7741–7748
27 Mattera, L., Escaffit, F., Pillaire, M. J., Selves, J., Tyteca, S., Hoffmann, J. S., Gourraud,
P. A., Chevillard-Briet, M., Cazaux, C. and Trouche, D. (2009) The p400/Tip60 ratio is
critical for colorectal cancer cell proliferation through DNA damage response pathways.
Oncogene 28, 1506–1517
28 Ikura, T., Tashiro, S., Kakino, A., Shima, H., Jacob, N., Amunugama, R., Yoder, K., Izumi,
S., Kuraoka, I., Tanaka, K. et al. (2007) DNA damage-dependent acetylation and
ubiquitination of H2AX enhances chromatin dynamics. Mol. Cell. Biol. 27, 7028–7040
Received 26 August 2009/6 January 2010; accepted 13 January 2010
Published as BJ Immediate Publication 13 January 2010, doi:10.1042/BJ20091329
c© The Authors Journal compilation c© 2010 Biochemical Society
Biochem. J. (2010) 426, 365–371 (Printed in Great Britain) doi:10.1042/BJ20091329
SUPPLEMENTARY ONLINE DATA
Physical interaction between the histone acetyl transferase Tip60 and the
DNA double-strand breaks sensor MRN complex
Catherine CHAILLEUX*1, Sandrine TYTECA*1, Christophe PAPIN†, Franc¸ois BOUDSOCQ†, Nadine PUGET‡, Ce´line COURILLEAU*,
Mikhaı¨l GRIGORIEV†, Yvan CANITROT* and Didier TROUCHE*2
*LBCMCP, CNRS and University of Toulouse, 118 route de Narbonne, 31062 Toulouse, France, †LBME, CNRS and University of Toulouse, 118 route de Narbonne, 31062 Toulouse,
France, and ‡IPBS, CNRS and University of Toulouse, 205 route de Narbonne, 31062 Toulouse, France
Figure S1 Substrate used to measure HR
Representation of the intracellular substrate stably integrated into the genome of the U2OS
cell line used to measure the HR events (U2OS-I-SceI). The substrate is composed of two
inactive copies of the gfp gene. The first copy is truncated at the 5′ end and the second is
full length with an interruption by an 18 bp sequence that is recognized by the rare-cutting
restriction endonuclease, I-SceI. Repair of an I-SceI-induced DSB can generate functional GFP
by intrachromatid or interchromatid gene conversion.
Figure S2 Validation of the MRN siRNAs
U2OS cells were transfected using the indicated siRNAs. Total cell extracts were then tested for
the presence of Mre11 and Rad50 by Western blotting, as indicated. A Tip49b Western blot is
also shown as a loading control. *Non-specific band detected by the anti-Mre11 antibody.
1 These authors contributed equally to this work.
2 To whom correspondence should be addressed (email dtrouche@cict.fr).
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Figure S3 Typical FACS data used to calculate results in Figure 1(B) (main
paper)
U2OS cells harbouring the HDR–reporter substrate were transfected with the indicated siRNA
(as described in Figure 1B of the main paper). Samples were analysed by flow cytometry
(FACScalibur, Becton Dickinson) using a FL1-H/FL2-H dot-plot. The percentage of GFP-positive
cells (R2) relative to the total number of cells indicates the efficiency of HDR. Note the decrease
in the number of GFP-positive cells in samples transfected by the two Tip60 siRNA, as well as
with the Rad50 and Mre11 siRNAs, compared with the control sample (siC1).
Figure S4 Enlargement of representative cells stained with anti-γH2AX
(green) or anti-Rad50 (red) Abs (shown in Figures 2 and 3 of the main paper)
Figure S5 Quantification of γH2AX levels following siRNA transfection
U2OS cells were plated into 96-well plates and transfected with the indicated siRNA (si) using
INTERFERin (Ozyme) following the manufacturer’s instructions. After 48 h, cells were irradiated
(8 Gy) or not (NI) and fixed 1 h or 6 h post-IR, as indicated. Cells were then subjected to an
immunofluorescence assay using an anti-γ H2AX antibody and stained with DAPI. Quantification
was carried out with a Cellomics Array Scan device (ThermoScientific) (supported by grants
from the INCA PL 2008 and from the Re´gion Midi-Pyre´ne´es) following the manufacturer’s
instructions. Total γ H2AX levels were automatically measured for 500 cells per sample and
averaged. Two duplicates for each sample were analysed in parallel. The result of a typical
experiment is shown. Note the decrease in the averaged γ H2AX levels in cells transfected with
the two Tip60 siRNAs 1 h and 6 h following IR. C1 and C2, two different control siRNAs; Tip1
and Tip2, two different siRNAs directed against Tip60.
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Figure S6 MRN complex specifically interacts with untagged Tip60
Nuclear extracts (250 μg) from HeLa cells or HeLa cells with HA–Tip60 were subjected to
immunoprecipitation (IP) with or without (NoAb) the anti-Tip60-DT Ab. The presence of Rad50,
Nbs1, Mre11 and Tip60 were analysed by Western blotting. The dividing lines on the gel mean
that different parts of the same gel (same exposure) have been grouped.
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Titre de la these : Etude du rôle du remodeleur de la chromatine p400 dans la 
stabilité génomique 
 
 
Resume :  
 
La chromatine, constituée par l’assemblage de protéines histones autour desquelles 
s’enroule l’ADN, est une structure dynamique qui régule des processus nucléaires tels 
que la transcription et la réparation de l’ADN. Or, quotidiennement, une cellule subit 
des dommages à l’ADN. Ceux-ci peuvent être causés soit par son environnement 
(UV, irradiations ionisantes…) soit par son propre métabolisme (radicaux libres, 
blocage des fourches de réplication,…). La persistance de ces dommages peut aboutir 
à une instabilité génomique favorisant l’apparition de cancer. Ainsi, pour contrecarrer 
ce processus, diverses réponses cellulaires sont mises en place afin de réparer les 
dommages à l’ADN et de contrôler la prolifération cellulaire. Parmi les facteurs de 
remodelage de la chromatine, l’ATPase p400 est connue pour jouer un rôle dans le 
contrôle de différents devenirs cellulaires tels que l’arrêt du cycle cellulaire, 
l’apoptose ou la sénescence, processus impliqués dans la gestion des dommages à 
l’ADN. Mon travail a donc porté sur le rôle du remodeleur de la chromatine p400 
dans la régulation de la stabilité du génome. Une partie de mes travaux a montré que 
p400 joue un rôle important dans la réparation des cassures doubles brins de l’ADN 
par recombinaison homologue (HR). J’ai pu montrer que p400 interagit avec la 
protéine Rad51, facteur clé de la HR, et qu’il est un médiateur de son recrutement 
autour des cassures. De plus, j’ai mis en évidence que p400 et Rad51 participent à la 
relaxation de la chromatine induite au niveau des cassures. La deuxième partie de mes 
travaux met en évidence que p400 contrôle le devenir cellulaire via la régulation de 
l’homéostasie des ROS (espèces réactives de l’oxygène). En effet, j’ai observé que 
p400 régule le métabolisme des ROS notamment via la régulation directe de gènes 
impliqués dans la gestion du stress oxydatif (FancA, HSP70). Ainsi, p400 maintient le 
stress oxydatif en dessous d’un seuil empêchant l’activation de la voie des dommages 
à l’ADN afin de permettre la prolifération cellulaire. L’ensemble de mes travaux a 
donc permis de montrer que p400 participe au maintien de l’intégrité génétique des 
cellules proliférantes par son rôle dans la gestion du métabolisme oxydatif intra-
cellulaire ainsi que par son intervention dans la réparation des cassures doubles brins 
de l’ADN par HR. 
 
Mots clés : Prolifération cellulaire, Réparation de l’ADN, Chromatine, 
Recombinaison homologue, p400 
 
 
