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ON THREEFOLD CANONICAL THRESHOLDS
JHENG-JIE CHEN
Abstract. We show that the set of threefold canonical thresholds
satisfies the ascending chain condition. Moreover, we derive that
threefold canonical thresholds in the interval (1
2
, 1) consists of { 1
2
+
1
n
}n≥3 ∪ {
4
5
}.
1. introduction
In higher dimensional birational geometry, it is a very natural and
important question to measure singularities of a given variety X or
more generally, to measure singularities of a given pair (X,S) which
consists of a variety and an effective divisor S in X . For example, in
minimal model program, one hopes to find a good birational model by
a sequence of divisorial contractions and flips and also one hopes to
understand the birational relations between models. The termination
of three-dimensional flips can be seen by introducing a measurement
of complexity of singularities called ”difficulty”. Since difficulty is an
non-negative integer and it is strictly decreasing after a flip, hence it
follows that termination of threefold flips.
Another example is the so-called Sarkisov Program, which try to
link two birational models such that each one is a Mori fiber space.
In [Cor95], Corti showed the existence of threefold Sarkisov program
which connects two birational Mori fiber spaces by finitely many Sark-
isov links. The key measurement is the Sarkisov degree (µ, c, e), where
canonical threshold c = ct(X,H) plays the more subtle and crucial role.
Indeed, as noted in [Cor95, p233-234] if the set of threefold canonical
thresholds satisfying the ascending chain condition (ACC), then it fol-
lows almost immediately that birational Mori fiber spaces are connected
by finitely many Sarkisov links. Hence it is natural and very interest-
ing to consider the following conjecture for canonical thresholds, which
is analogous to that of log canonical thresholds and mld (see [Kol92],
[Kol97], [MP04], [Prok08] and [Stepa11] for example).
Conjecture 1.1. The set
T cann : = {ct(X,S)| dimX = n, S is integral and effective}
satisfies ascending chain condition.
The purpose of this article is to show that the above conjecture holds
in dimension three.
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Theorem 1.2. The set T can3 satisfies ascending chain condition.
Furthermore, with more detailed studies, we show that the set T can3
is quite sparse. More precisely, we have the following:
Theorem 1.3. Considering the threefold canonical thresholds in the
interval (1
2
, 1), we have
T can3 ∩ (
1
2
, 1) = {
1
2
+
1
n
}n≥3 ∪ {
4
5
}.
We now briefly explain the idea of the proof. Suppose (X,S) is a
pair and let pi : X˜ → X be a log-resolution. We have
KX˜ =Q pi
∗KX +
∑
aiEi,
and
pi∗S =Q SX˜ +
∑
miEi,
where SX˜ is the proper transform of S. The canonical threshold, de-
noted ct(X,S) is defined as
ct(X,S) = sup{λ|(X, λS) is canonical } = min{
ai
mi
}.
It is easy to see that the canonical threshold is independent of resolu-
tion.
By blowing up along a curve not contained in singular sets of S and
X , it is also easy to see that ct(X,S) ≤ 1 by definition. The following
is a well-known fact (see e.g. [Cor95]).
Proposition 1.4. Given a pair (X,S) of a Q-factorial terminal three-
fold X and an integral Weil divisor S. There exists a divisorial con-
traction computes ct(X,S). More precisely, there exists a divisorial
contraction σ : Y → X with KY = σ
∗KX + aE, σ
∗S = SY +mE such
that ct(X,S) = a
m
.
Note that if σ is a divisorial contraction to a curve, then a = 1 and
hence ct ∈ ℵ : = { 1
n
}n≥1, which is clearly an ACC set. Suppose now
that ct is computed by σ for some divisorial contraction to a point
P ∈ X . Let n ∈ N be the index of P ∈ X . By abuse of notation, we
write KY = σ
∗KX+
a
n
E and σ∗S = S˜+ m
n
E, where E is the exceptional
divisor of µ and S˜ is the proper transform of S. We call a the weighted
discrepancy of σ and m the weighted multiplicity of S with respect to
σ. Now ct(X,S) = a
m
. It is then sufficient to study various constraints
of weighted discrepancy a and weighted multiplicities m.
We will use the classification of divisorial contractions to points,
due to Kawamata, Kawakita, Hayakawa and some others. As a conse-
quence, it is known that weighted discrepancy is bounded by 4 except
some series of weighted blow ups.
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Theorem 1.5. [Kwk01, Kwk05] Let σ : Y → X ∋ P be a divisorial
contraction to a point P ∈ X. If the weighted discrepancy a > 4, then
one of the following holds:
(1) P ∈ X is a smooth point and σ : Y → X is a weighted blow up;
(2) P ∈ X is a cA, cA/n, cD or cD/2 point and σ : Y → X is a
weighted blow up satisfying some extra conditions.
Note that if σ is a divisorial contraction to a point with weighted
discrepancy ≤ 4, then ct ∈ ℵ4 : = {
q
n
}q≤4,n≥1, which is clearly an ACC
set. Therefore, it is sufficient to consider the set of canonical thresholds
that are computed by divisorial contractions to points with weighted
discrepancies ≥ 5. According to the types of the center P ∈ X , we
introduce
T can3,∗ =

ct(X,S)
∣∣∣∣∣
ct(X,S) is computed by σ : Y → X ∋ P
with weighted discrepancy ≥ 5
over a point P of type ∗

 ,
where the type ∗ could be sm, (resp. cA, cA/n, cD, cD/2) if P ∈ X is
a smooth point (resp. singular point of type cA, cA/n, cD or cD/2).
The classification of divisorial contractions then implies the following
decomposition of sets:
T can3 = ℵ4 ∪ T
can
3,sm ∪ T
can
3,cA ∪ T
can
3,cA/n ∪ T
can
3,cD ∪ T
can
3,cD/2. †
For each divisorial contraction σ : Y → X ∋ P with weighted dis-
crepancy ≥ 5, not only there exists explicit description of singulari-
ties P ∈ X (if P in singular) but also σ is known to be a weighted
blow up with certain weights w. Let a,m be its weighted discrepancy
and weighted multiplicity respectively. Consider now another weighted
blow up σ′ : Y ′ → X ∋ P with another weights w′ such that the
exceptional divisor E ′ is reduced and irreducible. Let a′, m′ be its
weighted discrepancy and weighted multiplicity respectively. Since E ′
corresponds to a valuation, then one has a
′
m′
≥ a
m
= ct(X,S). Sup-
pose also that w′  µw for some µ > 0, then m′ ≥ µm. Roughly
speaking, these two inequalities provide estimation of a given ct. With
careful choices of weights w′ and studies of each divisorial contractions
to points, we are able to conclude that T can3,∗ satisfies ACC and its in-
tersection with the interval (1
2
, 1) is contained in {1
2
+ 1
n
}n≥3, and hence
the main theorems follow.
The article is organized as follows. In section 2, we fix some no-
tations. We study the cases over smooth point, cA, cA/2, cD, cD/2
respectively in section 3-7 respectively. The main theorem then follows
from the studies of these cases. In the last section 8, we list a few related
questions that could be interesting topics for further investigation.
Acknowledgement. The author was partially supported by NCTS
and MOST of Taiwan. He expresses his gratitude to Professor Jungkai
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2. Notations and Conventions.
We always work over complex number C.
It is known that a threefold terminal singularity P ∈ X is an iso-
lated singularity which is a cDV quotient. That is, P ∈ X is locally
isomorphic to (ϕ = 0) ⊂ C4/ 1
n
(b1, b2, b3, b4), where ϕ is a semi-invariant
having isolated compound Du Val singularity at the origin. Detailed
classification can be found in [Mori85, YPG] and [KM92], for example.
A Weil divisor S is then locally given by (f = 0) ⊂ C4/ 1
n
(b1, b2, b3, b4)
for some semi-invariant f .
On X := C4/ 1
n
(b1, b2, b3, b4), one can consider weighted blow ups
σw : Y → X with admissible weights w =
1
n
(k1, k2, k3, k4). The weights
w is said to be admissible if for all i, ki > 0 and ki ≡ abi (mod n) for
some integer a. Fix the local embedding of X into X and let Y be the
proper transform of X in Y , then by abuse of the notation, we also call
the induced map σw : Y → X the weighted blow up with weights w.
For any monomial m = xi1yi2zi3ui4, we define the weight of m,
w(m) =
4∑
j=1
ijkj
n
.
Let h =
∑
ai1i2i3i4x
i1yi2zi3ui4 be a non-zero semi-invariant polynomial.
Then we define
w(h) := min{ w(m) | m ∈ h}.
Let hw denote the homogeneous part with minimal weights (with re-
spect to w). Then we can write
h = hw + terms of higher weights.
The extended Newton diagram Γ+(h) is defined to be the convex
hull in R4 of the set
{(i1, i2, i3, i4) + R
4
≥0 | ai1i2i3i4 6= 0 }.
We consider now a pair (X,S) locally embedded into X . Let ϕ be the
defining equation of X and f be the defining equation of S. Suppose
that the exceptional divisor E of the weighted blow up σw : Y → X is
irreducible. Then one has
KY = σ
∗
wKX +
a
n
E, SY = σ
∗
wS −
m
n
E,
where
a
n
= (
4∑
i=1
ki
n
)− w(ϕ)− 1,
m
n
= w(f).
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The number a is called the weighted discrepancy with respect to w and
the number m is called the weighted multiplicity with respect to w.
There are a few cases that we need to consider local embedding of
(X ∋ P ) into C5 defined by ϕ1 = ϕ2 = 0 ⊂ C
5/ 1
n
(b1, b2, b3, b4, b5).
In this situation, the previous discussion can be carried over naturally,
while the weighted discrepancy a is computed by a
n
=
∑5
j=1
kj
n
−w(ϕ)−
w(ϕ2)− 1.
We now compare two different weights. Given two weights w =
1
n
(k1, ..., k4) and w
′ = 1
n′
(k′1, .., k
′
4), we say that
w′  µw if k′i ≥ µki for all i.
We are particularly interested in comparing the weights computing
canonical threshold and its “approximations”. Given a pair (X,S)
such that the canonical threshold is computed by weighted blow up
with weights w. Let a,m be its weighted discrepancy and weighted
multiplicities respectively. Then ct(X,S) = a
m
. Suppose now that
there is another weights w′ such that the exceptional divisor of the
weighted blow up is irreducible. Let a′, m′ be its weighted discrepancy
and weighted multiplicities respectively. Then we have a
m
= ct ≤ a
′
m′
.
Therefore, since m′ is an integer,
(1) m′ ≤ ⌊
a′
a
m⌋ ≤
a′
a
m
On the other hand, suppose furthermore that w′  µw, then
(2) m′ ≥ ⌈µm⌉ ≥ µm
These two very elementary inequalities play pivotal roles in our argu-
ments.
3. canonical thresholds in T can3,sm
The purpose of this section is to study T can3,sm. First recall the following
two results of Stepanov:
Proposition 3.1. [Stepa11] The set T can3,sm satisfies ascending chain
condition.
Proposition 3.2. [Stepa11] Let S ⊂ C3 be a Brieskorn singularity of
the form xa + yb + zc = 0 with 2 ≤ a ≤ b ≤ c. Then ct(C3, S) = 1
a
+ 1
b
if c ≥ lcm(a, b).
Therefore, it suffices to show that T can3,sm∩(
1
2
, 1) ⊆ {1
2
+ 1
n
}n≥3. Suppose
first that ct(X,S) ∈ T can3,sm is computed by σw : Y → X ∋ P which is
a weighted blow up over a smooth point P of weights w = (1, a, b),
where (a, b) = 1 are relatively prime and 1 ≤ a < b. The weighted
discrepancy is a+ b. Let m be the weighted multiplicity of (X,S) with
respect to σw, then we have ct(X,S) =
a+b
m
.
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Proposition 3.3. Keep the notations as above and suppose further-
more that a+ b ∤ m. The following statements holds
(1) We have m ≥ ab and ct = a+b
m
≤ 1
a
+ 1
b
.
(2) If m = ab, then ct = 1
a
+ 1
b
.
(3) m 6= ab+ 1.
Proof. Note that there are positive integers s, t such that
at = bs + 1.
Let s¯ := a− s and t¯ := b− t. Then we also have
at¯ = bs¯− 1.
We thus define w1 = (1, s, t), w2 = (1, s¯, t¯) and let m1, m2 be their
weighted multiplicities respectively. Note that the weighted discrepan-
cies of σwi are s + t and s¯ + t¯ respectively. Notice also that w1 
s
a
w
and w2 
t¯
b
w. Now it follows from Inequality (1), (2) that
⌊
s+ t
a + b
m⌋ + ⌊
s¯+ t¯
a + b
m⌋ ≥ m1 +m2 ≥ ⌈
s
a
m⌉ + ⌈
t¯
b
m⌉.
First suppose that m < ab. Since
s
a
+
t¯
b
=
s
a
+
s¯
a
−
1
ab
= 1−
1
ab
,
it follows that
⌈
s
a
m⌉+ ⌈
t¯
b
m⌉ ≥ ⌈
s
a
m+
t¯
b
m⌉ = ⌈m−
m
ab
⌉ = m.
On the other hand, since s+t
a+b
m+ s¯+t¯
a+b
m = m, one has that
⌊
s+ t
a + b
m⌋ + ⌊
s¯+ t¯
a + b
m⌋ =
{
m− 1 if s+t
a+b
m 6∈ Z;
m if s+t
a+b
m ∈ Z.
Notice that (a + b, s + t) = 1 are relatively prime. Hence s+t
a+b
m ∈ Z
if and only if a+ b|m. We thus conclude the statement (1).
It remains to show (3). If m = ab+ 1, one can easily compute that
⌈
s
a
m⌉+ ⌈
t¯
b
m⌉ = ⌈
s
a
(ab+ 1)⌉+ ⌈
t¯
b
(ab+ 1)⌉ = ab+ 1.
Since (a+b, ab+1) = 1, then s+t
a+b
m 6∈ Z, which leads to a contradiction.

Proposition 3.4. T can3,sm ∩ (
1
2
, 1) = {1
2
+ 1
t
}t≥3.
Proof. For every integer t > 2, we consider the Brieskorn singularity
x2 + yt + zc = 0 where c is an integer ≥ lcm(2, t). It has canonical
threshold 1
2
+ 1
t
by Proposition 3.2.
On the other hand, suppose that ct is computed by a weighted blow
up with weights (1, a, b) with 1 ≤ a < b. Then by Proposition 3.3, 1
2
<
ct ≤ 1
a
+ 1
b
. It follows that a ≤ 3.
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Suppose first that a = 3, then b = 4, 5. Hence ct could possibly only
be 7
12
= 1
2
+ 1
12
or 8
15
= 1
2
+ 1
30
.
Suppose now that a = 2. Since 2+b
m
= ct > 1
2
, so we have m =
2b, 2b+ 2 or 2b+ 3 but not 2b+ 1 by Proposition 3.3. Note that
b+ 2
2b
=
1
2
+
1
n
,
b+ 2
2b+ 2
=
1
2
+
1
2b+ 2
,
b+ 2
2b+ 3
=
1
2
+
1
4b+ 6
.
Finally, let us assume that a = 1. We would like to compare the
weights (1, 1, b) with the weights w1 := (1, 1, b− 1). By inequality (1),
(2), we have
⌊
b
b+ 1
m⌋ ≥ ⌈
b− 1
b
m⌉. †3
Since 1
2
< b+1
m
< 1, we have ⌊ b
b+1
m⌋ = m − 2. However, if m < 2b,
then ⌈ b−1
b
m⌉ = m − 1, which is a contradiction to †3. Therefore, we
have m = 2b or 2b+ 1. So now
ct =
b+ 1
2b
=
1
2
+
1
2b
, or ct =
b+ 1
2b+ 1
=
1
2
+
1
4b+ 2
.
Therefore, we conclude that T can3,sm∩(
1
2
, 1) ⊆ {1
2
+ 1
t
}t≥3. This completes
the proof. 
4. canonical thresholds in T can3,cA
In this section, we consider the canonical thresholds over cA points
with the weighted discrepancies ≥ 5. By similar method, we study the
canonical threshold in the interval (1
2
, 1).
Let ct(X,S) ∈ T can3,cA be a canonical threshold realized by a divisorial
contraction σ : Y → X . Theorem 1.2(i) in [Kwk05] shows P ∈ X can
be identified with (ϕ = xy+g(z, u) = 0) in C4 and σ is a weighted blow
up of weight w = wt(x, y, z, u) = (r1, r2, a, 1) satisfying the following:
• w(g(z, u)) = r1 + r2 = ad;
• zd ∈ g(z, u) and hence w(g(z, u)) = w(zd);
• gcd(r1, a) = gcd(r2, a) = 1.
Suppose that S is defined by f = 0 locally, then ct(X,S) = a
m
, where
m = w(f).
Lemma 4.1. Keep the notation as above. Suppose that there is another
weights w′ = (r′1, r
′
2, a
′, 1) satisfying r′1 + r
′
2 = a
′d and a′ < a. Let σ′ :
Y ′ → X be the weighted blow up with weights w′. Then the exceptional
divisor of σ′ is irreducible.
Proof. It is convenient to consider truncated weights v = (a, 1) and
v′ = (a′, 1) on {z, u}. Note that w(ϕ) = v(g) = ad. Since v′  a
′
a
v, one
has
v′(g) ≥
a′
a
v(g) = a′d,
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and hence w′(ϕ) = a′d. Note that v(zjuk) = a
′
a
v′(zjuk) if and only
if k = 0. Therefore, the exceptional set of σ′ is an irreducible divisor
which is defined by ϕw
′
= xy + zd. 
Following [Chen15, Section 4, Case Ib], there exist positive integers
a1, a2, s
∗
1, s
∗
2 such that 1 + a1r1 = s
∗
1a, 1 + a2r2 = s
∗
2a with a1 + a2 = a.
We consider
w1 = (r1 − a2d+ s
∗
2, r2 − s
∗
2, a1, 1);
w2 = (r1 − s
∗
1, r2 − a1d+ s
∗
1, a2, 1).
Note that w1 
r2−s∗2
r2
w and w2 
r1−s∗1
r1
w. Let mi = wi(f) for i = 1, 2.
By Lemma 4.1 and the inequality (1), (2), we see that
⌊
a1
a
m⌋ ≥ m1 ≥ ⌈
r2 − s
∗
2
r2
m⌉;
⌊
a2
a
m⌋ ≥ m2 ≥ ⌈
r1 − s
∗
1
r1
m⌉.
Since (a, ai) = 1, one can have the following similar conclusion.
Proposition 4.2. Suppose that ct(X,S) = a
m
is realized over a cA
point P ∈ X. Suppose furthermore that a ∤ m. Then m ≥ r1r2
d
and
hence a
m
≤ 1
r1
+ 1
r2
.
Proof. Since a1 + a2 = a, one has
⌊
a1
a
m⌋ + ⌊
a2
a
m⌋ =
{
m− 1 if a1
a
m 6∈ Z;
m if a1
a
m ∈ Z.
Now the assumption a ∤ m together with (a, a1) = 1 show that it is
m− 1.
Suppose on the contrary that m < r1r2
d
. Note also that
r2s
∗
1a + r1s
∗
2a = r2 + a1r1r2 + r1 + a2r1r2 = ad+ ar1r2.
It follows that
⌈
r2 − s
∗
2
r2
m⌉ + ⌈
r1 − s
∗
1
r1
m⌉ ≥ ⌈
r2 − s
∗
2
r2
m+
r1 − s
∗
1
r1
m⌉
= ⌈(2−
r2s
∗
1 + r1s
∗
2
r1r2
)m⌉ = ⌈m−
m0d
r1r2
⌉ = m,
which is a contradiction. 
We will need the following easy observation.
Lemma 4.3. Keep the notation as above. The following holds.
(1) If z or u ∈ f , then ct ≥ 1.
(2) If P ∈ X admits a weighted blow up of weights (s1, s2, 1, 1) such
that s1, s2 ≥ 2 and s1 + s2 = d, then ct 6∈ (
1
2
, 1).
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Proof. If z (resp. u ∈ f) then m = w(f) ≤ w(z) = a (resp. w(u) = 1)
and hence ct = a
m
≥ 1.
Suppose that ct ∈ (1
2
, 1). Consider the weighted blow up of weights
w′ := (s1, s2, 1, 1) such that s1, s2 ≥ 2. Let m
′ := w′(f) be the weighted
multiplicity. Note also that weighted discrepancy a′ = 1 in this situa-
tion. Inequality (1) gives m′ ≤ m
a
= 1
ct
< 2. Hence either z or u ∈ f , a
contradiction. 
Proposition 4.4. Suppose that ct ∈ T can3,cA ∩ (
1
2
, 1). Then ct = 1
2
+ 1
t
for some positive integer t ≥ 3.
Proof. Suppose that ct = a
m
∈ (1
2
, 1) and a ≥ 5. Note that a ∤ m.
Without loss of generality, we assume r1 ≤ r2. Suppose first that d ≥
4, then we consider weighted blow up with weights w′ = (d− 2, 2, 1, 1).
One reaches a contradiction by Lemma 4.3.
Suppose next the d = 3, we consider w′ = (1, 2, 1, 1). Then m′ = 1
and Lemma 4.3 implies that x ∈ f . Hence m = w(f) ≤ w(x) = r1.
By Proposition 4.2, one has 3 = d ≥ r2 ≥ r1. Hence ct =
a
m
≥ 5
3
, a
contradiction.
Finally let d = 2. We consider w′ = (1, 1, 1, 1). One sees x ∈ f or
y ∈ f . In particular, m ≤ max{r1, r2} = r2 and hence 2 = d ≥ r1 by
Proposition 4.2.
Suppose that r1 = 2. Proposition 4.2 implies m = r2 = ad − r1 =
2a− 2 and so
ct =
a
2a− 2
=
1
2
+
1
2a− 2
.
It remains to consider r1 = 1 (and hence r2 = 2a − 1). Take w3 =
(1, 2a − 3, a − 1, 1). Thus by Lemma 4.1 and Inequality (1), (2), we
have
⌊
a− 1
a
m⌋ ≥ m3 ≥ ⌈
2a− 3
2a− 1
m⌉.
Since 1
2
< a
m
< 1, it follows that ⌊a−1
a
m⌋ = m− 2. Also
⌈
2a− 3
2a− 1
m⌉ = ⌈m−
2
2a− 1
m⌉ =
{
m− 1 if m < 2a− 1;
m− 2 if m = 2a− 1.
Hence m = 2a− 1 and notice that
ct =
a
2a− 1
=
1
2
+
1
4a− 2
.
Therefore, T can3,cA ∩ (
1
2
, 1) ⊆ {1
2
+ 1
n
}n≥3. 
Next, we consider ascending chain condition for canonical thresholds.
It is known that T can3,sm is ACC (See [Stepa11, Lemma 2.6]). In fact, for
each type of ∗, we will use the following similar argument which is a
generalization of that in [Stepa11, Lemma 2.6].
Suppose on the contrary that T can3,∗ is not an ACC set. That is, there
is an infinite increasing sequence ct1 < ct2 < ct3 < · · · with each
canonical threshold ctk ∈ J
can
3,∗ . For each k, let ctk = ct(Xk, Sk) where
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Pk ∈ Xk is of (fixed) type ∗ and Sk is an effective Weil divisor defined
by the equation fk locally near Pk ∈ Xk.
Now, each canonical threshold ctk is computed by some divisorial
contraction σk : Yk → Xk. The classification of divisorial contraction
asserts that σk is a weighted blow up with weights wk over Pk ∈ Xk. Let
ak denote the weighted discrepancy of σk and mk = nkwk(fk) denote
the weighted multiplicity where nk is the index of Pk ∈ Xk.
Assumption A. Fix a type ∗ among cA, cA/n, cD or cD/2. For each
infinite increasing sequence {ctk} in T
can
3,∗ , we are able to find integers
i < j and an auxiliary weight wij such that:
(1) the weighted multiplicities satisfies wi(fi) ≤ wi(fj);
1
(2) niwi  njw
i
j ;
(3) the weighted blow up σij : Y
i
j → Xj with weights w
i
j over the
point Pj ∈ Xj has irreducible exceptional divisor, denoted by
Eij . Then in this situation, KY ij = σ
i∗
j KXj +
ai
nj
Eij , where ai is
the weighted discrepancy.
Proposition 4.5. Fix a type ∗ among cA, cA/n, cD or cD/2. Sup-
pose that Assumption A holds. Then T can3,∗ satisfies the ascending chain
condition.
Proof. Fix any increasing sequence {ctk} in T
can
3,∗ , and suppose that
Assumption A holds. Combining (1) with (2), we have the following:
niwi(fi) ≤ niwi(fj) ≤ njw
i
j(fj).
Moreover by (3), Eij defines a valuation on Xj and computation on E
i
j
shows that ai
njwij(fj)
≥ ct(Xj , Sj) = ctj . Then we have
cti =
ai
niwi(fi)
≥
ai
njwij(fj)
≥ ctj ,
which is the desired contradiction. 
Proposition 4.6. The Assumption A holds for cA. Hence T can3,cA satis-
fies the ascending chain condition.
Proof. Fix an infinite increasing sequence ct1 < ct2 < ct3 < · · · with
each ctk ∈ J
can
3,cA. For each k, let ctk = ct(Xk, Sk) where Pk ∈ Xk is
defined by ϕk = xy + gk(z, u) and Sk is defined by fk locally.
Note that each ctk is realized by the divisorial contraction σk : Yk →
Xk. Theorem 1.2(i) in [Kwk05] implies σk is a weighted blow up of
weight wk = wt(x, y, z, u) = (rk1, rk2, ak, 1) satisfying the following:
• wk(gk(z, u)) = rk1 + rk2 = akdk;
• zdk ∈ gk(z, u) and hence wk(gk) = wk(z
dk);
1Once the type of point is fixed, the locally equations can be normalized into the
same form so that it also make sense to consider the weights wi on Xj and compare
the Newton diagrams Γ+(fi) and Γ
+(fj).
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• gcd(rk1, ak) = gcd(rk2, ak) = 1.
Passing to subsequence, we may assume both sequences {ak} and
{dk} are non-decreasing. It follows from [Stepa11, Lemma 2.5] that
we may assume the sequence of Newton polytopes {Γ+(fk)} is non-
increasing.
We pick any i < j. Then we consider (Xi, Si) and (Xj, Sj) and
weights wi = (ri1, ri2, ai, 1), wj = (rj1, rj2, aj , 1). We will consider the
auxiliary weight wij = (ri1, aidj − ri1, ai, 1). Clearly, wi  w
i
j. Also,
since Γ+(fi) ⊇ Γ
+(fj), one has wi(fi) ≤ wi(fj). Note that wi(fj) is
well-defined since Pi ∈ Xi has index one.
It remains to check the last condition of the Assumption A. Take the
weighted blow up with weights wij over Xj ∋ Pj. By Lemma 4.1, its
exceptional divisor is irreducible and the weighted discrepancy is ai.
Therefore the Assumption A and hence ACC holds by Proposition
4.5. 
5. canonical thresholds in T can3,cA/n
In this section, we consider the canonical thresholds over cA/n points
with the weighted discrepancies ≥ 5.
To investigate the canonical threshold in T can3,cA/n, let the canonical
threshold ct = ctP (X,S) be computed by a weighted blow up σ : Y →
X over a cA/n point P ∈ X . Theorem 1.2(i) in [Kwk05] shows that
P ∈ X can be identified with (ϕ : xy+ g(z, u) = 0) in C4/ 1
n
(1,−1, b, 0)
and σ is a weighted blow up of weight w = wt(x, y, z, u) = 1
n
(r1, r2, a, n)
satisfying the following:
• nw(ϕ) = r1 + r2 = adn.
• zdn ∈ g(zn, u).
• a ≡ br1 (mod n).
The same proof as in Lemma 4.1 yields the following:
Lemma 5.1. Keep the notation as above. Suppose that there is another
weights w′ = 1
n
(r′1, r
′
2, a
′, 1) satisfying r′1 + r
′
2 = a
′dn, a′ ≡ br′1 (mod n),
and a′ < a. Let σ′ : Y ′ → X be the weighted blow up with weights w′.
Then the exceptional divisor of σ′ is irreducible.
We then keep notations as in [Chen14, 3.5] and put s1 :=
a−br1
n
and
s2 :=
a+br2
n
. Note that si is relatively prime to ri, i = 1, 2 and we have
the following: 

a = br1 + ns1;
1 = q1r1 + s
∗
1s1;
a = −br2 + ns2;
1 = q2r2 + s
∗
2s2
for some 0 ≤ s∗i < ri and some qi. We set
δ1 := −nq1 + bs
∗
1, δ2 := −nq2 − bs
∗
2.
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It follows that {
δ1r1 + n = as
∗
1,
δ2r2 + n = as
∗
2,
and either δ1 > 0 or δ2 > 0.
Proposition 5.2. Suppose that ct = a
m
is realized over a cA/n point
P ∈ X. Suppose furthermore a ∤ m. Then m ≥ r1r2
dn2
.
Proof. Without loss of generality, we assume that δ1 > 0. We consider
w1 :=
1
n
(r1−s
∗
1, r2−δ1dn+s
∗
1, a−δ1, n) and w2 :=
1
n
(s∗1, δ1dn−s
∗
1, δ1, n).
Note that w1 
r1−s∗1
r1
w and w2 
δ1dn−s∗1
r2
w. Lemma 5.1 and Inequality
(1), (2) give
⌊
a− δ1
a
m⌋ ≥ m1 ≥ ⌈
r1 − s
∗
1
r1
m⌉; and ⌊
δ1
a
m⌋ ≥ m2 ≥ ⌈
δ1dn− s
∗
1
r2
m⌉.
Since b and n are coprime and a ∤ m where m is an integral combi-
nation of r1, r2, a, n, one has that a ∤ δ1m. One sees that
⌊
a− δ1
a
m⌋ + ⌊
δ1
a
m⌋ = m− 1.
If m < r1r2
dn2
, it follows that
⌈
r1 − s
∗
1
r1
m⌉ + ⌈
δ1dn− s
∗
1
r2
m⌉ ≥ ⌈
r1 − s
∗
1
r1
m+
δ1dn− s
∗
1
r2
m⌉
= ⌈
r1r2 − s
∗
1(adn) + r1δ1dn
r1r2
m⌉ = ⌈
r1r2 − dn
2
r1r2
m⌉ = m,
which is a contradiction. 
Similar to Lemma 4.3, we have the following easy observation.
Lemma 5.3. Keep the notation as above. Then the following holds.
(1) If z or u ∈ f , then ct ≥ 1.
(2) If P ∈ X admits a weighted blow up of weights 1
n
(s1, s2, 1, n)
such that s1, s2 ≥ 2 and s1+s2 = dn and 1 ≡ s1b (mod n), then
ct 6∈ (1
2
, 1).
Proposition 5.4. Suppose that ct ∈ T can3,cAn ∩ (
1
2
, 1). Then ct = 1
2
+ 1
t
for some integer t > 2.
Proof of Proposition 5.4. Suppose that ct = a
m
∈ (1
2
, 1) and a ≥ 5.
Note that a ∤ m.
Claim 5.5. b ≡ ±1 (mod n), d =
{
1, if n > 2;
1 or 2, if n = 2.
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Suppose that b 6≡ ±1 (mod n). Let b∗ be the positive integer such
that bb∗ ≡ 1 (mod n). Then the weights 1
n
(b∗, dn − b∗, 1, n) has the
property that b∗ ≥ 2 and dn− b∗ ≥ 2. By Lemma 5.3, ct 6∈ (1
2
, 1).
We thus may assume that b = 1, by symmetry, from now on. Suppose
now that either n ≥ 3, d ≥ 2 or n = 2, d ≥ 3. We have dn − n ≥ 3.
We consider the weights 1
n
(n + 1, dn− n− 1, 1, n) and by Lemma 5.3,
ct 6∈ (1
2
, 1). This verifies the claim.
Claim 5.6. x ∈ f (resp. x or y ∈ f ) if dn > 2 (resp. if n = 2, d = 1).
Since b = 1, we consider the weights w′ := 1
n
(1, dn − 1, 1, n). The
inequality 1
2
< ct ≤ 1
m′
yields weighted multiplicity m′ := nw′(f) = 1.
Hence x ∈ f if dn− 1 > 1. If dn− 1 = 1, then either x or y ∈ f .
Claim 5.7. n = 2.
Suppose that n ≥ 3. We consider the weights w3 :=
1
n
(n + 3, 2n −
3, 3, n). The inequality 1
2
< a
m
≤ 3
m3
yields weighted multiplicity m3 :=
nw3(f) ≤ 5. By Lemma 5.3, z, u 6∈ f , hence the only monomial m with
possibly nw3(m) ≤ 5 is y. Therefore, y ∈ f . Now both x, y ∈ f , which
is a contradiction because f is a semi-invariant.
Claim 5.8. d = 1.
Suppose now that d = 2. Then x ∈ f by Claim 5.6. One has
weighted multiplicity m := 2w(f) ≤ 2w(x) = r1. We next consider
w′1 =
1
2
(3, 1, 1, 2). Similar argument shows that m′1 := 2w
′
1(f) = 1 and
y ∈ f . One sees that m = 2w(f) ≤ 2w(y) = r2. For all i = 1, 2,
r1r2
8
=
r1r2
dn2
≤ m ≤ ri.
We have r1, r2 ≤ 8. Since adn = r1 + r2, one sees a ≤ 4. This
contradicts to a ≥ 5. This verifies the claim.
We thus assume that n = 2, d = 1 from now on. We have either x ∈ f
or y ∈ f . Without loss of generality, we may assume that r1 ≤ r2 and
y ∈ f . We have
r1r2
4
=
r1r2
dn2
≤ m ≤ r2,
which implies that r1 ≤ 4 (and hence r2 = 2a− r1 > r1).
Recall that a ≡ br1 ≡ r1 (mod 2). Since y ∈ f , we see a ≡ r1 ≡
r2 ≡ m (mod 2). We next consider the weighted blow up of weights
wa−2 =
1
2
(r1, r2 − 4, a − 2, 2) and denote by ma−2 := 2wa−2(f) the
weighted multiplicity.
Claim 5.9. If r1 ≤ 3 and m < r2, then
3r2
4
≤ m ≤ 3a
2
.
By Lemma 5.1 and Inequality (1), (2), we have
⌊
a− 2
a
m⌋ ≥ ma−2 ≥ ⌈
r2 − 4
r2
m⌉.
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This is equivalent to ⌊4m
r2
⌋ ≥ ⌈2m
a
⌉.
Recall that a < m < 2a since 1
2
< ct < 1. Hence ⌈2m
a
⌉ ≥ 3. On the
other hand, ⌊4m
r2
⌋ ≤ 3 since m < r2. It follows that 3 = ⌊
4m
r2
⌋ = ⌈2m
a
⌉
and hence the Claim.
Claim 5.10. If r1 ≤ 3, then ma−2 = r2 − 4.
Since y ∈ f , we see ma−2 = 2wa−2(f) ≤ 2wa−2(y) = r2 − 4. Suppose
on the contrary that ma−2 < r2 − 4. Let m = x
l1zl3ul4 ∈ f with
2wa−2(m) = ma−2. Recall that w =
1
2
(r1, r2, a, 2), so one has ma−2 =
2wa−2(m) ≥
2(a−2)
a
w(m) ≥ a−2
a
m. Together with a−2
ma−2
≥ ct = a
m
, it
follows that ma−2 =
a−2
a
m = m− 2m
a
, which is an integer. Let τ = 2m
a
.
Since 1
2
< ct = a
m
= 2
τ
< 1, it follows that τ = 3 and ma−2 = m − 3.
However, m ≡ a ≡ ma−2 (mod 2). This leads to a contradiction. Thus,
ma−2 = r2 − 4.
Claim 5.11. If r1 ≤ 3, then m = r2.
Suppose that r1 ≤ 3 and m < r2. Note that
a−2
a
m ≥ ma−2 = r2 − 4
yields
3a
2
≥ m ≥
a
a− 2
(r2 − 4) = 2a−
r1a
a− 2
.
It follows immediately that 2r1 ≥ 3 and hence r1 ≥ 2.
If r1 = 2, then a ≤ 6 and hence a = 6. Now m = 9, which is
impossible since m and r2 must have the same parity.
If r1 = 3, then a ≤ 7. If a = 5, then m = 7 = r2. If a = 7, then
m = 10 which is impossible by considering the parity. This completes
the proof of the Claim.
Case 1. r1 = 4. We have
r2 =
r1r2
dn2
≤ m ≤ r2.
Hence m = r2 = 2a− 4 and
ct =
a
2a− 4
=
1
2
+
1
a− 2
.
Case 2. r1 = 3.
Since a is odd, then a is either 6t+ 1, 6t+ 3 or 6t+ 5.
Subcase 2.1 a = 6t+ 1
Now w = 1
2
(3, 12t−1, 6t+1, 2). We consider w1 =
1
2
(1, 4t+1, 2t+1, 2).
From w1 
1
3
w, one sees the weighted multiplicity m1 := 2w1(f) ≥
⌈1
3
m⌉ = ⌈12t−1
3
⌉ = 4t. It follows from y ∈ f that m1 and 4t + 1 have
the same parity. In particular, m1 ≥ 4t+1. This leads a contradiction
that
4t+
6t− 1
6t+ 1
=
2t+ 1
6t+ 1
m ≥ m1 ≥ 4t+ 1.
Subcase 2.2 a = 6t+ 5
Now w = 1
2
(3, 12t+7, 6t+5, 2). We consider w2 =
1
2
(2, 8t+6, 4t+4, 2).
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One sees m2 ≥ ⌈
2
3
m⌉ = ⌈2(12t+7)
3
⌉ = 8t + 5. It follows from y ∈ f that
m2 and 8t + 6 have the same parity. In particular, m2 ≥ 8t + 6. This
leads a contradiction that
8t+ 6−
2
6t+ 5
=
4t+ 4
6t+ 5
m ≥ m2 ≥ 8t+ 6.
Subcase 2.3 a = 6t+ 3
Now m = 12t+ 3 and hence
ct =
a
m
=
2t+ 1
4t+ 1
=
1
2
+
1
4t+ 1
.
Case 3. r1 = 2.
Then
ct =
a
2a− 2
=
1
2
+
1
2a− 2
.
Case 4. r1 = 1.
Then
ct =
a
2a− 1
=
1
2
+
1
4a− 2
.
This completes the proof of Proposition 5.4. 
As a generalization of Claim 5.7, we have the following.
Lemma 5.12. Suppose that ct ∈ T can3,cA/n ∩
(
1
k
, 1
k−1
)
where k ≥ 2 is a
positive integer. Then n ≤ 3k.
Proof. Fix ct = a
m
∈ T can3,cA/n ∩
(
1
k
, 1
k−1
)
. Suppose on the contrary that
n > 3k. Consider the weights w = 1
n
(r1, r2, a, n) and w3 =
1
n
(s′1, s
′
2, 3, n)
satisfying r1 + r2 = adn, s
′
1 + s
′
2 = 3dn, min{s
′
1, s
′
2} > n and a ≡ br1
(mod n) and 3 ≡ bs′1 (mod n). Denote by m3 := nw3(f) the weighted
multiplicity. Note that exceptional set of the weighted blow up of
weights w3 is an irreducible divisor (cf. Lemma 5.1). It follows that
3
m3
≥ ct > 1
k
. The condition
min{s′1, s
′
2} > n > 3k > m3
implies that there exists zl ∈ f with l ≤ k− 1 such that m3 = nw3(z
l).
This implies in particular that,
a(k − 1) ≥ al = nw(zl) ≥ nw(f) = m,
which is a contradiction to 1
k−1
> ct = a
m
. 
Proposition 5.13. The Assumption A holds for cA/n. Hence T can3,cA/n
satisfies the ascending chain condition.
Proof. Suppose that there is an infinite increasing sequence ct1 < ct2 <
ct3 < · · · with each ctk ∈ T
can
3,cAn. For each k, let ctk = ct(Xk, Sk) where
Pk ∈ Xk is defined by the equation xy + gk(z, u) = 0/
1
nk
(bk,−bk, 1, nk)
and Sk is defined by {fk = 0}/
1
nk
(b,−b, 1, nk) locally near Pk ∈ Xk.
Now, each ctk is realized by a weighted blow up σk : Yk → Xk with
weights wk = wt(x, y, z, u) =
1
nk
(rk1, rk2, ak, 1) satisfying the following:
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• nkwk(gk(z, u)) = akdknk = rk1 + rk2;
• zdknk ∈ gk(z, u) with wk(gk(z, u)) = wk(z
dknk);
• ak ≡ bkrk1 (mod nk).
By Lemma 5.12 and passing to a subsequence, we may assume that
for all k, nk = n and bk = b for some integers b and n. In particular, fj
is semi-invariant under the weights wi for all i < j. By using the same
argument as in Proposition 4.6 and taking wij =
1
n
(ri1, aidjn−ri1, ai, n),
we see the Assumption A holds, and hence the statement follows. 
6. canonical thresholds in T can3,cD
In this section, we consider the canonical thresholds over cD points
with the weighted discrepancies ≥ 5.
Proposition 6.1. We have T can3,cD ∩ (
1
2
, 1) = ∅.
Proof. Suppose on the contrary that there is a ct = ct(X,S) = a
m
∈
(1
2
, 1) with a ≥ 5. We shall reach a contradiction. Note that a ∤ m and
σ is classified by case 1 and case 2. (cf. [Kwk05, Theorem 1.2]).
Case 1. Suppose σ is a weighted blow up σ : Y → X with weights w =
wt(x, y, z, u) = (r + 1, r, a, 1) with center P ∈ X by the identification:
(P ∈ X) ≃ (ϕ : x2+xq(z, u)+ y2u+λyz2+µz3+ p(y, z, u) = 0) ⊂ C4,
where
• 2r + 1 = ad where d ≥ 3 and a is odd;
• w(ϕ) = w(y2u) = 2r + 1; furthermore, w(xq(z, u)) = 2r + 1 if
q(z, u) 6= 0.
• zd ∈ ϕ with w(zd) = w(ϕ). (See e.g. [Chen15, Case Ic]).
Similarly, we have the following:
Lemma 6.2. Keep the notation as above. Suppose that there is another
weights w′ = (r′ + 1, r′, a′, 1) satisfying 2r′ + 1 = a′d and a′ < a.
Let σ′ : Y ′ → X be the weighted blow up with weights w′. Then the
exceptional divisor of σ′ is irreducible.
Proof. As in Lemma 4.1, it is convenient to consider truncated weights
v = (a, 1) and v′ = (a′, 1) on {z, u}. We have v′  a
′
a
v. Also, v′(zjuk) =
a′
a
v(zjuk) if and only if k = 0.
For any m ∈ q(z, u), w(xm) ≥ 2r + 1 implies that w(m) ≥ r and
v′(m) ≥
a′
a
v(m) ≥
a′
a
r =
2r′ + 1
2r + 1
r > r′.
Hence w′(xq(z, u)) > 2r′ + 1.
Next we consider m = yizjuk ∈ ϕ.
For i ≥ 2, one has w′(m) ≥ 2r′ + 1 since w(m) ≥ 2r + 1. For i = 1,
w′(m) = r′+v′(zjuk) ≥ r′+
a′
a
v(zjuk) ≥ r′+
a′
a
(r+1) = 2r′+1+
(r′ − r)
2r + 1
> 2r′.
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For i = 0, w′(m) = v′(zjuk) ≥ a
′
a
v(zjuk) ≥ a
′
a
(2r + 1) = 2r′ + 1.
Therefore, w′(ϕ) = 2r′ + 1. Note that a′ ∤ r′ and thus w′(yzl) 6=
a′d = 2r′ + 1 for all integer l. It follows that ϕw
′
= y2u + zd (resp.
= y2(u+ z) + zd if a′ = 1). Hence the exceptional set is an irreducible
divisor. 
Claim 6.3. d = 3 and m ≤ r.
proof of the Claim. Let s = d−1
2
and σ′ : Y ′ → X be the weighted blow
up of weights w′ = (s + 1, s, 1, 1). It follows from Lemma 6.2 that the
exceptional set of σ′ is an irreducible divisor. By Inequality (1), one
sees the weighted multiplicity m′ = w′(f) = 1 where the Weil divisor
S is given by f = 0.
If d ≥ 5, then z ∈ f or u ∈ f , and hence m ≤ a. We reach a
contradiction that 1 > ct = a
m
≥ 1.
If d = 3, we have y ∈ f . So m ≤ w(y) = r. 
Now d = 3. We then consider the weighted blow up σ1 : Y1 → X
(resp. σ2 : Y1 → X) with weights w1 = (3, 3, 2, 1) (resp. w2 = (r−2, r−
3, a−2, 1)). Note that the defining equation of the exceptional set of σ1
contains {x2, z3} and hence the exceptional set of σ1 is irreducible. By
Lemma 6.2, the exceptional set of σ2 is irreducible (see also [Chen15,
Case Ic]).
Recall that 2r + 1 = 3a and hence
w1 
3
r + 1
w and w2 
r − 3
r
w.
It follows from Inequality (1), (2) that
⌊
2
a
m⌋ ≥ m1 ≥ ⌈
3
r + 1
m⌉ and ⌊
a− 2
a
m⌋ ≥ m2 ≥ ⌈
r − 3
r
m⌉, †6
where m1 := w1(f) and m2 := w2(f) are the weighted multiplicities.
From Claim 6.3 and assumption a ≥ 5, one sees 3m < r(r + 1). Thus
⌈
3
r + 1
m⌉ + ⌈
r − 3
r
m⌉ ≥ ⌈
3
r + 1
m+
r − 3
r
m⌉ = ⌈m−
3m
r(r + 1)
⌉ = m.
However, a is odd and a ∤ m, hence 2m
a
is not an integer. This implies
that
⌊
2
a
m⌋ + ⌊
a− 2
a
m⌋ = m− 1,
which contradicts to †6.
Case 2. Suppose σ is a weighted blow up with weights w = (r +
1, r, a, 1, r + 2) with center P ∈ X by the identification(
ϕ1 : x
2 + yt+ p(y, z, u) = 0;
ϕ2 : yu+ z
d + q(z, u)u+ t = 0
)
⊂ C5
such that
• r + 1 = ad where d ≥ 2;
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• w(ϕ1) = 2(r + 1);
• w(ϕ2) = r + 1; moreover, w(q(z, u)u) = r + 1 if q 6= 0.
Let σ1 : Y1 → X be the weighted blow up with weights w1 =
(d, d, 1, 1, d). It is easy to verify that the exceptional set is an irreducible
divisor (see also [Chen15, Case Id]). Moreover, σ1 has discrepancy 1.
One has 1
m1
≥ ct > 1
2
where m1 := w1(f). Hence m1 = 1.
By d ≥ 2, we see z ∈ f or u ∈ f . This implies m ≤ a and thus
ct ≥ 1, a contradiction.
Therefore, if ct ∈ T can3,cD then ct 6∈ (
1
2
, 1). We finish the proof of
Proposition 6.1. 
To prove the ascending chain condition for T can3,cD, we need the follow-
ing.
Lemma 6.4. Keep the notation as in case 2 above. Suppose that there
is another weights w′ = (r′ + 1, r′, a′, 1, r′ + 2) satisfying r′ + 1 = a′d
and a′ < a. Let σ′ : Y ′ → X be the weighted blow up with weights w′.
Then the exceptional divisor of σ′ is irreducible.
Proof. As in Lemma 4.1, it is convenient to consider truncated weights
v = (a, 1) and v′ = (a′, 1) on {z, u}. We have v′  a
′
a
v.
First we consider m = yizjuk ∈ p(y, z, u) in ϕ1.
For i ≥ 2, one has w′(m) ≥ 2r′ + 2 since w(m) ≥ 2r + 2. For i = 1,
w′(m) = r′+v′(zjuk) ≥ r′+
a′
a
v(zjuk) ≥ r′+
a′
a
(r+2) = 2r′+2+
r′ − r
r + 1
> 2r′+1.
For i = 0, w′(m) ≥ a
′
a
v(m) ≥ 2r′ + 2. Hence w′(ϕ1) = 2r
′ + 2.
Also for any m ∈ q(z, u)u in ϕ2,
w′(m) ≥
a′
a
v(m) ≥
a′
a
(r + 1) = r′ + 1.
One sees that ϕw
′
1 contains {x
2, yt, z2d, y2u2} and ϕw
′
2 contains {yu, z
d}.
Therefore, the exceptional set of σ′ is irreducible. 
Proposition 6.5. The Assumption A holds for cD. Hence T can3,cD sat-
isfies the ascending chain condition.
Proof. Suppose on the contrary that there is an infinite increasing se-
quence ct1 < ct2 < ct3 < · · · with each ctk ∈ T
can
3,cD. Note that each
ctk = ct(Xk, Sk) is realized by the divisorial contraction σk : Yk → Xk.
Theorem 1.2(ii) in [Kwk05] indicates that Pk ∈ Xk and σk are described
in case 1 and case 2.
Case 1. Suppose Pk ∈ Xk is defined by the equation
ϕk = x
2 + xqk(z, u) + y
2u+ λkyz
2 + µkz
3 + pk(y, z, u).
and each σk is a weighted blow up of weights wk = wt(x, y, z, u) =
(rk + 1, rk, ak, 1) satisfying the following:
• 2rk + 1 = akdk with dk ≥ 3;
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• wk(ϕk) = wk(y
2u) = 2rk + 1; furthermore, wk(xqk(z, u)) =
2rk + 1 if qk 6= 0.
• zdk ∈ ϕk with wk(z
dk) = wk(ϕk).
Passing to a subsequence, we may assume that the sequences {ak}, {dk}
are non-decreasing. It follows from [Stepa11, Lemma 2.5] that we may
assume the sequence of Newton polytopes {Γ+(fk)} is non-increasing.
We now pick some i < j such that ai < aj . Let s
i
j be an integer such
that 2sij + 1 = aidj and pick w
i
j := (s
i
j + 1, s
i
j, ai, 1). Clearly, wi  w
i
j .
Also, since Γ+(fi) ⊇ Γ
+(fj), one has wi(fi) ≤ wi(fj). By Lemma 6.2,
the Assumption A holds.
Case 2. Suppose Pk ∈ Xk is defined by the equations(
ϕk1 : x
2 + yt+ pk(y, z, u) = 0;
ϕk2 : yu+ z
dk + qk(z, u)u+ t = 0.
)
⊂ C5
and each σk is a weighted blow up of weights wk = wt(x, y, z, u) =
(rk + 1, rk, ak, 1, rk + 2) satisfying the following:
• rk + 1 = akdk with dk > 1;
• wk(ϕk1) = 2(rk + 1);
• wk(ϕk2) = rk + 1; moreover, wk(qk(z, u)u) = rk + 1 if qk 6= 0.
Passing to a subsequence, we may assume that the sequences {ak}, {dk}
are non-decreasing. By [Stepa11, Lemma 2.5], we may assume the se-
quence of Newton polytopes {Γ+(fk)} is non-increasing.
We pick some i < j such that ai < aj . Let s
i
j be the integer with
sij + 1 = aidj and take w
i
j := (s
i
j + 1, s
i
j, ai, 1, s
i
j + 2). Clearly, wi  w
i
j
and wi(fi) ≤ wi(fj). By Lemma 6.4, the Assumption A holds and this
completes the proof of the proposition. 
7. canonical thresholds in T can3,cD/2
In this section, we consider the canonical thresholds over cD/2 points
with the weighted discrepancies ≥ 5.
Proposition 7.1. We have T can3,cD/2 ∩ (
1
2
, 1) = ∅.
Proof. Suppose that there is a ct = ct(X,S) = a
m
∈ (1
2
, 1) with a ≥ 5.
Note that a ∤ m and σ is classified by two cases according to Theorem
1.2 in [Kwk05].
Case 1. Suppose σ is a weighted blow up σ : Y → X with weights
w = 1
2
(r + 2, r, a, 2) with center P ∈ X by the identification:
(ϕ : x2 + xzq(z2, u) + y2u+ λyz2α−1 + p(z2, u) = 0) ⊂ C4/
1
2
(1, 1, 1, 0)
where
• r + 1 = ad where both a and r are odd;
• w(ϕ) = w(y2u) = r + 1; furthermore, w(xzq(z2, u)) = r + 1 if
q 6= 0;
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• z2d ∈ p(z2, u). (See [Chen14, 3.1] and [CH11, Proposition 2.15
o3])
Similarly, we have the following:
Lemma 7.2. Keep the notation as above. Suppose that there is another
weights w′ = 1
2
(r′ + 2, r′, a′, 2) satisfying r′ + 1 = a′d and a′ < a.
Let σ′ : Y ′ → X be the weighted blow up with weights w′. Then the
exceptional divisor of σ′ is irreducible.
Proof. As in Lemma 4.1, it is convenient to consider truncated weights
v = 1
2
(a, 2) and v′ = 1
2
(a′, 2) on {z, u}. We have v′  a
′
a
v.
For any m ∈ q(z2, u), w(xzm) ≥ r + 1 implies that v(zm) ≥ r
2
and
v′(zm) ≥
a′
a
v(zm) ≥
r′
2
.
Hence w′(xzq(z2, u)) ≥ r′ + 1.
Now for anym = zjuk ∈ ϕ, one has w′(m) ≥ a
′
a
w(m) ≥ r′+1. Finally,
for m = yz2α−1, w(m) ≥ r + 1 implies that v(z2α−1) ≥ r+2
2
.Hence
w′(m) =
r′
2
+v′(z2α−1) ≥
r′
2
+
a′
a
v(z2α−1) ≥
r′
2
+
r′ + 1
r + 1
·
r + 2
2
>
2r′ + 1
2
.
Therefore, w′(ϕ) = r′ + 1 and ϕw
′
contains y2u, z2d. Irreducibility
then follows. 
Claim 7.3. d = 2 and m ≤ r.
Let s = d − 1 and σ′ : Y ′ → X be the weighted blow up of weights
1
2
(s + 2, s, 1, 2). It follows from Lemma 7.2 that σ′ has irreducible
exceptional divisor. Then, exactly the same argument as Claim 6.3
works.
We then consider weighted blow ups with weights w1 =
1
2
(4, 4, 2, 2)
and w2 =
1
2
(r−2, r−4, a−2, 2). By Lemma 7.2 and by straightforward
computation, one sees that both has irreducible exceptional divisors
(see [Chen14, 3.2]).
From the equation r + 1 = ad = 2a, it is clear that
w1 
4
r + 2
w and w2 
r − 4
r
w.
It follows from Inequality (1), (2) that
⌊
2
a
m⌋ ≥ m1 ≥ ⌈
4
r + 2
m⌉ and ⌊
a− 2
a
m⌋ ≥ m2 ≥ ⌈
r − 4
r
m⌉, †7
where m1 := 2w1(f) and m2 := 2w2(f) are the weighted multiplicities.
Since r + 1 = 2a ≥ 10 and m ≤ r, one sees that 8m < r(r + 2). Thus
⌈
4
r + 2
m⌉ + ⌈
r − 4
r
m⌉ ≥ ⌈
4
r + 2
m+
r − 4
r
m⌉ = ⌈m−
8m
r(r + 2)
⌉ = m.
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Since a is odd and a ∤ m, 2m
a
is not an integer. Therefore,
⌊
2
a
m⌋ + ⌊
a− 2
a
m⌋ = m− 1,
which contradicts to †7.
Case 2. Suppose σ is a weighted blow up with weights w = 1
2
(r +
2, r, a, 2, r + 4) with center P ∈ X by the identification:(
ϕ1 := x
2 + yt+ p(z2, u) = 0
ϕ2 := yu+ z
d + q(z2, u)zu+ t = 0
)
in C5x,y,z,u,t/
1
2
(1, 1, 1, 0, 1)
such that
• r + 2 = ad where d is a positive integer;
• w(ϕ1) = r + 2;
• w(ϕ2) =
r+2
2
; moreover, w(q(z2, u)zu) = r+2
2
if q(z2, u) 6= 0.
We consider the weighted blow up with weights w′ = 1
2
(2d+ 1, 2d+
1, 1, 2, 2d+1). It has irreducible exceptional divisor (see also [Chen14,
3.2]). One sees the weighted multiplicity m′ := 2w′(f) = 1 by 1
m′
≥
ct > 1
2
. We see z ∈ f . This implies m ≤ a and thus ct ≥ 1, a
contradiction. 
We need the following.
Lemma 7.4. Keep the notation as in case 2 above. Suppose that there
is another weights w′ = 1
2
(r′ + 2, r′, a′, 2, r′ + 4) satisfying r′ + 2 = a′d
and a′ < a. Let σ′ : Y ′ → X be the weighted blow up with weights w′.
Then the exceptional divisor of σ′ is irreducible.
Proof. As in Lemma 4.1, it is convenient to consider truncated weights
v = 1
2
(a, 1) and v′ = 1
2
(a′, 1) on {z, u}. We have v′  a
′
a
v.
It follows immediately that for m ∈ p(z2, u) in ϕ1 one has
w′(m) = v′(m) ≥
a′
a
v(m) ≥
a′
a
(r + 2) = r′ + 2,
and for m ∈ q(z2, u)zu in ϕ2, one has
w′(m) = v′(m) ≥
a′
a
v(m) ≥
a′
a
·
r + 2
2
=
r′ + 2
2
.
Hence w′(ϕ1) = r
′ + 2 and w′(ϕ2) =
r′+2
2
. One sees that ϕw
′
1 con-
tains {x2, yt, z2d} and ϕw
′
2 contains {yu, z
d}. Therefore, the exceptional
divisor of σ′ is irreducible. 
Proposition 7.5. The Assumption A holds for cD/2. Hence T can3,cD/2
satisfies the ascending chain condition.
Proof. By Lemma 7.2 and 7.4, one can use almost the same proof as
Proposition 6.5. 
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8. Summary and open problems
Recall that the set T can3 of threefold canonical thresholds has a de-
composition in †:
T can3 = ℵ4 ∪ T
can
3,sm ∪ T
can
3,cA ∪ T
can
3,cA/n ∪ T
can
3,cD ∪ T
can
3,cD/2,
where
ℵ4 = {
q
n
| q and n are positive integers with q ≤ 4}
is an ACC set. By [Stepa11, Lemma 2.6], Propositions 4.6, 5.13, 6.5,
7.5 and Theorem 1.5, we obtain Theorem 1.2. Also, it is easy to verify
that
ℵ4 ∩ (
1
2
, 1) ⊆ {
1
2
+
1
n
}n≥3 ∪ {
4
5
}.
It follows from [Prok08, Example 3.11] that ctP (X,S) =
4
5
∈ ℵ4∩(
1
2
, 1)
when P ∈ X is of type cA1 given by xy+x
7+ z2+u3 = 0 and S is the
Weil divisor y = 0. By Propositions 3.4, 4.4, 5.4, 6.1, 7.1 and Theorem
1.5, we derive Theorem 1.3.
From our studies, it seems natural to consider the following problems.
Question 8.1. For every positive integer k, is it true that
T can3 ∩ (
1
k
,
1
k − 1
) = {
1
k
+
1
n
}n∈N>k(k−1) ∪ (ℵ4 ∩ (
1
k
,
1
k − 1
))?
Recall that canonical threshold is involved in Sarkisov degree (µ, c, e),
which is used to prove the termination of Sarkisov program, it is natural
to ask the following.
Question 8.2. Can we have an effective bound on “length of Sarkisov
program” in dimension three?
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