The Euclidean distance transform of a binary image is the function that assigns to every pixel the Euclidean distance to the background. The Euclidean feature transform is the function that assigns to every pixel the set of background pixels with this distance. We present an algorithm to compute the exact Euclidean feature transform sets in linear time. The algorithm is applicable in arbitrary dimensions.
Introduction
The concept of distance transformation was introduced in [11] . Given a binary image, the distance transform dt(x) of a grid point x is the smallest distance of x to any point of the background. For many years, people have been satisfied with so-called chamfer distances, see [1] . In 1980, Danielson [5] presented two efficient algorithms that give good approximations of the Euclidean distance. The first exact Euclidean distance transform algorithms in linear time were given in [3, 2, 7] . Subsequently, other versions were invented by ourselves [9] and Maurer et al. [8] .
Feature transform is an abbreviation of nearest feature transform [10] . There are two versions. The Euclidean feature transform set FT(x) of a grid point x consists of the set of background pixels with minimal Euclidean distance to x. The simple feature transform E-mail address: w.h.hesselink@rug.nl (W.H. Hesselink) . URL: http://www.cs.rug.nl/~wim.
ft(x) just yields one element of FT(x), say the first element in some lexical ordering of the pixels.
In [6] , we presented an algorithm to compute a simple feature transform in linear time. This was a rather straightforward extension of the algorithm of [9] for the Euclidean distance transform. We used the simple feature transform to define the so-called integer medial axis (IMA), which is a kind of skeleton that can be computed in linear time. Indeed, for many purposes, the simple feature transform seems to be good enough. Yet, its use introduces a disturbing kind of nondeterminism.
The paper [4] uses feature transform sets to determine Euclidean skeletons of images. It calls the feature transform set the downstream. The algorithm of [4] to compute the (extended) downstream uses the Euclidean distance transform and a lookup table for the integral vectors of given lengths. For 2D, the number of integral vectors with a given square length n is approximately constant (the average is π ). In dimension d > 2, however, the number grows as n (d−2)/2 . It follows that the algorithm of [4] is not linear-time in higher dimensions.
In 2D, we also prefer to avoid construction and inspection of lookup tables whenever possible.
In the present paper, we develop an algorithm for the Euclidean feature transform sets as an extension of the derivation of the algorithm for the Euclidean distance transform. It is based on induction on the dimension, while the induction step requires us to develop the socalled concave Minarg algorithm.
Given a function f of two integer arguments, the Minarg problem asks to compute, as a function of y, the sets of arguments z for which f (y, z) is minimal. The concave Minarg algorithm solves this problem efficiently for the case that function f is what we call concave. Although developed to compute feature transform sets, this algorithm may well be applicable to other problem areas.
Overview. Section 2 contains the main definitions, the one-dimensional case, the reduction to the Minarg algorithm, and the analysis of concavity. Section 3 contains the derivation of the concave Minarg algorithm. Section 4 contains concluding remarks.
The general algorithm
We first set the stage for binary images in arbitrary dimension d (though usually d = 2 or 3). The grid Z d is regarded as a subset of the Euclidean vector space R d with its standard length function. For grid points x and y, the squared distance is x − y 2 = i (x i − y i ) 2 . This is always a natural number. Computation of the square root is usually superfluous.
We define an image to be a pair (A, X) where A is a rectangular box in Z d and X is a subset of A which is called the foreground. The complement B of X within A is called the background. So we have B = A \ X.
For every x ∈ A, we define the distance transform dt(x, B) as the squared minimum distance of x to any point of the background B. The feature transform set FT(x, B) of x is defined to consist of the background points y at a squared distance equal to dt(x, B). To avoid empty feature transforms and infinite distances, we add some background points to B that are far away from the box A (thus, for convenience, we allow B ⊆ A). When B is fixed, we usually suppress the argument B and simply write dt(x) and FT(x). So we have FT(x) = {y ∈ B | dt(x) = x − y 2 }.
The one-dimensional case
The aim is to compute FT(x) for all x ∈ A. The basic idea is to use induction in the dimension.
The base case has dimension d = 1. In this case, A is a grid line and we may assume that it consists of the integers x with 0 x < m for fixed m.
The algorithm consists of two scans. In FirstScan, it initializes an array ri which gets the distance to the closest right-hand background point. Since initially no background points have been observed, we use some number large > m for initialization. This effectively adds some far away background points.
w := large;
Fragment SecondScan reuses w as a memory of the previous position.
FT(x) := {w}; end end.
The only subtle point is in the first alternative where FT(x) becomes a set with two elements since the closest background points to the left and to the right are equally close. The condition ri[x] = 0 guarantees that these points differ. We include this test to implement the sets as lists without multiple occurrences.
The induction step
In the induction step, we assume that d > 1 and that algorithms to compute dt and FT in dimension d − 1 are available. We then have to compute dt and FT in dimension d. The rectangular box A is now a Cartesian product of the form A = A × [0 . . . n) where A is a rectangular box in Z d−1 and n ∈ N. The background B is a union of n slices B z × {z} with 0 z < n, where
For every p ∈ A , we shall compute FT(x) for all grid points x on the line of the grid points (p, y) with 0 y < n. So, we let p ∈ A be fixed. By the theorem of Pythagoras, the distance transform dt ((p, y) , B) of a grid point (p, y) is the minimum value of f (y, z)
Now, h(z) can be computed since it is a lower-dimensional distance transform. Let Minarg y (f ) be the set of arguments z where f (y, z) is minimal. Then the feature transform FT((p, y) , B) of (p, y) is the set of grid points (q, z) with z ∈ Minarg y (f ) and q ∈ FT(p, B z )}.
Since the lower-dimensional feature transform FT(p, B z ) can be computed by assumption, the problem is to compute the sets Minarg y (f ).
Concavity
In the next section we derive an efficient algorithm for Minarg y (f ). We do this by generalizing the problem. Function f is a numerical function of two integer arguments with one special property. It satisfies f (p, y) + f (q, z) < f (p, z) + f (q, y) whenever p < q and y < z. We call this property concavity, although we would prefer a more appropriate name. The property is verified in
Strictly speaking, we need even less, namely the following immediate consequence:
This formula implies that, for given y and z with y < z, the set of arguments p with f (p, y) f (p, z) is an initial segment. In general, the end point of this segment can be computed by binary search. In the specific case of our function f , however, the end point can be computed in constant time because of
We therefore define the separator function g by
If y < z, this function g satisfies for all p ∈ [0 . . . n):
Notice, however, that g(y, z) is not bounded to [0 . . . n).
The concave Minarg algorithm
In the remainder of the paper, we concentrate on the computation of Minarg y (f ) for a numerical function f of two natural arguments that satisfies the formulas (0) and (1). Formula (1) is not used until Section 3.2. 
Problem analysis
We 
This recurrence relation leads to a straightforward algorithm for the computation of the sets M( _ , k), which is of order O(n · k).
To get a more efficient algorithm, we use that f satisfies formula (0). Together with definition (2), this implies that function M is in some sense monotonic in its first argument:
This is proved in
For k > 0, we define a(p, k) and b(p, k) to be the minimum and maximum of M(p, k), respectively. Formula (4) now implies
Formula (4) also implies that both functions a(p, k) and b(p, k) are ascending in p. It follows that the set of arguments p with a(p, k + 1) = k is a final (possibly empty) segment of the range of p, and similarly for b(p, k + 1) = k. We therefore define the functions u and v as the starting points of these final segments:
We now have
For function v, a different calculation yields a similar result:
It follows that v(k) u(k). We claim that v(k) and u(k) cannot differ more than 1.
Since a(y, k) ∈ M(y, k), it follows from (6) and (7), that formula (3) reduces to
By induction in k, this implies that
The functions u and v thus hold the key to the computation of function M.
Algorithm design
Since (6) and (7) determine u(k) and v(k) in terms of a( _ , k), we turn to the inductive computation of a( _ , k). Since the sequence a( _ , k) is ascending, we are especially interested in the indices where it increases. Let q(k) be the number of indices where a( _ , k) increases and let t (1, k) up to t (q(k), k) be these indices, in increasing order. We also define t (0, k) = 0 and t (q(k) + 1, k) = n. Then we have
In the base case, we have q(1) = 0, and a(y, 1) = 0 for all y.
Assume that, for given k 1, we know q(k) and the numbers t (i, k), and a(t (i, k), k) for i q(k). Let us write s(i, k) = f (t (i, k), a(t (i, k), k)). Then (6) implies
One can use (11) to determine whether u(k) = 0 or to determine the greatest index j with t (j, k) < u(k), say by linear search.
Using the formulas (6), (10) , and (1), we get, for all p with t (j, k) p < t(j + 1, k), that we have p < u(k) if and only if p g (a(t (j, k), k), k) . This implies a(u(k), k) ). By the definition of a and M, this implies that f (u(k), k) < f (u(k), y) for every y < k. Therefore formula (1) with p := u(k) and z := k implies that g(y, k) < u(k) for all a(t (j, k), k), k) .
In any case, we have u(k) n by definition. We thus get (6) and (7), which imply the equivalence
Now that we have determined u(k) and v(k), we can proceed to determine q(k ) and the numbers t (i, k ) and
For y < u(k), it follows from (8) that a(y, k ) = a(y, k), so that the data remain unchanged. On the other hand, for u(k) y < n, we have a(y, k ) = k. Therefore u(k) is the last index in the sequence t ( _ , k ) before n and we have a(u(k), k ) = k. In principle, this concludes the algorithmic analysis.
Data representation
It remains to encode the algorithm presented above in such a way that we can efficiently gather the sets M(y, n) for all y. We first declare program variables to compute the data in (10) . We let q stand for q(k) and, similarly, preserve the invariants t[i] = t (i, k) for all 0 i q + 1 and
For the representation of M, we observe that (5) and (10) 
is not a singleton, we have y = t (i + 1, k) − 1 for some i q(k). Let us represent these sets by means of an array mt of sets with, for all i q, the invariant
The above analysis leads to the following algorithm that preserves these invariants: LinearSearch:
Fragment Reset handles the case u(k) = 0:
Reset:
Fragment Update determines w = u(k) − 1 and then restores the invariants:
Update: 
Concluding remarks
The algorithm for the simple feature transform presented in [6] can be obtained from the present one by removing the sets mt, and just collecting the values at [j ] . Although the present algorithm seems but a minor extension of the previous one, we had to rearrange the analysis completely to get it correct.
For applications in image processing, performance is usually a major issue. For that purpose, we decided to represent the sets mt Since array mt is only modified at index q, this representation requires no shifting of values.
We have a prototype implementation in Java that determines the feature transform sets of a 3D image of 128 × 128 × 62 voxels in 1.9 seconds on a Pentium 4 (3 GHz). The image is of blood vessels. It has 95940 voxels x for which FT(x) contains more than one point. For these voxels, the average number of elements of FT(x) is 2.2. In this case, our algorithm for the simple feature transform requires 0.365 seconds. Thus, a factor 5 is paid to represent and modify a huge number of very small sets.
