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Extensions of trivial inertial blocks
Yuanyang Zhou
Abstract
In this paper, we generalize the work of Ku¨lshammer and Puig on extensions of nilpotent blocks
to get the graded algebra structure of extensions of trivial inertial blocks with an abelian defect
group condition. This structure has a uniqueness property, which shows a way to compare different
extensions of trivial inertial blocks. By such a way, we prove Rouquier’s conjecture for trivial
inertial blocks.
1. Introduction
1.1. Throughout this paper, p is a prime number and O is a complete discrete valuation ring
with an algebraically closed residue field k of characteristic p. Let G be a finite group and let H
be a normal subgroup of G. Let b be a G-stable block of H over O, a central primitive idempotent
of the group algebra OH. The ideal OHb of OH generated by b is an algebra with the identity
element b, which is the block algebra of b. Let Q be a defect group of the block b, which is a
maximal p-subgroup of H such that BrOHQ (b) 6= 0 (see Paragraph 2.5 for Br
OH
Q ). Set G = NG(Q),
H = NH(Q) and K = (H ×H)∆(G), where ∆(G) is the diagonal subgroup of G ×G. Let b be
a block of H such that BrOHQ (b) = Br
OH
Q (b); such a block b is the Brauer correspondent of b in
H. Clearly b is G-stable. Let P be a maximal p-subgroup of G such that BrOHP (b) 6= 0. By [10,
Proposition 5.3], the intersection P ∩H is a defect group of b in H. So we assume that Q = P ∩H.
1.2. Clearly OGb is a ring extension of OHb and has an obvious G/H-graded algebra structure;
we call it an extension of the block b. Block extensions are typically Clifford-theoretic settings and
naturally arise in the local block theory. A (b, H)-Brauer pair (R, bR) consists of a p-subgroup R
and a block bR of CH(R) over k. It is well known that bR is also a block of NH(R, bR), where
NH(R, bR) denotes the stabilizer of (R, bR) under the H-conjugation action. An important idea
of the local block theory is to glue the information of such block algebras kNH(R, bR)bR to get
the information of the block b. The block algebra kNH(R, bR)bR is an extension of the block bR of
CH(R).
1.3. Ku¨lshammer and Puig characterized the block algebra kNH(R, bR)bR when the block bR of
CH(R) has the center of R as a defect group. More generally, assuming that the block b of H is
nilpotent (see [3]), in [10] they determined the algebraic structure of the extension OGb. The main
results in [10] are [10, Theorems 1.8 and 1.12], which generalize the main result in [6]. Later we
strengthened [10, Theorem 1.12] to get [21, Corollary 3.15], by which, it is not difficult to prove that
when the block b is nilpotent, there is an OK-module such that its restriction to H ×H induces
a basic Morita equivalence between OHb and OHb (see the next paragraph). On the other hand,
assuming that Q is abelian and that the index of H in G is coprime to p, Rouquier conjectures
that there is a complex C of OK-modules whose restriction to H ×H induces a splendid Rickard
equivalence between OHb and OHb (see [23, 5.2.3]). Rouquier’s conjecture implies the well known
Broue´’s conjecture.
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1.4. Any O(H × H)-module U can be identified with an (OH, OH)-bimodule and vice versa,
by the equalities x · u · y−1 = (x, y)u and (x, y) · u = xuy−1 for any x ∈ H, any y ∈ H and any
u ∈ U . In this paper we will freely use these identifications. An indecomposable O(H×H)-module
M induces a basic Morita equivalence (see [16]) between OHb and OHb if M induces a Morita
equivalence between OHb and OHb and its source modules have their O-rank prime to p; in this
case, the block b of H over O is inertial (see [20]). As the title of this paper shows, we are mainly
interested in the trivial inertial blocks, which are special cases of the inertial blocks. The block
b of H is a trivial inertial block if there is a p-permutation O(H ×H)-module inducing a Morita
equivalence between OHb and OHb.
1.5. In this paper, we characterize the G/H-graded algebra structure of the extension OGb when
P is abelian and the block b is a trivial inertial block. We find a relationship between this G/H-
graded algebra structure and Rouquier’s conjecture, and prove Rouquier’s conjecture when blocks
are trivial inertial blocks. In order to state our results precisely, we need the theory of pointed
groups in [12], which is introduced in 2.6 below for convenience. Set α = {b}. Then Gα and Hα
are pointed groups on OH. Since BrOHP (b) 6= 0, we choose a primitive idempotent i in (OH)
P
such that bi = i and such that BrOHP (i) 6= 0, where (OH)
P is the centralizer of P in OH. We
denote by γ the conjugacy class of i in (OH)P . Since P is maximal such that BrOHP (b) 6= 0, Pγ is
a defect pointed group of Gα. Similarly we take a defect pointed group Qδ of Hα. Moreover Qδ
can be chosen so that Qδ is contained in Pγ . We denote by NG(Qδ) the stabilizer of Qδ under the
G-conjugation action. Set E = NG(Qδ)/CH(Q).
1.6. Let Rε and Tζ be local pointed groups on OH. For any x ∈ G such that (Rε)
x ≤ Tζ , we
denote by ϕTR, x the group homomorphism ϕ
T
R, x : R → T, u 7→ xux
−1. We call the pair (ϕTR, x, x˙)
a (G, G˙)-homomorphism from Rε to Tζ , where we set G˙ = G/H and x˙ is the image of x in
G˙. By [10, Theorem 1.8] or [21, Theorem 3.5], we can see that local pointed groups Rε on OH
such that Qδ ≤ Rε ≤ Pγ play an important role in determining the algebra structure of block
extensions. So we define a category E(Pγ ,H,G), where the objects are local pointed groups Rε such
that Qδ ≤ Rε ≤ Pγ and, for any pair of objects Rε and Tζ , the morphisms from Rε to Tζ are (G, G˙)-
homomorphisms from Rε to Tζ ; the composition in E(Pγ , H,G) is determined by the composition of
group homomorphisms and the product in G˙. The category E(Pγ ,H,G) is the local structure of the
block extension OGb. Note that {1} is the unique local point of R on OQ for any subgroup R of P .
In the proposition below, we show that the local structure of the block extension OGb is controlled
by a finite group when P is abelian.
Proposition 1.7. Keep the notation as above and assume that P is abelian. There are a finite
group L containing P and a surjective group homomorphism π : L → E with the kernel Q such
that π(u) is the image of u in E for any u ∈ P and such that with the identification of L/Q and E
through the isomorphism L/Q ∼= E induced by π, the functor τ : E(Pγ , H,G) → E(P{1}, Q,L) mapping an
object Rε onto R{1} and a morphism (ϕ
T
R, x, x˙) onto (ϕ
T
R, x, π(x)) is an isomorphism of categories.
Moreover for another such a pair of L′ and π′, there is a group isomorphism ϕ : L → L′, unique
up to conjugation, such that π′ ◦ ϕ = π and such that ϕ(u) = u for any u ∈ P .
1.8. We denote by U the simple factor of (OH)Q determined by the point δ and by sδ the
canonical surjective homomorphism (OH)Q → U . Explicitly U is the simple factor of (OH)Q such
that sδ(δ) 6= {0}. Clearly the NG(Qδ)-conjugation stabilizes δ and thus U . For a ring R, we denote
by R∗ the multiplicative group of R. We construct the subgroup NˆG(Qδ) of the direct product
NG(Qδ)×U
∗ consisting of all elements (x, sδ(a)) such that the x- and sδ(a)-conjugations have the
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same action on U . Clearly there are injective group homomorphisms k∗ → NˆG(Qδ), λ 7→ (1, λ)
and CH(Q)→ NˆG(Qδ), x 7→ (x, sδ(x)). We identify k
∗ and CH(Q) as subgroups of NˆG(Qδ). Then
it is easily checked that k∗ is central in NˆG(Qδ), that CH(Q) is normal in NˆG(Qδ) and that the
intersection of k∗ and CH(Q) is trivial. Since any k-algebra automorphism on U is inner, the
quotient of NˆG(Qδ) by k
∗ is isomorphic to NG(Qδ). That is to say, NˆG(Qδ) is a k
∗-group with
k∗-quotient NG(Qδ) (see 2.4 below).
1.9. For an object Rε of E(Pγ ,H,G), we denote by EG, G˙(Rε) its automorphism group in E(Pγ ,H,G).
The map NG(Qδ) → EG, G˙(Qδ), x 7→ (ϕ
Q
Q,x, x˙) induces a group isomorphism NG(Qδ)/CH(Q) →
EG, G˙(Qδ), through which we identify the two groups. We set EˆG, G˙(Qδ) = NˆG(Qδ)/CH(Q). Then
the inclusion k∗ ⊂ NˆG(Qδ) induces an injective group homomorphism k
∗ → EˆG, G˙(Qδ) so that we
can identify k∗ as a subgroup of EˆG, G˙(Qδ). Moreover k
∗ is central in EˆG, G˙(Qδ) and the quotient
of EˆG, G˙(Qδ) by k
∗ is isomorphic to EG, G˙(Qδ). That is to say, EˆG, G˙(Qδ) is a k
∗-group with k∗-
quotient EG, G˙(Qδ) (see 2.4 below). We denote by Lˆ the pull-back through the homomorphism π
and the canonical homomorphism EˆG, G˙(Qδ)→ EG, G˙(Qδ). Then Lˆ is a k
∗-group with k∗-quotient
L and so is the opposite group Lˆ◦ (see 2.4).
1.10. We denote by K the inverse image of NH(Qδ)/CH(Q) in L. Clearly K is normal in L and
thus the twisted group algebra O∗Lˆ
◦ (see 2.4) has an obvious L/K-graded algebra structure. The
homomorphism π induces a group isomorphism L/K ∼= NG(Qδ)/NH(Qδ). On the other hand by
[12, Theorem 1.2], H acts on the set of all defect pointed groups of Hα. Clearly the G-conjugation
action also stabilizes this set and thus by Frattini argument, we have G = HNG(Qδ). Then
the inclusion NG(Qδ) ⊂ G induces a group isomorphism G˙ ∼= NG(Qδ)/NH(Qδ). We identify G˙,
NG(Qδ)/NH(Qδ) and L/K through the above two group isomorphisms. Then the twisted group
algebra O∗Lˆ
◦ (see 2.2) becomes a G˙-graded algebra. Since k is perfect, the inverse image of P
in Lˆ splits uniquely and thus we can identify P with a subgroup of Lˆ. The inclusion P ⊂ Lˆ
induces a P -interior algebra structure on O∗Lˆ
◦. Set (OG)γ = i(OG)i. Clearly there is a group
homomorphism P → (OG)∗γ mapping u onto ui for any u ∈ P and thus (OG)γ is a P -interior
algebra. Since H is normal in G, the algebra OGb has an obvious G˙-graded algebra structure and
so does (OG)γ . By [10, 2.14.1], OGb and (OG)γ are Morita equivalent. A full matrix algebra S
over O is a determinant one P -interior algebra if S is a P -interior algebra and the image in S of
any element of P has determinant one.
Theorem 1.11. Keep the notation as above and assume that P is abelian and that the block b of
H is a trivial inertial block. Then there is a determinant one P -interior full matrix algebra S over
O such that we have a G˙-graded P -interior algebra isomorphism (see 2.2)
1.11.1 (OG)γ ∼= S ⊗O O∗Lˆ
◦.
Moreover S has a P -stable O-basis containing the unity of S and S is unique up to P -interior
algebra isomorphisms.
Theorem 1.11 is a partial generalization of the work of Ku¨lshammer and Puig on extensions
of nilpotent blocks. It also partially generalizes [18, Theorem 4.6] on the structure of blocks for
p-solvable groups and [25, Theorem 45.11] on the structure of blocks with normal defect groups.
By Proposition 1.7, the group Lˆ in Theorem 1.11 has a uniqueness property, which shows us a way
to compare different extensions of trivial inertial blocks. By this way, we prove
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Theorem 1.12. Assume that P is abelian and that the block b of H is a trivial inertial block.
Then there is a p-permutation OK-module M such that its restriction ResKH×H(M) induces a Morita
equivalence between OHb and OHb.
This paper is divided into six sections. In Section 2 we recollect notation and terminology. In
Section 3, we introduceWatanabe isomorphism and show that when P is abelian, any automorphism
on kHb¯ induced by the u-conjugation for any u of P is inner (see Lemma 3.8), where b¯ is the image
of b through the reduction homomorphism OH → kH. In Section 4, assuming that P is abelian,
that the block b of H is inertial, that the index of H in G is a power of p and that O = k,
we extend a suitable bimodule inducing a basic Morita equivalence between kHb and kHb to a
k((H ×H)∆(P ))-module (see Proposition 4.10); moreover we prove that with a suitable choice of
the bimodule, the extended k((H ×H)∆(P ))-module is a p-permutation module when the block
b of H is a trivial inertial block (see Corollary 4.11). Lemma 3.8 is the main tool to do such an
extension. In Section 5, we consider the situation where P is abelian, the block b of H is a trivial
inertial block and the index of H in G is a power of p. In this situation, by Proposition 4.11
we prove that the block b of G is inertial (see Proposition 5.2); then we characterize the algebra
structure of the extension OGb (see Theorem 5.12), by which, we find a Dade p-subalgebra S in
the 1-component of (OG)γ . In Section 6 we prove Proposition 1.7 and Theorems 1.11 and 1.12.
2. Notation and terminology
2.1. Throughout this paper, all O-modules are O-free finitely generated; all O-algebras have
identity elements, but their subalgebras need not be unity ones. Let A be an O-algebra; we denote
by A◦ , Z(A), J(A), 1A and Aut(A) the opposite O-algebra of A , the center of A, the radical of
A, the identity element of A and the group of all O-automorphisms of A, respectively. Sometimes
we write 1 instead of 1A without confusion. Let B be an O-algebra; a homomorphism F : A → B
of O-algebras is said to be an embedding if F is injective and F(A) = F(1A)BF(1A). Let X be a
finite group, C be an X-graded algebra and Cx be the x-component of C for any x ∈ X. The tensor
product A⊗O C is an X-graded algebra with the x-component A⊗O Cx for any x ∈ X.
2.2. Let X and Y be groups with Y normal in X. An O-algebra B is a Y -interior X-algebra (see
OY -interior X-algebra in [7]) if there are group homomorphisms ϕ : Y → B∗ and ψ : X → Aut(B)
such that ϕ preserves the action ofX on Y and that ofX on B∗ and such that ψ lifts the conjugation
action of Y on B. For any x, y ∈ Y , any z ∈ Z and any a ∈ B, we write ϕ(x)aϕ(y) as xay and
ψ(z−1)(a) as az. We call B as X-interior algebras and X-algebras, respectively, when X = Y and
X = 1. Note that X-interior algebras here are the same as interior X-algebras in [12] and as
OX-interior algebras in [16]. Let B′ be another Y -interior X-algebra. The tensor product B⊗O B
′
is a Y -interior X-algebra with the group homomorphism Y → (B ⊗O B
′)∗, y 7→ y1B ⊗ y1B′ and
with the action of X on B ⊗O B
′ defined by the equality (a ⊗ a′)x = ax ⊗ a′x for any a ∈ B, any
a′ ∈ B′ and any x ∈ X. An O-algebra homomorphism F : B → B′ is said to be a Y -interior
X-algebra homomorphism (see [16, 2.4]) if for any x, y ∈ Y , any z ∈ Z and any a ∈ B, we have
F(xay) = xF(a)y and F(az) = F(a)z . We call F an X-interior algebra homomorphism and an
X-algebra homomorphism, respectively, when X = Y and X = 1.
2.3. Let i be anX-fixed idempotent in B. It is easy to check that iBi is a Y -interiorX-algebra with
the group homomorphism Y → (iBi)∗, y 7→ yi and with the group homomorphism X → Aut(iBi)
mapping x onto the restriction of ψ(x) to iBi for any x ∈ X. Let W be a subgroup of X. Clearly
B is a (W ∩ Y )-interior W -algebra with the restrictions of ϕ to W ∩ Y and of ψ to W , denoted
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by ResXW (B). Let C be an X-interior algebra with the structure homomorphism ρ : X → C
∗. Let
̺ : Z → X be a group homomorphism. The algebra C with the group homomorphism ρ◦̺ : Z → C∗
is a Z-interior algebra, denoted by Res̺(C).
2.4. A k∗-group is a group Xˆ with an injective group homomorphism θ : k∗ → Z(Xˆ), where
Z(Xˆ) is the center of Xˆ, and the quotient Xˆ/θ(k∗) = X is called the k∗-quotient of Xˆ ; usually we
omit to mention θ and write λx instead of θ(λ)x for any λ ∈ k∗ and any x ∈ Xˆ. By [24, Charpter
II, Proposition 8] there is a canonical decomposition O∗ ∼= k∗ × (1 + J(O)), through which we
regard k∗ as a subgroup of O∗. We define the twisted group algebra O∗Xˆ to be the O-algebra
O⊗Ok∗ OXˆ with the multiplication induced by the product in Xˆ. Let Uˆ be another k
∗-group with
k∗-quotient U . A group homomorphism φ : Xˆ → Uˆ is a k∗-group homomorphism if φ(λx) = λφ(x)
for any λ ∈ k∗ and x ∈ Xˆ . We denote by Vˆ the inverse image of V in Xˆ for any subset V of
X. If V is a p-subgroup of X, by [14, 2.10] there is a unique k∗-group isomorphism Vˆ ∼= k∗ × V .
Therefore we can identify V as a subgroup of Xˆ through this k∗-group isomorphism. We denote
by Xˆ◦ the k∗-group with the same underlying group Xˆ endowed with the group homomorphism
θ−1 : k∗ → Z(Xˆ), λ 7→ θ(λ)−1. Let ϑ : Z → X be a group homomorphism; we denote by Resϑ(Xˆ)
the k∗-group formed by all pairs (y, x) ∈ Z × Xˆ such that ϑ(y) is the image of x in X, endowed
with the group homomorphism mapping λ ∈ k∗ on (1, λ). The k∗-group Resϑ(Xˆ) has k
∗-quotient
isomorphic to Z and thus is a k∗-group with k∗-quotient Z. For more on k∗-groups, see [14, §5].
2.5. Let B be an X-algebra over O. For any subgroup Z of X, we denote by BZ the O-subalgebra
of all Z-fixed elements in B. For any subgroup U of X, we set B(U) = k ⊗O (B
U/
∑
V B
U
V ), where
V runs over the set of proper subgroups of U and BUV is the image of the relative trace map Tr
U
V :
BV → BU . We denote by BrBU the canonical surjective homomorphism Br
B
U : B
U → B(U). When
B is a Y -interior X-algebra, the Y -interior X-algebra on B induces CY (U)-interior NX(U)-algebra
structures on B(U) and on BU and then BrBU is a CY (U)-interior NX(U)-algebra homomorphism.
When B is equal to the group algebra OX, the k-algebra homomorphism kCX(U)→ B(U) sending
x ∈ CX(U) onto the image of x in B(U) is a k-algebra isomorphism (see [25, Proposition 37.5]),
through which we identify B(U) with kCX(U).
2.6. Recall that a pointed group Vβ on B consists of a subgroup V of X and a (B
V )∗-conjugacy
class β of primitive idempotents of BV . We also say that β is a point of V on B. Obviously X
acts on the set of all pointed groups on B by the equality (Vβ)
x = V xβx . We denote by NX(Vβ) the
stabilizer of Vβ in X. Another pointed group Zγ is contained in Vβ and we write Zγ ≤ Vβ if Z ≤ V
and there exist i ∈ β and j ∈ γ such that ij = ji = j. A pointed group Uγ on B is local if the
image of γ in B(U) is not equal to {0}. A pointed group Uγ is a defect pointed group of a pointed
group Vβ on B if Uγ is a maximal local pointed group contained in Vβ. Since an X-interior algebra
structure induces an X-algebra structure by the X-conjugation, the above terminology on pointed
groups applies to X-interior algebras. For more on pointed groups, see [12] and [25].
2.7. Set X˙ = X/Y and denote by x˙ the image of x in X˙ for any x ∈ X. Let Z be a subgroup
of X. Let A be an X˙-graded Z-interior algebra such that the image of z in A is just inside the
z˙-component of A for any z ∈ Z. Then the X˙-graded Z-interior algebra structure on A induces
a W -interior Z-algebra structure on the 1-component B of the X˙-graded algebra A, where we set
W to be the intersection Y ∩ Z. Let Rε be a local pointed group on B. Take some h ∈ ε and set
Aε = hAh and Bε = hBh. Then it is easy to see that Aε is an X˙-graded R-interior algebra with
the x˙-component hAx˙h for any x˙ ∈ X˙ and with the group homomorphism R → A
∗
ε, u 7→ uh for
any u ∈ R, and that Bε is a (R ∩ Y )-interior R-subalgebra of Aε (see Paragraph 2.3).
2.8. For any x˙ ∈ X˙ , we denote by N x˙A∗ε (R) the set of all invertible elements in the x˙-component of
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Aε normalizing Rh. Notice that N
x˙
A∗ε
(R) may be empty. We set NA∗ε (R) = ∪x˙∈X˙N
x˙
A∗ε
(R). Then it
is easily checked that NA∗ε (R) is a group with respect to the multiplication of Aε and that (B
R
ε )
∗ is a
normal subgroup of NA∗ε (R). We set FA(Rε) = NA∗ε (R)/(B
R
ε )
∗ and FˆA(Rε) = NA∗ε (R)/(1+J(B
R
ε )).
Since BRε /J(B
R
ε )
∼= k, the quotient group FˆA(Rε) has a natural k
∗-group structure with k∗-quotient
FA(Rε). For any a ∈ NA∗ε (R), we denote by a¯ the image of a in FˆA(Rε). When X˙ is the trivial
group, NA∗ε (R) is just the normalizer of Rh in A
∗
ε; in this case, we write NA∗ε (R) as NA∗ε (R).
2.9. Now we generalize fusions in [13] to graded algebras. A pair (ϕ, x˙) is called an (A, X˙)-fusion
of Rε if ϕ is a group automorphism on R, x˙ is an element of X˙ and there is an element a in N
x˙
A∗ε
(R)
such that aua−1 = ϕ(u)h for any u ∈ R. We denote by FA, X˙(Rε) the set of all (A, X˙)-fusions of
Rε. FA, X˙(Rε) is a group with respect to the composition determined by the composition of maps
and by the product in X˙. It is easy to prove that the following holds.
2.9.1. The map θ : FA, X˙(Rε) → FA(Rε) mapping (ϕ, x˙) to a¯, where a is an element of N
x˙
A∗ε
(R)
such that aua−1 = ϕ(u)h for any u ∈ R, is a group homomorphism. Moreover the homomorphism
θ is a group isomorphism if the map R→ Rh, u 7→ uh is a group isomorphism.
We set FˆA, X˙(Rε) = Resθ(FˆA(Rε)). That is to say, FˆA, X˙(Rε) consists of all triples (ϕ, x˙, a¯), where
a is an element of N x˙A∗ε (R) such that aua
−1 = ϕ(u)h for any u ∈ R. The group FA, X˙(Rε) has a
normal group FB(Rε), which consists of all (A, X˙)-fusions (ϕ, 1) of Rε. When X˙ is the trivial group,
we write FˆA, X˙(Rε), FA, X˙(Rε), (ϕ, 1, a¯) and (ϕ, 1) as FˆA(Rε), FA(Rε), (ϕ, a¯) and ϕ, respectively.
Then FA(Rε) is just the usual fusion group in [13].
2.10. Now we fix the setting of the remainder of the paper. Let G be a finite group and let H
be a normal subgroup of G. Let b be a G-stable block of H over O. Set A = OGb, B = OHb
and G˙ = G/H. For any x ∈ G and any subset I of G, we denote by x˙ and I˙ the images of x and
I in G˙, respectively. Clearly A is a G˙-graded algebra with the x˙-component OHxb. Obviously,
α = {b} is a point of both H and G on OH. Let Qδ and Pγ be defect pointed groups of Hα
and Gα, respectively, such that Qδ ≤ Pγ . Choosing j ∈ δ and i ∈ γ such that ij = ji = j , we
set Aγ = iAi, Bγ = iBi and Bδ = jBj. Then Aγ is a G˙-graded P -interior algebra, Bγ is a Q-
interior P -subalgebra of Aγ and the Q-interior algebra Bδ is a source algebra of the block algebra
B. Set H = NH(Q) and G = NG(Q). Let b be the Brauer correspondent of b in H and set
α′ = {b}. Since b is G-stable, b is G-stable. Thus α′ is a point of both G and H on OH. We
take the local points γ′ and δ′ of P and Q on OH, respectively, such that BrOHP (γ) = Br
OH
P (γ
′)
and BrOHQ (δ) = Br
OH
Q (δ
′). Then it is easy to verify that Pγ′ is a defect pointed group of Gα′ , that
Qδ′ is a defect pointed group of Hα′ and that Qδ′ is contained in Pγ′ . Take i ∈ γ
′ and j ∈ δ′. Set
A = OGb, B = OHb, Aγ′ = iAi, Bγ′ = iBi and Bδ′ = jBj. For any local pointed group Rε such
that Qδ ≤ Rε ≤ Pγ , we set CG(Rε) = NG(Rε) ∩ CG(R) and denote by bε the block of CH(R) over
O such that BrOHR (ε)Br
OH
R (bε) = Br
OH
R (ε).
Lemma 2.11. Let Rε be a local pointed group such that Rε ≤ Pγ and Q ⊂ R. Then we have
NG(Rε) = NNG(Rε)(Pγ)CG(Rε).
Proof. Since P is abelian, by [10, Proposition 5.5], we have P ⊂ CG(Rε). Clearly there is a pointed
group CG(Rε)η on OH such that Pγ is a defect pointed group of CG(Rε)η. Since Rε ≤ Pγ , by [10,
2.16.2] the pointed group CG(Rε)η is unique. Clearly NG(Rε) stabilizes CG(Rε)η and thus the set
of all defect pointed groups of CG(Rε)η. Since CG(Rε) acts transitively on this set, by Frattini
argument we have NG(Rε) = NNG(Rε)(Pγ)CG(Rε).
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3. Watanabe isomorphism
Throughout this section, we keep the notation in 2.10; moreover we assume that P is abelian
and that the index of H in G is a power of p. We denote by I¯ the image of any subset I of OG
through the reduction homomorphism OG→ kG.
3.1. Set EH(Qδ) = EH,H/H(Qδ), which is a normal subgroup of EG, G˙(Qδ). According to the iden-
tification of EG, G˙(Qδ) and NG(Qδ)/CH(Q) in Paragraph 1.9, we have EH(Qδ) = NH(Qδ)/CH(Q).
We write any element (ϕQQ,x, 1) in EH(Qδ) as ϕ
Q
Q,x. We denote by SQ the subgroup of all EH(Qδ)-
fixed elements in Q. We set HQ = [Q,NH(Qδ)], which is the hyperfocal subgroup (see [17, 1.7]) of
Qδ. Since EH(Qδ) is a p
′-group (see [25, Theorem 37.9]), by [8, Chapter 5, Theorem 2.3] we have
Q = SQ × HQ. Clearly (Q, b¯δ) is a (b, H)-Brauer pair and there is a unique (b, H)-Brauer pair
(SQ, b¯SQ) such that (SQ, b¯SQ) is contained in (Q, b¯δ) (see [4]); we write this inclusion relationship
by (SQ, b¯SQ) ≤ (Q, b¯δ). By [26, Theorem 2], the map
WQ
H, b¯
: Z(kHb¯)→ Z(kCH(SQ)b¯SQ), a 7→ Br
kH
SQ (a)b¯SQ
is a k-algebra isomorphism. We call WQ
H, b¯
as Watanabe isomorphism. Since Qδ is P -stable (see
[10, Proposition 5.5]), the (b, H)-Brauer pair (Q, b¯δ) and then the (b, H)-Brauer pair (SQ, b¯SQ)
(see [4, Theorem 1.8]) are P -stable. Thus the P -conjugation induces a P -algebra structure on
Z(kCH(SQ)b¯SQ). The P -conjugation also induces a P -algebra structure on Z(kHb¯). Clearly W
Q
H, b¯
respects the P -algebra structures on Z(kCH(SQ)b¯SQ) and Z(kHb¯), so it is a P -algebra isomorphism.
3.2. Since the index of H in G is a power of p, we have G = PH (see [10, Proposition 5.3]) and
then b is a block of G. By [10, Proposition 6.2], the obvious P -algebra homomorphism ι : OH → OG
determined by the inclusion OH ⊂ OG is a strict semicovering; moreover Pγ determines a unique
local pointed group Pγ˜ on OG such that γ ⊂ γ˜. By [10, Corollarly 6.3], Pγ˜ is a defect pointed group
of Gα on A; in particular, Aγ is a source algebra of the block algebra A. Then as in the paragraph
above, we have the subgroup SP of all EG(Pγ˜)-fixed elements in P , the hyperfocal subgroup HP
of Pγ˜ and the equality P = SP × HP . Since Aγ =
∑
u∈P Bγu, by [17, Proposition 4.2] we have
HP ⊂ Q and thus P = QSP .
Lemma 3.3. Keep the notation and the assumptions as above. Let Rε be a local pointed group
such that Qδ ≤ Rε ≤ Pγ and let Rε˜ be a local pointed group on OG such that ε ⊂ ε˜. Then we have
NG(Rε) = NG(Rε˜).
Proof. Let S be the set of all local points ǫ of R on OH such that ǫ ⊂ ε˜. By [10, Proposition
6.2], we have S = {εz|z ∈ CG(R)}. Clearly CH(R) is contained in NG(Rε) and by [10, Proposition
5.5], P is also contained in NG(Rε). Since CG(R) = PCH(R), we have S = {ε}. In particular, ε
and ε˜ determine each other. Thus we have NG(Rε) = NG(Rε˜).
By [10, Proposition 5.5], we have NNH (Qδ)(Pγ) = NH(Pγ).
Lemma 3.4. Keep the notation and the assumptions as above. Then the inclusion NH(Pγ) ⊂
NH(Qδ) induces a group isomorphism
3.4.1 EG(Pγ˜) ∼= EH(Qδ),
which maps an automorphism in EG(Pγ˜) onto its restriction to Q.
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Proof. By Lemmas 2.11 and 3.3, we have NH(Qδ) = NNH (Qδ)(Pγ)CH(Q) = NH(Pγ)CH(Q) =
NH(Pγ˜)CH(Q). Since CH(Q)∩NH(Pγ) = CH(P ) (see [10, Proposition 5.5]), the inclusionNH(Pγ˜) ⊂
NH(Qδ) induces the desired group isomorphism.
Lemma 3.5. Keep the notation and the assumptions as above. Then we have Q ∩ SP = SQ.
Proof. It easily follows from Isomorphism 3.4.1.
3.6. Set C = CG(SP ) and D = CH(SP ). Clearly (P, b¯γ˜) is a (b, G)-Brauer pair and there is a
unique (b, G)-Brauer pair (SP , b¯SP ) such that (SP , b¯SP ) ≤ (P, b¯γ˜). The block b¯SP can be uniquely
lifted to a block bSP of C over O. Since G = PH = HSP , we have C = DSP and thus bSP is also
a block of D over O. Set E = OCbSP and F = ODbSP . Applying Watanabe isomorphism to G, P
and b¯, we get a k-algebra isomorphism WP
G, b¯
: Z(A¯)→ Z(E¯), a 7→ BrkGSP (a)b¯SP . Actually Z(A¯) and
Z(E¯) admit natural G˙-graded algebra structures and WP
G, b¯
is a G˙-graded k-algebra isomorphism.
3.7. Since G = HSP , we take a complete set I of representatives of G˙ in SP . Clearly the
G˙-graded algebra structure on A induces a G˙-graded algebra structure on A¯, which induces a
G˙-graded algebra structure on Z(A¯). More precisely Z(A¯) is a G˙-graded algebra with the v˙-
component Z(A¯) ∩ (B¯v) for any v ∈ I. Clearly the inclusion C ⊂ G induces a group isomorphism
C/D ∼= G/H = G˙. We identify the quotient C/D with G˙ through this isomorphism. The block
algebra E¯ has an obvious G˙-graded algebra structure with the v˙-component F¯v for any v ∈ I. This
G˙-graded algebra structure on E¯ induces a G˙-graded algebra structure on Z(E¯). More precisely
Z(E¯) is a G˙-graded algebra with the v˙-component Z(E¯)∩(F¯v) for any v ∈ I. Obviously WP
G, b¯
maps
Z(A¯) ∩ (B¯v) onto Z(E¯) ∩ (F¯v) for any v ∈ I and thus it is a G˙-graded k-algebra isomorphism. It
follows from the uniqueness of the (b, G)-Brauer pair (SP , b¯SP ) that the block b¯SP of D is P -stable.
Thus the P -conjugation induces a P -algebra structure on Z(F¯). Clearly we have Z(A¯)∩B¯ = Z(B¯)P
and Z(E¯) ∩ F¯ = Z(F¯)P . Then by restriction, Watanabe isomorphism WP
G, b¯
induces a k-algebra
isomorphism Z(B¯)P → Z(F¯)P .
Lemma 3.8. Keep the notation and the assumptions as above. Then there is a unique group ho-
momorphism ρ : P → B¯∗ such that ρ maps u onto ub¯ for any u ∈ HP and v onto v(W
P
G, b¯
)−1(v−1b¯SP )
for any v ∈ SP . In particular for any u ∈ P , the automorphism on B¯ induced by the u-conjugation
is an inner automorphism.
Proof. Take v ∈ SP . Clearly vb¯SP lies in Z(E¯)∩(F¯v) and its inverse image cv through W
P
G, b¯
lies in
Z(A¯) ∩ (B¯v). Set av = c
−1
v v. Then av belongs to B¯
∗ and for any a ∈ B¯, we have vav−1 = avaav
−1.
It is easily checked that the map ρ : P → B¯∗ mapping u onto ub¯ for any u ∈ HP and mapping v
onto av for any v ∈ SP is a group homomorphism, which induces the P -conjugation action on B¯.
4. p-extensions of basic Morita equivalences
Throughout this section, we keep the notation in 2.10; moreover we assume that P is abelian,
that the block b of H is inertial (see Paragraph 1.4), that the index of H in G is a power of p, and
that O = k. So G = PH, G = PH, b is a block of G and b is a block of G. We denote by EˆH(Qδ)
the inverse image of EH(Qδ) in EˆG, G˙(Qδ), where EH(Qδ) = EH,H/H(Qδ).
4.1. Assume that a k(H×H)-moduleW induces a Morita equivalence between the block algebras
B and B. Then this Morita equivalence induces a k-algebra isomorphism ΨWb,b : Z(B)
∼= Z(B) such
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that ΨWb,b(a) = c if and only if aw = wc for any w ∈W . For the isomorphism Ψ
W
b,b, see [2, Theorem
22.1 and Exercise 4.5]. By [12, Corollary 3.5], the (B, Bδ)-bimodule Bj induces a Morita equivalence
between B and Bδ and the map Φb,δ : Z(B)→ Z(Bδ), a 7→ aj is a k-algebra isomorphism. Similarly
the map Φ
b,δ′ : Z(B) → Z(Bδ′), a 7→ aj is a k-algebra isomorphism. We denote by ι the group
isomorphism Q ∼= ∆(Q), u 7→ (u, u).
Lemma 4.2. Let Hˆ be a k∗-group with k∗-quotient H. The inclusion Q ⊂ Hˆ induces a Q-interior
algebra structure on the algebra k∗Hˆ. Let T be a primitive Dade Q-algebra. Then the kernel
Ker(BrT⊗kk∗HˆQ ) is contained in the radical of (T ⊗k k∗Hˆ)
Q.
Proof. This lemma is somewhat known and it is easy to prove since Q acts trivially on any simple
module of k∗Hˆ.
Proposition 4.3. Keep the notation and the assumptions as above. Then there are a Q-interior
algebra isomorphism FNδ, δ′ : Bδ
∼= Resι(Endk(N)) ⊗k Bδ′ and a k-algebra isomorphism Ψδ, δ′ :
Z(Bδ) ∼= Z(Bδ′) such that for any a ∈ Z(Bδ), we have
4.3.1 FNδ, δ′(a) = 1⊗Ψδ, δ′(a).
Set S = Endk(N), let  be a primitive idempotent in S and set M = Bj ⊗Bδ (S⊗k Bδ′)⊗Bδ′ jB.
Then M is a ∆(P )-stable indecomposable k(H×H)-module with a k∆(Q)-module N as a source and
it induces a basic Morita equivalence between B and B. In particular, the k-algebra isomorphism
ΨMb,b induced by the Morita equivalence is a P -algebra isomorphism. Moreover we have
4.3.2 Φ
b, δ′ ◦Ψ
M
b,b = Ψδ, δ′ ◦ Φb, δ.
Proof. Clearly NG(Qδ) = NG(Qδ′), the simple factors of (OH)
Q and (OH)Q determined by the
points δ and δ′ are isomorphic as NG(Qδ)-algebras and there is a k
∗-group isomorphism NˆG(Qδ) ∼=
Nˆ
G
(Qδ′) lifting the equality NG(Qδ) = NG(Qδ′). Set G¨ = G/H. Obviously we have EG, G˙(Qδ) =
E
G, G¨(Qδ′) and the k
∗-group isomorphism NˆG(Qδ) ∼= NˆG(Qδ′) induces a k
∗-group isomorphism
EˆG, G˙(Qδ)
∼= Eˆ
G, G¨(Qδ′) lifting the equality EG, G˙(Qδ) = EG, G¨(Qδ′). Set EH(Qδ′) = EH,H/H(Qδ′)
and denote by Eˆ
H
(Qδ′) the inverse image of EH(Qδ′) in Eˆ
G, G¨(Qδ′). Since EH(Qδ) is equal to
E
H
(Qδ′), the isomorphism EˆG, G˙(Qδ)
∼= Eˆ
G, G¨(Qδ′) induces a k
∗-group isomorphism EˆH(Qδ) ∼=
Eˆ
H
(Qδ′) lifting the equality EH(Qδ) = EH(Qδ′).
Since the block b of H is inertial, by [20, 2.16.2] there is a k∆(Q)-module N with vertex ∆(Q)
such that we have a Q-interior algebra isomorphism Bδ ∼= Resι(Endk(N)) ⊗k k∗(Q ⋊ EˆH(Qδ)
◦).
On the other hand, by [14, Proposition 14.6] there is a Q-interior algebra isomorphism Bδ′ ∼=
k∗(Q ⋊ EˆH(Qδ′)
◦). Since the k∗-group isomorphism EˆH(Qδ) ∼= EˆH(Qδ′) can be extended to a k
∗-
group isomorphism Q ⋊ EˆH(Qδ) ∼= Q ⋊ EˆH(Qδ′), we have a Q-interior algebra isomorphism Bδ ∼=
Resι(Endk(N)) ⊗k Bδ′ , which is denoted by F
N
δ, δ′ . Clearly F
N
δ, δ′ induces a k-algebra isomorphism
Ψδ, δ′ : Z(Bδ) ∼= Z(Bδ′) such that F
N
δ, δ′(a) = 1⊗Ψδ, δ′(a) for any a ∈ Z(Bδ).
It is easy to check that the (Bδ, Bδ′)-bimodule S⊗kBδ′ induces a Morita equivalence between
Bδ and Bδ′ , that M induces a Morita equivalence between B and B, and that M is a k(H ×H)-
module with the k∆(Q)-module N as a source. So M induces a basic Morita equivalence between
B and B. The k-linear map kH → kH sending x onto x−1 for any x ∈ H is an opposite ring
isomorphism and we denote by b◦ the image of b through this opposite ring isomorphism. There
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is an obvious k-algebra isomorphism k(H × H) ∼= kH ⊗k kH mapping (y, z) onto y ⊗ z for any
y ∈ H and any z ∈ H. We identify k(H ×H) and kH ⊗k kH and then b⊗ b
◦ is a block of H ×H
over k. Clearly b ⊗ b◦ acts on M as the identity map and thus M belongs to the block algebra
k(H ×H)(b⊗b◦). For any u ∈ P , by Lemma 3.8 the automorphism on k(H ×H)(b⊗b◦) induced
by the (u, u)-conjugation is an inner automorphism. Thus the k(H×H)-moduleM is ∆(P )-stable.
This implies that the k-algebra isomorphism ΨMb,b is a P -algebra isomorphism.
The k-algebra isomorphism ΨMb,b : Z(B)
∼= Z(B) maps a onto c if and only if the equality
am = mc holds for any m ∈ M . The equality am = mc holds for any m ∈ M if and only if the
equality (ja)m = m(cj) holds for any m ∈ S⊗kBδ′ if and only if Ψδ, δ′ maps ja onto cj. Thus the
equality 4.3.2 holds.
In the remainder of this section, we always keep the ∆(P )-stable k(H × H)-module M in
Proposition 4.3 and will extend it to a k((H ×H)∆(P ))-module in the following Proposition 4.10.
4.4. Clearly (Q, bδ) is a (b, H)-Brauer pair and there is a unique (b, H)-Brauer pair (SQ, bSQ) such
that (SQ, bSQ) ≤ (Q, bδ). Set E = CG(SQ), F = CH(SQ), C = kCG(SQ)bSQ and D = kCH(SQ)bSQ .
By Watanabe isomorphism applied to H, b and Q, we get a P -algebra isomorphism (see 3.1)
WQH, b : Z(B)→ Z(D), a 7→ Br
kH
SQ (a)bSQ .
Since NH(Qδ) = NH(Qδ′), SQ is equal to the subgroup of all NH(Qδ′)-fixed elements in Q. We
denote by (SQ, bSQ) the unique (b, H)-Brauer pair such that (SQ, bSQ) ≤ (Q, bδ′). Set E =
C
G
(SQ), F = CH(SQ) and D = kCH(SQ)bSQ . By Watanabe isomorphism applied to H, Q and b,
we get a P -algebra isomorphism
WQ
H,b : Z(B)→ Z(D), a 7→ Br
kH
SQ (a)bSQ .
Lemma 4.5. With the notation and the assumptions as above, the block bSQ is the Brauer cor-
respondent of bSQ in CH(SQ).
Proof. Since (SQ, bSQ) ≤ (Q, bδ), we have Br
kF
Q (bSQ)bδ = bδ. Clearly Q is a defect group of the
block bSQ of F and thus Br
kH
Q (bSQ) is the sum of all NF (Q)-conjugations of bδ. Similarly Br
kF
Q (bSQ)
is also the sum of all N
F
(Q)-conjugations of bδ′ . But since bδ = bδ′ and NF (Q) = NF(Q), we have
BrkFQ (bSQ) = Br
kF
Q (bSQ). The proof is done.
Lemma 4.6. Keep the notation and the assumptions as above and set Ψ
SQ
b,b = W
Q
H,b ◦ Ψ
M
b,b ◦
(WQH, b)
−1. Then the following hold.
4.6.1 Ψ
SQ
b,b is equal to Ψ
V
bSQ ,bSQ
for some k(F ×F)-module V inducing a basic Morita equivalence
between D and D.
4.6.2 For any u ∈ SQ, Ψ
SQ
b,b(ubSQ) is equal to ubSQ.
Proof. Set S = Endk(N) and T = S(∆(SQ)). Clearly F
N
δ, δ′ maps (Bδ)
Q
R onto (Resι(S) ⊗k Bδ′)
Q
R
for any subgroup R of Q and thus induces a Q-interior algebra isomorphism FNδ, δ′(SQ) : (Bδ)(SQ)
∼=
(Resι(S)⊗k Bδ′)(SQ). By [15, Proposition 5.6], there is a k-algebra isomorphism
4.6.3 (Resι(S)⊗k Bδ′)(SQ) ∼= Resι(T )⊗k (Bδ′)(SQ)
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which maps Br
Resι(S)⊗kBδ′
SQ
(s ⊗ t) onto BrS∆(SQ)(s)⊗ Br
Bδ′
SQ
(t) for any s ∈ S∆(SQ) and any t ∈ B
SQ
δ′ ;
Isomorphism 4.6.3 actually is a Q-interior algebra isomorphism. By composing FNδ, δ′(SQ) and
Isomorphism 4.6.3, we get a new Q-interior algebra isomorphism
F : (Bδ)(SQ) ∼= Resι(T )⊗k (Bδ′)(SQ).
By [25, Corollary 28.7], there is an endo-permutation k∆(Q)-module U such that T ∼= Endk(U)
as ∆(Q)-algebras. Moreover by [4, Proposition 1.5], it is easy to check that U is an indecomposable
k∆(Q)-module with vertex ∆(Q). We identify T and Endk(U) through the isomorphism T ∼=
Endk(U). We have two ∆(Q)-interior algebra structures lifting the ∆(Q)-algebra structure on T :
one comes from T itself (see Paragraph 2.5) and the other is determined by the k∆(Q)-module U .
By [25, Proposition 21.5] the two ∆(Q)-interior algebra structures on T coincide.
Set η = BrkHSQ (δ). Then η is a local point of Q on D. In particular, Qη is contained in the
pointed group F{bSQ}
. Since Q is a defect group of bSQ , Qη is a defect pointed group of the pointed
group F{bSQ}
. Therefore Dη = (Bδ)(SQ) is a source algebra of the block algebra D and then we have
a k-algebra isomorphism ΦbSQ, η : Z(D)
∼= Z(Dη), a 7→ ah, where we set h = Br
kH
SQ
(j). Similarly
η′ = BrkHSQ (δ
′) is a local point of Q on D, Qη′ is a defect pointed group of the pointed group F{bSQ}
,
Dη′ = (Bδ′)(SQ) is a source algebra of the block algebra D and there is a k-algebra isomorphism
Φ
bSQ, η
′ : Z(D) ∼= Z(Dη′), a 7→ ah, where we set h = Br
kH
SQ
(j).
Let  be a primitive idempotent in T . Set V = Dh ⊗Dη (T ⊗k Dη′) ⊗Dη′ hD. Then as in the
proof of Proposition 4.3, it is easy to verify that V induces a basic Morita equivalence between D
and D, that F induces a k-algebra isomorphism Ψη, η′ : Z(Dη) ∼= Z(Dη′) such that
4.6.4 F(d) = 1⊗Ψη, η′(d)
for any d ∈ Z(Dη), and that we have the following equality
4.6.5 Φ
bSQ
, η′ ◦Ψ
V
bSQ ,bSQ
= Ψη, η′ ◦ΦbSQ , η.
Since the block bSQ is the Brauer correspondent of bSQ in CH(SQ) (see Lemma 4.5), the block bSQ
of F is inertial.
For any u ∈ SQ, we have F(uh) = (u, u)1T ⊗ uh. Since (u, u)1T is equal to 1T and since uh
and uh lie in Z(Dη) and Z(Dη′) respectively, by 4.6.4 we have
4.6.6 Ψη, η′(uh) = uh.
Set Bδ, η = ΦbSQ , η ◦W
Q
H, b ◦ Φ
−1
b, δ and Bδ′, η′ = ΦbSQ , η
′ ◦WQ
H,b ◦ Φ
−1
b, δ′ , which are k-algebra
isomorphisms from Z(Bδ) to Z(Dη) and from Z(Bδ′) to Z(Dη′), respectively. By Equalities 4.3.1
and 4.6.4, it is easy to check Bδ′, η′ ◦Ψδ, δ′ = Ψη, η′ ◦ Bδ, η. Then by the equality 4.3.2, we get
Φ
bSQ
, η′ ◦Ψ
SQ
b,b ◦W
Q
H, b = ΦbSQ , η
′ ◦WQ
H,b ◦Ψ
M
b,b = Bδ′, η′ ◦Φb, δ′ ◦Ψ
M
b,b
= Bδ′, η′ ◦Ψδ, δ′ ◦ Φb, δ = Ψη, η′ ◦ Bδ, η ◦ Φb, δ = Ψη, η′ ◦ΦbSQ , η ◦W
Q
H, b.
Thus we have
4.6.7 Φ
bSQ
, η′ ◦Ψ
SQ
b,b = Ψη, η′ ◦ ΦbSQ , η.
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Comparing Equalities 4.6.5 and 4.6.7, we get Statement 4.6.1. Since ΦbSQ , η(ubSQ) = uh for any
u ∈ SQ and Φ
bSQ
, η′(ubSQ) = uh for any u ∈ SQ, Statement 4.6.2 follows from 4.6.6 and 4.6.7.
4.7. We borrow the local point γ˜ in Paragraph 3.2. Clearly (P, bγ˜) is a (b, G)-Brauer pair.
We denote by (SP , bSP ) the unique (b, G)-Brauer pair such that (SP , bSP ) ≤ (P, bγ˜). We note
that bSP is also a block of CH(SP ) (see Paragraph 3.6). We set C = CG(SP ), D = CH(SP ),
E = kCG(SP )bSP and F = kCH(SP )bSP . By Watanabe isomorphism applied to G, P and b, we
get a k-algebra isomorphism WPG, b : Z(A) → Z(E). The restriction of W
P
G, b to Z(B)
P induces a
k-algebra isomorphism Z(B)P → Z(F)P (see 3.7), denoted still by WPG, b.
4.8. Since PH = G, as in Paragraph 3.2 the P -algebra homomorphism B → A is a strict
semicovering, Pγ′ determines a local pointed group Pγ˜′ such that γ
′ ⊂ γ˜′, and Pγ˜′ is a defect
pointed group of the pointed group Gα′ on A. Since NG(Pγ˜′) = NG(Pγ′) = NG(Pγ) = NG(Pγ˜)
(see Lemma 3.3), SP is equal to the subgroup of the EG(Pγ˜′)-fixed elements in P . Clearly (P, bγ˜′)
is also a (b, G)-Brauer pair and we denote by (SP , bSP ) the unique (b, G)-Brauer pair such
that (SP , bSP ) ≤ (P, bγ˜′). We note that bSP is also a block of CH(SP ) and that bγ˜ is equal to
bγ˜′ . We set C = CG(SP ), D = CH(SP ), E = kCG(SP )bSP and F = kCH(SP )bSP . We apply
Watanabe isomorphism to G, P and b, and get a k-algebra isomorphism WP
G,b : Z(A) → Z(E),
which induces a k-algebra isomorphism Z(B)P → Z(F)P , denoted still by WP
G,b. Set Ψ
SP
b,b =
WP
G,b ◦Ψ
M
b,b ◦ (W
P
G, b)
−1.
Lemma 4.9. With the notation and the assumptions as above, we have ΨSPb,b(ubSP ) = ubSP for
any u ∈ SQ.
Proof. Set µ = BrkHSQ (γ). Then µ is a local point of P on D. In particular Pµ is contained in the
obvious pointed group E{bSQ}
on the group algebra kF . Since P is maximal such that BrkHP (b) 6= 0,
Pµ has to be a defect pointed group of E{bSQ}
.
Since E is equal to PF , as in Paragraph 3.2 the obvious P -algebra homomorphism kF → kE
induced by the inclusion F ⊂ E is a strict semicovering, Pµ determines a local pointed group Pµ˜
on kE such that µ ⊂ µ˜, and Pµ˜ is a defect pointed group of the pointed group E{bSQ}
on the
group algebra kE. Since the intersection SP ∩ Q is equal to SQ (see Lemma 3.5) and SP is the
subgroup of all NG(Pγ˜)-fixed elements in P , NG(Pγ˜) is contained in E. By Lemma 3.3 we have
NG(Pγ˜) = NG(Pγ) = NE(Pµ) = NE(Pµ˜). So SP is equal to the subgroup of all NE(Pµ˜)-fixed
elements in P .
Without confusion, we denote by bµ˜ the block of CG(P ) such that bµ˜Br
kE
P (µ˜) = Br
kE
P (µ˜). We
note that bµ˜ = bγ = bγ˜ . We claim that (SP , bSP ) ≤ (P, bµ˜) as (bSQ , E)-Brauer pairs. Clearly
(SQ, bSQ) and (Q, bδ) are also (b, G)-Brauer pairs. Since (SQ, bSQ) ≤ (Q, bδ) as (b, H)-Brauer
pairs, there is a primitive idempotent ℓ in (kH)Q such that BrkHQ (ℓ)bδ 6= 0 and Br
kH
SQ
(ℓ)bSQ 6= 0.
Since the index ofH in G is a p-power, ℓ is primitive in (kG)Q (see [10, Proposition 6.2]). Then by [4,
Corollary 1.9] (SQ, bSQ) ≤ (Q, bδ) as (b, G)-Brauer pairs. Obviously (P, bγ) is a (b, G)-Brauer pair.
Since Qδ ≤ Pγ , the product Br
kH
Q (i)bδ is not zero. Since i is primitive in (kG)
P , by [4, Corollary
1.9] again (Q, bδ) ≤ (P, bγ) as (b, G)-Brauer pairs. Now we have (SQ, bSQ) ≤ (Q, bδ) ≤ (P, bγ)
as (b, G)-Brauer pairs. Then by [4, Theorem 1.8] we have (SQ, bSQ) ≤ (SP , bSP ) ≤ (P, bγ) as
(b, G)-Brauer pairs. This implies (SP , bSP ) ≤ (P, bγ) as (bSQ , E)-Brauer pairs.
We apply Watanabe isomorphism to E, P and bSQ , and get a k-algebra isomorphism W
P
E, bSQ
:
Z(C)→ Z(E), a 7→ BrkESP (a)bSP , which induces a k-algebra isomorphism Z(D)
P → Z(F)P , denoted
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still by WPE, bSQ
. Moreover for any a ∈ Z(B)P , (WPE, bSQ
◦WQH, b)(a) is equal to W
P
G, b(a). Similarly
for any a ∈ Z(B)P , (WP
E,bSQ
◦WQ
H,b)(a) is equal to W
P
G,b(a), where W
P
E,bSQ
is the k-algebra
isomorphism Z(D)P → Z(F)P , d 7→ BrkESP (d)bSP .
Let u ∈ SQ. Clearly ubSQ and ubSQ belong to Z(D)
P and Z(D)P respectively, andWPE, bSQ
(ubSQ)
and WP
E,bSQ
(ubSQ) are equal to ubSP and ubSP respectively. Then by 4.6.2 we have
ubSP = W
P
E,bSQ
(Ψ
SQ
b,b(ubSQ)) = (W
P
G,b ◦ (W
Q
H,b)
−1)(Ψ
SQ
b,b(ubSQ))
= (WP
G,b ◦Ψ
M
b,b ◦ (W
Q
H, b)
−1)(ubSQ) = (Ψ
SP
b,b ◦W
P
G, b ◦ (W
Q
H, b)
−1)(ubSQ)
= (ΨSPb,b ◦W
P
E, bSQ
)(ubSQ) = Ψ
SP
b,b(ubSP ).
Proposition 4.10. With the notation and the assumptions as above, the k(H ×H)-module M in
Proposition 4.3 can be extended to a k((H ×H)∆(P ))-module. Set W = IndG×G(H×H)∆(P )(M). Then
the k(G×G)-module W induces a Morita equivalence between A and A and the induced k-algebra
isomorphism ΨWb,b : Z(A)
∼= Z(A) maps (WPG, b)
−1(vbSP ) onto (W
P
G, b)
−1(vbSP ) for any v ∈ SP .
Proof. By Lemma 3.8, there is a group homomorphism ρ : P → B∗ such that for any u ∈ HP
and any v ∈ SP , we have ρ(u) = ub and ρ(v) = v(W
P
G, b)
−1(v−1bSP ). Since NG(Pγ˜) = NG(Pγ˜′) (see
Paragraph 4.8), we have HP = [P,NG(Pγ˜′)] and SP is equal to the subgroup of all NG(Pγ˜′)-fixed
elements in P . By Lemma 3.8 applied to G, H and b, we get a group homomorphism ̺ : P → B∗
such that for any u ∈ HP and any v ∈ SP , we have ̺(u) = ub and ̺(v) = v(W
P
G, b)
−1(v−1bSP ).
We claim that the k(H×H)-moduleM can be extended to (H×H)∆(P ) with the ∆(P )-action
on M defined by the equality (u, u) ·m = ρ(u)m̺(u−1) for any (u, u) ∈ ∆(P ) and any m ∈ M .
It suffices to show that (u, u) · m = umu−1 for any (u, u) ∈ ∆(Q) and any m ∈ M . But since
ρ(u) = ub and ̺(u) = ub for any u ∈ HQ, it suffices to show that (u, u) · m = umu
−1 for any
(u, u) ∈ ∆(SQ) and any m ∈ M . If SQ = 1, then the extension of M to (H × H)∆(P ) by the
equality above is well defined. If SQ 6= 1, then by Lemma 4.9 we have
(u, u) ·m = ρ(u)m̺(u−1) = u(WPG, b)
−1(u−1bSP )m(W
P
G, b)
−1(ubSP )u
−1
= um(ΨMb,b ◦ (W
P
G, b)
−1)(ubSP )(W
P
G, b)
−1(u−1bSP )u
−1
= um((WP
G, b)
−1 ◦ΨSPb,b)(u
−1bSP )(W
P
G, b)
−1(ubSP )u
−1
= um(WP
G, b)
−1(u−1bSP )(W
P
G, b)
−1(ubSP )u
−1 = umu−1.
Now by [11, Theorem 3.4], the k(G ×G)-module W induces a Morita equivalence between A
and A, which induces a k-algebra isomorphism ΨWb,b : Z(A)
∼= Z(A) (see Paragraph 4.1). We
denote by λ the k-linear opposite ring isomorphism kG → kG sending x onto x−1 for any x ∈ G,
and identify k(G ×G) and kG⊗k kG through the k-algebra isomorphism k(G ×G) ∼= kG⊗k kG
mapping (y, z) onto y ⊗ z for any y ∈ G and any z ∈ G. For any v ∈ SP and any m ∈ M , in the
module W we have
1⊗m = 1⊗ (v ⊗ v) ·
(
(ρ(v−1)⊗ λ(̺(v)))m
)
=
(
(v ⊗ v)(ρ(v−1)⊗ λ(̺(v)))
)
⊗m
= (vρ(v−1)⊗ λ(v−1̺(v)))m =
(
(WPG, b)
−1(vbSP )⊗ λ((W
P
G, b)
−1(v−1bSP ))
)
⊗m.
So for any v ∈ SP , (W
P
G, b)
−1(vbSP )(1 ⊗m) is equal to (1 ⊗m)(W
P
G, b)
−1(vbSP ) for any m ∈ M .
This implies that ΨWb,b maps (W
P
G, b)
−1(vbSP ) onto (W
P
G, b)
−1(vbSP ).
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We close this section by applying Proposition 4.10 to trivial inertial blocks to get the following
Corollary 4.11. Keep the notation and the assumptions as above and assume that the block b of
H is a trivial inertial block. Then there is a p-permutation k((H ×H)∆(P ))-module such that its
restriction to H ×H induces a Morita equivalence between B and B.
Proof. Clearly BrkHQ (δ
′) is a point on kCH(Q). Since Br
kH
Q identically maps Br
kH
Q (δ
′) onto BrkHQ (δ
′)
and the kernel of BrkHQ is contained in the radical of (kH)
Q, BrkHQ (δ
′) is a local point of Q on kH.
Obviously both δ′ and BrkHQ (δ
′) lift the point BrkHQ (δ
′) on kCH(Q) through the homomorphism
BrkHQ . Thus by [25, Lemma 14.5], δ
′ and BrkHQ (δ
′) are equal. Since the block bδ of CH(Q) is also a
block of NH(Qδ) with defect group Q and the product bδδ
′ is equal to δ′, Qδ′ is a defect pointed
group of NH(Qδ){bδ} and then the Q-interior algebra j(kNH(Qδ))j is a source algebra of the block
algebra kNH(Qδ)bδ . Moreover since bδbδ
x = 0 for any x ∈ NH(Q)−NH(Qδ) and b = Tr
NH(Q)
NH(Qδ)
(bδ)
(see [1, 2.9]), it is easy to check that the source algebra j(kNH(Qδ))j is equal to Bδ′ .
Let ǫ be a point of NH(Qδ) on B such that Qδ ≤ NH(Qδ)ǫ. Take e ∈ ǫ. By [7, Proposition
4.10], ej belongs to δ. Without loss of generality, we adjust j so that j and ej are equal. Then
by [7, Proposition 4.10] again, the map Bδ′ → Bδ, a 7→ ae is an injective Q-interior algebra
homomorphism. Since the block b of H is a trivial inertial block, source algebras of the block
algebras B and B are isomorphic and then have the same dimension. So the homomorphism
Bδ′ → Bδ is a Q-interior algebra isomorphism.
Consider jB as a Bδ-module through this isomorphism and set M = Bj⊗Bδ jB. Since there is an
obvious k(H ×H)-module isomorphism M ∼= Bj⊗Bδ Bδ′ ⊗Bδ′ jB, by Proposition 4.3 the k(H ×H)-
module M is ∆(P )-stable and it induces a Morita equivalence between B and B. By the proof of
Proposition 4.10, this ∆(P )-stable k(H ×H)-module M can be extended to a k((H ×H)∆(P ))-
module with the ∆(P )-action on M defined by the equality (u, u) · m = ρ(u)m̺(u−1) for any
(u, u) ∈ ∆(P ) and any m ∈ M. We claim that the extended k((H × H)∆(P ))-module M is
isomorphic to a direct summand of the k((H×H)∆(P ))-module B determined by the left and right
multiplications of H and H on B and by the P -conjugation. This claim implies that the extended
k((H ×H)∆(P ))-module M is a p-permutation k((H ×H)∆(P ))-module.
Clearly the product bδe is an NH(Qδ)-fixed idempotent in B. Since Qδ ≤ NH(Qδ)ǫ, the product
bδe is not equal to zero. Otherwise, we have bδBr
kH
Q (e) = 0 and then bδBr
kH
Q (j) = 0; this contradicts
with the equality bδBr
kH
Q (δ) = Br
kH
Q (δ). So the product bδe has to be equal to e. Since bδbδ
x = 0
for any x ∈ NH(Q)−NH(Qδ), we have ee
x = 0 for any x ∈ NH(Q)−NH(Qδ). Set ℓ = Tr
NH (Q)
NH (Qδ)
(e).
Then ℓ is an H-fixed primitive idempotent in B and we have bℓ = ℓ and ℓj = j. Clearly the product
(Bj)(jB) is contained in Bℓ and the multiplication determines a k(H ×H)-module homomorphism
M→ Bℓ. Notice that the homomorphismM→ Bℓ is also a right B-module homomorphism. By [14,
Corollary 3.5], the functor W 7→ Wj from the category of finitely generated right B-modules to that
of finitely generated right Bδ′-modules is an equivalence of categories. Since this functor maps the
right B-module homomorphism M → Bℓ onto the right Bδ′-module isomorphism (Bj) ⊗ j ∼= Bj,
the right B-module homomorphism M → Bℓ is an isomorphism. Thus the k(H × H)-module
homomorphism M→ Bℓ is an isomorphism. We identify M and Bℓ through this isomorphism. By
Proposition 4.10, (WPG, b)
−1(vbSP )m is equal to m(W
P
G, b)
−1(vbSP ) for any v ∈ SP and any m ∈M.
So we have ρ(v)m̺(v−1) = v(WPG, b)
−1(v−1bSP )m(W
P
G, b)
−1(vbSP )v
−1 = vmv−1 for any v ∈ SP
and any m ∈ M. In particular, the action of ∆(P ) on M is the P -conjugation action on M. Thus
the extended k((H ×H)∆(P ))-module M is a direct summand of the k((H ×H)∆(P ))-module B.
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5. p-extensions of trivial inertial blocks
Throughout this section, we keep the notation in 2.10; moreover we assume that P is abelian,
that the block b of H is a trivial inertial block (see Paragraph 1.4), and that the index of H in G is
a power of p. So G = PH, G = PH, b is a block of G and b is a block of G. We denote by I¯ the
image of any subset I of OG through the reduction homomorphism OG → kG. We also borrow
the local point γ˜ in Paragraph 3.2.
Proposition 5.1. With the notation and the assumptions as above, the block b of G is inertial.
Proof. Let Pµ be the local pointed group on OCH(Q) such that Br
OH
P (γ) = Br
OCH (Q)
P (µ). Since
BrOHQ maps (OH)
P onto (kCH(Q))
P , BrOHQ (γ) is a local point of P on kCH(Q). Moreover the point
µ obviously lifts the point BrOHQ (γ) through the reduction homomorphism OCH(Q) → kCH(Q).
Since Qδ is contained in Pγ , the product b¯δBr
OH
Q (γ) is not equal to {0}. By [10, Proposition 5.5],
δ is the unique local point of Q on OH such that Qδ ≤ Pγ . So the P -conjugation has to stabilize
bδ. Thus b¯δBr
OH
Q (γ) has to be Br
OH
Q (γ). This shows that Pµ is contained in the pointed group
NG(Qδ){bδ}. Since P is a maximal p-subgroup of G such that Br
OG
P (b) 6= 0, it is easily concluded
that Pµ is a defect pointed group of the pointed group NG(Qδ){bδ}.
Take ℓ ∈ µ and set B = ℓ(ONG(Qδ))ℓ and E = NG(Qδ)/CH(Q). Since the block bδ of CH(Q)
is nilpotent, by [21, Theorem 3.5], there are a finite group L containing P and a surjective group
homomorphism π : L → E with the kernel Q such that π(u) is the image of u in E for any u ∈ P
and such that with the identification of L/Q and E through the isomorphism L/Q ∼= E induced
by π, the functor τ : E(Pµ, H,G) → E(P{1}, Q,L) mapping an object Rǫ onto R{1} and a morphism
(ϕTR, x, x˙) onto (ϕ
T
R, x, π(x)) is an isomorphism of categories. Clearly the group E is the product of
the subgroups NH(Qδ)/CH(Q) and PCH(Q)/CH(Q). By Lemma 3.4, NH(Qδ)/CH(Q) is equal to
the image of NH(Pγ) in E . Thus PCH(Q)/CH(Q) is normal in E and then P is normal in L. Since
P is a Sylow p-subgroup of L (see [10, Remark 1.9]), P has a p′-complement E in L.
By [21, Corollary 3.15], there are a k∗-group Eˆ with k∗-quotient E and a primitive P -interior
full matrix algebra T such that we have a P -interior algebra isomorphism B ∼= T ⊗O O∗(P ⋊ Eˆ).
By the isomorphism τ of categories, it is easy to check that the centralizer CL(P ) is equal to P and
then that the algebra (O∗Lˆ)(P ) is isomorphic to kP , where we set Lˆ = P ⋊ Eˆ. Since Ker(Br
O∗Lˆ
P )
is contained in J(O∗Lˆ), {1} is the unique local point of P on O∗Lˆ. By [15, Proposition 5.6], B(P )
is isomorphic to T(P ) ⊗k (O∗Lˆ)(P ) and thus to kP , as k-algebras. Since Ker(Br
B
P ) is contained
in J(BP ) (see Lemma 4.2), {ℓ} is a local point of P on B. Clearly bδ is also a block of NH(Qδ)
and since the index of H in G is a p-power, bδ is also a block of NG(Qδ). Since P is a maximal
p-subgroup of NG(Qδ) such that Br
ONG(Qδ)
P (bδ) 6= 0, the P -interior algebra B is a source algebra
of the block algebra ONG(Qδ)bδ. By [1, 2.9], bδbδ
x is equal to 0 for any x ∈ H−NH(Qδ) and b is
equal to TrHNH (Qδ)(bδ) and then to Tr
G
NG(Qδ)
(bδ). Thus we have B = ℓ(ONG(Qδ))ℓ = ℓ(OG)ℓ. Since
P is a maximal p-subgroup of G such that BrOGP (b) 6= 0, the P -interior algebra B is also a source
algebra of the block algebra OGb.
Clearly we have an inclusion Eˆ ⊂ N(O∗Lˆ)∗(P ), which induces an injective k
∗-group homomor-
phism Eˆ → FˆO∗Lˆ(P{1}). By [13, Theorem 3.1] the group FO∗Lˆ(P{1}) is isomorphic to NL(P )/P
and then to E. So the homomorphism Eˆ → FˆO∗Lˆ(P{1}) has to be a k
∗-group isomorphism. We
denote by µ˜ the local point of P on OG such that ℓ ∈ µ˜. Then Pµ˜ is a defect pointed group of
the pointed group Gα′ on OG. Since we have the P -interior algebra isomorphism B ∼= T⊗O O∗Lˆ,
by [15, Proposition 5.11], [10, 2.12.4 and Lemma 1.17] and [14, Propsition 6.12] it is easy to check
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that there is a k∗-group isomorphism FˆO∗Lˆ(P{1})
∼= Eˆ
G
(Pµ˜)
◦, which can be extended to a k∗-group
isomorphism P ⋊ FˆO∗Lˆ(P{1})
∼= P ⋊ Eˆ
G
(Pµ˜)
◦. Summarizing the above, we have a P -interior algebra
isomorphism B ∼= T⊗O O∗(P ⋊ EˆG(Pµ˜)
◦). So the block b is inertial (see [20, Paragraph 2.16]).
Proposition 5.2. With the notation and the assumptions as above, the block b of G is inertial.
Proof. Note that N
G
(P ) and NG(P ) are equal and that the Brauer correspondents of b and b
in NG(P ) coincide. By Corollary 4.11 and [11, Theorem 3.4], we easily conclude that there is a
p-permutation k(G×G)-module inducing a Morita equivalence between A¯ and A¯. By [16, Remark
7.8], such a Morita equivalence between A¯ and A¯ can be lifted to a Morita equivalence between
A and A induced by a p-permutation O(G × G)-module. Finally by Proposition 5.1 and [27,
Proposition 9], it is easily checked that the block b of G is inertial.
Remark. For the later proof, we remark that the block algebras A and A have isomorphic
source algebras (see [16, 7.5]) since there is a p-permutation O(G×G)-module inducing a Morita
equivalence between A and A.
5.3. We begin to show a precise characterization of the G˙-graded P -interior algebra structure
on Aγ . Since Aγ is a source algebra of the block algebra A, by [20, 2.16.2] and Proposition 5.2
there is a P -interior full matrix algebra S over O such that there is a P -interior algebra isomorphism
5.3.1 Aγ ∼= S ⊗O O∗(P ⋊ EˆG(Pγ˜)
◦);
moreover S is a primitive Dade P -algebra (see [16, Theorem 7.2]), unique up to P -algebra isomor-
phisms (see [18, Lemma 4.5]). The P -interior algebra S is also EG(Pγ˜)-stable (see [20, 3.9]). We
adjust the P -interior algebra structure on S by an EG(Pγ˜)-stable linear character of P so that S
is an EG(Pγ˜)-stable determinant one P -interior full matrix algebra. Then the P -interior algebra S
is unique up to P -interior algebra isomorphisms.
5.4. Set Aˆ = S◦ ⊗O Res
G
P (A) and Bˆ = S
◦ ⊗O Res
G
P (B). Then Aˆ is a G˙-graded P -interior algebra
(see 2.1 and 2.2) and Bˆ is a Q-interior P -algebra (see 2.7). By [15, Theorem 5.3], the local pointed
group Pγ determines a local pointed group Pγˆ on Bˆ such that for some iˆ ∈ γˆ, we have
5.4.1 iˆ(1⊗ i) = (1⊗ i)ˆi = iˆ.
Similarly Qδ also determines a local pointed group Qδˆ on Bˆ such that for some  in the unique local
point of Q on S and some jˆ in δˆ, we have jˆ( ⊗ j) = ( ⊗ j)jˆ = jˆ. We set Aˆγˆ = iˆAˆiˆ, Bˆγˆ = iˆBˆiˆ,
Aˆδˆ = jˆAˆjˆ and Bˆδˆ = jˆBˆjˆ. Then Aˆγˆ is a G˙-graded P -interior algebra and Aˆδˆ is a G˙-graded Q-interior
algebra (see Paragraph 2.7). Since Aˆ =
∑
u Bˆu where u run over P , by [17, Proposition 2.8] Pγˆ
determines a local pointed group P˜ˆγ on Aˆ such that γˆ ⊂
˜ˆγ. We note that the point ˜ˆγ of P on Aˆ is
determined by the point γ˜ of P on A in the sense of [15, Theorem 5.3].
Lemma 5.5. With the notation and the assumptions as above, there is a P -interior algebra
isomorphism
5.5.1 Aˆγˆ ∼= O∗(P ⋊ EˆG(Pγ˜)
◦).
Proof. By 5.3.1 and 5.4.1, we get a P -interior algebra embedding
5.5.2 Aˆγˆ → S
◦ ⊗O S ⊗O O∗(P ⋊ EˆG(Pγ˜)
◦).
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There is a P -interior algebra embedding d : O → S◦⊗OS, which induces another P -interior algebra
embedding
5.5.3 O∗(P ⋊ EˆG(Pγ˜)
◦)→ S◦ ⊗O S ⊗O O∗(P ⋊ EˆG(Pγ˜)
◦)
mapping a onto d(1) ⊗ a for any a ∈ O∗(P ⋊ EˆG(Pγ˜)
◦). Since we have CP⋊EG(Pγ˜)(P ) = P , by
Lemma 4.2 it is easy to check that {1} is the unique local point of P on O∗(P ⋊ EˆG(Pγ˜)
◦). Thus
by [15, Theorem 5.3], P has a unique local point on S◦ ⊗O S ⊗O O∗(P ⋊ EˆG(Pγ˜)
◦). Therefore the
local points of P on S◦ ⊗O S ⊗O O∗(P ⋊ EˆG(Pγ˜)
◦) (see Paragraph 2.4) determined respectively by
the local pointed group P{1} on O∗(P ⋊ EˆG(Pγ˜)
◦) through 5.5.3 and by the obvious local pointed
group P{ˆi} on Aˆγˆ through 5.5.2 have to coincide. Then by [14, 2.13.1], the lemma is proved.
Lemma 5.6. With the notation and the assumptions as above, {ˆi} is a local point of Q on Bˆγˆ
and thus iˆ ∈ δˆ.
Proof. Since we have CP⋊EG(Pγ˜)(Q) = P (see Isomorphism 3.4.1), it is easy to check that (O∗(P ⋊
EˆG(Pγ˜)
◦))(Q) is isomorphic to kP as k-algebras. Since Ker(Br
O∗(P⋊EˆG(Pγ˜ )◦)
Q ) is contained in
J(O∗(P ⋊ EˆG(Pγ˜)
◦)), {1} is the unique local point of Q on the twisted group algebra O∗(P ⋊
EˆG(Pγ˜)
◦). Then by Lemma 5.5, {ˆi} is a local point of Q on Aˆγˆ . Since Aˆγˆ is equal to
∑
u∈P Bˆγˆu,
by [17, Proposition 2.8] any local point of Q on Bˆγˆ is contained in a local point of Q on Aˆγˆ . This
forces that {ˆi} is a local point of Q on Bˆγˆ
So there is an invertible element a in BˆQ such that jˆa = iˆ. In particular, the a-conjugation
induces a G˙-graded Q-interior algebra isomorphism Aˆδˆ
∼= ResPQ(Aˆγˆ), through which we identify Aˆγˆ
with Aˆδˆ. In this case, we have jˆ = iˆ. We denote by NBˆ∗γˆ
(P ) the normalizer of P iˆ in Bˆ∗γˆ .
Lemma 5.7. Keep the notation and the assumptions as above and denote by eδ, γ the inverse of
Isomorphism 3.4.1. Then there is a k∗-group isomorphism eˆδ, γ : EˆH(Qδ) ∼= EˆG(Pγ˜) lifting the
group isomorphism eδ, γ .
Proof. Since the index of H in G is a p-power, the P -algebra homomorphism OH → OG induced
by the inclusion map H →֒ G is a strict semicovering (see [10, Example 3.9 and Theorem 3.16]). We
denote by δ˜ the local point of Q on OG such that δ ⊂ δ˜. By Lemma 3.3, we have NG(Qδ) = NG(Qδ˜).
Thus the inclusion NH(Qδ) ⊂ NG(Qδ˜) induces a group isomorphism EH(Qδ)
∼= EG(Qδ˜). On the
other hand, by the proof of Lemma 3.3, δ and δ˜ determine each other. Thus by [10, Proposition 3.3],
the inclusion map OH →֒ OG induces an NG(Qδ)-algebra isomorphism (OH)(Qδ) ∼= (OG)(Qδ˜)
which induces a k∗-group isomorphism EˆH(Qδ) ∼= EˆG(Qδ˜) lifting the isomorphism EH(Qδ)
∼=
EG(Qδ˜). So it suffices to show that there is a k
∗-group isomorphism eˆ′δ, γ : EˆG(Qδ˜)
∼= EˆG(Pγ˜) lifting
the group isomorphism eδ, γ : EG(Qδ˜)
∼= EG(Pγ˜). Since bδ and bγ are nilpotent blocks of CH(Q)
and CH(P ) respectively and the index of H in G is a p-power, by [10, Proposition 6.5] Qδ˜ and Pγ˜
are nilcentralized in the sense of [17, 3.1]. Since Qδ˜ is contained in Pγ˜ , the isomorphism eˆ
′
δ, γ follows
from [19, Theorem 7.16].
5.8. We consider the twisted group algebra O∗(P ⋊ EˆG(Pγ˜)
◦) and begin to endow it with a G˙-
graded P -interior algebra structure. Clearly the k∗-group isomorphism eˆδ, γ can be extended to an
injective group homomorphism Q⋊EˆH(Qδ)→ P ⋊EˆG(Pγ˜), which extends the inclusion Q ⊂ P and
is still denoted by eˆδ, γ for convenience. We identify Q ⋊ EˆH(Qδ) with a subgroup of P ⋊ EˆG(Pγ˜)
through eˆδ, γ , which is normal in P ⋊ EˆG(Pγ˜).
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5.9. Clearly P ⊂ P ⋊ EˆG(Pγ˜) and P ⊂ G induce the following group isomorphisms
(P ⋊ EˆG(Pγ˜))/(Q ⋊ EˆH(Qδ)) ∼= P/Q ∼= G˙.
We identify G˙ with (P ⋊ EˆG(Pγ˜))/(Q ⋊ EˆH(Qδ)) through these isomorphisms. As A is endowed
with a G˙-graded algebra structure (see Paragraph 2.10), we endow the twisted group algebra
O∗(P ⋊ EˆG(Pγ˜)
◦) with an obvious G˙-graded algebra structure. Notice that the 1-component of this
G˙-graded algebra O∗(P ⋊ EˆG(Pγ˜)
◦) is O∗(Q ⋊ EˆH(Qδ)
◦). The inclusion P ⊂ P ⋊ EˆG(Pγ˜) induces
a P -interior algebra structure on O∗(P ⋊ EˆG(Pγ˜)
◦).
Proposition 5.10. With the notation and the assumptions as above, there is a G˙-graded P -
interior algebra isomorphism Aˆγˆ ∼= O∗(P ⋊ EˆG(Pγ˜)
◦).
Proof. Since Aˆ is a G˙-graded P -interior algebra with the 1-component Bˆ, the group FBˆ(Pγˆ) (see
Paragraph 2.9) makes sense. In this case, FBˆ(Pγˆ) actually is equal to the group obtained by
applying FA(Kγ) in [17, 2.3] to Bˆ and Pγˆ . By [17, Proposition 2.8] applied to the inclusion map
Bˆ → Aˆ, FBˆ(Pγˆ) is a normal subgroup of FAˆ(P˜ˆγ) with a p-power index. On the other hand, by [13,
Theorem 3.1], we have EG(Pγ˜) = FA(Pγ˜) and by [10, Lemma 1.17], we have FA(Pγ˜) = FAˆ(P˜ˆγ).
Since EG(Pγ˜) is a p
′-group, so is FAˆ(P˜ˆγ) and thus we have FBˆ(Pγˆ) = FAˆ(P˜ˆγ).
For any φ ∈ FBˆ(Pγˆ), there is an invertible element a in NBˆ∗
γˆ
(P ) such that φ(u)ˆi = aua−1 for any
u ∈ P . Since the map P → P iˆ, u 7→ uiˆ is a group isomorphism, it is easy to check that the map
FBˆ(Pγˆ)→ NBˆ∗
γˆ
(P )/(BˆPγˆ )
∗ mapping φ onto the image of a in NBˆ∗
γˆ
(P )/(BˆPγˆ )
∗ for any φ ∈ FBˆ(Pγˆ) is
a group isomorphism. Then we have a short exact sequence of group homomorphisms
1→ (1 + J(BˆPγˆ ))
∼= (BˆPγˆ )
∗/k∗ → NBˆ∗γˆ
(P )/k∗ → FBˆ(Pγˆ)→ 1.
Since FBˆ(Pγˆ) is a p
′-group, this short exact sequence uniquely splits (see [25, Lemma 45.6]) and
thus there is a subgroup Fˆ of NBˆ∗
γˆ
(P ) containing k∗ such that the restriction to Fˆ /k∗ of the
homomorphism NBˆ∗
γˆ
(P )/k∗ → FBˆ(Pγˆ) is a group isomorphism.
We consider the conjugation action of Fˆ on P iˆ, the semidirect product (P iˆ) ⋊ Fˆ and the O-
algebra homomorphism θ : O∗((P iˆ) ⋊ Fˆ ) → Aˆγˆ induced by the inclusions P iˆ ⊂ Aˆγˆ and Fˆ ⊂ Aˆγˆ .
Similar to the paragraph above, we have another uniquely split short exact sequence
1→ (1 + J(AˆPγˆ ))→ NAˆ∗γˆ
(P )/k∗ → FAˆ(P˜ˆγ)→ 1.
Clearly the inclusion Fˆ ⊂ NBˆ∗
γˆ
(P ) induces a group isomorphism FAˆ(P˜ˆγ)
∼= Fˆ /k∗, which is a section
of the homomorphism NAˆ∗γˆ
(P )/k∗ → FAˆ(P˜ˆγ). Let Lˆ be the inverse image of EˆG(Pγ˜)
◦ through
Isomorphism 5.5.1. The inclusion Lˆ ⊂ NAˆ∗
γˆ
(P ) induces a group isomorphism FAˆ(P˜ˆγ)
∼= Lˆ/k∗,
which is also a section of the homomorphism NAˆ∗
γˆ
(P )/k∗ → FAˆ(P˜ˆγ). So Fˆ and Lˆ are conjugate
in Aˆ∗γˆ . Thus the homomorphism θ is surjective and it is an O-algebra isomorphism. Note that θ
maps O∗((Qiˆ) ⋊ Fˆ ) onto Bˆγˆ .
Clearly the inclusions Fˆ ⊂ NBˆ∗γˆ
(Q) and Fˆ ⊂ NBˆ∗γˆ
(P ) induce k∗-group isomorphisms fδ : Fˆ ∼=
FˆBˆ(Qδˆ) and fγ : Fˆ
∼= FˆAˆ(P˜ˆγ), respectively. On the other hand, the obvious inclusion NBˆ∗
γˆ
(P ) ⊂
NBˆ∗γˆ
(Q) induces a group isomorphism FAˆ(P˜ˆγ)
∼= FBˆ(Qδˆ) which maps any automorphism on P
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onto its restriction to Q. Since it follows from [13, Theorem 3.1] and [10, Lemma 1.17] that
EH(Qδ) and EG(Pγ˜) are equal to FBˆ(Qδˆ) and FAˆ(P˜ˆγ) respectively, the group isomorphism FAˆ(P˜ˆγ)
∼=
FBˆ(Qδˆ) coincides with Isomorphism 3.4.1. The inclusion NBˆ∗γˆ
(P ) ⊂ NBˆ∗
γˆ
(Q) also induces a k∗-group
isomorphism fˆγ, δ : FˆAˆ(P˜ˆγ)
∼= FˆBˆ(Qδˆ) lifting Isomorphism 3.4.1. Moreover we have fˆγ, δ ◦ fγ = fδ.
By [14, Proposition 6.12], [10, 2.12.4] and [15, Proposition 5.11], we have k∗-group isomorphisms
gγ : EˆG(Pγ˜)
◦ ∼= FˆAˆ(P˜ˆγ) and gδ : EˆH(Qδ)
◦ ∼= FˆBˆ(Qδˆ), which respectively lift the equalities EG(Pγ˜) =
FAˆ(P˜ˆγ) and EH(Qδ) = FBˆ(Qδˆ). We set eˆ
′
δ, γ = g
−1
γ ◦ fˆ
−1
γ, δ ◦ gδ. Since eˆ
′
δ, γ and eˆδ, γ both lift the
isomorphism eδ, γ , we can adjust eˆδ, γ by a linear character of EG(Pγ˜) so that eˆ
′
δ, γ and eˆδ, γ coincide.
Summarizing the above, we have a commutative diagram of k∗-group homomorphisms
EˆG(Pγ˜)
◦ gγ−→ FˆAˆ(P˜ˆγ)
fγ
←− Fˆ
eˆδ, γ
x
yfˆγ, δ =
y
EˆH(Qδ)
◦ gδ−→ FˆBˆ(Qδˆ)
fδ←− Fˆ
.
In particular, this shows that there is an O-algebra isomorphism O∗((P iˆ)⋊ Fˆ ) ∼= O∗(P ⋊ EˆG(Pγ˜)
◦)
mapping uiˆ onto u for any u ∈ P and O∗((Qiˆ) ⋊ Fˆ ) onto O∗(Q ⋊ EˆH(Qδ)
◦). By composing
the inverse of this O-algebra isomorphism and Isomorphism 5.10.1, we get the desired G˙-graded
P -interior algebra isomorphism.
Lemma 5.11. With the notation and the assumptions as above, there is a G˙-graded P -interior
algebra embedding Aγ → S ⊗O Aˆγˆ.
Proof. Clearly the inclusion map Aˆγˆ → S
◦ ⊗O Aγ (see 5.4.1) is a G˙-graded P -interior algebra
embedding and so is the inclusion map ι : S ⊗O Aˆγˆ → S ⊗O S
◦ ⊗O Aγ . By [15, Theorem 5.3], the
obvious local point {hˆ} of P on Bˆγˆ determines a local point γˆ
′ of P on S ⊗O Bˆγˆ . Since embeddings
preserve localness (see [25, Proposition 15.1]), there is a local point γ′ of P on S ⊗O S
◦ ⊗O Bγ
containing γˆ′.
There is a P -interior algebra embedding e : O → S⊗O S
◦, which induces a G˙-graded P -interior
algebra embedding e⊗1 : Aγ → S⊗OS
◦⊗OAγ mapping a onto a⊗d(1) for any a ∈ Aγ . Obviously
{h} is a local point of P on Bγ . Again since embeddings preserve localness, there is a local point
γ′′ of P on S ⊗O S
◦ ⊗O Bγ containing the image of h through Embedding 5.11.2.
Obviously {h} is also the unique local point of P on Bγ and then by [15, Theorem 5.3], P has
a unique local point on S ⊗O S
◦ ⊗O Bγ . So γ
′ is equal to γ′′. Then by [10, 2.11.2], the embedding
e⊗ 1 factors through the embedding ι to get the embedding in this lemma.
Theorem 5.12. With the notation and the assumptions as above, there is a G˙-graded P -interior
algebra isomorphism Aγ ∼= S ⊗O O∗(P ⋊ EˆG(Pγ˜)
◦).
Proof. By Lemma 5.11 and Proposition 5.10, there is a G˙-graded P -interior algebra embedding
Aγ → S ⊗O O∗(P ⋊ EˆG(Pγ˜)
◦). By Lemma 4.2, it is easy to check that the identity element of
S⊗OO∗(P ⋊ EˆG(Pγ˜)
◦) is contained in the unique local point of P on S⊗OO∗(Q⋊ EˆH(Qδ)
◦). Thus
this embedding must be an isomorphism.
6. Proofs of Proposition 1.7 and Theorems 1.11 and 1.12
Throughout this section we keep the notation in 2.10; we assume that P is abelian and that
the block b of H is a trivial inertial block (see Paragraph 1.4). As the title shows, we will prove
the proposition and theorems stated in Section 1, so we also keep the notation there.
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6.1. We firstly prove Proposition 1.7 and describe the algebraic structure of Aγ′ . We set N =
NG(Qδ), H = CH(Q) and β = {bδ}. Clearly Nβ and Hβ are pointed groups on OH. Let Rε be
a local pointed group such that Qδ ≤ Rε ≤ Pγ and let Rǫ be a local pointed group on OH such
that BrOHR (ε) = Br
OH
R (ǫ). Obviously Br
OH
Q (ǫ) is a local point of R on kH. Since Br
OH
Q maps
(OH)R onto (kH)R and Ker(BrOHQ ) is contained in J(OH), Rǫ has to be a local pointed group
on OH. In particular, Rǫ is a local pointed group on OH such that Br
OH
R (ǫ) = Br
OH
R (ε). Since
BrOHP (γ
′) = BrOHP (γ) and Br
OH
Q (δ
′) = BrOHQ (δ), we take R to be P and Q respectively and then
conclude that Pγ′ and Qδ′ are local pointed groups on OH. Moreover Pγ′ and Qδ′ has to be defect
pointed groups of Nβ and Hβ respectively since Pγ and Qδ are defect pointed groups of Gα and
Hα respectively. Since the block bδ of H is nilpotent (see [3]), by [21, Theorem 3.5] there are a
finite group L containing P and a surjective group homomorphisms π : L → E with kernel Q
such that π(u) is the image of u in E for any u ∈ P and such that with the identification of L/Q
and E through the isomorphism L/Q ∼= E induced by π, the functor τ : E(Pγ′ ,H,N ) → E(P{1}, Q,L)
mapping an object Rε′ onto R{1} and a morphism (ϕ
T
R, x, x˜) onto (ϕ
T
R, x, π(x)) is an isomorphism
of categories, where x˜ is the image of x in E .
6.2. Proof of Proposition 1.7.
Take any two local pointed groups Rε and Tν in E(Pγ ,H,G) and let x be an element of G such
that (Rε)
x−1 ≤ Tν . By [10, Proposition 5.3], we have Q
x−1 = (Rx
−1
∩H) = T ∩H = P ∩H = Q.
Furthermore, since (Qδ)
x−1 ≤ (Rε)
x−1 ≤ Pγ , by [10, Proposition 5.5] we have δ
x−1 = δ and thus
x ∈ NG(Qδ). Let Rε′ and Tν′ be local pointed groups on OH such that Br
OH
R (ε) = Br
OH
R (ε
′)
and BrOHT (ν) = Br
OH
T (ν
′), respectively. Note that (Rε)
x−1 ≤ Tν is equivalent to (Rε′)
x−1 ≤ Tν′ .
We define a functor ψ : E(Pγ ,H,G) → E(Pγ′ ,H,N ) mapping an object Rε onto Rε′ and a morphism
(ϕTR, x−1 , x˙) from Rε to Tν onto a morphism (ϕ
T
R, x−1 , x˜) from Rε′ to Tν′ . It is trivial to check
that this functor is an isomorphism of categories. Set τ = τ ◦ ψ. Then τ is an isomorphism of
categories fulfilling Proposition 1.7. Therefore L and π satisfy Proposition 1.7. Suppose that there
are another finite group L′ and another group homomorphism π′ : L′ → E satisfying Proposition
1.7. We denote by τ ′ the corresponding isomorphism of categories E(Pγ ,H,G)
∼= E(P{1}, Q,L′). Then
τ ′ ◦ψ−1 is the isomorphism of categories E(Pγ′ ,H,N )
∼= E(P{1}, Q,L′) induced by the inclusion P ⊂ L
′
and the homomorphism π′ in the sense of [21, Theorem 3.5]. Then the last statement of Proposition
1.7 follows from the uniqueness part of [21, Theorem 3.5].
6.3. By the proof above, the finite group L and the homomorphism π in Proposition 1.7 can be
chosen to be the finite group L and the homomorphism π respectively. We set Lˆ = Resπ(EˆN , E (Qδ′)).
Since the simple factors of (OH)Q and (OH)Q determined by the points δ and δ′ respectively
are isomorphic as NG(Qδ)-algebras, it is easily checked that there is a k
∗-group isomorphism
EˆG, G˙(Qδ)
∼= EˆN , E(Qδ′) lifting the equality EG, G˙(Qδ) = EN , E(Qδ′) and then that there is a k
∗-
group isomorphism Lˆ ∼= Lˆ lifting the equality L = L. We identify Lˆ and Lˆ through the k∗-group
isomorphism Lˆ ∼= Lˆ.
6.4. Since Q is normal in L, the twisted group algebra O∗Lˆ
◦ has an obvious L/Q-graded algebra
structure. We identify L/Q and E through the isomorphism L/Q ∼= E induced by π. Then O∗Lˆ
◦
becomes an E-graded algebra. Since bδbδ
x = 0 for any x ∈ G − N and Pγ′ ≤ Nβ, we have
Aγ′ = iAi = i(ON )i. Since Pγ′ is a pointed group on OH, Aγ′ has an obvious E-graded algebra
structure. By [21, Corollary 3.15], there is a determinant one P -interior full matrix algebra S over
O such that we have an E-graded P -interior algebra isomorphism
6.4.1 Aγ′ ∼= S⊗O O∗Lˆ
◦.
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Since NH(Qδ) is normal in NG(Qδ), Aγ′ also has an obvious NG(Qδ)/NH(Qδ)-graded algebra
structure. We have identified G/H and NG(Qδ)/NH(Qδ) in Paragraph 1.10 and thus Aγ′ becomes
a G˙-graded algebra. Notice that in Paragraph 1.10 we also endowed O∗Lˆ
◦ with a G˙-graded algebra
structure. Let x be an element of NG(Qδ), x˜ be the image of x in E , yx be an inverse image of x˜ in
L and yˆx be a lift of yx in Lˆ. Then the isomorphism 6.4.1 maps i(ONH(Qδ)x)i onto S⊗O (O∗Kˆ
◦)yˆx
and thus it is also a G˙-graded P -interior algebra isomorphism.
6.5. Next we begin to prove Theorem 1.11. We divide its proof into a series of lemmas. Set
J = PH, J˙ = J/H and Cγ = i(OJ)i. Clearly Cγ is a J˙-graded P -interior algebra. By [10,
Proposition 6.2], the obvious P -algebra homomorphism OH → OJ induced by the inclusion H ⊂ J
is a strict semicovering and there is a unique local point γ˜ of P on OJ containing γ. Since Pγ
is a defect pointed group of Jα, by [10, Corollary 6.3] Pγ˜ is a defect pointed group of Jα on
OJ . In particular, Cγ is a source algebra of the block algebra OJb. By Theorem 5.12, we get a
determinant one P -interior full matrix algebra S over O such that there is a J˙-graded P -interior
algebra isomorphism
6.5.1 Cγ ∼= S ⊗O O∗(P o EˆJ(Pγ˜)
◦).
Moreover S is unique up to P -interior algebra isomorphisms and it has a P -stableO-basis containing
the unity of S.
6.6. Let Rε be a local pointed group such that Qδ ≤ Rε ≤ Pγ . Take some h ∈ ε such that
ih = hi = h and hj = jh = j. Set Aε = hAh and Bε = hBh. Clearly Aε = hAh is a G˙-graded
R-interior algebra. Set Aˆ = S◦ ⊗O Res
G
P (A) and Bˆ = S
◦ ⊗O Res
G
P (B). Then Aˆ is a G˙-graded
P -interior algebra. By [15, Theorem 5.3], Rε determines a unique local pointed group Rεˆ on Bˆ
such that for some hˆ ∈ εˆ and some element ℓ of the unique local point εS of R on S, we have
hˆ(ℓ⊗h) = (ℓ⊗h)hˆ = hˆ. Set Aˆεˆ = hˆAˆhˆ and Bˆεˆ = hˆBˆhˆ. Clearly Aˆεˆ is a G˙-graded R-interior algebra.
6.7. Similarly we have the local pointed groups Pγˆ and Qδˆ on Bˆ determined by the pointed groups
Pγ and Qδ on B respectively, the G˙-graded P -interior algebra Aˆγˆ = iˆAˆiˆ for some iˆ ∈ γˆ, and the
G˙-graded Q-interior algebra Aˆδˆ = jˆAˆjˆ for some jˆ ∈ δˆ. By Lemma 5.6, we have γˆ ⊂ εˆ ⊂ δˆ. So as
we did in the paragraph above Lemma 5.7, we identify Aˆγˆ and Aˆεˆ through some suitable G˙-graded
R-interior algebra isomorphism, and Aˆεˆ and Aˆδˆ through some suitable G˙-graded Q-interior algebra
isomorphism. In this sense, the algebras Aˆγˆ , Aˆεˆ and Aˆδˆ are equal. In particular, their identities iˆ,
hˆ and jˆ are equal and so are their 1-components Bˆγˆ , Bˆεˆ and Bˆδˆ.
Lemma 6.8. With the above notation, we have EG, G˙(Rε) ⊂ FA, G˙(Rε) and EG, G˙(Rε) ⊂ FAˆ, G˙(Rεˆ).
Proof. Given (φ, x˙) in EG, G˙(Rε), x˙ has a representative y in NG(Rε) such that φ = ϕ
R
R, y. There
is some invertible element ay of (OH)
R such that yhy−1 = ayha
−1
y . Thus a
−1
y y commutes with h.
Set dy = (a
−1
y y)h. Clearly dy belongs to N
x˙
A∗ε
(R) and dyud
−1
y = φ(u)h. So (φ, x˙) ∈ FA, G˙(Rε) and
EG, G˙(Rε) ⊂ FA, G˙(Rε).
Set T = ℓSℓ. Clearly T is a Dade R-algebra and a R-interior algebra. Since the J˙-graded
P -interior algebra Cγ is NG(Pγ)-stable, by the uniqueness of S the P -interior algebra S is NG(Pγ)-
stable. Since NG(Rε) = NNG(Rε)(Pγ)CG(Rε) (see Lemma 2.11), by the uniqueness of the local point
of R on S, T is NG(Rε)-stable. So there is an invertible element sy in T such that syus
−1
y = φ(u)1T .
Clearly we have hˆ(sy⊗dy)
−1
(1T ⊗h) = (1T ⊗h)hˆ
(sy⊗dy)−1 = hˆ(sy⊗dy)
−1
and hˆ(sy⊗dy)
−1
is contained in
some local point of R on Bˆ. By the uniqueness of Rεˆ, hˆ
(sy⊗dy)−1 belongs to εˆ. In particular, there is
some invertible element ey of Bˆ
R such that (sy⊗dy)hˆ(sy⊗dy)
−1 = eyhˆe
−1
y . Set cy = e
−1
y (sy⊗dy)hˆ.
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Then cy is an invertible element of the x˙-component of Aˆεˆ and we have cyuc
−1
y = φ(u)hˆ for any
u ∈ R. Thus we have (φ, x˙) ∈ FAˆ, G˙(Rεˆ) and EG, G˙(Rε) ⊂ FAˆ, G˙(Rεˆ).
6.9. The isomorphism τ of categories in Proposition 1.7 induces a group isomorphism χR :
EG, G˙(Rε)
∼= EL, E(R), where EL, E(R) is the automorphism group of R{1} in E(P{1}, Q,L). We
also have group isomorphisms θR : NL(R)/Q ∼= EL, E(R) and ϑR : FAˆ, G˙(Rεˆ)
∼= FAˆ(Rεˆ) (see
1.9 and 2.9.1 respectively). We denote by λR the composition of θR, χ
−1
R , the inclusion map
EG, G˙(Rε) ⊂ FAˆ, G˙(Rεˆ) and ϑR.
6.10. The inclusionNG(Rε) ⊂ NG(Qδ) induces a group homomorphism θ : EG, G˙(Rε)→ EG, G˙(Qδ)
mapping (ϕRR, x−1 , x˙) onto (ϕ
Q
Q,x−1
, x˙) for any x ∈ NG(Rε). Similarly the inclusion NL(R) ⊂ L
induces a group homomorphism ϑ : EL, E(R) → EL, E(Q). We have ϑ ◦ χR = χQ ◦ θ and then the
following commutative diagram of group homomorphisms
6.10.1
NL(R)/Q
λR−→ FAˆ(Rεˆ)y
y
L/Q
λQ
−→ FAˆ(Qδˆ),
where the left downarrow is induced by the inclusion NL(R) ⊂ L and the right downarrow is
induced by the inclusion NAˆ∗εˆ
(R) ⊂ NAˆ∗
δˆ
(Q).
6.11. The canonical homomorphism NAˆ∗
δˆ
(Q) → NAˆ∗
δˆ
(Q)/k∗ maps (BˆQ
δˆ
)∗ onto (BˆQ
δˆ
)∗/k∗ and in-
duces a canonical group isomorphism
6.11.1
(
NAˆ∗
δˆ
(Q)/k∗
)/(
(BˆQ
δˆ
)∗/k∗
)
∼= NAˆ∗
δˆ
(Q)/(BˆQ
δˆ
)∗ = FAˆ(Qδˆ).
Set M = NAˆ∗
δˆ
(Q)/k∗ and K = (BˆQ
δˆ
)∗/k∗. By composing the canonical surjective homomorphism
L → L/Q, the homomorphism λQ and the inverse of this canonical group isomorphism, we get
a group homomorphism p : L → M/K. There is an injective group homomorphism i : P → M
mapping u onto the image of ujˆ in M for any u ∈ P .
Lemma 6.12. With the notation as above, the homomorphism p can be lifted to an injective group
homomorphism L →M, which extends the homomorphism i.
Lemma 6.13. Let L be a finite group, M a group, Z a normal subgroup of M and σ¯ :L →
M¯ = M/Z a group homomorphism. Let {Zn}n∈N∪{0} be a sequence of subgroups of Z, which
are normal in M . Assume that Z0 = Z, that Zn/Zn+1 is a p
′-divisible abelian group for any
n ∈ N ∪ {0}, and that lim
←
Z/Zn ∼= Z. Assume that, for a Sylow p-subgroup P of L , there exists
a group homomorphism ς :P → M lifting the restriction of σ¯ to P and fulfilling the following
condition
6.13.1 For any subgroup R of P and any x ∈ L such that Rx ⊂ P , then there is yx ∈M such that
σ¯(x) = y¯x, where y¯x denotes the image of yx in M¯ , and such that ς(u
x) = ς(u)yx for any u ∈ R.
6.13.2 ς(P ) acts trivially on Z by the conjugation.
Then there is a group homomorphism σ :L→M lifting σ¯ and extending ς. Moreover, if σ′ :L→M
is another group homomorphism lifting σ¯ and extending ς, there is z ∈ Z such that σ′(x) = σ(x)z
for any x ∈ L.
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Proof. For any n ∈ N∪{0}, we set Mn =M/Zn; we denote by ςn the group homomorphism P →
Mn induced by ς, and by yx,n the image inMn of yx in 6.13.1; there is a canonical group isomorphism
Mn ∼=Mn+1/(Zn/Zn+1); we identify Mn with Mn+1/(Zn/Zn+1) through this isomorphism. Clearly
M0 = M¯ and yx, 0 = y¯x.
Set σ0 = σ¯. Clearly σ0 extends ς0. Assume that there is a sequence of group homomorphisms
{σl : L → Ml}0≤l≤k such that for any integer l such that 0 ≤ l ≤ k − 1, we have σl+1 lifts σl,
and such that for any integer l such that 0 ≤ l ≤ k, σl extends ςl. Let R be a subgroup of P and
take x ∈ L such that Rx ⊂ P . Since σk lifts σ0, yx, k+1 and any representative zx, k+1 of σk(x)
in Mk+1 differentiate by some element of Z/Zk+1. Moreover since ς(P ) acts trivially on Z, we
have ςk+1(u
x) = ςk+1(u)
yx, k+1 = ςk+1(u)
zx, k+1 for any u ∈ P . Thus σk, ςk+1 and zx, k+1 satisfy
Condition 6.13.1. Since Zk/Zk+1 is a p
′-divisible abelian group, by [21, Lemma 3.6] there is a group
homomorphism σk+1 :L → Mk+1 lifting σk and extending ςk+1. By induction, we get a sequence
of group homomorphisms {σn : L→Mn}n∈N∪{0} such that σn extends ςn for any n ∈N∪ {0} and
such that σn+1 lifts σn for any n ∈ N ∪ {0}.
Since lim
←
Z/Zn ∼= Z, by [25, Lemma 45.4] canonical homomorphisms M →Mn induce a group
isomorphism M ∼= lim
←
Mn. So there is a unique group homomorphism σ : L → M such that σ
lifts σn for any n ∈ N ∪ {0}. In particular σ lifts σ¯. Since the restriction of σ to P and the
homomorphism ς both lift the sequence of group homomorphisms {ςn}n∈N∪{0}, the restriction of σ
to P has to be equal to ς.
We assume that σ′ :L → M is another group homomorphism lifting σ¯ and extending ς. Then
σ′ induces a sequence of group homomorphisms {σ′n : L → Mn}n∈N∪{0} such that σ
′
n+1 lifts σ
′
n
for any n ∈ N ∪ {0} and such that σ′n extends ςn for any n ∈ N ∪ {0}, where σ
′
0 = σ¯. By the
uniqueness part of [21, Lemma 3.6] we find a sequence {zn}n∈N∪{0} such that zn belongs to Z/Zn
for any n ∈ N ∪ {0}, such that zn is the image of zn+1 for any n ∈ N ∪ {0} and such that for
any n ∈ N ∪ {0}, we have σ′n(x) = σn(x)
zn for any x ∈ L. Since lim
←
Z/Zn ∼= Z, there is some
z ∈ Z lifting zn for any n ∈ N ∪ {0}. Clearly σ
′ and σz both lift σ′n for any n ∈ N ∪ {0} and thus
σ′(x) = σ(x)z for any x ∈ L.
6.14. Proof of Lemma 6.12.
In order to prove this lemma, we apply Lemma 6.13 to the case that L = L, M = M, Z = K,
σ¯ = p and ς = i. By [24, Charpter II, Proposition 8], there is a canonical group isomorphism
K ∼= 1 + J(Bˆ
Q
δˆ
). We identify K with 1 + J(BˆQ
δˆ
). Set K0 = K and Kn = 1 + J(Bˆ
Q
δˆ
)n for any n ∈ N.
Then for any n ∈ N∪{0}, Kn is normal in M, Kn/Kn+1 is a p
′-divisible abelian group and canonical
group homomorphisms K → K/Kn induces a group isomorphism lim
←
K/Kn ∼= K (see [25, Lemma
45.5]). So the group K together the sequence {Kn}n∈N∪{0} satisfies the assumption in Lemma 6.13.
Let R be a subgroup of P and let x be an element of L such that Rx ⊂ P . Since Q is normal in
L, we have (RQ)x ≤ P . It is easy to see that if the homomorphisms p and i satisfy Condition 6.13.1
for RQ, then the homomorphisms p and i satisfy Condition 6.13.1 for R. So we assume that R
contains Q. Since P is an abelian Sylow p-subgroup of L (see [10, Remark 1.9]), there is y ∈ NL(P )
such that ux = uy for any u ∈ R (see [25, Proposition 49.6]). Set z = xy−1. Clearly z belongs to
CL(R). So in order to show that the homomorphisms p and i satisfy Condition 6.13.1, it suffices to
show that the homomorphisms p and i satisfy Condition 6.13.1 for any subgroup R of P containing
Q such that Rx = R. Let x′ be the image of x in L/Q and take a representative a of λR(x
′) in
NAˆ∗
εˆ
(R). Since λR is the composition of θR, χ
−1
R , the inclusion map EG, G˙(Rε) ⊂ FAˆ, G˙(Rεˆ) and
ϑR, there is a representative g of π(x) in NG(Rε) such that ϕ
R
R, x−1 = ϕ
R
R, g−1 , such that a belongs
to N g˙
Aˆ∗
εˆ
(R) and such that aua−1 = ϕRR, g−1(u)hˆ for any u ∈ R. We denote by wx the image of a in
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M. Then we have i(ux) = i(u)wx for any u ∈ R. Moreover by Diagram 6.10.1, p maps x onto the
image of wx in M/K. So the homomorphisms p and i satisfy Condition 6.13.1.
Set Cˆγˆ = iˆCγ iˆ. Then Cˆγˆ is a J˙-graded P -interior algebra. As in the proof of Lemma 5.5, we
prove that Cˆγˆ is isomorphic to O∗(P oEˆJ(Pγ˜)
◦) as J˙-graded P -interior algebras. In particular, Bˆγˆ is
isomorphic to O∗(Qo EˆJ (Pγ˜)
◦) as Q-interior P -algebras. Since P = QSP (see 3.3), where SP is the
subgroup of all EJ(Pγ˜)-fixed elements of P , the P -conjugation acts trivially on (O∗(QoEˆJ(Pγ˜)
◦))Q.
So Condition 6.13.2 is satisfied.
Finally by Lemma 6.13 the homomorphism p can be lifted to a group homomorphism L → M
extending the homomorphism i. Let x be an element in the kernel of the homomorphism L → M.
Then the isomorphism λQ maps the image of x in L/Q onto 1. Thus x has to be inside Q. Since
the homomorphism L →M extends i, x has to be 1. So the homomorphism L → M is injective.
6.15. We denote by p′ the homomorphism L → M in Lemma 6.12 and by L˜ the inverse image
of p′(L) in NAˆ∗
δˆ
(Q). The group L˜ with the inclusion map k∗ → L˜ becomes a k∗-group with the
k∗-quotient L. Since we identify the two groups G˙ and L/K in Paragraph 1.10, the twisted group
algebra O∗L˜ can be endowed with a G˙-graded algebra structure. The inclusion map P ⊂ L˜ induces
a P -interior algebra structure on O∗L˜.
Lemma 6.16. With the notation as above, there is a G˙-graded P -interior algebra isomorphism
6.16.1 Aγ ∼= S ⊗O O∗L˜.
Proof. The inclusion L˜ ⊂ Aˆ∗γˆ induces a P -interior algebra homomorphism O∗L˜ → Aˆγˆ . Let x
be an element of L and let x′ be the image of x in L/Q. We take a representative a of λQ(x
′)
in NAˆ∗
εˆ
(Q) and denote by wx the image of a in M. Since λQ is the composition of θQ, χ
−1
Q , the
inclusion map EG, G˙(Qδ) ⊂ FAˆ, G˙(Qδˆ) and ϑQ, π(x) has a representative g in NG(Qδ) such that
ϕQ
Q,x−1
= ϕQ
Q, g−1
, such that a belongs N g˙
Aˆ∗
δˆ
(Q) and such that aua−1 = ϕQ
Q, g−1
(u)jˆ for any u ∈ Q.
Clearly the homomorphism p maps x onto the image of wx in M/K and since a belongs to N
g˙
Aˆ∗
δˆ
(Q),
any inverse image of x in L˜ lies in the g˙-component of Aˆγˆ . Thus the homomorphism O∗L˜ → Aˆγˆ is
a G˙-graded algebra homomorphism.
Let K˜ be the inverse image of K in L˜. Then the homomorphism O∗L˜ → Aˆγˆ induces an O-
algebra homomorphism O∗K˜ → Bˆγˆ . Since EH(Qδ) is a p
′-group and K is the inverse image of
EH(Qδ) in L, K has a subgroup E such that K = Q o E. Thus we have K˜ = Q o E˜, where E˜ is
the inverse image of E in K˜. We claim that Bˆγˆ is generated by E˜ and Qiˆ. Notice that Bˆγˆ is equal
to Bˆδˆ. For any φ ∈ FBˆ(Qδˆ), there is an invertible element a in NBˆ∗γˆ
(Q) such that φ(u)ˆi = aua−1
for any u ∈ Q. By 2.9.1, the map FBˆ(Qδˆ) → NBˆ∗γˆ
(Q)/(BˆQγˆ )
∗ mapping φ onto the image of a in
NBˆ∗γˆ
(Q)/(BˆQγˆ )
∗ for any φ ∈ FBˆ(Qδˆ) is a group isomorphism. We consider the following short exact
sequence of group homomorphisms
6.16.2 iˆ→ (ˆi+ J(BˆQγˆ ))
∼= (Bˆ
Q
γˆ )
∗/k∗ → NBˆ∗
γˆ
(Q)/k∗ → FBˆ(Qδˆ)→ iˆ.
Clearly E˜ is contained in NBˆ∗
γˆ
(Q) and trivially intersects iˆ+ J(BˆQγˆ ). So the inclusion E˜ ⊂ NBˆ∗
γˆ
(Q)
induces an injective group homomorphism E˜/k∗ → FBˆ(Qδˆ). On the other hand, by [13, Theorem
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3.1] and [10, Lemma 1.17] we have EH(Qδ) = FB(Qδ) = FBˆ(Qδˆ). Since the groups E and EH(Qδ)
have the same order, the homomorphism E˜/k∗ → FBˆ(Qδˆ) must be a group isomorphism. Moreover
it is trivially seen that the inverse of this isomorphism E˜/k∗ → FBˆ(Qδˆ) is a section of the group ho-
momorphismNBˆ∗γˆ
(Q)/k∗ → FBˆ(Qδˆ). By Proposition 5.10, there is aQ-interior algebra isomorphism
Bˆγˆ ∼= O∗(Q o EˆH(Qδ)
◦). We denote by E˜′ the inverse image of EˆH(Qδ)
◦ through this Q-interior
algebra isomorphism. Then it is easily checked that E˜′ is contained in NBˆ∗
γˆ
(Q) and that the in-
clusion E˜′ ⊂ NBˆ∗
γˆ
(Q) induces another section of the group homomorphism NBˆ∗
γˆ
(Q)/k∗ → FBˆ(Qδˆ).
Since EH(Qδ) is a p
′-group, by [25, Lemma 45.6] the sequence 6.16.2 uniquely splits. Thus E˜ and
E˜′ are conjugate in (BˆQγˆ )
∗. This implies that Bˆγˆ is generated by E˜ and Qiˆ and then that the
homomorphism O∗K˜ → Bˆγˆ is surjective. Since Bˆγˆ and O∗K˜ have the same O-rank |Q||EH(Qδ)|,
the homomorphism O∗K˜ → Bˆγˆ is an O-algebra isomorphism.
We notice that G˙-graded algebras O∗L˜ and Aˆγˆ are crossed products of G˙. So the homomorphism
O∗L˜ → Aˆγˆ is a P -interior algebra isomorphism. On the other hand, as in Lemma 5.11, we prove
that there is a G˙-graded P -interior algebra embedding Aγ → S ⊗O Aˆγˆ . So we get a G˙-graded P -
interior algebra embedding Aγ → S ⊗O O∗L˜. Since the identity element of S ⊗O O∗L˜ is contained
in the unique local point of P on S ⊗O O∗K˜ (see Lemma 4.2 above), this embedding must be a
P -interior algebra isomorphism.
6.17. Let  be an element of the local point of Q on S. By Lemma 4.2, it is easy to check
that  ⊗ 1 is contained in the unique local point of Q on S ⊗O O∗K˜ and that the inverse image
j′ of  ⊗ 1 in Aγ through Isomorphism 6.16.1 is contained in δ. We adjust j so that j
′ = j.
Set Aδ = jAj and V = S. Then Isomorphism 6.16.1 induces a G˙-graded Q-interior algebra
isomorphism Aδ ∼= V ⊗O O∗L˜, through which, we identify Aδ with V ⊗O O∗L˜. On the other hand,
the Q-interior algebra V is NG(Qδ)-stable (see the second paragraph of the proof of Lemma 6.8).
Thus for any x ∈ NG(Qδ) there is an invertible element sx in V such that sxus
−1
x = ϕ
Q
Q,x(u)1V
for any u ∈ Q. Then ϕQQ,x belongs to FV (Q{1V }) and the map EG, G˙(Qδ) → FV (Q{1V }) sending
(ϕQQ, x, x˙) onto ϕ
Q
Q,x for any x ∈ NG(Qδ) is a group homomorphism. Moreover by [10, 2.12.4], this
group homomorphism can be lifted to a group homomorphism θ : EG, G˙(Qδ)→ FˆV (Q{1V }). We set
θ(ϕQQ,x, x˙) = (ϕ
Q
Q,x, u¯x). For any y˜ ∈ L˜, we take a representative z of π(y) in NG(Qδ). Then it is
easy to check that the correspondence
6.17.1 L˜ → FˆA, G˙(Qδ), y˜ 7→ (ϕ
Q
Q, z, z˙, uz ⊗ y˜)
is a k∗-group homomorphism, where uz ⊗ y˜ is the image of uz ⊗ y˜ in FˆA(Qδ).
Lemma 6.18. With the above notation, the inclusion EG, G˙(Qδ) ⊂ FA, G˙(Qδ) can be lifted to an
injective k∗-group homomorphism EˆG, G˙(Qδ)
◦ → FˆA, G˙(Qδ).
Proof. For an element (x, sδ(a)) in EˆG, G˙(Qδ)
◦, we have sδ(j
xa−1) = sδ(j) and sǫ(j
xa−1) = sǫ(j)
for any other point ǫ of Q on B. Then by [14, Lemma 6.3] there is a suitable element c of 1+J(BQ)
such that xa−1c−1 and j commute each other and such that j(xa−1)j = (xa−1c−1)j. In particular,
j(xa−1)j belongs to NA∗
δ
(Q). For any a ∈ NA∗
δ
(Q), we denote by a¯ the image of a in FˆA(Qδ). We
define a correspondence θˆδ : EˆG, G˙(Qδ)
◦ → FˆA, G˙(Qδ) sending (x, sδ(a)) to (ϕ
Q
Q, x, x˙, j(xa
−1)j).
Let a′ be another invertible element of BQ such that sδ(a
′) = sδ(a). By [14, Lemma 6.3]
again, there is a suitable element c′ of 1 + J(BQ) such that xa′−1c′−1 and j commute and such
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that j(xa′−1)j = (xa′−1c′−1)j. Clearly we have ((xa′−1c′−1)j)−1(xa−1c−1)j = c′a′a−1c−1j and
c′a′a−1c−1j belongs to 1 + J(BQδ ). Thus we have j(xa
−1)j = xa−1c−1j = xa′−1c′−1j = j(xa′−1)j
and (ϕQQ, x, x˙, j(xa
−1)j) = (ϕQQ, x, x˙, j(xa
′−1)j). If (y, sδ(d)) ∈ NˆG(Qδ) has the same image as
(x, sδ(a)) in EˆG, G˙(Qδ)
◦, there is some z ∈ CH(Q) such that sδ(d) = sδ(az) and y = xz. As above
we choose d to be az. Then we have (ϕQQ, x, x˙, j(xa
−1)j) = (ϕQQ, y, y˙, j(yd
−1)j) and so θˆδ is a well
defined map.
We take two elements (x, sδ(a)) and (y, sδ(d)) in NˆG(Qδ) such that xa
−1 and yd−1 commute
with j. We take an element c′′ of 1+ J(BQ) such that xy(ad)−1c′′−1 and j commute and such that
jxy(ad)−1j = hxy(ad)−1c′′−1. Since sδ(a
yd−1) = sδ(c
′′a), we have
θˆδ((x, sδ(a)) (y, sδ(d))) = θˆδ((xy, sδ(ad))) = (ϕ
Q
Q, xy, x˙y˙, xy(ad)
−1c′′−1j)
= (ϕQQ, xy, x˙y˙, xa
−1j yd−1ayd−1a−1c′′−1j)
= (ϕQQ, x, x˙, xa
−1j)(ϕQQ, y, y˙, yd
−1j) = θˆδ((x, sδ(a)))θˆδ((y, sδ(d)))
and thus θˆδ is a group homomorphism. Clearly θˆδ maps (x, sδ(λa)) onto (ϕ
Q
Q, x, x˙, j(xλa
−1)j)
for any λ ∈ O∗ and lifts the inclusion EG, G˙(Qδ) ⊂ FA, G˙(Qδ). So θˆδ is an injective k
∗-group
homomorphism.
Lemma 6.19. With the notation as above, there is a k∗-group isomorphism Lˆ◦ ∼= L˜, which lifts
the identity map on L.
Proof. By Lemma 6.18, we get an injective k∗-group homomorphism EˆG, G˙(Qδ)
◦ → FˆA, G˙(Qδ)
lifting the inclusion EG, G˙(Qδ) ⊂ FA, G˙(Qδ). Moreover by the proof of Lemma 6.18, the image of
this k∗-group homomorphism coincides with the image of Homomorphism 6.17.1. Then by factoring
it through Homomorphism 6.17.1, we get a k∗-group homomorphism L˜ → EˆG, G˙(Qδ)
◦, which clearly
lifts π. Then this lemma follows from the uniqueness of pull-backs.
6.20. Proof of Theorem 1.11.
By Lemmas 6.16 and 6.19, we get a G˙-graded P -interior algebra Aγ ∼= S⊗OO∗Lˆ
◦ and thus prove
the isomorphism 1.11.1. Notice that we identify G˙ and L/K in 1.10. We denote by J the inverse
image of J˙ in L and by Jˆ the inverse image of J in Lˆ. Clearly J is equal to PK and the restriction to
Cγ of the isomorphism 1.11.1 induces a P -interior algebra isomorphism Cγ ∼= S ⊗O O∗Jˆ
◦. Suppose
that there is another determinant one P -interior full matrix algebra S′ such that there is a G˙-
graded P -interior algebra isomorphism Aγ ∼= S
′ ⊗O O∗Lˆ
◦. Similarly we get another P -interior
algebra isomorphism Cγ ∼= S
′ ⊗O O∗Jˆ
◦. By [16, Theorem 7.2], S′ is a Dade P -algebra. On the
other hand, since K is isomorphic to the semidirect product QoEH(Qδ) and P is an abelian Sylow
p-subgroup of J (see [10, Remark 1.9]), P is normal in J and CJ (P ) is equal to P . So by [18,
Lemma 4.5], S and S′ are isomorphic as P -interior algebras.
6.21. Proof of Theorem 1.12.
Set J = PH and Cγ′ = i(OJ)i. By [10, Proposition 6.2], the obvious P -algebra homomorphism
OH → OJ induced by the inclusion H ⊂ J is a strict semicovering and there is a unique local
point γ˜′ of P on OJ containing γ′. Since Pγ′ is a defect pointed group of Jα′ , by [10, Corollary
6.3] Pγ˜′ is a defect pointed group of Jα′ on OJ. In particular, Cγ′ is a source algebra of the block
algebra OJb. Since the block b of H is assumed to be a trivial inertial block, by the remark below
Proposition 5.2 the source algebras Cγ and Cγ′ of the block algebras OJb and OJb are isomorphic
as P -interior algebras. As in the proof of theorem 1.11, the isomorphism 1.11.1 induces a P -interior
algebra isomorphism Cγ ∼= S⊗OO∗Jˆ
◦, where J is the inverse image of J˙ in L and Jˆ is the inverse
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image of J in Lˆ. So we have a P -interior algebra isomorphism Cγ′ ∼= S ⊗O O∗Jˆ
◦. Similarly the
isomorphism 6.4.1 also induces a P -interior algebra isomorphism Cγ′ ∼= S⊗O O∗Jˆ
◦. Since P is a
normal Sylow p-subgroup of J and CJ (P ) is equal to P , by [18, Lemma 4.5] there is a P -interior
algebra isomorphism S ∼= S. Consequently there is a G˙-graded P -interior algebra isomorphism
Aγ ∼= Aγ′ . We set M = Ai⊗Aγ iA and N = Bi⊗Bγ iB. Then the O(G×G)-module M induces a
Morita equivalence between A and A and the O(H ×H)-module N induces a Morita equivalence
between B and B.
Clearly the inclusions Bi ⊂ Ai, iB ⊂ iA and Bγ ⊂ Aγ induce a split O(H × H)-module
monomorphism N → ResG×GH×H(M). We claim that K stabilizes the image of N in Res
G×G
H×H(M).
Since G = HNG(Q) = HNG(Qδ), we have K = (H×H)∆(NG(Qδ)). So it suffices to prove that the
image ofN in ResG×GH×H(M) is stabilized by ∆(NG(Qδ)). Notice that the inclusions Bj ⊂ Bi, jB ⊂ iB
and Bδ ⊂ Bγ induce an O(H ×H)-module isomorphism Bj ⊗Bδ jB
∼= N . Given x ∈ NG(Qδ), there
is some invertible element ax ∈ (OH)
Q such that xjx−1 = axja
−1
x . Therefore a
−1
x x centralizes j.
We adjust the choices of j and j so that j and j correspond to each other through the G˙-graded
P -interior algebra isomorphism Aγ ∼= Aγ′ . Thus a
−1
x xj corresponds to jd through the isomorphism
Aγ ∼= Aγ′ , where d is an element in the x˙-component of Aγ′ such that jd = dj. Then in the module
M , we have
xBj ⊗ jBx−1 = Ba−1x xj ⊗ jx
−1
B = B ⊗ jdx−1B ⊂ Bj ⊗ jB.
Finally we prove that the OK-module N is a p-permutation OK-module. Since the images of P
in G/H and G/H are respectively Sylow p-subgroups of G/H and G/H (see [10, Proposition 5.3]),
(H ×H)∆(P ) contains a Sylow p-subgroup of K. So in order to show that the OK-module N is a
p-permutation OK-module, it suffices to show that ResK(H×H)∆(P )(N) is a p-permutation O((H ×
H)∆(P ))-module. Since the isomorphism Aγ ∼= Aγ′ induces a P -interior algebra isomorphism Cγ
and Cγ′ , it is easy to check that the module W = OJi ⊗Cγ iJO is a p-permutation O(J × J)-
module inducing a Morita equivalence between OJb and OJb. On the other hand, the inclusions
Bi ⊂ OJ i, iB ⊂ iOJ and Bγ ⊂ Cγ induce a split O(H × H)-module monomorphism N →
ResJ×JH×H(W ). Then as in the last paragraph, we prove that ∆(P ) stabilizes the image of N in
ResJ×JH×H(W ). In particular, N can be extended to a p-permutation O((H × H)∆(P ))-module.
Moreover this extended O((H × H)∆(P ))-module N is the same as ResK(H×H)∆(P )(N) since the
inclusions OJ i ⊂ Ai, iOJ ⊂ iA and Cγ ⊂ Aγ induce an injective O(J×J)-module homomorphism
W → ResG×GJ×J (M). So Res
K
(H×H)∆(P )(N) is a p-permutation O((H ×H)∆(P ))-module.
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