We have found a mechanism by which a moderately weak nonadiabatic periodic driving may significantly facilitate noise-induced interwell transitions in an underdamped multiwell system. The mechanism is associated with the onset of a homoclinic tangle in the noise-free system: if the ratio of the driving amplitude A to the damping ⌫ exceeds a critical value ϳ1, then the basins of attraction of the linear responses related to different wells are mixed in a complex manner in some layer associated with the separatrix of the undriven nondissipative system, and the minimal energy in such layer is lower than the top of the barrier. Thus the energy to which the system needs to be activated by the noise, to be able to make a transition, is lower than the top of the barrier. The influence of weak nonadiabatic periodic driving on noise-induced escape is a fundamental problem whose solution is far from completion, despite numerous studies ͑e.g., Ref. ͓1-6͔͒. It is also relevant to many applications, e.g., to the destruction of metastable states in devices based on Josephson junctions ͓1,4͔ or in mechanical electrometers ͓7͔, and to directed diffusion ͓5,6͔.
Using the concept of large fluctuations ͑see, e.g., Refs. ͓11,12,5͔; the full variety of modifications of the concept is reviewed in ͓13,14͔͒, one can show that the transition rate W between steady regimes q st (1,2) (t) of the forced vibrations around the minima of the potential U(q) can be described by an activation law Wϰexp(ϪS a /T), where the activation energy S a is some functional minimized over the end state s ជ e ͓any state in the phase space from which the noise-free system can relax both into q st (2) (t) and q st (1) (t)͔, over the end time t e and over the path ͓q(t)͔ϵ͓q st 
The path ͓Q(t)͔ provides S a ϭ⌬UϵU b ϪU 0 , which obviously agrees with the classical result ͓15͔. 
Before considering these separately in items ͑1͒-͑3͒ below, we need to briefly review the relevant results of Ref. ͓5͔.
In the asymptotic limit A→0, the leading-order correction to the P MPEP (Aϭ0)ϵ͓Q(t)͔ is linear in A ͓5͔ ͑in particular, this concerns s ជ st and s ជ ex ). As follows from the definition of the P MPEP ͓11,5͔, corrections to S a (Aϭ0)ϵ⌬U from a linear correction of P MPEP are weaker than linear. Hence, to calculate the leading-order ͑linear͒ term in ␦S a , one may use
If ⌫Ӷ1,⍀, the most important contributions to (⍀) are provided by those bits of ͓Q(t)͔ which correspond to energies EϵQ 2 /2ϩU(Q) close to the resonant energies E n (⍀), implicitly defined as n(E n )ϭ⍀, where (E) is the frequency of eigenoscillation with energy E, and n is an integer. Labeling with N the resonance which provides the largest contribution to ␦S a , one obtains ͓5͔
͓here Q N (E N ), (E N ) and I(E N ) are the amplitude of the Nth overtone of the velocity, frequency and action for the eigenoscillation at energy E N , respectively͔. It is taken into account in Eq. ͑6͒ that, along 
( l ϳ1 at ⍀ϳ1, so that A c ϳ⌫), then a homoclinic tangle arises in the noise-free system ͓17͔, leading, in the Poincaré section, to a complex mixing of the basins of attraction of q st (1,2) in a layer around the boundary between the basins of attraction of the stable states of the undriven system ͑Fig. 2͒. To first order in A, E m is the minimum energy in that part of the basin of attraction of q st (2) where qϽ0, additionally minimized over the angle of the Poincaré section. It can be shown ͑cf. One can rather easily find E m numerically, merely integrating the dissipative equation ͑1͒ in the absence of noise (Tϭ0) on a grid of initial states with qϽ0, and choosing from them the state which has the minimal energy among all the states which provide a relaxation to the attractor q st (2) : this energy approximates E m to first order in A.
Moreover, for AӷA c ϳ⌫, the numerical search for E m can be additionally simplified significantly: the lower-energy boundary of the layer then coincides with the lower-energy boundary of the corresponding chaotic layer of the nondissipative system ͑namely, of the chaotic layer which includes the state ͕qϭq b , q ϭ0͖), while it can be shown that the minimal energy in a Poincaré section of the chaotic layer, E m (nd) , is independent of the section angle; thus, E m ϷE m (nd) . The explicit formula for E m (nd) is not known ͓18͔, but the chaotic layer is readily generated by computer, so that E m (nd) can be very easily found numerically. Its detailed analysis will be presented elsewhere; here we present characteristic examples of the dependence of U b ϪE m (nd) on the amplitude and frequency of the driving force. The amplitude dependence is stairlike ͓Fig. 3͑a͔͒, while the frequency dependence has sharp peaks ͓Fig. 3͑b͔͒. Jumps in the former dependence and peaks in the latter correspond to the overlap and separation between nonlinear resonances. Let us first demonstrate this for the frequency dependence.
For very small ⍀, the relevant chaotic layer relates only to the separatrix of the undriven system, and U b ϪE m (nd) ϰ⍀A ͓19͔. As ⍀ grows, the resonant energy E 1 (⍀) sharply lowers and, starting from ⍀ϭ⍀ 1 Ϸ2/ln(1/A), the lower part of the chaotic layer relates to the lower part of the nonlinear resonance ͓14-16͔ while the upper part of the layer still relates to the separatrix of the undriven system ͓both parts are clearly resolved in the Poincaré section: Fig. 4͑a͔͒ . Thus U b ϪE m (nd) grow sharply, and reaches the first maximum for ⍀ slightly larger than ⍀ 1 while, as ⍀ grows further, the layer related to the nonlinear resonance separates from the layer around the original separatrix and, thus, can no longer provide the interwell chaotic transport ͓Fig. is the minimal energy in the chaotic layer in the Poincaré section of the nondissipative system ͑cf. Fig. 4͒.   FIG. 2. Stroboscopic (⍀tϭ0,2,4 , . . . ) Poincaré section q Ϫq of the noise-free (Tϭ0) system ͑1͒ for Aϭ0.07, ⍀ϭ1.7 while ⌫ decreases: ͑a͒ ⌫ϭ0.07, ͑b͒ ⌫ϭ0.025, and ͑c͒ ⌫ϭ0.005. Attractors corresponding to q st (1,2) are marked by dots, and label 1 and 2. Their basins of attraction are shown by different shades of grey ͓small black areas in ͑c͒ are basins of attraction of period-3 orbits͔. The mixing of basins is ͑a͒ absent, ͑b͒ already present, and ͑c͒ well developed.
where Q (t) is the time reversal of the noise-free relaxation from s ជ ex to s ជ st ϵ͕q(t st ),q (t st )͖. As in the absence of the layer, the main mechanism contributing to at small ⌫ is a resonant one, so that ͉ ͉Ϸ N as in Eq. ͑6͒.
Let us first estimate the range of ⌫ at which the resonant mechanism saturates and Eq. ͑11͒ is no longer valid. The main contribution to the integral in Eq. ͑6͒ comes from the range of t during which the absolute value of the argument of the cosine is Շ/2, i.e., ͉t͉Շt r ϵͱ/͓4⍀͉d(
. In this range, the energy along the P MPEP , EϷQ 2 /2ϩU(Q ), increases from E N Ϫ⌬E r /2 to E N ϩ⌬E r /2, where
The ''unperturbed'' part of the activation energy associated with a noise-induced increase of energy for ⌬E r is equal to ⌬E r . Thus the perturbative formula ͓Eq. ͑11͔͒ is valid as long as the absolute value of the negative correction by the resonant mechanism in the range ͓Ϫt r ,t r ͔, which is ϳ͉Q N (E N )͉t r A, is less than ⌬E r . Hence the range of the validity of Eq. ͑11͒ is
Typically, r կ1. So, as ⌫ decreases, the growth of Ϫ␦S a due to the resonant mechanism saturates at ⌫ϳA.
The next question is what is ␦S a
(r) for ⌫ӶA? We have not succeeded in a rigorous treatment of this problem, which is extremely difficult, but we suggest an intuitive argument in favor of a vanishing correction as ⌫→0 ͑computer simulations confirm this; see below͒: the resonant mechanism affects mainly the ''resonant'' energies, i.e., those in the band ͓E N Ϫ⌬E r /2,E N ϩ⌬E r /2͔; hence the absolute value of the correction cannot significantly exceed the width of this band,
Comparing the contributions considered in items ͑1͒-͑3͒, we conclude that, provided
the layer mechanism dominates in ␦S a :
Thus, if A increases ͑while ⌫Ӷ1͒, Ϫ␦S a evolves as follows: for AӶ⌫, it grows in accordance with Ref. ͓5͔, i.e., Ϫ␦S a ϷϪ␦S a (r) Ϸ͉͉A; for Aϳ⌫, it saturates; for Aկ⌫, it grows again, due to the lowering E ex ͓see Eqs. ͑7͒ and ͑16͔͒. ͑for Aϭ0.07); ⍀ϭ1.7 in both cases. Stars are computer simulations of Eq. ͑1͒, using Eq. ͑17͒; dotted lines are theory for Ϫ␦S a (r) , based on the resonant mechanism ͓5͔ ͓see Eq. ͑5͔͒; solid lines are theory, based on the layer mechanism ͓Eq. ͑7͔͒, for U b ϪE m . The dashed line in ͑b͒ shows U b ϪE m (nd) , which is our theoretical nondissipative asymptote both for Ϫ␦S a and for the solid line ͓see Eq. ͑16͔͒.
FIG. 4.
The chaotic layer ͑black͒ which provides the interwell chaotic transport in the nondissipative noise-free system, for Aϭ0.01. ͑a͒ ⍀ϭ1.1, and ͑b͒ ⍀ϭ1.2.
Note that, if 1ӷAӷͱ⌫,A [⍀/ͱ2]ϩ1 , then the growth is approximately linear ͓cf. Figs. 3͑a͒ and 5͑a͔͒ .
If, fixing AӶ1, we decrease ⌫, then Ϫ␦S a evolves as follows: for ⌫ӷA, it is given by Eq. ͑5͒, typically growing ϰ⌫ Ϫ1/2 if ⌫Ӷ1; for ⌫ϳA, it saturates at ϳ⌬E r ϰͱA, while reaching the asymptotic limit ͓Eq. ͑16͔͒ for ⌫ӶA 2 . Thus, in the asymptotic limit A→0, the function Ϫ␦S a (⌫) possesses a maximum (ϰͱA) at ⌫ϳA. At the same time, if A is moderately small, then the maximum (ϰA) is reached at ⌫→0 ͓cf. Fig. 5͑b͔͒ .
To test our theoretical predictions, we numerically simulated Eq. ͑1͒, and measured the transition flux JϵJ(A,T) from q st (1) (t) to q st (2) (t) ͑at small temperatures͒. In order to reduce as much as possible the influence of the prefactor P in the determination of S a ͓note that J(A,T) ϭ P(A,T)exp"ϪS a (A)/T…͔, we simulated Eq. ͑1͒ for two slightly different temperatures and measured the flux both for a given A and for Aϭ0; an activation energy was then calculated as ) occurs in good agreement with the theoretical predictions, and that Eq. ͑16͒ is well satisfied. Moreover, for the given parameters, the layer mechanism becomes dominant even before the layer approaches its nondissipative limit.
Let us briefly discuss the application of our results to the problem of directed diffusion in periodic potentials at low damping ͓5͔. The theory ͓5͔ predicts that the activation energies for the escape to the adjacent well from the left and from the right are typically different ͑so that the fluxes to the left and to the right differ exponentially strongly͒; moreover, this difference grows ϰ⌫ Ϫ1/2 as ⌫→0. However, as follows from the results of the present paper, this growth saturates at ⌫ϳA ͑i.e., long before the correction ͓5͔ to the activation energy becomes comparable to the potential barrier, which occurs at ⌫ϳA 2 ) and then vanishes, since a layer with mixed basins ͑transient chaos͒ is formed; as soon as the system reaches any point of this layer it may then be transported to the well from the left and to the well from the right, with probabilities of the same order ͓20͔.
Finally, we put our work into the context of studies of the interplay between chaos and noise ͑cf. Ref. ͓17͔͒. Most such works studied the effect of noise on transport properties within a chaotic attractor or layer or web. In Ref. ͓22͔, the dependence on noise intensity for noise-induced interattractor hoppings in some multiattractor map with transient chaos was studied in simulations. But neither of these works studied how transient chaos ͑arising due to periodic driving͒ affects the noise-induced escape.
In conclusion, we have found the range of ⌫ where the decrease of the lifetime by the nonadiabatic periodic driving is at a maximum: depending on parameters, it is either ⌫ →0 or ⌫ϳA. In the former case, we provide a quantitative theory for the maximum decrease of the activation energy (ϳA) while, in the latter case, we estimate it qualitatively (ϳͱA). The underlying mechanisms are ͑i͒ transient chaos if ⌫→0, and ͑ii͒ a resonant ͑saturated͒ mechanism ͓5͔ if ⌫ ϳA.
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