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can reach up to 3, 200, 000 = 20 5 using regular grid-based estimates or in the order 23 of 50,000 using Monte-Carlo (MC) simulation [2] . An approach that alleviates these 24 issues is mapping the turbine response to different environmental inputs by means of 25 a fast and accurate surrogate model. Several techniques can be used to predict the 26 behavior of the turbine from a limited set of model evaluations such as: interpolation 27 techniques, response surface techniques [3] , Gaussian process (Kriging) [4] and machine 28 learning techniques [5, 6] . 29 Polynomial chaos expansion is a methodology used to efficiently propagate input 30 uncertainties through a non-linear model. This methodology consists in building a 31 polynomial response surface to capture the global dependency of the output as a func-32 tion of the uncertain inputs. PCE is widely used in the uncertainty quantification field 33 because of its simplicity and fast convergence in comparison to a full MC simulation 34 based on the original model [7, 8, 9, 10, 11] . Furthermore, adaptive PCE training al- 35 gorithms can be used to obtain a sparse surrogate that minimizes the number of terms 36 that have multiple variable dependency, making the surrogates extremely efficient re-37 sponse surfaces in multiple dimensions [12, 13, 14] . In the case of smooth continuous 38 models with multiple input variables, sparse polynomial chaos expansion methodology 39 is the most efficient technique to build the surrogates in terms of the number of model 40 evaluations required, the number of input dimensions they can handle and the rate of 
There are two different approaches to determine the c l coefficients: 
In general, semi-spectral projection is an efficient method for low number of input 
where an element in the multidimensional polynomial basis is given as: into the correlated input space, x i = R(w i ) ∼ PDF(x).
162
The number of unknown coefficients c j in a D-dimensional PCE depends of the 163 total polynomial order of the PCE. The total order is defined as the maximum sum 164 of the one dimensional orders. If the PCE is truncated to a total order M then the 165 number of unknown coefficients is given by the following combination:
The number of model evaluations should be between 2 or 3 times the number of 167 unknowns in order to have extra data to test the accuracy of the surrogate and to 168 implement strategies to avoid over-fitting [12] . Note that the maximum order is only 169 used to estimate the number of model evaluations. Advanced regression techniques 170 allow to explore higher order terms [14, 12] . The maximum order M can be increased 171 in order to achieve higher accuracy surrogates but at the cost of having more model 172 evaluations and the requirement of assuring that there is no over-fitting. to a least squares regression that has the same maximum total polynomial order [12] .
180
A LASSO problem can be described as finding the set of coefficients c j that mini-181 mizes the sum of squared errors plus the sum of the absolute values of all coefficients
182
( 1 norm regularization term) [14] :
where the number of model/surrogate evaluation points N is fixed. Note that the group is used for cross-validation. This means that the surrogate fitted using k-1 201 groups is used to predict the output in each of the elements of the remaining group.
202
The mean squared error of the prediction of the surrogate is then computed. This 203 process is repeated leaving out each individual fold and for multiple regularization 204 parameters. The regularization parameter that gives the lowest mean cross-validation 205 mean squared errors is then selected to train the whole dataset. This translates as 206 selecting the sparse model that performs the best by predicting missing data, i.e. that 207 has less over-fitting. 
The global sensitivity measure is defined by normalizing eq. 8 with the total vari-233 ance of the output V(y). From this normalization one can define the Sobol index of a 234 given degree of interaction between input variables as:
The total effect Sobol index of an input variable x i is then the sum of all the Sobol 236 indices that include the variable in any interaction:
The sensitivity analysis of the response of the turbine should consider the effect 238 of having different turbulent inflow realizations which is modeled with the two inde- Lognormal µ σ1 (WS) σ σ1 (WS) during the 10-min simulation 10-min mean shear exponent
10-min mean yaw miss-align. The parameters of the σ 1 distribution are given in equation 11 as functions of WS. The obtained distribution of power shows a similar behaviour to the operational 340 data of wind turbines; this shows that one of the main drivers for variability in the 341 prediction of power below rated is the TIR. Similarly, the thrust coefficient shows large 342 variability for wind speeds below rated; this large variability can become important 343 for wake models that use the thrust coefficient to predict the strength of the wake of a The variance introduced by the turbulent inflow realization is an important com-361 ponent for all the outputs, it has a higher influence than σ 1 for most outputs. This 362 counter intuitive result is due to the large amount of correlation between WS and σ 1 ; 363 thus a large fraction of the variance of the output generated by σ 1 is already explained 4th 3rd 5th 2nd CT 9.9 × 10 −1 1.2 × 10 −3 1.3 × 10 −3 6.5 × 10 −4 9.8 × 10 −3 1st 3rd 4th 5th 2nd BRF 8.8 × 10 −1 5.6 × 10 −2 1.5 × 10 −2 3.4 × 10 −3 6.7 × 10 −2 1st 3rd 4th 5th 2nd TBF 5.9 × 10 −1 2.1 × 10 −1 3.6 × 10 −4 1.0 × 10 −3 3.0 × 10 −1 1st 3rd 5th 4th 2nd TBS 7.1 × 10 −1 7.6 × 10 −2 2.1 × 10 −3 2.3 × 10 −4 3.0 × 10 −1 1st 3rd 5th 4th 2nd TTT 8.7 × 10 −1 7.1 × 10 −2 3.3 × 10 −4 5.7 × 10 −4 7.7 × 10 −2 1st 3rd 5th 4th 2nd TTY 8.7 × 10 −1 6.8 × 10 −2 2.2 × 10 −4 9.6 × 10 −4 7.2 × 10 −2 1st 3rd 5th 4th 2nd The sensitivity analysis conditioned on WS for the outputs are presented in table 5.
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The convergence of the prediction error of the statistical moments is shown in figure can be used to estimate the uncertainty in the final prediction of the output as:
where the errors of the surrogates can be sampled from the distribution predicted using 
Variable Distribution Parameters
A Normal µ A = 9 σ A = 0.5 m/s k Normal µ k = 2 σ k = 0.1 only positive). The present article has shown how to solve these two problems: the im-472 plementation of an iso-probabilistic transformation to de-correlate the inputs, and the 473 use of a logistic transformation to implement restrictions on the outputs. The benefits 474 of using the logistic transformation can be seen in figure 3 , note that the polynomial 475 surrogates do not present oscillations in the constant regions.
476
The final surrogate can be used to generate an output sample that covers the full 477 output space, and that will predict the general details of the distributions of the out-478 puts. One of the main limitations of the present surrogates is that the local distribution 479 of the output is assumed to be normal, this is not the case for the operating region 480 close to rated wind speed. Since this assumption only affects the turbulent inflow real-481 ization, it is considered to be an acceptable approximation. The local distributions of 482 most outputs are not normal in reality, because the wind turbine controller has different 483 strategies in each operating region, which creates skewness in the local distributions.
484
The results presented in this article show that there are multiple dependencies be- approach, project developers could get a useful tool for assessing site feasibility includ-508 ing uncertainty estimation, while not requiring access to detailed engineering models.
509
Consequently, the use of more refined site assessment can potentially lead to improved 510 overall estimation of levelized cost of energy and its uncertainty.
511
Obtaining the PDF(P ) and PDF(EF L) is useful as they can be used for uncertainty 
Highlights
• Sparse polynomials are proposed as surrogates of an aeroelastic wind turbine model. • The surrogates can be used to predict the distribution of the 10-min mean power and equivalent fatigue loads under realistic atmospheric conditions. • The surrogates are used in a two-level uncertainty propagation scenario to estimate the uncertainty in annual energy production and in lifetime equivalent fatigue loads.
