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Revisiting the Glansdorff-Prigogine criterion for stability
within irreversible thermodynamics
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Glansdorff and Prigogine (1970) proposed a decomposition of the entropy pro-
duction rate, which today is mostly known for Markov processes as the Hatano-Sasa
approach. Their context was irreversible thermodynamics which, while ignoring fluc-
tuations, still allows a somewhat broader treatment than the one based on the Master
or Fokker-Planck equation. Glansdorff and Prigogine were the first to introduce a
notion of excess entropy production rate δ2EP and they suggested as sufficient sta-
bility criterion for a nonequilibrium macroscopic condition that δ2EP be positive.
We find for nonlinear diffusions that their excess entropy production rate is itself
the time-derivative of a local free energy which is the close-to-equilibrium functional
governing macroscopic fluctuations. The positivity of the excess δ2EP, for which we
state a simple sufficient condition, is therefore equivalent with the monotonicity in
time of that functional in the relaxation to steady nonequilibrium.
There also appears a relation with recent extensions of the Clausius heat theo-
rem close-to-equilibrium. The positivity of δ2EP immediately implies a Clausius
(in)equality for the excess heat.
A final and related question concerns the operational meaning of fluctuation func-
tionals, nonequilibrium free energies, and how they make their entre´e in irreversible
thermodynamics.
∗ netocny@fzu.cz
2I. (THERMODYNAMIC) STABILITY
Let us assume a stationary macroscopic condition for a fluid in a container possibly in
a nonequilibrium steady state as enforced by inhomogeneous boundary conditions or by
the presence of a bulk rotational external field. That assumption already implies some
stability of the condition as we imagine that the described situation is sufficiently robust
against very small perturbations. The main question is to understand how to formulate
that stability and to connect it with physical quantities. The Glansdorff–Prigogine analysis
we revisit in this paper asks then: what are sufficient conditions for the stability and what
are physically relevant convex Lyapunov functionals that describe the monotone return to
steady nonequilibrium?
The question of (thermodynamic) stability for nonequilibrium is highly non-trivial and
asks for the analogue of thermodynamic potentials as they appear in equilibrium under the
convex analysis of Gibbs. There are in fact interesting counterexamples. Take for example
coupled and driven oscillators ϕx(t) ∈ [0, 2π) for x ∈ Z
3 undergoing the dynamics
ϕ˙x(t) = f −
∂H
∂ϕx
+
√
2
β
ξx(t) (1)
where the ξx(t) are independent standard white noises and
H = −
1
2
∑
x, y 6=x
cos (ϕx − ϕy)
is the nearest-neighbor interaction Hamiltonian corresponding to the three-dimensional XY-
model. The analysis of [22] shows that there is for large β (low environment temperature) a
unique stationary distribution which is however not reached when starting the system from
the equilibrium phases of the XY-model no matter how small we care to choose the fre-
quency f > 0. The system keeps oscillating at that frequency never reaching the stationary
distribution.
To appreciate the difference with equilibrium let us consider as a start the simplest case
of the linear heat equation
∂
∂t
ρ(x, t) =
∂2
∂x2
ρ(x, t) on x ∈ [0, 1]
3with boundary conditions ρ(0, t) = ρ−, ρ(1, t) = ρ+. For equilibrium we require ρ− = ρ+ =
meq and then
F [ρ] =
∫ 1
0
[
ρ(x) log
ρ(x)
meq
− ρ(x) +meq
]
dx (2)
is a Lyapunov functional as follows from the calculation
d
dt
F [ρt] =
∫ 1
0
log
(ρ(x, t)
meq
) ∂
∂t
ρ(x, t) dx
=
∫ 1
0
log
(ρ(x, t)
meq
) ∂2
∂x2
ρ(x, t) dx
= −
∫ 1
0
1
ρ(x, t)
( ∂
∂x
ρ(x, t)
)2
dx ≤ 0 (3)
where the last equality (partial integration) uses the equilibrium boundary condition; oth-
erwise (for ρ− 6= ρ+) the monotonicity of F [ρt] in time t generally fails.
The functional (2) is (related to the) equilibrium free energy corresponding to independent
particles; it takes the minimal value for ρ(x) = meq, x ∈ [0, 1], the attractor of the free
dynamics.
The above well–known argument easily extends to more general evolutions of the form
∂
∂t
ρ(~r, t) = ~∇ ·
{
χ(ρ(~r, t)) ~∇
δFeq[ρ]
δρ(~r)
(~r, t)
}
(4)
in terms of the equilibrium free energy Feq and the mobility χ ≥ 0 for a fluid in volume V .
We have in mind a homogeneous system at local equilibrium for which δFeq/δρ(~r) =: µ(ρ(~r))
can be interpreted as the (local) chemical potential at ~r. For uniform boundary conditions
ρ(~r, t) = meq, ~r ∈ ∂V , we construct the Lyapunov functional as
F [ρ] = Feq[ρ]− µ(meq)
∫
V
ρ(~r) d~r (5)
where µ(meq) is the equilibrium chemical potential. One easily checks that F [ρ] attains
its minimum for ρ(~r) = meq, ~r ∈ V , and it can without harm replace the equilibrium free
energy Feq[ρ] in formula (4). Its monotonicity in time,
d
dt
F [ρt] =
∮
∂V
[
µ(ρ(~r, t))− µ(meq)
]
χ(ρ(~r, t))∇µ(~r, t) · d~Σ
−
∫
V
∇µ(~r, t) · χ(ρ(~r, t))∇µ(~r, t) d~r ≤ 0
(6)
follows as the first term is zero by using the uniform boundary condition. Again that com-
putation fails under nonequilibrium boundary conditions or with applied rotational forces.
4A recent mathematically rigorous approach considerably strengthens the Lyapunov prop-
erty (6) for equilibrium and characterizes (4) either in infinite volume or with homogeneous
boundary conditions as gradient flow. The idea there is to construct a metric (or distance)
on the space of density profiles, which defines a gradient ∇ on that space in order to rewrite
(4) as X˙ = −∇S(X), making S a Lyapunov functional. Convexity of S ensures furthermore
exponentially fast return to equilibrium; see [32] as general reference and for the relation
with optimal transport — we give some introduction in Appendix A.
This paper’s question on the thermodynamic stability of a stationary macroscopic con-
dition is to find a nonequilibrium analogue of (6) along the solution of (4) but for inho-
mogeneous boundary fields or with extra rotational forces. We will have nothing to say
concerning fast return to steady nonequilibrium.
In the next section we give the traditional set-up within the scheme of irreversible thermo-
dynamics. Remark that although we concentrate here on nonlinear diffusions, the original
analysis of Glansdorff and Prigogine mostly focused on out-of-equilibrium chemical reac-
tions. Section III gives the (less generally known) Glansdorff–Prigogine decomposition of
the entropy production rate. One of the terms in the decomposition is an excess entropy
production rate. We show in Section IV the new result that the excess entropy production
rate is a time–derivative of an inhomogeneous version G[ρ] of the equilibrium free energy,
which in fact turns out to be the close-to-equilibrium version of the so called nonequilibrium
free energy (defined in Section VII). We further demonstrate in Section V a sufficient condi-
tion, certainly valid in close-to-equilibrium regimes, for the excess entropy production rate
to be non-negative and hence for G[ρt] to be monotone in time along the nonlinear diffusion
describing the approach to steady nonequilibrium. That is connected in Section VI with the
Clausius heat theorem which is shown to be valid under the same conditions. Interestingly,
much recent work in the context of stochastic dynamics finds a more general analogue in
that Glansdorff–Prigogine framework.
II. WITHIN IRREVERSIBLE THERMODYNAMICS
For simplicity we consider here a single scalar field ρ(~r, t) on a fixed volume V with
smooth boundary ∂V . It can represent a particle number or mass density profile for some
5fixed boundary conditions ρ(~r, t) = ρ¯(~r), ~r ∈ ∂V . We take the usual approach of irreversible
thermodynamics for macroscopic systems in the continuum where the time evolution is
governed by the “hydrodynamic” equation
∂
∂t
ρ(~r, t) + ~∇ ·
{
χ(ρ(~r, t))
[
~g(~r)− µ′(ρ(~r, t))~∇ρ(~r, t)
]}
= 0 (7)
It has the standard form of the continuity equation
∂
∂t
ρ(~r, t) + ~∇ · ~J(~r, t) = 0 (8)
with the linear constitutive relation
~J(~r, t) = χ(ρ(~r, t)) ~F (~r, t) (9)
between the current density (or flux) ~J(~r, t) ≡ ~J(ρ(~r, t), ~r) and the thermodynamic force
~F (~r, t) ≡ ~F (ρ(~r, t), ~r) = ~g(~r)− ~∇µ(ρ(~r, t)) (10)
where ~g is an arbitrary forcing not depending on the field ρ and µ is an increasing function
(µ′ > 0). There can of course still be a part of ~g that is related to an energy function U , in
the form ~g = ~f − ~∇U with non-conservative part ~f . As usual we consider systems which are
locally at thermodynamic equilibrium and the values µ(ρ(~r, t)) =: µ(~r, t) interpreted as the
space-time dependent chemical potential: µ(ρ(~r, t)) = δFeq[ρt]/δρ(~r) derived from a bulk
equilibrium free energy Feq[ρ]. Note that the meaning of µ will not change for the rest of
the paper, always referring to the local chemical potential as defined from the equilibrium
free energy for the local density, even though the full evolution refers to nonequilibrium
(because of the inhomogeneous boundary conditions and/or the presence of forcing ~f). We
also assume that the mobility χ in (9) is a positive symmetric matrix so that Onsager
reciprocity is locally obeyed [11].
As more microscopic realizations of the previous hydrodynamic set-up (with ~g ≡ 0) we
can keep in mind examples of (i) the pure diffusion of independent particles for χ(m) = m
and µ(m) = logm, m ≥ 0, and (ii) symmetric exclusion walkers where χ(m) = m(1 −m),
µ(m) = log [m/(1 − m)], 0 ≤ m ≤ 1; both models give rise to the linear heat equation.
Another example is (iii) the zero range model with open boundary conditions for which we
have χ(m) = z(m) and µ(m) = log z(m) for some fugacity z(m), increasing with the local
6density m ≥ 0, yielding the hydrodynamic equation ∂tρ(x, t) = ∂
2
xxz(ρ(x, t)) for x ∈ [0, 1]
say with boundary conditions ρ(0, t) = ρ−, ρ(1, t) = ρ+ representing left and right particle
reservoirs at different densities ρ∓. Note that all these examples refer to isothermal and
isovolumetric conditions.
III. GLANSDORFF-PRIGOGINE DECOMPOSITION
The entropy production rate from the irreversible thermodynamics described in Section
II is the bilinear expression
EP(t) =
∫
~J(~r, t) · ~F (~r, t) d~r (11)
making the product of mutually conjugated forces and fluxes. Under equilibrium conditions
as discussed above, the formula (6) reads dFeq[ρt]/dt = −EP(t) ≤ 0 and hence the mono-
tonicity of the equilibrium free energy just expresses the positivity of entropy production
which at equilibrium attains zero.
Now, under nonequilibrium conditions, there is a strictly positive stationary entropy pro-
duction rate
EPstat =
∫
~J stat · ~F stat d~r, ~F stat(~r) = ~F (ρs(~r), ~r), ~J stat(~r) = ~J(ρs(~r), ~r) (12)
as the product of the stationary flux and force. We can look at EP(t) as the value at
time t of the entropy production functional EP[ρ] =
∫
~J(ρ(~r), ~r) · ~F (ρ(~r), ~r) d~r. Following
Glansdorff-Prigogine [8–10] we make its decomposition (without writing the dependence on
the field ρ)
EP = EPstat +
∫
( ~J − ~J stat) · ~F stat d~r +
∫
( ~J − ~J stat) · (~F − ~F stat) d~r (13)
We have used here that∫
~J stat · (~F − ~F stat) d~r =
∫
~∇ · ~J stat
(
µ(ρ(~r, t))− µ(ρs(~r))
)
d~r = 0 (14)
because of the boundary conditions (first equality) and the stationarity (second equality).
That is the generalization of equation (24) in [31].
The last term in (13), the second variation of the entropy production,
δ2EP(t) =
∫ (
~J − ~J stat
)
·
(
~F − ~F stat
)
d~r
7is an excess in entropy production; cf. equation (7.12) in Section VII of [28]. Because of (14)
we also have
δ2EP(t) =
∫
~J ·
(
~F − ~F stat
)
d~r =
∫
χ ~F ·
(
~F − ~F stat
)
d~r (15)
On the other hand, the first two terms in the right-hand side of (13) make the house-keeping
part
EPhk = EPstat +
∫
( ~J − ~J stat) · ~F stat d~r =
∫
~J · ~F stat d~r (16)
so that the total entropy production consists of two components,
EP = EPhk + δ2EP (17)
House-keeping refers to fixing the thermodynamic force at its stationary value. All that
precedes exactly the much more recent decompositions of heat or entropy production that
are known today from the work of Hatano and Sasa, [12]. In other contexts it is the
generalization of the “adiabatic rate” of entropy production, cf. formula (26) in [31] in
the decomposition of Van den Broeck–Esposito. In contrast, the approach in [15–17, 23] is
different as Komatsu et al define the excess as given by
EPexc = EP− EPstat =
∫
( ~J − ~J stat) · ~F d~r
(at least for pure relaxation — no explicit time-dependence).
As an aside one should not confuse the above decomposition(s) with the one mentioned
in [11], also under the name of Glansdorff–Prigogine [7], but less interesting for our purposes
(as is also the conclusion in [30]). There one writes
dEP
dt
=
δeF
dt
+
δeJ
dt
(18)
with
δeF
dt
=
∫
~J ·
∂ ~F
∂t
d~r ,
δeJ
dt
=
∫
∂ ~J
∂t
· ~F d~r (19)
where neither of the two contributions on the right-hand side are true time derivatives of
any functional of ρ(~r, t) (unless close to equilibrium, see below). For the first contribution
in (18) we use (10) to write
∂ ~F
∂t
= −~∇
( ∂
∂t
µ(ρ(~r, t))
)
= −~∇
(
µ′(ρ(~r, t))
∂ρ(~r, t)
∂t
)
8and therefore,
δeF
dt
= −
∫
~J · ~∇
(
µ′(ρ(~r, t))
∂ρ(~r, t)
∂t
)
d~r
= −
∫
µ′(ρ(~r, t))
(∂ρ
∂t
)2
d~r ≤ 0
(20)
where the second equality follows from partial integration and again assuming that the
density is fixed on the boundary. Thus, δeF/dt, lacking a natural physical meaning, is
always non-positive and attains zero if and only if the field becomes stationary. It is in no
way a generalization or an extension of the minimum entropy production principle, cf. [20].
If however we assume that
~J(ρ(~r, t), ~r) = χ(~r) ~F (ρ(~r, t), ~r) (21)
with χ independent of the field ρ, then
δeJ
dt
=
δeF
dt
,
dEP
dt
= 2
δeF
dt
≤ 0 (22)
which is a version of the minimum entropy production principle: EP(t) decreases to its
minimum where we find the stationary field. The condition (21) that χ is independent of
the fields amounts to having small gradients, i.e., being close to equilibrium.
IV. EXCESS IS A TIME-DERIVATIVE
The Glansdorff–Prigogine criterion for stability is that δ2EP ≥ 0, [8, 9]. This ad hoc
principle can be seen as a generalization of the equilibrium Le Chaˆtelier-Braun principle: it
attempts to qualitatively predict the system’s reaction to internal fluctuations or external
disturbances and to relate that to the stability of the steady state. We connect this prin-
ciple (or hypothesis for now) with the more standard framework of Lyapunov stability by
observing that
δ2EP(t) = −
d
dt
G[ρt] (23)
where
G[ρ] =
∫
d~r
∫ ρ(~r)
ρs(~r)
[µ(m)− µ(ρs(~r))] dm (24)
is an inhomogeneous version of the free energy (5). (We will see in Section VII that it is
actually the close-to-equilibrium version of the nonequilibrium free energy.) By construction,
9G[ρ] is a convex functional, which coincides with F [ρ] under equilibrium conditions when
the stationary field is homogeneous, i.e., for ρs(~r) = meq.
The proof of (23) is a computation:
d
dt
G[ρt] =
∫
[µ(ρ(~r, t))− µ(ρs(~r))]
∂
∂t
ρ(~r, t) d~r
= −
∫
[µ(ρ(~r, t))− µ(ρs(~r))] ~∇ · [ ~J − ~J stat] d~r
=
∫
~∇[µ(ρ(~r, t))− µ(ρs(~r))] · [ ~J − ~J stat] d~r (25)
= −
∫
[~F − ~F stat] · [ ~J − ~J stat] d~r (26)
= −δ2EP(t) (27)
This way we have related our question on validity of the Glansdorff-Prigogine criterion
to another question, namely, under what conditions is G[ρt] a Lyapunov functional for the
hydrodynamic equation (7). In fact, (24) belongs to a class of functionals considered by [3],
H[ρ] =
∫
d~r
∫ ρ(~r,t)
ρs(~r)
Φ′
( z(m)
z(ρs(~r))
)
dm (28)
for a strictly convex function Φ : R+ 7→ R such that Φ(1) = Φ
′(1) = 0 and with non-negative
and monotonically increasing functions z : R+ → R+. An important property of (28) is that
all these functionals are Lyapunov functions for the dynamics
∂
∂t
ρ(~r, t) = ∆z(ρ(~r, t)) ,
d
dt
H[ρt] ≤ 0 (29)
For the choice Φ(y) = y log y − y + 1 and z(m) = eµ(m), both functionals become equal,
H[ρ] = G[ρ]. In turn, the equation (29) with z = eG is a special case of our hydrodynamic
equation (7) for χ(m) = z(m) and ~g = 0. As a specific example, z(m) = mν (or, equivalently,
µ(m) = ν logm in our set-up) corresponds to the porous medium equation, cf. [24].
Therefore, we have found a class of systems for which a previously obtained Lyapunov
function and its identification with our functional G[ρ] verifies the validity of the Glansdorf-
Prigogine criterion.
In the following section we apply the opposite strategy: by analyzing the positivity of the
excess functional δ2EP, we derive a sufficient condition for G[ρt] to be a Lyapunov function.
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V. G AS A LYAPUNOV FUNCTIONAL
A sufficient condition for the positivity of (23) (the Glansdorff-Prigogine criterion) and
hence also for G to be a Lyapunov functional is the following: Suppose that there exists
a function h(ρ(~r), ~r) of the density ρ and the position ~r with the boundary conditions
h(ρ(~r), ~r) = 0 for ~r ∈ ∂V , such that
(
χ(ρs(~r))
)−1
χ(ρ(~r))
(
~F (ρ(~r), ~r)− ~F (ρs(~r), ~r)
)
= ~∇h(ρ(~r), ~r) (30)
Then, under (30), the entropy production rate is actually the sum of two positive rates
EP =
∫
~F stat · χ~F stat d~r +
∫ (
~F − ~F stat
)
· χ
(
~F − ~F stat
)
d~r (31)
where a simplified notation has been used, with χ the short-hand for χ = χ(ρ(~r)) etc.
Indeed,
EP =
∫
~F (ρ(~r)) · χ(ρ(~r))~F (ρ(~r)) d~r
=
∫
(~F − ~F stat) · χ(~F − ~F stat) d~r +
∫
~F stat · χ~F stat d~r (32)
+ 2
∫
~F stat · χ(~F − ~F stat) d~r
and the last term is zero as follows from∫
~F stat · χ(~F − ~F stat)d~r =
∫ (
χ(ρs(~r))
)−1
χ(ρ(~r))
(
~F (ρ(~r), ~r)− ~F (ρs(~r), ~r)
)
· ~J(ρs(~r), ~r)d~r
=
∫
~∇h · ~J statd~r = 0 (33)
where we have used (30) and that ~∇ · ~J stat = 0. Since from (33),
∫
~J · ~F stat d~r =
∫
χ~F stat ·
~F stat d~r , we can add 0 =
∫
χ(F − F stat) · F stat d~r to (15) to obtain that
δ2EP(t) =
∫ (
~F − ~F stat
)
· χ
(
~F − ~F stat
)
d~r ≥ 0 (34)
In particular (30) thus implies that (23) is positive: G is a Lyapunov function.
Furthermore, continuing with (32),
EPhk =
∫
~F stat · χ(ρ(~r))~F stat d~r ≥ 0 (35)
so that not only the excess (34) but also the house-keeping part (35) are both positive in the
decomposition (17). Note that in general, EPhk 6= EPstat since the mobility term χ(ρ(~r))
11
in (35) depends on the actual density profile ρ rather than on the stationary profile ρs.
To see that the condition (30) is not empty, we give the case of nonlinear diffusions (29)
with scalar χ(m) = z(m), no bulk driving ~g = 0, and local chemical potential µ(m) =
log z(m), including the boundary driven zero range model as more microscopic realization.
We then have
(
χ(ρs(~r))
)−1
χ(ρ(~r)) (~F (~r)− ~F stat(~r)) = ~∇
z(ρ(~r))
z(ρs(~r))
which is indeed a gradient, and hence (30) holds with h(~r) = z(ρ(~r))/z(ρs(~r))− 1 implying
(34) and thus that the corresponding G is a Lyapunov function. The Appendix B repeats
the special cases of linear diffusions as in the Fokker–Planck equation and of the Master
equation description for jump processes where the relationship between the Glansdorff–
Prigogine criterion and the monotonicity of the relative entropy has been pointed out first
by Schlo¨gl and Schnakenberg [27, 28].
When the profile is close to steady or when (21) holds or when both steady and transient
profiles are close to constant we can approximate χ(ρs(~r))−1 χ(ρ(~r)) ≃ 1 in which case
(30) is satisfied because of (10). In general however, away from equilibrium, there is no
a priori reason for (23) or for (34)–(35) to be non-negative. Similarly, as also reviewed in
[33], “the Glansdorff–Prigogine stability criterion is not necessary, but only sufficient for the
local stability of steady states.” That was earlier discussed in [29] with a general discussion
of the Glansdorff–Prigogine criterion in the light of Lyapunov’s theory. As we review in
Section VII there remains however the nonequilibrium free energy (not necessarily equal to
G except when close to equilibrium [26] or for some very special local equilibrium cases such
as the zero range process) which is monotone in time. As a matter of fact, we believe that
entropic considerations alone remain less relevant for stability issues far-from-equilibrium,
somewhat in the line of [13] writing that “the second differential of the entropy, which is at
the heart of the Glansdorff–Prigogine criterion, is likely to be relevant for stability questions
close to equilibrium only.”
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VI. CLAUSIUS HEAT THEOREM
Here we make the dynamics (7) time-dependent, in the sense that the local equilibrium
free energy Feq =
∫
Φ(ρ(~r, t), Tt) d~r depends for example on a time-dependent temperature
Tt and that there is a variable control field Ut(~r) vanishing on the boundary, Ut(~r) = 0 for
all ~r ∈ ∂V . To be specific, we consider the current in (7) to be now
~J(~r, t) = −χ(ρ(~r, t))~∇
( ∂
∂ρ
Φ(ρ(~r, t), Tt) + Ut(~r)
)
(36)
where the partial derivative is with respect to the first argument in the local free energy
Φ. We do not have a bulk driving ~g but we assume time-dependent boundary conditions
ρ¯(~r, t) on ∂V , making a time-dependent boundary chemical potential ∂Φ(ρ¯(~r, t), Tt)/∂ρ,
~r ∈ ∂V . Always in the spirit of irreversible thermodynamics there is a balance equation for
the entropy,
dSt
dt
=
1
Tt
δQt
dt
+ EP(t) (37)
where St = −
∫
∂Φ(ρ(~r, t), Tt)/∂T d~r is the total entropy of the system at time t, δQt/dt is
the total (incoming) heat flux, and the entropy production rate is given by
EP(t) =
1
Tt
∫
~J(~r, t) · χ−1(ρ(~r, t)) ~J(~r, t) d~r ≥ 0 (38)
We refer to [19] for the detailed calculation.
Note that time-integrating (37) is not a good option as there is heat dissipation all the
time; we must renormalize in some way, e.g., as in [2, 12, 15, 16, 23]. The approach of [12]
in fact follows the Glansdorff–Prigogine decomposition of Section III that we now use to
rewrite the balance equation as
dSt
dt
=
1
Tt
δQexct
dt
+ δ2EP(t) with
1
Tt
δQexct
dt
=
1
Tt
δQt
dt
+ EPhk(t) (39)
Here we recall that the house-keeping heat is defined in (17) as the entropy production
rate at fixed stationary thermodynamic forcing. Under the Glansdorff–Prigogine criterion
δ2EP(t) ≥ 0, integrating (39) directly yields the Clausius inequality but for the excess heat
Qexct :
Sτ − S0 ≥
∫ τ
0
1
Tt
δQexct (40)
The equality in (40) is obtained for quasi-stationary time-dependencies by using that δ2EP(t)
is quadratic order in the deviation from (instantaneous) stationarity. Again, the stability
13
criterion δ2EP(t) ≥ 0 (as in (34)) need not be satisfied in general which makes that nonequi-
librium version of the Clausius heat theorem perturbative. Yet, whenever (30) holds, also
the Clausius (in)equality (40) holds true.
A non-perturbative version (with a modified renormalization) can be obtained along the
lines of [19]. The point is now that EP(t) is a convex quadratic functional of the control
field U for which
δEP(t)
δU(~r)
=
2
Tt
~∇ · ~J(~r, t) (41)
everywhere in the interior of the volume. Requiring stationarity ~∇ · ~J = 0 for the instan-
taneous field defines a specific profile U∗, for which the entropy production rate is minimal
on the space of all (smooth) fields U , U(~r)|~r∈∂V = 0. We skip further details but we can
thus modify (39) by defining the modified excess heat, removing from the heat its steady
flux corresponding to the reference stationary dynamics under the control field U∗t :
δQmext = δQ
U
t − δQ
U∗
t (42)
finally giving rise to a generalized Clausius (in)equality, [19].
VII. NONEQUILIBRIUM FREE ENERGIES
Thermodynamics already fails under the microscope. Moreover statistical mechanics
renders thermodynamics understandable in more microscopic terms. An early example is
the macroscopic fluctuation theory of Boltzmann, Planck and Einstein, cf. [5] for what
remains an excellent introduction. Equilibrium free energies appear there as fluctuation
functionals for static observables, which allows the understanding of these free energies
both as Lyapunov functions for macroscopic equations (like in (6)) but also as potential for
statistical forces.
What happens in nonequilibrium? Nonequilibrium free energies F are probabilistically
defined as the rate functions of static large deviations for the field, defined in the spirit of
Boltzmann’s formula
− F [ρ] = log Prob[ρ] (43)
for a macroscopic profile ρ(~r), ~r ∈ V . The probability is with respect to the stationary dis-
tribution of the locally interacting particle system that creates the profile ρ as a macroscopic
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fluctuation while being driven by some time-independent nonconservative forces or by con-
tacts with different external equilibrium reservoirs. When the stationary profile ρs is unique
we must have F [ρs] = 0 while F [ρ] > 0 otherwise (at least away from phase coexistence).
Quite obviously such a nonequilibrium free energy functional characterizes the stationary
distribution of the particle system and hence plays a role in specifying the statistical forces
on probes that move on a much slower time-scale than the driven particles. We have in
mind fluctuation induced forces such as the Casimir force. That is a generalization of the
relation that exists between work and free energy for quasi-static transformations.
There is a simple and general argument why the nonequilibrium free energy F is generally
recognized as a Lyapunov functional, dF [ρt]/dt ≤ 0; see [1, 3, 4]. The fundamental origin
lies in the macroscopic autonomy of the density field ρ as expressed by the hydrodynamic
equation (7). To make the argument of [4] short, suppose that there is an underlying system
of particles with joint configuration ηu at any time u. The macroscopic condition in terms
of a density profile is ρu = X(ηu), a particular function (coarse-graining) of the microscopic
condition. Writing out (43) in these terms, by using stationarity,
− F [ρt] = log Prob[X(ηt) ≃ ρt]
≥ log{Prob[X(ηt) ≃ ρt|X(ηu) = ρu] Prob[X(ηu) = ρu]}
= −F [ρu] (44)
if we assume for the last equality that Prob[X(ηt) ≃ ρt|X(ηu) = ρu] ≃ 1 which is a condition
of macroscopic autonomy for t ≥ u. Conclusion, F [ρt] ≤ F [ρu] when u ≤ t, or F [ρ] is a
Lyapunov function. That brings us back to the main subject of the present paper. Note
that F does not need to coincide with G of (24) satisfying (23). Yet they are identical
in significant order around equilibrium [26], as can be shown using a similar argument as
in [14, 18] for deriving the McLennan ensemble near equilibrium. There are also cases of
strong local equilibrium in which they are equal such as for the zero range model [1, 3]. In
other words, for diffusive boundary driven systems that are sufficiently close to equilibrium,
the present paper connects the excess entropy production with the time-derivative of the
nonequilibrium free energy. That is compatible with the near equilibrium minimum entropy
production principle [20] and extended Clausius relations [17], and now provides a new way
of understanding the Glansdorff–Prigogine criterion for stability. In general there is no
reason why dF [ρt]/dt, while always negative, has anything to do with the excess entropy
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production. That is analogous to the analysis in [21] for the monotonicity of the Donsker–
Varadhan dynamical fluctuation functional that also deviates from entropy production when
moving away from equilibrium.
VIII. CONCLUSIONS
The Glansdorff–Prigogine analysis [9] precedes more recently applied decompositions
of the entropy production rate. In particular, the positivity of the excess entropy pro-
duction plays an essential role in providing a Lyapunov function for the hydrodynamic
evolution and for obtaining an extended Clausius heat theorem close-to-equilibrium, quite
beyond the treatment in terms of linear diffusions such as the Master equation for reaction
systems. On the other hand, the Glansdorff–Prigogine criterion remains with the local
equilibrium concept of entropy production and need not be satisfied for nonetheless stable
far-from-equilibrium thermodynamics. There, convex nonequilibrium free energies appear
from static fluctuation theory that are Lyapunov functions and characterize statistical forces
under time-scale separation. Yet, they do not have a direct interpretation in terms of en-
tropy production, unless near equilibrium.
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Appendix A: Gradient flow
The space of macroscopic “values,” such as all the possible mass density profiles in the
volume V , has been called a thermodynamic or µ−space and often comes equipped with
extra structure. E.g., Gibbs found it the appropriate place to discuss ergodic properties
(in contrast with the (microscopic) phase-space) and more recently mathematicians have
added metric structure to encode equilibration properties. The point of departure is adding
a distance to the space of profiles to make it into a length space or Alexandrov space with
non-negative curvature. One often calls it the L2−Wasserstein space W. One then defines
gradients ∇ and gradient flows on that space. A major first result was to obtain that the
gradient flow
∂ν
∂t
= −∇S(ν) on W
for the Shannon entropy S(ρ d~r) =
∫
ρ log ρ d~r is given by νt(~r) = ρ(~r, t) d~r where ρ solves
the heat equation ∂ρ
∂t
= ∆ρ, [6]. Functional inequalities have been derived, e.g., in [25] by
Otto and Villani that resemble the logic and ideas of Glansdorff–Prigogine. In particular,
the convexity of the functional S on W imply equilibration properties of the gradient flow.
For example, a Ricci curvature bound such as Hess S ≥ K implies exponential decay in the
convergence to stationarity with a relaxation time of order 1/K.
Appendix B: Independent particles and the Master equation
Considering independent copies of an overdamped dynamics, the Fokker–Planck equation
for the probability density can be considered as a hydrodynamic equation for the particle
density, but of a restricted form
∂
∂t
ρ(~r, t) + ~∇ ·
{
ρ(~r, t)
[
~g(~r)− T ~∇ log ρ(~r, t)
]}
= 0
i.e., for scalar mobility χ(m) = m and with local chemical potential G(m) = T logm
in (7). In that case the Glansdorff–Prigogine criterion δ2EP ≥ 0 holds true because (30) is
verified, and G turns out to be the relative entropy which is indeed a Lyapunov function.
Assume indeed that χ(ρ(~r)) = D(~r) ρ(~r) > 0 is a scalar proportional to the density and that
G(m) = logm as for independent particles; then
χ(ρ(~r))
χ(ρs(~r))
(~F − ~F stat) = ~∇
ρ(~r)
ρs(~r)
(B1)
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which realizes (30).
The Glansdorff–Prigogine criterion is often used in the case of chemical reactions which
are described in terms of a Markov jump process. Here we must deviate from the main
set-up of the present paper but the logic remains unaltered. That includes the case treated
in Section VII (eq. 7.17) of [28]. We now consider a Markov jump process with rates k(x, y)
for the transitions x→ y. The current is J(x, y) = ρ(x)k(x, y)− ρ(y)k(y, x) and the force is
F (x, y) = log
√
ρ(x)k(x,y)
ρ(y)k(y,x)
, so that the entropy production reads
EP =
∑
x,y
J(x, y)F (x, y)
Of course there are physical considerations that justify the above terminology, in particu-
lar the condition of local detailed balance, but here we briefly concentrate on the formal
structure. Note the difference with (9) as we have now no linear relation between force and
current. The excesses are
F − F stat =
1
2
log
ρ(x) ρs(y)
ρ(y) ρs(x)
J − J stat = [ρ(x)− ρs(x)] k(x, y)− k(y, x) [ρ(y)− ρs(y)]
δ2EP =
∑
x,y
J(x, y) log
ρ(x)
ρs(x)
(B2)
which is the analogue of (15). We have used for example that
∑
x,y
ρs(x)k(x, y)
[
log
ρ(x)
ρs(x)
− log
ρ(y)
ρs(y)
]
= 0
On the other hand, the relative entropy s(ρ | ρs) =
∑
x ρ(x) [log ρ(x)− log ρ
s(x)] has a time-
derivative which is non-positive and equals
−
d
dt
s(ρt | ρ
s) = δ2EP ≥ 0
which is a version of (23). These results have been first obtained by Schlo¨gl and by Schnaken-
berg [27, 28].
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