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Abstrat
We study a model of multi-exited random walk on a regular tree whih generalizes
the models of the one exited random walk and the digging random walk introdued
by Volkov (2003). We show the existene of a phase transition and provide a rite-
rion for the reurrene/transiene property of the walk. In partiular, we prove that
the asymptoti behaviour of the walk depends on the order of the exitations, whih
ontrasts with the one dimensional setting studied by Zerner (2005). We also onsider
the limiting speed of the walk in the transient regime and onjeture that it is not a
monotoni funtion of the environment.
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hing Markov 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1 Introdution
The model of the exited random walk on Z
d
was introdued by Benjamini and Wilson in [6℄
and studied in details in, for instane, [1, 7, 11, 12, 20, 21℄. Roughly speaking, it desribes
a walk whih reeives a push in some spei diretion eah time it reahes a new vertex
of Z
d
. Suh a walk is reurrent for d = 1 and transient with linear speed for d ≥ 2. In
[24, 25℄, Zerner introdued a generalization of this model alled multi-exited random walk
(or ookie random walk) where the walk reeives a push, not only on its rst visit to a
site, but also on some subsequent visits. This model has reeived partiular attention in the
one-dimensional setting (.f. [2, 4, 5, 10, 17℄ and the referenes therein) and is relatively well
understood. In partiular, a one-dimensional multi-exited random walk an be reurrent
or transient depending on the strength of the exitations and may exhibit sub-linear growth
in the transient regime.
Conerning multi-exited random walks in higher dimensions, not muh is known when
one allows the exitations provided to the walk to point in dierent diretions. For instane,
as remarked in [10℄, for d ≥ 2, when the exitations of a 2-ookies random walk push the
walk in opposite diretions, then there is, so far, no known riterion for the diretion of
transiene. In this paper, we onsider a similar model where the state spae of the walk
is a regular tree and we allow the exitations to point in opposite diretions. Even in this
setting simpler than Z
d
, the walk exhibits a ompliated phase transition onerning its
reurrene/transiene behaviour.
Let us be a bit more preise about the model. We onsider a rooted b-ary tree T. At
eah vertex of the tree, we initially put a pile of M ≥ 1 "ookies" with ordered strengths
p1, . . . , pM ∈ [0, 1). Let us also hoose some other parameter q ∈ (0, 1) representing the bias
∗
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of the walk after exitation. Then, a ookie random walk on T is a nearest neighbor random
walk X = (Xn)n≥0, starting from the root of the tree and moving aording to the following
rules:
• If Xn = x and there remain the ookies with strengths pj , pj+1, . . . , pM at this vertex,
then X eats the ookie with attahed strength pj and then jumps at time n+1 to the
father of x with probability 1− pj and to eah son of x with probability pj/b.
• If Xn = x and there is no remaining ookie at site x, then X jumps at time n+ 1 to
the father of x with probability 1− q and to eah son of x with probability q/b.
In partiular, the bias provided to the height proess |X | upon onsuming a ookie of
strength p is 2p− 1. Therefore, a ookie pushes the walk toward the root when p < 1/2 and
towards innity when p > 1/2. The main question we address in this paper is to investigate,
whether X is reurrent or transient i.e. does it return innitely often to the origin or does
it wander to innity.
For the one dimensional ookie random walk, a remarkably simple riterion for the reur-
rene of the walk was obtained by Zerner [24℄ and generalized in [10℄. This haraterization
shows that the behavior of the walks depends only on the sum of the strengths of the ook-
ies, but not on their respetive positions in the pile. However, in the tree setting onsidered
here, as in the multi-dimensional setting, the order of the ookies does matter, meaning that
inverting the position of two ookies in the pile may aet the asymptoti behaviour of the
walk. We give here a riterion for reurrene from whih we derive expliit formulas for
partiular types of ookie environments.
1.1 The model
Let us now give a rigorous denition of the transition probabilities of the walk and set some
notations. In the remainder of this paper, T will always denote a rooted b-ary tree with
b ≥ 2. The root of the tree is denoted by o. Given x ∈ T, let ←x stand for the father of x and
→
x
1
,
→
x
2
, . . . ,
→
x
b
stand for the sons of x. We also use the notation |x| to denote the height of
a vertex x ∈ T. For onveniene, we also add an additional edge from the root to itself and
adopt the onvention that the father of the root is the root itself (
←
o= o).
We all ookie environment a vetor C = (p1, p2, . . . , pM ; q) ∈ [0, 1)M × (0, 1), where
M ≥ 1 is the number of ookies. We put a semiolon before the last omponent of the
vetor to emphasize the partiular role played by q. A C multi-exited (or ookie) random
walk is a stohasti proess X = (Xn)n≥0 dened on some probability spae (Ω,F ,P),
taking values in T with transition probabilities given by
P
{
X0 = o
}
= 1,
P
{
Xn+1 =
→
X
i
n | X0, . . . , Xn
}
=
{ pj
b if j ≤M ,
q
b if j > M ,
P
{
Xn+1 =
←
Xn | X0, . . . , Xn
}
=
{
1− pj if j ≤M ,
1− q if j > M ,
where i ∈ {1, . . . , b} and j def= ♯{0 ≤ k ≤ n,Xk = Xn} is the number of previous visits of the
walk to its present position.
Remark 1.1. 1. We do not allow q = 0 in the denition of a ookie environment. This
assumption is made to insure that a 0 − 1 law holds for the walk. Yet, the method
developed in this paper also enables to treat the ase q = 0, .f. Remark 8.1.
2. When p1 = p2 = . . . = pM = q, then X is a lassial random walk on T and its height
proess is a drifted random walk on Z. Therefore, the walk is reurrent for q ≤ 12 and
transient for q > 12 . More generally, an easy oupling argument shows that, when all
2
the pi's and q are smaller than
1
2 (resp. larger than
1
2 ), the walk is reurrent (resp.
transient). The interesting ases our when at least one of the ookies pushes the
walk in a diretion opposite to the bias q of the walk after exitation.
3. This model was previously onsidered by Volkov [23℄ for the partiular ookie environ-
ments:
(a) (p1 ;
b
b+1 ) "one-exited random walk".
(b) (0, 0 ; bb+1 ) "two-digging random walk".
In both ases, Volkov proved that the walk is transient with linear speed and onje-
tured that, more generally, any ookie random walk whih moves, after exitation, like
a simple random walk on the tree (i.e. q = b/(b+1)) is transient. Theorem 1.2 below
shows that suh is indeed the ase.
Theorem 1.2 (Reurrene/Transiene riterion).
Let C = (p1, p2, . . . , pM ; q) be a ookie environment and let P (C) denote its assoiated ookie
environment matrix as in Denition 3.1. This matrix has only a nite number of irreduible
lasses. Let λ(C) denote the largest spetral radius of theses irreduible sub-matries (in the
sense of Denition 5.1).
(a) If q < bb+1 and λ(C) ≤ 1b , then the walk in the ookie environment C is reurrent i.e. it
hits any vertex of T innitely often with probability 1. Furthermore, if λ(C) < 1b , then
the walk is positive reurrent i.e. all the return times to the root have nite expetation.
(b) If q ≥ bb+1 or λ(C) > 1b , then the walk is transient i.e. limn→∞ |Xn| = +∞.
Moreover, if C˜ = (p˜1, p˜2, . . . , p˜M ; q˜) denotes another ookie environment suh that C ≤ C˜
for the anonial partial order, then the C˜ ookie random walk is transient whenever the C
ookie random walk is transient. Conversely, if the C˜ ookie random walk is reurrent, then
so is the C ookie random walk.
The matrix P (C) of the theorem is expliit. Its oeients an be expressed as a rational
funtion of the pi's and q and its irreduible lasses are desribed in Setion 4.1. However,
we do not know, exept in partiular ases, a simple formula for the spetral radius λ(C).
Let us stress that the ondition λ(C) ≤ 1b does not, by itself, insure the reurrene of the
walk. Indeed, when X a biased random walk on the tree (p1 = . . . = pM = q), then P (C)
is the transition matrix of a Galton-Watson proess with geometri reprodution law with
parameter
q
q+b(1−q) . Aording to [19℄, we have
λ(C) =
{
q
b(1−q) for q ≤ bb+1 ,
b(1−q)
q for q >
b
b+1 .
Therefore, for q suiently lose to 1, the walk is transient yet λ(C) < 1/b.
Let us also remark that the monotoniity property of the walk with respet to the initial
ookie environment stated in Theorem 1.2, although being quite natural, is not straightfor-
ward sine there is no simple way to ouple two walks with dierent ookie environments (in
fat, we suspet that suh a oupling does not exist in general, see the onjeture onerning
the monotoniity of the speed below).
Theorem 1.3 (Speed and CLT when pi > 0).
Let C = (p1, p2, . . . , pM ; q) be a ookie environment suh that pi > 0 for all i. If the C-ookie
random walk is transient, then it has a positive speed and a entral limit theorem holds: there
exist deterministi v = v(C) > 0 and σ = σ(C) > 0 suh that
|Xn|
n
a.s.−→
n→∞
v and
|Xn| − nv√
n
law−→
n→∞
N (0, σ2).
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Figure 1: Speed of a (p1, 0.01 ; 0.95) ookie random walk on a binary tree obtained by Monte
Carlo simulation.
The assumption that all ookies have positive strength annot be removed. When some
ookies have zero strength, it is possible to onstrut a transient walk with sub-linear growth,
.f. Proposition 1.9.
A natural question to address is the monotoniity of the speed. It is known that the
speed of a one-dimensional ookie random walk is non dereasing with respet to the ookie
environment. However, numerial simulations suggest that suh is not the ase for the model
onsidered here (.f. Figure 1). We believe this behaviour to be somewhat similar to that
observed for a biased random walk on a Galton-Watson tree: the slowdown of the walk is
due to the reation of "traps" where the walk spends a long time. When p2 = 0, this is
easily understood by the following heuristi argument: the walk returns to eah visited site
at least one (exept on the boundary of its trae) and the length of an exursion of the
walk away from the set of verties it has already visited is a geometri random variable with
parameter p1 (the rst time the walk moves a step towards the root, it moves bak all the
way until it reahes a vertex visited at least twie). Therefore, as p1 inreases to 1, the
expetation of the length of theses exursions goes to innity so we an expet the speed of
the walk to go to 0. What we nd more surprising is that this slowdown also seems to hold
true, to some extend, when p2 is not zero, ontrarily to the onjeture that the speed of a
biased random walk on a Galton-Watson tree with no leaf is monotoni, .f. Question 2.1
of [14℄.
1.2 Speial ookie environments
The value of the ritial parameter λ(C) an be expliitly omputed in some ases of interest.
Theorem 1.4. Let C = (p1, . . . , pM ; q) denote a ookie environment suh that
pi = 0 for all i ≤ ⌊M/2⌋ (1)
where ⌊x⌋ denotes the integer part of x. Dene
λ
sym
(C) def= q
b(1− q)
M∏
i=1
(
(1− pi)
(
q
b(1− q)
)
+
(b− 1)pi
b
+
pi
b
(
q
b(1− q)
)−1)
.
For q < bb+1 , it holds that
λ(C) = λ
sym
(C).
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Figure 2: Phase transition of a (p ; q) ookie random walk on a binary tree.
Remark 1.5. For any ookie environment, we have λ(C) ≤ 1 (it is the maximal spetral
radius of sub-stohasti matries). Moreover, when ⌊M/2⌋ ookies have strength 0, the
funtion q 7→ λ
sym
(p1, . . . , pM ; q) is stritly inreasing and λsym(p1, . . . , pM ;
b
b+1 ) = 1. Thus,
λ(C) ≤ 1 < λ
sym
(C) for all q > bb+1 .
Let us also note that, under Assumption (1), in order to reah some vertex x, the walk
has to visit every vertex on the path [o,
←
x) at least M times. Therefore, for suh a walk,
exept on the boundary of its trae, every vertex of the tree is visited either 0 or more than
M times. This justies λ(C) being, in this ase, a symmetri funtion of the pi's.
The ombination of Theorem 1.2, Theorem 1.4 and Remark 1.5 diretly yields partiu-
larly simple riterions for the model of the one exited and the digging random walk.
Corollary 1.6 (One exited random walk).
Let X denote a (p ; q) ookie random walk (i.e. M = 1) and dene
λ1
def
= (1− p)
(
q
b(1− q)
)2
+
(b− 1)p
b
(
q
b(1− q)
)
+
p
b
.
Then X is reurrent if and only if λ1 ≤ 1/b.
In partiular, the phase transition of the one exited random walk is non trivial in both
ases p < 12 < q and q <
1
2 < p (.f. Figure 2).
Corollary 1.7 (M-digging random walk).
Let X denote a C = (0, . . . , 0︸ ︷︷ ︸
M times
; q) ookie random walk and dene
λ
dig
def
=
(
q
b(1− q)
)M+1
.
Then X is reurrent if and only if λ
dig
≤ 1/b.
Reall that, aording to Theorem 1.2, the ondition q ≥ b/(b+ 1) is suient to insure
the transiene of the walk. Corollary 1.7 shows that this ondition is also neessary to insure
transiene independently of p1, . . . , pM : for any q < b/(b+ 1), the M digging random walk
is reurrent when M is hosen large enough.
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We now onsider another lass of ookie environment to show that, ontrarily to the one
dimensional ase, the order of the ookies in the pile does matter in general.
Proposition 1.8. Let X be a C = (p1, p2, 0, . . . , 0︸ ︷︷ ︸
K times
; q) ookie random walk with K ≥ 2.
Dene ν(p1, p2) to be the largest positive eigenvalue of the matrix(
p1
b +
p1p2
b − 2p1p2b2 p1p2b2
p1+p2
b − 2p1p2b2 p1p2b2
)
,
namely
ν(p1, p2) =
1
2b2
(
(b−1)p1p2 + bp1 +
√
(b2−6b+1)p21p22 + 2b(b−1)p21p2 + b2p21 + 4bp1p22
)
.
Reall the denition of λ
sym
(C) given in Theorem 1.4 and set
λ˜ = max (λ
sym
(C), ν(p1, p2)) .
The walk X is reurrent if and only if λ˜ ≤ 1b .
Sine ν is not symmetri in (p1, p2), Proposition 1.8 onrms that it is possible to on-
strut a reurrent ookie random walk suh that the inversion of the rst two ookies yields
a transient random walk. For b = 2, one an hoose, for example, p1 =
1
2 , p2 =
4
5 and q ≤ 12 .
Proposition 1.8 also enables to onstrut a transient ookie random walk with sub-linear
growth.
Proposition 1.9. Let X be a C = (p1, p2, 0, 0 ; q) ookie random walk with q ≥ b/(b + 1)
and ν(p1, p2) = 1/b. Then X is transient yet
lim inf
n→∞
|Xn|
n
= 0.
We do not know whether the liminf above is, in fat, a limit.
The remainder of this paper is organized as follows. In the next setion, we prove a 0−1
law for the ookie random walk. In setion 3, we introdue a branhing Markov hain L (or
equivalently a multi-type branhing proess with innitely many types) assoiated with the
loal time of the walk. We show that the walk is reurrent if and only if this proess dies out
almost surely. We also prove some monotoniity properties of the proess L whih imply
the monotoniity property of the ookie random walk stated in Theorem 1.2. In setion
4, we study the deomposition of the transition matrix P of L and provide some results
onerning the evolution of a tagged partile. Setion 5 is devoted to ompleting the proof
of Theorem 1.2. In setion 6, we prove the law of large number and C.L.T. of Theorem 1.3
and Proposition 1.9. In setion 7, we ompute the value of the ritial parameter λ(C) for
the speial ookie environments mentioned above and prove Theorem 1.4 and Proposition
1.8. Finally, in the last setion, we disuss some possible extensions of the model.
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2 The 0 - 1 law
In the remainder of the paper, X will always denote a C = (p1, . . . , pM ; q) ookie random
walk on a b-ary tree T. We denote by Tx the sub-tree of T rooted at x. For n ∈ N, we also
use the notation Tn (resp. T≤n, T<n) to denote the set of verties whih are at height n
(resp. at height ≤ n and < n) from the root . We introdue the sequene (τko )k≥0 of return
times to the root. {
τ0o
def
= 0,
τk+1o
def
= min{i > τko , Xi = o},
with the onvention min{∅} = ∞. The following result shows that, although a ookie
random walk is not a Markov proess, a 0− 1 law holds (reall that we assume q 6= 0 in the
denition of a ookie environment).
Lemma 2.1 (0− 1 law). Let X be a C ookie random walk.
1. If there exists k ≥ 1 suh that P{τko =∞} > 0, then limn→∞ |Xn| =∞ P-a.s.
2. Otherwise, the walk visits any vertex innitely often P-a.s.
Proof. Let us rst assume that P{τko <∞} = 1 for all k i.e. the walk returns innitely often
to the origin almost surely. Sine there are no ookies left after the M th visit of the root,
the walk will visit every vertex of height 1 innitely often with probability 1. By indution,
we onlude that the walk visits every vertex of T innitely often almost surely.
We now prove the transiene part of the proposition. We assume that P{τk0o <∞} < 1
for some k0 ∈ N. Let Ω1 denote the event
Ω1
def
=
{
lim
i→∞
|Xi| =∞
}c
.
Given N ∈ N, let X˜N denote a multi-exited random walk on T reeted at height N (i.e.
a proess with the same transition rule as X but whih always goes bak to its father when
it reahes a vertex of height N). This proess takes values in the nite state spae T≤N and
thus visits any site of T≤N innitely often almost surely. For x ∈ T<N , let τ˜k0x be the time
of the kth0 return of X˜
N
to the vertex x. For n < N , let also τ˜k0n = supx∈Tn τ˜
k0
x be the rst
time when all the verties of height n have been visited at least k0 times. We onsider the
family of events (An,N )n<N dened by:
An,N
def
= {X˜Ndoes not reah height N before τ˜k0n }.
Let us note that, on An,N , the proesses X and X˜
N
are equal up to time τ˜k0n . Moreover,
given n ∈ N and ω ∈ Ω1, we an always nd N > n suh that ω ∈ An,N . Hene,
Ω1 ⊂
⋂
n≥1
⋃
N>n
An,N .
In partiular, for any xed n ≥ 1, we get
P{Ω1} ≤ sup
N>n
P{An,N}. (2)
It remains to bound P{An,N}. For x ∈ Tn, we onsider the subsets of indies:
Ix
def
= {0 ≤ i ≤ τ˜k0n , X˜Ni ∈ Tx}.
I ′x
def
= {0 ≤ i ≤ τ˜k0x , X˜Ni ∈ Tx} ⊂ Ix.
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With these notations, we have
P{An,N} = P{∀x ∈ Tn, (X˜Ni , i ∈ Ix) does not reah height N}
≤ P{∀x ∈ Tn, (X˜Ni , i ∈ I ′x) does not reah height N}.
Sine the multi-exited random walk evolves independently in distint subtrees, up to a
translation, the stohasti proesses (X˜Ni , i ∈ I ′x)x∈Tn are i.i.d. and have the law of the
multi-exited random walk X starting from the root o, reeted at height N − n and killed
at its kth0 return to the root. Thus,
P{An,N} ≤ P
{
(X˜N−ni , i ≤ τ˜k0o ) does not reah height N − n
}bn
≤ P{τk0o <∞}b
n
. (3)
Putting (2) and (3) together, we onlude that
P{Ω1} ≤ P{τk0o <∞}b
n
and we omplete the proof of the lemma by letting n tend to innity.
3 The branhing Markov hain L
3.1 Constrution of L
In this setion, we onstrut a branhing Markov hain whih oinides with the loal time
proess of the walk in the reurrent setting and show that the survival of this proess
haraterizes the transiene of the walk.
Reall that X˜N denotes the ookie random walk X reeted at height N . Fix k0 > 0.
Let σk0 denote the time of the k
th
0 rossing of the edge joining the root of the tree to itself:
σk0
def
= inf
{
i > 0,
i∑
j=1
1{X˜Nj =X˜Nj−1=o} = k0
}
.
Sine the reeted walk X˜N returns to the root innitely often, we have σk0 < ∞ almost
surely. Let now ℓ(x) denote the number of jumps of X˜N from
←
x
to x before time σk0 i.e.
ℓN(x)
def
= ♯{0 ≤ i < σk0 , X˜Ni =
←
x
and X˜Ni+1 = x}. for all x ∈ T≤N
We onsider the (N + 1)-step proess LN = (LN0 , L
N
1 , . . . , L
N
N) where
LNn
def
= (ℓN (x), x ∈ Tn) ∈ NTn .
Sine the quantities LN , ℓN depend on k0, we should rigourously write L
N,k0
, ℓN,k0. Sim-
ilarly, we should write σNk0 instead of σk0 . Yet, in the whole paper, for the sake of larity,
as we try to keep the notations as simple as possible, we only add a subsript to emphasize
the dependeny upon some parameter when we feel that it is really neessary. In partiular,
the dependeny upon the ookie environment C is usually impliit.
The proess LN is Markovian, in order to ompute its transition probabilities we need
to introdue some notations whih we will extensively use in the rest of the paper.
Denition 3.1.
• Given a ookie environment C = (p1, . . . , pM ; q), we denote by (ξi)i≥1 a sequene of
independent random variables taking values in {0, 1, . . . , b}, with distribution:
P{ξi = 0} =
{
1− pi if i ≤M ,
1− q if i > M ,
P{ξi = 1} = . . . = P{ξi = b} =
{
pi
b if i ≤M ,
q
b if i > M .
We say that ξi is a "failure" when ξi = 0.
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• We all "ookie environment matrix" the non-negative matrix P = (p(i, j))i,j≥0 whose
oeients are given by p(0, j) = 1{j=0} and, for i ≥ 1,
p(i, j)
def
= P
{ γi∑
k=1
1{ξk=1} = j
}
where γi
def
= inf
{
n,
n∑
k=1
1{ξk=0} = i
}
.
Thus, p(i, j) is the probability that there are exatly j random variables taking value 1
before the ith failure in the sequene (ξ1, ξ2, . . .).
The following lemma haraterizes the law of LN .
Lemma 3.2. The proess LN = (LN0 , L
N
1 , . . . , L
N
N) is a Markov proess on
⋃N
n=1N
Tn
. Its
transition probabilities an be desribed as follows:
(a) L0 = (k0) i.e. ℓ(o) = k0.
(b) For 1 ≤ n ≤ N and x1, . . . , xk ∈ Tn with distint fathers, onditionally on LNn−1, the
random variables ℓN (x1), . . . , ℓ
N(xk) are independent.
() For x ∈ Tn with hildren →x 1, . . . ,→x b, the law of
(
ℓN (
→
x
1
), . . . , ℓN(
→
x
b
)
)
, onditionally
on LNn , depends only on ℓ
N(x) and is given by:
P
{
ℓN(
→
x
1
) = 0, . . . , ℓN (
→
x
b
) = 0
∣∣∣ ℓN (x) = 0} = 1
P
{
ℓN(
→
x
1
) = j1, . . . , ℓ
N (
→
x
b
) = jb
∣∣∣ ℓN (x) = j0 > 0}
= P
{
∀k ∈ [0, b], ♯{1 ≤ i ≤ j0 + . . .+ jb, ξi = k} = jk and ξj0+...+jb = 0
}
.
In partiular, onditionally on ℓN(x) = j0, the random variable ℓ
N(
→
x
k
) is distributed
as the number of ξi's taking value k before the j
th
0 failure. By symmetry, this distribu-
tion does not depend on k and, with the notation of Denition 3.1, we have
P
{
ℓN (
→
x
k
) = j
∣∣∣ ℓN (x) = j0} = p(j0, j).
Proof. (a) is a diret onsequene of the denition of σk0 . Let x ∈ T≤N . Sine the walk
X˜N is at the root of the tree at times 0 and σk0 , the number of jumps ℓ
N (x) from
←
x
to x is
equal to the number of jumps from x to
←
x
. Moreover, the walk an only enter and leave the
subtree T
x∩T≤N by rossing the edge (x,←x). Therefore, onditionally on ℓN (x), the families
of random variables (ℓN (y), y ∈ Tx ∩ T≤N ) and (ℓN (y), y ∈ T≤N\Tx) are independent.
This fat implies (b) and the Markov property of L. Finally, () follows readily from the
denition of the transition probabilities of a ookie random walk and the onstrution of the
sequene (ξi)i≥1 in terms of the same ookie environment.
In view of the previous lemma, it is lear that for all x ∈ T≤N , the distribution of the
random variables ℓN (x) does not, in fat, depend on N . More preisely, for all N ′ > N ,
the (N + 1) rst steps (LN
′
0 , . . . , L
N ′
N ) of the proess L
N ′
have the same distribution as
(LN0 , . . . , L
N
N). Therefore, we an onsider a Markov proess L on the state spae
⋃∞
n=1N
Tn
:
L = (Ln, n ≥ 0) with Ln = (ℓ(x), x ∈ Tn) ∈ NTn
where, for eah N , the family (ℓ(x), x ∈ T≤N ) is distributed as (ℓN (x), x ∈ T≤N ). We an
interpret L as a branhing Markov hain (or equivalently a multi-type branhing proess
with innitely many types) where the partiles alive at time n are indexed by the verties
of Tn:
9
• The proess starts at time 0 with one partile o loated at ℓ(o) = k0.
• At time n, there are bn partiles in the system indexed by Tn. The position (in N) of
a partile x is ℓ(x).
• At time n + 1, eah partile x ∈ Tn evolves independently: it splits into b partiles→
x
1
, . . . ,
→
x
b
. The positions ℓ(
→
x
1
), . . . , ℓ(
→
x
b
) of these new partiles, onditionally on
ℓ(x), are given by the transition kernel desribed in () of the previous lemma.
Remark 3.3.
(1) Changing the value of k0 only aets the position ℓ(o) of the initial partile but does
not hange the transition probabilities of the Markov proess L. Thus, we shall denote
by Pk the probability where the proess L starts from one partile loated at ℓ(o) = k.
The notation Ek will be used for the expetation under Pk.
(2) The state 0 is absorbing for the branhing Markov hain L: if a partile is at 0, then all
its desendants remain at 0 (if the walk never rosses an edge (
←
x, x), then, a fortiori,
it never rosses any edge of the subtree T
x
).
(3) Let us stress that, given ℓ(x), the positions of the b hildren ℓ(
→
x
1
), . . . , ℓ(
→
x
b
) are not
independent. However, for two distint partiles, the evolution of their progeny is
independent .f. (b) of Lemma 3.2.
(4) When the ookie random walk X is reurrent, the proess L oinides with the loal
time proess of the walk and one an diretly onstrut L from X without reeting
the walk at height N and taking the limit. However, when the walk is transient, one
annot diretly onstrut L with N = ∞. In this ase, the loal time proess of the
walk, stopped at its kth0 jump from the root to itself (possibly ∞), is not a Markov
proess.
Sine 0 is an absorbing state for the Markov proess L, we say that L dies out when there
exists a time suh that all the partiles are at 0. The following proposition haraterizes the
transiene of the ookie random walk in terms of the survival of L.
Proposition 3.4. The ookie random walk is reurrent if and only if, for any hoie of k,
the proess L, under Pk (i.e. starting from one partile loated at ℓ(o) = k), dies out almost
surely.
Proof. Let us assume that, for any k, the proess L starting from k dies out almost surely.
Then, k being xed, we an nd N large enough suh that L dies out before time N with
probability c arbitrarily lose to 1. Looking at the denition of L, this means that the walk
X rosses at least k times the edge (o,
←
o ) before reahing level N with probability c. Letting
c tend to 1, we onlude that X returns to the root at least k times almost surely. Thus,
the walk is reurrent.
Conversely, if, for some k, the proess L starting from k has probability c > 0 never
to die out, then the walk X rosses the edge (o,
←
o ) less than k times with probability c.
This implies that X returns to the root only a nite number of times with stritly positive
probability. Aording to Lemma 2.1, the walk is transient.
Reall that, in the denition of a ookie environment, we do not allow the strengths of
the ookies pi to be equal to 1. This assumption insures that, for a partile x loated at
ℓ(x) > M , the distribution (ℓ(
→
x
1
), . . . , ℓ(
→
x
b
)) of the position of its b hildren has a positive
density everywhere on N
b
. Indeed, for any j1, . . . , jn ∈ N, the probability
P
{
ℓ(
→
x
1
) = j1, . . . , ℓ(
→
x
b
) = jb | ℓ(x) = i > M
}
(4)
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is larger that the probability of the i+ j1+ . . .+ jb rst terms of the sequene (ξk)k≥1 being
0, . . . , 0︸ ︷︷ ︸
i−1 times
, 1, . . . , 1︸ ︷︷ ︸
j1 times
, . . . , b, . . . , b︸ ︷︷ ︸
jb times
, 0
whih is non zero. Therefore, we get the simpler riterion:
Corollary 3.5. The ookie random walk is reurrent if and only if L under PM+1 dies out
almost surely.
3.2 Monotoniity property of L
The partiular struture of the transition probabilities of L in terms of suesses and failures
in the sequene (ξk) yields useful monotoniity properties for this proess.
Given two branhing Markov hains L and L˜, we say that L is stohastially dominated
by L˜ if we an onstrut both proesses on the same probability spae in suh way that
ℓ(x) ≤ ℓ˜(x) for all x ∈ T, almost surely.
Proposition 3.6 (monotoniity w.r.t. the initial position). For any 0 ≤ i ≤ j, the
proess L under Pi is stohastially dominated by L under Pj .
Proof. Sine eah partile in L reprodues independently, we just need to prove that L1 =
(ℓ(
→
o
1
), . . . , ℓ(
→
o
b
)) under Pi is stohastially dominated by L1 under Pj and the result will
follows by indution. Realling that, under Pi (resp. Pj), ℓ(
→
o
k
) is given by the number of
random variables ξ taking value k before the ith failure (resp. jth failure) in the sequene
(ξn), we onlude that, when i ≤ j, we an indeed reate suh a oupling by using the same
sequene (ξn) for both proesses.
Proposition 3.7 (monotoniity w.r.t. the ookie environment).
Let C = (p1, . . . , pM ; q) and C˜ = (p˜1, . . . , p˜M ; q˜) denote two ookies environments suh that
C ≤ C˜ for the anonial partial order. Let L (resp. L˜) denote the branhing Markov hain
assoiated with the ookie environment C (resp. C˜). Then, for any i ≥ 0, under Pi, the
proess L˜ stohastially dominates L.
Proof. Keeping in mind Proposition 3.6 and using again an indution argument, we just
need to prove the result for the rst step of the proess i.e. prove that we an onstrut L1
and L˜1 suh that, under Pi,
ℓ(
→
o
k
) ≤ ℓ˜(→o k) for all k ∈ {1, . . . , b}. (5)
Let (ξn) denote a sequene of random variables as in Denition 3.1 assoiated with the ookie
environment C. Similarly, let (ξ˜n) denote a sequene assoiated with C˜. When C ≤ C˜, we
have P{ξn = 0} ≥ P{ξ˜n = 0} and P{ξn = k} ≤ P{ξ˜n = k} for all k ∈ {1, . . . , b}. Moreover,
the random variables (ξn)n≥1 (resp. (ξ˜n)n≥1) are independent. Thus, we an onstrut the
two sequenes (ξn) and (ξ˜n) on the same probability spae in suh way that for all n ≥ 1
and all k ∈ {1, . . . , b},
ξ˜n = 0 implies ξn = 0,
ξn = k implies ξ˜n = k.
Dening now, for eah k, the random variable ℓ(
→
o
k
) (resp. ℓ˜(
→
o
k
)) to be the number of
random variables taking value k in the sequene (ξn) (resp. (ξ˜n)) before the i
th
failure, it is
lear that (5) holds.
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The monotoniity of the reurrene/transiene behaviour of the ookie walk with re-
spet to the initial ookie environment stated in Theorem 1.2 now follows diretly from the
ombination of Corollary 3.5 and Proposition 3.7:
Corollary 3.8. Let C = (p1, p2, . . . , pM ; q) and C˜ = (p˜1, p˜2, . . . , p˜M ; q˜) denote two ookie
environments suh that C ≤ C˜. The C˜ ookie random walk is transient whenever the C ookie
random walk is transient. Conversely, if the C˜ ookie random walk is reurrent, then so is
the C ookie random walk.
4 The Matrix P and the proess Z
4.1 Irreduible lasses of P
The matrix P plays a key role in the study of L. Sine we allow the strength of a ookie to be
zero, the transition matrix P need not be irreduible (a matrix is said to be irreduible if, for
any i, j, there exists n suh that p(n)(i, j) > 0, where p(n)(i, j) denotes the (i, j) oeient
of Pn).
For i, j ∈ N, we use the lassial notations
• i→ j if p(n)(i, j) > 0 for some n ≥ 1.
• i↔ j if i→ j and j → i.
Lemma 4.1. For any i, j ∈ N, we have
(a) If p(i, j) > 0 then p(i, k) > 0 for all k ≤ j and p(k, j) > 0 for all k ≥ i.
(b) If i→ j then i→ k for all k ≤ j and k → j for all k ≥ i.
Proof. Reall the spei form of the oeients of P : p(i, j) is the probability of having j
times 1 in the sequene (ξn)n≥1 before the ith failure. Let us also note that we an always
transform a realization of (ξn)n≥1 ontributing to p(i, j) into a realization ontributing to
p(i, k) for k ≤ j (resp. for p(k, j) for k ≥ i) by inserting additional failures in the sequene.
Sine no ookie has strength 1, for any n ≥ 1, P{ξn = 0} > 0. Therefore, adding a
nite number of failures still yields, when p(i, j) > 0, a positive probability for these new
realizations of the sequene (ξn). This entails (a).
We have i → j if and only if there exists a path i = n0, n1, . . . , nm−1, nm = j suh
that p(nt−1, nt) > 0. Using (a), we also have, for k ≤ j, p(nm−1, k) > 0 (resp. for k ≥ i,
p(k, n1) > 0). Hene i, n1, . . . , nm−1, k (resp. k, n1, . . . , nm−1, j) is a path from i to k (resp.
from k to j). This proves (b).
Lemma 4.2. Let a ≤ b suh that a↔ b. The nite sub-matrix (p(i, j))a≤i,j≤b is irreduible.
Proof. Let i, j ∈ [a, b]. In view of (b) of Lemma 4.1, a → b implies i → b and a → j.
Therefore i→ b→ a→ j so that i→ j. Thus, there exists a path in N:
i = n0, n1, . . . , nm = j (6)
suh that p(nt−1, nt) > 0 for all t. It remains to show that this path may be hosen in [a, b].
We separate the two ases i ≤ j and i > j.
Case i ≤ j. In this ase, the path (6) from i to j may be hosen non dereasing (i.e.
nt−1 ≤ nt). Indeed, if there exists 0 < t < m suh that nt−1 > nt, then, aording to (a) of
Lemma 4.1, p(nt, nt+1) > 0 implies that p(nt−1, nt+1) > 0. Therefore, nt an be removed
from the path. Conerning the last index, note that, if nm−1 > nm, then we an remove
nm−1 from the path sine p(nm−2, nm) > 0.
Case i > j. Aording to the previous ase, there exists a non dereasing path from i
to i. This implies p(i, i) > 0 and therefore p(i, j) > 0 whenever j < i. Thus, there exists a
path (of length 1) from i to j ontained in [a, b].
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We now dene
I
def
= {i ≥ 0, p(i, i) > 0} = {i ≥ 0, i↔ i}.
On I, the relation ↔ is an equivalene relation. In view of the previous lemma, we see that
the equivalene lasses for this relation must be intervals of N. Note that {0} is always
an equivalene lass sine 0 is absorbent. Moreover, we have already notied that, for
i, j ≥ M + 1, p(i, j) > 0 .f. (4). Therefore, there is exatly one innite lass of the form
[a,∞) for some a ≤ M + 1. In partiular, there are only a nite number of equivalene
lasses. We summarize these results in the following denition.
Denition 4.3. Let K + 1 be the number of equivalene lasses of ↔ on I. We denote by
(li)1≤i≤K and (ri)1≤i≤K the left (resp. right) endpoints of the equivalene lasses:
• The equivalene lasses of ↔ on I are {0}, [l1, r1], . . . , [lK−1, rK−1], [lK , rK).
• 0 < l1 ≤ r1 < l2 ≤ r2 < . . . ≤ rK−1 < lK < rK =∞.
• We have lK ≤M + 1.
We denote by (Pk, 1 ≤ k ≤ K) the sub-matries of P dened by Pk def= (p(i, j))lk≤i,j≤rk . By
onstrution, the (Pk) are irreduible sub-stohasti matries and P has the form
P =
0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
1 0 . . . . . . . . . . . . . . . 0
∗
0 . . . 0
.
.
.
.
.
.
.
.
.
∗ . . . 0
.
.
.
.
.
.
.
.
.
.
.
. P1
.
.
. 0 ...
.
.
.
.
.
.
0 . . . 0
.
.
.
.
.
.
.
.
.
∗ . . . 0
.
.
.
.
.
.
.
.
. ∗ . . . P2 . . . ...
.
.
.
.
.
.
0 . . . 0
.
.
.
.
.
.
.
.
.
∗ . . . 0
0
∗ . . . . . . . . . . . . . . . ∗ PK
(innite lass)
1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
.
Remark 4.4. The sequenes (li)1≤i≤K and (ri)1≤i≤K−1 an be expliitly expressed in terms
of the positions of the zeros in the vetor (p1, . . . , pM ). By onstrution, we have
{li, 1 ≤ i ≤ K} = {n ≥ 1, p(n, n) > 0 and p(n− 1, n) = 0}
{ri, 1 ≤ i ≤ K − 1} = {n ≥ 1, p(n, n) > 0 and p(n, n+ 1) = 0},
whih we may rewrite in terms of the ookie vetor:
{li, 1 ≤ i ≤ K} = {n ≥ 1, ♯{1 ≤ j ≤ 2n− 1, pj = 0} = n− 1 and p2n−1 6= 0}
{ri, 1 ≤ i ≤ K − 1} = {n ≥ 1, ♯{1 ≤ j ≤ 2n− 1, pj = 0} = n− 1 and p2n = 0}.
For example, if there is no ookie with strength 0, then K = 1 and l1 = 1. Conversely, if all
the pi's have strength 0 (the digging random walk ase), then K = 1 and l1 = M + 1.
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4.2 The proess Z
In order to study the branhing Markov hain L introdued in the previous setion, it is
onvenient to keep trak of the typial evolution of a partile of L: x a deterministi
sequene (ji)i≥0 ∈ {1, . . . , b}N and set{
x0
def
= o,
xi+1
def
=
→
xi
ji
for i ≥ 0.
Dene the proess Z = (Zn)n≥0 by
Zn
def
= ℓ(xn).
Aording to () of Lemma 3.2, given a partile x loated at ℓ(x), the positions of its b
hildren have the same law. Therefore, the law of Z does not depend on the hoie of the
sequene (ji)i≥0. Moreover, Lemma 3.2 yields:
Lemma 4.5. Under Pi, the proess Z is a Markov hain starting from i, with transition
matrix P given in Denition 3.1.
Let us note that, if Zn is in some irreduible lass [lk, rk], it follows from Lemma 4.1
that Zm ≤ rk for all m ≥ n. Thus, Z an only move from an irreduible lass [lk, rk] to
another lass [lk′ , rk′ ] where k
′ < k. Reall also that {0} is always an irreduible lass (it is
the unique absorbing state for Z). We introdue the absorption time
T0
def
= inf{k ≥ 0, Zk = 0}. (7)
Lemma 4.6. Assume that the ookie environment is suh that q < b/(b + 1). Let i0 ∈ N,
we have
(a) T0 <∞ Pi0-a.s.
(b) For any α > 0, supnEi0 [Z
α
n ] <∞.
Proof. The proof of the lemma is based on a oupling argument. Reall Denition 3.1
and notie that the sequene (ξk)k≥M+1 is i.i.d. Thus, for any stopping time τ suh that
τ ≥M + 1 a.s., the number of random variables in the sub-sequene (ξk)k>τ taking value 1
before the rst failure in this sub-sequene has a geometri distribution with parameter
s
def
= P{ξM+1 = 1 | ξM+1 ∈ {0, 1}} = q
q + b(1− q) .
It follows that, for any i, the number of random variables in the sequene (ξk)k≥1 taking
value 1 before the ith failure is stohastially dominated by M +G1+ . . .+Gi where (Gk)k≥1
denotes a sequene of i.i.d. random variables with geometri distribution i.e.
P{Gk = n} = (1 − s)sn for n ≥ 0.
This exatly means that, onditionally on Zn = i, the distribution of Zn+1 is stohastially
dominated by G1 + . . . + Gi +M . Let us therefore introdue a new Markov hain Z˜ with
transition probabilities
P{Z˜n+1 = j | Z˜n = i} = P{G1 + . . .+ Gi +M = j},
It follows from the stohasti domination stated above that we an onstrut both proesses
Z and Z˜ on the same spae in suh way that, under Pi0 , almost surely,
Z0 = Z˜0 = i0 and Zn ≤ Z˜n for all n ≥ 1. (8)
14
The proess Z˜ is a branhing proess with geometri reprodution and with M immigrants
at eah generation. Setting
c
def
=
q
b(1− q) = E[G1],
we get
E[Z˜n+1 | Z˜n] = cZ˜n +M. (9)
When q < b/(b + 1), we have c < 1 so that Z˜n ≥ M/(1 − c) implies E[Z˜n+1 | Z˜n] ≤ Z˜n.
Therefore, the proess Z˜ stopped at its rst hitting time of [0,M/(1−c)] is a positive super-
martingale whih onverges almost surely. Sine no state in (M/(1− c),∞) is absorbent for
Z˜, we dedue that Z˜ hits the set [0,M/(1− c)] in nite time. Using the Markov property of
Z˜, it follows that Z˜ returns belowM/(1−c) innitely often, almost surely. Sine Z ≤ Z˜, the
same result also holds for Z. Furthermore, the proess Z has a stritly positive probability
of reahing 0 from any i ≤M/(1− c) in one step (beause no ookie has strength 1). Thus
Z reahes 0 in nite time. This entails (a).
Conerning assertion (b), it sues to prove the result for the proess Z˜ when α is
an integer. We prove the result by indution on α. For α = 1, equation (9) implies
E[Z˜n+1] = cEi0 [Z˜n] +M so that
sup
n
Ei0 [Z˜n] ≤ max(i0,M/(1− c)).
Let us now assume that, for any β ≤ α, Ei0 [Z˜βn ] is uniformly bounded in n. We have
Ei0 [Z
α+1
n+1 ] = Ei0 [E[(G1 + . . .+ GZn +M)α+1|Zn]]
= cα+1Ei0 [Z
α+1
n ] +Ei0 [Q(Zn)] (10)
where Q is a polynomial of degree at most α. Therefore the indution hypothesis yields
supn |Ei0 [Q(Zn)]| <∞. In view of (10), we onlude that supnEi0 [Zα+1n ] <∞.
The following lemma roughly states that Z does not reah 0 with a "big jump".
Lemma 4.7. Assume that the ookie environment is suh that q < b/(b + 1). Reall that
[lK ,∞) denotes the unique innite irreduible lass of Z. We have
inf
j≥lk
Pj{∃n ≥ 0, Zn = lK} > 0.
Proof. We introdue the stopping time
σ
def
= inf{n > 0, Zn ≤M + 1}.
We are going to prove that
inf
j>M+1
Pj{Zσ = M + 1} > 0. (11)
This will entail the lemma sine PM+1{Z1 = lK} > 0 (reall that lK ≤M + 1). Aording
to (a) of Lemma 4.6, σ is almost surely nite from any starting point j so we an write
1 =
M+1∑
k=0
∞∑
i=M+2
Pj{Zσ−1 = i and Zσ = k}
=
M+1∑
k=0
∞∑
i=M+2
Pj{Zσ−1 = i} p(i, k)∑M+1
j=0 p(i, j)
. (12)
Let us for the time being admit that, for i > M + 1 and k ∈ {0, . . . ,M + 1},
p(i, k) ≤
(
b
q
)M+1
p(i,M + 1). (13)
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Then, ombining (12) and (13), we get
1 ≤
(
b
q
)M+1
(M + 2)
∞∑
i=M+2
Pj{Zσ−1 = i} p(i,M + 1)∑M+1
j=0 p(i, j)
=
(
b
q
)M+1
(M + 2)Pj{Zσ = M + 1},
whih yields (11). It remains to prove (13). Realling Denition 3.1, we have
p(i, k) =
∞∑
n=M
∑
e1,...,en s.t.
♯{j≤n,ej=1}=k
♯{j≤n,ej=0}=i−1
P{ξ1 = e1, . . . , ξn = en}P{ξn+1 = 0}.
Keeping in mind that (ξj)j≥M+1 are i.i.d. with P(ξj = 1) = q/b, we get, for n ≥M ,
P{ξn+1 = 0} =
(
b
q
)M+1−k
P{ξn+1 = 1, . . . , ξn+M+1−k = 1}P{ξn+M+2−k = 0}.
Thus,
p(i, k) ≤
(
b
q
)M+1−k ∞∑
n˜=M
∑
e1,...,en˜ s.t.
♯{j≤n˜,ej=1}=M+1
♯{j≤n˜,ej=0}=i−1
P{ξ1 = e1, . . . , ξn˜ = en˜}P{ξn˜+1 = 0}
≤
(
b
q
)M+1
p(i,M + 1).
5 Proof of Theorem 1.2
The monotoniity result of Theorem 1.2 was proved in Corollary 3.8. It remains to prove
the reurrene/transiene riterion. The proof is split into four propositions: Proposition
5.2, 5.4, 5.5 and 5.6.
Denition 5.1. Given an irreduible non negative matrix Q, its spetral radius is dened
as:
λ = lim
n→∞
(
q(n)(i, j)
) 1
n
,
where q(n)(i, j) denotes the (i, j) oeient of the matrix Qn. Aording to Vere-Jones [22℄,
this quantity is well dened and is independent of i and j.
When Q is a nite matrix, it follows from the lassial Perron-Frobenius theory that λ is
the largest positive eigenvalue of Q. In partiular, there exist left and right λ-eigenvetors
with positive oeients. However, when Q is innite, the situation is more ompliated.
In this ase, one annot ensure, without additional assumptions, the existene of left and
right eigenvetors assoiated with the value λ. Yet, we have the following haraterization
of λ in terms of right sub-invariant vetors (.f. [22℄, p372):
• λ is the smallest value for whih there exists a vetor Y with stritly positive oeients
suh that QY ≤ λY .
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By symmetry, we have a similar haraterization with left sub-invariant vetors. Let us
stress that, ontrarily to the nite dimensional ase, this haraterization does not apply to
super-invariant vetors: there may exist a stritly positive vetor Y suh that QY ≥ λ′Y
for some λ′ > λ. For more details, one an refer to [18, 22℄.
Reall that, aording to Denition 4.3, P1, . . . , PK denote the irreduible sub-matries
of P . Let λ1, . . . , λK stand for their assoiated spetral radii. We denote by λ the largest
spetral radius of these sub-matries:
λ
def
= max(λ1, . . . , λK). (14)
5.1 Proof of reurrene
Proposition 5.2. Assume that the ookie environment C = (p1, . . . , pM ; q) is suh that
q <
b
b+ 1
and λ ≤ 1
b
.
Then, the ookie random walk is reurrent.
The proposition is based on the following lemma.
Lemma 5.3. Let k ∈ {1, . . . ,K} and assume that λk < 1/b. Then, for any starting point
ℓ(o) = i ∈ [lk, rk] and for any j ∈ [lk, rk], we have
♯{x ∈ T, ℓ(x) = j} <∞ Pi-a.s.
Proof of Proposition 5.2. We assume that λ ≤ 1/b and q < b/(b + 1). For k < K, the
irreduible lass [lk, rk] is nite. Thus, Lemma 5.3 insures that, for any i ∈ [lk, rk],
♯{x ∈ T, ℓ(x) ∈ [lk, rk]} <∞ Pi-a.s. (15)
We now show that this result also holds for the innite lass [lK ,∞) by using a ontradition
argument. Let us suppose that, for some starting point ℓ(o) = i,
Pi{♯{x ∈ T, ℓ(x) ≥ lK} =∞} = c > 0.
Then, for any n,
Pi{∃x ∈ T, |x| ≥ n and ℓ(x) ≥ lK} ≥ c. (16)
Aording to Lemma 4.7, given a partile x loated at ℓ(x) = j ≥ lK , the probability that
one of its desendants reahes level lK is bounded away from 0 uniformly in j. In view of
(16), we dedue that, for some onstant c′ > 0, uniformly in n,
Pi{∃x ∈ T, |x| ≥ n and ℓ(x) = lK} ≥ c′.
This ontradits Lemma 5.3 stating that
♯{x ∈ T, ℓ(x) = lK} <∞ Pi-a.s.
Thus (15) holds also for the innite lass.
We an now omplete the proof of the proposition. Aording to Corollary 3.5, we just
need to prove that the branhing Markov hain L starting from ℓ(o) = M+1 dies out almost
surely. In view of (15), the stopping time N = inf{n, ∀x ∈ Tn ℓ(x) < lK} where all the
partile are loated stritly below lK is nite almost surely. Moreover, if a partile x is
loated at ℓ(x) = i ∈ (rK−1, lK) (i.e. its position does not belong to an irreduible lass),
then, the positions of all its hildren ℓ(
→
x
1
), . . . , ℓ(
→
x
b
) are stritly below i. Thus, at time
N ′ = N + (lK − rK−1 − 1), all the partiles in the system are loated in [0, rK−1]. We an
now repeat the same proedure with the irreduible lass [lK−1, rK−1]. Sine there are only
a nite number of irreduible lasses, we onlude, by indution, that all the partiles of L
are at zero in nite time with probability 1.
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Proof of Lemma 5.3. Fix k ≤ K and j0 ∈ [lk, rk]. By irreduibility, if sues to prove that
♯{x ∈ T, ℓ(x) = j0} <∞ Pj0 -a.s. (17)
Let us note that, when k 6= K, the lass [lk, rk] is nite. Thus, the proess L restrited
to [lk, rk] (i.e. the proess where all the partiles leaving this lass vanish) is a multi-type
branhing proess with only a nite number of types. Using Theorem 7.1, Chapter II of [9℄,
it follows that this proess is subritial (it has parameter ρ = λkb ≤ 1 with the notation
of [9℄ and is learly positive regular and non-singular) and thus it dies out almost surely,
whih implies (17). However, this argument does not apply when k = K. We now provide
an argument working for any k.
As already mentioned, Criterion I of Corollary 4.1 of [22℄ states that λk is the smallest
value for whih there exists a vetor Yk = (ylk , ylk+1, . . .), with stritly positive oeients
suh that
PkYk ≤ λkYk.
For k 6= K, the inequality above is, in fat, an equality. Sine λk ≤ 1/b, we get
PkYk ≤ 1
b
Yk. (18)
Dene the funtion f : N 7→ N by
f(i)
def
=
{
yi for lk ≤ i ≤ rk
0 otherwise.
Reall the denition of the Markov hain Z, with transition matrix P , introdued in the
previous setion. It follows from (18) that, for any i ∈ [0, rk],
E[f(Z1) |Z0 = i] ≤ 1
b
f(i). (19)
We now onsider a proess L˜ = (L˜n, n ≥ 0) obtained by a slight modiation of the proess
L:
• L˜0 = L0 i.e. ℓ˜(o) = ℓ(o) = j0.
• L˜1 = L1.
• For n ≥ 1, L˜n is a branhing Markov hain with the same transition probabilities as
L exept at point j0 whih beomes an absorbing state without branhing i.e when a
partile x is loated at ℓ˜(x) = j0, then ℓ˜(
→
x
1
) = j0 and ℓ˜(
→
x
2
) = . . . = ℓ˜(
→
x
b
) = 0.
Following [15℄, we onsider the proess
M˜n =
∑
x∈Tn
f(ℓ˜(x))
together with the ltration Fn = σ(ℓ˜(x), x ∈ T≤n). Using (19), we have
Ej0 [M˜n+1|Fn] =
∑
x∈Tn, ℓ˜(x) 6=j0
E[f(ℓ˜(
→
x
1
)) + . . .+ f(ℓ˜(
→
x
b
)) | ℓ˜(x)] +
∑
x∈Tn, ℓ˜(x)=j0
f(ℓ˜(x))
= b
∑
x∈Tn, ℓ˜(x)=k 6=j0
E[f(Z1) |Z0 = k] +
∑
x∈Tn, ℓ˜(x)=j0
f(ℓ˜(x))
≤
∑
x∈Tn, ℓ˜(x) 6=j0
f(ℓ˜(x)) +
∑
x∈Tn, ℓ˜(x)=j0
f(ℓ˜(x))
= M˜n.
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Thus, M˜n is a non-negative super-martingale whih onverges almost surely towards some
random variable M˜∞ with
Ej0 [M˜∞] ≤ Ej0 [M˜0] = f(j0).
Let N˜(n) denote the number of partiles of L˜ loated at site j0 at time n. Sine j0 is an
absorbing state for the branhing Markov hain L˜, the sequene N˜(n) is non-dereasing
and thus onverges almost surely to some random variable N˜(∞). Moreover, we have
N˜(n)f(j0) ≤ M˜n so that N˜(∞)f(j0) ≤ M˜∞. This shows that N˜∞ is almost surely -
nite and
Ej0 [N˜(∞)] ≤ 1.
We an now omplete the proof of the lemma. The random variable N˜(∞) represents the
total number of partiles reahing level j0 for the branhing Markov hain L˜ (where the
partiles returning at j0 are frozen). Thus, the total number of partiles reahing j0 for the
original branhing Markov hain L, starting from one partile loated at ℓ(o) = j0, has the
same law as the total progeny of a Galton-Watson proess W = (Wn)n≥0 with W0 = 1 and
with reprodution law N˜(∞) (this orresponds to running the proess L˜, then unfreezing all
the partiles at j0 and then repeating this proedure). Thus, we get the following equality
in law for the total number of partiles loated at j0 for the original proess L starting from
one partile loated at j0:
♯{x ∈ T, ℓ(x) = j0} law=
∞∑
n=0
Wn.
Sine Ej0 [N˜(∞)] ≤ 1 and Pj0{N˜(∞) = 1} < 1, the Galton-Watson proess W dies out
almost surely. This proves
♯{x ∈ T, ℓ(x) = j0} <∞ Pj0 -a.s.
5.2 Proof of positive reurrene
Proposition 5.4. Assume that the ookie environment C = (p1, . . . , pM ; q) is suh that
q <
b
b+ 1
and λ <
1
b
.
Then, all the return times of the walk to the root of the tree have nite expetation.
Proof. Let σi denote the time of the i
th
rossing of the edge joining the root of the tree to
itself for the ookie random walk:
σi
def
= inf
{
n > 0,
n∑
j=1
1{Xj=Xj−1=o} = i
}
.
We prove that E[σi] <∞ for all i. Realling the onstrution of the branhing Markov hain
L in setion 3.1 and the denition of Z, we have
E[σi] = i+ 2Ei
[ ∑
x∈T\{o}
ℓ(x)
]
= i+ 2
∞∑
n=1
bnEi[Zn].
Let us for the time being admit that
lim sup
n→∞
Pi{Zn > 0}1/n ≤ λ for any i. (20)
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Then, using Hölder's inequality and (b) of Lemma 4.6, hoosing α, β, λ˜ suh that λ˜ > λ,
bλ˜1/α < 1 and 1α +
1
β = 1, we get
∞∑
n=1
bnEi[Zn] ≤
∞∑
n=1
bnPi{Zn > 0}1/αEi[Zβn ]1/β ≤ Cβ
∞∑
n=1
(bλ˜1/α)n <∞.
It remains to prove (20). Reall that {0}, [l1, r1], . . . , [lk,∞) denote the irreduible lasses
of P and that Z an only move from a lass [lk, rk] to another lass [lk′ , rk′ ] with k
′ < k.
Thus, for i ∈ [lk, rk], we have
Pi{Zn ≥ lk} = Pi{Zn ∈ [lk, rk]} =
rk∑
j=lk
Pi{Zn = j} =
rk∑
j=lk
p(n)(i, j).
For k < K, the sum above is taken over a nite set. Realling the denition of λk, we get
lim
n→∞
Pi{Zn ≥ lk}1/n = λk for all i ∈ [lk, rk].
Using the Markov property of Z, we onlude by indution that, for any i < lK ,
lim sup
n→∞
Pi{Zn > 0}1/n ≤ max(λ1, . . . , λK−1) ≤ λ. (21)
It remains to prove the result for i ≥ lK . In view of (21) and using the Markov property of
Z, it is suient to show that, for i ≥ lK ,
lim sup
n→∞
Pi{Zn ≥ lK}1/n ≤ λK . (22)
Let us x i ≥ lK . We write
Pi{Zn ≥ lK} = Pi{∃m ≥ n, Zm = lK}+
∞∑
j=lK
Pi{Zn = j}Pj{∄m ≥ 0, Zm = lK}.
Aording to lemma 4.7, there exists c > 0 suh that, for all j ≥ lK , Pj{∄m ≥ 0, Zm =
lK} ≤ 1− c. Therefore, we dedue that
Pi{Zn ≥ lK} ≤ 1
c
Pi{∃m ≥ n, Zm = lK} ≤ 1
c
∞∑
m=n
p(m)(i, lK). (23)
Moreover, we have limm→∞(p(m)(i, lK))1/m = λK < 1 hene
lim
n→∞
( ∞∑
m=n
p(m)(i, lK)
)1/n
= λK . (24)
The ombination of (23) and (24) yields (22) whih ompletes the proof of the proposition.
5.3 Proof of transiene when λ > 1/b
Proposition 5.5. Assume that the ookie environment C = (p1, . . . , pM ; q) is suh that
λ >
1
b
.
Then, the ookie random walk is transient.
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Proof. The proof uses the idea of "seed" as explained in [16℄: we an nd a restrition L˜ of
L to a nite interval [l, r] whih already has a non zero probability of survival.
To this end, let us rst note that we an always nd a nite irreduible sub-matrix
Q = (p(i, j))l≤i,j≤r of P with spetral radius λ˜ stritly larger than 1/b. Indeed, by denition
of λ, either
• There exists k ≤ K − 1 suh that λk > 1/b in whih ase we set l def= lk and r def= rk.
• Otherwise λK > 1/b. In this ase, we hoose l = lK and r > l. Lemma 4.2 insures
that the sub-matrix Q
def
= (p(i, j))l≤i,j≤r is irreduible. Moreover, as r goes to innity,
the spetral radius of Q tends to λK (.f. Theorem 6.8 of [18℄). Thus, we an hoose
r large enough suh that the spetral radius λ˜ of Q is stritly larger than 1/b.
We now onsider the proess L˜ obtained from L by removing all the partiles x whose
position ℓ(x) is not in [l, r] (we also remove from the proess all the desendants of suh a
partile). The proess L˜ obtained in this way is a multi-type branhing proess with only
nite number of types indexed by [l, r]. It follows from the irreduibility of Q that, with the
terminology of [9℄, this proess is positive regular. It is also learly non singular. Moreover,
the matrix M dened in Denition 4.1, Chapter II of [9℄, is, in our setting, equal to bQ
so that the ritial parameter ρ of Theorem 7.1, Chapter II of [9℄ is given by ρ = bλ˜ > 1.
Thus, Theorem 7.1 states that there exists i ∈ [l, r] suh that the proess L˜ starting from
one partile loated at position (i.e. with type) i has a non zero probability of survival.
A fortiori, this implies that L also has a positive probability of survival. Thus the ookie
random walk in transient.
5.4 Proof transiene when q ≥ b/(b+ 1)
Proposition 5.6. Assume that the ookie environment C = (p1, . . . , pM ; q) is suh that
q ≥ b
b+ 1
.
Then, the ookie random walk is transient.
Remark 5.7. Under the stronger assumption q > b/(b+ 1), one an prove, using a similar
oupling argument as in the proof of Lemma 4.6, that the absorbtion time T0 of Z dened
in (7) is innite with stritly positive probability. This fat implies the transiene of the
ookie random walk. However, when q = b/(b+1), the absorbtion time T0 may, or may not,
depending on the ookie environment, be nite almost surely. Yet, Proposition 5.6 states
that the walk is still transient in both ases.
Proof of Proposition 5.6. In view of the monotoniity property of the walk w.r.t. the ookie
environment stated in Corollary 3.8, we just need to prove that, for any M , we an nd
q˜ < b/(b+ 1) suh that the walk in the ookie environment
C˜ = (0, . . . , 0︸ ︷︷ ︸
M times
; q˜) (25)
is transient. It easily heked that the irreduible lasses of the matrix P˜ assoiated to
a ookie environment of the form (25) are {0} and [M + 1,∞[ (see, for instane, Remark
4.4). Moreover, for suh a ookie environment, the oeients of P˜ have a partiularly
simple form. Indeed, realling Denition 3.1, a few line of elementary alulus yields, for
i, j ≥M + 1,
p˜(i, j) =
(
j + i−M − 1
j
)
sj(1 − s)i−M where s def= q˜
q˜ + (1− q˜)b (26)
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(this result is proved, in a more general setting, in Lemma 7.3). Therefore, the polynomial
vetor U
def
= (i(i − 1) . . . (i −M))i≥M+1 is a right eigenvetor of the irreduible sub-matrix
P˜1
def
= (p˜(i, j))i,j≥M+1 assoiated with the eigenvalue
λ˜
def
=
(
s
1− s
)M+1
.
i.e. P˜1U = λ˜U . Similarly, setting V
def
=
(
(s/(1− s))i−1)
i≥M+1, it also follows from (26)
that V is a left eigenvetor of P˜1 assoiated with the same eigenvalue λ˜ i.e.
tV P˜1 = λ˜
tV .
Moreover, the inner produt
tV U is nite. Thus, aording to Criterion III p375 of [22℄,
the spetral radius of P˜1 is equal to λ˜. Sine λ˜ tends to 1 as q˜ inreases to b/(b+1), we an
nd q˜ < b/(b+ 1) suh that λ˜ > 1/b. Proposition 5.5 insures that, for this hoie of q˜, the
ookie random walk is transient.
6 Rate of growth of the walk.
6.1 Law of large numbers and entral limit theorem
We now prove Theorem 1.3. Thus, in rest of this setion, we assume that X is a transient
ookie random walk in an environment C = (p1, . . . , pM ; q) suh that
pi > 0 for all i ∈ {1, . . . ,M}. (27)
The proof is based on the lassial deomposition of the walk using the regeneration struture
provided by the existene of ut times for the walk. Reall that T
x
denotes the sub-tree of
T rooted at site x. We say that (random) time C > 0 is a ut time for the ookie random
walk X if it is suh that: {
Xi /∈ TXC for all i < C,
Xi ∈ TXC for all i ≥ C.
i.e. C is a time where the walk rst enters new subtree of T and never exits it. Let now
(Cn)n≥1 denote the inreasing enumeration of these ut times:{
C1
def
= inf{k > 0, k is a ut time},
Cn+1
def
= inf{k > Cn, k is a ut time},
with the onvention that inf{∅} =∞ and Cn+1 =∞ when Cn =∞.
Proposition 6.1. Suppose that the sequene of ut times (Cn)n≥1 is well dened ( i.e. nite
a.s.). Suppose further that E[C21 ] <∞. Then, there exist deterministi v, σ > 0 suh that
|Xn|
n
a.s.−→
n→∞
v and
|Xn| − nv√
n
law−→
n→∞
N (0, σ2).
Proof. Let us rst note that the event A
def
= {X never rosses the edge from o to o} has non
zero probability sine the walk is transient and no ookies have strength 0 (in this ase, the
irreduible lasses for the matrix P are {0} and [1,∞)). Realling that the walk evolves
independently on distint subtrees, it is easily seen that the sequene (Cn+1−Cn, |XCn+1|−
|XCn |)n≥1 is i.i.d. and distributed as (C1, |XC1 |) under the onditional measure P{·|A} (.f.
for instane [7, 10℄ for details). Sine P{A} > 0 and the walk X is nearest neighbor, we get
E[(Cn+1 − Cn)2] = E[C21 |A] < ∞ and E[(|XCn+1| − |XCn |)2] = E[|XC1|2 |A] < ∞. Thus,
we have
Cn
n
a.s.−→
n→∞
E[C1|A],
|XCn |
n
a.s.−→
n→∞
E[|XC1 ||A],
|XCn |−E[|XC1||A]n√
n
law−→
n→∞
N (0,E[|XC1|2|A]),
and the proposition follows from a hange of time, .f. [7, 10℄ for details.
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Theorem 1.3 will now follow from Proposition 6.1 one we have shown that the ut times
of the walk are well dened and have a nite seond moment. We shall, in fat, prove the
stronger result:
Proposition 6.2. The ut times of the walk are well dened and, for all β > 0, E[Cβ1 ] <∞.
The proof of this result relies on the following two lemmas whose proofs are provided
after the proof of the proposition.
Lemma 6.3. Reall the denition of the branhing Markov hain L. Let U denote the total
number of partiles not loated at 0 for the entire lifetime of the proess i.e.
U
def
= ♯{x ∈ T, ℓ(x) > 0}.
There exists c1 > 0 suh that, for all n,
P1{U > n | L dies out} ≤ c1e−n1/3 .
Lemma 6.4. Let (γn)n≥0 denote the inreasing sequene of times where the walk visits a
new site: {
γ0
def
= 0
γn+1
def
= inf{k > γn, Xk 6= Xi for all i < k}.
There exist ν, c2 > 0 suh that, for all n,
P{γn > nν} ≤ c2e−n.
Proof of Proposition 6.2. We need to introdue some notation. We dene two interlaed
sequenes (Si)i≥0 and (Di)i≥0 by{
S0 = γ1,
D0 = inf{n > S0, Xn =
←
XS0= o},
and by indution, for k ≥ 1,{
Sk = inf{γn, γn > Dk−1},
Dk = inf{n > Sk, Xn =
←
XSk}.
with the onvention that, if Dk =∞, then Dj , Sj =∞ for all j ≥ k. Let us set
χ
def
= inf{k ≥ 0, Dk =∞}.
Sine the walk visits innitely many distint verties, we have Sk <∞ whenever Dk−1 <∞
so that these two interlaed sequenes have the form
S0 < D0 < S1 < D1 < . . . < Sχ < Dχ =∞.
The interval [Sk, Dk) represents the times where the walk performs an exursion away from
the set of verties it has already visited before time Sk. With these notations, the rst ut
time is given by
C1 = Sχ.
For n,m suh that Xm ∈ TXn , we use the slight abuse of notation Xm − Xn to denote
the position of Xm shifted by Xn i.e. the position of Xm with respet to the subtree T
Xn
.
Using the Markov property for the stopping times Sk, Dk and notiing that the walk evolves
on distint subtrees on the time intervals [Sk, Dk), it follows that (ompare with Lemma 3
of [7℄ for details):
23
(a) Conditionally onDk <∞ (i.e. χ > k), the sequenes ((XSj+i−XSj)0≤i<Dj−Sj , j ≤ k)
are i.i.d. and distributed as (Xi)i<D under the onditional measure P{·|D <∞} with
D = inf{k ≥ 1, Xk−1 = Xk = o}.
(b) Conditionally on Dk <∞, the random variable Dk+1−Sk+1 has the same distribution
as D0 − S0. In partiular, P{Dk+1 < ∞ | Dk < ∞} = P{D0 < ∞}. Thus, χ has a
geometri distribution with parameter r
def
= P{D0 <∞} = P1{L dies out} > 0:
P{χ = k} = (1 − r)rk for k ≥ 0.
Fat (b) implies, in partiular, that the rst ut time C1 = Sχ (and thus all ut times) is
nite almost surely. It remains to bound the moments of C1. We write
P{Sχ > nν} = P{Sχ > nν and χ > α lnn}+P{Sχ > nν and χ < α lnn}
≤ (1− r)rα lnn +P{Sχ > nν and χ < α lnn}
where α > 0 and where ν is the onstant of Lemma 6.4. Let β > 0 be xed, we an hoose
α large enough so that
P{Sχ > nν} ≤ 1
n(β+1)ν
+P{Sχ > nν and χ < α lnn}. (28)
It remains to nd an upper bound for the seond term. Let us rst note that
P{Sχ > nν and χ < α lnn} ≤
α lnn∑
k=0
P{Sk > nν and χ ≥ k}. (29)
We introdue the sequene (Vk)k≥0 dened by
Vk
def
= number of distint verties visited by the walk during the exursion [Sk, Dk),
with the onvention that Vk =∞ when Dk =∞. By denition of Sk, Dk, the total number
of distint verties other than the root visited by the walk up to time Sk is exatly the sum
of the number of verties visited in eah exursion [Si, Di) (i < k) whih is V0 + . . .+ Vk−1.
Thus, Sk is the time where the walk visits its (V0+ . . .+Vk−1+2)th new vertex. This yields
the identity
Sk = γV0+...+Vk−1+2
whih holds for all k with the onvention γ∞ = ∞. Thus, we an rewrite the r.h.s. of (29)
as
α lnn∑
k=0
P{Sk > nν and χ ≥ k} =
α lnn∑
k=0
P{γV0+...+Vk−1+2 > nν and V1+. . .+Vk−1 <∞}. (30)
Eah term on the r.h.s. of (30) is bounded by
P{γV0+...+Vk−1+2 > nν and V1 + . . .+ Vk−1 <∞}
= P{γV0+...+Vk−1+2 > nν and n < V0 + . . .+ Vk−1 + 2 <∞}
+P{γV0+...+Vk−1+2 > nν and V0 + . . .+ Vk−1 + 2 ≤ n}
≤ P{n− 2 < V0 + . . .+ Vk−1 <∞}+P{γn > nν}
≤ P{n− 2 < V0 + . . .+ Vk−1 <∞}+ c2e−n
(31)
where we used Lemma 6.4 for the last inequality. Let us note that, aording to Fat (a),
onditionally on {V0 + . . . Vk−1 < ∞} = {χ ≥ k}, the random variables (V0, V1, . . . , Vk−1)
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are i.i.d. and have the same law as the number of verties visited by the walk before the time
D of its rst jump from the root to the root under the onditional measure P{· | D <∞}.
Realling the onstrution of the branhing Markov hain L desribed in Setion 3, we
see that this distribution is exatly that of the random variable U of Lemma 6.3 under
the measure P˜
def
= P1{· | L dies out}. Let now (Ui)i≥0 denote a sequene of i.i.d. random
variables with the same distribution as U under P˜. For k ≤ α lnn, we get
P{n− 2 < V0 + . . .+ Vk−1 <∞} ≤ P{V0 + . . .+ Vk−1 > n− 2 | V0 + . . .+ Vk−1 <∞}
= P˜{U0 + . . .+ Uk−1 > n− 2}
≤ (α lnn)P˜
{
U >
n− 2
α lnn
}
≤ c1(α lnn) exp
(
−
(
n− 2
α lnn
) 1
3
)
(32)
where we used Lemma 6.3 for the last inequality. Combining (28)-(32), we onlude that
P{Sχ > nν} ≤ 1
n(β+1)ν
+ c2(α lnn)e
−n + c1(α lnn)2 exp
(
−
(
n− 2
α lnn
) 1
3
)
≤ 2
n(β+1)ν
for all n large enough. This yields E[Sβχ ] <∞.
We now provide the proof of the lemmas.
Proof of Lemma 6.3. Let ♯Ln denote the number of partiles not loated at 0 at time n:
♯Ln
def
= ♯{x ∈ Tn, ℓ(x) > 0}.
Let also Θ stand for the lifetime of L:
Θ
def
= inf{n, ♯Ln = 0}
with the onvention Θ = ∞ when L does not die out. Sine no ookie has strength 0,
the irreduible lasses of P are {0} and [1,∞). Thus, the transiene of the walk implies
P1{Θ <∞} ∈ (0, 1). Let H denote the maximal number of partiles alive at the same time
for the proess L:
H
def
= sup
n
♯Ln.
It follows from the inequality U ≤ HΘ that
P1{U ≥ n,Θ <∞} ≤ P1{H ≥
√
n,Θ <∞}+P1{H <
√
n,Θ ≥ √n}. (33)
The rst term on the r.h.s of (33) is easy to bound. Realling the monotoniity property of
Proposition 3.6, we have Pj{Θ < ∞} ≤ P1{Θ < ∞} for any j ≥ 1. Therefore, using the
Markov property of L with the stopping time ζ
def
= inf{k, ♯{x ∈ Tk, ℓ(x) > 0} ≥ √n}, we
get, with obvious notation,
P1{H ≥
√
n,Θ <∞} = E1[1{ζ<∞}PLζ{Θ <∞}]
≤ P⌊√n⌋ partiles lo. at 1{Θ <∞}
= P1{Θ <∞}⌊
√
n⌋
≤ e−n1/3 (34)
where the last inequality hold for n large enough. We now ompute an upper bound for the
seond term on the r.h.s. of (33). Given k <
√
n, it follows again from Proposition 3.6 that,
P1{H <
√
n,Θ ≥ √n} ≤ P1{♯Lk <
√
n}⌊n/(k+1)⌋. (35)
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(this bound is obtained by onsidering the proess where all the partiles at time (k +
1), 2(k + 1), . . . are replaed by a single partile loated at 1). Let us for the time being
admit that there exist ρ > 1 and α > 0 suh that,
a
def
= lim inf
i→∞
P1{♯Li ≥ αρi} > 0. (36)
Then, hoosing k = ⌊lnn/ ln ρ⌋, the ombination of (35) and (36) yields, for all n large
enough,
P1{H <
√
n,Θ ≥ √n} ≤ P1{♯Lk < αρk}⌊n/(k+1)⌋ ≤ (1− a)⌊n/(k+1)⌋ ≤ e−n1/3 . (37)
Putting (33),(34) and (37) together, we onlude that,
P1{U ≥ n | L dies out} = P1{U ≥ n,Θ <∞}
P1{Θ <∞} ≤ c1e
−n1/3
whih is the laim of the Lemma. It remains to prove (36). Reall that q represents the
bias of the walk when all the ookie have been eaten. We onsider separately the two ases
q < b/(b+ 1) and q ≥ b/(b+ 1).
(a) q < b/(b+ 1). Sine the walk is transient, the spetral radius of the irreduible lass
[1,∞) of the matrix P is neessarily stritly larger than 1/b (otherwise the walk would be
reurrent aording to Proposition 5.2). Using exatly the same arguments as in the proof
of Proposition 5.5, we an nd r large enough suh that the nite sub-matrix (pi,j)1≤i,j≤r is
irreduible with spetral radius λ˜ stritly larger than 1/b. We onsider again the proess L˜
obtained from L by removing all the partiles x (along with their progeny) whose position
ℓ(x) is not in [1, r]. As already notied in the proof of Proposition 5.5, the proess L˜ is a
positive regular, non singular, multi-type branhing proess with a nite number of types
and with parameter ρ = bλ˜ > 1. Therefore, Theorem 1 p192 of [3℄ implies that, for α > 0
small enough,
lim
i→∞
P1{♯L˜i ≥ αρi} > 0
whih, in turn, implies (36).
(b) q ≥ b/(b+ 1). The spetral radius λ of the irreduible lass [1,∞) may, in this ase, be
stritly smaller that 1/b (see the remark below the statement of Theorem 1.2). However, as
shown during the proof of Proposition 5.6, we an always nd qˆ < b/(b+1) < q suh that the
walk in the ookie environment (0, . . . , 0 ; qˆ) is transient. Therefore, the walk in the ookie
environment Cˆ = (p1, . . . , pM ; qˆ) ≤ C is also transient. Denoting by Lˆ the branhing Markov
hain assoiated with Cˆ, it follows from the previous ase (a) ombined with Proposition 3.7
that, for some ρ > 1, α > 0,
lim inf
i→∞
P1{♯Li ≥ αρi} ≥ lim inf
i→∞
P1{♯Lˆi ≥ αρi} > 0.
Proof of Lemma 6.4. Reall that, given x ∈ T and i ∈ {0, . . . , b}, we denote by →x i the ith
hild of x (with the onvention
→
x
0
=
←
x
). We all (un-rooted) path of length k an element
[v1, . . . , vk] ∈ {0, . . . , b}k. Suh a path is said to be inreasing if vi 6= 0 for all 1 ≤ i ≤ k.
Given x ∈ T, we use the notation x[v1, . . . , vk] to denote the endpoint of the path rooted at
site x i.e.
x[∅] def= x and x[v1, . . . , vk] def=
−−−−−−−−−−→
x[v1, . . . , vk−1]
vk
.
The proof of the lemma is based on the following observation: given two inreasing paths
v, w with same length k suh that [v1, . . . , vk] 6= [w1, . . . , wk], we have
x[v1, . . . , vk] 6= y[w1, . . . , wk] for any x, y ∈ T.
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Let (uk)k≥1 denote the sequene of random variables taking values in {0, . . . , b} dened by
Xn =
→
X
un
n−1. With the previous notation, we have, for any m ≤ n,
Xn = Xm[um+1 . . . un].
It follows from the previous remark that, for any xed k ≤ n, the number of distint verties
visited by the walk X up to time n is larger than the number of distint inreasing sub-
paths of length k in the random path [u1, . . . , un]. We get a lower bound for the number
of suh sub-paths using a oupling argument. Reall that no ookie has strength 0 and set
η = mini pi/b > 0. It is lear from the denition of the transition probabilities of the ookie
random walk X that{
P{un = i | u1, . . . un} ≥ η for i ∈ {1, . . . , b},
P{un = 0 | u1, . . . un} ≤ 1− bη.
Therefore, we an onstrut on the same probability spae a sequene of i.i.d random vari-
ables (u˜n)n≥1 with distribution:{
P{u˜n = i} = η for i ∈ {1, . . . , b}
P{u˜n = 0} = 1− bη,
in suh way that
u˜n = i 6= 0 implies un = i.
With this onstrution, any inreasing sub-path of [u1, . . . , un] is also an inreasing sub-path
of [u˜1, . . . , u˜n]. Moreover, sine the sequene (u˜n)n≥1 is i.i.d., we have, for any inreasing
path [v1, . . . , vk],
P {[u˜1, . . . , u˜n] does not ontain the sub-path[v1, . . . , vk]}
≤
⌊n/k⌋∏
j=1
P
{
[u˜(j−1)k+1, . . . , u˜jk] 6= [v1, . . . , vk]
}
= (1− ηk)⌊n/k⌋. (38)
We now hoose k
def
= ⌊c lnn⌋+1 with c def= 13 ln(1/η) and set δ
def
= c ln b. Sine there are bk > nδ
inreasing paths of length k, we get, for n large enough,
P
{
[u˜1, . . . , u˜n] ontains less than n
δ
distint inreasing sub-paths of same length
}
≤ P {[u˜1, . . . , u˜n] does not ontain all inreasing sub-paths of length k}}
≤ bk(1− ηk)⌊n/k⌋
≤ e−
√
n.
Thus, if Vn denotes the number of distint verties visited by the ookie random walk X up
to time n, we have proved the lower bound:
P{Vn ≤ nδ} ≤ e−
√
n.
Choosing ν > max(1/δ, 2), we onlude that, for all n large enough,
P{γn ≥ nν} = P{V⌊nν⌋ ≤ n} ≤ P{V⌊nν⌋ ≤ ⌊nν⌋δ} ≤ e−
√
⌊nν⌋ ≤ e−n.
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6.2 Example of a transient walk with sub-linear growth
In this setion, we prove Proposition 1.9 whose statement is repeated below.
Proposition 6.5. Let X be a C = (p1, p2, 0, 0 ; q) ookie random walk with q ≥ b/(b + 1)
and p1, p2 > 0 suh that the largest positive eigenvalue of the matrix
P1
def
=
(p1
b +
p1p2
b − 2p1p2b2 p1p2b2
p1+p2
b − 2p1p2b2 p1p2b2
)
is equal to 1/b (suh a hoie of p1, p2 exists for any b ≥ 2). Then, X is transient (sine
q ≥ b/(b+ 1)) yet
lim inf
n→∞
|Xn|
n
= 0.
Proof. For this partiular ookie environment, it is easily seen that the ookie environment
matrix P has three irreduible lasses {0}, [1, 2], [3,∞) and takes the form
P =


1
P1 0
∗
*
(innite lass)


.
where P1 is the matri given in the proposition. By hypothesis, the spetral radius of
the irreduible lass [1, 2] is 1/b, therefore, the branhing Markov hain L starting from
ℓ(o) ∈ [1, 2] dies out almost surely (the restrition of L to [1, 2] is simply a ritial 2-type
branhing proess where eah partile gives birth to, at most, 2 hildren). In partiular, the
quantity
Λ
def
=
∑
x∈T
ℓ(x)
is Pi almost surely nite for i ∈ {1, 2}. Moreover, one an exatly ompute the generating
funtions Ei[s
Λ] for i ∈ {1, 2} using the reursion relation given by the branhing struture
of L. After a few lines of elementary (but tedious) alulus and using a lassial Tauberian
theorem, we get the following estimate on the tail distribution of Λ:
P1{Λ > x} ∼ C√
x
,
for some onstant C > 0 depending on p1, p2 (alternatively, one an invoke Theorem 1 of [8℄
for the total progeny of a general ritial multi-type branhing proess ombined with the
haraterization of the domain of attration to a stable law).
As in the previous setion, let (γn)n≥0 denote the inreasing sequene of times where
the walk visits a new site (as dened in Lemma 6.4) and dene two interlaed sequenes
(Si)i≥0 and (Di)i≥0 in a similar way as in the proof of Proposition 6.2 (only the initialization
hanges): {
S0 = 0
D0 = inf{n > 0, Xn = Xn−1 = o},
and by indution, for k ≥ 1,{
Sk = inf{γn, γn > Dk−1},
Dk = inf{n > Sk, Xn =
←
XSk}.
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Sine, L starting from ℓ(0) = 1 dies out almost surely, the walk rosses the edge from
the root to the root at least one almost surely. Therefore, D0 is almost surely nite.
Using the independene of the ookie random walk on distint subtrees, it follows that the
random variables sequenes (Si)i≥0, (Di)i≥0 are all nite almost surely. Moreover, realling
the onstrution of L, it also follows that the sequene of exursion lengths (Ri)i≥0
def
=
(Di − Si)i≥0 is a sequene of i.i.d. random variables, distributed as the random variable
2Λ− 1 under P1. We also have the trivial fats:
• For all k > 0, |XDk | = |XSk | − 1.
• The walk only visits new verties of the tree during the time intervals ([Sk, Dk])k≥0.
Thus, the number of verties visited by the walk at time Sk is smaller than 1+
∑k−1
i=0 Ri.
In partiular, we have |XSk | ≤ 1 +
∑k−1
i=0 Ri.
• For all k ≥ 0, Dk ≥
∑k
i=0 Ri.
Combining these three points, we dedue that, for k ≥ 1,
|XDk |
Dk
≤
∑k−1
i=0 Ri∑k
i=0Ri
= 1− Rk∑k
i=0 Ri
.
Sine, (Ri)i≥0 is a sequene of i.i.d random variables in the domain of normal attration of
a positive stable distribution of index 1/2, it is well known (and easily to hek) that
lim sup
k→∞
Rk∑k
i=0Ri
= 1 a.s.
whih, in turn, implies
lim inf
n→∞
|Xn|
n
≤ lim inf
k→∞
|XDk |
Dk
= 0 a.s.
7 Computation of the spetral radius
In this setion, we prove Theorem 1.4 and Proposition 1.8 by omputing the maximal spetral
radius λ of the ookie environment matrix P . Reall that the irreduible lasses of P
are {0}, [l1, r1], . . . , [rK ,∞) and that Pk denotes the restrition of P to [lk, rk] ([lk,∞) for
k = K). Denoting by λk the spetral radius of Pk, we have, by denition:
λ = max(λ1, . . . , λK).
Sine the non negative matries P1, . . . , PK−1 are nite, their spetral radii are equal to their
largest eigenvalue. Finding the spetral radius of the innite matrix PK is more ompliated.
We shall make use on the following result.
Proposition 7.1. Let Q = (q(i, j))i,j≥1 be an innite irreduible non negative matrix.
Suppose that there exists a non-negative left eigenvetor Y = (yi)i≥1 of Q assoiated with
some eigenvalue ν > 0 i.e.
tY Q = ν tY. (39)
Assume further that, for all ε > 0, there exists N ≥ 1 suh that the nite sub-matrix
QN = (q(i, j))1≤i,j≤N is irreduible and the sub-vetor YN = (yi)1≤i≤N is ν − ε super-
invariant i.e
tYNQN ≥ (ν − ε) tYN . (40)
Then, the spetral radius of Q is equal to ν.
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Remark 7.2. By symmetry, the proposition above remains unhanged if one onsiders a
right eigenvetor in plae of a left eigenvetor. Let us also note that Proposition 7.1 does
not over all possible ases. Indeed, ontrarily to the nite ase, there exist innite non
negative irreduible matries for whih there is no eigenvetor Y satisfying Proposition 7.1.
Proof. On the one hand, aording to Criterion I of Corollary 4.1 of [22℄, the spetral radius
λQ of Q is the smallest value for whih there exists a non negative vetor Y 6= 0 suh that
tY Q ≤ λQ tY.
Therefore, we dedue from (39) that
ν ≥ λQ.
On the other hand, the matrix QN is nite so that, aording to the Perron-Frobenius
Theorem, its spetral radius is equal to its largest eigenvalue λQN and is given by the
formula
λQN = sup
(x1,...,xN )
min
j
∑N
i=1 xiq(i, j)
xj
where the supremum is taken over allN -dimensional vetors with stritly positive oeients
(.f. (1.1) p.4 of [18℄). In view of (40), we dedue that λQN ≥ ν − ε.
Furthermore, when QN is irreduible, Theorem 6.8 of [18℄ states that λQN ≤ λQ. We
onlude that
λQ ≤ ν ≤ λQ + ε.
7.1 Preliminaries
Reall the onstrution of the random variables (ξi)i≥1 given in Denition 3.1 and set
Em,n def=
{
in the nite sequene (ξ1, ξ2, . . . , ξM ), there are at least m terms equal to 0
and exatly n terms are equal to 1 before the mth 0
}
E ′m,n def=
{
in the nite sequene (ξ1, ξ2, . . . , ξM ), there are exatly m terms equal to 0
and exatly n terms equal to 1
}
.
Let us note that, for n+m > M ,
P{Em,n} = P{E ′m,n} = 0. (41)
In the rest of this setion, we use the notation
s
def
=
q
q + (1 − q)b = P{ξM+1 = 1 | ξM+1 ∈ {0, 1}}.
Lemma 7.3. For i, j ≥ 1, the oeient p(i, j) of the matrix P assoiated with the ookie
environment C = (p1, . . . , pM ; q) is given by
p(i, j) = P{Ei,j} +
∑
0≤n≤j
0≤m≤i−1
P{E ′m,n}
(
j + i−m− n− 1
j − n
)
sj−n(1− s)i−m.
Proof. Reall that p(i, j) is equal to the probability of having j times 1 in the sequene
(ξl)l≥1 before the ith 0. We deompose this event aording to the number of 0's and 1's in
the subsequene (ξl)l≤M . Let Fm,n be the event
Fm,n def= {in the sub-sequene (ξi)i>M , n terms equal to 1 before the mth failure}.
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Thus we have
p(i, j) = P{Ei,j}+
∑
0≤n≤j
0≤m≤i−1
P{E ′m,n}P{Fi−m,j−n} (42)
(the rst term of the r.h.s. of the equation omes from the ase m = i whih annot be
inluded in the sum). Sine the sequene (ξi)i>M is a sequene of i.i.d. random variables, it
is easy to ompute P{Fm,n}. Indeed, notiing that,
P{Fm,n} = P{Fm,n | ξl ∈ {0, 1} for all l ∈ [M,M + n+m]},
we get
P{Fm,n} =
(
n+m− 1
n
)
sn(1− s)m. (43)
The ombination of (42) and (43) ompletes the proof of the lemma.
We an now ompute the image
tY P of the exponential vetor Y = ((s/(1− s))i−1)i≥1.
Let us rst reall the notation
λ
sym
def
=
q
b(1− q)
M∏
i=1
(
(1− pi)
(
q
b(1− q)
)
+
(b− 1)pi
b
+
pi
b
(
q
b(1− q)
)−1)
.
We use the onvention that
∑v
u = 0 when u > v.
Lemma 7.4. We have
∞∑
i=1
p(i, j)
(
s
1− s
)i−1
= λ
sym
(
s
1− s
)j−1
+A(j),
with
A(j)
def
=
M−j∑
i=1
P{Ei,j}
(
s
1− s
)i−1
−
M∑
n=j+1
M−n∑
m=0
P{E ′m,n}
(
s
1− s
)j+m−n
.
In partiular, A(j) = 0 for j ≥M .
Proof. With the help of Lemma 7.3, and in view of (41), we have
∞∑
i=1
p(i, j)
(
s
1− s
)i−1
=
∞∑
i=1
P{Ei,j}
(
s
1−s
)i−1
+
∞∑
i=1
∑
0≤n≤j
0≤m≤i−1
P{E ′m,n}
(
j+i−m−n−1
j − n
)
sj+i−n−1(1−s)1−m
=
M−j∑
i=1
P{Ei,j}
(
s
1−s
)i−1
+
∑
0≤n≤j∧M
0≤m≤M−n
P{E ′m,n}
∞∑
i=0
(
j + i− n
i
)
sj+i+m−n(1−s)1−m.
Using the relation
∞∑
i=0
(
j + i− n
i
)
sj+i+m−n(1− s)1−m =
(
s
1− s
)j+m−n
,
we dedue that
∞∑
i=1
p(i, j)
(
s
1−s
)i−1
=
M−j∑
i=1
P{Ei,j}
(
s
1−s
)i−1
+
j∧M∑
n=0
M−n∑
m=0
P{E ′m,n}
(
s
1−s
)j+m−n
.
=
M∑
n=0
M−n∑
m=0
P{E ′m,n}
(
s
1−s
)j+m−n
+A(j).
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It simply remains to show that
λ
sym
=
M∑
n=0
M−n∑
m=0
P{E ′m,n}
(
s
1− s
)m−n+1
. (44)
Let us note that,
λ
sym
=
s
1− s
M∏
l=1
(
s
1− sP{ξl = 0}+P{ξl ≥ 2}+P{ξl = 1}
1− s
s
)
.
Expanding the r.h.s. of this equation and using the denition of E ′m,n, we get (44) whih
onludes the proof of the lemma.
We have already notied that A(j) = 0 whenever j ≥ M . In fat, if some ookies have
strength 0, the lower bound on j an be improved. Let M0 denote the number of ookies
with strength 0:
M0
def
= ♯{1 ≤ i ≤M,pi = 0}.
Lemma 7.5. Let C = (p1, . . . , pM ; q) be a ookie environment with pM 6= 0. We have,
A(j) = 0 for all j ≥M −M0.
Proof. Sine M0 ookies have strength 0, there are at most M −M0 terms equal to 1 in the
sequene (ξ1, . . . , ξM ). Keeping in mind the denitions of Em,n and E ′m,n, we see that
P{Em,n} = P{E ′m,n} = 0 for n > M −M0.
Moreover, reall that pM 6= 0. Thus, if exatly M −M0 terms are equal to 1, the last one,
ξM , must also be equal to 1. Therefore, we have
P{Em,M−M0} = 0.
Let us now x j ≥M −M0, and look at the expression of A(j).
A(j)
def
=
M−j∑
i=1
P{Ei,j}
(
s
1− s
)i−1
−
M∑
n=j+1
M−n∑
m=0
P{E ′m,n}
(
s
1− s
)j+m−n
.
The terms in the rst sum
∑M−j
i=1 are all zero sine j ≥M −M0. Similarly, all the terms in
the sum
∑M−n
m=0 are also zero sine n ≥ j + 1 > M −M0.
Proposition 7.6. Let C = (p1, . . . , pM ; q) be a ookie environment suh that
q <
b
b+ 1
and M0 ≥
⌊
M
2
⌋
.
If M is an odd integer, assume further that pM 6= 0. Then, the spetral radius λK of the
innite irreduible sub-matrix PK = (p(i, j))i,j≥lK is equal to λsym.
Proof. Let us note that, when M is an even integer and pM = 0, we an onsider C as
the M + 1 ookie environment (p1, . . . , pM , q ; q) and this M + 1 ookie environment still
possesses, at least, half of its ookies with zero strength beause ⌊(M + 1)/2⌋ = ⌊M/2⌋.
Thus, we an assume, without loss of generality that the ookie environment is suh that
pM 6= 0. In order to prove the proposition, we shall prove that
Y
def
=
((
s
1− s
)i−1)
i≥lK
.
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is a left eigenvetor of PK for the eigenvalue λsym fullling the assumptions of Proposition
7.1. Sine the ookie environment has M0 ≥ ⌊M/2⌋ ookies with strength 0, there are, in
the 2⌊M/2⌋ rst ookies, at most ⌊M/2⌋ random variables taking value 1 in the sequene
(ξi)i≥1 before the ⌊M/2⌋th failure i.e.
p(i, j) = 0 for i ≤ ⌊M/2⌋ < j. (45)
This implies, in partiular, that lK ≥ ⌊M/2⌋+ 1 ≥M −M0. Using Lemma 7.5, we dedue
that
A(j) = 0 for all j ≥ lk. (46)
Combining (46) and Lemma 7.4, we onlude that Y is indeed a left eigenvetor:
tY PK = λsym
tY.
Let ε > 0. We onsider the sub-vetor
YN
def
=
((
s
1− s
)i−1)
lK≤i<lK+N
.
It remains to show that, for N large enough, tYNPK,N ≥ (λK − ε) tYN i.e.
lK+N−1∑
i=lK
p(i, j)
(
s
1− s
)i−1
≥ (λK − ε)
(
s
1− s
)j−1
for all j ∈ {lK , . . . , lK +N − 1}.
(47)
Keeping in mind that, for j ≥ lK
∞∑
i=lK
p(i, j)
(
s
1− s
)i−1
= λK
(
s
1− s
)j−1
,
we see that (47) is equivalent to proving that,
∞∑
i=lK+N
p(i, j)
(
s
1− s
)i−1
≤ ε
(
s
1− s
)j−1
for j ∈ {lK , . . . , lK +N − 1}. (48)
Choosing N suh that lK +N ≥M +1, and using the expression of p(i, j) stated in Lemma
7.3, we get, for any j ∈ {lK , . . . , lK +N − 1},
∞∑
i=lK+N
p(i, j)
(
s
1−s
)i−1
=
∑
0≤n≤j
0≤m≤M
P{E ′m,n}
∞∑
i=lK+N
(
j+i−m−n−1
j−n
)
sj+i−1−n(1− s)1−m
where we used that P{E ′m,n} = P{Em,n} = 0 when either n or m is stritly larger than M .
We now write(
j + i−m− n− 1
j − n
)
sj+i−1−n(1− s)1−m
=
(
s
1− s
)j+m−n(
j + i−m− n− 1
i−m− 1
)
si−m−1(1 − s)j−n+1
and we interpret the term(
j + i−m− n− 1
i−m− 1
)
si−m−1(1− s)j−n+1
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as the probability of having (i−m−1) suesses before having (j−n+1) failures in a sequene
(Br)r≥1 of i.i.d. Bernoulli random variables with distribution P{Br = 1} = 1 − P{Br =
0} = s. Therefore, we dedue that
∞∑
i=lK+N
(
j + i −m− n− 1
i−m− 1
)
si−m−1(1− s)j−n+1
= P
{
there are at least lK+N−m−1 suesses before the (j−n+1)th failure in (Br)r≥1
}
≤ P{there are at least lK+N−M−1 suesses before the (lK+N+1)th failure in (Br)r≥1}.
Notiing that s < 1/2 sine q < b/(b+ 1), the law of large numbers for the biased Bernoulli
sequene (Br)r≥1 implies that the above probability onverges to 0 as N tends to innity.
Thus, for all ε > 0, we an nd N ≥ 1 suh that (48) holds.
7.2 Proofs of Theorem 1.4 and Proposition 1.8
Proof of Theorem 1.4. Consider a ookie environment C = (p1, . . . , pM ; q) suh that:
q <
b
b+ 1
and pi = 0 for all i ≤ ⌊M/2⌋.
Reall that M0
def
= ♯{1 ≤ i ≤ M,pi = 0} stands for the number of ookies with strength
0. We simply need to hek that the irreduible lasses of P are {0} and [M0 + 1,∞) i.e P
takes the form:
P =


1 0
0 . . . 0
.
.
.
.
.
.
.
.
.
∗ . . . 0
∗ P1


and it will follows from Proposition 7.6 that λ = λ1 = λsym. Thus, we just need to hek
that:
(1) for all 1 ≤ i ≤M0, p(i, i) = 0 (the index i does not belong to any irreduible lass).
(2) for all j ∈ N, p(M0 + 1, j) > 0 (M0 + 1 belongs to the innite irreduible lass).
The seond assertion is straightforward sine there are only M0 ookies with strength 0. In
order to see why (1) holds, we onsider the two ases:
• 1 ≤ i ≤ ⌊M/2⌋. Then, learly p(i, j) = 1{j=0}. In partiular p(i, i) = 0.
• ⌊M/2⌋ + 1 ≤ i ≤ M0. In this ase, there are M0 ≥ i ookies with strength 0 in the
rst 2i− 1 ≥M ookies. Therefore, there annot be i random variables ξ taking value
1 in the sequene (ξk)k≥1 before the ith failure. This means that p(i, i) = 0.
Proof of Proposition 1.8. Let X be a (p1, p2,
Ktimes︷ ︸︸ ︷
0, . . . , 0 ; q) ookie random walk with K ≥ 2.
Using similar argument as before, it is easily heked that the irreduible lasses of the
ookie environment matrix P are, in this ase, {0}, [1, 2] and [K + 1,∞). Moreover, the
matrix assoiated with the irreduible lass [1, 2] is given, as in Proposition 6.5, by(p1
b +
p1p2
b − 2p1p2b2 p1p2b2
p1+p2
b − 2p1p2b2 p1p2b2
)
. (49)
34
00.5
1.0
0 0.5 1.0
p
P{X drift to ∞}
ν(p,p)= 1
2
Figure 3: Phase transition of a (p, p ; 0) ookie random walk on a binary tree.
Thus, denoting by ν the largest spetral radius of this matrix and using Proposition 7.6, we
dedue that, for q < bb+1 , the maximal spetral radius of P is given by:
λ = max(ν, λ
sym
).
We onlude the proof of the Proposition using Theorem 1.2 and the fat that λ
sym
> 1/b
whenever q ≥ bb+1 (.f. Remark 1.5).
8 Other models
8.1 The ase q = 0.
As stated in Proposition 1.8, a (p1, p2, 0, 0 ; q) ookie random walk is transient as soon as
the spetral radius ν(p1, p2) of the matrix given in (49) is stritly larger that 1/b. Let us
remark that this quantity does not depend on q. Therefore, when ν(p1, p2) >
1
b the walk is
transient for any arbitrarily small q. In fat, using similar arguments to those provided in
this paper, one an deal with the ase q = 0. The study of the walk is even simpler in this
ase sine the ookie environment matrix P does not have an innite lass (p(i, i) = 0 for
all i ≥ M). Thus, the proess L is, in this ase, just a multi-type branhing proess with
nitely many types.
However, when q = 0, a 0− 1 law does not hold for the walk anymore sine it always has
a stritly positive probability of getting stuk at o eventually (this probability is bounded
below by
∏
(1−pi)). Therefore, the reurrene/transiene riterion now translates to nding
whether the walk eventually gets stuk at o with probability 1 or has a positive probability
of drifting towards innity.
For instane, an easy adaptation of Proposition 1.8 (the details are left over for the
reader) shows that, for a two ookies environment C = (p1, p2 ; 0), the walk has a positive
probability of drifting towards innity if and only if ν(p1, p2) >
1
b . Moreover, the proess L
is, in this setting, a 2-type branhing proess and the probability that the walk gets stuk at
o is equal to the probability that L, starting from one partile loated at 2, dies out. This
probability of extintion is obtained by omputing the xed point of the generating funtion
of L (.f. Theorem 2, p186 of [3℄) and yields
P{X is stuk at o eventually} =
{
1 if ν(p1, p2) ≤ 1b ,
(1−p1)(b+bp2+p21p32−bp1p22−p1p32−bp1p2)
p1p2(b−1) if ν(p1, p2) >
1
b .
An illustration of this phase transition is given in Figure 3 for the ase of a binary tree.
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8.2 Multi-exited random walks on Galton-Watson trees
In the paper, we assumed that the tree T is regular. Yet, one may also onsider a ookie
random walk on more general kinds of trees like, for instane, Galton-Watson trees. Realling
the lassial model of biased random walk on Galton-Waston trees [13℄, a natural way to
dene the exited random walk on suh a tree is as follows: a ookie random X on T in a
ookie environment B = (β1, . . . , βM ;α) ∈ [0,∞)M × (0,∞) is a stohasti proess moving
aording the following rule:
• If Xn = x is at a vertex with B hildren and there remain the ookies with strengths
βj , βj+1, . . . , βM at this vertex, then X eats the ookie with attahed strength βj and
then jumps at time n+ 1 to the father of x with probability 11+Bβ and to eah son of
x with probability β1+Bβ .
• If Xn = x is at a vertex with B hildren and there is no remaining ookie at site x,
then X jumps at time n+ 1 to the father of x with probability 11+Bα and to eah son
of x with probability α1+Bα .
In the ase of a regular b-ary tree, this model oinides with the one studied in this paper
with the transformation pj =
bβj
1+bβj
and q = bαbα+1 . In this new setting, one an still onstrut
a Markov proess L assoiated with the loal time proess of the walk and one an easily
adapt the proof of Theorem 1.2 to show the following result:
Let X be a B = (β1, . . . , βM ;α) ookie random walk on a Galton-Watson tree T with
reprodution law B suh that P{B = 0} = 0 and P{B = 1} < 1 and E[B] < ∞. Fix b ≥ 2
and let P be the matrix of Denition 3.1 assoiated with a ookie random walk on a regular
b-ary tree in the ookie environment C = (p1, . . . , pM ; q), where pi def= bβibβi+1 and q
def
= bαbα+1
(this matrix does not, in fat, depend, on the hoie of b). Then, the B-ookie random walk
on the Galton Watson tree T is transient if and only if
α ≥ 1 or λ(C) > 1
E[B]
,
where λ(C) denotes, as before, the largest spetral radius of the irreduible sub-matries of
P .
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