Abstract. Classifiers are traditionally learned using sets of positive and negative training examples. However, often a classifier is required, but for training only an incomplete set of positive examples and a set of unlabeled examples are available. This is the situation, for example, with the Transport Classification Database (TCDB, www.tcdb.org), a repository of information about proteins involved in transmembrane transport. This paper presents and evaluates a method for learning to rank the likely relevance to TCDB of newly published scientific articles, using the articles currently referenced in TCDB as positive training examples. The new method has succeeded in identifying 964 new articles relevant to TCDB in fewer than six months, which is a major practical success. From a general data mining perspective, the contributions of this paper are (i) evaluating two novel approaches that solve the positive-only problem effectively, (ii) applying support vector machines in a state-ofthe-art way for recognizing and ranking relevance, and (iii) deploying a system to update a widely-used, real-world biomedical database. Supplementary information including all data sets are publicly available at
Introduction
The transport classification database, or TCDB (www.tcdb.org), is an online database which contains sequence, structural, and functional information about proteins that relate to transport across cell membranes in a variety of organisms, categorized into over 550 families of proteins [11] . TCDB is widely used, averaging over 50 different users per day from research institutions all over the world. TCDB defines and implements the transport classification system [10] for categorizing transport proteins, which was adopted by the International Union of Biochemistry and Molecular Biology as the international standard in 2002.
As of October 15, 2007 , the start of the project described in this paper, the data contained in TCDB were compiled from 3,403 publications in over 200 different journals. Our goal is to help keep TCDB updated with all relevant new information related to transport proteins. The sources of information that we consider in this paper are recent articles published in biological journals. Information that goes into TCDB is verified by a human expert before inclusion. Accordingly, our goal is not full automation. However, even if we restrict the set of journals to those already referenced in TCDB, there are several thousand articles published each month-too many for a human expert to examine. Of these, only a small percentage are relevant to TCDB. Our goal is to identify these relevant articles automatically, as soon as possible after their abstracts are published in Medline.
The procedure for providing the expert with candidate articles is to (i) learn a model for ranking future articles, (ii) use the model to rank articles from a candidate set, and (iii) provide the expert with as many articles as the expert is able to screen (we call this number k-typically a small percentage of the candidate articles). Therefore, the technical task we consider in this paper is to learn a classifier for Medline abstracts that maximizes the number of relevant articles in the set of size k shown to the human expert.
Of course, this task is not unique to TCDB. The Nucleic Acids Research journal lists over 1,000 specialized databases as of the January, 2008 update [6] . With over 50,000 citations currently added to Medline each month, the need for methods to screen and select documents automatically is increasing. Similar tasks have been investigated before [4, 17, 19] , but previous approaches assume the availability of labeled negative examples as well as of labeled positive examples. Below, we investigate the implications of only having positive and unlabeled training examples available.
We use a support vector machine (SVM) as our classifier. The available data for training consist of (i) articles already referenced in TCDB and (ii) recent articles published in the same journals. In principle, all 18 million Medline documents could be unlabeled training examples, but in practice we use a sample of these that is limited to recent articles from journals known to contain relevant articles. Articles in the first training set are labeled positive, but articles in the second set are unlabeled. Thus, we face the "positive-only" issue: We wish to learn a classifier that discriminates positives from negatives, but we have no specific negative training examples. We do however know that most of the unlabeled examples are negative.
Our human expert is able to screen only a limited number of documents. Given a set of unclassified abstracts (i.e. a test set of future articles), our classifier scores them according to their likelihood of being relevant to the TCDB database. We then deliver the highest-scoring ones to the human expert for screening. We wish to minimize the the number of delivered articles that turn out to be irrelevant. Thus the objective function to maximize is not classification accuracy on the whole test set, but rather precision on a small high-scoring subset of the test set.
Formally, let x represent the features of an article, and let y = 1 represent the fact that the article is relevant (in this case, to TCDB). We wish to learn a scoring function f (x) that, given a set of examples T = {x 1 , x 2 , ..., x n }, maximizes
where the indicator function I(·) returns 1 if its argument is true, 0 otherwise, and rank gives the position of x i if T is sorted by descending f (x); that is, rank(arg max x f (x), f ) = 1. In words, Equation (1) gives the proportion of examples in the top k according to f that are positive, which is called the precision at k. This is our objective function and is therefore used throughout this paper to evaluate our models. The fact that we are given only positive and unlabeled examples at the outset from which to learn f is the main difference between ours and previous approaches which learn from positive and negative training examples [4, 17, 19] . Our approach and previous approaches to similar tasks, which learn naïve Bayes [19] , and SVM models [4, 17] , as well as nonstandard classifiers [3, 4] from positive and negative training examples.
In Section 2, we describe how to train an SVM to achieve good classification accuracy. In Section 3, we explain two solutions to the positive-only issue. The first solution iteratively retrains a classifier, while the second solution relies on a new mathematical result. In Section 4, we describe how we estimate the recall of our models without negative examples. In Section 5, we describe how we the final trained classifier has been deployed successfully to find hundreds of new relevant articles for TCDB.
Data and Training
The data set that we use to develop and evaluate our methods consists of: The abstracts of these articles are obtained using the following procedure: First, we download the article data using NCBI's entrez programming utilities. 1 The positive examples are downloaded individually using their PubMed ID number. . This results in a subset of the articles in the PubMed ID range 17902656 to 18092361. The subset contains 16,341 articles because it is restricted to the articles that appear in certain journals and have PubMed dates in the given range associated with them. We represent each article as a vector of features which are to the log-scaled counts of word stems that appear in the article's abstract. We represent each article as a vector of features corresponding to the words in the article's abstract. We apply the Porter stemming algorithm [14] to the abstract text, count the use of each word in each abstract using MALLET [13] , and limit the vectors to words that appear at least three times in the corpus. This reduces the vocabulary size in our data set by 47% (17,060 words appear once, 6,534 words appear twice, and we retain a vocabulary of 26,364 words that appear at least three times). Finally, we represent each word by the value log(1 + n i ), where n i is the number of times word i appears in an abstract, and we normalize the vector for each article to have unit Euclidean length, i.e. to lie on the unit sphere. We do not use information associated with the articles (journal names, author names, etc.) other than the abstract text. We verify that the vocabulary does not contain any obvious "leaker" words, i.e. terms that discriminate between the training subsets but are not valid predictors for future articles. In particular, the trained models do not use article dates, directly or indirectly, to make predictions. Recall the evaluation metric in Equation (1) . For this data set, we choose k = 3000, this being about the number of articles the human expert is able to screen in the time available, considering that the positive set is already labeled.
We label training examples that are obtained from TCDB as positive, and we tentatively label the other examples as negative, even though some of them must actually be positive. Based on an informal examination of the articles during the course of this research, we estimate this fraction at about 2.3%.
We use a support vector machine (SVM) as our classification method. Specifically, we use the svm-light implementation of soft-margin SVMs [8] .Alternatives to SVMs include maximum entropy and naïve Bayes models. One reason that we choose to use SVMs is because they are a discriminative (as opposed to generative) method. Maximum entropy is also discriminative, but SVMs have two additional advantages. First, their training objective is to maximize the margin in feature space between positive and negative examples, which gives them a small but useful boost in accuracy compared to methods like maximum entropy that maximize variants of log likelihood instead. Second, SVMs facilitate the use of nonlinear kernels. There are methods for learning SVMs that directly optimize nonlinear performance measures like Equation (1) [9] , but for simplicity we use standard SVMs. We do not, however, use the SVM's natural threshold directly. We use the SVM to generate a ranking of examples, and we deliver the top-ranked k examples to the human expert. To evaluate trained classifiers fairly, we use ten-fold cross-validation. For each of the ten test folds, we deliver the highest-scoring 300 articles (for a total of k = 3000) to the human expert for inspection.
We train all SVMs using a quadratic kernel. We choose this kernel because it allows interactions between words to influence predictions, in addition to individual words. In preliminary informal experiments, it performs as well as or better than other standard kernels on our task. There is no known principled way to select an appropriate value for the SVM soft-margin penalty parameter C (the tradeoff between margin width and training set accuracy). The optimal value of C for our task may be different from its optimal value in other tasks, because some of the unlabeled examples are relevant to TCDB and will be mis-classified when tentatively labeled as negative. Therefore, to select C we use nested cross-validation (i.e. tuning set cross-validation within testing set crossvalidation). We search for the best value of C by starting at C = 1, and trying both higher and lower values until the tuning set precision begins to decrease. To evaluate each value of C, we use four-fold cross-validation and consider powers of 10. Figure 1 shows the tuning set precision for each of ten testing folds. Our approach chooses C = 1 in nine of ten folds, and C = 10 once. 
Learning Without Negative Examples
As explained above, a major difficulty of our task is that we do not begin with any set of examples known to be genuinely negative. This difficulty is not unique to our task: In many application domains only positive examples are available naturally for training. Often, negative examples in these domains are ubiquitous, but it is too time-consuming or costly to label and organize them explicitly. The issue of learning a classifier from unlabeled and positive training examples, instead of from negative and positive examples, has been investigated before, e.g. [2, 12, 15, 16, 18] . However, the issue has not yet been investigated in the context of the task of identifying articles that are relevant to a biomedical database. We provide a comparison with the aforementioned methods in [5] , and we believe that our recent formalization (explained in detail Section 3.2) demonstrates that our approaches are well-suited to this task.
Iterative relabeling
Our first approach to this issue is to find genuine labels for unlabeled examples predicted to be positive, following an iterative technique introduced by Das et al. [1] for the application of identifying relevant database records. That is, we show the unlabeled portion of the top k predictions to a human expert, who assigns each article to one of the following categories:
-Accepted (and added to TCDB) -Not relevant (the article is not about transport proteins) -Relevant, but not accepted
The "relevant, but not accepted" category contains articles that are about transport proteins, but that contain information already in TCDB from a different article, or information of low importance and therefore excluded at the discretion of the human expert. Examples in these three categories are labeled positive, labeled negative, and discarded, respectively. After relabeling, we learn a new SVM model and repeat the process.
We perform this procedure until there are no unlabeled predictions in the top k, or until a fixed number of iterations has been reached. The human expert has fewer articles to screen each time, because most of the top k are the same articles each time. Table 1 shows how many examples fall in each category during the relabeling process. Note that fewer and fewer articles that appear in the top k are marked as "not relevant" to TCDB. Very few of the remaining unlabeled articles are likely to be relevant to TCDB. For this reason, we did not ask the human expert to spend the time to do more than two iterations. Although the human expert makes a distinction between accepting an article to be added into TCDB and classifying it as relevant, but not accepted, we do not attempt to distinguish between these two article types automatically. The expert makes this distinction because the task is to find new and important information for TCDB. However, articles of both types are indeed about transport proteins. Many relevant but rejected articles are important, and are not accepted only because they contain information that is already present in TCDB.
Transforming predicted relevance scores
The previous section explains an iterative process that uses a human expert to provide the true labels for unlabeled training examples that are tentatively predicted to be relevant. This process does improve the accuracy of the final classifier obtained, but only slightly. In this section, we employ a recent mathematical result to explain why the improvement is slight [5] .
Let x represent an article in the entire Medline universe, and let s be a random variable such that s = 1 means that the article x is selected as a positive training example, i.e. x is one of the articles cited currently in TCDB. Let y = 1 mean that the article x is truly relevant to TCDB, whether or not x is currently cited in TCDB. Our goal is to find precisely those x for which y = 1 but s = 1.
Assume that every relevant article in the universe has an equal chance of being included in TCDB already. Mathematically, this assumption is that P (s = 1|y = 1, x) is a constant. Of course, newly published articles in the universe cannot have an equal chance of being already in TCDB. However, since our methods do not use dates in any way, this assumption is reasonable when x refers to only the utilized characteristics of an article.
The goal is to learn a function f (x) such that f (x) = P (y = 1|x) as closely as possible. Suppose we provide the labeled data (s = 1) and unlabeled data (s = 0) as inputs to a standard training algorithm. This algorithm will yield a function g(x) such that g(x) = P (s = 1|x) approximately. The following lemma shows that f (x) is a transformed version of g(x).
Lemma 1: Suppose P (s = 1|y = 1, x) is a constant. Then P (y = 1|x) = P (s = 1|x)/P (s = 1|y = 1). Proof: The assumption that P (s = 1|y = 1, x) is a constant implies that P (s = 1|y = 1, x) = P (s = 1|y = 1) for all articles x. So P (s = 1|x) = P (y = 1 ∧ s = 1|x) (because s = 1 implies y = 1) = P (y = 1|x)P (s = 1|y = 1, x) (rewritten) = P (y = 1|x)P (s = 1|y = 1) (assumption)
The result follows by dividing both sides by P (s = 1|y = 1). Although the proof above is simple, this result was published only recently [5] . The reason that the result is novel is perhaps that although the scenario of learning from unlabeled and positive examples has been discussed in many previous papers, it has not previously been formalized using the s random variable.
The lemma says that P (y = 1|x) is a constant times P (s = 1|x). Hence, sorting examples x by their predicted value P (s = 1|x) gives the same ranking as sorting by P (y = 1|x). Suppose we use an SVM to sort examples. Although the scores given by such a classifier are not correct probabilities P (s = 1|x), the best estimators of these probabilities are monotonically increasing functions of the SVM scores. Hence, sorting examples by their SVM scores also in principle gives the same ranking as sorting examples by P (y = 1|x).
Given the argument above, the top k abstracts identified by an SVM trained on the unlabeled and positive training examples should be the same as the top k identified by an SVM trained on negative and positive examples. In other words, relabeling should have no effect on the outcome of the model. Table 2 shows how our classifier improves during the relabeling process. The numbers in this table are computed using knowledge of positive and negative labels acquired via the relabeling process. Comparing lines in the table shows that the relabeling process only leads to a small increase in success (indeed, the results of the second iteration are slightly worse). The lemma above can be viewed as an explanation of why this increase is small. It implies that if they have limited resources, future researchers faced with a database curation task similar to the addressed in this paper will not lose much by not identifying genuine negative training examples manually.
Estimating Recall
Although we can estimate the precision of our approach by examining the labels that the human expert assigns to the high-scoring articles predicted by our model, we cannot estimate the recall of our models without knowing which of the unlabeled test set examples are false negatives.
To estimate the recall of our models, we take advantage of a separate set of relevant articles that are chosen by the human expert directly from the literature. We then assume that all of the articles from those same journal issues which are not selected by the human expert are genuine negative examples. The set of positive examples consists of 37 articles from a total of 44 issues of three particular journals, the Journal of Bacteriology, the Journal of Biological Chemistry, and Nature, between the dates of September 7 and December 14, 2007. The set of negative examples consists of 370 articles from the same journal issues. We train our model on a set of positive articles that are referenced by TCDB, and a set of unlabeled articles from the same journals referenced by TCDB, all of which have a PubMed date strictly prior to September 7, 2007. Results are shown in Figure 2 . It is difficult to decide an appropriate value for the threshold k to use in this figure. We choose k = 39 based on the following reasoning. The 418 articles from three journals span approximately a period of time when we delivered 600 articles to our human expert from a total of 102 journals (the three mentioned above, and 99 more). So, we use our learned model to rank all 15,125 articles from these 102 journals in this time period. We find that of the top 600 predictions across all journals, k = 39 concern papers in the three journals of interest. In detail, the 600 predictions break down as follows: Based on the threshold k = 39, our model recovers about 57% of the articles found in the literature. However, a much higher recall, up to 90%, is achievable with reasonable increase in human effort via a larger k. Moreover, 57% recall is acceptable because much relevant information is published more than once, and/or can be found by following citation paths starting at papers that are detected.
In the course of further research the human expert re-evaluated 25 of the articles from the 44 issues of the three journals that he dismissed previously. He then decided that 11 of these are relevant. This inconsistency indicates that the precision and recall of human procedures are far from perfect. Overall, the automated procedure has recall comparable to that of a human, and is definitely helpful in identifying articles that would otherwise be missed simply by browsing the literature. Indeed, at k = 39 our procedure recovers 8 of the additional 11 articles that the human found upon re-evaluation.
Deployment
We measure how effective our approach is in deployment by applying the classifier trained on the relabeled data set to a new data set. To do this, we download a new set of articles, again restricted to the same journals already referenced in TCDB, but now appearing in PubMed after the articles in the training set.
During these experiments, we generated five new data sets. These are produced when the human expert requests them, so they vary in size. For each set, we show the k = 300 highest-scoring articles to the human expert. After each set is deployed, the human expert screens and labels the top k. This means that we have access to an increasing number of training labels. After each deployment set is labeled, the classifier is retrained using the new labels. Table 3 shows the disposition of these top 300 articles, as assigned by the expert, in each of the five deployment sets. As expected, the precision of our models decreases with the scoring rank of the article: the top 100 articles are more likely to be genuinely relevant than the articles ranked 100-200 or 200-300. The proportion of relevant documents varies from 1.18% (deployment set 2, November and December 2007) to 4.25% (deployment set 5). It is not obvious what the source of this variability is. The source may be underlying variability in the content of the journals, and it may be variation in the standards of the human expert, who is influenced by the overall quality and quantity of the deployment sets. Note that the proportion of articles accepted into TCDB varies less, ranging between 0.94% (deployment set 2) and 2.03% (deployment set 3), indicating that our approach is able to provide a consistent stream of important documents.
Conclusion
We have shown four results that we believe are interesting and of general significance. First, SVMs can be used effectively as a method of ranking text documents according to likely relevance to a specialized biomedical database, and not just as a method of yes/no classification. Second, our method for iteratively relabeling examples is an efficient and effective approach to the positive-only issue. Third, this issue is in fact less important than it appears, because of the equivalence established in Lemma 1. Fourth, our methods can successfully provide an up-todate stream of highly relevant documents to the human maintainers of TCDB, a widely-used protein database. In total, these methods have so far discovered 964 relevant articles, 626 of which have been added to TCDB. This represents a 16% increase in the number of references in TCDB over the last six months, which is much faster than the previous rate of growth of TCDB.
3
Now that we have established that our approach is useful for updating real databases like TCDB, we plan to apply our learned classifiers to papers published outside the set of journals already known to contain some relevant articles, in order to find relevant articles that would otherwise certainly be missed. We also plan to extend our feature set. In particular, Wang et al. [17] show that author names, medical subject headings (MeSH) and standardization of biological strings (e.g. converting "9-mer" to "x-mer") can improve performance. Han et al. [7] hypothesize that a characteristic of biomedical text is that it contains informative suffixes and show that using substrings as features can outperform general-purpose stemming algorithms, such as the Porter stemmer, when classifying biomedical text. In addition, we plan to incorporate journal identity, title words, paper length, paper category (e.g. based on keywords or as curated by Medline), and paper type (e.g. review) as document features.
Recall that Nucleic Acids Research lists over 1,000 specialized databases. Although our experiments to date focus exclusively on only one of them, our methods are directly applicable to many more of these databases.
