Abstract. This paper studies the Fourier expansion of Hecke-Maass eigenforms for GL(2, Q) of arbitrary weight, level, and character at various cusps. Translating well known results in the theory of adelic automorphic representations into classical language, a multiplicative expression for the Fourier coefficients at any cusp is derived. In general, this expression involves Fourier coefficients at several different cusps. A sufficient condition for the existence of multiplicative relations among Fourier coefficients at a single cusp is given. It is shown that if the level is 4 times (or in some cases 8 times) an odd squarefree number then there are multiplicative relations at every cusp. We also show that a local representation of GL(2, Qp) which is isomorphic to a local factor of a global cuspidal automorphic representation generated by the adelic lift of a newform of arbitrary weight, level N , and character χ (mod N ) cannot be supercuspidal if χ is primitive. Furthermore, it is supercuspidal if and only if at every cusp (of width m and cusp parameter = 0) the mp ℓ Fourier coefficient, at that cusp, vanishes for all sufficiently large positive integers ℓ. In the last part of this paper a three term identity involving the Fourier expansion at three different cusps is derived.
Introduction
This paper was inspired by the following question raised by Harold Stark.
When do the Fourier coefficients at a cusp of a classical newform for GL(2) satisfy multiplicative relations?
By a celebrated theorem of Hecke the Fourier coefficients at the cusp ∞ satisfy multiplicative relations. Similar results regarding the Fourier coefficients at an arbitrary cusp, for a newform on Γ 0 (N ), have been proven by Asai when the level N is squarefree [1] . The proof is, roughly, that if N is squarefree, then the cusps are represented by the quotients 1/t with t running over the positive divisors of N , and the corresponding Fricke involution W t maps the cusp ∞ to 1/t and, at the same time, acts as an involution on the space of newforms commuting with all Hecke operators. Kojima was able to obtain a similar result by another method in the case when the level is 4q where q is a prime [18] . Further, Asai's reasoning may be applied to general N, yielding multiplicative relations at any cusp which is related to ∞ by a Fricke involution. (Such cusps are in one-to-one correspondence with divisors d of N such that gcd(d, N/d) = 1.) In the general case, very little was known about the Fourier coefficients at cusps which can not be mapped to ∞ by a Fricke involution, at least in classical terms.
The first author was partially supported by NSF grant 1001036. The second author was supported by NSA grant MSPF-08Y-172. 1 Many of the results of this paper are probably well known to experts in the theory of adelic automorphic representations, but the translation back to classical language is not so easy. We have been unable to find anything on this topic in the literature (beyond the aforementioned results of Asai and Kojima) so we thought it would be useful to write up our explicit results.
The celebrated tensor product theorem [7] (see also [4] §3.4) states that an irreducible adelic automorphic representation factors as a tensor product of local representations. Our theorem 15 may be viewed as a translation of the tensor product theorem into a statement about Fourier coefficients of Maass forms. In theorem 19, we discuss the special case of prime power level in greater detail. These theorems give a partial answer to Stark's question, by providing a multiplicative expression for the Fourier coefficients at an arbitrary cusp. However, in most cases this expression will involve Fourier coefficients at several other cusps. Theorem 35 gives a sufficient condition for multiplicative relations involving Fourier coefficients at a single cusp. As a consequence, we deduce that there are multiplicative relations at every cusp if the level N is equal to 4 times a squarefree odd number. Further, if N is 8 times a squarefree odd number, then theorem 35 will imply multiplicative relations at all cusps except for those of the form a/b with 2||b. In proposition 42 we consider such cusps in detail.
When the level of a Maass form is divisible by the square of a prime, one expects more complicated behavior, both classically and representation-theoretically. From the representation-theoretic point of view, this added complexity is in part due to the existence of supercuspidal representations. In Theorem 44, we unpack the classical content of a criterion for a representation of GL(2, Q p ) to be supercuspidal. This states that an irreducible smooth representation of GL(2, Q p ) is supercuspidal if and only if its Kirillov model is the Schwartz space of Q × p ( [15] , Proposition 2.16, [10] , Theorem 3). As we show in Theorem 44, this implies that a representation of GL(2, Q p ) which is isomorphic to the local representation factor of an irreducible automorphic representation of GL(2, A) (generated by the adelic lift of a classical Hecke-Maass newform) is supercuspidal if and only if the m a p ℓ Fourier coefficient vanishes for all sufficiently large integers ℓ for each cusp a ∈ Q ∪{∞}. Here m a , also called the width of the cusp, is an integer given by (4) . It is well-known (see [3] , [8] and also Proposition 5.1 of [23] ) that every supercuspidal representation of GL(2, Q p ) can be realized as a component of a global irreducible cuspidal automorphic representation of GL(2, A), and that every such representation may be associated to a normalized Hecke-Maass newform. Theorem 44 gives a criterion for recognizing those Hecke-Maass newforms which are connected with supercuspidals in this way. By combining this with a result from the classical side, we deduce, in Corollary 45 that a local representation of GL(2, Q p ) cannot be supercuspidal if it isomorphic to a local factor of a global cuspidal automorphic representation generated by the adelic lift of a Hecke-Maass newform of weight k, level N and character χ (mod N ) if χ is a primitive character. This shows that supercuspidal representations can only arise from Hecke-Maass newforms of level N with imprimitive characters (mod N ). In this connection, we would also like to mention a result of Casselman (see [5] ), which implies that supercuspidal representations of GL(2, Q p ) can only arise from Masss-Hecke newforms of level N such that p 2 | N. For more detail see the remark which follows the proof of Corollary 45.
Theorem 15 is a classical statement. It is natural to ask whether it is possible to prove it classically. This problem is considered in section 8. Although we do not recover the full strength of theorem 15, we do obtain relations between the Fourier coefficients at different cusps for Maass forms of arbitrary weight level and character, using a purely classical approach adapted from that employed by Kojima in the case N = 4q. The main result is given in Theorem 49 where a three term relation (involving three different cusps) is obtained.
γ ∈ GL(2, R) of positive determinant, define the slash operator
and the character χ :
An automorphic function of weight k, and character χ for Γ 0 (N ) is a smooth function f : h → C which satisfies the automorphy relation
for all γ ∈ Γ 0 (N ). Now fix ν ∈ C. A Hecke-Maass form of weight k, type ν, level N and character χ (mod N ) is an automorphic cuspidal function of weight k, level N and character χ which has moderate growth and which is also an eigenfunction of the weight k Laplace operator,
with eigenvalue ν(1 − ν). Let f be an automorphic function of weight k, level N and character χ. For any positive integer n, the Hecke operator (twisted by a character χ) is denoted T χ n , and is defined by
Note that every Dirichlet character modulo N, including the ("trivial") principal character, vanishes on integers which are not relatively prime to N. This will kill some of the terms in the definition of T χ n when (n, N ) = 1. Notably, if q is a prime dividing N, then
which coincides with the operator denoted U * q in [2] . Cusps are defined to be elements of Q ∪ {∞}. The group SL(2, Z) permutes the cusps transitively. Thus, given a cusp a it is possible to choose a matrix γ a ∈ SL(2, Z) such that γ a ∞ = a. The matrix γ a is unique up to an element of the stabilizer, Γ ∞ , of ∞ on the right. This group is given explicitly by
and is contained in the group Γ 0 (N ) for every N. In particular, γ a δγ
a Γ a γ a is a subgroup of finite index in Γ ∞ , and contains the scalar matrix −1. As such it is the product of the group of order 2 generated by −1 and an infinite cyclic group generated by a which is in Γ 0 (N ), and as such is independent of the choice of γ a . Let
then σ a has the following key properties:
a ∈ Γ a is independent of the choice of σ a . We denote this element by g a . It generates Γ a together with the scalar matrix −1. We define the cusp parameter 0 ≤ µ a < 1 determined by the condition
Let f be an automorphic function of weight k, level N and character χ. Then f is cuspidal if
for any cusp a. If f is a Maass form of weight k, type ν, level N , and character χ, and m is a positive integer, then g(z) := f (mz) is a Maass form of weight k, type ν, level mN and character χ · χ 0,mN , where χ 0,mN is the principal character modulo mN. It may be regarded as a form of weight k and type ν for Γ 0 (M ), where M is any multiple of mN. Forms which arise in this manner are said to be old, or to be oldforms. A Maass cusp form f of weight k, type ν, level N , and character χ is said to be new or a newform if it is orthogonal (with respect to the Petersson inner product) to every oldform. The main result of Atkin-Lehner theory [2] is that the space of newforms has a basis where each basis element is an eigenfunction of all the Hecke operators. Such newforms are called Maass-Hecke newforms. We remark that a Maass form of level N is a Masss-Hecke newform if and only if it is an eigenfunction of T χ p for every prime p, and of the operator f (z) → f (−1/Nz). In the holomorphic case, this follows from Theorem 9 of [20] . The same proof works in the non-holomorphic case.
It was shown in [21] , [22] that a newform of weight k, level N , and character χ (mod N ) for Γ 0 (N ) has a Fourier-Whittaker expansion at every cusp. The expansion takes the following explicit form.
Proposition 6. (Fourier-Whittaker expansion at a cusp) Let f be a Maass form of weight k, type ν, level N , and character χ (mod N ) for Γ 0 (N ). Let a ∈ Q ∪ {∞} be a cusp and let σ a , µ a be as in (4), (5), respectively. Then
where A(a, n) ∈ C is called the n th Fourier coefficient at the cusp a and
is the Whittaker function. Assume f is normalized so that A(∞, 1) = 1. If n = sgn(n)p 
Remark: In general, the coefficients A(a, n) depend on the choice of γ a and not only on the choice of a.
Whittaker functions for the adelic lift of a newform
Let A be the ring of adeles over Q. A place of A is defined to be either a rational prime or ∞. For a finite prime p and for x ∈ Q p let
0, otherwise.
We now define an additive character e v at each place v. If x ∈ Q v , we let 
where
and where
More generally, every Dirichlet character χ of conductor q = It follows that χ may be lifted to a Hecke character χ idelic on A × where
For each p|N , let
Here c ≡ 0 (mod N ) means c ∈ N · Z p . Then we can define
For each p|N , define a character χ p : I p,N → C × , where
. If χ is primitive, then the kernel of χ idelic is given by
We shall define the diagonal embedding map
By strong approximation, it follows that for any g ∈ GL(2, A), there exist γ ∈ GL(2, Q),
where i finite denotes the diagonal embedding of GL(2, Q) into GL(2, A finite ), the group of finite adeles. Let f be a Maass form of weight k, type ν, level N and character χ modulo N . By the above decomposition, we may define a function f adelic : GL(2, A) → C as
It follows from (3) that f adelic is well-defined. Further, f adelic is an adelic automorphic form with a central character χ idelic . The function f adelic has a Fourier expansion,
for all g ∈ GL(2, A) (cf. [15] , proof of Lemma 11.1.3). The function W f (g) is called a global Whittaker function for f adelic .
Theorem 9. Let f : Γ 0 (N )\h → C be a Maass form of weight k, type ν, level N, and character χ (mod N ). Let S be a set of representatives for the Γ 0 (N )-equivalence classes of cusps. Then f has the FourierWhittaker expansion at every cusp as in Proposition 6. By the Iwasawa decomposition, every g ∈ GL(2, A) has a decomposition
otherwise.
Here k 0 ∈ K 0 (N ), the cusp a ∈ S, and an integer 0 ≤ j < m a are uniquely determined by
Proof. See [12] .
Definition 10. Let f : Γ 0 (N )\h → C be a Maass form of weight k, type ν, level N and character χ (mod N ). For each place v, we define a function W f,v (g v ) : GL(2, Q v ) → C as follows.
• v = ∞:
• v = p < ∞:
(4πy ∞ ) .
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Remark 11. The purpose of the limit in the definition of W p is to make sure that W p is defined even when
(4πy ∞ ) happens to vanish at y ∞ = 1. In fact, the ratio
will turn out to be the same for all y ∞ > 0 such that W k
Corollary 12. Let f be a Maass form of weight k, type ν, level N and character χ (mod N ). Let S be a set of representatives for the Γ 0 (N )-equivalence classes of cusps. Let a ∈ Q be a cusp for Γ 0 (N ). For each integer n, let A(a, n) be the n-th Fourier coefficient of f at the cusp a as in Proposition 6. For every place v of Q and any g v ∈ GL(2, Q v ), we have a decomposition
For each finite prime p, fix y p ∈ Q × p and k p ∈ GL(2, Z p ). Then there exists a cusp a p ∈ S, an integer 0 ≤ j p < m ap , and k p,0 ∈ K 0 (N ), which are uniquely determined by y p and k p such that
Then by Definition 10, for each place v for Q, we have the following:
• v = p ∤ N :
• v = p | N :
Proof. Use Definition 10 and Theorem 9.
Remark In Corollary 12, assume that f is a normalized Maass form, i.e., A(∞, 1) = 1. Then for p ∤ N ,
The following theorem is well known, but it is usually not presented in the explicit form which we require for our purposes.
Theorem 13. Let f : Γ 0 (N )\h → C be a Maass-Hecke newform of weight k, type ν, level N and character χ (mod N ). If f is normalized, i.e., its first Fourier coefficient at ∞ is 1, then
Proof. If f is a Maass-Hecke newform then f adelic generates an irreducible subspace
and an irreducible automorphic cuspidal representation (π, V ), under the actions of GL(2, A finite ) and (g, K ∞ ) for GL(2, R), where g = gl(2, C) and K ∞ = O(2, R) (see [4] Theorem 3.6.1). By [7] there are local representations (π v , V v ) for GL(2, Q v ) for each place v of Q such that
• π ∞ is an irreducible and admissible (g, K ∞ )-module;
• π v is an irreducible and admissible representation for GL(2, Q v ) for all finite places v. Furthermore, for almost all v, we know that V v contains a non-zero K v -fixed vector where K v = GL(2, Z v ), and
where the restricted tensor product is taken with respect to some choice of non-zero K v -fixed vectors in all but finitely many of the spaces V v . (Different choices may give rise to different restricted tensor products, but the representations obtained are all isomorphic to one another and to (π, V ).) We shall use the existence and uniqueness of Whittaker models for (π, V ) and for each of the local representations (π v , V v ) (see [4] section 3.5). For each place v, let W(π v , e v ) denote the Whittaker space, corresponding to (π v , V v ) and the additive character e v introduced at the beginning of this section. For each place v such that (π v , V v ) contains a K v -fixed vector, the space of K v -fixed vectors is one dimensional (see [4] Theorems 2.4.2 , 4.6.2), and contains a unique element which takes the value 1 on all of K v (the existence of such an element in the non-archimedean case is proved in [4] , Proposition 3.5.2; existence in the Archimedean case can be proved along the same lines but we do not need it here).
Let W tensor denote the restricted tensor product of the spaces W(π v , e v ) with respect to the K v -fixed vectors which take the value 1 on K v . Then pointwise multiplication gives an isomorphism between this space and the unique Whittaker model of the original representation π.
Indeed, suppose that g = {g v } v ∈ GL(2, A) and that ⊗ v W v is an element of W tensor , so that for each v, the Whittaker function W v is an element of W(π v , e v ), and W v (k v ) = 1 for all but finitely many v (for all k v ∈ K v ). Then the infinite product v W v (g v ) is convergent, because all but finitely many of its terms are 1.
Let v W(π v , e v ) be the space of complex valued functions on GL(2, A) spanned by v W v (g v ) where
Then W(π, e) is a Whittaker model isomorphic to (π, V ). By the global uniqueness of Whittaker models,
It follows from uniqueness of the "local new vector" at each place [5] that the element of the restricted tensor product v V v corresponding to the element f adelic of V is a pure tensor
for almost all v < ∞. The functions W v (v ≤ ∞) are unique up to scalar. We must show that for each v ≤ ∞, we can take
Because A(∞, 1) = 0, it follows that W f (i ∞ (g ∞ )) = 0 for some g ∞ ∈ GL(2, R), and thence that W p (I 2 ) = 0 for each p < ∞. (Here, I 2 is the 2 × 2 identity matrix.) We may then normalize W p so that its value at I 2 is 1, and the equality
Theorem 13 is not "sharp" in the sense that its conclusion is satisfied by the adelic lifts of many forms which are not new, and by many adelic automorphic forms which are not adelic lifts. Combining a careful analysis of the proof of theorem 13 with the strong multiplicity one theorem (lemma 3.1 of [19] ) permits us to sharpen the result.
Remarks 14.
(1) Clearly the adelic lift f adelic can be defined for a classical Maass form which is not new. It follows from the strong multiplicity one theorem that the adelic lift generates an irreducible representation of GL(2, A) if an only if f is a linear combination of oldforms which are all obtained from the same newform.
(2) If φ is any adelic cusp form GL(2, A) → C, then one may consider the corresponding Whittaker function
and (again by strong multiplicity one) the following conditions are equivalent:
• There exist local Whittaker functions
• The automorphic form φ generates an irreducible cuspidal automorphic representation (π, V ) of GL(2, A), and corresponds to a pure tensor under the isomorphism
A classical consequence of the tensor product theorem
The following theorem may be viewed as a translation of the tensor product theorem into a statement about Fourier coefficients of Maass forms. It provides a partial answer to Stark's question.
Theorem 15. Fix a positive integer
h are powers of distinct primes. Let S be a set of inequivalent cusps for Γ 0 (N ). Fix an integer k ≥ 1 and let f be a normalized Maass-Hecke newform of weight k, type ν, level N and character χ = 1≤i≤h χ i , where χ i is a Dirichlet character (mod q ei i ) for 1 ≤ i ≤ h. Fix one cusp a ∈ S and let M be a positive integer such that
where p 1 , . . . , p n are distinct primes which do not divide N .
Then for each i = 1, . . . , h, there exist a unique cusp b i ∈ S and a unique integer 1 ≤ j i < m bi such that
where γ bi ∈ SL(2, Z) with
Let A(a, ǫM ) denote the ǫM th Fourier coefficient of f as in Proposition 6. Then we have
p and for each q | N , let
Then k q ∈ GL(2, Z q ) for every q | N . Let ǫ = ±1 and take
and γ a ∈ GL(2, Z p ) for any prime p.
By Theorem 13, we know that
Then by Corollary 12 for each fixed prime q | N , there exists a cusp b q ∈ S and an integer 0 ≤ j q < m bq which are uniquely determined by
This is equivalent to (k q,0 ) q = γ bq
a ∈ I q,N ; for each prime q ′ | N and q ′ = q,
and for each prime p ∤ N ,
It follows form Corollary 12, that For later purposes, we now describe a convenient set of representatives for the equivalence classes of cusps in the case when N = q e is a prime power.
Lemma 16. If q is a prime, and e a positive integer, then the set
is a set of representatives for the Γ 0 (q e )-equivalence classes of cusps.
Proof. It is well known and easily verified that the group SL(2, Z) permutes the set of cusps transitively. It follows that Γ 0 (q e )-equivalence classes of cusps are naturally identified with double cosets Γ 0 (q e )\SL(2, Z)/ Γ a , whereΓ a denotes the stabilizer in SL(2, Z) of any fixed cusp a. It is convenient to employ this identification with a = ∞. As remarked above, the stabilizer Γ ∞ = Γ ∞ is independent of N and given explicitly by
Now, it follows easily from the definition of Γ 0 (q e ) that Γ 0 (q e )\SL(2, Z) is naturally identified with
where B 1 (R) denotes the group of upper triangular matrices with entries in the ring R and determinant equal to 1. The projective line P 1 (Z/q e Z) is given by
Here, x 0 , x 1 denotes the ideal generated by x 0 and x 1 , and ∼ denotes the equivalence relation given by
We write [x 0 : x 1 ] for the equivalence class of (x 0 , x 1 ). The group SL(2, Z/q e Z), has a natural right action on P 1 (Z/q e Z) given by
Clearly, the stabilizer of [0 : 1] is B 1 (Z/q e Z). Thus P 1 (Z/q e Z) may be identified with the coset space Γ 0 (q e )\SL(2, Z). It follows that Γ 0 (q e )\SL(2, Z)/Γ ∞ is in one-to-one correspondence with orbits for the action of Γ ∞ on P 1 (Z/q e Z) via inclusion into SL(2, Z) and then projection to SL(2, Z/q e Z). Note that the coset in Γ 0 (q e )\SL(2, Z) which corresponds to the element [x 0 :
and that the action of Γ ∞ permutes the elements of {[1 :
It follows that the Γ 0 (q e )-cosets corresponding to these elements comprise a single double coset in Γ 0 (q e )\SL(2, Z)/Γ ∞ which is represented by
. This matrix maps ∞ the the cusp 0. We study the action of Γ ∞ on [
e−l and gcd(c 1 , q) = 1, we compute
where a denotes a −1 modulo q e−l . From this we see at once that each part of the partition which maps ∞ to 1 q l c1 . When e − l > l, the action of ( 1 n 0 1 ) on [q l c 1 : 1] | (c 1 , q) = 1, 1 ≤ c 1 < q e−l factors through the function n → (q l c 1 n + 1). This maps Z into the group U l of units in Z/q e Z which are equivalent to 1 modulo q l . It is easy to see that this function is surjective. More precisely n → c 1 n is a bijection Z/q e−l Z → Z/q e−l Z, while m → 1 + q l m is a bijection Z/q e−l Z → U l , and is a bijection U l → U l . Thus we are reduced to studying the action of U l on (Z/q e−l Z) × . Clearly c 1 u ≡ c 1 (mod q l ) for all c 1 ∈ (Z/q e−l Z) × , and u ∈ U l . Equally clearly, if c 1 , c
It follows that the orbits for the action of U l on (Z/q e−l Z) × , are precisely the residue classes modulo q l . This completes the proof.
For a prime q and positive integer e, fix N = q e . From Lemma 16, we can take the complete set of inequivalent cusps for Γ 0 (q e ) as
For each cusp a ∈ S, we have the following.
, m a = 1.
From the above table, we can easily see that µ 0 = µ ∞ = 0 since χ(g 0 ) = χ(g ∞ ) = 1. If a = 0, ∞, then a = 1 cq l , with 1 ≤ c < min(q l , q e−l ) and (c, q) = 1 and
So χ(g a )
Lemma 18. Fix an integer e ≥ 1. Let χ be a Dirichlet character of prime power level N = q e . Let χ trivial be the trivial character modulo q e . Let χ 0 be a primitive Dirichlet character of prime power level N 0 = q e0 (with 0 ≤ e 0 ≤ e) such that χ = χ 0 · χ trivial . Then the following hold.
• For each integer 1 ≤ l < e with max(q l , q e−l ) ≥ q e0 , and any cusp a = 1 cq l with 1 ≤ c < min(q l , q e−l ) and (c, q) = 1, the cusp parameter µ a is zero.
• For each integer 1 ≤ l < e with max(q l , q e−l ) < q e0 , there exists a cusp a 0 = Proof. For any integer m with 1 ≤ m < e, let U m = {a ∈ (Z/q e Z) × | a ≡ 1 (mod q) m }. This is a subgroup. In fact, it is the kernel of the natural projection from (Z/q e Z) × to (Z/q m Z) × . The integer e 0 is the smallest integer such that χ factors through this projection. Thus the restriction χ| Um of χ to U m is trivial iff m ≥ e 0 .
Use the set of representatives for cusps S in (17). As we see from the table above, the lower right entry d a of the generator g a is an element of U max l,e−l . Since µ a is defined so that e 2πiµa = χ(d a ), we need to study the restriction χ| U max(l,e−l) .
If e 0 ≤ max(l, e−l), this restriction is trivial and µ a is zero, regardless of c. The function c → 1+cq
is an isomorphism Z/q min(l,e−l) Z → U max(l,e−l) . Composing with χ, we obtain a homomorphism ϕ from Z/q min(l,e−l) Z to C. For any m with max(l, e − l) ≤ m ≤ e, the preimage of U m in Z/q min(l,e−l) Z is the cyclic subgroup generated by q m−max(l,e−l) , and these are the only subgroups of Z/q min(l,e−l) Z. Since the kernel of χ contains U e0 , but not U e0−1 , it follows that the kernel of χ| U max l,e−l is precisely equal to U e0 , and that its image is the (q e0−max(l,e−l) ) th roots of unity. Furthermore, ϕ factors through the natural projection Z/q min(l,e−l) Z → Z/q e0−max(l,e−l) . For c 0 , we take the least positive element of the residue class which maps to e 2πi min(q e 0 −l , q e 0 −e+l ) −1 .
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The following theorem provides a partial answer to Stark's question in the case of prime power level.
Theorem 19.
Let q e be a fixed prime power. Let f be a Hecke-Maass newform of level q e , character χ (mod q e ), weight k, type ν for Γ 0 (q e ). Assume χ = χ 0 · χ trivial where χ trivial is the trivial character modulo q and χ 0 is a primitive Dirichlet character of prime power level q e0 (with 0 ≤ e 0 ≤ e). For a ∈ S and n ∈ Z, let A(a, n) denote the n th Fourier coefficient of f at the cusp a as in Proposition 6. Assume that A(∞, 1) = 1. For any a ∈ S and an arbitrary non-negative integer M let ǫM + µ a = ǫm a p 
If l ≤ e/2 then there is, in addition, a unique integer j determined by the conditions
Let α ≥ 0 denote the greatest integer such that q α | M. Then m, µ a and A(a, ǫM ) are given as follows.
• a = ∞: In this case µ ∞ = 0, m = α, and
• a = 0: In this case µ 0 = 0, m = α − e, and
• a = 1 cq l , and µ a = 0: In this case e 0 > max(l, e − l), m = −e 0 + l, and 
Proof. Fix a ∈ S. Let M be a positive integer and ǫ = ±1. Write
for distinct primes p 1 , · · · , p n = q, and integers m 1 , · · · , m n , m with m 1 , · · · , m n > 0. It follows from Lemma 18 and the discussion preceding it that µ a = 0 except when a = 1 cq l with max(l, e − l) < e 0 . Also, in all cases, m a is a power of q. Thus, when µ a = 0, the expression
is the prime factorization of M. The expressions for m in terms of α in the various cases now follow easily from the values of m a tabulated above.
When a = 1 cq l with max(l, e − l) < e 0 , it follows from Lemma 18 that µ a is a rational number of the form r min(q e 0 −l , q e 0 −e+l ) = r q e 0 −max(l,e−l) with gcd(r, q) = 1. Consequently ǫM + µ a is a rational number with the same denominator, and a numerator which is congruent to r (mod min q e0−l , q e0−e+l ). Since in this case m a = q max(l,e−l)−l , we obtain m = −e 0 + l. Let
Then by Theorem 15, there exists a unique cusp b ∈ S and a unique integer 1 ≤ j < m b such that
where c q ≡ 0 (mod q e ). Then
(we shall show that m b q m − µ b is always integral). 
If a = 0, ∞ then a = 1 cq l for some fixed integers 1 ≤ l < e and 1 ≤ c < min(q l , q e−l ) with (c, q) = 1.
Also, m a = max(q e−2l , 1). Let us explicitly determine b in this case. First, assume l ≥ e 2 . Consider the computation (20) 
It is clear that the matrix on the right-hand side is an element of I q,N if and only if c ≡ c ′ ǫM 0 (mod q e−l ). Thus b = 1 c ′ q l for this particular value of c ′ . Referring to the table above, we see that m b = m a = 1, and
It is clear that the matrix on the right-hand side is an element of , for some integer r with 1 ≤ r < min(q e0−l , q e0−e+l ). Similiarly
for some integer r ′ with 1 ≤ r ′ < min(q e0−l , q e0−e+l ). Since
it follows that ǫM min(q e0−l , q e0−e+l ) + r = ǫM 0 q m+e0−l . This implies that m = −e 0 + l and ǫM 0 ≡ r (mod min(q e0−l , q e0−e+l )). Since ǫM 0 µ b − µ a ∈ Z, we deduce that ǫM 0 r ′ ≡ r (mod min(q e0−l , q e0−e+l )), and hence that r ′ = 1. It follows that
• l ≤ e − l and µ a = rµ a0 = 0: In this case it follows from (21) and the definitions of c ′ and j that
where c ′ and j are determined by c and ǫM 0 as above.
• l > e − l and µ a = rµ a0 = 0: In this case it follows from (20) and the definition of c ′ that
where c ′ is determined by c and ǫM 0 as above.
(4) For a fixed integer 1 ≤ l < e, take an integer 1 ≤ c < min(q l , q e−l ) and (c, q) = 1. Let a = 
Assume that µ a = 0. Then µ b = 0 by Lemma 18. Furthermore m b = m a = q max(e−2l,0) . It follows that q m m b − µ b = q α (where α is the highest pwer of q that divides M as before), which is integral.
• l ≤ e − l and µ a = 0: In this case it follows from (21) and the definitions of c ′ and j that
• l > e − l and µ a = 0: In this case it follows from (20) and the definition of c ′ that
Remark 22. It is clear from the proofs that theorems 15 and 19 are valid not only for Maass-Hecke newforms, but whenever the factorization W f = v W f,v is valid. 16 
Remarks on choices of a and γ a
As remarked in section 1, the Fourier coefficients A(a, n) of a Maass form f at a cusp a actually depend on the matrix σ a , or, equivalently, the matrix γ a used in its definition, and not only on the choice of a. Further, while it is intuitively obvious that when considering Fourier expansions at various cusps, it is sufficient to consider a maximal set of Γ 0 (N )-inequivalent cusps, it is also clear that the choice of representative for each Γ 0 (N )-equivalence class will influence the precise numbers considered. In this section we make these dependencies completely explicit and then offer some remarks on choice of representatives for N not a prime power.
Because we wish to study the dependence of the Fourier coefficients on the choice of matrix γ a used to define them, it is necessary to make this dependence explicit. Thus, we write A(γ a , n) rather than A(a, n).
Lemma 23. Suppose that a and a ′ are two Γ 0 (N )-equivalent cusps, and that γ a , γ a ′ are two elements of SL(2, Z) such that γ a ∞ = a and γ a ′ ∞ = a ′ . Let A(γ a , n) (resp. A(γ a ′ , n)), n ∈ Z denote the Fourier coefficients of a Maass form f at a (resp. a ′ ) defined using an element σ a (resp. σ a ′ ) obtained from γ a (resp. γ a ′ ) as in section 1. Then
where γ 0 ∈ Γ 0 (N ) and j ∈ Z with 0 ≤ j < m a are uniquely determined by the condition that
Proof. This follows easily from the definitions.
We would like to extend the idea for choosing explicit representatives for the equivalence classes of cusps described in Lemma 16. It is not convenient or necessary to make a completely explicit, choice of cusp representatives. It turns out to be sufficient to specify our representatives only modulo a suitable power of each prime dividing N.
For the remainder of this section and the next, we shall employ the following notation. We take S to be a finite set of primes, denoting a general element of S by q, and a general prime which is not in S by p. For each element q of S we fix a strictly positive integer e q , and we let N = q∈S q eq .
Lemma 24. For each q ∈ S, let π q : Z/N Z → Z/q eq Z denote the natural projection. The natural map Z/N Z → q∈S Z/q eq Z given by n → (π q (n)) q∈S induces a bijection P 1 (Z/N Z) → q∈S P 1 (Z/q eq Z). Furthermore, two elements of P 1 (Z/N Z) are in the same Γ ∞ -orbit if and only if their images in P 1 (Z/q eq Z) are in the same Γ ∞ -orbit for all q ∈ S.
Proof. The Chinese remainder theorem states that the natural map Z/N Z → q∈S Z/q eq Z is a ring isomorphism. It follows easily that gives a bijection
, where λ is the unique solution to the system of congruences π q (λ) = λ q ∀q ∈ S. Consequently, we have a well-defined bijection
In the same manner, we see that ∃n ∈ Z/N Z such that [x 0 :
Corollary 25. Suppose that, for each q ∈ S, a set C q of representatives for the double cosets Γ 0 (q eq )\SL(2, Z)/Γ ∞ has been chosen. Let C be a set having the property that, for any element (γ q ) q∈S of the Cartesian product q∈S C q there is a unique element γ ∈ C such that γ ≡ γ q (mod q eq ), (∀q ∈ S).
Then C is a set of representatives for the double cosets Γ 0 (N )\SL(2, Z)/Γ ∞ .
Remark: A choice of representatives for Γ 0 (N )\SL(2, Z)/Γ ∞ is slightly more information than a choice of representatives for the Γ 0 (N )-equivalence classes of cusps: it includes also a choice of matrix γ a for each representative cusp a.
By Corollary 25, we may fix a set C of representatives for the double cosets Γ 0 (N )\SL(2, Z)/Γ ∞ such that, for each q ∈ S and each γ ∈ C, the matrix Γ is equivalent (mod q eq ) to one of the representatives for Γ 0 (q eq )\SL(2, Z)/Γ ∞ fixed in Lemma 16:
Such a choice determines a maximal set of inequivalent cusps for Γ 0 (N ) and a choice of matrix γ a for each element a of this set. Declaring that we choose our representatives a and the corresponding matrices γ a in this manner does not uniquely determine γ a , but it does uniquely determine the coefficients A(γ a , n), for if γ a and γ Lemma 27. Let a be a cusp and γ a a matrix such that γ a ∞ = a and, for each q ∈ S, γ a is equivalent (mod q) eq to one of the elements of (26). Let a q denote the corresponding cusp. That is, γ aq ∞ = a q with γ aq from (26) and γ a ≡ γ aq (mod q eq ). Let µ a be the cusp parameter of a, defined using some character χ (mod N ). The isomorphism Z/N Z → q∈S Z/q eq Z ensures that χ = q∈S χ q for some characters (χ q ) q∈S with χ q (mod q eq ) for each q. For each q ∈ S, let µ aq denote the cusp parameter of a q relative to χ q . Then
Proof. The lower left entry of γ a · 1 j
is congruent to 0 (mod N ) if and only if it is congruent to 0 (mod q eq ) for each q. This is the case if and only if j is divisible by m aq for each q. The first statement follows. We see at once that for each q ∈ S,
It follows that d a ≡ d ma ma q aq (mod q eq ) for all q ∈ S and from this the second assertion follows immediately.
The following lemma will be useful later on.
Lemma 28. Let a be a cusp and let (c, d) denote the bottom row of γ a . Let a be an integer prime to N. Let a ′ be the cusp such that γ a ′ represents the double coset in
Proof. For each q in S, the pair (c, d) is equivalent to (0, 1), (1, 0) or (c 1 q l , 1) modulo q eq where c 1 , l are subject to the constraints in (26). It follows at once that the bottom row of γ a ′ is equivalent to (0, 1), (1, 0) of (c (
It follows that aµ aq − µ a ′ q ∈ Z. The second assertion of this lemma now follows from Lemma 27, because m a /m aq and m a ′ /m a ′ q are the same integer.
It is easy to see from the proof of Lemma 28 that the mapping (a, a) → a ′ which is considered in Lemma 28 actually defines an action of (Z/N Z) × on our set of cusps. Abusing notation we regard it as an "action" of the set of all elements of Z which are prime to N. We shall write a · a for the cusp a ′ obtained from a in this fashion, and a −1 · a for the unique cusp a ′′ such that a · a ′′ = a.
On Stark's Question
In this section we deduce some consequences of theorem 15 which provide a partial answer to the question of Stark posed in the introduction. We first give in theorem 35 a sufficient condition for multiplicative relations at a cusp, and deduce that there are multiplicative relations at every cusp if N is equal to 4 times a squarefree odd number. Next, if N is equal to 8 times a squarefree odd number, then theorem 35 will imply multiplicative relations at all cusps except for those of the form a/b with 2 || b. In proposition 42 we consider such cusps in detail.
In order to begin, it is useful to introduce an alternate notation for the Fourier coefficients. Define
When the dependence of B(a, α) on the choice of γ a ∈ SL(2, Z) is relevant, we shall denote B(a, α) by B(γ a , α), where the coefficients A(a, ·) are defined using σ a = γ a
. Note that this defines B(γ, α) for any γ ∈ SL(2, Z) and any α ∈ Q × , and permits us to consider, where necessary coefficients defined at the same cusp relative to two different elements of SL(2, Z).
Next, we give a formal definition of what it means for a function Q × → C to be multiplicative.
Definition 30. Let h : Q × → C be a function. Then h is said to be multiplicative if there exist functions h ∞ : {±1} → C and h p : Z → C for each prime p such that h p (0) = 1 for all but finitely many primes p, and
for any ǫ ∈ {±1} and e p ∈ Z with e p = 0 for all but finitely many primes p.
Remark 32. The functions h ∞ , h p are not uniquely determined by h: given a collection of functions satisfying (31), one may vary any finite set of them by nonzero scalars, provided the product of all the scalars is 1. If h is a factorizable function and h(1) is 1, then one can normalize by requiring that h ∞ (1) = 1 and h p (0) = 1 for all p. Then (31) becomes
Thus (31) is a generalization of (33), which may be applied to functions with vanish at 1.
In this section, we consider the question:
We remark that by lemma 23, the answer to the question (34) depends only on the cusp a provided that µ a = 0 and m a = 1, but not in general. Assume further that for each prime q | N, the matrix γ a is equivalent to some element of (26) modulo q e , where q e || N. Finally, let f : h → C be any Maass A) . Then the Fourier coefficients B(γ a , α) of f at a (defined relative to γ a ) are multiplicative.
Proof. For γ ∈ SL(2, Z) and α ∈ Q × , let
Then it follows from theorems 9 and 15 that (37)
Furthermore,
, otherwise, for all p ∤ N. Let q be a prime with q e || N, e > 0. In order compute W f,q α 1 γ 
We may assume that the set of representatives for the Γ 0 (N )-equivalence classes, and that a matrix γ b for each representative b, were chosen as in section 5. Then b(a, α, q) depends only on the reduction of a modulo q e . Furthermore, this reduction has to equal ( 1 0 0 1 ) or
, unless q = 2, in which case
is also an option. For such matrices the values of b, j and k 0 are as below:
Multiplicativity of B(γ a , α) follows easily.
Corollary 39. If N is either squarefree, or equal to 4 times an odd, squarefree number, then B(a, α) is multiplicative at every cusp, provided the matrices γ a are chosen as in section 5.
Remark 40. If we do not choose the matrices γ a as in section 5, then the multiplicativity may well be destroyed. For example, suppose N = q, a prime, and a = 0. Then µ 0 = 0, and m 0 = q. Thus B(0, α) is zero, unless α = n/q with n ∈ Z, in which case it is A(0, n). By choosing γ 0 = 0 −1 1 0
, we obtain the Fricke involution for σ 0 , and the Fourier coefficents A(0, n) and B(0, α) are multiplicative exactly as in [1] On the other hand, if we take γ 0 = 0 −1 1 1 , then, according to Lemma 23, the effect is to multiply A(0, n) by e ∞ ( n q ), destroying multiplicativity.
Remark 41. The condition placed on M in theorem 35 can be given more conceptually. What we require is a condition on a which will ensure that b is independent of α, and j is always zero. Next, we examine a case when b is independent of α, but j is not always zero.
Proposition 42. Suppose that N is equal to 8 times an odd squarefree number, and that a = a/b is a cusp such that 2 || b. Assume that γ a was chosen as in section 5. Then B(a, α) is equal to a multiplicative function times the function
Proof. As in the proof of theorem 35, we use (37). The conditions on N assure that B(a, α, q) is independent of α for all q, and that j(a, α, q) is identically zero for all q except q = 2. When q = 2, we must solve
By looking at the condition on j at each prime, we see that This implies that j satisfies α|α| 2 ≡ 1 + 2j (mod 4). Since {1, 3} is a subgroup of Z/8Z × , the function α → χ idelic α|α| 2 − 2j j 2α|α| 2 − 2(1 + 2j) 1 + 2j , is multiplicative. It follows that B(a, α) is a product of functions, all of which are multiplicative except for α → e ∞ (j(a, α, 2) · 2 e ), which is given by (43).
Certainly, the function (43) is not multiplicative. However, it is still possible for the Fourier coefficients B(a, α) to be multiplicative if sufficiently many of them are zero. For example, suppose that N = 8 and χ is primitive. Then µ a = On the other hand, if A(∞, n) = 0 whenever n ≡ 3 (mod 4), then the function (43) can be omitted from the formula for B( 1 2 , α) without affecting its value. As a consequence, the Fourier coefficients are multiplicative in this case.
A classical interpretation of the Jacquet-Langlands criterion for supercuspidality
The following theorem provides a classical criterion for a representation of GL(2, Q p ) to be supercuspidal.
Theorem 44. Fix a prime p, let V p be a complex vector space, and let π p : GL(2, Q p ) → GL(V p ). Assume (π p , V p ) is an irreducible and admissible representation of GL(2, Q p ).
Let f be a normalized Maass-Hecke newform of weight k, type ν, level N , and character χ (mod N ) for Γ 0 (N ). For each cusp a ∈ Q ∪ {∞} and n ∈ Z, let A(a, n) denote the n th Fourier coefficient of f at the cusp a. Let f adelic be the adelic lift of f as in (8) . If (π p , V p ) is isomorphic to the local representation factor of the irreducible global automorphic representation of GL(2, A) (which is generated by f adelic ), then (π p , V p ) is supercuspidal if and only if for each cusp a ∈ Q ∪ {∞} with µ a = 0, there exists an integer M a ≥ 0, such that A(a, m a p m ) = 0, for all m ∈ Z, m ≥ M a , where m a , µ a are given by (4), (5), respectively.
Proof. If p ∤ N , then f adelic is fixed by K p = GL(2, Z p ). It follows that (π p , V p ) has a nonzero K p -fixed vector, and a nonzero Whittaker model, which forces it to be an irreducible principal series representation (see [4] , Theorem 4.6.4). It follows that if p ∤ N then (π p , V p ) cannot be a supercuspidal representation. On the other hand, if p ∤ N and f is an eigenfunction of T χ p , then it follows easily that infinitely many of the coefficients A(∞, p m ) are nonzero. This proves the equivalence in this case, and henceforth we shall assume that p | N.
Let W f denote the global Whittaker function of f adelic . It follows from Theorem 13, that there exist local Whittaker functions W f,v on GL(2, Q v ) at each place of v such that
∀g = {g v } v≤∞ ∈ GL(2, A) .
For a prime p, assume that (π p , V p ) is isomorphic to a component of the irreducible automorphic representation of GL(2, A) generated by f adelic . As we have noted before (see proof of Theorem 13) there exists a Whittaker space W p := W(π p , e p ) associated to (π p , V p ) and W f,p ∈ W p . We also have a corresponding Kirillov space, denoted K p , where
(The motivation for this name comes from [16] , [17] .) Define the Schwartz-Bruhat space S(Q × p ) := φ : Q × p → C φ is locally constant, and ∃N φ > ǫ φ > 0 such that φ(y) = 0 if |y| p < ǫ φ or |y| p > N φ .
It was shown by Jacquet-Langlands that (π p , V p ) is supercuspidal if and only if K p = S(Q × p ). (This is proposition 2.16 of [15] . It also appears as theorem 3 of [10] . See [12] , for a very elementary treatment.)
Assume that p | N . For y ∈ Q Then ϕ p is invariant under the action of
and K p is spanned by π ′ (g).ϕ p g ∈ GL(2, Q p ) .
Now fix g = a b c d ∈ GL(2, Q p ). We will compute π ′ (g) . ϕ(y) for y ∈ Q 
