INTRODUCTION
Computations in the brain require the combined properties of synapses, neurons, and circuitry. When individual synapses exhibit high variability, as in most networks, neurons must employ mechanisms to increase signal fidelity. One common strategy is to reduce the impact of a single synaptic activation on postsynaptic firing so that a neuron's output reflects the integrated ''vote'' of numerous synaptic inputs. An alternative strategy is to amplify signals close to their origin to reduce the impact of noisy elements within the postsynaptic cell and surrounding circuitry. Various mechanisms can amplify postsynaptic responses, including postsynaptic receptors (Branco et al., 2010; Lavzin et al., 2012; Polsky et al., 2004; Smith et al., 2013) , dendritic spines (Harnett et al., 2012) , and active dendritic conductances (London and Hä usser, 2005; Major et al., 2013; Mel, 1993) . While the potential benefits of synaptic amplification are clear, its precise roles in physiological computations have been more difficult to identify. Without a clearly defined computational context, it is also difficult to identify and measure the relevant change in neural performance due to different synaptic processing schemes. Here, we identify the characteristics and underlying mechanisms of synaptic scaling in DSGCs (directionally selective ganglion cells) of mouse retina, as well as the computational role of this scaling in early visual processing.
DSGCs respond preferentially to visual stimuli moving in a particular direction across the retina (Barlow and Hill, 1963; Figures 1A and 1B) . Synaptic inputs to DSGCs comprise GABAergic inhibition and cholinergic excitation from SACs (Briggman et al., 2011; Lee et al., 2010; Wei et al., 2011; Yonehara et al., 2011) and glutamatergic input, predominantly from bipolar cells , that is received postsynaptically by AMPA receptors (AMPARs) and NMDA receptors (NMDARs) (Lee et al., 2010; Stafford et al., 2014; Tjepkes and Amthor, 2000; Weng et al., 2005) . Direction selectivity (DS) computation originates in starburst amacrine cell (SAC) dendrites, which respond preferably to stimuli moving from the cell body toward the dendritic tips (Euler et al., 2002) . SAC dendrites preferentially contact DSGCs tuned to the opposite direction (Briggman et al., 2011) so that GABAergic inhibitory input from SACs is larger in response to motion in the DSGC's nonpreferred (null) direction (Fried et al., 2002; Lee et al., 2010; Vaney et al., 2012) . SACs may therefore supply the ''shunting'' inhibition postulated to enable multiplicative interactions between excitatory and inhibitory inputs in DSGCs (Torre and Poggio, 1978) .
By contrast, the computational contributions of the excitatory inputs to DSGCs remain undetermined: although acetylcholine (ACh) is also released from SACs, ACh receptor activation in DSGCs is not strongly tuned to any direction (Lee et al., 2010; Vaney et al., 2012; Yonehara et al., 2011 ; but see Pei et al., 2015) , and recent reports indicate that bipolar cells transmit directionally untuned glutamatergic signals to DSGCs Park et al., 2014; Yonehara et al., 2013) . Both nicotinic ACh receptor (nAChR) and NMDAR-mediated signals contribute significantly to light-evoked responses in DSGCs, but neither is required to compute DS (Kittila and Massey, 1997; Lee et al., 2010; Tjepkes and Amthor, 2000; Weng et al., 2005) . Due to their dual dependence on postsynaptic voltage and presynaptic activity, NMDAR conductances may confer unique computational capabilities to synapses (Major et al., 2013; Mel, 1993) and have been shown to underlie nonlinear dendritic signaling (Branco et al., 2010; Lavzin et al., 2012; Smith et al., 2013) , but a specific role for NMDARs in DS has not been shown.
Here, we show that NMDAR-mediated synaptic inputs to DSGCs increase postsynaptic responses to motion in the preferred and null directions (PD and ND, respectively) by the same proportion, a multiplicative operation that requires both the voltage-dependent NMDAR conductance and directionally tuned inhibition and enhances DS signaling in response to noisy visual stimuli. Numerical simulations reproduce the experimental results and suggest that NMDAR-mediated inputs offset the reduction in driving force on excitatory conductances so that excitatory postsynaptic current remains proportional to synaptic input over a wide range of postsynaptic potentials, enabling shunting inhibition to act in a precisely divisive manner. Taken together, these results show how specific synaptic properties and circuit features combine to accomplish an essential computation early in the visual pathway.
RESULTS

NMDARs Multiplicatively Scale the Synaptic Drive to DSGCs
To examine roles for NMDARs in DS signaling, we imaged and recorded in isolated mouse retina from DSGCs expressing GFP under control of the D 4 dopamine receptor promoter (Huberman et al., 2009) . Action potentials (APs) elicited by bars of light moving across the retina were recorded with a somatic patch electrode in the cell-attached configuration to determine PD and ND (Figure 1C , top; Figures S1A and S1B, available online). The degree of DS was quantified as the DS index (DSI; see Experimental Procedures; Figure 1Bii ). To examine synaptic integration without the nonlinearity of AP generation, we obtained whole-cell recordings from DSGCs, blocked voltagegated sodium channels with extracellular TTX or intracellular directions. This DSGC had a preference for rightward motion (retinal orientation in recording chamber was not preserved relative to in situ anatomy). See Figure S1 for a detailed analysis of postsynaptic currents and suprathreshold DS responses. QX-314, and recorded light-evoked postsynaptic potentials (PSPs; Figure 1C , bottom; Figure 1D ). PSPs exhibited significant DS (p = 0.0002 between PD and ND, paired t test, n = 19; Figures  1D-1F ). The PD and ND observed in PSP recordings corresponded closely to those exhibited by APs in the same cells (e.g., Figure 1C ), although the DSI of PSPs was lower than that of AP responses (p < 10
À8
, Wilcoxon signed-rank test for paired data, n = 33; Figure S1C ). Consistent with previous reports (Fried et al., 2002; Taylor and Vaney, 2002) , inhibitory inputs to DSGCs, recorded under whole-cell voltage clamp, were larger in response to ND stimulation ( Figures S1D-S1G) .
Because bipolar signals to DSGCs are not directionally tuned Yonehara et al., 2013) , glutamatergic input might increase the PSP amplitude by the same amount in all directions (i.e., additively; Figure 1Bi , +). Instead, the NMDARmediated component of the PSP was larger in response to PD stimulation (PD = 5.8 ± 3.1 mV, ND = 3.3 ± 2.8 mV; n = 19; p = 0.001, paired t test; Figure 1D , bottom right). On average, NMDAR blockade reduced PD and ND PSPs by a similar fraction, indicating that NMDAR scaling was proportional to the underlying (non-NMDAR-mediated) PSP, i.e., multiplicative (Figure 1Biii, 3; Figures 1E, 1F, and S2) . The distinction between additive and multiplicative scaling is especially relevant for DS signaling because only multiplicative scaling preserves the PD:ND ratio and, therefore, consistent DS (Figure 1Bii ). Accordingly, NMDAR and non-NMDAR-mediated PSP components exhibited indistinguishable DS compared to each other or control ( Figure 1G ; p > 0.5, Wilcoxon signed-rank test with Bonferroni correction). As another way to distinguish additive versus multiplicative scaling by NMDARs, we measured the angle of the line connecting the PD versus ND points in control and AP5 for each cell ( Figure 1H ). Additive scaling by NMDARs would be indicated by a line at a 45 angle relative to the x axis, whereas multiplicative scaling would follow a line that passes from the origin through the PD versus ND point in the presence of AP5. This line, representing a consistent PD:ND response ratio (isoDSI; Figure 1Biii ), forms an angle equal to tan À1 (PD response AP5 /ND response AP5 ). The slopes derived from the PSP data in Figure 1E ranged from $45 , indicating additive scaling in some cells, to nearly 90 , suggesting that in other cells, NMDARs contributed to PD responses almost exclusively ( Figure 1H , left). Most cells, however, exhibited slopes close to that expected for multiplication ( Figure 1H, right) ; accordingly, slopes measured from the entire dataset were not significantly different from those predicting multiplicative scaling (measured results were as follows: 62.5 ± 14.2 ; expected results were as follows: 59.4 ± 10.7 , p = 0.4; paired t test, n = 19). Further experiments showed that NMDAR multiplication occurred over a range of contrast levels ( Figure S3 ) and was robust to developmental changes in NMDAR subunit composition ( Figure S4 ).
Synaptic Multiplication Is Mediated by Postsynaptic NMDARs
Our interpretation of these results presumes that NMDAR antagonists act primarily on postsynaptic NMDARs in DSGCs. To test whether bath-applied AP5 affects DS circuitry presynaptic to recorded DSGCs, we patched and filled DSGCs with internal solution containing MK801 (iMK801, 2 mM; Figure 2) to block NMDARs only in the patched cell (Berretta and Jones, 1996) . The tip of the electrode was filled with MK801-free internal solution to introduce a delay between commencement of wholecell recording and dialysis of the cell with iMK801. iMK801 significantly reduced light-evoked PSPs (p < 0.001, n = 15; Figures 2A and 2B). As with AP5, PD and ND responses were reduced proportionally, and the calculated DSI was not affected (Figures 2B-2F ). The reduction in PSP amplitude was not due to nonspecific rundown of light responses, as PSP amplitudes remained constant in DSGCs filled with a control internal (e.g., Figure 2A , top; n = 4). Following iMK801 dialysis, subsequent blockade of all NMDARs in the tissue with bath-applied AP5 reduced PD PSPs only slightly (16% ± 17% reduction, p = 0.01, n = 15; Figures 2A and 2B ) and did not affect light-evoked EPSCs (8% ± 12% reduction, p = 0.25, n = 6; Figure S5 ), indicating that the multiplicative scaling is mediated predominantly by postsynaptic NMDARs in the recorded DSGC. Accordingly, bath-applied AP5 did not affect light-evoked PSPs in SACs ( Figure S6 ) or, in the presence of iMK801, IPSCs recorded in DSGCs ( Figure S5 ), consistent with previous reports in rabbit that SACs receive little NMDAR-mediated synaptic input (Kittila and Massey, 1997; Linn and Massey, 1991) .
Numerical Simulations Suggest that NMDAR Multiplication Depends on DS Circuitry
To explore the mechanisms of subthreshold multiplication, we constructed a morphologically and biophysically realistic mathematical model of a DSGC (Experimental Procedures; Figure 3 ). Glutamatergic (NMDAR and AMPAR mediated), GABAergic, and cholinergic synaptic inputs were distributed homogeneously over the entire DSGC dendritic tree (Jeon et al., 2002) , and DS was implemented by directionally tuning the inhibitory drive ( Figures 3A-3C ). We then varied the strength of the NMDAR inputs (to mimic application of AP5) and measured the effects on simulated PD and ND responses ( Figure 3D ). In agreement with our experimental results with AP5, simulated PSPs exhibited postsynaptic multiplication and consistent DS over a range of NMDAR input strengths (Figures 3E and 3F) .
Interestingly, in an alternative DS circuitry scenario in which (non-NMDAR) excitation, but not inhibition, was directionally tuned, the model predicted that NMDAR inputs would increase synaptic potentials in an additive manner ( Figures 3G-3I ). This result held over the entire range of model parameters tested, even when the non-NMDAR (baseline) PSP waveforms were virtually identical between tuned excitation and inhibition simulations (compare black traces in Figures 3E and 3H ).
NMDARs Scale Additively When Directionally Tuned Input Is Excitatory
To test the model's prediction that NMDARs would scale PSPs additively when excitatory input was directionally tuned, we took advantage of the fact that synaptic inhibition in DSGCs depends on the chloride reversal potential (E Cl ). We dialyzed patched DSGCs with internal solution containing 65 mM chloride, thereby moving E Cl to $À20 mV and making the GABAergic drive excitatory (Figure 4) . The model predicted that this specific circuit arrangement, with directionally tuned (E rev = À20 mV) and untuned (E rev = 0 mV) excitation and no Figure 4D ; Taylor et al., 2000) . The difference between PD 0 and ND 0 responses, though significant (14.1 ± 4.7 mV versus 11.9 ± 4.8 mV, p = 0.003, n = 12, paired t test), was smaller than in physiological E Cl conditions, consistent with the model predic- 4E ; n = 12, p < 0.001, paired t test). Unlike in control E Cl conditions ( Figure 1D) , however, the NMDAR-mediated component of the PSP was similar in response to PD 0 and ND 0 stimulation ( Figure 4E , bottom right), a directionally untuned signal contributing additive, rather than multiplicative, scaling (Figures 4F and 4G; slope = 45.5 ± 3.7 (mean ± SD), n = 12, p = 0.01 versus the expected multiplicative slope, paired t test; Figure 4G , inset). Accordingly, NMDAR input reduced the mean DSI (Figure 4F , inset; n = 12, p = 0.03, Wilcoxon signed-rank test with Bonferroni correction), as predicted by the model ( Figure 4C ).
Voltage-Dependent NMDAR Conductance Is Required for Multiplicative Scaling
The results presented in Figure 4 indicate that directionally tuned inhibition is required for NMDAR multiplication. Our simulations suggested that tuned inhibition makes the NMDAR conductance smaller in response to ND stimulation ( Figure 3C ), presumably Figure S8 for an explanation of the difference between synaptic scaling in tuned excitation and tuned inhibition systems.
because the larger inhibitory shunt reduces postsynaptic depolarization and reinforces Mg 2+ block of the NMDAR channel (Mayer et al., 1984; Nowak et al., 1984; Tjepkes and Amthor, 2000) . Accordingly, when the simulated NMDAR conductance was rendered voltage independent, synaptic scaling became additive (Figures 5A-5C and S7). To test this prediction experimentally, we removed Mg 2+ from the extracellular solution (Nowak et al., 1984; Tjepkes and Amthor, 2000) . In close agreement with the simulation, light responses in 0 Mg 2+ solution exhibited reduced DSI (Figures 5D-5F ; Tjepkes and Amthor, 2000), although PD and ND responses remained significantly different (n = 8, p = 0.01, paired t test; Figure 5F ). The AP5-sensitive, NMDAR-mediated component of the PSP was similar in response to PD and ND stimuli, indicating additive scaling (Figures 5D-5G ; slopes of 45.5 ± 5.3 (mean ± SD), n = 8, p < 0.001 versus the expected multiplicative trend, paired t test; Figure 5G , inset).
Control experiments indicated that removing extracellular Mg 2+ exerted little effect on DS signaling presynaptic to DSGCs (see also Nowak et al., 1984; Tjepkes and Amthor, 2000) : (1) in DSGCs dialyzed with iMK801 to block NMDARs only in the Figure S6 ; see also Kittila and Massey, 1997; Linn and Massey, 1991) .
Mechanisms Underlying Multiplicative and Additive Synaptic Scaling in DSGCs
A simple, single-compartment model provides a conceptual framework for understanding NMDAR-mediated synaptic scaling in different scenarios ( Figure S8) . First, consider an excitatory synaptic input that behaves as an ''ideal'' current source, i.e., one that produces the same current regardless of the postsynaptic potential ( Figures S8Ai and S8Aii) . In this case, the PSP is directly proportional to the excitatory conductance; shunting inhibition, which is larger during ND stimulation, decreases the input resistance of the postsynaptic membrane and reduces the PSP by the same fraction at all stimulation levels, perfect division that produces consistent DSI (Figures S8Aiii and S8Aiv) . By contrast, the current produced by an AMPAR or nAChR-mediated synaptic conductance decreases as the membrane potential nears the excitatory reversal potential (0 mV; Figures S8Bi and S8Bii) , creating a subproportional relationship between PSP amplitude and synaptic conductance ( Figure S8Biii ). As shunting inhibition reduces the PSP amplitude, it simultaneously increases the driving force on the excitatory conductance such that the fractional reduction of larger PSPs by the shunt is decreased, leading to lower DSI ( Figure S8Biv ). These effects of decreased driving force can be offset by the voltage-dependent NMDAR conductance, which increases with depolarization over the physiological membrane potential range, causing the total excitatory synaptic drive to behave more like an ideal current source (Diamond and Copenhagen, 1993; Figures S8Ci and S8Cii) and enabling DSI to remain consistent over a larger response range (Figures S8Ciii and S8Civ) .
When DS is mediated by directionally tuned, Ohmic excitatory input ( Figures S8Di and S8Dii) , the PD excitatory conductance decreases the input resistance of the cell, making it harder for other excitatory conductances to depolarize the cell during a PD response. Even an ideal current is unable to amplify responses effectively in this scenario (Figures S8Diii and S8Div) . In theory, the NMDAR conductance could benefit from larger PD PSPs due to tuned excitation ( Figures S8Ei and S8Eii) . In practice, however, the reduced input resistance and smaller driving force during PD responses make the scaling by NMDARs similar to that by an ideal current, i.e., approximately additive ( Figures  S8Eiii and S8Eiv) .
NMDARs Enhance Accuracy of DS Signaling in Noisy Visual Conditions
Our findings suggest that DSGC NMDARs and the DS network exhibit features that promote multiplicative interactions between synaptic inputs. Nonetheless, we and others observed that blocking NMDARs does not reduce the DSI of average responses to noiseless visual stimuli (Figures 1 and S1 ; Kittila and Massey, 1997; Tjepkes and Amthor, 2000) . In a complex visual world, however, DS computations must be robust to changes in visual features of the moving object and surrounding environment, i.e., visual noise. By acting as a logical AND gate between presynaptic and postsynaptic activation, NMDARmediated multiplication might amplify correlated excitatory inputs (Schnupp and King, 2001 ) and thereby enable DSGCs to distinguish visual motion from a noisy background.
To test this idea, we examined the impact of NMDARs on DS signaling in response to noisy visual stimuli ( Figures 6A-6D ). The stimulus was identical to that used previously except that the background and bar luminances were varied independently every 50 ms to add visual noise without introducing any directional biases that might complicate the interpretation of DS network responses (see Experimental Procedures). In these experiments, PSPs were recorded from DSGCs first in Mg 2+ -free solution, then in the presence of Mg
2+
, and finally following bath application of AP5. Removing Mg 2+ increased baseline membrane potential fluctuations, especially during a noisy background ( Figure 6E ). PD PSP amplitudes were not larger in Mg 2+ -free solution (n = 12 cells, p = 0.8, paired t test; Figure 6F ), however, possibly due to the relatively depolarized resting membrane potential in 0 Mg 2+ (+3.4 ± 3.6 mV compared to control;
Figures 6C and 6D) that may have slightly reduced the driving force and occluded small increases in PSP amplitude. In agreement with our previous observations, ND PSPs were consistently larger in 0 Mg 2+ in all noise conditions ( Figure 6F , right), leading to reduced DS ( Figure 6G ). AP5 significantly reduced PD PSPs evoked by noisy stimuli ( Figure 6F ), indicating that NMDARs contribute to DSGC signaling in noisy visual conditions, but, as in the noise-free condition, AP5 did not change the DSI ( Figure 6G ). To determine how well DSGCs distinguish salient signals (i.e., PD stimulation) from background noise, we applied the receiver operating characteristic (ROC) classification test to PSPs evoked by motion stimuli under various noise levels ( Figures  7A and 7B ; membrane potential values acquired during periods indicated by gray regions in Figures 6A and 6B) . The ROC curve ( Figure 7C ) was produced by plotting true versus false positive rates (TPR and FPR, respectively) derived from a distribution of membrane potentials. For two identical distributions, TPR = FPR, and the ROC curve follows a diagonal line and has an area under the curve (AUC) of 0.5, indicating that discrimination between the distributions is no better than chance. For two nonoverlapping distributions that can be perfectly distinguished from each other, the ROC curve reaches the top left corner and AUC = 1. ROC analysis indicated that in noise-free stimulation conditions, visual signals were distinguished from background activity almost perfectly in control conditions and with NMDARs blocked (median AUC = 0.99 and 0.98, respectively; Figures 7C  and 7D ). In 0 Mg 2+ solution, however, the discrimination was significantly reduced to 0.83 ( Figure 7C ; p = 0.008, n = 12, Wilcoxon signed-rank test with Bonferroni correction), mainly due to the broader distribution of the baseline responses (Figure 7Ai ). ROC discrimination fell sharply with increasing noise ( Figures  7B-7D ). Discrimination remained significantly lower in Mg 2+ -free solution up to 50% stimulus variability, beyond which discrimination in all conditions approached chance levels ( Figure 7D ). ROC curves are normalized and so do not indicate how signal classification varies as a function of discrimination threshold. Neurons adapt their AP threshold for different reasons (Fontaine et al., 2014) , so accurate classification should, ideally, occur over a range of thresholds. We therefore calculated classification accuracy-the percentage of the correctly classified responses (i.e., true positives and true negatives)-at each possible discrimination threshold ( Figure 7E ). To examine accuracy in all visual conditions, we pooled data in response to all four visual variability levels. Although the maximum accuracy was similar in control and AP5, as predicted by the ROC results, accuracy was higher in control over a broader range of membrane potentials. Accordingly, the area under the accuracy curve was significantly larger in control compared to the AP5 condition ( Figure 7F , left). This effect was not simply because PSPs are larger in control: accuracy was significantly lower in 0 Mg 2+ (Figures 7E and 7F, left) , even though PD PSP amplitudes in 0 Mg 2+ were similar to those in control solutions ( Figures 6F and 7Ai) . To determine whether NMDARs also increase the accuracy of motion discrimination, we applied the same analysis to PD versus ND PSPs pooled across all stimulus noise levels ( Figures  7C-7F ). ROC analysis indicated that motion discrimination was reduced in 0 Mg 2+ conditions ( Figures 7C and 7D ) and that accuracy was significantly increased in control over NMDAR-blocked conditions ( Figures 7E and 7F, right) . Taken together, these results indicate that voltage-dependent NMDAR conductances enhance accurate detection of visual signals in DSGCs.
NMDAR Multiplication Improves Fidelity of Suprathreshold DS Signaling in DSGCs
We next tested whether NMDARs improve discrimination of visually evoked AP responses, recorded in the cell-attached configuration with Na v channels active, in Mg 2+ -free solution (n = 34 cells), in physiological Mg 2+ (n = 25 cells), and in the presence of AP5 (n = 21 cells) ( Figures 8A and 8B) .
Similar to our subthreshold results, the baseline firing in 0 Mg 2+ was elevated compared to control ( Figures 8A and  8C) , and although PD responses were not affected (p = 0.3; Figures 8A and 8D, left) , ND responses were increased (p = 0.04; Figures 8A and 8D, right) , leading to reduced DSI (p < 0.001 versus control and AP5, ANOVA with multiple-comparison Tukey test; Figures 8A and 8E ), in agreement with previous results in rabbit DSGCs (Tjepkes and Amthor, 2000) . Increasing visual stimulus noise degraded DS signaling in all three conditions, but to a significantly different extent. Noisy background luminance increased baseline firing most prominently in 0 Mg 2+ conditions ( Figures 8B and 8C) , masking responses to motion stimuli ( Figures 8B and 8D ) and reducing DSI even further ( Figure 8E ). These results demonstrate that, although the AP threshold nonlinearity enhances DS in DSGCs (Figures 1 and S1 ), the fidelity of AP output signals is influenced by subthreshold synaptic responses. Given that the DSI of AP responses was unaffected by bath application of AP5 ( Figure 8E) , however, the question remains why NMDAR-mediated multiplication is useful. To a first approximation, the primary effect of NMDAR blockade was on signal fidelity: AP5 significantly reduced the number of APs evoked by both background illumination and motion stimuli ( Figures 8C and 8D) , to an extent that a significant fraction of PD stimuli failed to elicit APs in DSGCs (''Failures,'' Figure 8F ), thereby essentially blinding DSGCs to visual stimuli.
Other benefits of multiplicative NMDAR scaling became apparent when AP responses were subjected to ROC analysis. Consistent with PSP results (Figure 7) , in noise-free conditions, PD stimuli were discriminated from background almost perfectly in all conditions ( Figure 8G ), but as stimulus variability increased, the control responses significantly outperformed those in the AP5 and 0 Mg 2+ conditions ( Figures 8H and 8I) . Because of the larger amplitude of ND response, the discrimination between PD and ND was significantly reduced in 0 Mg 2+ condition (Figure 8J ; p = 0.02, ANOVA with multiple-comparison Tukey test). Accordingly, the averaged PD stimulus discrimination over all visual conditions was significantly better under control conditions ( Figures 8I and 8J , ''All'').
DISCUSSION
Soon after making the first recordings from DSGCs, Barlow and colleagues recognized that the retina could, in principle, compute DS via any of several possible synaptic and circuit configurations (Barlow and Levick, 1965) . Here, we have shown that a network arrangement providing directionally tuned inhibition to DSGCs, the scenario initially favored by Barlow (Barlow and Levick, 1965) and subsequently confirmed by numerous groups (Fried et al., 2002; Lee et al., 2010; Vaney et al., 2012) , enables NMDARs on DSGC dendrites to increase light responses proportionally, thereby increasing signal fidelity without compromising DS tuning. This multiplication requires the voltage-dependent NMDAR conductance in order to operate over a sufficiently broad membrane potential range. Although it remains unclear how neurons in higher visual areas interpret DS signals originating in the retina, any metric or downstream detector of DS ought to benefit from the multiplicative scaling provided by DSGCs. In addition to increasing the absolute amplitude of DS signals, multiplication enhances signal discrimination and the accuracy of DS signaling (Figures 6, 7, and 8) .
Comparison with Other Multiplication Mechanisms
Suprathreshold multiplication, in which the spike rate scales as a product of division or multiplication between synaptic inputs, has been reported in several systems (Fox and Daw, 1992; Gabbiani et al., 2002; Mitchell and Silver, 2003; Peñ a and Konishi, 2001; Prescott and De Koninck, 2003; Priebe and Ferster, 2012; Rothman et al., 2009; Silver, 2010; Wilson et al., 2012) . Theoretical analysis shows that a steep, almost exponential, relationship between PSP amplitude and firing rate enables many neurons to transform an additive change in PSP amplitudes into a multiplicative change in the number of APs (Haider and McCormick, 2009; Murphy and Miller, 2003; Silver, 2010) . Consistent with a prominent role for APs in DS signaling fidelity, we found that DSGC AP responses exhibited significantly greater DSI than did subthreshold PSPs ( Figure S1C ). The suprathreshold rectification provided by APs cannot, however, compensate for suboptimal synaptic DS computation: when NMDAR scaling was modified to be additive (by removing extracellular Mg 2+ ), DSI was reduced significantly for both PSP and AP responses (Figures 5, 6 , and 8). These results indicate that NMDAR-mediated multiplication of subthreshold responses significantly influences suprathreshold DS signaling.
In many neurons, supralinear synaptic amplification by voltage-dependent NMDAR conductances depends on the location and timing of active synaptic inputs, the strength of activation, and the background excitatory and especially inhibitory input levels (Branco and Hä usser, 2011; Jadi et al., 2012; Major et al., 2008; Makara and Magee, 2013; Polsky et al., 2004) . The multiplication mechanism that we describe in DSGCs requires directionally tuned inhibition: when directional input was rendered excitatory, NMDAR scaling became additive (Figure 4 ). Other than this specific requirement, which is fulfilled by the DS circuitry, multiplication in DSGCs appeared quite robust, persisting over a range of developmental ages and visual stimulus strength/variability (Figures 6, S3 , and S4). Our simulations further suggested that multiplication is robust to broad changes in dendritic geometry and stimulation parameters, the voltage dependence of NMDAR blockade by Mg 2+ , as well as ratios, and relative locations of excitatory and inhibitory synaptic inputs (data not shown).
Comparison with Other Mechanisms of DS
Although tuned inhibition appears to be a consistent feature of DS computation (Briggman et al., 2011; Fried et al., 2002; Lee et al., 2010; Vaney et al., 2012) , additional mechanisms to enhance DS signaling may vary between different species and DSGC subtypes. DSGCs in rabbit retina generate dendritic sodium spikes that significantly sharpen DS tuning (Oesch et al., 2005; Sivyer and Williams, 2013) , and a different DSGC subtype in mouse employs both dendritic spikes and gap-junction-mediated interconnectivity to synchronize and temporally advance the timing of DS signaling (Trenholm et al., 2013 (Trenholm et al., , 2014 . We did not detect dendritic spikes in DRD4 DSGCs (data not shown), and our computer simulations did not require regenerative dendritic events to replicate experimentally recorded PSP and (somatic) AP responses and DSI values, suggesting that passive PSP propagation to the soma is sufficient to generate reliable DS detection in these DSGCs. As both dendritic and somatic spikes depend largely on postsynaptic depolarization, synaptic integration dynamics ought to influence both types of spikes similarly. We would expect, therefore, that postsynaptic multiplicative amplification would also enhance the fidelity of DS signaling in cells that produce dendritic spikes. In that case, the location of synaptic integration would shift from the soma to dendritic segments, but the rules governing synaptic input transformation to spike would likely remain similar.
Most DSGCs are symmetric about their dendritic field, although some DSGC subtypes exhibit elongated dendritic arbors that are skewed toward their PD. This morphological feature has been shown to expand the range of DS computation, probably by taking advantage of increased summation when inputs arrive onto proximal dendrites prior to the distal dendritic tips (Trenholm et al., 2011) , reminiscent of latencies in transmission between thalamic neurons and DS neurons in primary visual cortex (Saul and Humphrey, 1992) . Interestingly, cortical direction and orientation selectivity computation do not appear to require differentially tuned excitation and inhibition, as both excitatory and inhibitory inputs are larger in response to PD stimuli (Anderson et al., 2000; Murphy and Miller, 2003; Priebe and Ferster, 2008; Tan et al., 2011) . The cortex, therefore, employs what is mainly a tuned excitation DS computation scheme. Our experiments suggest that multiplicative synaptic integration in DSGCs is abolished when directionally tuned GABAergic input is made excitatory (Figure 4 ), but we were unable to test the effects of directionally tuning glutamatergic input and, therefore, NMDAR activation. In the cortex, directionally tuned NMDAR activation may give rise to dendritic NMDA spikes specifically in response to PD stimulation and therefore contribute to DS signaling (Lavzin et al., 2012; Smith et al., 2013) . In the retina, tuned excitation may be impractical, as it would presumably require many additional bipolar cell types or directional feedback inhibition onto highly compartmentalized bipolar cell terminals (Vaney et al., 2012) . Tuned inhibition may therefore represent the best feasible strategy to produce robustly tuned signals in DSGCs.
DSGC Motion Discrimination and Downstream DS Signaling
What can single DSGC responses teach us about how visual motion is encoded downstream in the visual system? In the mammalian retina, preferred directions of ON-OFF DSGCs are aligned with the four cardinal axes (Oyster and Barlow, 1967) , and downstream neurons may receive input from DSGCs with different PD orientations (Marshel et al., 2012) . A postsynaptic network could therefore directly compare responses from neighboring DSGCs that are oriented to different angles to obtain a direction profile of stimulus. The ROC analysis provides a mathematical framework for estimating the accuracy of such comparisons.
Our results show that in the absence of visual noise, there is little computational benefit to NMDAR-mediated multiplicative scaling, as both the DSI and ROC separation were similar in the presence and absence of NMDARs (Figures 6, 7, and 8) . With increasing visual noise, however, a clear distinction between the two conditions became evident, as the responses to stimuli in the absence of functioning NMDARs were overwhelmed by background noise (Figures 6, 7, and 8) . This decrease in signal fidelity upon NMDAR blockade was not simply due to a reduced excitatory drive, as increasing the number of APs with a nonmultiplicative excitatory input (with Mg 2+ -free extracellular solution) did not reverse the negative effects of visual noise on spiking responses and reduced DSI in all visual conditions (Figure 8 ).
EXPERIMENTAL PROCEDURES
See Supplemental Experimental Procedures for details. The significance level is 0.05 in all analyses unless noted otherwise.
Recording Procedures
All animal procedures were conducted in accordance with NIH guidelines, as approved by the NINDS Animal Care and Use Committee. Retinas were isolated from eGFP-DRD4/Chat-Cre/TdTomato (RRID: MMRRC_000231-UNC) mice (post-natal days 14-70). All subsequent procedures and recordings were performed in Ames media or artificial cerebrospinal fluid equilibrated with 95% O 2 /5% CO 2 . Recordings were performed in ambient light levels to reduce rod-pathway activation. All experiments were performed at $35 C.
Cells were identified by their GFP expression using a Zeiss LSM-510 multiphoton microscope.
Visual Stimulation
Light stimuli were generated with a 405-nm LED collimated and masked by an LCD display controlled by the acquisition software and focused through the microscope condenser to illuminate the tissue at the focal plane of the photoreceptors. Visual stimuli consisted of bright bars moving at 1 mm/sec along the long axis in 8 different directions.
Simulations
Multicompartmental numerical simulations were performed in the NEURON simulation environment using morphology of one reconstructed DSGC. The cell was stimulated by a network of 282 presynaptic cells, releasing simulated vesicles based on the presynaptic membrane potential. DS tuning was simulated by a stronger (inhibitory and/or excitatory, based on the examined conditions) synaptic conductance in response to a moving ''light'' bar. 
SUPPLEMENTAL INFORMATION
