To develop a system to facilitate the retrieval of radiologic images that contain similar-appearing lesions and to perform a preliminary evaluation of this system with a database of computed tomographic (CT) images of the liver and an external standard of image similarity.
Institutional review board approval was obtained for retrospective analysis of deidentifi ed patient images. Thereafter, 30 portal venous phase CT images of the liver exhibiting one of three types of liver lesions (13 cysts, seven hemangiomas, 10 metastases) were selected. A radiologist used a controlled lexicon and a tool developed for complete and standardized description of lesions to identify and annotate each lesion with semantic features. In addition, this software automatically computed image features on the basis of image texture and boundary sharpness. Semantic and computer-generated features were weighted and combined into a feature vector representing each image. An independent reference standard was created for pairwise image similarity. This was used in a leaveone-out cross-validation to train weights that optimized the rankings of images in the database in terms of similarity to query images. Performance was evaluated by using precisionrecall curves and normalized discounted cumulative gain (NDCG), a common measure for the usefulness of information retrieval.
TECHNICAL DEVELOPMENTS: Automated Retrieval of CT Images
Napel et al ing the semantic terms radiologists use to describe lesions (hereafter, semantic annotation). This plug-in also provides a structured data entry template that enables users to describe the features of lesions according to 12 categories comprising 161 possible descriptors ( Table ) selected from the RadLex controlled terminology ( 8 ) and augmented for this study with additional terms after consultation with an abdominal imaging radiologist. Once all entries have been made and validated against the controlled terminology of the annotation device, the annotations are saved in a fi le compliant with the Annotation and Image Mark-up standard ( 19, 20 ) , established by the National Cancer Institute's Cancer Bioinformatics Grid.
Computer-generated Features
Identifi ed lesions can also be characterized with image processing methods. Some features may be more quantitative versions of semantic features, while others may represent features that are not directly appreciated by human observers but nonetheless may have value in discriminating among lesion types ( 21 ) . Examples include the internal spatial distribution of pixel intensities (texture features) and analyses of the boundary between a given lesion and the surrounding tissue (boundary features).
similarity between the corresponding images. The vectors contain detailed information about lesions, including (a) feature descriptors coded by radiologists using RadLex ® ( 8 ), a comprehensive controlled terminology developed by the Radiological Society of North America, and (b) computer-generated features of pixels characterizing the interior texture of the lesion and the sharpness of its boundary. While diagnosis of liver lesions on the basis of CT results is a common and important clinical problem ( 9-16 ), our tools and algorithms are general so that they may be readily adapted to other modalities and diagnostic scenarios.
Materials and Methods

Software Tools and Components
Our approach requires that lesions on CT images be defi ned by a region of interest drawn manually or automatically. In our current implementation, lesions are identifi ed and circumscribed with an open-source medical image viewing application (OsiriX; http:// www .osirix-viewer.com/ ) ( 17 ) . Features are ascribed to each lesion in several ways, as described later in this article, and are entered into a database, making them available for combination with other features from the same lesion when computing similarity to other lesions.
Semantic Features
We developed a plug-in for the aforementioned medical image viewing software and called it the image Physician Annotation Device (hereafter, annotation device) ( 18 ) . This plug-in provides an effi cient and thorough means of captur-D iagnostic radiologists are confronted with the challenge of efficiently and accurately interpreting cross-sectional studies that often contain thousands of images ( 1 ) . Currently, this is largely an unassisted process, and a reader's accuracy is established through training and experience. Understanding how imaging features correlate with the underlying disease is central to radiologic training ( 2 ) , and a considerable amount of radiology literature has been devoted to these correlations ( 3 ). Even so, there is substantial variation in interpretation between radiologists ( 4-6 ), and accuracy varies widely ( 7 ), a problem that is compounded as the number of images increases. Thus, there is an opportunity to improve diagnostic decision making by enabling radiologists to search databases of radiologic images and reports for cases that are similar in terms of shared imaging features to the cases on which they are working. However, at present, there is no systematic link between the actual pixel data in images and the descriptions of them in radiology reports and, as a result, the growing vast repositories of clinical imaging data cannot be searched effectively for similar images on the basis of descriptions of image features.
The goal of our study was to develop a content-based image retrieval system to facilitate the retrieval of radiologic images that contain similar-appearing lesions and to perform a preliminary evaluation of this system by using a database of computed tomographic (CT) images of the liver and an external standard of image similarity. Our system creates a vector of computer-accessible features (hereafter, feature vector) for lesions seen during imaging examinations and computes measures of similarity between feature vectors, establishing
Implication for Patient Care
The ability to compare images n with those obtained in other patients has the potential to provide real-time decision support to practicing radiologists by showing them similar images with associated diagnoses and, where available, responses to various therapies and outcomes.
Advance in Knowledge
Combinations of radiologist's n descriptions with a controlled vocabulary and computer-derived features of lesion image texture and boundary sharpness can be used to retrieve similar images from an annotated image database.
TECHNICAL DEVELOPMENTS: Automated Retrieval of CT Images Napel et al nostic information; sharpness of the boundary generally refl ects tumor aggressiveness and should help readers differentiate between lesions ( 11 ). We developed an automated method with which to characterize boundary sharpness that starts by enlarging the region of interest by using morphologic operations to include a margin of normal liver. Thereafter, attenuation values are bilinearly interpolated along radial line segments that are automatically drawn at many angles from the center outward to the dilated boundary. We then fi t a est. For example, for gray-level histogrambased analysis, 14 features-including the histogram itself ( 25 ) , the low-frequency coeffi cients of its three-level Haar wavelet transform ( 26 ) , the abscissa of its peak, and its variance-are computed. For analysis of Gabor features ( 27 ) , the mean of the energy in the frequency domain over four scales and eight orientations in each of 32 bins is computed. This yields a total of 46 features. Boundary features.
-The boundary between a liver lesion and the surrounding normal liver contains critical diagWhile there are many types of computergenerated features in the literature, we chose to focus on these features on the basis of results reported for other content-based image retrieval applications (22) (23) (24) . We note that particular features that turn out to be unimportant for a particular application will receive low weights during the learning process. This is discussed further in the Similarity Measure section.
Texture features.-For each lesion, we compute multiple features on the basis of pixels within the lesion region of inter-
Complete List of Available Lesion Descriptors by Category
Category of Lesion Description Valid Selections
Overall lesion shape Amorphous, asymmetrically shaped, beaded, curved, geographic, irregularly shaped * , linear, lobular * , nodular, macronodular, micronodular, ovoid * , pedunculated, platelike, polygonal, polypoid, round * , spoke-wheel, straightened, symmetrically shaped, wedge shaped, square, rectangular Lesion margin and contours Circumscribed margin * , irregular margin * , lobulated margin, obscured margin, poorly defi ned margin * , smooth margin * , spiculated margin, mixed margin 
Evaluation Measures
We used two measures to evaluate performance. Precision recall ( 30 ) , which is commonly used in the content-based retrieval community, plots precision (the number of similar images retrieved divided by the total number of images retrieved) versus recall (the number of similar images retrieved divided by the total number of similar images in the database). Similar to the receiver operating characteristic ( 31 ) analysis commonly used in radiology research, this type of evaluation requires binary truth (the retrieved image must be defi ned in the reference standard to be similar or dissimilar to the query image). Thus, we calculated the average similarity for the two viewings of each pair (which were always agreed to within one unit), and calculated a threshold for the result to defi ne similar as having an average similarity score in the reference standard of 2.5 or greater. We also used normalized discounted cumulative gain (NDCG) ( 32 ), which is a standard technique used to measure the effectiveness of information retrieval algorithms when graded truth is available, as represented by our threepoint similarity scale. We did not use the average of the two viewings of each pair, nor did we threshold the reference standard for this analysis. NDCG is used images of liver lesions stored in a database in order of visual similarity to a query lesion. We will now describe the lesion database, the similarity reference standard, our evaluation measures, and our methods for training and evaluation.
Lesion Database
We received institutional review board approval for retrospective analysis of deidentifi ed patient images. Thereafter, we selected 30 portal venous phase CT images in which liver lesions had been identifi ed from our clinical picture archiving and communication system. The 30 lesions (13 cysts, 10 metastases, and seven hemangiomas, according to the radiology reports) were in 15 patients (eight men, seven women; mean age, 56 years; age range, 39-88 years). We selected lesions of each type that radiologists would consider typical. Cysts were nonenhancing water-attenuation circumscribed lesions. Hemangiomas showed typical features of discontinuous nodular peripheral enhancement, with fi ll-in on delayed images. Metastases were hypoattenuating, had soft-tissue attenuation, enhanced homogeneously with contrast material administration, and had less well-defi ned margins than cysts. Images were acquired between February 2007 and August 2008, and the following parameters were used: 120 kVp, 140-400 mAs, and 2.5-5.0-mm section thickness. These types of lesions are common and span a range of appearances. A radiologist (C.F.B., 15 years of abdominal CT experience) used the aforementioned medical image viewing software to circumscribe each lesion boundary and used the annotation device plug-in to choose from among the 161 semantic descriptors to annotate each lesion; descriptors that were selected marked the presence of the feature, and those not selected indicated absence.
Reference Standard
We created a separate reference standard of image similarity for the 30 CT images of liver lesions described previously to enable us to evaluate image retrieval by using the semantic and sigmoid function to each intensity profi le by using the Levenberg-Marquardt algorithm ( 28 ) and use both the difference in intensity between the lesion and the surrounding liver and the sharpness of the margin to characterize each profi le. Finally, we average each of these values across all profi les to generate two parameters that characterize mean boundary sharpness.
For each lesion, the combined output of the tools and software components described previously is a feature vector whose elements are made up of the semantic annotations and the computerderived features. In our current implementation, each vector contains a total of 209 features: one hundred sixty-one semantic features, represented as binary values (present or absent); 46 computergenerated texture features (14 histogram features, 32 Gabor features); and two boundary features.
Similarity Measure
We defi ned the similarity of a pair of lesions as the inverse of a weighted sum of differences between corresponding elements of the respective feature vectors that describe them. We computed similarity by using semantic features alone, boundary features alone, histogram and Gabor features alone (in combination, they are known as texture features), and all four features in combination. Because we had a small data set compared with the number of individual elements in each feature vector, to avoid overfi tting, we maintained equal weights for each member of each of the four groups. The fi rst two types of similarity computations (which did not combine feature groups) were straightforward. For the latter two types of similarity computations, wherein feature groups were combined, we learned the weights from the data by using a modifi ed version of a machine learning method known as adaptive boosting (AdaBoost) ( 29 ) , which is described in the Training and Evaluation section.
Preliminary Evaluation
We designed our evaluation to assess the ability of our software tools, described previously, to assist us in ranking CT Figure 3 exemplifi es retrieval results by using one of each type of lesion. Perfect retrieval would result in a ranked order of images with monotonically decreasing reference standard similarities. None of the three examples shown yielded a perfect ranking, but all three yielded a reasonable one. Images in the reference standard that were judged to be dissimilar to the query image (similarity of 1) never appeared ahead of images judged to be similar (similarity of 3) to the query image.
Discussion
We have developed a content-based retrieval system that incorporates semantic features observed by radiologists, as well as features computationally extracted from the images themselves, and shown it to be capable of yielding excellent retrieval results. Use of semantic information associated with images is not new. In fact, fi gure legends from hundreds of peer-reviewed journals can be searched with the Goldminer tool ( 33 ) , and text-based searches are the basis of the Google Images search engine and many other Web applications. However, the semantic information associated with the vast majority of radiologic images exists only in radiology reports. While these reports can be used for image retrieval ( 34 ) , this approach is problematic for the following reasons: First, reports generally refer to studies consisting of many images. Second, descriptions of lesions are not mapped to specifi c image pixels. Third, radiologists may use different terms to describe the same observation ( 35, 36 ) . Fourth, complete description of lesions is not enforced. Fifth, negation, often appearing in reports, can be confusing relative weight for that feature, and decreased the relative weight for the D lesions used in this iteration by an amount proportional to this performance. In this way, better-performing features were given more weight in the similarity calculation, and better-performing lesions (easier lesions) were less likely to be sampled again. Thus, for every withheld lesion, an optimal set of weights was computed without benefi t of the withheld one. These weights were then used in the similarity calculation to rank the remaining 29 lesions which, combined with the similarity standard for the 29 lesions, generated a single NDCG curve. Finally, for each of the four analyses (semantic, boundary, texture, combined), we computed the mean and standard deviation of NDCG over all 30 withheld lesions at each K = 1, 29, and of precision at each of 10 values of recall.
Results
Semantic annotation required approximately 3 minutes per lesion. The number of descriptors chosen per lesion ranged from eight to 11 (mean, 9.2 descriptors 6 1.2 [standard deviation]) and, in total, 26 unique descriptors were selected to indicate features present in these 30 lesions.
The similarity reference standard had the following distribution of values: Of the 870 pairs, 219 (25%) were assigned a similarity score of 3 (similar), 141 (16%) were assigned a similarity score of 2 (somewhat similar), and 510 (59%) were assigned a similarity score of 1 (not similar). Figure 1 shows precision-recall plots obtained by using texture, boundary, and semantic features alone and in combination. As ideal precision-recall plots hug the line indicating a precision of 1.0 for all values of recall, combining all features produced the best results, with average precision values of more than 90% (meaning, on average, nine of 10 images were rated to have similarity to the reference standard of 2.5 or greater) for all values of recall. Figure 2 shows the NDCG results obtained by using texture, boundary, and semantic features alone and in combito measure the usefulness (gain) on a scale of 0 to 1 of K retrieved lesions on the basis of their positions in the ranked list compared with their similarity to the query lesion according to a separate reference standard. The accumulated gain is evaluated with the weight of each retrieved lesion discounted at lower ranks. Thus, for a given K, higher NDCG(K) means more lesions similar to the query image are ranked ahead of dissimilar ones, with NDCG(K) equal to 1 implying perfect retrieval of K images.
Training and Evaluation
For the evaluation of two individual feature categories (semantic, boundary), there is no relative weighting of features; thus, training is not required. We withheld each image from the database and ranked the remaining 29 images according to our similarity measure. For each query image, we computed NDCG at each K and precision at each of 10 values of recall over all withheld images. For texture features, which are a combination of histogram and Gabor features, and for the combination of all feature categories, we used a modifi ed version of adaptive boosting (AdaBoost) ( 29 ) in a leave-one-out validation framework to learn weights for each feature category, as follows: As before, we withheld one of the 30 images. We used the similarity reference standard described previously with the remaining 29 images and computed optimal values for the weights (feature weights) to be used in the similarity computation, as follows: We fi rst initialized the feature weights and a weight for each of the 29 lesions (lesion weights) to unity. We then performed the following 200 times: We randomly sampled a subset of the 29 lesions, with random size D ( D Ն 1 and D Յ 29), with probabilities proportional to the lesion weights. For each feature group separately, we selected each of the D lesions in turn, ranked the remaining D 2 1 lesions in order of similarity, and used the similarity reference standard to compute performance, defi ned as the average over all D lesions of the average NDCG(K) over all K = 1 to D 2 1. We selected the feature group in which performance was best, increased the TECHNICAL DEVELOPMENTS: Automated Retrieval of CT Images Napel et al used as our database grows to include a broader range of lesion types. The use of algorithmic feature extraction from images has also been applied to content-based image retrieval both outside ( 22 ) and inside ( 30, 34, 38, 39 ) radiologic applications. In gray-scale radiologic images, texture features that use histograms and wavelets have proved powerful in feature extraction (40) (41) (42) (43) and may be used to capture important features that are not visually apparent theless, our study shows the utility of complete description with a controlled vocabulary, encouraging the development of more effi cient systems in the future.
We note that of the 161 unique descriptors offered by the annotation device for this clinical application, only 26 descriptors were ultimately selected. This is probably because of the limited number of lesion types in this study. We expect that more of the available terms will be ( 37 ) . As a result, little semantic content from the reporting process can be machine accessible or associated with specifi c images. Our structured approach to semantic annotation addresses all of these issues, providing consistent descriptors mapped to specifi c regions of specifi c images. With our application, an average of only 9.2 features per lesion was selected relatively quickly; however, it may be too cumbersome to use in other clinical scenarios. None- 
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Napel et al for our system. While both measures showed that our system performs well, there was less variance in the NDCG results.
Our study had several limitations, including the use of a small validation data set ( n = 30) involving only three types of relatively distinctive lesions and the fact that more than one lesion was used per patient. Besides the obvious issues with generalizability, the small size of our data set required us to limit the Precision-recall ( 30 ) calculations require binary truth; a retrieved image is either similar or dissimilar to the query image. When truth is graded (as in our threepoint similarity scale), this requires the defi nition of an arbitrary threshold, the choice of which may affect the results. In addition, precision-recall calculations do not take into account the retrieved image order. NDCG accounts for ordering and graded truth; thus, it may be a more appropriate performance measure ( 21 ) . Most often, these methods have been applied to entire images, not specifi c regions within them; however, there have been good results in the specifi c area of lung nodule classifi cation and retrieval ( 44 ) . We focused on liver lesion retrieval and showed that inclusion of carefully obtained semantic features in addition to computer-generated features is benefi cial.
In our study, we evaluated performance of our system with two measures. 
Napel et al ness, in-plane pixel size (partial volume), and lesion infi ltration, more consistency in these reconstruction parameters may improve its performance. Finally, we recognize that there are a wide variety of appearances of benign and malignant lesions and that multiphasic imaging is central to current clinical diagnosis. While we are not proposing that the current preliminary results encompass the full fi eld of liver CT, our results do suggest that it is feasible to combine human-and machine-annotated image features to retrieve images that are similar a reference standard for image similarity, our reference standard served as only a reasonable approximation to truth. Another limitation was that our system relies on identifi cation and segmentation of lesions, which currently is performed by humans and therefore may be subject to inter-and intraobserver variability. Future developments of automated detection and segmentation techniques can be incorporated and should be benefi cial. Because lesion boundary sharpness is a function of section thicknumber of feature-combining weights to avoid overfi tting during the training phase. The use of more weights would allow us to take advantage of the high dimensionality of the feature space and could lead to better understanding of the important features and improved performance. We note that although the machine-learning approach we adopted (adaptive boosting) performed well, it may not perform as well as others in this small data set with fewer patients than selected lesions. Also, as there was no objective way to create to a query image from a database of CT images of liver lesions, thereby encouraging continued development and evaluation with a larger and more comprehensive database.
In conclusion, content-based retrieval of images containing similarappearing lesions is practical; preliminary assessment of our approach shows reasonable retrieval results compared with an independently constructed pairwise visual similarity standard for three types of liver lesions visible on portal venous CT images. The technology we have developed is general and can be easily adapted to other anatomic and diagnostic scenarios in which CT and other imaging modalities are used. Ultimately, our approach could provide real-time decision support to practicing radiologists by showing them similar images with associated diagnoses and, where available, responses to various therapies and outcomes.
