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The metric between subspacesM,N ⊆ Cn,1, deﬁned by δ(M,N )= rk(PM − PN ), where rk(·) denotes rank of a matrix argument
and PM and PN are the orthogonal projectors onto the subspaces
M andN , respectively, is investigated. Such a metric takes integer
values only and is not induced by any vector norm. By exploiting
partitioned representations of the projectors, several features of
the metric δ(M,N ) are identiﬁed. It turns out that the metric
enjoys several properties possessed also by other measures used
to characterize subspaces, such as distance (also called gap),
Frobenius distance, direct distance, angle, or minimal angle.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
LetCm,n denote thesetofm × ncomplexmatrices. Thedistance (alsocalledgap)betweensubspaces
M,N ⊆ Cn,1 is commonly deﬁned by
dist(M,N ) = ‖PM − PN‖2, (1.1)
where ‖ · ‖2 denotes the spectral norm of a matrix argument, whereas PM and PN are the or-
thogonal projectors onto M and N , respectively; see [7, p. 387]. Recall that for N ∈ Cm,n, the spec-
tral norm satisﬁes ‖N‖2 = √λmax(N∗N), with λmax(N∗N) being the largest eigenvalue of N∗N and
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N∗ standing for the conjugate transpose of N. Note that dist(M,N ) is a metric in the set of all
subspaces in Cn,1, i.e., dist(M,N ) enjoys the following properties: (i) dist(M,N ) > 0 if M /= N ,
dist(M,M)=0; (ii) dist(M,N )=dist(N ,M); and (iii) dist(M,N ) dist(M,L) + dist(L,N ). Fur-
thermore, we have dist(M,N ) 1 for allM,N ⊆ Cn,1; see [7, p. 388] or Corollary 27 in [5]. (For a col-
lectionof results on thedistance, obtainedwith the sameapproachas theoneused in thepresentpaper,
see [2, Section 5].)
Another distance which yields a metric is the Frobenius distance between subspaces, forM,N ⊆
Cn,1 speciﬁed by
distF(M,N ) = ‖PM − PN‖F . (1.2)
Here ‖ · ‖F stands for the Frobenius matrix norm, for N ∈ Cm,n deﬁned by ‖N‖F = √tr(N∗N), where
tr(·) is the trace of a matrix argument. Using the fact that the trace of a projector coincides with its
rank, we may write
distF(M,N ) =
√
rk(PM) + rk(PN ) − 2tr(PMPN );
cf. [3, Fact 9.9.13].
As analternative to thedistances introduced in (1.1) and (1.2), inwhat followsweconsider adistance
betweenM,N ⊆ Cn,1, which we deﬁne as
δ(M,N ) = rk(PM − PN ), (1.3)
where rk(·) is the rank of amatrix argument. It is immediately seen that δ(M,N ) is nonnegative with
δ(M,N ) = 0 if and only ifM = N , and that δ(M,N ) = δ(N ,M). Furthermore,
δ(M,N ) = rk(PM − PN ) = rk[PM − PL + (PL − PN )]
 rk(PM − PL) + rk(PL − PN ) = δ(M,L) + δ(L,N ),
implying that δ(M,N ) deﬁnes a metric in Cn,1 as well. It is known that both spectral and Frobenius
norms are unitarily invariant. The properties of the rank ensure that unitarily invariance character-
izes also the metric speciﬁed in (1.3). This is an essential feature from the point of view of possible
applications, for instance in problems occurring in perturbation analysis; see e.g., [17–19,22]. Some
of such applications dealing with the almost-near relations may be concluded from [6]. It should be
also stressed that the deﬁnition of the distance δ(·, ·) is based on the known fact that there is one-
to-one correspondence between an orthogonal projector and a subspace onto which it projects. This
fact ensures that many characteristics of the notions of geometrical nature, such as subspaces, can be
expressed in a purely algebraic language.
In some situations, the distances speciﬁed in (1.1)–(1.3) coincide, in others they do not. Consider,
for example, orthogonal projectors of the forms
P1 = I2 =
(
1 0
0 1
)
and Q =
(
1
2
1
2
1
2
1
2
)
.
Then,
dist[R(P1),R(Q )] = distF [R(P1),R(Q )] = δ[R(P1),R(Q )] = 1,
with R(.) denoting the column space of a matrix argument. If, however, P1 = I2 is replaced with
P2 = diag(1, 0), then
dist[R(P2),R(Q )] = 1√
2
, distF [R(P2),R(Q )] = 1, δ[R(P2),R(Q )] = 2.
These observations are in accordance with the general properties, namely that for any subspaces
M,N ⊆ Cn,1, dist(M,N ) distF(M,N ) and dist(M,N ) δ(M,N ); the ﬁrst of these inequalities
being known in the literature (see e.g., [3, Fact 9.8.12]), whereas the validity of the latter is
obvious. The question remains: what is the relationship (if any) between the Frobenius and rank
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distances? The answer is established in Section 3, and shows that distF(M,N )never exceeds δ(M,N ).
Thus,
dist(M,N ) distF(M,N ) δ(M,N ).
In what follows, the set of orthogonal projectors in Cn,1 (Hermitian idempotent matrices of order
n) will be denoted byCOPn , i.e.,
COPn =
{
N ∈ Cn,n: N2 = N = N∗
}
.
An essential property of any orthogonal projector is that P ∈ COPn if and only if it is expressible asNN†
for some N ∈ Cn,m, where N† ∈ Cm,n is the Moore–Penrose inverse of N, i.e., the unique solution to
the equations
NN†N = N, N†NN† = N†, (NN†)∗ = NN†, (N†N)∗ = N†N.
Then NN† is the orthogonal projector onto R(N). Consequently, In − NN† is the orthogonal projector
onto the null space of N∗, denoted by N (N∗), such that Cn,1 = R(N) ⊥⊕N (N∗), with the symbol ⊥⊕
being used to indicate that the two subspaces involved in the direct sum are orthogonal. Similarly,
N†N and Im − N†N are the orthogonal projectors onto R(N∗) and N (N), respectively, where Cm,1 =
R(N∗)
⊥⊕N (N).
Let P ∈ COPn be of rank r. By the spectral theorem, there exists a unitary U ∈ Cn,n such that
P = U
(
Ir 0
0 0
)
U∗, (1.4)
where Ir is the identitymatrix of order r. The representation (1.4) can beused to determinepartitioning
of any other orthogonal projector of order n, say Q ∈ COPn . Namely, with the use of the same matrix
U, we can write
Q = U
(
A B
B∗ D
)
U∗, (1.5)
with A ∈ Cr,r and D ∈ Cn−r,n−r being Hermitian. Two particular versions of the representation (1.5)
are obtained when r = 0, in which case matrices A and B are absent, and when r = n, in which case
matrices D and B are absent.
In what follows, the symbols A and D will stand for A = Ir − A and D = In−r − D. Moreover, the
orthogonal projectors onto the column spaces of the submatrices of Q given in (1.5), will be denoted
by PN, i.e., PN = NN†, where N ∈ {A,A, B, B∗,D,D}. Moreover, P˜N will mean P˜N = Ik − NN†, where Ik
is the identity matrix of an appropriate order.
Thenext sectionprovidesacollectionofuseful relationships involvingmatricesA,B, andDoccurring
in (1.5). In Section 3, being the main part of the paper, various characterizations of the metric (1.3)
are established. Particular attention is paid therein to the similarities and dissimilarities between
the metric and other measures used to characterize subspaces, such as distance, Frobenius distance,
direct distance, angle, or minimal angle. The paper is concluded with Appendix, which contains some
supplementary results.
2. Preliminary results
The following four lemmas concern relationships between submatrices A, B, and D involved in the
matrix Q given in (1.5). They will be used subsequently.
Lemma 1. Let Q ∈ COPn be partitioned as in (1.5). Then:
(i) A = A2 + BB∗ or, equivalently, AA = BB∗,
(ii) B = AB + BD or, equivalently, B∗ = B∗A + DB∗,
(iii) D = D2 + B∗B or, equivalently, DD = B∗B.
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Proof. The three relationships are straightforward consequences of the condition Q 2 = Q . 
It is noteworthy that conditions (i) and (iii) of Lemma 1 combined with the facts that A and D are
Hermitian, respectively, ensure that A and D are both nonnegative deﬁnite.
Lemma 2. Let Q ∈ COPn be partitioned as in (1.5). Then:
(i) R(B) ⊆ R(A),
(ii) R(B) ⊆ R(A),
(iii) R(B∗) ⊆ R(D),
(iv) R(B∗) ⊆ R(D),
(v) A†B = BD†,
(vi) A
†
B = BD†.
Proof. Condition (i) follows from Lemma 1(i) by noting that
R(A) = R(AA∗ + BB∗) = R(AA∗) + R(BB∗) = R(A) + R(B),
where the second equality is a consequence of the fact thatAA∗ andBB∗ are both nonnegative deﬁnite.
The next three conditions are obtained similarly.
Further, from Lemma 1(ii) it follows that A†B = A†(AB + BD). Hence, on account of the inclu-
sion R(B) ⊆ R(A∗), being a modiﬁed version of condition (i) of the lemma, which is equivalent to
A†AB = B, we get A†B = B + A†BD. In consequence, B = A†BD. Postmultiplying this equation by D†
and utilizing condition (iv) of the lemma,which can equivalently be expressed asBDD
† = B, we arrive
at condition (v). The last condition is established analogously. 
Lemma 3. Let Q ∈ COPn be partitioned as in (1.5) Then:
(i) A − BD†B∗ = P˜A ,
(ii) A + BD†B∗ = PA ,
(iii) D − B∗A†B = P˜D,
(iv) D + B∗A†B = PD,
(v) D + B∗A†B = PD,
(vi) D − B∗A†B = P˜D,
(vii) A + BD†B∗ = PA ,
(viii) A − BD†B∗ = P˜A .
Proof. The proof will be limited to condition (i). By Lemma 1(i) and Lemma 2(vi), it follows that
BD†B∗ = A†AA. Hence, BD†B∗ = A†(Ir − A)A, and taking into account that A A† = A†A (being a
consequence of A = A∗), we in turn get A − BD†B∗ = Ir − A†A, establishing condition (i) of the
lemma. 
Lemma 4. Let Q ∈ COPn be partitioned as in (1.5). Then:
(i) rk(A) = r − rk(A) + rk(B),
(ii) rk(D) = n − r + rk(B) − rk(D).
Proof. We establish condition (i) only, for the other one is derived in a similar way. From (2.12) in
[20] it follows that rk(AA) = rk(A) + rk(A) − r. Hence, on account of Lemma 1(i), we get rk(A) =
r − rk(A) + rk(BB∗) = r − rk(A) + rk(B). 
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The partitioning of Q of the form (1.5) is determined by the partitioning of P being of rank r. A
crucial question originates what is the rank of Q . The answer to this question is given in the lemma
below. Ranks of several functions of P and Q are considered therein as well.
Lemma 5. Let P,Q ∈ COPn and let Q be partitioned as in (1.5). Then:
(i) rk(Q ) = rk(A) − rk(B) + rk(D),
(ii) rk(PQ ) = rk(A),
(iii) rk(PQ ) = rk(A),
(iv) rk(PQ ) = rk(D),
(v) rk(P Q ) = rk(D),
(vi) rk(In − PQ ) = n − rk(A) + rk(B),
(vii) rk(P + Q ) = r + rk(D),
(viii) rk(P − Q ) = rk(A) + rk(D),
(ix) rk(PQ + QP) = rk(A) + rk(B),
(x) rk(PQ − QP) = 2 rk(B),
(xi) rk(P + Q − PQ ) = r + rk(D),
(xii) rk(In − P − Q ) = rk(A) + rk(D).
Proof. Derivations of condition (i) are based on the property known as “rank additivity on the Schur
complement”. Recall that this property ensures that rank of N ∈ Cn,n, of the form
N =
(
E F
G H
)
,
with E ∈ Cr,r and H ∈ Cn−r,n−r , whereR(F) ⊆ R(E) andR(G∗) ⊆ R(E∗), is given by
rk(N) = rk(E) + rk(H − GE†F);
for a more general version of this result see e.g., Corollary 19.1 in [12]. Hence, in view of Lemma 2(i),
the matrix Q of the form (1.5) satisﬁes rk(Q ) = rk(A) + rk(D − B∗A†B). By virtue of Lemma 3(iii),
we further get
rk(Q ) = rk(A) + rk(P˜D) = rk(A) + n − r − rk(D),
whence point (i) of the lemma follows from Lemma 4(ii).
The remaining conditions are establishedby exploiting representations of the subsequent functions
of P and Q . More precisely, conditions (ii)–(vi), (viii), and (xii) are obtained on account of the rank
additivity property recalled above, where: in the case of condition (vi), Lemma 4(i) is to be applied;
in the case of condition (viii), Lemma 3(v) is to be utilized; and in the case of condition (xii), Lemma
3(iv) is to be used. Further, condition (vii) follows from formula (2.10) in [20], condition (x) is a direct
consequence of formula (8.3) in [12], and condition (ix) is established by utilizing formula (2.13) in
[20] and conditions (vii), (viii), and (x) of the lemma. Since the validity of (xi) is seen straightforwardly,
the proof is complete. 
An important tool in constructing orthogonal projectors onto given column spaces is provided by
the next lemma recalling two results known in the literature.
Lemma 6. Let P,Q ∈ COPn . Then:
(i) P + P(PQ )† is the orthogonal projector ontoR(P) + R(Q ),
(ii) P − P(PQ )† is the orthogonal projector ontoR(P) ∩ R(Q ).
Proof. Statements (i) and (ii) constitute equivalences (3.1) ⇔ (3.6) and (4.1) ⇔ (4.8) in [16], re-
spectively. 
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Using Lemma 6 we obtain the following representations of the orthogonal projectors onto sums
and intersections of certain subspaces, including their dimensions.
Lemma 7. Let P,Q ∈ COPn and let Q be partitioned as in (1.5). Then:
(i) PR(P)+R(Q ) = U
(
Ir 0
0 PD
)
U∗, where dim[R(P) + R(Q )] = r + rk(D),
(ii) PR(P)+N (Q ) = U
(
Ir 0
0 PD
)
U∗, where dim[R(P) + N (Q )] = n + rk(B) − rk(D),
(iii) PN (P)+R(Q ) = U
(
PA 0
0 In−r
)
U∗, where dim[N (P) + R(Q )] = n − r + rk(A),
(iv) PN (P)+N (Q ) = U
(
PA 0
0 In−r
)
U∗, where dim[N (P) + N (Q )] = n − rk(A) + rk(B).
Proof. We establish point (i) only, for the remaining ones are obtained similarly. On account of condi-
tions (iii) of Lemmas 1 and 2, direct veriﬁcations show that the Moore–Penrose inverse of PQ is given
by
(PQ )† = U
(
0 BD†
0 PD
)
U∗. (2.1)
Hence, from Lemma 6(i) it follows that the orthogonal projector onto R(P) + R(Q ) has the form
claimed in point (i). The validity of the remaining part of this point is clearly seen. 
Lemma 8. Let P,Q ∈ COPn and let Q be partitioned as in (1.5). Then:
(i) PR(P)∩R(Q ) = U
(
P˜A 0
0 0
)
U∗, where dim[R(P) ∩ R(Q )] = rk(A) − rk(B),
(ii) PR(P)∩N (Q ) = U
(
P˜A 0
0 0
)
U∗, where dim[R(P) ∩ N (Q )] = r − rk(A),
(iii) PN (P)∩R(Q ) = U
(
0 0
0 P˜D
)
U∗, where dim[N (P) ∩ R(Q )] = rk(D) − rk(B),
(iv) PN (P)∩N (Q ) = U
(
0 0
0 P˜D
)
U∗, where dim[N (P) ∩ N (Q )] = n − r − rk(D).
Proof. We again establish point (i) only. Direct veriﬁcations, with the use of conditions (iii) of Lemma
1, (ii), (vi) of Lemma 2, and (ii) of Lemma 3, show that the Moore–Penrose inverse of PQ is given by
(PQ )† = U
(
PA 0−D†B∗ 0
)
U∗. (2.2)
Hence, from Lemma 6(ii) it follows that the orthogonal projector onto R(P) ∩ R(Q ) is of the form
given in point (i) of the lemma. Furthermore, since dim[R(P) ∩ R(Q )] = rk[PR(P)∩R(Q )], it is seen
that
dim[R(P) ∩ R(Q )] = rk(P˜A) = rk(Ir − A A†) = r − rk(A),
and the remaining part of point (i) follows on account of Lemma 4(i). 
The lemma below provides several characterizations involvingR(P) andR(Q ) expressed in terms
of ranks of the submatrices A, B, and D.
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Lemma 9. Let P,Q ∈ COPn and let Q be partitioned as in (1.5). Then:
(i) R(P) ∩ R(Q ) = {0} ⇔ rk(A) = rk(B),
(ii) R(P) + R(Q ) = Cn,1 ⇔ rk(D) = n − r,
(iii) R(P) ⊥ R(Q ) ⇔ rk(A) = 0,
(iv) R(P) ⊕ R(Q ) = Cn,1 ⇔ rk(A) = rk(B) and rk(D) = n − r,
(v) R(P)
⊥⊕R(Q ) = Cn,1 ⇔ rk(A) = 0 and rk(D) = n − r.
Proof. Equivalences (i) and (ii) follow directly from points (i) of Lemmas 8 and 7, respectively. To
establish the next condition, we utilize the fact thatR(P) ⊥ R(Q ) ⇔ PQ = 0. Obviously, PQ = 0 if
and only if A = 0, i.e., rk(A) = 0. The proof is concluded by observing that condition (iv) is obtained
from points (i) and (ii), whereas condition (v) follows from points (ii) and (iii). 
It is known that P,Q ∈ COPn satisfy PQ = 0 ⇔ P + Q ∈ COPn ; see Halmos [8, Theorem in §30].
Therefore, we conclude from the proof of Lemma 9 that the two conditions constituting equivalence
(iii) are necessary and sufﬁcient for P + Q ∈ COPn .
3. Main results
In general, the function
d(M,N) = rk(M − N), (3.1)
whereM,N ∈ Cn,n, deﬁnes a metric inCn,n; see [6, p. 303], [21, Section 3.1], or [11, p. 1050]. However,
for arbitraryM andN, themetric (3.1) provides no information about the subspaces attributed to these
matrices. This is no longer the case when M,N ∈ Cn,n are replaced with P,Q ∈ COPn , and the metric
is speciﬁed as
d(P,Q ) = rk(P − Q ). (3.2)
Then, the distance betweenM,N ⊆ Cn,1 deﬁned in (1.3) clearly satisﬁes
δ(M,N ) = d(PM, PN ), (3.3)
what can be looked at as a relationship demonstrating the aforementioned one-to-one correspon-
dence between orthogonal projectors and subspaces attributed to them. Subsequently we investigate
the functions involved in (3.3), using, depending on the situation, either the notion of the subspace
metric δ(·, ·) or matrix metric d(·, ·). The latter often occurs in the generalized form, with projectors
P and Q replaced by their functions, say f (P) and g(Q ), respectively. Then, (3.2) takes the form
d[f (P), g(Q )] = rk[f (P) − g(Q )], implying, for instance, that d(P + Q , 0) = rk(P + Q ) and d(P +
Q , P − Q ) = rk(Q ). The right-hand sides of these relationships can be further expressed in terms of
ranks of matrices involved in representation of Q given in (1.5). For example, combining (3.2) with
Lemma 5(viii) gives
d(P,Q ) = rk(A) + rk(D). (3.4)
The ﬁrst theorem of the paper concerns a relationship between the Frobenius and rank distances.
Theorem 1. LetM,N ⊆ Cn,1. Then
distF(M,N ) δ(M,N ). (3.5)
Moreover, distF(M,N ) = δ(M,N ) only if eitherR(PM) ⊆ R(PN ) orR(PN ) ⊆ R(PM).
Proof. Let P = PM and Q = PN , with P and Q being of the forms (1.4) and (1.5), respectively. Then,
a modiﬁed version of (3.5), namely
dist2F(M,N ) δ(M,N ), (3.6)
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can be rewritten as
rk(P) + rk(Q ) − 2tr(PQ ) rk(P − Q ).
Hence, from conditions (ii) of Lemma 4 and (i), (viii) of Lemma 5, we get rk(A) − rk(B) tr(PQ ). To
prove that this inequality necessarily holds, we recall that in [2] it was shown that the eigenvalues of
A belong to the set [0, 1], and the number of unit eigenvalues equals rk(A) − rk(B); in consequence,
A has rk(B) eigenvalues in (0, 1). Furthermore, since A is Hermitian, it is unitarily diagonalizable.
Observing that tr(PQ ) = tr(A), we, thus, obtain
tr(PQ ) = rk(A) − rk(B) +
rk(B)∑
j=1
λj , (3.7)
where λj are the eigenvalues of A belonging to (0, 1). Hence, the validity of (3.6) is clear. Moreover,
since δ(M,N ) takes discrete values only, it is straightforwardly seen that (3.6) implies (3.5).
Let us now prove the second part of the theorem. It is clear that distF(M,N ) = δ(M,N ) can be
expressed as
rk(P) + rk(Q ) − 2tr(PQ ) = [rk(P − Q )]2,
whence, on account of conditions (i) of Lemma 4 and (i), (viii) of Lemma 5, as well as (3.7), we arrive
at
rk(A) + rk(D) − [rk(A) + rk(D)]2 = 2
rk(B)∑
j=1
λj. (3.8)
Since rk(A) + rk(D) is necessarily an integer and all λjs are positive, it is seen that (3.8) is satisﬁed
merely when B = 0 holds along with either rk(A) + rk(D) = 0 or rk(A) + rk(D) = 1. Clearly,
rk(A) + rk(D) = 0 ⇔ rk(A) = 0, rk(D) = 0 ⇔ A = Ir , D = 0
and, in the light of B = 0,
rk(A) + rk(D) = 1 ⇔
{
rk(A) = 1, rk(D) = 0 ⇔ rk(A) = r − 1, D = 0,
rk(A) = 0, rk(D) = 1 ⇔ A = Ir , rk(D) = 1.
Concluding, distF(M,N ) = δ(M,N ) is fulﬁlled if and only if
A = Ir , B = 0, rk(D) 1 or rk(A) r − 1, B = 0, D = 0. (3.9)
It can be directly veriﬁed, that conjunction A = Ir , B = 0 is equivalent to R(P) ⊆ R(Q ), whereas
B = 0, D = 0 holds if and only ifR(Q ) ⊆ R(P). Thus, the second part of the theorem follows. 
It is worth stressing that (3.9) provides conditions necessary and sufﬁcient for distF(M,N ) =
δ(M,N ). Theorem 1 though, lists necessary conditions only, for there does not seem to be a nice way
to express inequalities rk(A) r − 1 and rk(D) 1 in terms of the projectors P and Q .
From (2.1) and (2.2) it is seen that rk[(PQ )† + (QP)†] = rk(A) + rk(D), whence d(P,Q ) =
d[(PQ )†,−(QP)†]. Analogously, using
d(P,Q ) = d(Q , P) = rk(In − P − Q ) = rk(A) + rk(D),
we obtain d(P,Q ) = d(Q , P) = d[(QP)†,−(P Q )†]. Another expression for d(P,Q ) is given below.
Theorem 2. Let P,Q ∈ COPn . Then d(P,Q ) = tr[(PQ )†] + tr[(QP)†].
Proof. From (2.1) and (2.2) it directly follows that tr[(PQ )†] + tr[(QP)†] = tr(PA) + tr(PD). Thus
tr[(PQ )†] + tr[(QP)†] = rk(A) + rk(D). 
Theorem 2 can be also concluded from the considerations in [1, p. 523], where it was shown that
PR(P−Q ) = PR(PQ ) + PR(PQ ). Another relevant relationship originating from the derivations in [1] is
that PR(P−Q ) = (PQ )† + (QP)†.
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It turns out that several characteristics of the pair P,Q ∈ COPn , when Q is partitioned as in (1.5),
can be expressed in terms of rk(B). For instance, rk(B) is the number of eigenvalues of PQ belonging
to (0, 1). Further expressions for rank of B are given below.
Lemma 10. Let P,Q ∈ COPn and let Q be partitioned as in (1.5). Then each of the metrics
(i) d(PQ , PR(P)∩R(Q )), (ii) d(PQ , PR(PQ )), (iii) d(PR(PQ ), PR(P)∩R(Q )),
is equal to rk(B).
Proof. From (1.4), (1.5), and Lemma 8(i) it follows that
PQ − PR(P)∩R(Q ) = U
(
A − P˜A B
0 0
)
U∗. (3.10)
In view of the fact that rk(N) = rk(NN∗) for any N ∈ Cm,n, direct calculations with the use of Lemma
1(i), Lemma 3(i), and relationship AP˜A = P˜A , lead to
rk(PQ − PR(P)∩R(Q )) = rk(BD†B∗).
Exploiting the properties of the rank, we further have rk(BD†B∗) = rk(BD†) = rk(PB∗PD). Lemma
2(iii) entails rk(PB∗PD) = rk(PB∗) = rk(B), which completes the proof related to point (i) of the
lemma.
The proof of point (ii) is obtained similarly. First observe that direct veriﬁcations with the use of
conditions (i) of Lemmas 1 and 2 conﬁrm that the Moore–Penrose inverse of PQ is of the form
(PQ )† = U
(
PA 0
B∗A† 0
)
U∗.
Whence
PR(PQ ) = U
(
PA 0
0 0
)
U∗, (3.11)
leading to
PQ − PR(PQ ) = U
(
A − PA B
0 0
)
U∗.
Analogous steps as in the case of point (i), this time by virtue of Lemma 1(i), Lemma 2(iv), and Lemma
3(vii), show that rk(PQ − PR(PQ )) = rk(BD†B∗) = rk(B).
Finally, from (3.11) and Lemma 8(i) we get
PR(PQ ) − PR(P)∩R(Q ) = U
(
PA − P˜A 0
0 0
)
U∗.
In the light of the relationship PA − P˜A = PB, originating from the considerations in [1, p. 525], the
validity of the equality d(PR(PQ ), PR(P)∩R(Q )) = rk(B) is clearly seen. 
Lemma 10 claims that δ[R(PQ ),R(P) ∩ R(Q )] = rk(B). Direct calculations show that
distF [R(PQ ),R(P) ∩ R(Q )] = √rk(B), i.e., in this case the Frobenius distance is the square root
of the rank distance. Actually, this fact follows from the general characterization that δ(M,N ) =
[γF(M,N )]2 ⇔ PMPN = PNPM for anyM,N ⊆ Cn,1.
Needless to say, expressions for the rankmetric of further functions of P,Q ∈ COPn can be obtained.
Some examples are provided in the lemma below.
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Lemma 11. Let P,Q ∈ COPn and let Q be partitioned as in (1.5). Then:
(i) d(P + Q , PQ ) = r + rk(D),
(ii) d(P + Q , PR(PQ )) = r − rk(B) + rk(D),
(iii) d(PR(P+Q ), PQ ) = r − rk(A) + rk(B) + rk(D),
(iv) d(PR(P+Q ), PR(PQ )) = r − rk(A) + rk(D).
Proof. Point (i) of the lemma is a direct consequence of Lemma 5(xi). To prove the validity of the
relationship (ii), ﬁrst note that (1.4), (1.5), and (3.11) entail
P + Q − PR(PQ ) = U
(
P˜A + A B
B∗ D
)
U∗. (3.12)
Lemma 1 and Lemma 2(i) ensure that thematrix (3.12) is idempotent, whence rk(P + Q − PR(PQ )) =
tr(P˜A + A + D) = tr(P˜A) + tr(Q ). Taking into account that tr(P˜A) = rk(P˜A) = r − rk(A) and
tr(Q ) = rk(Q ), from Lemma 5(i) we readily obtain the asserted condition.
Let us now proceed to point (iii). Since P and Q are both nonnegative deﬁnite, they satisfy R(P +
Q ) = R(P) + R(Q ). With this fact in mind, from the projectors given in (1.4), (1.5), and Lemma 7(i)
we get
PR(P+Q ) − PQ = U
(
A −B
0 PD
)
U∗.
In view of Lemma 2(ii), the rank additivity property, recalled in the proof of Lemma 5, leads to
rk(PR(P+Q ) − PQ ) = rk(A) + rk(PD), what, on account of Lemma 4(i), establishes the claim.
To prove the last condition of the lemma, observe that the projectors given in Lemma 7(i) and (3.11)
satisfy
PR(P+Q ) − PR(PQ ) = U
(
P˜A 0
0 PD
)
U∗,
whence the assertion is seen. 
Lemma 11 is supplemented with a couple of comments. First note that from Lemma 11(i) it follows
that d(P + Q , PQ ) = rk(P + Q ) = dim[R(P) + R(Q )]. On the other hand, from Lemma 11(ii) we
conclude that d(P + Q , PR(PQ )) = dim{R(P) + [N (P) ∩ R(Q )]}, and, furthermore, that P + Q −
PR(PQ ) = PN (P Q ); both these facts can be shownwith the use of the present approach without much
effort. It is also noteworthy that rank metric calculated in Lemma 11(iii) satisﬁes d(PR(P+Q ), PQ ) =
d(P,Q ). The ﬁnal comment concerns a comparison between the rank distance provided in Lemma
11(iv) and the corresponding Frobenius distance. It is seen that the orthogonal projectors onto the
subspacesR(P + Q )andR(PQ ) commute, fromwhereweconclude thatalso in this case theFrobenius
distance is the square root of the rank distance.
Straightforward calculations with the use of Lemma 1 lead to
PQ (PQ )∗ = U
(
A 0
0 0
)
U∗ and (QP)∗QP = U
(
0 0
0 D
)
U∗.
Hence, in the light of (3.4), we obtain
d(P,Q ) = rk(QP) + rk(PQ ) = d(QP, 0) + d(PQ , 0).
Note that an analogous result holds for the distance betweenM = R(P) andN = R(Q ), namely
dist(M,N ) = max{‖QP‖2, ‖PQ‖2} = max
{√
λmax(D),
√
λmax(A)
}
;
see [13, Section 5.15] and [2, Section 5].
Another similarity between the rankmetric and one of the notions used in the literature to charac-
terize subspaces is identiﬁed below. It concerns the result established in [2, Theorem 9], which claims
that the direct distance betweenM,N ⊆ Cn,1, deﬁned by
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η(M,N ) = max
m∈M
‖m‖=1
‖(In − PN )m‖,
satisﬁes
η(M,N ) = η[M ∩ (M ∩ N )⊥,N ∩ (M ∩ N )⊥].
An analogous characterization holds for the rank metric.
Theorem 3. LetM,N ⊆ Cn,1. Then δ(M,N ) = δ[M ∩ (M ∩ N )⊥,N ∩ (M ∩ N )⊥].
Proof. In view of Lemma 2(iii), from the representation of QP and its Moore–Penrose inverse, easily
obtainable from (2.1), it follows that
PR(QP) = U
(
BD†B∗ B
B∗ D
)
U∗. (3.13)
On the other hand, with the use of Lemma 2(ii), Lemma 3(i), and the fact that AP˜A = P˜A , applying
Lemma 6(ii) to projectors (1.5) and the one given in Lemma 7(iv) shows that the projector
PR(Q )∩[N (P)+N (Q )] has the same form as PR(QP) given in (3.13). Thus,
R(QP) = R(Q ) ∩ [N (P) + N (Q )], (3.14)
and, by interchanging P and Q in (3.14),
R(PQ ) = R(P) ∩ [N (P) + N (Q )]. (3.15)
The projector onto R(PQ ) can be obtained from the representation of PQ and its Moore–Penrose
inverse given in (2.2), and, by using Lemma 3(ii), it follows that
PR(PQ ) = U
(
PA 0
0 0
)
U∗. (3.16)
From (3.13) and (3.16) we get
PR(PQ ) − PR(QP) = U
(
A −B
−B∗ −D
)
U∗. (3.17)
To complete the proof, we need the rank of theHermitianmatrix given in (3.17). The problemof ﬁnding
it becomes trivial when one realizes that rank of this matrix equals the rank of
(PR(PQ ) − PR(QP))2 = U
(
A 0
0 D
)
U∗,
in derivation of which Lemma 1 was referred to. Thus,
rk(PR(PQ ) − PR(QP)) = rk(A) + rk(D),
what, in the light of (3.4), completes the proof. 
As can be straightforwardly veriﬁed, Theorem 3 remains true when the rank distance is replaced
with the Frobenius distance, i.e.,
distF(M,N ) = distF [M ∩ (M ∩ N )⊥,N ∩ (M ∩ N )⊥]
holds true.
On account of Lemma 4(i) and Lemma 5(x), combining (3.4) with rk(A) r and rk(B) rk(D) gives
d(P,Q ) d(PQ ,QP) ⇔ rk(A) = r and rk(B) = rk(D).
One immediate observation is that d(P,Q ) d(PQ ,QP) ⇔ d(P,Q ) = d(PQ ,QP). The list of six fur-
ther conditions equivalent to d(P,Q ) d(PQ ,QP) is given in the theorem belowwhich was originally
established as Theorem 10 in [2].
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Theorem 4. Let P,Q ∈ COPn . Then the following statements are equivalent:
(i) dist[R(P),R(Q )] < 1,
(ii) R(P) ∩ N (Q ) = {0} andN (P) ∩ R(Q ) = {0},
(iii) rk(P) = rk(PQ ) and rk(Q ) = rk(PQ ),
(iv) R(P) = R(PQ ) andR(Q ) = R(QP),
(v) rk(P + Q ) = rk(PQ + QP),
(vi) P + Q has no eigenvalues equal to 1.
Straightforward calculations show that
distF [R(P),R(Q )] distF [R(PQ ),R(QP)] ⇔ rk(A) = r, rk(B) = rk(D). (3.18)
This means that Theorem 4 can be extended by the condition on the left-hand side of equivalence
(3.18).
Lemma 10(i) claims that d(PQ , PR(P)∩R(Q )) = rk(B). It is clear that when R(P) ∩ R(Q ) = {0},
then d(PQ , PR(P)∩R(Q )) = d(PQ , 0) = rk(A). In view of Lemma 2(i) it is thus seen that
0 d(PQ , PR(P)∩R(Q )) d(PQ , 0) r.
This result is related to Lemma 3 in [4], according to which 0 C(M,N ) C0(M,N ) 1, where
C(M,N ) and C0(M,N ) denote the angle and minimal angle between M,N ⊆ Cm,n, respectively.
Note that the notions of the angle and minimal angle coincide when subspacesM andN are disjoint.
Another characterization established in [4, Lemma 3] is
C(M,N ) = C0[M ∩ (M ∩ N )⊥,N ∩ (M ∩ N )⊥]. (3.19)
Taking P = PM and Q = PN , and introducing
γ (M,N ) := d(PQ , PR(P)∩R(Q )) and γ0(M,N ) := d(PQ , 0), (3.20)
we arrive at the rank metric counterpart of (3.19), which is given in point (i) of the theorem below.
Theorem 5. LetM,N ⊆ Cm,n and let γ (M,N ) and γ0(M,N ) be as deﬁned in (3.20). Then:
(i) γ (M,N ) = γ0[M ∩ (M ∩ N )⊥,N ∩ (M ∩ N )⊥],
(ii) γ (M,N ) = γ0[M,N ∩ (M ∩ N )⊥].
Proof. Let P = PM and Q = PN . In view of (3.20), point (i) of the theorem will be established if we
show that
rk(PQ − PR(P)∩R(Q )) = rk(PR(PQ )PR(QP)),
where the relationships PR(PQ ) = PR(P)∩[N (P)+N (Q )] and PR(QP) = PR(Q )∩[N (P)+N (Q )], provided in
the proof of Theorem 3, were used. On account of Lemma 2(ii) and Lemma 3(i), from (3.13) and (3.16)
it follows that
PR(PQ )PR(QP) = U
(
A − P˜A B
0 0
)
U∗. (3.21)
Observing that thematrix (3.21) coincides with PQ − PR(P)∩R(Q ) given in (3.10), establishes point (i).
Theproofofpoint (ii)will be limited to theobservation thatγ0[M,N ∩ (M ∩ N )⊥] = rk(PPR(QP)),
where PPR(QP) = PR(PQ )PR(QP). 
Theorem 5 is supplemented with several comments. The ﬁrst of them concerns the question
whether the two characteristics given therein are also valid for the Frobenius distance. Introducing
P = PM and Q = PN , we deﬁne the Frobenius counterparts of γ and γ0 speciﬁed in (3.20) as
γF(M,N ) := distF [R(PQ ),R(P) ∩ R(Q )], (3.22)
γ0F(M,N ) := distF [R(PQ ), {0}]. (3.23)
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Then, direct derivations lead to the conclusion that the answer to the question is afﬁrmative, i.e., that
relationships
γF(M,N ) = γ0F [M ∩ (M ∩ N )⊥,N ∩ (M ∩ N )⊥],
γF(M,N ) = γ0F [M,N ∩ (M ∩ N )⊥]
are indeed satisﬁed.
The second comment is that another similarity, namely between the rank metric and the angle be-
tween subspaces, is evident by comparing the relationship d(PQ , PR(P)∩R(Q )) = rk(BD†B∗) = rk(B),
originating from the proof of Lemma 10, with the characterization of the angle given in [2, Section 4],
which reads
C[R(P),R(Q )] = ‖PQ − PR(P)∩R(Q )‖ =
√
λmax(BD†B∗).
The last remark is that direct calculations show that the relationships involving projectors origi-
nating from the proof of Theorem 5 can be supplemented by additional two, namely
PPN (P)+N (Q ) = PR(PQ ) and QPN (P)+N (Q ) = PR(QP).
According to Theorem15 in [4], ifM,N ⊆ Cn,1 are such thatM⊕ N = Cn,1, then theminimal an-
gle enjoys the property C0(M,N ) = C0(M⊥,N⊥). The counterpart of this result for γ0 is established
below.
Theorem 6. Let M,N ⊆ Cn,1 be such that M⊕ N = Cn,1, and let γ0(M,N ) be as deﬁned in (3.20).
Then γ0(M,N ) = γ0(M⊥,N⊥).
Proof. LetP = PM andQ = PN . Thenγ0(M,N ) = rk(PQ ) = rk(A) andγ0(M⊥,N⊥) = rk(P Q ) =
rk(D). On account of Lemma 4(ii) and Lemma 9(iv), the latter of these equalities yields rk(P Q ) =
rk(B) = rk(A), establishing the assertion. 
It is easily seen that in the general situation γ0(M,N ) = γ0(M⊥,N⊥) ⇔ n − r − rk(D) = rk(A)− rk(B). On account of conditions (vi) and (xi) of Lemma 5, we arrive at
γ0(M,N ) = γ0(M⊥,N⊥) ⇔ d(In − PQ , 0) = d(P + Q − PQ , 0).
Another relevant comment is that straightforward derivations show that Theorem 6 remains valid
when γ0 is replaced with γ0F deﬁned in (3.23), in which case we have δ0F(M,N ) = δ0F(M⊥,N⊥)
provided thatM⊕ N = Cn,1.
An expression for δ(M,N ) in terms of dimensions of two subspaces ofCn,1 is given inwhat follows.
Since, in general, δ(M,N ) /= distF(M,N ), the property established therein is not inherited by the
Frobenius distance.
Theorem 7. LetM,N ⊆ Cn,1. Then δ(M,N ) = dim(M+ N ) − dim(M ∩ N ).
Proof. Direct veriﬁcations with the use of conditions (iii) of Lemma 1, (ii), (iii), (vi) of Lemma 2, and
(ii) of Lemma 3 conﬁrm that the Moore–Penrose inverse of P − Q is given by
(P − Q )† = U
(
PA −BD†−D†B∗ −PD
)
U∗,
with
PR(P−Q ) = U
(
PA 0
0 PD
)
U∗. (3.24)
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The forms of the projectors (3.24) and the ones given in points (i) of Lemmas 7 and 8 clearly entail
PR(P−Q ) = PR(P)+R(Q ) − PR(P)∩R(Q ). (3.25)
Hence, the result is established by taking traces on both sides of (3.25). 
From Theorem 7 it follows that δ(M,N ) = δ(M+ N ,M ∩ N ). Furthermore, it is seen that
0 δ(M,N ) dim(M+ N ), with δ(M,N ) = dim(M+ N ) if and only if M ∩ N = {0}. Another
consequence of Theorem 7 are the equivalences
δ(M,N ) = 0 ⇔ dim(M+ N ) = dim(M ∩ N ) ⇔ M = N .
It is also of interest to inquirewhat are the necessary and sufﬁcient conditions for δ(M,N ) = dim(M)
− dim(N ). Assuming thatM = R(P) andN = R(Q ), this equality can be expressed as rk(P − Q ) =
rk(P) − rk(Q ), or, in yet another form, asQ − P, where−denotes theminus (rank subtractivity) partial
ordering introduced independently by Hartwig [10] and Nambooripad [14]. On account of conditions
(i) of Lemma 4 and (i), (viii) of Lemma 5, we further get rk(P − Q ) = rk(P) − rk(Q ) ⇔ D = 0, or,
equivalently,
δ(M,N ) = dim(M) − dim(N ) ⇔ N ⊆ M.
(Parenthetically note that D = 0 is necessary and sufﬁcient for P − Q ∈ COPn .)
Similarlyonecan inquirewhenδ(M,N ) = dim(M) + dim(N ). Straightforwardcalculations show
that this equality is satisﬁed if and only if rk(A) = rk(B). Hence, on account of Lemma 9(i), we arrive
at
δ(M,N ) = dim(M) + dim(N ) ⇔ M ∩ N = {0}.
Several further expressions for δ(·, ·) can be derived with the use of conditions
δ(M,M ∩ N ) = dim(M) − dim(M ∩ N ) = rk(A),
δ(N ,M ∩ N ) = dim(N ) − dim(M ∩ N ) = rk(D),
δ(M+ N ,M) = dim(M+ N ) − dim(M) = rk(D),
δ(M+ N ,N ) = dim(M+ N ) − dim(N ) = rk(A),
which are obtainable by combining Theorem 7 with points (i) of Lemmas 7 and 8, and utilizing points
(i) of Lemmas 5 and 6. For instance, it is seen that
δ(M,M ∩ N ) + δ(M+ N ,M) = rk(P − Q ).
Furthermore, on account of conditions (iii) and (iv) of Lemma 5, we have δ(N ,M ∩ N ) = rk(PQ ) and
δ(M+ N ,N ) = rk(PQ ).
A rich collection of expressions for rank metric of various functions ofM = R(P) andN = R(Q )
is given in Appendix.
Below we establish a counterpart of Lemma 9, with the rank conditions replaced by the ones
involving the rank metric.
Lemma 12. LetP,Q ∈ COPn and letQ be partitioned as in (1.5). Moreover, letM = R(P) andN = R(Q ).
Then:
(i) M ∩ N = {0} ⇔ δ(M,N ) = r + rk(D),
(ii) M+ N = Cn,1 ⇔ δ(M,N ) = n − rk(A) + rk(B),
(iii) M ⊥ N ⇔ δ(M,N ) = r + rk(B) + rk(D),
(iv) M⊕ N = Cn,1 ⇔ δ(M,N ) = n,
(v) M
⊥⊕N = Cn,1 ⇔ δ(M,N ) = n and δ(M,N ) = r + rk(B) + rk(D).
Proof. Since δ(N ,M) = r − rk(A) + rk(B) + rk(D), the equalities on the right-hand sides of the
equivalences (i)–(iii) can be alternatively expressed as rk(A) = rk(B), rk(D) = n − r, and rk(A) = 0,
O.M. Baksalary, G. Trenkler / Linear Algebra and its Applications 432 (2010) 1475–1491 1489
respectively. Furthermore, it is seen that δ(M,N ) = n if and only if n − r − rk(D) = rk(B) − rk(A).
Hence, since rk(B) rk(A) and rk(D) n − r, it follows that δ(M,N ) = n is equivalent to rk(A) =
rk(B), rk(D) = n − r. Finally, it is clear that the conjunction on the right-hand side of the equivalence
(v) is equivalent to rk(A) = 0 and rk(D) = n − r. In viewof the above observations, the lemma follows
from Lemma 9. 
Clearly, an analogue of Lemma 12, with the equalities on the right-hand sides of the equivalences
listed therein replacedwith thecorrespondingconditions for theFrobeniusdistance, canbeestablished
without much effort.
Yet another property of the rank metric is identiﬁed in the theorem below. Since the orthogonal
projectors onto the subspaces M ∩ N⊥ and M⊥ ∩ N commute, the result remains true when the
rank metric is replaced with the square of the corresponding Frobenius distance.
Theorem 8. LetM,N ⊆ Cn,1. Then
δ(M ∩ N⊥,M⊥ ∩ N ) = dim[(M ∩ N⊥) ⊥⊕(M⊥ ∩ N )].
Proof. The product of the projectors onto subspacesR(P) ∩ N (Q ) andN (P) ∩ R(Q ), given in points
(ii) and (iii) of Lemma 8, is equal to the zero matrix. In the light of [8, Theorem in §30], this means that
P[R(P)∩N (Q )] ⊥⊕[N (P)∩R(Q )] = U
(
P˜A 0
0 P˜D
)
U∗,
whence the assertion follows. 
From Theorem 8we obtain δ(M ∩ N⊥,M⊥ ∩ N ) = n − rk(A) − rk(D). This result is repeated in
Table 3 given in Appendix which provides the rank metrics between four subspaces, namely
M ∩ N , M ∩ N⊥, M⊥ ∩ N , M⊥ ∩ N⊥, (3.26)
as well as the column space of PQ − QP. The subspaceR(PQ − QP) is included in Table 3, for, when
M = R(P) andN = R(Q ), it represents “the rest”, i.e., the orthogonal complement of the direct sum
of the four subspaces listed in (3.26); the term “the rest” was coined by Halmos [9, p. 381], see also
Nishio [15, Lemma 1].
Recall thatM andN are in generic position whenever each of the four subspaces in (3.26) is equal
to the zero subspace. In such a situation, from Lemma 8 it is seen that rk(A) = rk(B), rk(A) = r,
rk(B) = rk(D), and rk(D) = n − r, and, in consequence
rk(A) = rk(B) = rk(D) = r = n
2
.
(Note that n is necessarily an even integer.) Whence, all entries in Table 1 are equal to zero, whereas
all entries in Table 2 are equal to n.
Further conclusions from Tables 1–3 can be derived. For instance from Table 1 it follows that
δ(M⊥ + N⊥,M⊥ + N ) = 0 ⇔ rk(B) = r. The equality on the left-hand side of this equivalence
can be expressed as (M ∩ N ) + (M ∩ N⊥) = {0}, or, in yet another form, as the conjunctionM⊥ +
N⊥ = Cn,1,M⊥ + N = Cn,1.
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Appendix
The three tables below provide expressions for metric δ(·, ·) between subspaces being various
functions ofM = R(P) andN = R(Q ). For Table 3 we introduce L = R(PQ − QP). Note that, from
the fact that δ(L1,L2) = [γF(L1,L2)]2 holds if and only if the orthogonal projectors onto subspaces
L1 and L2 commute, it follows that each entry in Tables 1–3 is equal to the square of the Frobenius
distance between the corresponding subspaces.
Table 1
Sums of subspaces.
δ(·, ·) M+N M+N⊥ M⊥ +N M⊥ +N⊥
M+N 0 – – –
M+N⊥ n − r − rk(B) 0 – –
M⊥ +N n − rk(A) − rk(D) n − rk(A) − rk(D) 0 –
M⊥ +N⊥ n − rk(A) − rk(D) n − rk(A) − rk(D) r − rk(B) 0
Table 2
Sums and intersections of subspaces.
δ(·, ·) M+N M+N⊥ M⊥ +N M⊥ +N⊥
M ∩N rk(A) + rk(D) rk(A) + rk(D) n − r + rk(B) n
M ∩N⊥ rk(A) + rk(D) rk(A) + rk(D) n n − r + rk(B)
M⊥ ∩N r + rk(B) n rk(A) + rk(D) rk(A) + rk(D)
M⊥ ∩N⊥ n r + rk(B) rk(A) + rk(D) rk(A) + rk(D)
Table 3
Intersections of subspaces.
δ(·, ·) M ∩N M ∩N⊥ M⊥ ∩N M⊥ ∩N⊥ L
M ∩N 0 – – – –
M ∩N⊥ r − rk(B) 0 – – –
M⊥ ∩N n − rk(A) − rk(D) n − rk(A) − rk(D) 0 – –
M⊥ ∩N⊥ n − rk(A) − rk(D) n − rk(A) − rk(D) n − r − rk(B) 0 –
L rk(A) + rk(B) rk(A) + rk(B) rk(B) + rk(D) rk(B) + rk(D) 0
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