Abstract. We show that if M is a countable transitive model of ZF and if a, b are reals not in M , then there is a G generic over M such that b ∈ L[a, G]. We then present several applications such as the following: if J is any countable transitive model of ZFC and M ⊆ J is another countable transitive model of ZFC of the same ordinal height α, then there is a forcing extension N of J such that M ∪ N is not included in any transitive model of ZFC of height α. Also, assuming 0 # exists, the complement S of the Turing cone above 0 # is such that given any non-constructible real a, we have R ⊆ {L[a, s] : s ∈ S}.
Introduction
In this paper, H will refer to "Tree Hechler" forcing: Definition 1.1. The forcing H consists of all trees T ⊆ <ω ω such that for all t ⊒ Stem(T ) in T , {z ∈ ω : t ⌢ z ∈ T } is finite.
The ordering is by inclusion.
Consider a tree T ⊆ <ω ω and a node t ∈ T . By a successor of t we always mean some t ⌢ z ∈ T for z ∈ ω. By T ↾ t we mean the set of all s ∈ T that are comparable to t.
Let M be a transitive model of ZF and suppose G is H M -generic over M. Let g = G. That is, g : ω → ω is the union of all the stems of the trees T ∈ G. The set G can be recovered from g (and M). We will treat g : ω → ω as the object which is encoding information.
The poset H is σ-centered, because any two conditions with the same stem are comparable. Thus, H is c.c.c. Combining this with the fact that |H| = 2 ω , we have the following: there are only 2 ω maximal
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antichains in H. So, if M is a transitive model of ZF and (2 ω ) M is countable, then there is a H M -generic for H over M. The forcing H is investigated in [3] , where it is called D tree . For us, what is useful about H is that it can be used to perform coding: Theorem 1.2 (Generic Coding with Help). Let M be a transitive model of ZF such that
Here,ā is the "help" which is being used to code x. The symbol ≤ T denotes Turing reducibility and ⊕ denotes the Turing join. Theorem 1.2 has several interesting applications, which we will present first. Then for completeness we will include a proof of the theorem.
Amalgamation failure for C.T.M.'s
The Generic Coding with Help theorem implies in a strong way that c.t.m.'s (countable transitive models) of ZFC of the same ordinal height cannot be amalgamated. Proof. Fix λ < α and x ⊆ λ such that x ∈ M − J. This is possible because J and M are models of ZFC and M ⊆ J. Let g ′ 0 and g ′′ 0 be mutually Col(ω, λ)-generic over J. Since they are mutually generic,
Now g 0 codes a surjection from ω to λ. Letx ⊆ ω be induced from this surjection and x. By this we mean if W is any transitive model with contains g 0 , then
Let y ∈ ω ω be a real that codes a well-ordering of ω of order type α (so y cannot be in any countable transitive model of height α). By Theorem 1.2, let g 1 be H
J
. Now suppose, towards a contradiction, that there is some transitive model W ⊇ M ∪ N of ordinal height α. Because x ∈ M ⊆ W and g 0 ∈ N ⊆ W , we havex ∈ W . But also g 1 ∈ N ⊆ W , so y ∈ W , which is impossible.
We say two models N, M of ZFC of height α are compatible over models of height α iff there is a c.t.m. K of ZFC of height α such that N ∪ M ⊆ K.
Corollary 2.2. Let J and M be countable transitive models of ZFC of the same height α. Let C J be the set of c.t.m.'s of ZFC of height α with which J is compatible (over models of height α). Let C M be the set of c.t.m.'s of ZFC of height α with which M is compatible with. Assume
Proof. Assume, towards a contradiction, that J = M. Assume without loss of generality that M ⊆ J. Then by the theorem above, there is an N ⊇ J of height α (so J and N are compatible) such that M and N are not compatible. Remark 2.3. A folklore theorem is that given any c.t.m. J of ZF and given any real x ∈ ω ω, there are two reals c 1 , c 2 that are Cohen generic over J such that
So, let J be a c.t.m. of ZF of ordinal height α < ω 1 . Let x be a real which codes α. Let c 1 , c 2 be two reals Cohen over M such that
] cannot be included in any c.t.m. of ZF of height α.
A complex set disjoint from a Turing cone
Remark 2.3 also implies the following: assume 0 # exists and let S be the complement of the Turing cone above 0 # (the Turing cone above a ∈ ω ω is the set of all b ∈ ω ω such that b ≥ T a). Then {s 1 ⊕ s 2 : s 1 , s 2 ∈ S} is cofinal in the Turing degrees. In particular, given any real x, there are two Cohen generics
We get a variation of this phenomenon using the Generic Coding with Help Theorem (1.2):
The set S is disjoint from the Turing cone above 0 # . On the other hand for any realā not in L, the set S * := {ā ⊕ s : s ∈ S} is cofinal in the Turing degrees.
Proof. It is well known that no generic extension of L contains 0 # . Hence, 0 # is not Turing reducible to any
Larger sets are generically generic
Letã ∈ ω ω be such that for every transitive model N of ZF such that
is a model of ZF and it contains g 0 and A, so it containsã. It also contains g 1 , therefore it containsx. Since it contains g 0 andx, it contains X.
Proof of Generic Coding with Help Theorem
Theorem 1.2 follows from the Main Lemma of [1] . For completeness we give a full proof here. 5.1. Evasiveness and the Sticking Out Lemma. We will now start to prove the theorem. The corollary of this next lemma clarifies why we use the hypothesisā ∈ M.
Definition 5.1. Let M be a transitive model of ZF. A set A ⊆ ω is evasive with respect to M iff it is infinite and it has no infinite subsets in M.
Fact 5.2. Given anyā ∈ ω ω, there is a set A ⊆ ω such thatā = T A and A is computable from evey infinite subset of itself.
Thus if M is a transitive model of ZF andā ∈ ω ω − M, then if A comes from the fact above, then A is evasive with respect to M. 
Given an infinite A ⊆ ω, let e A : ω → A be the strictly increasing enumeration of A. Let η A : A → ω be the function θ • e where g := G and n 0 < n 1 < ... is the increasing enumeration of the set of n ∈ ω such that g(n) ∈ A. However, if there are only finitely many such n's, then the real Aencoded by G is the zero sequence.
Observation 5.6. Let x ∈ ω ω be the real A-encoded by G. Then
5.3.
The stronger ≤ A ordering and the Main Lemma. Given A ⊆ ω, there is an ordering ≤ A defined on H which is stronger than ≤. Intuitively, T ′ ≤ A T iff T ′ ≤ T and the stem of T ′ does not "hit" A any more than the stem of T already does:
The content of the Main Lemma soon to come is that as long as A is evasive with respect to M, we can hit dense subsets of H (that are in M) by making ≤ A extensions. So, we can construct a generic without being forced to encode unwanted information. Hence, we can alternate between 1) making ≤ A extensions in order to build an H generic but not encoding any information and 2) making non-≤ A extensions to encode information. We use a rank analysis to prove the Main Lemma:
Definition 5.9. Given S ⊆ <ω ω and t ∈ <ω ω,
• t is 0-S-reachable iff t ∈ S;
• t is α-S-reachable for some α > 0 iff {z ∈ ω : t ⌢ z is β-S-reachable for some β < α} is infinite.
• t is S-reachable iff t is α-S-reachable for some α.
Notice that if t is not S-reachable, then only a finite set of successors of t can be S-reachable. Fix t ∈ <ω ω. Then t is S-reachable.
Proof. Assume that some fixed t is not S-reachable. We will construct a tree T ∈ H with stem t such that no s ⊒ t in T is in S. Hence, no
There is only a finite set of z ∈ ω such that t ⌢ z is S-reachable. Let the successors of t in T be those t ⌢ z that are not S-reachable. Now for each t ⌢ z 0 in T , there is only a finite set of z ∈ ω such that t ⌢ z ⌢ 0 z is S-reachable. Let the successors of each t ⌢ z 0 in T be those t ⌢ z ⌢ 0 z that are not S-reachable. Continuing this procedure ω times yields a tree T such that all s ⊒ t in T are not S-reachable. Hence no s ⊒ t in T is in S.
Lemma 5.11 (Main Lemma). Let M be a transitive model of ZF. Let A ⊆ ω be evasive with respect to M.
Proof. Let t = Stem(T ). Let
If we can find a s ⊒ A t in T ∩ S, then letting T ′ ∈ D be such that Stem(T ′ ) = s and letting
Hence, we will be done. Now by the previous lemma, fix some ordinal α such that t is α-Sreachable. If α = 0 we are done, so assume α > 0. The set B = {z ∈ ω : t ⌢ z is β-S-reachable for some β < α} is infinite. Since A is evasive with respect to M, B − A must be infinite by the Sticking Out Lemma (Lemma 5.3). Thus, we may fix some z 0 ∈ (B − A) ∩ T . Now t ⌢ z 0 is β-S-reachable for some β < α. If β = 0 we are done, and otherwise we may find some z 1 ∈ (B − A) ∩ T such that t ⌢ z ⌢ 0 z 1 is γ-S-reachable for some γ < β. We may continue like this but eventually we will have some t ⌢ z ⌢ 0 ... ⌢ z n that is in S.
Proof of Generic Coding with Help Theorem.
Proof of Theorem 1.2. Let M be a transitive model of ZF. Let P = H M and assume P M (P) is countable. Let x ∈ ω ω. Letā ∈ ω ω − M. By Fact 5.2, fix A ⊆ ω be such that A = Tā and A is computable from every infinite subset of itself. Then A is evasive with respect to M. It suffices to find a P-generic G over M such that x ≤ T A ⊕ ( G). By Observation 5.6, it suffices to find a P-generic G over M such that x is the real A-encoded by G.
Since P M (P) is countable, let D i : i < ω be an enumeration of the open dense subsets of P in M. We will construct a decreasing ω-sequence T 0 ≥ T 1 ≥ ... of P-conditions such that each T i ∈ D i . Hence G := {T ∈ P : (∃i) T ≥ T i } will be P-generic over M. On the other hand, we will construct the sequence of conditions so that x is the real A-encoded by G.
Since A is evasive with respect to M, by Lemma 5.11 (the Main Lemma), let T 0 ≤ A 1 P be such that T 0 ∈ D 0 . Now we will encode x(0): let T ⌢ z for a z ∈ A such that η A (z) = x(0). This is possible because {z ∈ A : η A (z) = x(0)} is infinite, and so must intersect
⌢ z for a z ∈ A such that η A (z) = x(1). Continuing this ω times, we see that x is the real A-encoded by G. That is, let g := G. The only n's such that g(n) ∈ A come from when we made non-≤ A extensions. And, if n 0 < n 1 < ... is the strictly increasing enumeration of these n's, then we see that η A (n i ) = x(i) for each i. ω ω → ω ω such that whenever g :
where C ⊆ Ord is any ∞-Borel code for g.
The function (a, x) → f a (x) is Borel as well.
6. Questions 6.1. What can replace H? Since for any real x there are reals g 1 , g 2 Cohen generic over L such that x ≤ T g 1 ⊕ g 2 , we ask the following:
Question 6.1. Let M be a countable transitive model of ZF and let a ∈ ω ω − M. Given any x ∈ ω ω, is there a g that is Cohen generic over M such that x ≤ Tā ⊕ g?
We know that H can be replaced by the version of Hechler forcing which consists of pairs (s, f ) such that f is strictly increasing. This adds dominating reals, as does H. 6.3. Generically coding subsets of ω 1 with help. Given a transitive model M, it is natural to ask whether subsets of ω 1 can be coded by generics over M with help. By Theorem 4.1, this is possible as long as we pass to a sufficiently larger outer modelṼ . We suspect that passing toṼ is not neccesary provided that M is large enough. In terms of being large enough, note that given a forcing P ∈ L(R), if
• there is a surjection of R onto P in L(R),
• P is countably closed,
• there is a proper class of Woodin cardinals, and • CH holds, then there is a P-generic over L(R) in V (because P must have only ω 1 dense subsets in L(R)). So, we ask the following (where we have weakened arbitrary helpā ∈ P(ω 1 ) − L(R) to some fixed helpā ∈ P(R)):
Question 6.4. Assume CH and a proper class of Woodin cardinals. Is there someā ⊆ R and some forcing P ∈ L(R) that is countably closed such that given any X ⊆ ω 1 , there is a G that is P-generic over L(R) such that X ∈ L(ā, R)[G]?
There are variations to this question. In fact, Woodin has conjectured (Section 10.6 of [4] ) that assuming CH and a measurable Woodin cardinal, then for any X ⊆ ω 1 , there is some A ⊆ R such that L(A, R) |= AD + and X ∈ L(A, R)[G] for some G that is Col(ω 1 , R)-generic over L(R, A). So, that conjecture says all subsets of ω 1 are generic over models of determinacy containing all the reals without any help.
