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Previous studies indicate that using the ‘shooter bias’ paradigm, people demon-
strate a similar racial bias toward robots racialised as Black over robots racialised
as White as they do toward humans of similar skin tones (Bartneck et al.,
2018). However, such an effect could be argued to be the result of social
priming. The question can also be raised of how people might respond to
robots that are in the middle of the colour spectrum (i.e., brown) and whether
such effects are moderated by the perceived anthropomorphism of the robots.
Two experiments were conducted to examine whether shooter bias tendencies
shown towards robots is driven by social priming, and whether diversification
of robot colour and level of anthropomorphism influenced shooter bias. The
results suggest that shooter bias is not influenced by social priming, and in-
terestingly, introducing a new colour of robot removed shooter bias tendencies
entirely. Contrary to expectations, the three types of robot were not perceived
by the participants as having different levels of anthropomorphism. However,
there were consistent differences across the three types in terms of participants’
response times.
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Chapter 1: Introduction and Literature
Review
Hugo and Nebula-winning science fiction author David Gerrold foresees a world where
Artificial Intelligence (AI) is part of every-day life, where a robot teddy bear may be your
child’s ever evolving playmate and teacher (Gerrold, 2018). Artificial intelligence agents
and social robots are indeed becoming more of a reality, with future use predicted in areas
such as education, therapy, and help for the physically impaired (Weir, 2018). These
are roles in which there is a need to relate to and connect with the client, which raises
questions around how these robotic assistants should be developed. Is it important for
them to not merely be likeable and friendly but to project specific traits? Should they
demonstrate features of a particular gender, personality or culture in order to help achieve
their goals? How will they be perceived by the clients, and could it be in ways that were
not considered by those that built them? To answer these questions, the developers will
need to work alongside social scientists and psychologists (Weir, 2018).
Some research has been done around how the gender and personality of artificial in-
telligence is perceived and reacted to, but there has been little work on the area of race.
This is likely because most robots developed so far are not very human-like. However,
those that are could be seen to have a race, as shown in Figure 1.1, and the first studies
have begun to emerge on the topic. For example, by analysing free-form comments posted
about highly human-like robots in online videos, Strait et al. (2018) found that people
dehumanised robots racialised as Asian and Black more frequently than they did robots
racialised as White. Gong (2008) found that in an Implicit Association Test (IAT) using
computer-generated images of humans and robots, White participants who showed a racial
prejudice against the Black human images also tended to prefer robots over Black humans.
This was contrary to their initial theory that robots would be seen as an out-group to hu-
mans by all participants. But as the robot stimuli were almost all silver in tone, could the
participants have been subconsciously perceiving them as White?
Figure 1.1: ERICA - ERATO ISHIGURO Symbiotic Human-Robot Interaction Project
Racial bias involves a complex relationship between people’s conscious overt beliefs,
and their subconscious covert attitudes. This means that simply asking them whether
they are biased is not getting a true picture, so tools have been developed to measure
implicit, or subconscious bias that the participant may not even realise they have. One of
these tools is the Shooter Bias.
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1.1 Racial Bias
The Shooter Bias paradigm was first introduced by Correll et al. (2002) in a paper
titled The Police Officer’s Dilemma: Using Ethnicity to Disambiguate Potentially Threat-
ening Individuals. Correll was inspired by cases of police in the USA mistakenly shooting
innocent people, and the increasingly prevalent idea that these mistakes may be race-
based, even if on a subconscious level. If the suspect is more closely associated with crime
and violence in the minds of the officers they are more likely to be identified as a potential
threat. If the police are more fearful of African American males, they may be more likely
to think they are holding a weapon, and therefore quicker to open fire on them. This the-
ory was tested in an laboratory experiment using a simple computer game that measured
the participants’ implicit, or subconscious responses. When they were asked to ‘shoot’
images of Black or White human males that were holding a gun, and ‘not shoot’ those
holding benign objects (e.g. a wallet or cell phone), a clear bias was found. Participants
of all races showed a tendency to be quicker to shoot armed Black men than White, and
quicker to not shoot unarmed White men than Black. The effect was collectively referred
to as a Shooter Bias, via an interaction between the target’s race (Black or White) and
the object they are holding (gun or benign object). A recent meta-analysis of 42 studies
in the psychological literature (Mekawi & Bresin, 2015) supports this general tendency of
a shooter bias.
Researchers in human computer interaction wondered if the shooter bias was carried
over to humanoid robots, and showed that this was indeed the case in the paper “Robots
and Racism” (Bartneck et al., 2018). The experiment was carried out using both the
human images from Correll’s original 2002 studies, and ‘racialised’ robots that were re-
coloured with Black and White human skin tones, and the results were found to be com-
parable to the original human-only study. Specifically, people showed a similar shooter
bias toward robots racialised as Black relative to White in a similar fashion as they showed
toward Black vs. White humans, no matter their own race or explicit racial views.
The following sections review literature around racial bias where it pertains to this
topic - i.e unconscious or covert bias, and more recently emerging studies on how people
subconsciously perceive social robots and artificial intelligence.
1.1 Racial Bias
Racial bias and how it is expressed falls along a spectrum from blatant and overt to subtle
and covert, and people also adapt to what is acceptable to be shown in their society as
the norms change over time (Yogeeswaran et al., 2017). This can manifest as either not
voicing strong views that may not be well received, or generally being careful about how
they talk about race so as not to offend. They often also have subconscious biases they
aren’t even aware of at all.
The term ‘Aversive Racism’ was coined by Samuel L. Gaertner to describe people who
consciously regard themselves as non-prejudiced but at the same time possess unconscious
negative feelings and beliefs about minority groups (Gaertner & Dovidio, 2005). These
attitudes can manifest in subtle and insidious ways. When it is obvious that a particular
choice or action would be biased they will do the ‘right thing’, but if they can rationalise
a negative response in some other non-race based way they will do so. For example, they
found that when White people thought they were the only witness to a staged emergency
they helped both Black and White victims equally, but when there were other witnesses
around who could also get involved they helped White victims twice as much as Black.
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I.e., they were more likely to leave the black victims for other people to help.
1.2 Perception of Social Robots
Tay et al. (2014) investigated how stereotypes of gender and personality affected accep-
tance of social robots in roles that are typically female vs male dominated - health-care
and security. In each of the two roles, robots displayed combinations of gender (male
vs female) and personality type (introvert vs extrovert) via non-verbal cues. The results
showed that gender, personality and their respective role stereotypes all interacted to affect
user acceptance. Participants initially preferred robots with gender and personalities that
matched the stereotype of each role, but over the course of the interaction, personality
had a stronger effect than gender. For example, the female health-care agent was initially
more trusted than the male. However, if the female also seemed introverted, by the end of
the interaction it was less trusted than the male extrovert. Conversely the male security
agent was more trusted over the female unless it expressed as introverted.
Eyssel & Kuchenbrandt (2011) found that people rated social robots more favourably
and also more strongly anthropomorphised those that belonged to their in-group, in com-
parison to those that were in the participant’s out-group. In another study, researchers
investigated the use of a fully autonomous social robot as a one-on-one learning companion
for preschool children. They measured the childrens valence (positive/negative reaction)
and engagement using facial expression analysis. The data was fed directly to the robot so
it could learn and adapt accordingly to personalise the motivational strategies it used for
each child. They found that this significantly increased valence compared to interactions
with a non-personalising robot (Gordon et al., 2016).
Tapus et al. (2007) defined socially assistive robotics as those that help human users
primarily through social rather than physical interaction. They predicted their use in
the assistance of the elderly and physically impaired, in rehabilitation, and for people
with cognitive disabilities, developmental or social disorders. They focused on six areas of
the agent embodiment, personality, empathy, engagement, adaptation and transference.
Ultimately, the users should be able to apply what they learn from their interactions with
the agent to their interactions with other people. The researchers ask “what models from
psychology, cognitive science, and social science can be effectively utilised to help the goals
of social assistive robotics?”.
People with autism have difficulty learning appropriate social behaviour and early
intervention can make a significant difference to their lives. However, it is difficult to
detect before the age of three, and therapies must be very particular and consistent in
order to be effective. Social robots can be programmed to be very precise and perfectly
repeatable, which is exactly what autistic children need. They can monitor eye contact
with greater accuracy and for longer time than a human, and send the data to be analysed.
They can use play exercises that help children improve their social, sensory and cognitive
skills which are then transferable to real-world situations (Cabibihan et al., 2013).
These findings, when combined with those on implicit bias, help bring together the
idea that we need to consider how we design social robots with regard to how they are
perceived in terms of race. The current research explores this idea by asking some key
questions as outlined in the following section.
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1.3 Current Research Questions
The current research expands on the previous work by Bartneck et al. (2018) by addressing
some issues in the original robot racism experiments, and also answers some new questions
posed by the researchers. Was the bias shown towards the darker robots actually an effect
of social priming? Would a range of colours along the racial spectrum have different
results? Would the bias vary depending on how human-like the robots are? Another
factor that may have influenced the robot experiment was the longer game length. Adding
the robot images as well as the original human ones doubled the amount of trials the
participants had to do, which may have caused player fatigue.
Social Priming
Would such a shooter bias effect emerge if humans were removed from the task entirely?
Ogunyale & Howard (2018) argued that the robot shooter bias experiment was a “classic
case of social priming” because participants completed ratings of Black Americans and
White Americans before completing the shooter bias task. Additionally, participants made
judgements about shooting both Black and White humans and robots in the same task, so
stereotypes about Black people may have simply been applied to robots of the same skin
tone. Therefore, one of the primary goals of the present work was to address this criticism
by having participants complete the shooter bias task prior to any questions about race or
ethnicity and by removing the humans from the experiment entirely so that participants
complete the task with the robot images only.
Colour Diversity
Does shooter bias follow a continuum from dark to light skin tones, or is it largely based
on stereotypes and prejudices that people have toward a certain group? Previous research
suggests that there is a strong shooter bias towards Black males even when Latino and
Asian males are present as well as Whites, but there was no significant difference found
between Latino, Asian and White males (Sadler et al., 2012). Therefore, the present work
examined whether shooter bias would be particularly evident toward robots racialised as
Black relative to those that are Brown or White.
Anthropomorphism
Do shooter bias effects observed by Bartneck et al. (2018) depend on the degree of per-
ceived anthropomorphism of the robot? Anthropomorphism has an important role in HRI.
As shown by Zlotowski & Bartneck (2013), people cognitively process robot faces as they
do human faces. Therefore might people demonstrate stronger shooter bias tendencies
toward robots that are more human-like relative to those that are more machine-like? As
the previous work had only used one robot type in the experiments (i.e., the Nao robot),
it is unclear whether shooter bias effect would vary as a function of the perceived anthro-
pomorphism of the robot (i.e., from less to more human-like). The present work addresses
this question by examining shooter bias using three different robots (i.e., Inmoov, Nao, Ro-
bosapien) that the researchers perceived as varying on a continuum of anthropomorphism
from human-like to machine-like.
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Fatigue
Previous work has shown that the more cognitively fatigued people are, the more their
implicit biases play a part in their decisions, and Macrae et al. (1994) suggested that
stereotyping evolved to help preserve mental processing resources. Gilbert & Hixon (1991)
took Caucasian participants who were native English speakers and asked them to perform
a word-fragment completion test. Some words in the test were stereotypically associated
with Asian people, and they were helped by either Asian or Caucasian assistants during
the test. By keeping some of the subjects cognitively busy by having to rehearse an eight-
digit number, they showed that cognitive busyness both inhibits activation of stereotyping
and increases the likelihood that any activated stereotypes will be applied.
Correll et al. (2013) found that cognitive fatigue has an influence on shooter bias,
but they investigated pre-game cognitive loading rather than game length. Therefore,
the number of trials as a measure of fatigue can be examined to see whether it has an




The current research is a progression of the prior “Robots and Racism” study by Bart-
neck et al. (2018) outlined in the introduction. The researchers took the well-established
social-psychological paradigm known as the Shooter Bias and ran their own version of the
experiment to see if the bias was transferred to similarly coloured robots.
2.1 Original Shooter Bias Experiment
The original human-only Shooter Bias study by Correll et al. (2002) used a simple com-
puter game to test people’s reactions to potential threats. When playing the game, each
subject was shown a series of images of Black or White males against a variety of back-
grounds holding either a gun or a benign object such as a wallet or cell phone (see Figure
2.1, images from Millisecond.com). They were instructed to press a key on the keyboard
corresponding to whether they chose to ‘shoot’ or ‘not shoot’ each image. They had less
than a second to make their decision, and their response in terms of accuracy (was it a
correct response) and latency (how long did they take to hit the key) for each trial was
recorded.
Figure 2.1: Examples of game stimuli: Black or White men holding a gun or benign object
Results
As reported in the study, reaction times for all correct trials were log-transformed and
averaged for each subject. A 2×2 analysis of variance (ANOVA) of the trials with Ethnicity
(Black vs. White) and Object type (Gun vs. Benign Object) as within-subject factors
showed a significant main effect for Object. Subjects were both significantly faster to
correctly respond to targets holding a gun than they were to those with a benign object.
There was also a significant main effect for Object type x target Ethnicity interaction.
Participants of all races shot at armed Black targets faster than they did armed White
targets, and chose to not shoot unarmed White targets faster than unarmed Black targets.
Further Experiments and Overall Conclusions
The original shooter bias study included three further experiments, the first was a repeat of
the initial experiment but using a shorter response window (650ms) and stronger incentives
(loss or gain of money based on accuracy) and the error rates were analysed for accuracy.
The results showed that people more often mistakenly shot an unarmed Black target, and
more often mistakenly refrained from shooting an armed White target.
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In order to see whether there was a relationship between the participants’ explicit views
and the shooter bias, they repeated the initial experiment with the addition of a survey
on racial and social attitudes. The survey included questions regarding their explicit
prejudice against African Americans, and their willingness to express any prejudices they
held. They were also asked how much they viewed African Americans to be aggressive
or dangerous. A between-subjects factor of Participant Ethnicity (African American vs.
White) was also added to the analysis, to see if the race of the subject affected the shooter
bias. The bias was shown towards Black men by both Black and White participants.
When the experiment was run with additional Asian and Latino targets Sadler et al.
(2012), the shooter bias was still strongly shown towards the Black males but not towards
the other three ethnic groups. Over all their studies, the researchers found the shooter
bias towards African American males was present for US participants no matter their
motivations, racial attitudes or own race.
2.2 Initial Robots and Racism Study
Bartneck et al. (2018) noticed that most robots on the commercial market seemed to be
mostly white or metallic in colour. They wondered why this was the case, and whether the
white robot could resemble a race. I.e., would they be perceived as ‘White’. Furthermore,
would they show the same implicit racial bias towards darker coloured robots as they do
towards Black men in the shooter bias paradigm?
Experiments and Results
The first two shooter bias experiments from the Bartneck et al. (2018) original human
study were replicated, but with the additional targets of humanoid robots that had been
‘racialised’ by re-colouring them with the skin tones of African and Caucasian women
from a professional photograph of multiracial women (Bartneck et al., 2018, Figure 2).
Therefore, participants were now shooting at both human and robot targets, as per the
examples shown in figure 2.2.
Figure 2.2: Original human targets and new ‘racialised’ robots
They also surveyed the participants on their explicit views on race and ethnicity, and
gathered their personal demographics including ethnicity, age, gender, religion and nation-
ality. All participants were recruited from the USA via Crowdflower (now FigureEight),
and they were offered incentives as per the initial experiment (a baseline payment for par-
ticipation, plus prizes for the best players). In addition, they performed a manipulation
check of whether subjects would explicitly attribute race to a robot. They were shown
each colour of robot and asked to choose which race it was from a list, the first option
being ‘does not apply’.
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Using the same analysis as in the original human study, it was found that subjects
responded to the ‘racialised’ robots in a similar way to their human counterparts.
Racialisation: 2x2 ANOVA of Race (Black vs White) x Object in Hand (armed vs
unarmed) showed a significant 2-way interaction. Post-hoc t-tests showed that participants
were quicker to shoot armed Black agents than armed White agents, and slower to refrain
from shooting unarmed White agents than unarmed Black agents
Agent Type: 2x2 ANOVA of Agent (human vs robot) x Object in Hand (armed vs
unarmed) showed a significant 2-way interaction. Post-hoc t-tests showed that participants
were quicker to shoot armed Humans than armed Robots and slower to refrain from
shooting unarmed Humans than unarmed Robots.
Explicit Bias: Participants showed overall more positive attitudes toward White Amer-
icans than Black Americans although they did not show a significant difference in their
own personal stereotypes of seeing either race as aggressive or dangerous. However, they
thought that others would - i.e., they thought that Blacks would be seen as more of a
threat by others than they did themselves.
Robot Race: Most participants did choose to ascribe a race to the robots, and did say
that the darker robot was Black (70%) and the lighter one White (67%). Only 11% chose
‘does not apply’.
2.3 Current Research
Reviews of the initial Robots and Racism study raised several questions:
1. Did having the participants shoot at both human and robot targets mean that social
priming was a factor in the transference of the bias?
2. Did the difference in the length of the experiment resulting from the addition of the
robot images mean that player fatigue may have affected the bias?
3. Would the addition of robots representing other races affect the bias, as this was not
shown to be the case in human studies.
4. Additionally, does the level of anthropomorphism of the robot affect shooter bias?
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Chapter 3: Methodology
Correll’s original experiment used 80 participants in the USA, and subsequent studies
showed that the shooter bias towards black men is only present in the USA. For the
robot shooter bias studies, online platforms were used to recruit subjects and run the
experiments, which allowed access and restriction to US participants. This enabled the
final running of the experiments to be extremely fast compared to running them in a
laboratory setting, but also meant that a lot of time and care had to be taken in testing
and refining the procedure.
Each experiment consisted of a demographics survey, the shooter bias game, and post-
game manipulation checks (ascription of race or rating the perceived level of anthropo-
morphism of the robots). This chapter describes the tools used to build and carry out the
experiments and data analysis, and how they fit together into the overall methodology of
the project. The majority of the time on the project was spent developing and refining
the procedure and the actual running of each experiment was done over a few hours.
The main phases involved were to build the experiment, create the online recruitment
project, run the experiment, and analyse the data. The overall project process is shown
in figure 3.1.
Figure 3.1: Project process overview
Each of these phases is outlined in more detail in the following section, using examples
from the experiments as applicable.
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3.1 Building the Experiments with Millisecond Inquisit
Millisecond Inquisit is software that was developed for researchers to carry out cognitive,
social, neuro-physiological, and psychological experiments. Participant response data is
recorded to the millisecond which makes it perfect for running the shooter bias experi-
ments. It consists of Inquisit Lab to develop and run experiments on a local computer,
and Inquisit Web to run them online. Millisecond provides a library of experiments or
‘tests’ to be used or adapted as required, which includes Correll’s original shooter bias
experiment, the “Police Officer’s Dilemma” (Figure 3.2).
Figure 3.2: Millisecond test library - The Police Officer’s Dilemma task
The Police Officer’s Dilemma was downloaded from the test library for the initial Robots
and Racism experiment, which included the test script and image files. It was then adapted
by adding in the robot images and altering the code and data output parameters accord-
ingly. This test was then adapted further for the current experiments. The development
process for each new test took many hours of testing and refinement as every change had to
be carefully checked to ensure there were no ripple effects causing undesired consequences.
Once completed, the experiment’s files (test script and images) were ready to be loaded
into Inquisit Web (see Appendix B).
The groups specified in the script’s code had to correspond with the Subject ID settings for
the task. For example, Experiment B has three groups for the between-subjects analysis
(one for each robot type), with two sets of each group to counterbalance the shoot/not
shoot keys for left/right hand (i.e., half the participants used the left-hand ‘A’ key to shoot
the targets and the right-hand ‘L’ key to ’not shoot’, and vice-versa). Therefore there are
six groups in total which must be specifically set in Inquisit (Appendix B.8).
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3.2 Recruiting Participants: Amazon Mechanical Turk
Amazon Mechanical Turk (MTurk) is an online ‘crowdsourcing marketplace’ which people
(known as ‘workers’) sign up for to get paid to complete tasks created by ‘requesters’.
Mturk is often used by academic researchers to recruit participants for online surveys and
experiments. A ‘sandbox’ area is provided where projects can be tested and refined before
publishing on the live site. There are three main phases of creating a projects - setting
the properties, designing the layout, and publishing it as as a HIT (Human Intelligence
Task). Mturk workers can then view and accept the HIT if they wish to participate.
In order to run the experiments for this study, a project called “Robot Shooter Game”
was created. Properties that were set up (Figure 3.3) included the reward per assignment,
i.e., the amount each participant will be paid upon completion (in USD as MTurk is
a US-based company), and the ‘Number of assignments per task’, i.e., the amount of
participants required.
Figure 3.3: MTurk project - set task properties
The amount of time the batch was available to workers, and when they got auto-approved
(and therefore paid) were set to ensure the HIT was available long enough to get the
full amount of participants, and also give enough time to analyse their response data for
suspicious patterns and reject them if necessary (to help maintain worker quality).
Once the Robot Shooter Game project was created, it was able be run as many times as
needed in separate ‘batches’. Each batch could have different property settings, so there
was no need to create a new project for each variation of the experiment. For example, the
first batch was a pilot run with a small number of participants (10), then any necessary
adjustments could be made before running a second batch for the rest - with the number
of participants setting altered to make up the total required.
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Worker Requirements were then set (Figure3.4), which included qualifications that re-
stricted the availability of the experiments to only desired workers. They had to be in
the USA in order to replicate the original shooter bias experiments, and also have a mini-
mum 99% approval rate and at least 50 HITs approved to help ensure a high standard of
worker. In order to prevent workers taking part in more than one Robot Shooter Game
experiment, they also had to have not been granted the ‘Played Game’ qualification. This
was allocated to every worker who became a participant, therefore excluded them from
seeing any subsequent Robot Shooter Game HITs.
Figure 3.4: MTurk project - set worker requirements
The page for the HIT that is displayed to workers was then designed (Figure 3.5).
Figure 3.5: Mturk project - preview page layout
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Once finalised, the batch details were displayed. In the example shown in Figure 3.6, no
assignments have yet been completed so the progress bar is at 0%.
Figure 3.6: Mturk project - published batch details
Qualified MTurk workers were then able to see the Robot Shooter Game HIT and click
‘Accept & Work’ to take part in the experiment (Figure 3.7).
Figure 3.7: Worker HIT List with Robot Shooter Game
The following section shows the workflow process from a participant’s perspective.
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3.3 Completing the Experiment - Participant Workflow
Only qualified workers as per the settings in Figure 3.4 were able to see a Robot Shooter
Game HIT, most importantly ensuring that they are located in the USA and that they
do not take part in more than one of the experiments.
3.3.1 Overview
There are three main phases involved for the workers to complete the experiment:
1. Accept the HIT in MTurk and click the link to run the experiment.
2. Complete the experiment via InquisitWeb - including filling in demographics, playing
the robot shooter game and completing manipulation checks.
3. Return to MTurk and submit their results.
These phases and the complete workflow process from a participant’s perspective is sum-
marised in figure 3.8 below.
Figure 3.8: Participant workflow
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3.3.2 Phase 1 - Begin Experiment in MTurk
After finding the Robot Shooter Game HIT in Mechanical Turk, qualified workers were
able to review and accept it. The task page displays general instructions which include
rules and tips to encourage serious participation in the game and a list of potential prizes
(Figure 3.9). In order to get official consent from the workers they had to tick a box to
confirm their agreement to participate. A link to the information sheet is available.
Figure 3.9: General instructions
Gameplay instructions were also displayed (Figure 3.10), including warnings to keep the
Mturk window open as they had to return to it to enter their post-game unique InquisitWeb
code and submit their results. The InquisitWeb code is so their MTurk data can be cross-
referenced with their Inquisit data, and ensure nobody can attempt to claim payment if
they did not complete the experiment.
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If the agreement box has been ticked, the participant was able to click the link to install
the InquisitWeb player and begin the experiment.
Figure 3.10: Starting the experiment
3.3.3 Phase 2 - Complete the Experiment in Inquisit
The first screen of the experiment shown in figure 3.11 displayed the specific instructions on
how to play the game, and reiterated the prizes and encouragement to play with integrity.
It explained that the participant must first enter their demographic information, then they
will have a practice round followed by the critical phase (1 or 2 rounds depending on the
experiment). Finally they will be required to give their impressions of some robot images
(i.e., complete the manipulation checks).
Figure 3.11: Game instructions
Before playing the Robot Shooter Game, participants had to first enter their demographic
details such as gender, age, and race, and also their MTurk WorkerID so their Inquisit
data can be cross-referenced with their MTurk data. This also meant that if a participant
emailed saying they couldn’t submit their results on the MTurk side (e.g., if they closed
the window accidentally), they could still be paid if they gave us their correct Inquisit
code.
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First they had a short practice round to get familiar with the gameplay before beginning
the critical rounds, of which there are either one or two depending on the experiment.
Examples of robot stimuli and backgrounds they may have encountered (depending on
the experiment and group they are in) are shown in figure 3.12 below.
Figure 3.12: Examples of robot stimuli
For each robot they encounter, they had to press the appropriate key to either ‘shoot’ if
they think it has a gun, or ‘not shoot’ if they think it is carrying something else.
As per the original Correll experiment, participants got one of the following messages if
they correctly chose to shoot an armed robot (Good Shot!) or to not shoot an unarmed
robot (Wise Choice!).
They got one of the following messages if they incorrectly chose to shoot an unarmed robot
(You shot a good guy!) or to not shoot an armed robot (You’re Dead!).
If they didn’t hit either of the designated keys in the 850ms window, they got a message
saying they are Too Slow.
The running total of their current score was also displayed, and between each phase they
had appropriate messages or instructions to ensure a smooth flow (see Appendix B).
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After participants finished the robot shooter game they completed the manipulation
checks. For both experiments this included ascribing a race to each colour of robot en-
countered in the game (e.g figure 3.13).
Figure 3.13: Manipulation check - Ascription of Race
For Experiment B they were also asked to evaluate how human-like they thought each type
of robot to be using the anthropomorphism questions from the Godspeed Questionnaire
(e.g. figure 3.14). The questionnaire was developed by Bartneck et al. (2009) as a tool
to measure people’s perception of anthropomorphism and other traits of robots. They
evaluated a neutral (true white) robot of each type.
Figure 3.14: Manipulation check - Anthropomorphism
For each check, participants were also asked to rate each robot in terms of their perceived
danger and trustworthiness.
Figure 3.15: Manipulation check - Traits
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Once the experiment was completed the participant was given their unique InquisitWeb
code (Figure 3.16), generated using a formula based on their SubjectID and Group Num-
ber.
Figure 3.16: End of experiment in Inquisit
3.3.4 Phase 3 - Submit Results in MTurk
The participant then returned to the Mechanical Turk page to enter their Inquisit code,
and they had the option of filling in some post-game questions and reading the debriefing
sheet (Appendix A.3) before submitting their results (Figure 3.17).
Figure 3.17: Enter unique Inquisit code into Mturk page and submit results
Once the full amount of required participants submitted their results, the data was avail-
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able for downloading and analysis, as outlined in the next section.
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When an experiment is run in Inquisit Web, the data from each participant is automatically
collected and available for download. The main steps of data analysis after an experiment
was completed are:
• Download the data from Inquisit Web as CSV (comma-separated values) files.
• Import the CSV files into a pre-prepared Microsoft Access Database. Also import
the MTurk data for the corresponding HIT for cross-referencing.
• Clean the data - run queries to check for any anomalies (e.g., cross-check with the
MTurk data and check for WorkerIDs that do not have a match).
• Run queries to transform the cleaned data into the format required for statistical
analysis and output into an Excel spreadsheet.
• Import the Excel spreadsheet data into SSPS Statistics for statistical analysis.
The overall process is summarised in figure 3.18.
Figure 3.18: Data analysis process
After completing the experiment, the data was available for download from the Inquisit
Web site. There was initially a separate file for every participant, each containing many
rows for each of the experiment trials. These were then downloaded as single files for the
first stage of the analysis in MS Access. There were files for each of the raw and summary
data outputs from Inquisit, and the MTurk Batch file for cross-referencing the WorkerID.
This file also contained their answers to the post-game survey questions on the Mturk side
of the process, and the unique Inquisit code they entered in order to submit their results.
Each data file contained output fields as specified in the experiment design to record the
participant responses and associated data, as well as general system information (time
and date etc). See Appendix C for a full data dictionary of the raw and summary files.
Cleaning and Transforming the Data in Microsoft Access
Microsoft Access is a database management system designed for the development of small
scale professional database applications, but in this project it was used for the first stage
of data analysis. Queries were developed to integrate and transform the raw data into the
required format for statistical analysis.
First the data files were imported into tables in the database. This data was then
cleaned - e.g., fixing incorrect spellings of their country or race so these fields can be
grouped. There were also queries designed to look for anomalies - e.g., MTurk Worker
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IDs in the Inquisit data that did not exist in the MTurk batch data, or double-ups of the
MTurkID (meaning they had done it twice), or InquisitWeb code (if they had given their
code to another worker). The cross-referencing also enabled identification of workers who
completed the experiment in Inquisit, but accidentally closed their MTurk window and
could not submit their results. It could be confirmed that they had played the game if
they provided their Inquisit code and MTurkID, and a separate HIT was created to in
order to pay them.
The initial raw data was in ‘long format’; i.e., there is one row for each participant
response, so there are many rows for each subject. For example, there are 93 rows for
each participant who fully completed Experiment B, including their survey answers and
gameplay responses. As this is not in a configuration that can be analysed by SPSS
Statistics, it must be converted into ‘wide format’ with one row per participant.
As well as having to aggregate the many rows of data for each participant into one,
it must also be grouped by block, as the values in each field may have different meanings
between them. For example, the ‘trialcode’ and ‘response’ fields for the Demographics
block contains the data they entered for the survey, but the same fields for a game-play
block will show which stimulus condition they were shown and key they pressed in response
to it. Figure 3.19 shows an example of the Demographics block and the first few rows
from the first gameplay block for a particular participant.
Some of the fields are only relevant for the game-play, so either have no value or can
be excluded from analysis of survey data. For example, the ‘correct’ and ‘latency’ fields
are irrelevant for the demographics questions although a value is recorded. The number
of gameplay trials they got correct is used to calculate the mean Success Rate (SR) as
a measure of Accuracy, and the latency in milliseconds between when the stimulus was
shown and when they hit the key is used to calculate the mean Response Time (RT).
Figure 3.19: Example of raw data trial responses
The game-play data was averaged for each condition per participant, to calculate their
Success Rates (correct responses) as a measure of Accuracy and their mean Reaction
Times for each experimental condition (colour of robot x object in hand). These are
the measures that are used for the final analysis. Therefore, each block’s data must be
extracted separately, then they all must be combined into a final output with data to be
one row per participant.
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Due to the nature of the raw data, designing the queries to transform it was fairly compli-
cated. Figure 3.20 shows the Access window, with the data tables and queries in the left
panel, and the final output query design in the main area. There are seven queries that
go into this final one, and some of them will also be made up of other queries themselves.
However, once fully tested, the database was simply duplicated with empty tables for each
experiment. So after gathering the data, it was loaded in to a fresh copy of the database
and instantly transformed into the final output format.
Figure 3.20: Contents of Access database with final query design
Figure 3.21 shows some of the output of this query, with one row for each participant.
Figure 3.21: Snapshot of final query output data
As per the original human and previous Robot Racism experiments, only data for par-
ticipants who successfully completed all phases of the experiment is included, and only
correct trials analysed. The final dataset is exported into an Excel spreadsheet to be pre-
pared for importing into SPSS Statistics for analysis. This preparation involves inspecting
the data for quality responses. For example, some participants had a high no-response
rate (i.e., not hitting any keys) or showed a suspicious pattern (e.g., hitting the same key
repeatedly). After sorting by their mean success rate and final score, and inspecting their
responses, it was decided that only including those with 80% or higher in the analysis
would effectively filter out all those who had not been playing well enough to be good test
23
3.4 Analysing the Data
subjects1.
Final Analysis
IBM SPSS Statistics was used to perform the statistical analysis on the transformed data,
in order to show whether the experiments had significant results or not. The final dataset
in Excel is imported into SPSS Statistics.
As per the original Correll study and the previous Robot Racism experiments, a Gen-
eral Linear Model or Anova was used (all assumptions being true). In Experiment B there
were two within-subjects variables of Object (gun or benign object) and Colour (black,
brown and white), with the two measures of Reaction Time and Accuracy. There is also a
between-subjects variable of robot type (robot group 1, 2 or 3). The statistical analysis is
then output as per figure 3.22. The various iterations made when inspecting and analysing
Experiment B can be seen in the left hand panel.
Figure 3.22: Final data analysis output showing Univariate Tests
The Univariate Tests are used to check for significant interaction effects, and as shown
in the results sections of the experiments, the interaction between Object and Colour or
Robot type are used to check for a Shooter Bias towards them.
1Note that they still got paid except for one who had ‘no response’ for all the gameplay trials.
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3.5 Summary of Overall Project Process
For each experiment, every phase of the project was built, tested and refined extensively,
then put together into a final implementation process. The general steps taken are shown
in Figure 3.1. Although the MTurk sandbox site was used for testing the complete process,
pilot experiments were also run on the live site with a small number of real participants
as a final check that everything ran smoothly. To this end, the carrying out of the final
live experiments and analysis of the data was actually the fastest part of the project.
The MTurk HITs displays instructions and a link to the experiment in Inquisit Web. It also
contains an information sheet (Appendix A.1) which refers to the experiment as a ‘rapid
judgement study’. As is usual in psychological experiments, we are initially misleading
the participants as to the real nature of the study so as not to prime them. Applicable
workers preview and accept the HIT and do the following:
1. Click on the link provided to load the experiment in Inquisit Web.
2. Fill in demographics, play the game, and complete manipulation checks.
3. Return to MTurk to submit their results.
Before submitting their results, they enter a unique code assigned to them in the game
so their MTurk profile can be cross-referenced back to their experiment data in Inquisit.
They also fill out some final questions to check whether they have done this kind of study
before, what they thought it was really about, and give any general feedback. They can
also read a debriefing sheet telling them that the study was about robots and racism, so
they can decide not to submit their data if they disagree with it (although that would
mean they will not get paid).
Once the specified number of workers have completed the HIT, the experiment is complete
and the data is ready for inspection and cleanup before the data analysis process.
In order to quickly clean and transform the data, a Microsoft Access database was prepared
and ready. It contained queries that had been developed and refined during the testing
and pilot phases of the project.
The overall data analysis process went as follows:
1. Raw data from both MTurk and Inquisit is downloaded into spreadsheet files and
imported into Access.
2. Access queries are used to transform and filter the data into the required format and
output into a spreadsheet file.
3. Transformed data is loaded into SSPS for final analysis.
Microsoft Excel spreadsheets were used to store both the initial raw data for loading
into Access, and the transformed data for loading into SPSS. It was also used to create
charts and tables to display the outputs in visual form.
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Chapter 4: Experiment A.
Social Priming and Fatigue
This experiment sought to find out whether, as suggested by Ogunyale & Howard (2018),
social priming may have caused the shooter bias effect in the initial robot shooter bias
study. This was achieved removing the possible priming influences - the survey on racial
attitudes and stereotypes, and the human stimuli in the game. It also sought to find out
whether task length as a measure of fatigue had an influence on the shooter bias effect by
analysing the trials in each half of the game independently.
4.1 Method
The initial robot shooter bias experiment was repeated without the human images - i.e.,
with only the robots racialised as Black and White, and each image displayed in random
order within each of 2 blocks of 64 trials (so each image was seen twice, once in each block).
The experiment factors were 2 (racialisation: black vs white) × 2 (object in hand: gun vs.
benign object) × 2 (fatigue: block1 vs block2) within-subjects design. Prior to playing
the game, participants provided their basic demographics data, and after the game they
were asked to ascribe a race to images of the Black and White robots.
4.2 Participants
A total of 113 participants from the USA were recruited from Amazon Mechanical Turk
(MTurk). They received $1.50 USD for completing the experiment and additional bonuses
were offered to the top players (based on speed and accuracy). They were also advised that
payment may be restricted for those who did not put genuine effort into playing the game
correctly (e.g., high no-response rate or hitting the same key repeatedly). After analysing
the data accordingly, all those who achieved less than 80% success rate were excluded
from analysis, which effectively filtered out all suspicious response patterns. This left a
sample of 106 participants (42 female, 64 male). Participant age range was 18 to 58 years
(m = 38; sd = 8.26). A majority of these participants reported being of White/Caucasian
descent (n = 84), with others identifying as Black/African American (n = 9), Asian
(n = 6), Latino/Hispanic (n = 5), Native American (n = 2), and mixed race (n = 2).
4.3 Stimuli
The ‘racialised’ Nao robot images from the initial robot racism study were used. Each
robot was either holding a gun, a remote control, a candy bar or a soda can. Using 16
backgrounds × 2 skin colours (Black vs White) × 2 objects (gun vs benign object) gave




As outlined in the methodology section, participants were first provided with an informa-
tion sheet to read and asked to give consent for their participation in the study before
being directed to Inquisit Web to complete the experiment.
Participants first answered a series of demographics questions, then went through 20
practice trials with random conditions to ensure a lack of routine. Each trial started
with a 500ms fixation, followed by 1-4 empty backgrounds for a random duration (500
to 1000ms), then finally the target image was shown for 850ms. Participants received
feedback on how they performed on the trial for 2000ms.
After the practice round, they were allowed to rest and continue to the main test when
they were ready - two rounds of 64 trials, each image repeated once per block in random
order. After playing the main test the participants were congratulated and given their
final score. Participants were then shown images of the Nao robot with each of the two
skin tones used in the game in random order and asked to ascribe them a race from a list,
including the option of “does not apply” at the very top of the list.
4.5 Measures
The experiment phases included participant demographics, the shooter bias game, and a
manipulation check of whether they ascribed a race to each colour of robot.
Demographics
Participants completed a demographic questionnaire which gathered such information as
their age, race, gender, nationality, and religion. They also entered their MTurk WorkerID
here so it could be cross-referenced back to the recruitment data.
Shooter Bias
Participants’ reaction times in deciding whether to shoot/not shoot, and accuracy (correct
identification of aggressors versus non-aggressors) while completing the shooter bias task
were measured. The reaction time was recorded as the time between the end of the stimuli
being shown on the screen and the time when a key was pressed. Following the procedures
outlined in Correll et al. (2002), the average reaction time and accuracy for different
conditions was calculated for the variables of robot racialisation (Black vs. White), and
object in hand (gun vs. benign object).
Robot Race
Participants were shown the Black and White Nao robots and asked to ascribe a race to
each from a list of options, which included “Does not apply” at the top of the list.
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As per the initial robot racism study which followed the procedure in Correll et al. (2002),
the average log-transformed reaction times for correct trials and the average accuracy rates
were analysed for the variables of colour (Black vs White) and whether they are holding a
gun or benign object (Armed vs. Unarmed). The two blocks of 64 trials were also analysed
separately as a measure of fatigue. The means and standard deviations for all conditions
are shown in Table 4.1.
Table 4.1: Means and standard deviations for Reaction Times and Accuracy within Blocks
Reaction Times Accuracy
Black White Black White
Armed
Block1 581 (52) 582 (51) 0.95 (0.07) 0.95 (0.06)
Block2 581 (53) 580 (55) 0.97 (0.05) 0.96 (0.06)
Unarmed
Block1 638 (54) 633 (52) 0.91 (0.09) 0.91 (0.09)
Block2 627 (54) 619 (54) 0.95 (0.07) 0.94 (0.09)
Demographics
Most of the 106 participants accepted for the final analysis identified as White/Caucasian
(79%), with 8% Black/African American and the rest either Asian, Latino/Hispanic, Na-
tive American or mixed race. 60% of the participants were male, and 40% female. The
average age of participants was fairly consistent across all the measures, with an overall
average of 34 years old (min 18, max 58). 89% were right-handed and all stated that they
were American in nationality.
Table 4.2: Demographics - Experiment A
Race # % Age
White/Caucasian 84 79% 35
Black/African American 8 8% 33
Asian 6 6% 35
Latino/Hispanic 5 5% 31
Native American 1 1% 36
Mixed 2 2% 37
Gender # % Age
Female 42 40% 36
Male 64 60% 34
Shooter Bias
A 2 × 2 analysis of variances (ANOVA) revealed the expected significant 2-way interac-
tion between racialization and object in hand for reaction time (F (1, 105) = 7.428, p =
0.008, η2 = 0.066), but not for accuracy (F (1, 105) = 0.114, p = 0.736, η2 = 0.001). Similar
to the previous work of Bartneck et al. (2018), participants took significantly longer to
not shoot unarmed robots that were racialized as Black compared to those racialized as
White (p < .001), but there was no difference in time taken to shoot an armed robot that
was racialized as Black or White (p = .89).
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It was also examined as to whether fatigue emerging from task length would impact
on shooter bias tendencies. A 2×2×2 ANOVA revealed non-significant 3-way interaction
effect between racialization, object, and fatigue on both reaction time (F (1, 105) =<
.001, p = 0.992, η2 < 0.001) or accuracy (F (1, 105) = 0.285, p = 0.595, η2 = 0.003).
However, there was a significant main effect of fatigue on reaction time, (F (1, 105) =
10.129, p < 0.001, η2 = 0.088), such that participants were generally faster in the second
block than the first block, but this did not interact with robot colour. See Table 4.1) for
full results.
Manipulation Check - Attribution of Robot Race
Participants were asked to ascribe a race to both colours of the Nao robot encountered in
the game. Although the first option in the list was “Does not apply”, 86% of participants
did ascribe a race to the robots. The robot racialised as ‘White’ was mostly identified
as White/Caucasian (67%) with the next highest identification being Asian (10%). The
robot racialised as ‘Black’ was mainly ascribed to be Black/African American (47%) or
Latino/Hispanic (23%), and 8% identifying it as Indian. This suggests that our manipu-
lation of the skin colour did serve to alter the perceived race of the robot in the eyes of
most participants. Counts and percentages of responses are shown in table 4.3.





Does not apply 12 11% 17 16%
Caucasian/White 3 3% 71 67%
Black/African 50 47% 1 1%
Latino/Hispanic 24 23% 4 4%
Indigenous/Native American 0 0% 0 0%
Asian 2 2% 11 10%
Indian 9 8% 0 0%
Arab 2 2% 2 2%
Pacific Islander 4 4% 0 0%
4.7 Summary of Experiment A
To summarise, this experiment sought to investigate whether shooter bias towards robots
may be a result of social priming by re-running the initial robot shooter bias study with
no human images, and with no survey questions regarding participants attitudes regard-
ing race prior to the shooter bias task. The results showed that the shooter bias was
still present towards the darker coloured robot even with no social priming, therefore
eliminating it as an influencing factor.
The experiment also sought to find out whether playing a greater number of trials
influenced the shooter bias, as it had been previously shown that although cognitive fatigue
did have an effect task length had not been factored in to any analysis despite a variation
of the number of trials in the different experiments. By analysing the data over two blocks
independently, it was found that fatigue from trail length did not have an effect on shooter
bias tendencies.
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Diversification and Anthropomorphism
This experiment sought to find out whether adding a wider range of human skin tones
influenced shooter bias. Previous research with human targets revealed that participants
showed similar levels of shooter bias only toward Black males even when including Latino
and Asian targets to the original shooter bias paradigm Sadler et al. (2012). Therefore
it was surmised that including brown coloured robots would not significantly impact the
shooter bias tendencies towards the ’Black’ ones. The experiment also investigated whether
the perceived anthropomorphism of robots interacted with robot colour and object in hand.
I.e., it sought to examine whether shooter bias fell across a spectrum of skin tones from
darker to lighter, and if this was especially pronounced when a robot was more human-like
relative to less human-like.
5.1 Method
The robot shooter bias experiment was repeated with the addition of robots with a brown
skin tone (taken from the same image of multiracial women used previously), to achieve
a spectrum of racialisation from Black to White. Furthermore, two more types of robot
were added (Inmoov and Robosapien) to achieve a range of anthropomorphism from less to
more human-like. It was suspected that Inmoov would be perceived as most human-like,
followed by Nao, then Robosapien. The experiment was therefore a 3 (skin tone: Black vs.
Brown vs. White) × 2 (object in hand: gun vs. benign object) × 3 (robot agent: Inmoov
vs. Nao. vs Robosapien) mixed design, with robot agent as the only between-subjects
factor. Therefore, each participant would encounter only one type of robot but all three
colours in the task.
5.2 Participants
A total of 340 participants from the USA were recruited from Amazon Mechanical Turk,
and no person was allowed to take part in both experiments. This was done using MTurk’s
ability to exclude workers with a particular ‘Qualification Type’ that was assigned to each
worker who took part in either experiment. As per Experiment A, only data for all those
who achieved at least an 80% success rate was included for analysis. This left a sample
of 312 participants (162 female, 150 male). Participant age range was 18 to 78 years
(m = 29; sd = 10.8). A majority of these participants reported being of White/Caucasian
descent (n = 226), with others identifying as Black/African American (n = 35), Asian
(n = 27), Latino/Hispanic (n = 20), Native American (n = 2), and mixed race (n = 2).
Participants received $1.25 USD for completing the experiment which was slightly less




The three types of robot were all (Inmoov, Nao, and Robosapien) re-coloured with the skin
tones of the African, Indian and Caucasian women from the same multi-racial photograph
used previously. These were photographed across 5 backgrounds, so the combination of 3
skin colours × 2 objects (gun vs non-gun) × 3 robot type (levels of anthropomorphism)
which gave us a total of 90 images (30 images for each of the three types of robot).
5.4 Procedure
The experiment was carried out as per the process outlined in the methodology section.
The critical round of the game comprised of one block of 60 trials - 5 backgrounds x 6
conditions, each repeated twice in random order. Each participant saw only one type of
robot - Inmoov, Nao or Robosapien. After playing the game and ascribing a race to each
of the three colours of robot, participants were also shown each of the three types of robot
and asked to rate them using the five anthropomorphism questions from the Godspeed
Questionnaire Bartneck et al. (2009), a standardised measuring tool.
5.5 Measures
Demographics
As per Experiment A, participants completed a demographic questionnaire including ques-
tions about their age, race, gender and nationality.
Shooter Bias
As per Experiment A, the reaction time and accuracy across the different trial conditions
was measured for the variables of: agent (robot type: Inmoov vs. Nao vs. Robosapien),
racialisation (Black vs. Brown vs. White), and object (gun vs. benign object).
Robot Race
Participants were shown Black, White and Brown Nao robots and were asked to ascribe
each one a race from a list of options, which also included ‘Does not apply’.
Robot Anthropomorphism
Participants were asked to rate their impression of each of the three robot types using five
anthropomorphism questions. Each question used a Likert scale from 1-5 where 0=less;
5=more anthropomorphic (i.e., a high rating is more human-like) to get an overall anthro-
pomorphism rating.
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5.6 Results and Discussion
As per Experiment A, the average log-transformed reaction times and the average accuracy
rates for correct trials were analysed. This experiment had variables of robot type (Inmoov
vs. Nao vs. Robosapien), colour (Black vs. Brown vs. White), and whether they are
holding a gun or benign object (Armed vs. Unarmed). The means and standard deviations
for all conditions are shown in Table 5.1.
Table 5.1: Means and standard deviations for Reaction Times and Accuracy across all conditions
Reaction Times Accuracy
Black Brown White Black Brown White
Armed
Inmoov 558 (58) 552 (55) 548 (58) 0.93 (0.08) 0.93 (0.08) 0.94 (0.08)
Nao 561 (51) 559 (51) 562 (50) 0.95 (0.07) 0.97 (0.05) 0.96 (0.07)
Robosapien 538 (55) 541 (55) 536 (54) 0.96 (0.07) 0.97 (0.06) 0.96 (0.06)
Unarmed
Inmoov 600 (54) 595 (54) 600 (53) 0.93 (0.08) 0.93 (0.08) 0.92 (0.10)
Nao 612 (51) 613 (56) 615 (49) 0.91 (0.12) 0.92 (0.11) 0.92 (0.09)
Robosapien 595 (51) 583 (46) 586 (51) 0.93 (0.10) 0.94 (0.10) 0.96 (0.07)
Demographics
Most of the 312 participants accepted for the final analysis identified as White/Caucasian
(72%), with 11% Black/African American and the rest either Asian, Latino/Hispanic,
Native American or mixed race. 48% of the participants were male, and 52% female. The
average age of participants was fairly consistent across all the measures, with an overall
average of 34 years old (min 18, max 58). 88% were right-handed and 98% stated that
they were American in nationality (all were located in the USA).
Table 5.2: Demographics - Experiment B
Race # % Age
White/Caucasian 226 72% 38
Black/African American 35 11% 34
Asian 27 9% 31
Latino/Hispanic 20 6% 30
Indigenous/Native American 2 1% 31
Mixed 2 1% 24
Gender # % Age
Female 162 52% 36
Male 150 48% 36
Shooter Bias
A 2 × 3 ANOVA revealed a non-significant effect of robot colour (i.e., racialisation) and
object on both reaction time (F (2, 618) = 2.662, p = 0.073, η2 = 0.008), and accuracy
(F (2, 618) = 0.481, p = 0.619, η2 = 0.002). Contrary to the previous studies on robot
shooter bias, there was no significant difference in shoot and don’t shoot responses for
robots that appeared Black or White. As the only major differing factor in this study is
the inclusion of brown coloured robots having ruled out social priming and task length
as explanations for shooter bias, the implication is that the inclusion of another colour
of robot reduced the shooter bias tendencies. It is particularly evident that this may be
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the case because a shooter bias with the Nao robot similar to Experiment A and previous
research (Bartneck et al., 2018) should have been expected, but there is no evidence of this
here. I.e., even when considering the Nao robot separately there is no significant colour
by object interaction for Nao robot (F (2, 97) = 0.358, p = 0.700, η2 = 0.007).
Robot Race
After playing the game, participants were asked to ascribe a race to each of the three
colours of Nao robot. Although the first option in the list was ‘Does not apply’, 75%
of participants did ascribe a race to the robots. The robot racialised as ‘White’ was
highly identified as White/Caucasian (66%), while the ‘Black’ robot was mainly ascribed
to be Black/African American (27%) or Latino/Hispanic (22%). The light brown robot
was mainly ascribed to be Latino/Hispanic (29%) with 11% ascribing it to be African
American, and the rest ascribing it to one of the other races in the list that would normally
be associated with a brown skin tone (e.g. Indian, Asian, Native American). Counts and
percentages of responses are shown in table 5.3.
Table 5.3: Results of manipulation check for Robot Race - Experiment B
Black White Brown
Does not apply 78 25% 65 21% 67 21%
Caucasian/White 11 4% 207 66% 3 1%
Black/African 85 27% 1 0% 35 11%
Latino/Hispanic 69 22% 7 2% 92 29%
Native American 17 5% 2 1% 21 7%
Asian 8 3% 27 9% 44 14%
Indian 27 9% 1 0% 31 10%
Arab 10 3% 1 0% 14 4%
Pacific Islander 7 2% 1 0% 5 2%
It appears that introducing a brown coloured robot led to greater variability in the
racialisation of both the Black and Brown coloured robots. Although participants clearly
identified both colours as non-Caucasian, there was more variability across their raciali-
sation as African American, Latino/Hispanic, or another ethnic/racial group.
Robot Anthropomorphism
A manipulation check was performed to investigate whether the robots used in the ex-
periment were perceived differently according to their level of anthropomorphism. An
ANOVA revealed no significant difference between the anthropomorphism ratings of the
three robots, (F (2, 622) = 2.183, p = 0.114, η2 = 0.007). A second ANOVA was performed
in which only the ratings that each participant gave for the robot that they interacted
with were compared. Here again, there was no significant effect of the robot type on the
perceived anthropomorphism (F (2, 309) = 2.163, p = 0.117, η2 = 0.014). Since the ma-
nipulation check revealed that the participants did not perceive the robots to be different
in terms of their anthropomorphism, the perceived anthropomorphism was excluded from
the further analysis.
However, although these different types of robot did not appear to vary on a continuum
of anthropomorphism they may vary on an unmeasured construct. A 2 × 3 × 3 ANOVA
revealed a significant 3-way interaction between racialisation, object, and robot type on
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both reaction time (F (4, 618) = 3.881, p = 0.004, η2 = 0.025) and accuracy (F (4, 618) =
3.609, p = 0.006, η2 = 0.023) in the shooter bias paradigm. Decomposing this 3-way
interaction, t-tests with Bonferroni corrected alpha revealed that there were only two
significant simple effects, both toward Robosapien robots. Specifically, participants took
significantly longer to refrain from shooting the Black Robosapien robot than the White
(p < .001) or Brown Robosapien robots (p < .001). However, all other simple effects were
non-significant across all three robot types.
Additionally, when testing whether there were differences in overall responses in the
game toward the three types of robots it was found that robot type significantly impacted
upon reaction time (F (2, 309) = 6.3962, p = 0.002, η2 = 0.040) and accuracy (F (2, 309) =
5.248, p = 0.006, η2 = 0.033) on the shooter bias task. Post-hoc t-tests with Bonferroni
corrected alpha showed that participants took significantly longer to respond to the Nao
robot than the Robosapien robot (p = 0.001), but they were significantly more accurate
when responding to the Robosapien than the Inmoov robot (p = 0.004). Figure 5.1 shows
how the average reaction times across all colours of robot show that participants were
consistently faster to react to Robosapien, then Inmoov, then Nao whether they had a
gun or not.
Figure 5.1: Average participant reaction times for the different robot types
5.7 Summary of Experiment B
To summarise, this experiment found that there was no shooter bias shown towards any
particular robot type (Nao, Inmoov or Robosapien), and participants did not perceive them
as more or less human-like than each other. However, there was a difference in reaction
times between them. Also contrary to expectations, the addition of a third colour of robot
seemed to remove the shooter bias completely.
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Chapter 6: Conclusions, Limitations and
Future Work
Experiment A sought to address issues in the preliminary robot racism research of possible
social priming and whether player fatigue from task length had any influence on the shooter
bias. The results showed that the shooter bias effect was still present for robots racialised
as Black when there is no social priming, and that trial length does not have an influence on
this race-based shooter bias. The experiment therefore succeeded in eliminating these as
potential influencing factors and giving more validity to the previous results. Experiment
B extended the research and sought to find out if the shooter bias varied across a racial
spectrum as well as a range of anthropomorphism from less to more human-like.
Robot Anthropomorphism
Zlotowski et al. (2015) showed that humanoid robots were subject to the inversion
effect, which measures how much people implicitly recognise objects as human. Given
this, the idea that participants may be more hesitant to shoot a highly human-like robot
compared to a machine-like robot was explored. A manipulation check was carried out with
the expectation that participants would consciously view the three robots as differing in
their perceived anthropomorphism, but this turned out not to be the case. There was also
no shooter bias shown to any of the robot types, although there was a consistent difference
in reaction times. They were faster to react to Robosapien and slower to react to Nao no
matter which colour the robot was. This suggests that there may be a different dimension
on which these robots implicitly varied, but future work is needed to more systematically
examine the potential moderating role of robot anthropomorphism on shooter bias.
Does Diversity Reduce Bias?
There is a relationship between people’s interracial exposure in their local environment
to their underlying perceptions of race. The less interracial exposure people have, the more
marked shifting between categories they displayed when asked to attribute race to mixed-
race faces (Freeman & Sanchez, 2016). Gaertner & Dovidio (2005) found that children who
had been through a program that helps bring people from different groups conceptually
into their own circle of existence were more willing to pick playmates who were different
than themselves. Researchers in China found that after training pre-school children how to
individuate African faces, their implicit racial bias towards this out-group was significantly
reduced (Xiao et al., 2015).
Because of prior work that showed the shooter bias towards Black men was still present
in a multi-ethnic context (Sadler et al., 2012), the expectation was that the same would
be found in the robot studies. However, the shooter bias towards the robots racialised
as Black disappeared when a brown robot was present for all robot types. Additionally,
participants were neither faster to shoot armed robots that were darker in colour, nor
to not shoot unarmed robots that were lighter in colour. As the main variable that had
not been excluded as an influence was the addition of the brown robot, this potentially
means that diversification of robot colours may lead to a reduction in implicit racial bias
towards them. However, future work is needed to further examine if the inclusion of a
diverse range of colours on robots can indeed erase any colour-based bias that emerges
from robot racialisation. Prior social-scientific research in human-human contexts suggest
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that increased exposure to diversity may have both positive and negative implications for
implicit and explicit biases.
Galinsky et al. (2015) found that although diversity in race, culture and gender had
potential social benefits, it also had negative effects such as causing conflict and resentment
which could overshadow the positive impacts. They looked at diversity within groups of
people, and the attitudes of individuals acquired through their experiences with living or
working with different kinds of people. Both situations were round to promote deeper levels
of complex thinking and more effective responses to new challenges, but also created a
level of distrust and conflict. Rae et al. (2015) found that in U.S. states that had a larger
proportion of Black residents, there existed stronger implicit and explicit in-group bias
among both White and Black respondents.
In the context of HRI, it would be particularly valuable for future work to directly
test whether exposure to robots of a diverse range of colours and perceived racialisation
can indeed lead people to show no differences in their implicit and explicit responses. The
robot shooter bias study could be extended to robots with a range of non-human skin
tones, e.g. true black and white, and primary colours such as blue, green, and red to see if
there is any particular bias shown toward any of them. Interestingly, participants across
several studies seem to racialise robots even when given the option to indicate that the
robot does not have a race suggesting a tendency to racialise robots, but having robots in
non-human colours (e.g., green or blue) should remove such tendencies.
One of the challenges of the present work was that the brown robot was ascribed
a plurality of racial and ethnic categories making it difficult to assess if participants’
responses were due to stereotypes and prejudice toward one group or another. Indeed,
these could lead to contradictory implicit biases making it important for future work
to disentangle shooter biases toward different groups separately (i.e., among those that
perceived the brown robot to be Latino vs. Indian vs. Native American). Future studies
could also examine automatic perception of race in robots rather than rely on explicit
means of race ascription. For example, the methods outlined in Freeman et al. (2010) in
which mouse-tracking was used to measure how much subjects skewed towards one image
or the other when asked to ascribed a race to human faces across a racial spectrum, could
be one technique that allows researchers to better understand racialisation in the context of
robotics. Also, as the present research uses online convenience samples, future work should
examine these effects in a more representative national sample. The original research by
Correll et al. (2002) showed that both African American and White American participants
demonstrate comparable levels of shooter bias towards Black men, so a more ethnically
diverse sample may not show differing effects. However, a more representative sample
would allow researchers to better understand whether certain characteristics moderate
such effects.
The shooter bias measured people’s response to a perceived threat. While this worked
well to heighten people’s implicit reactions, a future experiment could look at the effect
of working with different coloured robots. If a racism Implicit Association Test (IAT) was
taken before and after solving a problem or completing a task with a racialised robot,
any change in their subconscious racial attitudes could be measured. As found in the
shooter bias studies, any initial results would need to be assessed for priming and a range
of non-human colours should also be used as a control.
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Final Thoughts
If we do perceive humanoid robots as racialised even subtly, it stands to reason that
exposing people, especially children, to them in a variety of skin tones will help them
subconsciously normalise different races. If social robots are going to be used widely, they
should express the traits that best match the situation and purpose. Even if these traits
are initially based on stereotypes, it may also help move us away from perceiving particular
roles as gender or race based. So rather than replacing workers, social robots may help to
dispel myths and stereotypes around societal roles and help combat bias.
If artificial intelligence is the way of the future, it should be leading the way in diversity
and inclusiveness.
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Appendix A: Forms and Documents
A.1 Participant Information and Consent Sheet
Figure A.1: Information
38
A.2 Participant Debriefing Sheet
Figure A.2: Consent
A.2 Participant Debriefing Sheet
Figure A.3: Debriefing
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A.3 Publication and Contribution Details
A.3 Publication and Contribution Details
Figure A.4: ACM Confirmation of Publication
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A.3 Publication and Contribution Details
Figure A.5: Co-Author Contributions
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Appendix B: Screen Shots
B.1 Game-play Instructions for Experiment A
Apart from the main instructions at the beginning of the experiment, participants also
received additional messages between each phase of the robot shooter game to ensure a
smooth and informed process. The full set of instructions and messages encountered in
Experiment A which had two critical rounds are shown here.
Figure B.1: Practice Round
Figure B.2: Critical Round One
Figure B.3: Between Critical Rounds
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B.1 Game-play Instructions for Experiment A
Figure B.4: Critical Round Two




All the files loaded needed for the Inquisit experiment.
Figure B.6: Files for Experiment B
Figure B.7: Uploaded files in Inquisit Web
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B.2 Inquisit Files
Figure B.8: Inquisit Web Subject ID settings for Experiment B
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Appendix C: Data Dictionaries
C.1 Inquisit Data Files
Each field in the output data files generated by the Inquisit task for Experiment B are
explained below. There are fields for general data and the three phases of the experiment
- the demographics survey, the robot shooter game-play, and manipulation checks for
perceived robot race and anthropomorphism.
General data: Computer and date/time information as well as the Subect ID and gener-
ated by the experiment, and their unique Inquisit code that is calculated from this using
a user-defined formula.
Demographics: MturkID (Mechanical Turk WorkerID for cross-referencing), Gender,
Age, Handedness (left or right), Race, Country, Nationality, Religion.
Game-play: The robot shooter game stimulus and responses, what key they hit and
whether it was correct, the result code, and the latency in milliseconds.
Manipulation Checks: Robot Race (3 colours of robot, light - dark), Robot Anthro-
pomorphism (3 types of robot) - 5 godspeed questions for human-ness + danger and
trustworthiness.
Data File Information
*fields named ‘values.xxx’ are user-defined (as opposed to automatic system fields).
(1) Summary data file: ’podtr summary*.iqdat’ (a separate file for each participant).
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C.1 Inquisit Data Files
(2) Raw data file: ’podtr raw*.iqdat’ (a separate file for each participant).
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C.2 Output Data Files
C.2 Output Data Files
Query List Various queries extract data for each block and robot type as well as overall
summaries. The queries used in Experiment B are shown below.
The final output query with the transformed data fields are listed below, with example
values and descriptions of what they are made up or and/or used for.
Figure C.1: Data output for analysis - main measures
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C.2 Output Data Files
Figure C.2: Data output for analysis - manipulation checks
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