n an attempt to reduce cost while maintaining good customer service, some of the leading manufacturers in the computer industry are delaying product differentiation (by exploiting component commonality) while managing broader product lines. In an environment where demands are stochastic, it seems a good strategy to store inventory in the form of semi-finished products (vanilla boxes) that can serve more than one final product. However, finding the optimal configurations and inventory levels of the vanilla boxes could be a challenging task. In this paper, we model the above problem as a two-stage integer program with recourse. By utilizing structural decomposition of the problem and (sub)gradient derivative methods, we provide an effective solution procedure. A special case, a variant, and several extensions are also discussed. In our computational section, we utilize our model to study several new research issues. We provide insights on the effect of demand variance, correlation, and capacity limitations on the optimal configuration and inventory levels of vanilla boxes and the performance of a vanilla assembly process. In addition, we compare the performance of the vanilla assembly process to make-to-stock and assemble-to-order processes and provide managerial insights on the conditions under which one might be better than the others. Finally, we discuss the characteristics of an IBM product line (which motivated this work) and the effectiveness of a heuristic tailored for that application.
Introduction
In the last decade, there has been an increasing emphasis on producing specialized products for different segments in the market, as a means for providing better service to customers. The Marketing literature (Bagozzi 1986, Cravens and Woodruff 1986) indicates that broader specialized product lines lead to higher market share, whereas the Operations Management literature predicts that cost and complexity may increase when there is greater product variety. Manufacturers have been adopting strategies including (but not limited to) (i) integration of marketing, manufacturing, and distribution activities within the supply chain (Cohen and Lee 1988, Lee and Billington 1993) , (ii) accurate response to changes in market needs (Fisher et al. 1994 ), (iii) flexibility in manufacturing process using concepts such as delayed differentiation (Lee 1996, Lee and Tang 1998) , (iv) incorporation of commonality at the product design stage (Ulrich and Pearson 1993, Hayes et al. 1988) , (v) adoption of flexible manufacturing technologies (Jaikumar 1986) , and (vi) implementation of justin-time practices such as set-up reduction (Hall 1983) , in order to reduce costs and improve customer satisfaction. Kekre and Srinivasan (1990) suggest that such strategies may mitigate any possible adverse effects of product proliferation.
The final assembly stage of a leading product line of IBM is the research site that motivated this work. Different models across the product line show a high degree of component commonality. In addition, there is a one-to-one relationship between components and features. As a result, products are defined in terms of features that are ordered by customers (Srinivasan and Swaminathan 1997) . Since demand for different models is highly stochastic and correlated, the existing mode of operation was to start final assembly only after a firm customer order was received. In the recent past, this process often finished later than the customer requested arrival date, causing a sizeable percentage of orders to be late. Orders were late because customers who once were satisfied with delivery within a fortnight were now requiring products to be shipped within five to seven days. This change in customer requirements was mainly due to competition in the industry and an increase in service expectations. Management decided to pilot an assembly process based on semi-finished products called vanilla boxes. Figure 1 shows a fictitious product structure consisting of three products (P1, P2, and P3) and four components (a, b, c, and d) . P1, P2, and P3 correspond to three model types of a product line. The components a, b, c, and d correspond to memory card, processor, hard disk, and floppy drive, respectively. The bills of material for the products are P1 Å (a, b, c), P2 Å (b, c, d) , and P3 Å (a, b, d) . V1, V2, and V3 are examples of feasible vanilla boxes for the product structure. V1 (containing memory card and processor) can be used in the assembly of P1 and P3 because these products can be assembled from it, by the addition of appropriate components (c, a hard disk for P1 and d, a floppy drive for P3). When a customer order came in, additional components were often added to a vanilla box and the product was shipped to the customer within the customer requested due date. Thus a vanilla assembly process enabled assembly of customized products within much shorter lead times. To achieve this, though, the manufacturer had to carry additional inventory of vanilla boxes.
The vanilla assembly process was piloted at a final assembly plant which had a nearby satellite plant. The satellite plant could build, test, and ship vanilla boxes to the final assembly plant. Thus, the main issues at the final assembly plant were to determine how many and what type of vanilla boxes to keep, and how to allocate vanilla boxes to final products in order to minimize the expected stock-out costs for lost product demand and holding costs for left-over vanilla boxes. Our basic model addresses the above issues. Subsequently we extend the basic model to incorporate the case where final assembly and vanilla building are done at the same plant (and share the same capacity) in a multi-period setting.
The need to capture the stochastic and correlated nature of product demand, the commonality of parts in the product line, and assembly speed-ups due to the usage of vanilla boxes added significant complexity to the modeling task. After considering several alternatives we decided to develop a discrete time model with finite assembly capacity in which the manufacturer experiences stochastic demand for multiple products. We utilize a two-stage stochastic programming framework. The first stage decision corresponds to choosing the configuration of vanilla boxes (what features they should contain) and their inventory levels. The demand process is modeled using a set of demand scenarios each of which is assigned a probability of occurrence. Once the demand occurs, the second stage decision corresponds to how the vanilla boxes are allocated to the different products within a limited assembly capacity. The objective is to minimize the sum of stock-out costs of unsatisfied demand and holding costs of left-over vanilla boxes.
Literature Review and Summary of Paper
Our problem has several similarities to the component commonality problem (Collier 1982 , Sauer 1985 , Gerchak and Henig 1986 , Baker et al. 1986 , Gerchak et al. 1988 . The component commonality problem has been considered either with stock-out costs or service level constraints. Multi-period problems with service constraints can be extremely difficult to solve as indicated in Srinivasan et al. (1992) . Tayur (1994) uses a (sub)gradient based method to solve a multi-period problem with stock-out costs. In our problem, we optimize the vanilla configuration and inventory while taking into account capacity constraints on assembly, a factor which is not considered in component commonality problems. Another related problem is the multi-product substitution problem (Chand et al. 1994 , Bassok et al. 1995 , Bassok and Hsu 1995 . In our problem, substitution is possible when there is a choice in the vanilla box to be used for a product. From a methodological point of view, we utilize stochastic programming with recourse with first stage integer variables. These are difficult models to solve computationally (Wollmer 1980) . Additional complicating factors are discussed in §2.1.
In this paper, we model and analyze an assembly process based on vanilla boxes which enables customization of products within short lead times. This is a new approach in final assembly and is being piloted at many manufacturing organizations including IBM, US Filter, and 3Com. Our model finds the optimal configuration of vanilla boxes as well as their inventory levels. The model simultaneously addresses issues related to product line characteristics (such as commonality), demand characteristics (such as variance and correlation of product demands), and assembly time characteristics (such as reduction in assembly time when semi-finished products are used for customization). As per the knowledge of the authors this is the first model that addresses all the above issues in an integrated manner.
The richness of the model enables us to provide several new insights in our computational study. These include the effect of correlation in product demands and changes in assembly capacity on (1) the performance of a vanilla assembly process and (2) the optimal inventory and (3) configuration of vanilla boxes. In addition, we compare the performance of the vanilla assembly process against assemble-to-order and make-to-stock environments, providing managerial insights on the effectiveness of each under different demand conditions and capacity restrictions. Finally, in our computational section, we discuss the characteristics of the IBM product line that motivated this work and provide details about a sequential heuristic tailored to handle industry size problems. Our results indicate that our heuristic can solve industry size problems in a reasonable time while providing cost effective solutions.
The rest of the paper is organized as follows. In §2 we discuss the basic model and explain the algorithm. Further, we extend our basic model to include both final assembly and vanilla building in the same plant within a multi-period setting. In §3 we present computational results and provide insights into the vanilla assembly process. In §4 we discuss a special case, a variant, and other extensions of the basic model.
Model
In this section, we first describe our basic model in which there is a satellite facility which produces vanilla boxes for the final assembly plant. Subsequently, we expand our model to multi-period settings where capacity at the assembly plant is utilized to make both final products and vanilla boxes. Several other extensions of the basic model are discussed in §4.3.
Basic Model
The basic model considers a single period. C is the capacity available to assemble products from vanilla boxes or from basic components. All vanilla boxes are produced before the beginning of the period. Demands are realized at the beginning of the period before decisions need to be made regarding the assembly of the final products. Every product i (1, . . . , N) may either be assembled directly from its components, or from any vanilla box whose component set is a subset of those required by i, thus avoiding redundant components. Demands are random but follow one of L given scenarios, each with a given likelihood. Holding costs are incurred for unused vanilla boxes at a box type specific rate, and shortage costs for unsatisfied demand, at a product specific rate. Without loss of generality, we assume that the bill of material in terms of the components is binary.
Our proposed planning approach starts with the enumeration of all possible vanilla box configurations using at most K different types or a suitable subset thereof. With n the number of components there are 2 n 0 n 0 1 different vanilla boxes since we exclude vanilla boxes with zero or one component. So, if K optimal vanilla boxes have to be chosen then we need to consider configurations. This number may be lower in n 2 0n01
(C )
K practice because there may be vanilla choices that do not support even a single product. Still, our algorithm is exponential and is not suitable for solving large problems exactly. We feel that the insights obtained in this paper can help in tailoring an approximation (or heuristic) strategy for very large problems. In §3.3 we describe a greedy sequential heuristic developed for the IBM problem. For a given choice of the vanilla box configuration, the remaining problem consists of determining optimal inventory levels for the vanilla boxes used, and for each scenario, an optimal assembly plan. These can be determined via the following 2-stage stochastic programs. Let • t i0 : per unit assembly time for product i from components;
• t ik : per unit assembly time for product i from vanilla box k (t ik Å ϱ if product i cannot be made from vanilla box k).
• p i : per unit per period stock-out cost for product i;
• h k : per unit per period holding cost for a vanilla box k;
• q Å (q 1 . . .q K ): vector of starting inventory levels of vanilla boxes k (1, . . . , K);
• j l : a realization (j 1l . . . j Nl ) of product demands in scenario l where j 1 . . . j N have a joint distribution F; and
• s ikl : quantity of product i made using vanilla box k in scenario l (k Å 0 implies that product i is assembled directly from components).
The two-stage stochastic program corresponding to a vanilla box configuration U can be formulated as:
Let c(q 0 ) denote the optimal value of the above linear program when fixing q Å q 0 . It is well known that the value of the linear program is jointly convex in the right-hand side values of its constraints. Thus, c(q) is jointly convex. There are two common approaches for solving the above problem-a large scale linear programming approach where there are O(NKL) variables and a (sub)gradient based approach in which the problem is decomposed into L separate linear programs, each with only O(NK) variables, once q is fixed. A detailed comparison of these two methods and other related properties of our formulation are discussed in Swaminathan and Tayur (1995) . Based on those results we have decided to utilize the (sub)gradient based approach.
Recall that a (sub)gradient based method starts with an arbitrary initial vector q 0 , and at the kth iteration updates q k using
Here Çc(q k ) represents an arbitrary (sub)gradient of c(q k ) and step k/1 is the step size. The function c(q) is differentiable in q Å q 0 when a unique solution exists in each of the L linear programs. Whether this is the case or not, the (sub)gradient can always be obtained from the dual variables associated with constraints (2). The above method converges to the optimal solution as long as the step sizes step k/1 are chosen appropriately, e.g., when step k r 0 and step j r ϱ; see Bazaara and Shetty (1979) . ϱ ͚ jÅ1 We conclude this section with an observation which may reduce the number of vanilla configurations that need to be considered. Define a vanilla box as maximal if the addition of any component to it reduces the number of products that can be assembled using the vanilla box. If the holding costs of all vanilla boxes are identical, then it is straightforward to see that an optimal configuration exists with maximal vanilla boxes only.
Extended Model
The basic model above can be expanded to settings where the assembly capacity is used to produce vanilla boxes as well as final products, and even to multi-period settings under the following two assumptions: (1) Demands in consecutive periods are independent; (2) A base stock policy is adopted for managing the inventory of vanilla boxes so that each period starts with the same number of vanilla boxes for each type k Å 1, . . . , K. We assign overtime costs for bringing the inventory level to the target level if it is lower at the end of a period.
Under these two assumptions, each period's planning problem is entirely independent of that of the other periods. Here is some additional notation: (1) x kl : production of vanilla box k in scenario l; (2) r k : additional cost incurred (overtime charges) per unit of vanilla type k assembled at the end of the period; (3) v k : amount of assembly capacity utilized per unit of vanilla type k assembled during the period. We have the following problem to solve:
ikl k kl /
Computational Results and Insights
In this section, we summarize our computational study and the various insights that we have obtained. We generated the bill of material in our experiments in a random manner using the sparsity of the bill of material matrix as a parameter. We kept a stock-out to holding cost ratio of 10:1. The coefficient of variation of demand (cv) is given by s/m, where s and m are the standard deviation and mean, respectively. The results discussed in this section are for the single-period model. We find that our qualitative findings extend to the multi-period case as well unless specified otherwise; see Swaminathan and Tayur (1995) .
Pilot Study
In this section we study the impact of different factorssuch as capacity, correlation in demand, variance of product demand, and number of vanilla boxes-on the cost and the type of vanilla boxes that are optimal. Demands are generated from a multi-variate Normal distribution with all products having the same mean m, standard deviation s, and all pairs of products having the same correlation r. Additionally, we varied holding cost values and did not find significant qualitative effects. Our results are based on 40 problems-20 problems had four products and 20 had five products; each of them had five components in the product line. Each of the 40 problems represents a different bill of materials (BOM). For each BOM, we considered three capacity levels, two levels of r and two levels of s; thus, there are 12 instances per problem. The three capacity levels low (medium, high) correspond to 30-40% (60-70%, 90-100%) of time available to build products from raw components based on average demands. We considered r Å 0.5 and either r Å 00.25 or 00.33. We considered high variance (cv Å 0.50) and low variance (cv Å 0.10) for product demands (keeping the mean demands the same). We considered at most two vanilla boxes (K Å 1, 2). In order to explain the results clearly, we focus on one problem X1 and explain it in detail. PROBLEM X1: (N Å n Å 5)
• Bill of Material: The bill of material for X1 is given in Figure 2 . This indicates product P1 contains components (a, d, e) , product P2 contains components (b, d, e) , and so on. 
Capacity
High Variance (cv Å 0.5) • Speed up in Assembly: We assume in our computations that it takes 1 unit of time to assemble a component. As a result, the time to assemble any product from raw components is equal to the number of components in the product. Therefore, using a vanilla box reduces the final assembly time.
• Product Demands: A sample of demand vectors for products is generated from the multivariate normal distribution using a standard procedure. The different vectors represent different scenarios, each with equal probability. Tables 1 and 2 represent the average cost incurred by the vanilla process (K Å 1, 2), make-to-stock (MTS), and assemble-to-order (ATO) for the 12 instances of problem X1. Table 3 shows the changes in the optimal vanilla configuration and inventory levels as capacity is varied.
• Variance and Correlation of Product Demands. (1) We find that an increase in variance increases the cost incurred (Tables 1 and 2) . (2) The vanilla process incurs lower cost under negative as compared to positive correlation (Tables 1 and 2 ). When r Å 00.25, while the demands for individual products are variable the total demand across all products is fairly constant. As a result, the demand for common components across the product line is stable. The demand for vanilla boxes made out of these common components can be predicted accurately. So, one would expect a vanilla process to perform better under negative correlation. How- ever, at very low capacities (15% to 20%), additional experiments revealed that this behavior is not always observed.
• Capacity Restrictions.
(1) An increase in capacity reduces the total cost incurred (Tables 1 and 2) . Since capacity appears on the right-hand side of the recourse step of the stochastic program, we can show that the total cost function is convex and decreasing with respect to capacity. (2) We observe the following stages as capacity is increased (Table 3) : First, the inventories of the vanilla boxes increase, but the configuration does not change. Next, the configuration changes, with the new vanilla boxes typically having smaller numbers of components. In the final stage, the inventory levels are reduced but the configuration does not change. Our intuition is as follows. Under very tight capacity restrictions vanilla boxes, even if available in plenty, cannot be utilized because there is not enough capacity to assemble products even from vanilla boxes, and as a result, the optimal inventory is low. Under a larger capacity level vanilla boxes are more useful, and as a result, there is an increase in optimal inventory. Finally, when capacity is high, many vanilla boxes may not be required since products can be assembled from components, and as a result, the optimal inventory levels decrease.
• Number of Vanilla Types (K).
(1) An increase in the number of vanilla boxes leads to a decrease in the cost incurred (Tables 1 and 2 ).
Comparison with Make-to-Stock and Assemble-
to-Order Make-to-stock (MTS) and assemble-to-order (ATO) processes are extreme cases where the configuration of vanilla boxes corresponds with the set of final products and with K Å 0, respectively. In this section, we compare the performance of the vanilla assembly process to ATO and MTS processes. We utilized the same 40 problems and an additional 10 problems with nine products and six components each, under strong negative correlation in demand, to understand conditions under which a vanilla process may be superior. Table 4 displays a comparison between the vanilla assembly process and MTS under negative correlation, for the 40 problems used in the pilot study. The first (second, third) numbers within parentheses denote the number of problems in which MTS does better than (equal to, worse than) the vanilla assembly process. Table 5 compares the cost incurred by the vanilla assembly process and MTS for the problems with nine products.
• Demand Correlation.
(1) We find that the vanilla process (with K Å 2) performs significantly better than MTS under negative correlation and medium and large capacity (Table 4) . (2) MTS performs better than the vanilla assembly process (K Å 1, 2) in all cases with positive demand correlation and as a result, we have not provided a table similar to Table 4. 1 (3) The performance of the vanilla assembly process and MTS is better than or equal to ATO in all considered cases (Tables 1  and 2 ).
(1) Under medium and high capacity, the vanilla assembly process with K Å 2 performs better than MTS under negative correlation (Tables 1, 2, and 4) . (2) The cost of MTS or the vanilla process, relative to ATO, improves as capacity increases (Tables 1 and 2 ).
• Variance. The costs of ATO, MTS, and the vanilla assembly process all increase with cv but those of MTS and the vanilla process increase faster than that of ATO; due to the increased uncertainty, costlier mistakes are made in the up-front production of vanilla boxes or final products (Tables 1 and 2 ).
• Number of Vanilla Boxes.
(1) A larger number of vanilla boxes clearly improves the performance of the vanilla assembly process (Tables 1, 2 , and 4). Swaminathan and Tayur (1995) note that the expected cost appears convexly decreasing in K. In addition they note that when K Å N, an optimal vanilla process could be better and different from MTS which stocks the N final products. For example, if the products are (a, b, c) , (b, c, d), and (a, c, d) , then the best three vanilla boxes could be (b, c), (a, c), and (c, d) .
Based on the above results, it became evident that a vanilla assembly process could perform better than MTS under negative correlation and medium to high capacity. In order to further confirm the above we generated 10 problems (P1-P10) with nine products and six components each and tested them under conditions similar to those in the IBM problem that motivated this work.
The negative correlation in demand as evidenced at IBM and other firms is of the following type. Out of N products in the product line only a subset of them are demanded in a given period. To model this, we first generated independent demands with cv Å 0.125. Subsequently, we modified the demands so that in each scenario demand occurred for only three products. For ex-1 Note that a vanilla assembly process with K Å N will perform at least as well as MTS since MTS is a special case of that vanilla assembly system. ample, demand for products 1, 4, 7 would occur in four scenarios and demand for products 2, 5, 8 would occur in four other scenarios. The demands in scenarios were adjusted so that the mean demand for each product computed over all the scenarios did not change. Table  5 shows the performance of MTS and the vanilla process with K Å 2 for the ten problems P1-P10 under medium (60%) and high (90%) capacity with the above demand process.
We find that the vanilla process performs better than MTS in 17 out of 20 cases and in all the 10 cases under high capacity (Table 5 ). In addition, our results indicate that it is possible to stock just two vanilla boxes and significantly outperform MTS (with nine products) under the conditions of our experiment (Table 5 ).
Application to Industry Size Problems
In this section, we provide a brief description of the problem that motivated this work, describe a sequential heuristic, and provide results based on industry size problems. Our research site was an assembly plant of an IBM product line. There were 50 main products in the product line and each one of them was assembled from 10 major components (features). In reality each product was assembled from hundreds of components. However, approximately ten major components (subassemblies) including memory, hard-file, power-unit, processor, disk drive, floppy drive, graphic cards, and communication cards constituted 80-90% of the cost of a product. Management was interested in efficiently managing the assembly of these components. Typical steps in final assembly involved getting components together (kitting), putting them in the right place (assembly), testing, loading software (preloading), and packaging the final product. The existing mode of operations was an assemble-to-order (ATO) process.
A make-to-stock environment was not being used because these products were customized from a set of components and it was a daunting task to keep track of all the possible choices. The 50 products considered in our study constituted more than 90% of the demand for the product line. In addition, demands for products were random and correlated. For example, sometimes there was demand for only 20% of the above 50 products and at other times the remaining 80% were in great demand. In such an environment, an assemble-to-order system provided flexibility to change production based on realized demand. However, this came at the expense of orders often being late or lost due to quoted lead times being excessive.
Management decided to experiment with delayed differentiation using vanilla boxes at the final assembly stage. The assembly plant had a satellite plant where vanilla boxes could be made. Management restricted the number of types of vanilla boxes to at most three in order to make it easier to pilot the process. In addition, they wanted to gradually introduce the different types, one at a time, and stop when they were either satisfied with the performance or if they found that the vanilla assembly process was too difficult to implement.
Since the problem size was too large for our algorithm to handle, we developed a greedy heuristic which at the nth stage selects the vanilla box that provides the maximum cost reduction when used with the n 0 1 previously selected vanilla boxes. Swaminathan and Tayur (1995) report that the above heuristic provides optimal solutions for 87% of a sample set of 80 problems with K°5.
We created five problems: P11, P12 (50 products and 9 components) and P13, P14, and P15 (50 products and 10 components) which do not directly correspond to any IBM problem, although they are of the same size. However, the bill of materials for the problems were generated based on the bill of materials for two products lines provided to us by IBM. In each of these problems we considered 100 scenarios to capture the demand process. The problems were run with a utilization rate of 70% and cv Å 0.125. In any given scenario, demands occur for only 10 products. We generated the demand using a similar technique as described in section 3.2. The number of vanilla configurations that were evaluated was in the range of 1200 to 1500. Table 6 displays the costs of the vanilla, ATO and MTS processes as well as the time required (in hours) to compute these numbers. We find that a greedy sequential heuristic provides effective solutions and can solve the industry size problem in reasonable time. In addition, we also find that the vanilla process significantly outperforms the current assemble-to-order process in all examples and the MTS in all but P15. It is to be noted that the vanilla boxes found by our heuristic may not be optimal and as a result, the performance of the optimal vanilla assembly could be even better.
A Special Case, a Variant, and Other Extensions of the Basic Model
In this section we discuss a special case and a variant and show that under certain conditions a greedy solution is optimal for the second stage recourse problem. We also consider various extensions of the basic model.
Product Line Specific Vanilla Boxes
It is often easier to select vanilla boxes when each vanilla box uniquely caters to a specific segment in the product line. In this section, we consider a special case where each product can be made either from a unique vanilla box or from raw components. Let I(k) denote the set of products assembled from the kth vanilla box. k [i] is the index of the vanilla box to be used for product i and k[i] Å 0 implies that the product is assembled from raw components. p l is the probability of occurrence of the lth demand scenario. The problem can be formulated as follows:
The above problem is a continuous knapsack problem with simple and generalized upper bounds in each scenario and can be solved using a greedy rule. The greedy procedure as well as the algorithm to compute the derivative with respect to q k are described in Swaminathan and Tayur (1995) .
Cost of Substitution
In this section we consider a variant of the basic model where capacity and speed-up restrictions are removed and costs are assigned for choosing a particular vanilla box for a product (based on its distance from the product). The problem can be formulated as (VP1):
and the following inventory constraints complete the model:
The variable c ij Å 0 for i Å j because there is no cost for self-substitution. c ij captures all the different kinds of substitution that are possible. For example, some of the special cases are (i) c ij Å ϱ for i ¢ j represents full downward substitution, (ii) c ij Å 0 ∀i, j represents a single product problem, (iii) c ij Å ϱ ∀i x j reduces to the basic model. 3. Raw Component Inventory. We neglected raw component inventory (i.e., inventory of components not in the vanilla box) in our basic model. We can model the optimization of raw component inventory in the following manner. In P1 (U), we introduce additional variables b ijk , and r j . b ijk represents the amount of comh, j ponent j required when product i is assembled from vanilla box k. So, b ijk Å 0 if a ij Å 0 or (x ik Å 1 and u kj Å 1).
is the per-unit holding cost and r j is the amount h j of inventory for component j. We need to modify the objective function and add the following inventory constraints: The introduction of the r j 's and the optimization over them is likely to reduce the speed of our solution procedure. 4. Substitution among Components. In this model we consider cases where there may be more than one grade of a particular component that could be used in a product. For example, a 40 MHz chip could be replaced by a 60 MHz chip. In such cases, a vanilla box could possibly be used for ''lower'' grade products if it contains higher grade components. We can model such a scenario by assigning a cost for using a ''higher'' grade vanilla box k for product i given by c ik . The set of products that can be made from the vanilla box PC(U k ) is all the products that contain a subset of components present in U k . The speed-ups due to the vanilla boxes are computed as before. The objective function is changed to:
This model differs from the model described in item 3 above because the latter considers substitution only at the product level. 5. Kitting Problem. The kitting problem relates to choosing the optimum set of tools required by a service person facing uncertainty regarding what specific set of tools are needed on site; see Mamer and Shogan (1987) . Our methodology can be extended to handle the kitting problem by considering field problems as products and tools as components. We are interested in finding the set of components to keep in a single vanilla box (with unit inventory) such that the expected cost of operations is minimized. The product demands are either zero or one and in any given scenario one or more product demands could be positive. The interesting aspect is that the inventory of the vanilla box does not get used up (same tools can be used for solving more than one problem on site). So, in that sense, the problem becomes simpler. We can solve the kitting problem by searching over sets of components and calculating the cost incurred by each of them using a scenario based approach. 6. A Practical Issue. We have neglected some design and manufacturing infeasibilities corresponding to a vanilla box. For example, a vanilla box containing a monitor and a hard drive is not very useful without a processor. We can incorporate these infeasibilities by keeping a list of such vanilla boxes in a taboo list and not considering them in the logical choices.
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