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This article describes an asymptotically fast algorithm for the computation of
the biquadratic residue symbol. The algorithm achieves a running time of
Oðnðlog nÞ2log log nÞ for Gaussian integers bounded by 2n in the norm. Our
algorithm is related to an asymptotically fast GCD computation in Z½i which
uses the technique of a controlled Euclidean descent in Z½i: At ﬁrst, we calculate
a Euclidean descent with suitable Euclidean steps xj1 ¼ qjxj þ xjþ1 storing
the qj ’s for later use. Then we calculate the biquadratic residue symbol of
x0;x1 from the quotient sequence in linear time in the length of the qj ’s. # 2002
Elsevier Science (USA)
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This article deals with an idea to use the quotient sequence of a Euclidean
descent of two operands to calculate the biquadratic residue symbol in a fast
manner. We will show that it is sufﬁcient to extract the intermediate
operands by calculating the Euclidean descent backwards using only the
residue classes in Z½i=8Z½i of the operands and of the precalculated
quotients. To calculate the biquadratic residue symbol, we use ﬁrst our
asymptotically fast greatest common divisor (GCD) algorithm in Z½i [14] to
calculate a controlled Euclidean descent in time Oðnðlog nÞ2 log log nÞ and to
save the quotients of the single Euclidean steps where the initial Gaussian
integers are bounded by 2n in absolute value. The technique of a controlled
Euclidean descent is due to Scho¨nhage, who developed it for the fast
computation of an integer GCD. It is based on ideas related to the fast1Former address: Department of Computer Science II, University of Bonn, Ro¨merstrae 164,
53117 Bonn, Germany
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ANDRE´ WEILERT134continued fraction decomposition [6]. Combining this technique with a fast
multiplication due to Scho¨nhage and Strassen [9] one achieves a running
time of Oðnðlog nÞ2 log log nÞ bit operations for the calculation of the GCD
or the Jacobi symbol of n-bit integers [7, 8]. His algorithm for the Jacobi
symbol computation uses the same idea as our algorithm for the
computation of the biquadratic residue symbol. First, one calculates a
Euclidean descent, then one calculates the descent backwards with the
stored quotients, but all these operations are done in a ﬁxed small residue
class (Z=4Z in case of the Jacobi symbol, Z½i=8Z½i in case of the biquadratic
residue symbol).
The theory of biquadratic residues was already studied by Gau [1] as a
natural generalization of the quadratic reciprocity law. It deals with the
question whether a given number is a fourth power modulo a coprime
number. Algorithms for the calculation of the quadratic residue symbol
(Jacobi symbol) were studied in detail by several authors. (Mostly, they use
a relation to a modiﬁed binary GCD algorithm and achieve quadratic
running time, e.g. [4, 10]).
In modern number theory, the concept of general reciprocity laws was
developed. It covers the case of the quadratic and biquadratic reciprocity
laws. We will sketch this theory shortly and refer to [5, Chap. VI, Sect. 8] for
omitted details. Let n52 be an integer and K a number ﬁeld which contains
the group mn of nth roots of unity. For every place p of K ; we have the nth
Hilbert symbol
ð; Þp : Knp 	 Knp ! mn:
Let us summarize some of the useful properties of the Hilbert symbol. The
proofs can be found in [5, Chap. IV, (3.2) Theorem; Chap. VI, (8.2)
Theorem].
Theorem 1.1. Let a; b; a0; b0 2 Kn:
1. ðaa0; bÞp ¼ ða; bÞpða0; bÞp and ða; bb0Þp ¼ ða; bÞpða; b0Þp:
2. ða; bÞpðb; aÞp ¼ 1:
3. ða; 1 aÞp ¼ 1 (Steinberg identity) and ða;aÞp ¼ 1:
4.
Q
p ða; bÞp ¼ 1 where the product is to be taken over all places
of K :
Definition 1.1. Let p[n be a place of K ; let a 2 Kn: We deﬁne the
generalized Legendre symbol or nth power residue symbol using the
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a
p
 
 a
NðpÞ1
n mod p;
where NðpÞ denotes the norm of the ideal p: More in general, we deﬁne the
nth power residue symbol
a
b
 
¼
Y
p[n
a
p
 vpðbÞ
; where
a
p
 vpðbÞ
¼ 1 if vpðbÞ ¼ 0
for an ideal b ¼Qp[n pvpðbÞ; which is coprime to n; and for every a 2 Kn
coprime to b:
Now we quote a theorem that gives a connection between the power
residue symbol and the Hilbert symbol. A proof can be found in [5, Chap.
VI, (8.3) Theorem].
Theorem 1.2 (General Reciprocity Law of the nth Power Residues). Let
a; b 2 Kn and n 2 N be pairwise coprime. Then we get the following
reciprocity law
b
a
 
a
b
 1
¼
Y
pjn;1
ða; bÞp:
This reciprocity law generalizes the quadratic ðn ¼ 2Þ and biquadratic
ðn ¼ 4Þ reciprocity law. For the reciprocity law, the only important places
are the Hilbert symbols at such places p which divides n: The inﬁnite places
are only important in case of the quadratic reciprocity law because
otherwise the inﬁnite places are complex as the number ﬁeld is totally
imaginary. We will apply this theorem later in this article and will use
concrete values of the Hilbert symbol at the place 1þ i which is the only
place that divides n ¼ 4:
2. THE BIQUADRATIC RECIPROCITY LAW
We want to introduce the biquadratic residue symbol and the
corresponding reciprocity law. From the general theory, we know that we
have to consider K ¼ QðiÞ and its ring of integers Z½i with n ¼ 4: For
ANDRE´ WEILERT136convenience, Gau [1] introduced the notation of a primary integer in Z½i
which is an analogue to the odd numbers in Z:
Definition 2.1. A Gaussian integer x 2 Z½i is called primary if x 
1 mod 2þ 2i:
Definition 2.2. Let a; b be Gaussian integers. Denote the fourth power
residue symbol in Z½i (QðiÞ), called biquadratic residue symbol, with
a
b
h i
or ½a=b:
For a; b not being coprime, we deﬁne ½a=b ¼ 0:
This biquadratic residue symbol has some canonical properties which we
do not mention here. For further details see, e.g., [2, Chap. 9.8]. It
corresponds to the problem whether a Gaussian number is a fourth power
modulo a coprime Gaussian number in the following way. Let p 2 Z½i be a
prime element and x 2 Z½i: Then ½x=p ¼ 1 if and only if there exists a
z 2 Z½i such that z4  x mod p:
We decompose a Gaussian integer w 2 Z½i as w ¼ w0 þ iw1 where w0
denotes the real and w1 the imaginary part of w:
Theorem 2.1 (Biquadratic Reciprocity Law). Let x; y 2 Z½i be primary
coprime Gaussian integers. Then we have
x
y
	 
	
y
x

1
¼ ð1Þ
NðxÞ1
4
NðyÞ1
4 ¼ ð1Þ
x01
2
y01
2 ¼ ð1Þ
x1y1
4 ;
where N denotes the algebraic norm of the field extension QðiÞ=Q:
Furthermore, we have the supplementary laws
i
x
	 

¼ i
1x0
2 ;
1þ i
x
	 

¼ i
x0x1x211
4 ;
2
x
	 

¼ i
x1
2 :
Proof. See [1; 2, Theorem 9.9.2; 3, Sect. 6]. ]
We will explain now why this biquadratic reciprocity law is not suitable in
an obvious manner for our fast algorithm. For convenience, we deﬁne
l :¼ 1þ i: Theorem 1.2 implies that l is the only prime element in Z½i which
divides 4 (QðiÞ contains the group of fourth roots of unity), thus l must be
considered for the reciprocity law. Let x 2 Z½i be primary and y 2 Z½i be
divisible at least by l; i.e. k :¼ vlðyÞ51: In this situation, it is not sufﬁcient
to know only a small residue class of x and y for applying Theorem 2.1
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"
y
x
#
¼ ð1þ iÞ
k
x
" #
y=lk
x
" #
¼ i k
x0x1x211
4
y=lk
x
" #
if x is primary:
After using this supplementary law there does not exist a canonical
correspondence to a quotient sequence calculated by a Euclidean descent
any more. Thus, we will develop an alternative reciprocity law for the
biquadratic residue symbol which matches well with the quotient sequence
of every Euclidean descent. Therefore, we use the relation between the
residue symbol and the Hilbert symbol at the place l (Theorem 1.2). Every
element a 2 QðiÞ has a representation as a ¼ lvlðaÞan where an is the part of a
that is coprime to l: Since l is the only prime divisor of 4 inQ½i and Z½i; we
get as reciprocity law from Theorem 1.2
b
a
	 

¼ ða; bÞl
	
a
bn


: ð1Þ
Now consider a division chain x ¼ qy þ z; y ¼ q˜z þ u with vlðxÞ ¼ 0: If y is
also not divisible by l; we have y ¼ yn and (1) implies
	
y
x


¼ ðx; yÞl
x
y
	 

¼ ðx; yÞl
z
y
	 

: ð2Þ
Otherwise, if y is divisible by l; we know that vlðzÞ ¼ 0 and get the equation
	
y
x


¼ ðx; yÞl
x
yn
	 

¼ ðx; yÞl
z
yn
	 

¼ ðx; yÞlðz; yÞ1l
	
y
z


¼ ðx=z; yÞl
	
u
z


: ð3Þ
These two Eqs. (2) and (3) are the basis of our alternative version of the
biquadratic reciprocity law. One can easily see if the occurring Hilbert
symbols only depend on the residue classes Z½i=lfZ½i of the operands then
it is sufﬁcient to know x; z mod lf and y mod l2f1: If we have y  0 mod lf
then x=z  1 mod lf ; therefore ðx=z; yÞl ¼ ð1; yÞl ¼ 1: Otherwise, we have
y ¼ lkyn with 14k4f  1: Then we know k and yn mod lf because we can
decode them from the value of y mod l2f1 and can calculate the Hilbert
symbol as ðx=z; yÞl ¼ ðx=z; lÞkl  ðx=z; ynÞl: Moreover, this result is only of
theoretical interest. Theorem 2.1 and Proposition 3.1 imply that f ¼ 7 can
be chosen. But a closer analysis of the Hilbert symbol in QðiÞ at the place l
ANDRE´ WEILERT138will show (Theorem 2.2) that we need to know the operands x; y; z only
modulo l6  8:
Theorem 2.2. Let xj1; xj 2 Z½i be coprime and vlðxj1Þ ¼ 0: Let xj1 ¼
qjxj þ xjþ1; xj ¼ qjþ1xjþ1 þ xjþ2 be steps of a division chain (or, resp., of a
Euclidean descent). Then
xj
xj1
	 

¼
xjþ1
xj
	 

ðxj1; xjÞl if l[xj;
xjþ2
xjþ1
	 

ðxj1=xjþ1; xjÞl if l j xj:
8>><
>>:
Furthermore, the values of the occurring Hilbert symbols ðxj1;xjÞl and
ðxj1=xjþ1; xjÞl depend only on the residue classes Z½i=8Z½i of the
operands xj1; xj; qj:
Proof. The proof consists of a technical veriﬁcation dependent on the
value of vlðxjÞ which is done in Lemmas 3.1 and 3.2. ]
3. TECHNICAL DETAILS
Proposition 3.1. Let x; y 2 Z½i be coprime and both be primary
Gaussian integers. Let x0 2 4Z½i such that x þ x0 and y are coprime.
Furthermore, let x00 2 8Z½i and x000 2 ð8þ 8iÞZ½i:
x
y
	 
	
y
x

1
¼ x þ x
0
y
	 

y
x þ x0
	 
1
;
i
x
	 

¼ i
x þ x00
	 

;
1þ i
x
	 

¼ 1þ i
x þ x000
	 

:
Proof. The proof consists of a simple veriﬁcation using the representa-
tions of the residue symbols as in Theorem 2.1. ]
The following proposition combined with Theorem 2.1 shows how to
calculate values of the Hilbert symbol. Furthermore, we can combine
these expressions with the result of Proposition 3.1 to achieve con-
gruence conditions for the operands of the Hilbert symbol not changing
its value.
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ðx; yÞl ¼
	
y
x


x
y
	 
1
;
ðx; iÞl ¼
i
x
	 

;
ðx; lÞl ¼
l
x
	 

:
Proof. Equations (2) and (3). ]
Lemma 3.1. Let x; y 2 Z½i be coprime and coprime to l: Then ðx; yÞl
depends only on the residue classes Z½i=8Z½i of the operands x; y:
Proof. Multiplying x; y with units ex; ey 2 Z½in one can achieve that exx
and eyy are primary. The choice of such a unit only depends on the residue
class Z½i=4Z½i of the corresponding Gaussian number. Proposition 3.2
implies that
ðx; yÞl ¼
	
y
x


x
y
	 
1
¼ y
exx
	 

x
eyy
	 
1
¼ ey
exx
	 
3 ex
eyy
	 
3 eyy
exx
	 

exx
eyy
	 
1
:
From Proposition 3.1, it follows that the ﬁrst two residue symbols depend
on the residue classes Z½i=8Z½i of the operands and the last two residue
symbols depend only on the residue classes Z½i=4Z½i of the operands.
Overall we proved that ðx; yÞl depends only on the residue classes of x; y in
Z½i=8Z½i: ]
Lemma 3.2. Let x; y 2 Z½i be coprime Gaussian integers, vlðyÞ51: x is
clearly coprime to l: Let x ¼ qy þ z be a division step with q; z 2 Z½i: Then
ðx=z; yÞl depends only on the residue classes Z½i=8Z½i of the operands x; y; q:
Proof. We decompose x ¼ x0 þ ix1; y ¼ y0 þ iy1 in real and imagi-
nary parts. In order to prove the claim, we show ﬁrst that the value of
ðx=ðx  yÞ; yÞl is invariant under the four transformations
x/x þ 8; x/x þ 4i; y/y þ 4 and y/y þ 4i: ð4Þ
After having shown this, we can build a small 16	 8 table of the values of
ðx=ðx  yÞ; yÞl which depend on the values of canonical representatives of
the residue classes, i.e. x0 mod 8 2 f0; . . . ; 7g; x1; y0; y1 mod 4 2 f0; . . . ; 3g
and with the congruences x0cx1 mod 2; y0  y1 mod 2: Then we can show
that the orbit length under the mapping f : x/x  y of the representatives
ANDRE´ WEILERT140is always a divisor of 8, and that the factors of the Hilbert symbols applying
f eight times accumulate to 1.
In order to prove that ðx=ðx  yÞ; yÞl is invariant under the four mappings
(4) we reduce w.l.o.g. to the case that x is primary. Otherwise, we could
multiply the whole division step x ¼ qy þ z by a unit. Then this unit depends
only on the residue class of x in Z½i=4Z½i; i.e. such a transformation is
invariant under the four mappings (4). Now using Theorem 1.1, we show
that the value of ðx=ðx  yÞ; yÞl (more precisely, we show that the inverse
value of this Hilbert symbol) is invariant under these mappings
ðx=ðx  yÞ; yÞ1l ¼ððx  yÞ=x; yÞl ¼ ð1 y=x; yÞl
¼ð1 y=x; y=xÞlð1 y=x; xÞl ¼ ð1 y=x; xÞl:
Since 1 y=x  1 mod l; (x is invertible modulo l), we see that both
operands of ð1 y=x; xÞl are not divisible by l; hence
ð1 y=x; xÞl ¼
x
1 y=x
	 

1 y=x
x
	 
1
¼
	
x
w

	
w
x

1
:
The ﬁrst equality holds true because x is invertible modulo lh such that
1 y=x 2 Z½i: The residue symbols depend only on the residue classes of
the operands in Z½i=4Z½i (Proposition 3.1). Using x1  x mod 4 and
setting w :¼ 1 yx the second equality also holds true. We can calculate a
unit d ¼ id such that dw is primary. d depends only on the residue class of w
in Z½i=4Z½i: Therefore, we can write
ðx=ðx  yÞ; yÞ1l ¼
id
x
	 
3	
x
idw


idw
x
	 
1
¼ i3dð1x0Þ=2
	
x
idw


idw
x
	 
1
:
We see that this expression depends on x0 mod 8 and on x mod 4 and
w mod 4 because d and the two residue symbols with primary operands
(Proposition 3.1) are determined in this way. Thus, we have shown that the
value of ðx=ðx  yÞ; yÞl is invariant under the four mappings (4).
Now we drop the assumption that x is primary, but we assume that q has
a positive real and imaginary part in the division step x ¼ qy þ z: (We can
ﬁnd a unit e 2 Z½in such that eq is located in the ﬁrst quadrant of the
complex plane. Then the division step is transformed into x ¼ ðeqÞðe3yÞ þ z:)
Decompose q ¼ q0 þ iq1 with q0; q150: We have to show that ðx=ðx 
qyÞ=yÞl depends only on the residue classes of the operands x; y; q in Z½i=
8Z½i: A part of the problem is the calculation of
x
x  q0y; y
 
l
¼ x
x  y; y
 
l
x  y
x  2y; y
 
l
. . .
x  ðq0  1Þy
x  q0y ; y
 
l
:
TABLE I
Calculated Values of the Hilbert Symbol ðx=ðx  yÞ; yÞl
y
x 0þ 0i 0þ 2i 1þ 1i 1þ 3i 2þ 0i 2þ 2i 3þ 1i 3þ 3i
0þ 1i 0a0þ1i 0a0þ3i 3a7þ0i 0a7þ2i 3a6þ1i 3a6þ3i 1a5þ0i 1a5þ2i
0þ 3i 0b0þ3i 2a0þ1i 1b7þ2i 0b7þ0i 1b6þ3i 3b6þ1i 3b5þ2i 2b5þ0i
1þ 0i 0c1þ0i 0b1þ2i 0b0þ3i 0a0þ1i 0c7þ0i 0c7þ2i 0a6þ3i 0b6þ1i
1þ 2i 0d1þ2i 2b1þ0i 3a0þ1i 1b0þ3i 2d7þ2i 0d7þ0i 1b6þ1i 3a6þ3i
2þ 1i 0e2þ1i 2c2þ3i 2b1þ0i 3b1þ2i 3a0þ1i 1b0þ3i 0b7þ0i 1b7þ2i
2þ 3i 0f2þ3i 0c2þ1i 1a1þ2i 2a1þ0i 1b0þ3i 1a0þ1i 3a7þ2i 0a7þ0i
3þ 0i 0g3þ0i 2d3þ2i 0a2þ3i 0b2þ1i 0c1þ0i 2d1þ2i 2b0þ3i 2a0þ1i
3þ 2i 0h3þ2i 0d3þ0i 1b2þ1i 3a2þ3i 2d1þ2i 2c1þ0i 1a0þ1i 3b0þ3i
4þ 1i 0i4þ1i 0e4þ3i 2a3þ0i 1a3þ2i 3a2þ1i 3a2þ3i 0a1þ0i 3a1þ2i
4þ 3i 0j4þ3i 2e4þ1i 3b3þ2i 2b3þ0i 1b2þ3i 3b2þ1i 1b1þ2i 0b1þ0i
5þ 0i 0k5þ0i 0f5þ2i 2b4þ3i 2a4þ1i 0c3þ0i 0c3þ2i 2a2þ3i 2b2þ1i
5þ 2i 0l5þ2i 2f5þ0i 1a4þ1i 3b4þ3i 2d3þ2i 0d3þ0i 3b2þ1i 1a2þ3i
6þ 1i 0m6þ1i 2g6þ3i 0b5þ0i 1b5þ2i 3a4þ1i 1b4þ3i 2b3þ0i 3b3þ2i
6þ 3i 0n6þ3i 0g6þ1i 3a5þ2i 0a5þ0i 1b4þ3i 1a4þ1i 1a3þ2i 2a3þ0i
7þ 0i 0o7þ0i 2h7þ2i 2a6þ3i 2b6þ1i 0c5þ0i 2d5þ2i 0b4þ3i 0a4þ1i
7þ 2i 0p7þ2i 0h7þ0i 3b6þ1i 1a6þ3i 2d5þ2i 2c5þ0i 3a4þ1i 1b4þ3i
Length 1 2 8 8 4 4 8 8
Weight 0 2 12 12 k  4 4 or 8 12 12
Note. A description of the meaning of the table entries can be found in the proof of Lemma 3.2.
BIQUADRATIC RESIDUE SYMBOL 141We have to calculate the values of the Hilbert symbols on the right-hand
side which corresponds to applying x/x  y exactly q0  1 times. In
Table I, we listed the values of ðx=ðx  yÞ; yÞl in the following manner: We
used the invariance of the Hilbert symbol ðx=ðx  yÞ; yÞl under the four
mappings (4) to use only ﬁnitely many representatives for x and y: Every
entry has the form eax0
0
þx0
1
i where ðx=ðx  yÞ; yÞl ¼ ie (e stands for exponent),
x00 þ x01i is the unique representative of x  y in this sense and the elements
of a column in the same orbit under x/x  y have the same letter (here ‘a’)
as identiﬁcation. Thus, we have to study the length of the orbits and their
weights (i.e. the exponent sum of one orbit in a column). A calculation
shows that the orbit length is always a divisor of 8. Furthermore, after
applying x/x  y eight times, we always get a weight that is a multiple of 4,
i.e. the corresponding Hilbert symbols cancel out to the factor 1.
Therefore, we know that ðx=ðx  q0yÞ; yÞl depends only on x; y; q0 mod 8:
ANDRE´ WEILERT142Set v :¼ x  q0y: We repeat this procedure for v; iy; q1 instead of x; y; q0
ðx=z; yÞl ¼
x
x  qy; y
 
l
¼ x
x  q0y; y
 
l
x  q0y
x  q0y  q1iy; y
 
l
¼ x
x  q0y; y
 
l
v
v  q1iy; iy
 
l
v
v  q1iy; i
3
 
l
:
All three Hilbert symbols depend only on the residue classes of x; y; q in
Z½i=8Z½i: As to the ﬁrst two Hilbert symbols, we showed this already, using
Table I. In case of the last Hilbert symbol, the claim follows from
Propositions 3.1, 3.2 and Theorem 2.1. ]
Remark 3.1. Theorem 2.2 represents the basis of our fast algorithm for
the computation of the biquadratic residue symbol. It is easy to see that the
residue class in Z½i=8Z½i is the best possible for the operands because one
can show that the values of the Hilbert symbols differ if the operands are
only congruent modulo 4þ 4i  l5; but not congruent modulo 8  l6:
Finally, we will show that we can apply Theorem 2.2 again and again to
calculate the biquadratic residue symbol. Let xj1 ¼ qjxj þ xjþ1; 14j4r; be
a Euclidean descent of x0; x1 2 Z½i: Then the neighbours in the remainder
sequence x0; . . . ; xrþ1 of an xj that is divisible by l are not divisible by l:
Thus, we achieve inductively that denominators of the occurring residue
symbols in Theorem 2.2 are not divisible by l because x ¼ x0 is not divisible
by l (assumption).
Lemma 3.3. Let x; y 2 Z½i be coprime Gaussian integers. Let x0 :¼
x; x1 :¼ y; and let xj1 ¼ qjxj þ xjþ1; 14j4r; be a single Euclidean step and
xr ¼ xrþ1  1; i.e., the last Euclidean step in the Euclidean descent is modified
such that xrþ1 is also a unit. Then we have for every 14j4r
ð1þ iÞ j xj ) ð1þ iÞ[xj1; xjþ1:
Proof. Let 1þ i be a divisor of xj: Assume that 1þ i is also a divisor of
xjþ1: Then it follows from xj1 ¼ qjxj þ xjþ1 that 1þ i is a divisor of xj1:
Now assume that 1þ i is a divisor of xj1: Then from xj2 ¼ qj1xj1 þ xj it
follows for j52 that 1þ i is a divisor of xj2: Inductively, or directly for
j ¼ 1; one obtains that 1þ i divides both x and y} a contradiction to
gcdðx; yÞ  1: ]
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We are now prepared to specify our new algorithm for the fast
computation of the biquadratic residue symbol. We denote the residue
class of z 2 Z½i with z0 2 Z½i=8Z½i where a representative of z0 is uniquely
deﬁned by the following condition:
z0 ¼ z00 þ iz01  z mod 8; z00; z01 2 f0; . . . ; 7g:
The following Algorithm QUARTIC calculates the biquadratic residue
symbol ½y=x where x; y 2 Z½i and x is coprime to the prime element l ¼
1þ i:
ALGORITHM 1 (QUARTICðx; yÞ)
1. begin
2. x0 :¼ x; x1 :¼ y;
3. Calculate a Euclidean descent in Z½i (e.g. using an asymptotically
fast GCD algorithm, cf. [14]) for x0; x1 using Euclidean steps xj1 ¼
qjxj þ xjþ1; 14j4r; where the last step is modiﬁed such that xr ¼
xrþ1; store the qj ’s for later use.
4. if xr 6 1 then
5. s :¼ 0; ==gcdðx; yÞ 6 1
6. else ==gcdðx; yÞ  1
7. j :¼ r; s :¼ ½x0rþ1
x0r
 ¼ 1; ==invariant s ¼ ½x0jþ1=x0j
8. while j > 0 do
9. x0j1 :¼ q0jx0j þ x0jþ1;
10. if l j x0j1 then ==j52 because ð1þ iÞ[x
11. x0j2 :¼ q0j1x0j1 þ x0j;
12. s :¼ s  ðx0j2=x0j; x0j1Þl; j :¼ j  2; ==j50
13. else
14. s :¼ s  ðx0j1; x0jÞl; j :¼ j  1; ==j50
15. endif;
16. end while;
17. endif;
18. return s; ==s 2 Z½in [ f0g
19. end.
Proposition 4.1. Let x; y 2 Z½i be Gaussian integers and x be coprime to
l: Then the algorithm QUARTIC is correct, i.e. it calculates the biquadratic
residue symbol of the operands:
QUARTICðx; yÞ ¼ y
x
h i
:
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and the algorithm is correct.
Now assume that x and y are coprime. We have to show that s ¼ ½x0jþ1=x0j
is a loop invariant. After ﬁnishing the loop ð j ¼ 0Þ in line 18, it follows that
s ¼ x
0
jþ1
x0j
" #
¼
"
x01
x00
#
¼
"
y
x
#
because all the calculations for s only depend on the residue classes of the
operands in Z½i=8Z½i (Theorem 2.2).
Assume s ¼ ½x0jþ1=x0j: We will show that the algorithm calculates a new s
depending on x0j1 for a smaller j (lines 11, 12 or 14).
If 1þ i is a divisor of x0j1; then Lemma 3.3 implies that x0j; x0j2 are not
divisible by 1þ i; hence it follows by Theorem 2.2
ss ¼ x
0
jþ1
x0j
" #
s ¼ x
0
j1
x0j2
" #
; s :¼ ðx0j2=x0j; x0j1Þl:
Otherwise, if 1þ i is a divisor of x0j1 then Theorem 2.2 implies
st ¼ x
0
jþ1
x0j
" #
t ¼ x
0
j
x0j1
" #
; t :¼ ðx0j1; x0jÞl:
One can prove by induction that, in no loop iteration, 1þ i is a divisor of xj
(where xj belongs to the jth iteration). ]
Theorem 4.1. Let x; y 2 Z½i be Gaussian integers, x coprime to l:
Furthermore, the absolute value of the real and imaginary parts of x and y are
bounded by 2n: (In other words, the norm of x; y is bounded by Oð22nÞ:) Then
the running time of algorithm QUARTIC is bounded by Oðnðlog nÞ2 log log nÞ:
In particular, the running time of steps 4–18 is bounded by OðPj sizeðqjÞÞ:
Proof. If one uses the asymptotically fast GCD algorithm in Z½i [11, 14]
for the computation of a Euclidean descent for x; y in line 3, then this step
requires Oðnðlog nÞ2 log log nÞ running time.
The ﬁnding of q0j from the coding of qj requires at most the running time
that is required for reading qj; i.e. OðsizeðqjÞÞ: Then the calculation of x0j1
can be done in constant time because the operands q0j ; x
0
j; x
0
jþ1 in line 9 have
bounded (and small, less than 8) real and imaginary parts. The test whether
x0j1 is divisible by 1þ i can be done in constant time comparing the lowest
bits of the real and imaginary part of x0j1 (parity check). The calculation of
the occurring Hilbert symbols that are well deﬁned for residue classes in
BIQUADRATIC RESIDUE SYMBOL 145Z½i=8Z½i (as Theorem 2.2 shows) can be done in constant time using table
lookup. Both of the two tables s; t have a ﬁxed size and can be precalculated
for all calculations. ]
5. CONCLUSION
We have presented an asymptotically fast algorithm for the computation
of the biquadratic residue symbol. As the main step it uses an asymptotically
fast GCD algorithm in Z½i: This calculation is the most expensive part of
our new algorithm because the value of the biquadratic residue symbol can
be calculated from the quotient sequence in linear time. Anyway, we can use
every algorithm that calculates a Euclidean descent in Z½i (i.e. several
Euclidean steps until the GCD is computed), yet the calculation of the GCD
dominates the running time of our algorithm QUARTIC. We are not able to
use a GCD calculation in Z½i similar to the binary GCD algorithm [13]
because we do not get a corresponding quotient sequence in an obvious
manner.
Our algorithm transfers the idea of the fast computation of the Jacobi
symbol due to Scho¨nhage to the biquadratic residue symbol. We expect that
it can be generalized to further norm-euclidean rings of integers of
cyclotomic ﬁelds for higher reciprocity laws. An asymptotically fast GCD
algorithm for those rings is described in [15] using the technique of a
controlled Euclidean descent.
APPENDIX: ALTERNATIVE PROOF OF LEMMA 3.2
If one does not appreciate the proof of Lemma 3.2 which is based on the
precalculated Table I, we present an alternative proof for this lemma using
only expressions as used in Theorem 2.1 and Proposition 3.2 for the
occurring Hilbert symbols.
Proposition A.1. Let x; y 2 Z½i be coprime Gaussian integers.
Furthermore, let x  1 mod l7 and ya0: Then we have ðx; yÞl ¼ 1:
Proof. The congruence condition of x implies that x is primary and
coprime to l:Now decompose y as y ¼ lvlðyÞyn where d 2 Z½in is a unit and
is chosen such that yn is primary. Then we get
ðx; yÞl ¼ dðx; dÞlðx; lÞvlðyÞl ðx; ynÞl: ðA:1Þ
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hand side of this equation that are easy to calculate. Based on the condition
x  1 mod l7 it follows that all three Hilbert symbols are equal to 1, thus
ðx; yÞl ¼ 1: ]
Proof (Second Proof of Lemma 3.2). Recall the statement of Lemma
3.2: Let x; y 2 Z½i be coprime Gaussian integers. Decompose y as y ¼ dlkyn
with k :¼ vlðyÞ51 and d 2 Z½in such that yn is primary. It is clear
that x is coprime to l: Let x ¼ qy þ z be a division step where q; z 2 Z½i:
Then ðx=z; yÞl only depends on the residue classes Z½i=8Z½i of the operands
x; y; q:
In the following proof, a sophisticated case distinction occurs in order to
show that in every case it is sufﬁcient to know the operands x; y; q modulo 8
to calculate the value of the Hilbert symbol ðx=z; yÞl: Nevertheless, the
values of the Hilbert symbols ðx=z; dÞl; ðx=z; lkÞl and ðx=z; ynÞl are not
determined by the residue classes in Z½i=8Z½i:
We assume w.l.o.g. that x is primary. (Otherwise we could multiply the
whole division step x ¼ qy þ z with a unit. This unit depends only on the
residue class of x in Z½i=4Z½i:) The difﬁculty of the proof is that one does
not know k; d and yn with sufﬁcient precision if one knows the residue class
of y in Z½i=8Z½i: Therefore, we have to show that this inaccuracy in the
decomposition of ðx=z; yÞl in the three Hilbert symbols neutralizes mutually.
In order to show that ðx=z; yÞl only depends on the residue classes in
Z½i=8Z½i of the operands x; y; q; we will show that ðx=z; yÞl ¼ ðx0=z0; y0Þl
where
x  x0; y  y0; q  q0 mod l6;
z0 :¼ x0  q0y0; x  z þ cl6  x0  z0 mod l7; c 2 f0; 1g: ðA:2Þ
In particular, x0 and z0 are not divisible by l; y0 is divisible by l:We recall the
product property of the Hilbert symbol which yields
ðx=z; yÞl ¼ ðx=z; dÞlðx=z; lÞklðx=z; ynÞl; ðA:3Þ
where d; k; yn could not be generally decoded from the residue class of y in
Z½i=8Z½i:
As part of our proof, we have to show that ðx=z; yÞl is constant for k56
because l6  8: If we know y modulo 8 then we can distinguish between the
value of k 2 f1; . . . ; 5g or k56:
Set h :¼ vlðqyÞ ¼ k þ vlðqÞ: Then, we have x  z ¼ qy  0 mod lh:
Furthermore, x  z  0 mod lj if and only if x=z  1 mod lj because z has
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following useful facts. If h53 then we know that x  z mod lh; i.e. z is
primary because x is primary and l3  2þ 2i: If h54 then x=z  1
mod l4ðl4  4Þ: Since yn is primary we get ðx=z; ynÞl ¼ ð1Þ
Imðx=zÞyn
1
4 ¼ 1
such that we only have to consider the factors ðx=z; dÞl and ðx=z; lkÞl for the
calculation of ðx=z; yÞl in (A.3).
If h57 then we have x=z  1 mod l7 and Proposition A.1 implies ðx=z;
yÞl ¼ 1:
If h ¼ 6 then x=z  1 mod l6; but x=zc1 mod l7; i.e. x=z  1þ il6 ¼
9 mod l7:
ðx=z; yÞl ¼ðx=z; dÞlðx=z; lkÞlðx=z; ynÞl ¼ ð9; idÞlð9; lkÞl
¼ i d 192 i k 90014 ¼ ð1Þk:
Therefore, h ¼ 6 implies that k 2 f1; . . . ; 6g; and this can be seen from the
residue class y mod l6 of y:
If k56 then h56 such that ðx=z; yÞl ¼ 1: Now consider k45: Then
vlðqÞ; vlðyÞ4h45 imply that vlðqÞ ¼ vlðq0Þ; k ¼ vlðyÞ ¼ vlðy0Þ because the
two pairs of operands q; q0 and y; y0 are congruent modulo 8  l6: Using
deﬁnition (A.2), we achieve
x  z þ cl6  x0  z0 mod l7;
and this is equivalent to
x=z þ cl6  x0=z0 mod l7 or qy þ cl6  q0y0 mod l7: ðA:4Þ
We get the following congruence q0  q þ sql6 mod l7 with a suitable sq 2
f0; 1g; also we can transform (A.4) to
qy þ cl6  ðq þ sql6Þy0  qy0 mod l7; ðA:5Þ
because vlðy0Þ51 implies sql6y0  0 mod l7: Decompose q ¼ lvlðqÞqˆ; y ¼
lkdyn and y0 ¼ lkd0y0n where qˆ; yn; y0n are coprime to l: Furthermore, we
have chosen d; d0 2 Z½in such that yn; y0n are primary. For convenience, we
denote the i-exponent of the units with d; d 0 2 f0; 1; 2; 3g; i.e. d ¼ id ; d0 ¼ id 0 :
Then we get
qˆdyn þ cl6h  qˆd0y0n mod l7h ðA:6Þ
as an equivalent expression to (A.5). Since qˆ is coprime to l; we can
invert qˆ modulo l7h; i.e. we can multiply (A.6) with 1=qˆ  1þ q˜lmod l7h:
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On the other hand, it follows from y  y0 mod l6 that
dyn  d0y0n mod l6k ðA:8Þ
because we remove only the factor lk from this congruence. Using (A.7) and
(A.8), we achieve
k4h  1 ) c ¼ 0 ðA:9Þ
because from (A.8) and k4h  1 (i.e. 6 k57 h) it follows that
dyn  d0y0n mod l7h: ðA:10Þ
Altogether we have proven implication (A.9) if we combine (A.7)
and l6hc0 mod l7h: We can summarize that koh45 implies x=z 
x0=z0 mod l7:
Let w 2 Z½i be primary and recall the secondary supplementary law (or,
resp., the Hilbert symbol ð; lÞl). Proposition 3.1 implies that ðw; lÞl only
depends on the residue class of w in Z½i=l7Z½i; i.e.
ðx=z; lÞkl ¼
ðx0=z0; lÞkl if k is odd and c ¼ 1;
ðx0=z0; lÞkl otherwise:
(
ðA:11Þ
If h ¼ 5; then x=z; x0=z0  1 mod ð4þ 4iÞ and this yields
ðx=z; yÞl ¼ ðx=z; iÞdlðx=z; lÞkl ¼ i d
1Reðx=zÞ
2 ðx=z; lÞkl ¼ ð1Þdðx=z; lÞkl :
An equation for ðx0=z0; y0Þl has the same structure as above. Furthermore,
Eq. (A.7) implies dyn þ cl  d0y0n mod 2: In the case of c ¼ 1; i.e. k ¼ 5;
exactly one unit (either d or d0) is imaginary (i or i), the other unit is real (1
or 1). Thus, d and d 0 have different parity.
ðx=z; yÞl ¼ ð1Þdðx=z; lÞkl ¼ ð1Þd
0 ð1Þkðx0=z0; lÞkl ¼ ðx0=z0; y0Þl:
In the case of c ¼ 0; we get d  d 0 mod 2: Then (A.11) implies
ðx=z; yÞl ¼ ð1Þdðx=z; lÞkl ¼ ð1Þd
0 ðx0=z0; lÞkl ¼ ðx0=z0; y0Þl:
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ðx=z; yÞl ¼ðx=z; dÞlðx=z; lkÞl ¼ i d
1Reðx=zÞ
2 ðx=z; lÞkl
¼ð1Þdðx=z; lÞkl ;
ðx0=z0; y0Þl ¼    ¼ ð1Þd
0 ðx0=z0; lÞkl :
In the case of k ¼ h ¼ 4; we have dyn þ cl2  d0y0n  l3; also d  d 0 mod 2
because of yn  y0n  1 mod ð2þ 2iÞ: Therefore ðx=z; yÞl ¼ ðx0=z0; y0Þl
because ðx=z; lÞ4l ¼ 1 independent of the value of c: However, in case of
koh ¼ 4; i.e. c ¼ 0 (cf. (A.9)), we get ðx=z; yÞl ¼ ðx0=z0; y0Þl; because dyn 
d0y0n mod ð2þ 2iÞ implies d  d 0 mod 4 and moreover ðx=y; lÞk ¼ ðx0=y0; lÞk
using (A.11).
Now consider the general case h43: In particular, we know k43: Since
we know y mod l6, we also know dyn ¼ y=lk modulo l3: Because yn is
primary, it follows that yn  1 mod ð2þ 2iÞ; i.e., d 2 Z½in is deﬁned by d 
y=lk mod l3: Therefore ðx=z; dÞl only depends on the residue classes x=z; y
mod 8 and it follows that
ðx=z; dÞl ¼ ðx0=z0; d0Þl:
If h ¼ 3 then x=z; x0=z0  1 mod ð2þ 2iÞ: In addition to that, x=z; x0=z0c
1 mod 4 implies that x=z; x0=z0  3þ 2i mod 4; hence
ðx=z; ynÞl ¼ ð1Þ
Imðx=zÞyn
1
4 ¼ ð1Þyn1=2; ðx0=z0; y0nÞl ¼ ð1Þy
0n
1
=2:
In case of k ¼ h ¼ 3 it follows from (A.7) that dyn þ cl3  d0y0n mod l4; i.e.
yn1  y0n1 þ 2c mod 4: Thus ðx=z; ynÞl ¼ ð1Þcðx0=z0; y0nÞl: Equations (A.7)
and (A.11) imply ðx=z; ynÞl ¼ ðx0=z0; y0nÞl: Moreover, in case of koh ¼ 3;
i.e. c ¼ 0; we have yn1  y0n1 mod 4 (in Z; where yn1; y0n1 denotes the imaginary
part of yn; y0n), thus ðx=z; ynÞl ¼ ðx0=z0; y0nÞl: Once again, we get ðx=z; yÞl ¼
ðx0=z0; y0Þl using (A.7) and (A.11).
If h ¼ 2 then x=z  1 mod 2 and x=zc1 mod ð2þ 2iÞ: Besides, x=z 
1 mod ð2þ 2iÞ; i.e. x=z is primary. Furthermore, we have k42 such that
dyn  d0y0n mod 4: Therefore, we know x=z  x0=z0; y  y0 modulo 4: The
equation
ðx=z; ynÞl ¼ ðx=z; ynÞlði2; ynÞl ¼ ð1Þ
Imðx=zÞyn
1
4 ð1Þ
1yn
0
2
and an analogous expression for ðx0=z0; y0nÞl imply ðx=z; ynÞl ¼ ðx0=z0; y0nÞl:
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either k ¼ 2 or k ¼ 1 (which implies c ¼ 0). Using (A.7), we have shown
ðx=z; yÞl ¼ ðx0=z0; y0Þl:
If h ¼ 1; then k ¼ 1 because y is at least divisible by l: We have x=z 
qy  1 mod l and x=zc1 mod 2: In particular, there exists e 2 f1; 3g such
that iex=z is primary. Now decompose
ðx=z; ynÞl ¼ ðiex=z; ynÞlði4e; ynÞl:
Similar to the case of h ¼ 2 one can show that ðiex=z; ynÞl ¼ ðiex0=z0; y0nÞl:
From (A.7) it follows that dyn þ cð4þ 4iÞ  d0y0n mod 8: Because of d ¼ d0;
we get yn þ cð4þ 4iÞ  y0n mod 8: Then we achieve
ði4e; ynÞl ¼ðyn; i4eÞ3l ¼ ðyn; iÞel ¼ i e
1yn
0
2
¼ i e
1y0n
0
4c
2 ¼ ð1Þcði4e; y0nÞl:
From (A.11) it follows that ðx=z; yÞl ¼ ðx0=z0; y0Þl:
This completes the proof for all cases h51 as the case h ¼ 0 is excluded by
our assumptions. ]
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