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Combinando Randomizacion Sesgada y
Busqueda Local Iterativa para Resolver
Problemas de Flow-Shop
Angel A. Juana , Helena R. Lourencob , Manuel Mateoc , Alex Grasasb, Alba Agustnd
Resumen| A la hora de poder aplicar algoritmos
teoricos a casos reales, no solo resulta conveniente que
el algoritmo sea eciente sino tambien que sea lo mas
comprensible posible y que no requiera de comple-
jos procesos de parametrizacion. Siguiendo esta logi-
ca, proponemos aqu un algoritmo hbrido que reune
las caractersticas anteriores para resolver el proble-
ma del Flow-Shop (FSP). El algoritmo, que no re-
quire de parametrizacion alguna, combina estrategias
de randomizacion con una Busqueda Local Iterativa
(ILS), logrando ser competitivo con otros conocidos
algoritmos que se encuentran entre los mas simples y
ecientes para el FSP. Nuestro enfoque dene (1) un
nuevo operador para el proceso de perturbacion ILS,
(2) un nuevo criterio de aceptacion basado en reglas
simples y transparentes, y (3) un proceso de random-
izacion sesgada de la solucion inicial. Los resultados
preliminares obtenidos con las instancias de Taillard
permiten concluir que la solucion propuesta puede ser
una excelente alternativa en aplicaciones reales.
Palabras clave| Problema del Flow-Shop, Meta-
heursticas, Algoritmos Randomizados, Iterated Lo-
cal Search, GRASP
I. Introduccion y Bibliografa
El Problema del Flow-Shop (FSP) es un conocido
problema de secuenciacion consistente en: un con-
junto J de k trabajos independientes tiene que ser
procesado en un conjunto M de m maquinas inde-
pendientes. Cada trabajo j 2 J requiere un tiempo
de procesado determinado pij  0 en cada maquina
i 2 M . Cada maquina puede realizar como maximo
un solo trabajo a la vez, y se considera que todos
los trabajos son procesados por las maquinas en el
mismo orden. El objetivo mas habitual es encontrar
una secuencia para procesar los trabajos que minim-
ice el instante maximo de nalizacion (o makespan),
Cmax. La Figura I ilustra este problema para el sim-
ple caso con k = 3 trabajos y m = 3 maquinas.
El FSP descrito se denota como FmjprmujCmax y
es un problema combinatorio con k! posibles secuen-
cias que, en general, es NP-completo [13]. Al igual
que ha ocurrido con otros problemas combinatorios,
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numerosos enfoques distintos han sido desarrolla-
dos para solucionar el FSP. Estos enfoques varan
desde los metodos exactos de optimizacion para re-
solver problemas de tama~no reducido, como la pro-
gramacion entera mixta o los algoritmos branch-and-
bound, hasta el uso de heursticas o metaheursti-
cas que proporcionan soluciones casi optimas para
problemas de medio o gran tama~no [15]. Nawaz et
al. [10] introdujeron la heurstica NEH, considera-
da la heurstica simple con mejor rendimiento para
el FSP. Esta heurstica calcula el tiempo total de
proceso de cada trabajo y crea una `lista eciente'
de trabajos ordenandolos de forma decreciente. A
cada paso, el primer trabajo de la lista es elegido
para construir la solucion, es decir, la regla de `sen-
tido comun' es seleccionar primero aquellos traba-
jos con el tiempo total de procesado mas alto. Una
vez seleccionado, el trabajo es insertado en el con-
junto ordenado de trabajos que conguran la solu-
cion actual. La posicion exacta que el trabajo selec-
cionado ocupara viene determinada por el criterio
de mnimo makespan siguiendo un movimiento de
`desplazamiento a la izquierda'. Esta heurstica es el
metodo aceptado en el FSP para obtener el lmite su-
perior para los mejores algoritmos branch-and-bound
[7], [1]. Entre las distintas metaheursticas utilizadas
para resolver este tipo de problemas destacan Sim-
ulated Annealing [11], Tabu Search [18], [12], [9],
Genetic Algorithms, y la Busqueda Local Iterativa
o Iterated Local Search (ILS). ILS es una poderosa
metaheurstica que proporciona un metodo facil para
mejorar el rendimiento de los algoritmos de busque-
da local, y ha sido ya aplicada con exito al FSP [17],
[16].
Muchos de estos metodos han alcanzado exce-
lentes niveles de eciencia, pero siguen utilizando
varios parametros que generalmente requieren pro-
cesos de ajuste no triviales y costosos en tiempo. La
seleccion adecuada de estos parametros y sus val-
ores especcos tienen un impacto signicativo en
el rendimiento del algoritmo, es decir, su eciencia
tiende a ser bastante sensible a los valores asigna-
dos y, por tanto, son necesarias tecnicas estadsti-
cas como el dise~no de experimentos para obtener
algoritmos ecientes. Por otra parte, incluso cuan-
do el proceso de conguracion de los parametros re-
sulte exitoso, es frecuente encontrar `numeros magi-
cos' dentro del algoritmo nal. Dichos numeros son
Fig. 1. Problema del Flow-Shop.
obtenidos mediante experimentacion y corresponden
a valores especcos de los parametros que propor-
cionan el mejor rendimiento posible del algoritmo.
Sin embargo, para el gestor que debe tomar deci-
siones operativas, y que no suele ser experto en meta-
heursticas, le puede resultar difcil entender el sig-
nicado real de estos valores, con lo que el algoritmo
se convierte en una caja negra. Esta falta de trans-
parencia reduce la credibilidad del metodo y, en con-
secuencia, hace el algoritmo menos interesante para
aplicaciones reales [14].
A diferencia de los metodos expuestos, la prin-
cipal contribucion de este artculo es el dise~no de
un algoritmo eciente, simple, y que no requiere de
procesos de parametrizacion, para resolver el FSP.
Como veremos con mas detalle, nuestro algoritmo
esta basado en la metaheurstica ILS, y no requiere
de ningun proceso de parametrizacion ya que em-
plea reglas basicas de `sentido comun' para las eta-
pas de busqueda local, perturbacion, y criterio de
aceptacion. En particular, se introduce en el proce-
so de perturbacion un nuevo operador que combina
un swap o intercambio con un movimiento clasico de
`desplazamiento a la izquierda', evitando as emplear
`numeros magicos' y operadores complejos. Ademas,
en lugar de usar un criterio de aceptacion de tipo
Simulated Annealing (SA), el cual funciona muy bi-
en pero resulta poco transparente, se utiliza una
regla nueva y mas clara para esta etapa. Otra carac-
terstica importante de nuestro enfoque es el proceso
de randomizacion sesgada de la solucion inicial, que
emplea una distribucion triangular sin parametros
para generar aleatoriamente distintas soluciones ini-
ciales alternativas, todas ellas basadas en la heursti-
ca NEH. As, se logra diversicar, de forma simple,
la diversicacion del punto inicial de la busqueda lo-
cal. Esta etapa de diversicacion pretende evitar los
puntos iniciales mal dise~nados, y puede proporcionar
mejoras cuando se aplican tecnicas de computacion
paralela y distribuida.
II. El Algoritmo Randomizado
El algoritmo randomizado que proponemos en
este artculo tiene algunas similitudes con las meta-
heursticas Greedy Randomized Adaptive Search
Procedure (GRASP) e ILS. El lector puede referirse
a [3], [4] y [8], respectivamente, para revisiones re-
cientes de estas dos metodologas. GRASP consiste
basicamente en dos fases: (a) una primera fase con-
structiva que proporciona una buena solucion inicial,
y (b) una segunda fase que consiste en un proced-
imiento randomizado de busqueda local para mejo-
rar la solucion inicial. Las dos fases son repetidas
hasta que un cierto criterio de nalizacion es alcan-
zado, momento en el cual se proporciona la mejor
solucion obtenida en la busqueda. Por su lado, ILS
se basa en enfocar la busqueda no en el espacio en-
tero de soluciones, sino en un subespacio denido
por las soluciones localmente optimas. Para aplicar
un algoritmo ILS a un problema de optimizacion hay
que especicar con detenimiento las siguientes fases
y criterios: generacion de la solucion inicial, busque-
da local, perturbacion, y criterio de aceptacion. En
este artculo proponemos un metodo que combina
ILS con tecnicas de randomizacion similares (aunque
distintas) a las que se usan en GRASP. La principal
motivacion para desarrollar un metodo que combi-
na ILS con randomizacion sesgada para el FSP es
proporcionar al algoritmo las siguientes propiedades
deseables: precision, velocidad, simplicidad, y exi-
bilidad [2].
El algoritmo randomizado que proponemos utiliza
la metaheurstica ILS como marco general (ver Pro-
cedimiento 1). Por tanto, integra los cuatro procesos
descritos anteriormente. Vamos a explicar cada uno
de ellos haciendo enfasis en los aspectos que difer-
encian nuestro algoritmo de anteriores algoritmos
basados en ILS: el operador de perturbacion, el cri-
terio de aceptacion y el proceso de randomizacion.
El primer componente diferenciador esta relaciona-
do con la etapa de perturbacion. Durante el proceso
de perturbacion se utiliza el operador `intercambio
mejorado'. Este es un operador muy sencillo, rapido
y eciente que basicamente hace lo siguiente: (a) se-
lecciona al azar (usando una distribucion uniforme)
dos trabajos distintos de la solucion actual, (b) in-
tercambia ambos trabajos (es decir, intercambia sus
posiciones en la permutacion), y (c) aplica el clasico
movimiento de `desplazamiento a la izquierda' (origi-
nariamente propuesto en la heurstica NEH) para ca-
da uno de los trabajos siguiendo un orden de izquier-
da a derecha. Este `desplazamiento a la izquierda'
se puede hacer mas eciente mediante las llamadas
aceleraciones de Taillard [18].
El segundo componente diferenciador de nuestro
algoritmo esta en el criterio de aceptacion. El algo-
ritmo no utiliza un proceso tipo SA como la mayora
de algoritmos basados en ILS, sino una version sim-
plicada de un proceso tipo Demon. Este criterio
esta dise~nado para contribuir, junto con el proceso
de perturbacion, a evitar los mnimos locales durante
la ejecucion del algoritmo. Para ello, el criterio es-
tablece simplemente los siguientes principios basicos:
(a) cuando una solucion recien generada mejora la
solucion base actual, la solucion base es actualiza-
da (mejorada) a esta nueva solucion; asimismo, esta
nueva solucion es tambien comparada con la mejor
solucion encontrada para ver si esta ultima debe ser
tambien actualizada; y (b), aun cuando una solu-
cion recien generada sea peor que la solucion base,
la solucion base sera actualizada (deteriorada) a es-
ta nueva solucion siempre y cuando no haya mas de
un deterioro consecutivo y la degradacion no exce-
da la ultima mejora. Notese que al permitir que la
solucion base sea degradada hasta un cierto nivel, se
reducen las probabilidades de que el algoritmo quede
atrapado en un mnimo local. Una vez mas, esto se
logra con un conjunto muy simple de reglas basicas
sin necesidad de ningun parametro especco.
El tercer componente diferenciador en nuestro en-
foque, y probablemente el mas innovador, esta rela-
cionado con la solucion inicial utilizada dentro del
proceso ILS. Normalmente, esta solucion inicial es
la proporcionada por la heurstica NEH, la cual pro-
duce una solucion inicial relativamente buena en la
mayora de los casos. Usar la solucion NEH en lugar
de una solucion generada aleatoriamente, suele servir
para acelerar la convergencia del algoritmo. Sin em-
bargo, parece razonable pensar que cuando se ejecu-
tan multiples series de la misma instancia, ya sea en
secuencial o en paralelo, utilizar siempre el mismo
punto de partida podra afectar a la convergencia en
los casos en que la solucion NEH sea relativamente
`pobre'. En este contexto, el termino `pobre' no nece-
sariamente se reere al valor de makespan de la solu-
cion, sino basicamente al numero de movimientos o
transformaciones que deben aplicarse a la solucion
inicial hasta llegar a una solucion pseudo-optima.
Como estamos especialmente interesados en correr
multiples iteraciones para una instancia dada, hemos
dise~nado una forma de generar diferentes soluciones
NEH randomizadas con propiedades similares. Para
ello, usamos la distribucion de probabilidad trian-
gular decreciente, que es sesgada y sin paramet-
ros, de manera similar a como Juan et al. [5] uti-
lizan la distribucion geometrica para obtener solu-
ciones iniciales randomizadas para el Problema de
Enrutamiento de Vehculos. La heurstica NEH es
un algoritmo iterativo que emplea una lista de tra-
bajos ordenados por tiempo de terminacion en to-
das las maquinas con el n de construir una solucion
para el FSP. A cada paso de este proceso iterativo,
la NEH selecciona el trabajo que encabeza la lista
(aquel que presenta un mayor tiempo de procesado
total) y lo a~nade a la solucion parcial en aquella posi-
cion en que resulta un menor makespan. Como re-
sultado, la NEH ofrece una solucion determinista de
`sentido comun', tratando de secuenciar los trabajos
mas exigentes en primer lugar. Nuestro metodo, en
cambio, asigna una probabilidad de seleccion a cada
trabajo en la lista. De acuerdo con nuestro dise~no,
esta probabilidad debe ser coherente con el tiem-
po total que cada trabajo necesita para ser proce-
sado por todas las maquinas, es decir, los trabajos
con un tiempo mayor tendran mas opciones de ser
seleccionados de la lista que aquellos con menores
tiempos. Finalmente, el proceso de seleccion debe
hacerse sin introducir ningun parametro. De lo con-
trario sera necesario realizar procesos de ajuste que
suelen ser no triviales y requieren mucho tiempo.
Para satisfacer todos estos requisitos, usamos una
version discreta de una distribucion triangular du-
rante el proceso de construccion de la solucion: cada
vez que un nuevo trabajo tiene que ser selecciona-
do de la lista, se utiliza una distribucion triangular
que asigna probabilidades que decrecen linealmente
para cada trabajo elegible de acuerdo con sus cor-
respondientes tiempos totales de proceso. De esta
manera, los trabajos con mayor tiempo de proceso
tienen mas posibilidades de ser seleccionados de la
lista primero, pero las probabilidades asignadas son
variables y dependen de la distribucion concreta se-
leccionada a cada paso. Iterando este procedimiento,
se empieza un proceso de busqueda aleatoria sesga-
da. Como consecuencia de ello, en la mayora de los
casos es posible obtener en tan solo unas pocas it-
eraciones (milisegundos para la mayora de las in-
stancias probadas) una solucion randomizada cuyo
makespan es casi igual o incluso mejor que la solu-
cion NEH original.
El proceso de busqueda local que nuestro algo-
ritmo utiliza es el mismo proceso simple e intuiti-
vo usado en [16]. Por lo tanto, referimos al lector
a dicho artculo para mas detalles. Finalmente, y
de acuerdo con los experimentos computacionales
del apartado siguiente, un generador de numeros
pseudo-aleatorios (RNG) rapido y de `alta calidad'
puede mejorar ligeramente el rendimiento de algunos
algoritmos ILS. En particular, hemos observado que
el uso de un `buen' RNG [6], en lugar del RNG pro-
porcionado originalmente por el propio lenguaje de
programacion, parece tener un impacto positivo en
los resultados generales de los algoritmos con un cri-
terio de aceptacion tipo SA, donde se requiere un
uso intensivo de numeros aleatorios uniformes en el
intervalo (0, 1).
procedimiento 1 Algoritmo Randomizado
1: solbase  randomizar[NEH] fDIVERSIFICACION (randomizacion sesgada NEH)g
2: solbase  busquedalocal[solbase] fBUSQUEDA LOCAL CLASICAg
3: solmejor  solbase
4: // BUSQUEDA LOCAL ITERATIVA
5: while criterio de nalizacion no se cumpla do
6: solactual  intercambio[solbase] fPERTURBACIONg
7: solactual  busquedalocal[solactual] fBUSQUEDA LOCAL CLASICAg
8: delta coste[solactual]  coste[solbase] fCRITERIO DE ACEPTACIONg
9: // CASO A: MEJORA
10: if delta < 0 then
11: credito  delta
12: solbase  solactual
13: if coste[solbase] < coste[solmejor] then
14: solmejor  solbase
15: end if
16: end if
17: // CASO B: DETERIORO
18: if 0 < delta <= credito then
19: credito 0
20: solbase  solactual
21: end if
22: end while
23: return solmejor
III. Estudio Computacional
En esta seccion presentamos resultados prelim-
inares que permiten comparar el rendimiento de nue-
stro algoritmo randomizado con otros algoritmos
tipo ILS. El algoritmo randomizado fue implemen-
tado en Java. Para llevar a cabo los tests computa-
cionales, ejecutados directamente en la plataforma
Netbeans IDE para Java en Windows 7, se utilizo un
Intel Xeon de 2.0 GHz y 4 GB RAM. Nuestro al-
goritmo randomizado fue comparado, en terminos
de la mejor solucion encontrada tras 10 ejecuciones,
con los siguientes algoritmos parametrizados (con
parametros D y T), tambien codicados en Java por
los mismos programadores:
El algoritmo ILS98-T04, propuesto en Stutzle
(1998), [17], usando T = 0;4.
Los algoritmos IG-D4T04 y IG-D2T03, que rep-
resentan dos parametrizaciones distintas (D = 4,
T = 0;4 y D = 2, T = 0;3) del algoritmo propuesto
en Ruiz y Stutzle (2007), [16].
El algoritmo RandIG-D4T04, que es nuestra prop-
uesta para la version randomizada del algoritmo IG-
D4T04. Esta version tambien incluye el uso del gen-
erador de numeros pseudo-aleatorios de alta calidad
[6].
Para cada uno de los algoritmos, hemos dise~nado
y realizado tests con la misma maquina, mismo
lenguaje de programacion, mismo tiempo de eje-
cucion, y mismo programador con las 120 instan-
cias de Taillard [19]. Estas instancias, disponibles
en http://mistic.heigvd.ch/taillard/default.htm, se
agrupan en 12 conjuntos de 10 instancias cada
una, combinando distinto numero de trabajos y
maquinas, esto es: grupo 20 5, grupo 20 10, grupo
20 20, grupo 50 5, grupo 50 10, grupo 50 20, grupo
100 5, grupo 100 10, grupo 100 20, grupo 200 10,
grupo 200 20, y grupo 500 20. As, para cada uno de
los algoritmos considerados y cada instancia proba-
da, se llevaron a cabo 10 iteraciones independientes
(replicas). Cada replica fue ejecutada durante un
tiempo maximo tmax = 0,10s  k  m, donde k es el
numero de trabajos, y m es el numero de maquinas.
Luego, para cada conjunto de replicas se registro la
mejor solucion experimental encontrada (MEJOR-
10). Ademas, tambien se obtuvo la mejor solucion
conocida (BKS) para cada instancia de la pagina
web antes mencionada o de Zobolas et al. (2009),
[20]. Hemos usado la metrica MEJOR-10 porque
esta fuertemente relacionada con el uso de capaci-
dades multi-proceso de los actuales (y futuros) orde-
nadores. En efecto, distintas instancias de algoritmos
randomizados como el que usamos pueden ser ejecu-
tadas en paralelo sin incrementar el tiempo de reloj
utilizado.
La Tabla I muestra, para cada algoritmo e instan-
cia analizados, un resumen de los resultados experi-
mentales cuando se considera el intervalo entre BKS
y MEJOR-10 (la mejor solucion encontrada en las
10 repeticiones). Si nos jamos en los promedios de
la tabla, podemos observar que todos los algoritmos
ILS probados tienen un rendimiento bastante bueno
TABLA I
Comparacion entre distintos algoritmos ILS usando la metrica MEJOR-10.
Instancias Algoritmo Algoritmo Algoritmo Algoritmo Algoritmo
Taillard Randomizado ILS98-T04 IG-D4T04 IG-D2T03 RandIG-D4T04
Grupo 20 5 0,00 % 0,04 % 0,04 % 0,00 % 0,00 %
Grupo 20 10 0,00 % 0,00 % 0,00 % 0,04 % 0,00 %
Grupo 20 20 0,00 % 0,00 % 0,01 % 0,03 % 0,00 %
Grupo 50 5 0,00 % 0,00 % 0,00 % 0,00 % 0,00 %
Grupo 50 10 0,47 % 0,45 % 0,48 % 0,53 % 0,38 %
Grupo 50 20 0,71 % 0,74 % 0,66 % 1,00 % 0,62 %
Grupo 100 5 0,00 % 0,01 % 0,01 % 0,00 % 0,00 %
Grupo 100 10 0,10 % 0,07 % 0,07 % 0,10 % 0,10 %
Grupo 100 20 1,13 % 1,07 % 1,04 % 1,25 % 0,94 %
Grupo 200 10 0,09 % 0,11 % 0,08 % 0,14 % 0,08 %
Grupo 200 20 1,24 % 1,32 % 1,29 % 1,48 % 1,18 %
Grupo 500 20 0,63 % 0,67 % 0,63 % 0,71 % 0,62 %
PROMEDIOS 0,36 % 0,37 % 0,36 % 0,44 % 0,33 %
en promedio (teniendo en cuenta el tiempo maximo
que cada instancia ha sido ejecutada). Sin embargo,
parece que nuestra version randomizada del algorit-
mo IG con parametros optimos, el RandIG-D4T04,
es la que muestra el mejor rendimiento (intervalo
medio = 0;33%). Ligeramente peor que la version
randomizada, tenemos al IG-D4T04 optimamente
parametrizado y a nuestro algoritmo randomiza-
do sin parametros, con un rendimiento equivalente
(intervalo medio = 0;36%). A continuacion, ten-
emos la parametrizacion ILS98-T04 (intervalo medio
= 0;37%). Y por ultimo, lejos de los demas, tenemos
el IG-D2T03 parametrizado de forma no optima (in-
tervalo medio = 0;44%). Observese que este ulti-
mo resultado parece implicar que el algoritmo IG
ofrece cierto grado de sensibilidad con respecto a
sus parametros, es decir, su rendimiento puede re-
ducirse considerablemente cuando se asignan valores
no optimos a los parametros.
Un fenomeno interesante que hemos observado du-
rante este estudio es que el uso de un RNG de `al-
ta calidad' parece tener un efecto positivo solo en
aquellos algoritmos ILS que incorporan un criterio
de aceptacion tipo SA. Sin embargo, el uso de un
RNG de `alta calidad' no parece haber tenido un im-
pacto perceptible en los algoritmos ILS que no usan
un proceso tipo SA. Nuestra hipotesis es que el pro-
ceso tipo SA es mas sensible al uso de un RNG de
`alta calidad' porque emplea variables aleatorias con-
tinuas. Por el contrario, el resto de procesos aleato-
rios estan basicamente asociados a variables discre-
tas (seleccion de posiciones de trabajos) y, por tanto,
no parecen ser demasiado sensibles con respecto a la
calidad del RNG.
IV. Conclusiones
En este artculo se ha desarrollado un algoritmo
eciente, simple, y que no requiere de procesos de
parametrizacion para resolver el Problema del Flow-
Shop (FSP). El algoritmo combina tecnicas de ran-
domizacion con un marco de busqueda local iterati-
va, siendo capaz de competir con otras metaheursti-
cas de tipo ILS. Estas otras metaheursticas suelen
utilizar una solucion inicial determinista y contienen
varios parametros. Para el desarrollo de nuestro en-
foque, hemos dise~nado un nuevo operador de per-
turbacion, un nuevo criterio de aceptacion tipo De-
mon, y un proceso de randomizacion sesgada para la
heurstica NEH. Otra contribucion de este trabajo
es la incorporacion del mencionado proceso de ran-
domizacion a un algoritmo de tipo ILS que contiene
un criterio de aceptacion tipo SA. De acuerdo con
los test computacionales realizados, el rendimiento
de dicho algoritmo puede ser mejorado simplemente
a~nadiendo nuestro proceso de randomizacion combi-
nado con el uso de un generador pseudo-aleatorio de
`alta calidad'. Con todo, tanto nuestra version ran-
domizada del algoritmo ILS parametrizado, como el
algoritmo sin parametros propuesto, parecen ser ex-
celentes alternativas para resolver el FSP en casos
reales.
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