The Hilbert-based time-frequency analysis has promising capacity to reveal the time-variant behaviors of a system. To admit well-behaved Hilbert transforms, component decomposition of signals must be performed beforehand. This was first systematically implemented by the empirical mode decomposition (EMD) in the Hilbert-Huang transform, which can provide a time-frequency representation of the signals. The EMD, however, has limitations in distinguishing different components in narrowband signals commonly found in free-decay vibration signals. In this study, a technique for decomposing components in narrowband signals based on waves' beating phenomena is proposed to improve the EMD, in which the time scale structure of the signal is unveiled by the Hilbert transform as a result of wave beating, the order of component extraction is reversed from that in the EMD and the end effect is confined. The proposed technique is verified by performing the component decomposition of a simulated signal and a free decay signal actually measured in an instrumented bridge structure. In addition, the adaptability of the technique to time-variant dynamic systems is demonstrated with a simulated time-variant MDOF system.
Introduction
The classical system analysis theory and practice have been overwhelmingly dominated by Fourier transform, which represents system characteristics in the frequency domain. However, by computing the global characteristics of the system averaged over the whole period of time, Fourier transform loses the time track of the sudden events and the gradual variation of the system. In reality, many of the signals observed are of transient nature; more importantly, there are many applications that concern the time-variant properties of the system, such as structural health monitoring. In some cases, one can assume a piecewise linear time-invariant system and apply the Fourier transform within each of the limited time windows, which is the short time Fourier transform or the spectrogram analysis ( Grtichenig, 2001 ; Mallat, 1999) . However, to represent the time-variant properties of the system, the time width of the window is preferably short, but a short-windowed Fourier transform may not provide satisfactory resolution to reveal the changes in the system "s frequencies. The tradeoff is harder to reach when the phenomenon contains multiple time scales ( Huang et al. , 1998) .
Take the structural health monitoring application as a particular example. The time-variant properties of the monitored structural system can be attributed to (1) the non-linearity of the system, such as the structural damages due to extreme loading conditions or the structural degradation due to aging or fatigue; (2) non-stationary external excitation, for example the traffic on the bridges and the earthquakes; (3) the time varying boundary conditions and temperature stress affected by the environmental temperature changes; or even (4) the ill-defined system itself, for example, for bridge monitoring based on traffic-induced vibrations, the decrease of the system's natural frequency due to the additional mass of vehicles running on the bridge is oftentimes mistakenly interpreted as a decrease in the stiffness of the bridge structure. These time-variant phenomena have different time scales. For example, the structural degradation may have a time scale of years, while the temperature changes may have a time scale of seasons or days, the nonstationary external excitation a scale of hours or minutes and the structural damage a scale of several seconds.
Therefore, an adaptive alternative for analyzing the time-variant system is desirable. One of the promising alternatives is the Hilbert-Huang transform, a time-frequency domain method based on the Hilbert transform proposed by Huang and demonstrated to possess the capacity for analyzing the non-linear nonstationary data by applying it to the numerical results of some classical nonlinear equation systems and data from natural phenomena (Huang et al., 1998; 1999 ) . The key part of Huang~ method is the empirical mode decomposition (EMD) to decompose the signal into a finite number of components admitting well-behaved Hilbert transforms. The Hilbert-Huang transform has found application in different fields, including earthquake engineering (Zhang and Ma, 2000) , wind engineering (Pan et al., 2003) and structural dynamics ( Yang and Lei, 2000 ; Salvino, 2000) . However, the EMD method has its limitation in distinguishing different components in narrowband signals. In some cases, a narrowband signal is practically considered as only one component; but there are other cases where further decomposition is necessary to reveal its component structure, especially for the purpose of analyzing the system properties based on the free decay response signals. A narrowband signal may contain either (1) components that have adjacent frequencies, or (2) components that may not have adjacent frequencies, but one of them has dominant energy intensity much higher than the other components. In Huang et al. (1998) , the EMD method has been used to analyze narrowband signals of the first category, but extremely stringent criteria have to be enforced on the EMD so that it can be carried out to an extreme extent (3000 iterations, as in Huang et al., 1998) to distinguish different components, which involves significant effort. Narrowband signals of the second category, commonly found in the structural vibration measurements, have not yet been addressed. They are hardly distinguishable with the EMD method either, as will be shown later with examples in section 5.
In this study, a technique to improve the EMD method for efficiently distinguishing components in narrowband signals is proposed. The technique is based on the beating phenomenon of waves, Combining with Hilbert transform, the technique possesses better power to reveal the time-variant properties of the system embedded in the measured narrowband signals. The new technique is demonstrated by applying it to the simulated data and the data recorded in the real bridge structure under traffic loading. Prior to the presentation of the proposed technique, some concepts important in time-frequency analysis and an important property of Hilbert transform are reviewed, and the idea of component decomposition contributed by Huang is also reviewed, which is retained and implemented in the proposed technique.
Instantaneous frequency/amplitude
The cornerstone of time-frequency domain analysis is the concepts of instantaneous frequency and instantaneous amplitude of a signal. The well-known Heisenberg uncertainty theorem (Grschenig, 2001 ) has ruled out the possibility of an exact definition of instantaneous frequency based on the Fourier definition of frequency ; that is, if the energy is well localized at some special point in time, it is not possible to be localized at any specific value in frequency, and vice versa. Nevertheless, by introducing the Hilbert transform and the notation of the analytic signal, the unique and physical definitions of the instantaneous frequency and the instantaneous amplitude of a signal can be obtained, but with a different physical explanation of frequency, generalized from the conventional Fourier definition.
An arbitrary real signal S(t) has its Hilbert transform Y(t) and its analytic signal Z(t), as
Z(t) = S(t) + iY(t) = a(t)e i~
where, to(t) is denominated as the instantaneous frequency and a ( t ) the instantaneous amplitude. The physical explanation (Hahn, 1996) can be achieved in polar coordinate representation of the analytic signal Z(t), in which the instantaneous amplitude a(t) is the length of the phasor and the instantaneous frequency to (t) is the instantaneous angular speed of the phasor rotation. As can be seen from Eq. (1), the local property of S (t) at time t is magnified by Hilbert transform when 7 approaches t; indeed, Hilbert transform of a signal is its best local fit of an amplitude and phase varying trigonometric function (Huang et al. , 1998) .
To show the relationship between the Hilbertbased instantaneous frequency/amplitude in Eqs. (5) and (3) and the conventional Fourier-based frequency/ amplitude, it is worthwhile to revisit an important property of Hilbert transform.
H[f(t)g(t) ] = f(t)H[g(t) ]
provided that f(t) and g (t) are signals of non-overlapping spectra and that f(t) has low-pass spectrum while g ( t ) has high-pass spectrum. H [ S ( t ) ] denotes the Hilbert transform of signal S(t). The proof of this property can be found in Hahn (1996) . By inserting a modulated signal S (t) --A (t) cos (tot) into Eqs. ( 1 ) through (5), where A (t) is a gradually variant function varying not as fast as cos (tot), and noticing that by Eq. (6) the Hilbert transform of this signal is Y(t) = A (t) sin ( tot ), the instantaneous amplitude becomes A (t) and the instantaneous frequency becomes to. Therefore, the Hilbert-based definitions are generalized from the Fourier notations and their physical explanations agree with the authors" intuition.
The Hilbert transform plays a key role in the definitions above. The representation of a signal S (t) in the form of S(t) = a(t) cos[ 0(t) ] is, unfortunately, not unique, which implies that there exist many possible choices of aCt) and tO(t). The Hilbert transform nevertheless yields a unique pair of a(t) and 0(t) for S(t) via its analytic signal Z(t) (Hahn, 1996) .
The property in Eq. (6) can also help to explain the reason why Hilbert-based analysis can be applied to time-variant system analysis. Given a time variant vibration system as in Eq. (7) x + 2ho(t)x + to~(t)x : f
if the system properties h 0 (t) and too (t) are gradually varying, by taking Hilbert transform on both sides,
HEs + 2ho(t)H[x] + to~(t)HEx] = H[f~
the time-variant properties of the system are separated from the Hilbert transforms of the excitation and the response signals (compared to the Fourier ease where the changing of the system properties will be involved in the Fourier transform). Indeed, theory to identify time-variant h 0 (t) and too (t) based on Hilbert transform for a SDOF vibration system has been developed (Feldman, 1994a; 1994b) . For a non-linear system, h 0 and too depend on x (t), which in turn is a time function, non-linear systems can therefore also be represented by Eq. (7). The Hilbert-based instantaneous frequency/amplitude have rendered the Hilbert-Huang transform the capacity to localize the energy distribution on both time and frequency axes, which, therefore, possessed the power to analyze the time-variant properties of the system.
EMD and Hilbert-Huang transform
Only a mono-eomponent signal admits a well-behaved Hilbert transform (Huang et al. , 1998 ) 
. This can be intuitively demonstrated by a signal with two components S( t ) : a~ (t)cos(tolt) + a2 ( t ) cos ( to~t ).
After the Hilbert transform, the analytic signal of S(t), Z(t) gives only one pair of to(t) and a(t) at time t, they fail to provide frequency/amplitude information of either of the two components. The revolutionary idea of the Hilbert-Huang transform is to clecompose a complex signal of multi-components into a finite number of mono-component signals before computing their time-frequency distribution ( Huang et al., 1998; 1999) . The process proposed by Huang is referred to as the EMD, which will be reviewed, with its limited capacity shown by examining a simulated narrowband signal.
The method of EMD is developed based on the following observations of the behaviors of a mono-component signal : ( 1 ) the number of local extrema and the number of zero crossings must either equal or differ at most by one; and (2) at any point, the mean value of the envelope defined by the local maxima and the envelope defined by the local minima is zero. Any signal satisfying these two conditions is called an intrinsic mode function (IMF), FIM , which is practically considered as a mono-component signal. The EMD process is therefore to decompose an arbitrary real signal into its IMFs by an operation called sifting. A sifting consists three steps: (1) find out all the local maxima of the signal S(t) and determine the upper envelope U(t) , by cubic-spline interpolation of the local maxima; (2) determine the lower envelope L(t) similarly but using the local minima instead; and (3) obtain an [MF by subtracting from the signal the mean of the upper and lower envelopes FIM (t) = ) is referred to as the residual. The first IMF is resulted from the first sifting, and then the residual R(t) is treated as the signal in the second sifting to obtain the second IMF. The sifting operation is thus repeated until all the IMFs are extracted and the residual becomes a monotonic trend. The advantage of the EMD is that it decomposes the signal according to the intrinsic time scales defined by the local extrema at each round of sifting; therefore, it is an adaptive process able to deal with time-variant signal with complex time scale structures.
S(t) -[U(t) +L(t) ]/2; the remain signal R(t) = S(t) -FlM(t
However, the EMD has limitations in distinguishing components in narrowband signals. The first reason is the end effect issue. The EMD relies on cubicspline interpolation to determine the upper and lower envelopes of the signal, but the absence of the control knots and constrain conditions at both ends has made the interpolation around both ends highly unreliable. The end effect can further swing inwards and distort the signal, which is worse for IMFs with a longer time scale. The second reason is the order of the IMF extractions. In the EMD process, an IMF with a shorter time scale (hence a higher frequency ) is extracted before those with lower frequencies. Therefore, errors are accumulated towards the lower modes that may be of more importance for system analysis because they usually carry more energy and are relatively better measured with less noise. But the accumulated error plus the end effect may have deformed the low modes. And the third reason is EMD's unsatisfactory resolution. It has to be carried out to extreme extent to distinguish components in narrowband signals of first category (Huang et al. , 1998) . For narrowband signals of the second category, especially when a higher mode with less energy is riding on a lower mode carrying much more energy, the humps of the higher mode may not properly show up as the local extrema of the signal, which may lead to time scale misfit. In either case, the improvement of the efficiency of component decomposition is desirable.
This limitation of the EMD method is illustrated in Fig. 1 , which is the EMD of a simulated signal imitating the free decay vibration. The simulated signal can be roughly accepted as an IMF, since it has equal number of local extrema and zero crossings and is almost symmetric; however it consists of three components, which the EMD method cannot distinguish. In this case, the EMD cannot identify the time scale of the riding waves, but ends up with a residual having a much longer time scale that bears no physical meaning. The deviations, 6's in the figures are calculated by Eq. (27).
When more information of the system is to be obtained from the narrowband signals, both the resolution and the efficiency of the EMD method need to be improved. The technique proposed below can significantly improve the performance of the EMD method in this case. 
... R (t)=S (t)-F~ (t)
~
Proposed technique of component decomposition
The proposed technique is based on the beating phenomena of waves, in which the envelope of the superposition of two waves will be oscillating at the frequency difference of the two waves. This phenomenon has been explored by Feldman to decompose a 2-component signal (Feldman, 1997) . However, for real applications it has to be extended to signals with more than two components. Suppose that the signal S(t) is the superposition of n components: n
S(t) = ~ Ci(t ) (9) i=1

Ci(t) = Ai(t)cos[Oi(t) ],Oi(t) = twi(t) + q~i
where A i (t) and eo~ (t) are positive functions gradually varying compared to cos[ Oi (t) ]. Notice that S(t) can be rewritten as: n 
S(t) = [ ~ Ai(t)cosAOit(t) ]cosO,(t )
i = l n -[ ~__Ai(t)sinAOi1(t)]sinO,(t )(11)
AOii(t) = Oi(t) -Or(t ) = tAtoo.(t ) + A~po (12)
Awij(t ) = wi(t) -oJj(t), Acpi j = :Pi -q~j
n n
If ~,Ai(t)cosAOi,(t) and EAi(t)sin~Oil(t) are va-
rying not as fast as cos01 (t) and sinO~ (t), Eq. ( 11 ) can be further represented as:
S(t) = a(t)cos[O,(t) + a ( t ) ] ,
n n n a2(t) : ~A~( t ) + 2~ E Ai(t) Aj(t) cosA00(t )
• A~(t)sinAO~, (t) or(t) = arctan i=~
Therefore by Eq. ( 6 ) , after the Hilbert transform, the squared instantaneous amplitude a2( t )of S(t) will have two parts: the gradually varying trend T(t) and the fluctuating part F ( t ) oscillating with the frequency differences of any two components, where rt
T(t) = ~, A~(t)
Assume that the signal's energy is intense in its first several components, that is
A,(t) > > A 2 ( t ) >> ... >> A.(t). (19)
This assumption can be justified in many free decay vibration signals. As an example, the Fourier transform of a typical signal of traffic-induced bridge free vibration is illustrated in Fig. 2 , where the energy carried by each component is indicated by the magnitudes of the corresponding peaks. Free decay signals can be obtained from impulse test of structures, or from ambient vibration measurement by the RandomDec technique ( Ibrahim, 1977) , or by selecting quasi-free decay segments from the signal, such as the segments when vehicles traveling off the bridge leave the bridge vibrating with no vehicles on it. With this assumption in Eq. ( 19 ), Eqs. ( 16 ), (17) and (18) can be approximately reduced to, respectively,
Therefore, a new component decomposition technique can be developed, consisting the following steps :
(1) Compute the Hilbert transform of the signal
S(t), and construct the analytic signal Z(t) for S(t)
according to Eq. (2) ; (2) Obtain the squared instantaneous amplitude a2(t) and the instantaneous phase O(t) by Eqs. (3) and (4) 
R(t) = ~ Aj(t)cosAOs,(t ) -F(t)
and (6) Treat the residual as the signal and repeat the procedure to obtain the next component, with the instantaneous amplitude A2 (t) obtained in the same manner, but A021 (t) adjusted to obtain the instantaneous phase and subsequently the frequency of the second component :
The above procedure is repeated until the amplitude of the component is small enough to be ignored. In each round, the component with the largest energy is extracted and the order of the system is reduced by 1. The errors are accumulated to the components with less energy and thus less importance.
However, one issue remains to be solved: how to separate the trend T(t) and the fluctuating part F(t) in step(4). This study adopted the spline smoothing technique (Mathworks, 1999a) to estimate the trend, which gives the pieeewise cubic function T E (t) as an approximation of the trend T(t) by minimizing
dmin(t)
It may take several iterations to reach an appropriate 6, which will result in F E (t) with almost symmetric upper and lower envelopes about t axis. In the authors" practice, a low-pass filtered signal is used to estimate the value of 8, which is found satisfactory.
In this proposed component decomposition technique, the Hilbert transform unveils the time scale structure of the signal as a result of the beating phenomena of waves, the component extraction order is opposite to that of.the EMD method, and the end effect of spline interpolation is somehow suppressed by employing a constrain condition for the full range of data. Therefore the proposed technique improves the EMD method in component decomposition for narrowband signals.
Examples of the proposed method
Example 1
To verify the proposed technique of component decomposition, the same simulated 3-component signal shown in Fig. 1 is decomposed into its three components by this technique. The 1 s,, 2,a and 3ra rounds of component decomposition are illustrated in Figs 3,4 and 5, respectively. The three components are reconstructed by their instantaneous amplitudes and instantaneous phases identified in this technique. The reconstructed components are compared to their theoretical counterparts in Fig. 6 . Also notice here that the segments of the signal with ignorable small amplitude are cut off to avoid numerical difficulties. It is demonstrated that the proposed technique can identify the components of the signal of different time scales with satisfactory accuracy. As a result of this technique, the simulated signal is decomposed into its three mono-component components, which is verified in Fig. 7 ............................ i .................................................................. 3 ................................ -t where S R ( t ) is the reconstructed signal and S ( t ) is the target signal. The deviation 6 of each of the components and that of the signal are also shown in each of the plots.
Example 2
To illustrate the capacity of the proposed technique for analyzing time-variant systems, a simple classical shear building model but with time varying stiffness is adopted as an example. The model has 2 DOFs as shown in Fig. 8 . For simplicity, the properties of the model are normalized so that the initial stiffness of each story is unit, where m 1 =m 2 =0.001 kg, kl = 1 N/m, k2(t ) = 1 -0 . 0 5 t N/m where t is the time variable in second, Cl =c2 =0. 0012 Ns/m. Notice that the stiffness of the lower story is decreasing with a rate of 5% per second; at the end of the duration of the simulation, which is 12s, it is reduced to 40% of its initial value. The time histories of the displacement responses, Xl (t) and x~ ( t ) , to the impulse excitation at m I are simulated in SIMULINK (Mathworks, 1999b ) with a sampling frequency of 100I-Iz, and they are shown in Fig. 9 . 
where t~(t) is the unit impulse. The Fourier transforms of x, ( t ) and x2 ( t ) are show in Fig. 10 , in which the Fourier transforms cannot reveal the time-variant nature of the system. The short time Fourier transform of one of the response signals x2 (t) is also constructed and shown in Fig. 11 , which, as can be seen, has unsatisfactory resolution to represent the time variance of the system. This can be understood by looking at the fact that to achieve a resolution of 0.1 Hz, the window width should be at least 1000 points when sampling at 100Hz, but the total length of the 12 s data is only 1200 points, which is merely enough for only one window, not allowing it to slide along the time axis without overlapping. Examining the signal x2 ( t ) , it should have two components ( the system has 2 DOFs), which again the EMD cannot distinguish. Applying the proposed technique, the signal is decomposed into its two components as shown in Fig. 12 . The Hilbert transforms of both components give the instantaneous frequency for each of the components as shown in Fig. 13 . The instantaneous frequencies of both components decrease vs. time, revealing the time-variant property of the system, despite the end effect of Hilbert transform and the fluctuation due to the spline approximation (which are exaggerated by differentiating the instantaneous phase to obtain the instantaneous frequency).
Example 3
The proposed technique is also applied to the free Fig. 10 The Fourier transforms ofxl(t ) and x2(t ). decay signals obtained from the traffic-induced vibration measurement of an instrumented highway concrete bridges monitored by the authors (Feng and Kim, 2001 ). The signal shown in Fig. 2 is taken as an example. The first and second components are extracted in the first two rounds of the component decomposition. The decomposition demonstrates sufficient accuracy in Fig. 14. Therefore the Hilbert spectrum (Huang et al. , 1998; 1999) of the free decay signal can be calculated and presented in Fig. 15 with Gaussian smoothing. The Hilbert spectrum of the measured signal in Fig. 2 ( with 9 by 9 Gaussian smoothing, std = 1.2 )
Conclusion
The time-frequency domain analysis based on the Hilbert transform has the capacity to localize the timevariant characteristics of the structural system. The signal has to be decomposed into its components beforehand to admit a well-behaved Hilbert transform. The idea of component decomposition is first implemented by the EMD, which, however, has its limitation in distinguishing components in narrowband signals often obtained in real vibration measurement. A new technique for decomposing component based on waves" beating phenomena is proposed to improve the EMD, in which the time scale structure of the signal is unveiled by the Hilbert transform as a result of the beating phenomenon, the order of component extraction is opposite to that of the EMD and the end effect is confined. The proposed technique is verified by performing the component decomposition of a simulated signal and a free decay signal measured in a real bridge structure. The capability of the proposed technique in capturing the time-variant characteristics of dynamic systems is demonstrated with a simulated 2-DOF shear-building model with time-variant stiffness. The proposed technique can achieve satisfactory accuracy in reconstructing the components imbedded in the narrowband signals, which are commonly found in structures'free decay responses. However, the identification of the instantaneous frequency and damping characteristics involves differentiation, which is vulnerable to noise or numerical error. This will be studied in the future.
The potential application of the proposed technique in structural health monitoring remains to be explored.
