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A uniform asymptotic solution to the boundary value problem 
u”(x, A) + A.‘fi(x, k)u = 12G(.x, A) 
u(z,, A) + qu(z,, 2) = u”‘, i= 1,2, 
and .YEI= [z , , ~~1. is developed by Langer’s method. f?(x, A) can have poles at the 
end points of I. The case in which &x, A) = E - U(x, A), where E is an unknown 
eigenvalue and V has poles in I, is also discussed. The asymptotic nature of the 
formal solution to the boundary value problem is investigated, and specific 
examples are solved. b 1988 Academic Press, Inc. 
1. INTR~O~CTION 
Let us consider the boundary value problem 
(1.1) 
2 (Zi, 2) + qu(z;, A) = a”‘, i= 1, 2, (1.2) 
where I is a real interval with the end points z1 and z2, and A is a large real 
parameter. Either one or both of the end points zl, z2 could be at infinity, 
in which case one or both boundary conditions (1.2) will be replaced by an 
integrability condition. Also in (1.2), n is a real constant which could 
depend on 1. 
Now we assume that 2(x, A) has a pole of order n, at x = bi, j = 0, . . . . N, 
in I. Otherwise R(x, n)=r(x) k(x, A), and G(x, A), where r(x) = 
l--I;“= o (x - b,)“‘, are real analytic in I. We shall further assume that 
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R,(x) = R(x, co) has a zero of order mi at x = ai, i = 1, . . . . M. The point ai 
5s called a turning point. We define 
V= j$o nj, PL= ,g, mi. (1.3) 
Boundary value problems of the type (1.1) with (1.2) are usually 
attacked by the method of boundary layer analysis and matched 
asymptotic expansions (see [lo]). When poles or turning points are 
present, however, it may not be possible to obtain uniform expansions by 
that method. Langer’s method may be the only available method in those 
circumstances. 
We recall that to solve, exactly, a boundary value problem of the type 
(1.1) with (1.2), two linearly independent solutions U, and u2 of the 
homogeneous form, as well as a particular solution, w, of (1.1 ), are found. 
Then constants c, and c2 are determined such that 
u=c,u,+c*u2+w (1.4) 
satisfies the boundary conditions (1.2). 
Quite often the exact solutions ui, u2, and w are either not known, or if 
known, are too complicated for practical use. In any of those circumstances 
there is need to develop a uniform approximation to the boundary value 
problem. Such approximations or asymptotic expansions may be uniform 
throughout I. 
Even so, the functions that might be involved in such uniform represen- 
tations may present the same difficulties as the exact solutions. If so, we 
shall utilise simpler approximations that are uniform only in subintervals 
I,, I = 0, . . . . n, of 1. This way we obtain a sectionally uniform approximation 
for 24 in I = lJ;=O I,. 
2. SUMMARY OF THE METHOD 
2.1. Langer’ Method 
Let I’(t) satisfy the boundary value problem 
$+w=Q(~), <EZ, (2.1) 
g (ii)+rlC5’(zi)l-1 v(ii)=“, i= 1, 2, (2.2a) 
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where 
ii=tl(ziAh i= 1,2; I- l<r, [ri. (2.2b) 
Here 4 = 5(.x, A) is a transformation to be determined. The rational 
functions P(5) and Q(5) are 
k=O 
(2.3) 
where yk and rk are constants to be determined. 
In [2, 31, we proposed a solution to (1.1) in the form 
u(x, I.) = B(x, /I) V(4) + A -‘C(x, 1) V’(5) + H(x, A), (2.4) 
where t = (p + v)/(p + v + 2). Now, however, V(t) will be required to satisfy 
the homogeneous boundary conditions (2.2). 
On substituting (2.4) into (1.1) and using (2.1) we obtain the equation 
(primes denote differentiation with respect o the appropriate variable-no 
confusion should arise) 
{B"+ [Ii'&(('),P] B-ip'[25'PC'+(5'P)'C]) v 
+A-'{C"+ [m-(~')*P]C+~'[2~'B+~"B]} V' 
+ (H" + [A'(&- G) - (t')* QB] + X'[2('QC'+ ('Q'C]} =O. (2.5) 
Next we equate to zero the coefficients of I/and V’ in (2.5) and obtain a 
pair of coupled equations for the determination of r, B, and C. It is the 
same pair of equations obtained in [3], and the functions are determined 
in the form 
CB, Cl - f ~-3Bp(x), C,(x)l, (2.6a) 
p=o 
where 4(x) satisfies the differential equation 
C4’(xH2 = Cr~~~oi,(m~o(~)1 ~-I 
with 
(2.6b) 
pO($)= fi Cd-Pj)-" fj (dAaiJm'. (2.6~) 
,=o i=l 
Here flj = $(bj), ai = d(ai). The constants yk = y,(A) in (2.3), and the coef- 
ficients B,(x) and C,(x) in the above expansions, are determined in [3]. 
Then the expression in the third chain bracket in (2.5) must equal zero, 
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and that is the equation for the determination of H, also encountered in 
[2, 31. Now, however, H also has to satisfy some boundary conditions. 
Finally, we recall that if u is represented in the form (2.4), then du/dx can 
be represented in the form 
;=d[&x, A) V(t)+A-‘c(x, A) V’] + H’(x, A). (2.7) 
Since V(t) in (2.4) to (2.6) is the solution of the boundary value problem 
(2.1) and (2.2), it must have the form 
V(5) = c, V,(C) + c* v,(r) + w(t), (2.8) 
where V, and V, are two linearly independent solutions, and W a par- 
ticular solution, of (2.1). The constants c1 and c2 in (2.8) are obtained by 
using V in (2.2). Since B(x, A) and C(x, 1) are the same for u,, u2, and w in 
(1.4), it follows by using (2.8) in (2.4) that the constants c1 and c2 are the 
same as those in (1.4), provided that V, and Vz are the same special 
functions employed in the representation of u1 and u2, respectively. We say 
that (1.4) is equivalent to (2.8), and that u in (2.4) is a formal solution to 
the boundary value problem (1.1) and (1.2) provided that this equivalence 
exists. 
2.2. The Expansion Coefficients 
The three equations arising from (2.5) are solved asymptotically. These 
solutions are given in the accompanying paper [3]. B(x, A) and C(x, A) are 
determined in Section 2, while H(x, L) is determined in Section 3, of that 
paper. (There is no formal difference between the real variable x in this 
paper and the complex variable z in that paper.) 
We recall that each of the functions d(x), B,(x), and C,(x) involved in 
the asymptotic determination of B(x, 1) and C(x, 1) contains two free 
parameters that can be chosen arbitrarily. The arbitrary parameters are the 
coefficients in the asymptotic expansions of two of the constants yk in (2.3). 
Similarly the functions H,(x), in terms of which H(x, A) is determined 
asymptotically, contain two arbitrary parameters. The parameters are the 
coefficients in the asymptotic expansions of two of the constants r, in (2.3). 
The two free parameters in each case will now be utilized to satisfy the 
boundary conditions. 
We will need to refer to equation numbers in [3]. We shall, for brevity, 
do so by prefixing the equation numbers there by “A,” and replace the 
variable z in [3] by x. 
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3. SOLUTION OF THE BOUNDARY VALUE PROBLEMS 
3.1. The Boundary Equations 
We now apply (2.4) and (2.7) on (1.2), and also use (2.2) to obtain the 
boundary equations 
j.(‘(zi, I.) B(zi, A) + $‘(z,, 2) B(z,, 2) 
- 2 ‘[A&z,, A) + q2C(z,, A,] = 0, i= 1,2, (3.1) 
and 
H’(z,, I”) + gH(z,, A) = (T”), i= 1,2. (3.2) 
Next we use A-(6.31) to A-(6.33), A-(2.9), and A-(2.10) in (3.1). On 
equating coefftcients of like powers in 1- ’ we obtain 
Rob,) Co(z,) = 0, 
RO(Zi) C,(z,) - d’(z,) gp(z,) 
i= 1,2, (3.3a) 
+~g~),(z,)+~2cp~ z(z;)=O, i= 1, 2,p= 1, 2, . . . . (3.3b) 
We observe that if q = 0 in (1.2), then we set q = 0 in (3.3b) to obtain the 
appropriate boundary equations. But if q = ix in (1.2) then we divide 
(3.3b) by q2 and then set q = cm, as well as replace p by p + 2, to obtain the 
corresponding boundary equations. 
On using A-(3.7), A-(3.8), and the expansion 
in (3.2), and equating coefficients of like powers in I- ‘, we obtain the 
boundary equations 
Ro(z,) n;(z,) - ffow n,tz,, + rlfio(z,) qdzj, 
= ,q@) 
P 0 I) 
i= 1,2, p=O, 1, . 
In (3.5) 
fl,,b) = G,(x) - W2 BOG?,(~) -g,(x)> 
(3.5) 
(3.6a) 
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where 
g,(x)= =H,“-,+ C {~,+IHp~i-,+(~‘)2Qj(~)Bp-j 
j=O 
+ [(4’Qj(d))’ Cp-j- 1+24’Qj(4) CL-j- II>, (3.6b) 
and 
P+l 
Qp(4)= c Lp4k. 
k=O 
(3.6~) 
Here again in the expression on the left side of Eq. (3.5), we set q = 0 or 
q = co depending on whether the boundary condition (1.2) involves U’ or U, 
respectively. 
Equation (3.3a) provides two additional equations which along with the 
(v + p - 1) regularity equations determine the v + p + 1 constants YkI, 
k = 0, . . . . p + v. Similarly (3.3b) and the regularity equations determine the 
constants yky, k = 0, . . . . p + v, q = 1, 2, . . . . Finally, (3.5) and the regularity 
equations determine the p + 2 constants rkq, k = 0, . . . . p + 1, q = 0, 1, . . . . 
We have thus utilized the two free parameters referred to in Section 2.2. 
3.2. Existence of Real Solutions, Admissible Singularities 
We can consequently write as the formal solution to the boundary value 
problem 
UC--G 1)~ .f J-p{Bp(x) US(x)1 
p=o 
+ ~-‘C,(x) US(x)1 + ff,b-)j 
and from (2.7) we have 
2-n z A-P(Bp(x) V[ (x)] 
p=o 
+ n-‘C,(X) V’[5(x)] +A-‘H;(x)} 
Here I?,(x) and c,(x) are defined by A-(6.32), and 
H,(x) = &l(x) n,(x). 
(A+ a); (3.7) 
(A. --) co). (3.8) 
(3.9) 
Again V(g) is the solution of (2.1) and (2.2) and its composition is shown 
in (2.8). For problems in which there are no singularities in the interval I, it 
is a special function of the p + 1 parameters, yk, k = 0, . . . . p, i.e., 
v= UYO, *.., Y”), Y,ZO, (3.10) 
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except that two of the parameters which were hitherto arbitrary would now 
need to assume specific values in order that the boundary equations (3.3) 
are satisfied. Thus Vi, i = 1, 2, in (2.8) are the same as those employed for 
u,, i= 1, 2, in (1.4). Hence (3.7) with (2.8) is a formal series solution to 
(1.1) with (1.2)-when there are no poles in I. 
When poles are present in I, the special functions used in the represen- 
tation of uI and u2 in (1.4) have the form 
as already shown in [3]. But V in (2.8) must have the form 
v = VY,, . . . . Yfi, Y,l + 1, ...3 Yp + “1, y,,fO, (3.12) 
which is quite a different function from (3.11). Hence in that case (1.4) and 
(2.8) are not equivalent. 
If, however, we permit poles at the end points, and not in the interior, of 
I, then (3.3) will be identically satisfied at zi, z2 (because of the regularity 
conditions there) and hence we can again set the two parameters 
Y p + I’ ~ 1 = Y I! + I’ = 0 in (3.12) to get back (3.11). In that situation (1.4) and 
(2.8) are equivalent. (It should be recalled that nonexistence of poles in the 
interior of I is also a condition for the existence of real solutions.) Thus we 
must henceforth restrict fi(x, A) to having poles of any order at the end 
point only. 
We must now also look at Eq. (3.5) and (3.6) and note that if zk, k = I, 
2, is a pole of 2(x, A), then (3.5) has no solution unless @j(i) = 0, in (1.2). 
That is, if an and point is a pole, then only a homogeneous boundary 
condition can be prescribed there. 
We finally examine the possibility of bifurcation. Suppose (1.1) and ( 1.2) 
are both homogeneous, then in (2.1) we set Q(5) = 0, and look for a non- 
trivial solution V(5) of the homogeneous boundary value problem (2.1) 
with (2.2). If we can find one, then we conclude that the homogeneous 
form of (1.1) and (1.2) has a nontrivial solution, whose formal asymptotic 
representation is (3.7), where V(t) now is the nontrivial solution of (2.1) 
and (2.2) (with Q = 0). This question will be pursued in a subsequent 
paper. 
4. PIECEWISE UNIFORM EXPANstoNs 
4.1. Expansions in Subintervals of I, 
It has already been observed that the special function I’ in (3.7), which 
provides a uniform representation for u in I, may not be well known or is 
386 DONATUS UZODINMA ANYANWU 
otherwise too complicated for practical use. We can then produce a 
uniform expansion in I, by obtaining the expansions (3.7) in each of the 
subintervals I,, I= 0, . . . . n. Here I,= [d,, d,+i], with d,,=zr, d,,, =z2, and 
where d,, . . . . d,, are points in I such that zl<d,< . ..d.,<z,. 
Each I, is to contain just enough (possibly coalescing) poles and turning 
points such that the required special function V= I’,, for the uniformity of 
the expansion in that subinterval, is a well-known function. The point d,, 1 
is thus a common point-more probably a point in a common interval-of 
validity for the expansions in the two adjacent intervals I, and II+ r. 
For each subinterval I,, therefore, the integers N, v, M, p have the values 
N,, v,, M,, ZQ, respectively. Also we shall denote the transition points in I, 
(and Z,) by Z$‘), #), aj’), IX!‘), j = 0, . . . . N,, i = 1, . . . . M,. 
Thus u has in I, the uniform expansion (3.7), with V, instead of V, 
((x, A) = r/(x, A), B,(x) = B;‘(x), C,(x) = C;‘(x). Also t = t,= (p, + v,)/ 
(p, + v/ + 2) in I,. 
It must be remarked that the points dI = f = 1, . . . . n do not feature in the 
expansions. We simply introduced them to describe the intervals, each of 
which contains a manageable number of transition points. Thus, it must be 
remembered that an expansion for u in I, is valid up to, but not including, 
the nearest transition points in the adjacent intervals I,- i and II+ ,. 
Furthermore d, need not be a transition point. 
4.2. Solution of the Boundary Value Problem 
For each of the intervals I,, I= 1, . . . . n - 1, u is represented as in the 
developments in [2, 31. Because no boundary conditions are to be satisfied 
in those interior intervals, the representations, as already discussed, will 
carry two arbitrary constants that can be specified in any convenient 
manner. 
At each of the end point intervals, I, and I,,, however, the boundary 
equations (3.1) to (3.5)-i = 1 for I, and i = 2 for I,-have to be satisfied. 
In each case then, one of the two free parameters is employed for this 
purpose. 
It is, however, important to note that the end points, i, and c2, of Z with 
which the boundary value problem (2.1) and with (2.2) is solved are given 
by 
i, =A mo+w+2)#&), 
[*=A wh + “” + 55Jz2). 
Thus it is necessary to choose the arbitrary constant that is available in 
the determination of &,(x), XE I,, and of $Jx), XEI,,, such that 
Adz1 1-c dn(Z2). 
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5. ASYMPTOTIC PROPERTIES OF THE FORMAL EXPANSION 
We now investigate the asymptotic nature of the formal solution to the 
boundary value problem. We shall do so by first introducing the 
asymptotic properties of the expansions for the solutions u,, u2, and M;, 
in ( 1.4) of Eq. (1.1). We then obtain the asymptotic properties of the 
constants L’, and c2, when (1.4) is made to satisfy (1.2). Finally, we deduce 
the asymptotic properties of the expansion (3.7). 
It is easy to verify that if 
u,(x, 1) = B’“‘V([) + 3,~-‘C’“‘V’(() + H’“‘, (5.1) 
with 
B(“‘, C(“‘, H’“‘= i i-P[B,, C,, HP], 
p=O 
is the &h-order approximation for u(x, I,), then 
t-u,‘: -t A’Ru,, - EL2G = A-“[p, V(t) + P’a, V’(r) + z,] (5.2) 
is the differential equation satisfied by u,. Here 
and 
in = PJB,, C,, y/v,+ 1, -1, 
0, = Q,,(B~, C,, ~,c,c,+, 9 .. . )9 
7, = 7,(By, Cc,, H,, ~k,c,+ 1, rkc,, . ..I. 
q = 0, . . . . n, 
q = 0, . . . . n, 
q = 0, . ..) n, 
r = r(x) = (x - z~)~’ (x - z~)~~. 
It follows that the error, CO,, incurred with u,, i.e., w, = u,, - U, satisfies the 
equation 
rwz + A2Rw,, = Z”[f,,(z, %) + 7,(z, A)], (5.3) 
where 
f,b A) = Pn vu + A-‘cn V’(5). 
Similarly we deduce the boundary conditions on o,(z, A) as 
c&,(Zi) + r/W”(ZJ = c+), 
(5.4) 
(5.5) 
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where 
o.(i.n) = f I-PC+‘, i= 1,2. (5.6) 
a=n+l 
By employing the Liouville transformation 
5 = 5(x, 21, 40 = (5’P2 %(X, 21, (5.7) 
the differential equation (5.3) becomes 
v+p--2 
P(5) w + 1 yP’tk Q = Kz(C) Q + A-Yf’At) + TAOI. (5.8) 
k=O > 
Here 
n+l )$H’ =~2(lc + *v-km f v + 2) c ~-pYk, 
p=o 
Also F,(t), T,(r) derive from&(x, A), r,(x, A), respectively, while E,(t) is a 
term “small” in comparison to the coefficient of ~2 on the left-hand side of 
(5.8). These terms are clearly defined in [3]. 
If G(<, n) is the Greens function for the differential operator 
with zero initial conditions, then any solution of the integral equation 
also solves (5.8). 
In [6] it is proved that any solution 52 of the homogeneous equation 
(i.e., T, = t, = 0) satisfies the properties 
(5.10) 
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Here K”“(<, A) and G,(t) are positive-valued functions, and have the 
property 
K’“‘= O(AU) (i + co), cj= O(1.h) (i -+ co), 
where a, b are fixed real numbers, i.e., independent of n. 
It follows, from (5.10) and (5.7), that if w, is a solution to (5.3) (with 
t,, = 0), then 
w,, = o(,-n+A’) (A--) co), 12; = O(i ~?I+ ‘1) (3. + x), (5.11) 
where s, and s2 are independet of n. 
Since this implies that the Wronksian W, of two linearly independent 
solutions of (5.3) (with rn=O), has the property W= O(13 -2n+ei +‘,) 
(jti + co), it follows that a particular solution o:P) to (5.3) (i.e., with t, # 0) 
satisfies the property 
u~~)=o(~-“+‘l-J2) (A -+ 32). (5.12) 
To deduce the asymptotic properties of the solution to the boundary 
value problems we express u in (1.4) as 
u=z4,,+w,=c,(u,, (I) + co!‘) + c,(u(;?’ + coy’) + (w, + OQ’), (5.13) 
where wi) satisfies (5.11) and cQ’) satisfies (5.12). Using (5.13) in ( 1.2) and 
remembering (5.5) and (5.6) we conclude readily that in ( 1.4) or (5.13) 
c, = c;(A) = O( IZd) (2 + co), 
where ~7 is independent of n. It follows that in (5.13) 
w, = o(A-f1+6) (i-m) XEI, (5.14) 
where 6 is also a real number independent of n. This establishes the 
asymptotic property of (3.7). 
THEOREM. Let u, and u2 be two linearly independent solutions of the 
homogeneous form of (1.1 ), with asymptotic series expansions of the type 
u,,* = B’“)(x, A) v,,, + rvqx, A) v;,, + O(i “) (b co) XEI, 
where V, and V, are two linearly independent solutions of the homogeneous 
form of (2.1). Then the boundary value problem ( 1.1) with ( 1.2) has a 
solution u defined by (1.4) and having the property 
U(X,A)=U,(X,A)+O(~-n) (i,+ x) XEI, 
where u,, is given by (5.1). 
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6. EXAMPLES 
6.1. Example I 
To illustrate the method, we begin with the simplest case, that is, the 
case in which 2(x, 2) has no poles and R,(x) has no zeros, in the interval 
I = [0, 11. Thus p= v = 0. We also assume that h,(x) > 0 in I, and take the 
boundary condition 
u(0, 2) = a(A), u( 1, n) = s(n). (6-l 1 
Then 5 =A 2’(p + ” + “d(x) = &b(x). Ch oosing yoo = 1 and 4(O) = 0, we have 
from (2.6), PO(d)= 1, and 
(#‘)2 = Ilo or 4(x) = J; &(s)I”~ ds. (6.2) 
We write a first-order approximation to the solution of (1.1) and (1.2), 
4x, 1) - {Bob) U@(x)1 + G(x) v’C@(x)l+ fw4 
+A-‘{B,(x) Ufwx)l + C,(x) ~‘C~4Yx)l+ fu-4 
+ O(k2), (6.3) 
where V(t) satisfies the comparison boundary value problem 
v”+y,v=r,+rl5, (6.4) 
V(O)= V(cr)=O, (6.5) 
and where CI = @( 1). 
Furthermore 
B,=k1’4C~~0 0 3 Co = i&y4 Sin 9, (6.6a) 
0 = 0(x, ~01) =t j-’ C&W - roW21 & (6.6b) 
0 
B,=ri-“4Cos(qLt,b,), C, = &i’/4 Sin(# - $i), #I =$1(x, YO2)~ 
(6.6c) 
where Ic/i(x, yo2) is given in A-(2.30). 
H,(x) and H,(x) are defined by (3.9) with (3.6). 
Equation (6.4) has the solution 
(6.7) 
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where the constants c and d are chosen such that (6.5) is satisfied. To 
complete the determination of (6.3) we now determine the constants 
yO-l+E”~‘yO,+~~*yO*, (6.8a) 
fo- f,+E.-If,,, f,-f,,+i ‘f,3, (6.8b) 
in (6.6) and (6.7). 
yo, is determined by the boundary equation (3.3a), that is, 
Co(O) = 0, C,( 1) = 0. (6.9) 
From (6.6a) and (6.6b) the first of the above conditions is identically 
satisfied since 0(O) = 0, while the second yields e( 1) = 0, and hence 
(6.10) 
Similarly yo2 is determined from (3.3b), as indicated, as 
C,(O) = 0, C,(l)=O. (6.11) 
Again O(O) = $,(O) = 0 and hence the first condition is satisfied for any yo2. 
The second yields 
$,(L Yo*)=O, 
from which yo2 is determined. 
Equations (3.5) and (3.6) for q = co on the left side of (3.5) yield, for 
p = 0, two equations for f, and Tlo, while for p = 1 we have two equations 
for f ,. and f,, . In each case since 4(O) # d( 1 ), we have unique solutions 
for the pair of unknowns. This completes the determination of the quan- 
tities in the approximate solution (6.3) to the boundary value problem. 
We need to remark that the zero-order approximate solution for this 
boundary value problem is the LG or WKBJ solution-the solution we 
would obtain if we used U, = & ~ “4 Cos 4, u2 = fi-‘j4 Sin 4 in (1.4). Our 
ansatz works, even for this case, even though there is only one constant y,,, 
while there are two boundary equations-one boundary equation being 
satisfied identically. 
If we prescribe du/dx at the boundaries, however, the boundary 
equations will determine y. uniquely only if we impose the condition 
&(O) = &( 1) = 0. It should be remarked that the same condition on I&,(x) 
will be required if we desired to solve the boundary value problem by the 
WKBJ method. Similar results apply to the case in which k,(x) < 0 in I. 
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6.2. Example II 
We next consider the case in which A,,(z) and 8(x, A) have simple poles 
at the end points, and j,(x) < 0 in I = [ - 1, 11. The asymptotic represen- 
tation for ur and u2 of (1.4) in this problem is already given in [4]. We 
now wish to solve the boundary value problem. 
For the boundary conditions we take 
U(-l,A)=u(1,;1)=0. 
This problem is motivated by [8, 91. 
The uniform representations for U, and u2 of (1.4) under these conditions 
is given in [4]. There it is shown that r(z) = 1 -x2, ,U = 0, v = 2; 
consequently from (2.6b) and (2.6~) we have 
w2 = Y,‘~o(X)(P’ - d2)? (6.1 la) 
and on integrating, 
the sign of yoo being chosen such that y&‘&(x) > 0; JyJ is yet arbitrary. 
Thus -fl < 4 < 8, where the constant B is obtained by setting 4 = B and 
x=1 in (6.11b). 
The comparison boundary value problem is 
~“(5)+ro(B2-52)r1 V(5)=ro+r,5, (6.12) 
V( - s^) = V(b) = 0, (6.13) 
where 
4 = n”‘qqx), jj = pqq 1) = p/j, (6.14) 
and y0 is determined in the form 
YOWL2 f A-PYop (n-+co), (6.15) 
p=O 
by the regularity conditions on the expansion coefficients B,(x), C,(x). 
Equation (6.11) has the solutions (for the homogeneous equation) 
V,(5) = Cl - w8)211’2 PA, v,(C)= Cl - (t/h21 Qh (6.164 
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where Pt and QA are the associated Legendre functions, and has the 
particular solution 
m= Iv’ ~~g(~o+~lw,(~) V2(4)- V,(4) VZ(r?)l4> (6.16b) 
where W is the wronskian W[ I/,, Vz]. Also 
a= -++Jq. (6.17) 
It follows from (6.17) and (6.11) that it is convenient to choose (in (6.15)) 
y(%&= -a. (6.18a) 
Also the regularity conditions yield 
yap = aii’n,, p = 1, 2, . . . . (6.18b 
where am and nOP are defined in [4]. 
To satisfy the boundary conditions (6.13) we determine the constants c 
and c2 in (2.8) as 
c, =5 Cot(7ca) W-’ 1’ ~B crcl+ TIYI) V,(v) 49 
(6.19) 
c2= -.w- 
I pb trcl+ rlv) V,(rl) 6 
having noted from [7] that V,(t) and Vz(t) have the following behaviour 
at t= +l: 
V,(t) - -22”2a(a+ l)(l - t)(l + t)“’ (t-t 1) 
V,(t) - -2~LQ(l +[)I’2 (f-+ 1) 
V,(f) - -2”27cP’ Sin(arr)( 1 - 1)“’ (r-t -1) 
V*(f) - -2 ~ “2 Cos(arr)( 1 - t)“’ (t+ -1). 
As remarked in (3.2), yOP, which was given in (6.18b) by the regularity 
conditions, implies that the boundary equations (3.3) are identically 
satisfied. However, we still have to determine r, and Z-I with (3.5) and 
(3.6) (q = cc on the left side of (3.5)). For a two-term approximation they 
have the form (6.8b). Thus a first-order approximation to the solution of 
the boundary value problem has the form (6.3) with V given by 
V(O=c, V1(5)+c2V2(5)+ p 
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along with (6.16) and (6.19). Furthermore B,(x) and C,(x) are deduced 
from [3,4], with d(x) obtained in (6.11). 
7. EICENVALUE PROBLEMS 
In eigenvalue problems we have the boundary value problem (1.l) and 
(1.2) except now 8(x, A) in (1.1) has the form 
R(x, /I) = E(1) - U(x, A), (7.1) 
where E(A) is the unknown eigenvalue. We assume that E(J) = O(U) 
(14 co), i.e., E is the same order as U with respect o 1. Finally, we permit 
U(x, 2) to have poles at the end points x =zi, z2. Problems of this type 
arise in the acoustic and electromagnetic vibrations of spindle-shaped 
resonators. We treat one such problem in the accompanying paper [S]. 
In [ 11, the eigenvalue and eigenfunction problem for (1.1) and (1.2) (i.e., 
G(x, A) = a(” = 0) is treated, except that the differential equation in that 
paper had no singular points. 
That difference does not affect the formal procedure of determining the 
eigenvalues. The boundary equations are the same as (3.1) and (3.3). Now, 
though, the ansatz for determining the corresponding eigenfunction 
follows, as does the early part of this paper, the development in [3], 
However, since E is unknown, the turning points are also unknown. Even 
so, by studying the behaviour or graph of U(x, A), the number and order of 
the turning points, for each value of E (e.g., energy level), can be foretold. 
Consequently the appropriate pair of linearly independent solutions, 
Vi(<) and V,(t), of (2.1) (homogeneous) can be picked, even though the 
function parameters are not known. We then substitute V(t) = ci VI([) + 
c2 V2(<) into (2.2). This, for ci and c2 not both zero, leads to a transcedental 
equation. 
Let 8,, q = 1, 2, . . . . be the roots of this equation, that is, 
fqC~,b% . . . . Y/, + v -2 (a, I,(mz,(~)I = e,, q=l,2 7 ... (7.2) 
On using A-(2.1 1) in (7.2)-this time the coefficients, ykp, depend on 
E-and assuming that e4 is of the same order in II as the leading term on 
the left side, we obtain an equation for the determination of E = E(1), 
as well as the turning points. Then the corresponding eigenfunction is 
determined as given in [3]. 
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8. CONCLUSION 
This is perhaps the first attempt to employ Langer’s uniform represen- 
tation of solutions to a linear ordinary differential equation for the solution 
of a boundary value problem. It has the advantage over the boundary layer 
method (see [lo]) in that the issue of loss of boundary conditions does not 
arise, nor does the often ticklish problem of matching inner and outer 
solutions. 
In any case a method which has been developed in earlier papers, and 
which is utilised in [S, 8,9] for the solution of certain boundary value 
problems of partial differential equations, would appear to require this 
development. The application is to nonuniform waveguides and resonators, 
and a thin airfoil theory. 
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