Abstract. In this paper the composed stochastic systems with final sequence states and independent transitions are studied. The ordered and unordered sequential compositions and excludable and nonexcludable parallel compositions are analyzed. For these stochastic systems the problem of determining the main probabilistic characteristics of evolution time is considered. The elaborated algorithms are based on the properties of the homogeneous linear recurrences.
Introduction
The discrete Markov processes represent dynamical mathematical models that appear when studying and solving various applied decisional problems. For more problems from economical, technical, biological, industrial and medical domains new approaches for modelling the complex dynamical systems are necessary.
The Markov stochastic systems were studied in many scientific articles and mathematical books. The main properties and basic results regarding to these systems were described in [1] , [2] and [9] . Some applications of Markov processes were presented in [3] , [11] and [12] . In [4] , [7] and [8] the matrix of limiting state probabilities and the differential matrices in finite Markov processes were obtained.
The stochastic systems with final sequence of states generalize the discrete Markov processes. For these systems the stopping condition is defined. So, the evolution time of Markov processes is infinite, but the evolution time of stochastic systems with final sequence of states depends on realization of stopping condition. In this case the problem of determining the main probabilistic characteristics of evolution time of the system is attractive. This problem was studied in [5] and [6] . The obtained algorithms have polynomial complexity and are based on the main properties of homogeneous linear recurrences, the basic properties of generating function and numerical derivation of regular rational fractions.
In this paper the composed stochastic systems with final sequence of states are studied. These systems represent an extension of stochastic systems with final sequence of states. The ordered and unordered sequential compositions, the excludable and nonexcludable parallel compositions and the compositions with upper bounded evolution and lower bounded evolutions are studied. For these composed stochastic systems the efficient methods for determining the main probabilistic characteristics (expectation, variance, initial moments) of evolution time are elaborated.
Formulated problems
In this section the problems that will be analyzed in this paper are formulated. The stochastic systems with final sequence of states and independent transitions (ISSF SS) are described. The sequential and parallel compositions of these systems are presented. For all studied models the evolution time is defined.
ISSFSS
A stochastic discrete system L with the set of possible states V , where |V | ≤ ∞, is considered. The state of the system at every discrete moment of time t = 0, 1, 2, . . . is v(t) ∈ V . The transition time of the system from the state u to another state v at every moment of time t is equal to 1.
On the set V a distribution function p * : V → [0, 1] is defined, where p * (v) represents the probability with which the system L starts its evolution from the state v ∈ V . Also, the transition of the system from arbitrary state u ∈ V to another state v ∈ V at every moment of time t is performed with probability
The finishing evolution of the system is conditioned by passing consecutively through fixed sequence of states X = (x 1 , x 2 , . . . , x m ) ∈ V m . Let T be the stopping time of the discrete stochastic system L. The value T represents the evolution time of the stochastic system L. The problem of determining the main probabilistic characteristics of evolution time T is considered.
Sequential and parallel compositions of ISSFSS
We consider s ISSFSS L [k] with evolution time
S , whose evolution is formed by concatenating the evolutions of the systems L [k] , k = 1, s, is called sequential composition of these systems. If the concatenation is performed in fixed order, then the sequential composition is called ordered, otherwise is called unordered.
Let S s be the set of all permutations of degree s. We consider an arbitrary permutation δ ∈ S s . We suppose that the sequential composed system L S represents an ordered sequential composition of the systems L [k] , k = 1, s, generated by permutation δ ∈ S s , then we denote S, φ represents an unordered sequential composition of the systems L [k] , k = 1, s, generated by distribution φ of order, then we write
P , whose evolution is formed by simultaneous evolutions of the systems 
Compositions with bounded evolution
We consider a composition L and a natural constant θ. To the composition L we associate a stochastic system L * θ with final sequence of states X * = {x * 1 , x * 2 , . . . , x * θ+1 } and independent transitions, where the probabilities of the states verify p * (x * 1 ) = 1 and p * (x * j ) = 0, j = 1, θ + 1. The system L * θ is called bounded deterministic system with final critical state of order θ + 1 and independent transitions (θ-IBDSFCS).
is called composition with upper bounded evolution and the nonexcluda-
θ is called composition with lower bounded evolution.
Homogeneous linear recurrences
The elaborated algorithms for probabilistic characterization of the evolution time are based on the theory of the homogeneous linear recurrences. In this section the main properties of these recurrences are described.
Definitions and notations
Next we remind the main definitions and notations from [4] , [5] and [6] . We consider an arbitrary subfield K of the field C. Definition 6. The function G [a] (z) = ∞ n=0 a n z n is called generating function of the sequence a = (a n ) ∞ n=0 ⊆ C and the function G
[a]
n=0 a n z n is called partial generating function of order t of the sequence a = (a n ) ∞ n=0 ⊆ C.
For the sequence a we will consider the unitary characteristic polynomial H
m (z) and the characteristic equation
The following notations are introduced:
Main properties of homogeneous linear recurrences
The main properties of non-degenerated homogeneous linear recurrences are described by following theorems. The proofs of these theorems are presented in [6] .
The next theorem represents the formula for determining the generating function:
The following theorem is more important and allows to increase the order of homogeneous linear recurrence a ∈ Rol[K][m]:
The function L.C.M. means the least common multiple of respectively polynomials. The algebraic properties of linear combination and product are:
The homogeneous linear recurrent property of the polynomials is:
Using Definition 8 and Theorems 3 and 4, the following result is obtained:
Theorem 6. The main properties of the dimension are:
The dimension and the unique minimal generating vector of the sequence a ∈ Rol[C][m] can be determined using the following minimization method: 
The homogeneous linear recurrent property of distribution function is:
Homogeneous linear recurrent distributions
In [5] and [6] the natural random variables with homogeneous linear recurrent distribution were studied. An algorithm for determining their main probabilistic characteristics, based on properties (see [10] ) and numerical derivation of generating function and the Stirling numbers, was elaborated. In this section a new algorithm is elaborated, based only on properties of homogeneous linear recurrences.
We consider a natural random variable ξ. Let a n = P (ξ = n), n = 0, ∞. The sequence a = (a n ) ∞ n=0 is called distribution of random variable ξ and is noted a = rep(ξ). In [6] the following properties were proved.
where M k = m(k + 1) and
Proof. Let ∀k ≥ 1. We consider
where z t are all distinct roots of respective multiplicity
, using the affirmation of Theorem 2, we have
. These values can be determined by (1) and (3).
The expectation E(ξ), the variance V (ξ) and the mean square deviation σ(ξ) are obtained by the relations
Taking into account these results, we obtain a new algorithm for probabilistic characterization of random variables with homogeneous linear recurrent distributions:
m (1) = 0, pass to Step 2, else pass to Step 3.
2. Using Horner schema, the vector q * ∈ R m−1 is determined, vector that satisfies H 3. The values a n = m−1 k=0 q k a n−1−k , n = m, m(t + 1) − 1, are calculated.
4. For each k = 1, t the next steps are executed:
is determined.
(b) The generating vector q (k) from the formula (3) is obtained.
(c) The value ν k (ξ) using the relations (2) and (1) is calculated.
The values E(ξ), V (ξ) and σ(ξ) are determined by means of formula (4).

Main results
In this section the elaborated methods for solving the formulated problems in Section 2 are described. All obtained results are theoretically grounded.
ISSFSS
The ISSFSS are described in Section 2.1 and the evolution time T of the system is defined. We consider the distribution a = rep(T ).
In [5] and [6] , the properties of sequence a were studied. We obtained that a ∈ Rol 
Algorithm 2.
Input: 
If u
for all k ≥ 1 and the algorithm finishes, otherwise pass to next step.
3. For each s = 2, m the following steps are executed:
The components q
[m](a), are calculated.
Using Algorithm 1, the values
Step 5 of Algorithm 2, it is sufficiently to run Algorithm 1 without the first two steps.
Remark 2. Using the generating vector q, obtained at Step 4 of Algorithm 2, in [5] and [6] the simplified relations are obtained:
wm , where for all j ≥ 1 we denoted ∆ j (q) = m−1 k=1 k j q k .
Remark 3. In the particular case x 1 = x 2 = . . . = x m = x * the system is called stochastic system with final critical state x * and independent transitions. In this case the generating vector is q = ((1 − p) 
Compositions with bounded evolution
The compositions with bounded evolution are defined in Section 2.3. In this section the compositions with lower bounded evolution and the compositions with upper bounded evolution are studied.
We consider the composition L m, θ = L ∩ L * θ with upper bounded evolution and the composition L M, θ = L ∪ L * θ with lower bounded evolution. Let T be the evolution time of stochastic system L, T m, θ be the evolution time of composition L m, θ and T M, θ be the evolution time of composition L M, θ . We have T m, θ = min{T, θ} and T M, θ = max{T, θ}.
Let a = rep(T ), b = rep(T m, θ ) and c = rep(T M, θ ). We obtain the relations b n = a n , n = 0, θ − 1; b θ = 1 − θ−1 n=0 a n ; b n = 0, ∀n > θ; c n = 0, n = 0, θ − 1; c θ = θ n=0 a n ; c n = a n , ∀n > θ. The moments of order k ≥ 1 of the evolution times T m, θ and T M, θ are:
Ordered and unordered sequential compositions
The sequential compositions are defined in Section 2.2. In this section the ordered and unordered sequential compositions are studied.
We
, where δ ∈ S s and Λ = (τ j, k ) j, k=1, s . Let T be the evolution time of composition L and T [k] be the evolution time of stochastic system
For probabilistic characterization of evolution time T the following lemma is necessary.
Lemma 1. We consider the independent random variables
) and ν kj = ν k (U j ), j = 1, n, we obtain the assertion.
It is easy to observe that the relation T = δ(k+1) . The random variables T [k] , k = 1, s, are independently and the value κ Λ (δ) represents a constant. So, we can apply Lemma 1 for independent random variables ξ (k) = T [k] , k = 1, s and ξ (s+1) = κ Λ (δ) and obtain the moments ν k (T ), k = 0, r. The expectation E(T ), the variance V (T ) and the mean square deviation σ(T ) can be determined using the relation (4).
The moments ν k (T * ), k = 0, r, can be determined using Lemma 1 for independent random variables ξ (k) = T [k] , k = 1, s. It is easy to observe that the random variable T * does not depend on order generated by random permutation δ [φ] . Next, applying the Newton's formula, we have
where
If there exists j ∈ {1, 2, . . . , s} such that T [j] = +∞, then the expectation and the moments of the evolution time T of sequential composition are infinities.
Excludable and nonexcludable parallel compositions
The parallel compositions are defined in Section 2.2. In this section the excludable and nonexcludable parallel compositions are studied.
We consider the excludable parallel composition
, where the system L [k] does not represent an IBDSFCS, k = 1, s. Let T m be the evolution time of excludable composition L m , T M be the evolution time of nonexcludable composition L M and T [j] be the evolution time of component system
We have 
The values a * k , k = 0, 2m * − 1 and A * l , l = 0, 2M * − 1, are obtained using the formulas described above. Using the minimization method (see In the case when there exists j ∈ {1, 2, . . . , s} such that the system L [j] represents an IBDSFCS, the main probabilistic characteristics of the evolution time of parallel compositions L m and L M are determined in the following way.
We consider the partition {C (1) , C (2) } of the set {L [k] , k = 1, s}, where
does not represent an IBDSF CS},
represents an IBDSF CS}.
Let C be an θ(C)-IBDSFCS, ∀C ∈ C (2) . If θ m = min C∈C (2) θ(C) and θ M = max C∈C (2) θ(C), then we consider the arbitrary IBDSFCS C m ∈ C (2) and
So, the system L m represents an composition with upper bounded evolution and the system L M represents an composition with lower bounded evolution. The main probabilistic characteristics of the evolution time of parallel compositions L m and L M can be determined using the method described above. For determining the main probabilistic characteristics of evolution time of compositions L m and L M with bounded evolution the approach from Section 4.2 can be used.
If there exists j ∈ {1, 2, . . . , s} such that T 
Solution.
Using Algorithm 2 (steps 1-3), we obtain: We observe that the evolution times of the systems L 1 and L 2 have the same distribution law. Next, applying Algorithm 1 (Step 4 of Algorithm 2), we obtain n a n na n G [c (1) ] n
(1) G The final results are included in the following table: All obtained results can be verified using Monte Carlo simulation method.
