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U visˇedretvenom programiranju potrebno je koristiti neki mehanizam zasˇtite struktura po-
dataka kako bi im se na siguran nacˇin moglo pristupati iz visˇe razlicˇitih dretvi. U prvom
poglavlju ovoga rada opisan je slucˇaj i potencijalni problemi koji dolaze s neadekvatnim
pisanjem programa namijenjenog za izvrsˇavanje pomoc´u visˇe dretvi. U drugom je po-
glavlju predlozˇen jedan od nacˇina izbjegavanja navedenog problema uz pomoc´ mutexa -
tradicionalnog mehanizma za konstruiranje kriticˇnih odsjecˇaka. Mutexi dolaze sa skupom
problema zbog cˇega se u ovom radu proucˇava druga metoda: konstrukcija lock-free para-
lelnih struktura podataka. Lock-free algoritmi ne koriste lokote vec´ uz pomoc´ tzv. atomic
operacija, definiranih u C++ 2011 standardu, postizˇu siguran pristup podacima od strane
visˇe dretvi. U trec´em se poglavlju proucˇava podrsˇka visˇedretvenom programiranju uz upo-
rabu std::atomic klase. Ovdje se takoder govori o redovima modifikacija uz pomoc´ kojih
je moguc´e postic´i vec´u efikasnost pisanih programa. Glavni dio rada predstavlja cˇetvrto po-
glavlje gdje je uz pomoc´ atomic operacija detaljno opisana paralelna implementacija lock-
free strukture podataka stog te predstavljena razlika izmedu brzine izvodenja programa uz




Problemi s dijeljenjem podataka izmedu
dretvi
Problemi vezani s dijeljenjem podataka izmedu razlicˇitih dretvi mogu nastati kao poslje-
dica modificiranja podataka. Ukoliko se svi podaci kojima dretve pristupaju mogu samo
cˇitati (read-only), tada nema takvih problema buduc´i da podaci koje cˇita jedna dretva nisu
efektirani od strane dretve koja cˇita te iste podatke. U radu se nadalje pretpostavlja da se
radi s podacima koji se mogu i cˇitati i mijenjati (read-and-write). Nad podacima koji su
dijeljeni od strane visˇe dretvi postoji moguc´nost za neprilike ukoliko jedna dretva pocˇne
mijenjati podatke, a druga dretva pocˇne cˇitati iste. Problem s cˇitanjem podataka od strane
jedne dretve tijekom modificiranja tih istih podataka od strane druge dretve mozˇe se prika-
zati primjerom:
Pretpostavimo da u programu koristimo dvostruko-vezanu listu u kojoj svaki cˇvor, osim
prvog i zadnjeg, sadrzˇi dva pokazivacˇa - jedan na sljedec´i cˇvor, te jedan na prethodni. Prili-
kom npr. brisanja cˇvora iz vezane liste, moguc´e je izgubiti konzistentnost izmedu podataka
ukoliko dretva pristupa podacima liste nakon sˇto smo azˇurirali jedan, a josˇ nismo azˇurirali
drugi odgovarajuc´i pokazivacˇ u listi. Postupak brisanja cˇvora iz vezane liste
· · ·  A  B  C  · · ·
glasi:
1. Pronadi cˇvor koji je potrebno izbaciti iz liste (B).
2. Azˇuriraj pokazivacˇ cˇvora A tako da pokazuje na cˇvor C.
3. Azˇuriraj pokazivacˇ cˇvora C tako da pokazuje na cˇvor A.
4. Izbrisˇi cˇvor B.
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Izmedu drugog i trec´eg koraka pokazivacˇi u jednom smjeru vezane liste nisu konzistentni s
pokazivacˇima u drugom smjeru. Ukoliko jedna dretva cˇita podatke vezane liste dok druga
obavlja brisanje elemenata, moguc´e je da dretva koja cˇita podatke vidi cˇvor u listi koji je
djelomicˇno uklonjen iz liste - buduc´i da se samo jedna veza izmedu cˇvorova promijenila.
Dretva koja cˇita podatke s lijeva na desno c´e preskocˇiti cˇvor koji se trenutno brisˇe, no
dretva koja pokusˇa pobrisati cˇvor C iz liste mozˇe uzrokovati osˇtec´enja podataka sˇto mozˇe
dovesti do rusˇenja programa (na slicˇan problem nailazimo i u slucˇaju ubacivanja elemenata
u vezanu listu).
Ovakve operacija zahtjevaju pristup dvama razlicˇitim podacima pa se zbog toga mo-
raju odvijati u odvojenim instrukcijama. To stvara potencijal da neka druga dretva pristupi
podacima nakon sˇto je obavljena samo jedna operacija. Ovakva nezˇeljena ponasˇanja pro-
grama tesˇko se pronalaze te tesˇko dupliciraju buduc´i da je vjerojatnost ponavljanja niska.
Kada se broj brisanja (ubacivanja) elemenata u vezanu listu povec´ava, povec´ava se i vjero-
jatnost problematicˇnog izvrsˇavanja programa.
Poglavlje 2
Zasˇtita podataka zakljucˇavanjem
Jedan nacˇin izbjegavanja problema s dijeljenjem zajednicˇkih podataka jest korisˇtenje lo-
kota uz pomoc´ mutexa (engl. mutual exclusion - medusobno iskljucˇivanje). Ideja jest da
dretva prije no sˇto pristupi dijeljenim podacima zakljucˇa mutex povezan s tim podacima,
te otkljucˇa taj isti mutex nakon sˇto zavrsˇi s radom nad podacima. Bilo koja druga dretva
koja s ciljem pristupa podacima pokusˇa zakljucˇati mutex nakon sˇto je prva dretva uspjesˇno
izvrsˇila zakljucˇavanje mutexa morati c´e cˇekati svoj red, tako dugo dok originalna dretva ne
otkljucˇa mutex. S mutexima se cˇuvaju kriticˇni odsjecˇci - dijelovi koˆda koje u bilo kojem
trenutku mozˇe izvrsˇavati najvisˇe jedna dretva.
C++11 standard definira mehanizam zasˇtite podataka uz pomoc´ mutexa. Nad instan-
com klase std::mutex dostupne su funkcije cˇlanice lock() i unlock().
Problem iz poglavlja 1 mozˇe se izbjec´i pomoc´u std::mutex modificiranjem original-
nog algoritma:
1. Zakljucˇaj mutex povezan s vezanom listom.
2. Pronadi cˇvor koji je potrebno izbaciti iz liste (B).
3. Azˇuriraj pokazivacˇ cˇvora A tako da pokazuje na cˇvor C.
4. Azˇuriraj pokazivacˇ cˇvora C tako da pokazuje na cˇvor A.
5. Izbrisˇi cˇvor B.
6. Otkljucˇaj mutex povezan s vezanom listom.
S gledisˇta neke druge dretve u procesu, modifikacija liste - u ovom slucˇaju brisanje cˇvora
- ili nije zapocˇelo ili je vec´ gotovo. Nema moguc´nosti djelomicˇno gotovih modifikacija
nad podacima. Ostali dijelovi koˆda koji obavljaju operacije nad vezanom listom takoder
moraju biti zakljucˇani istim mutexom.
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U programu koji koristi dva ili visˇe mutexa za odredenu operaciju pojavljuje se problem
zastoja (engl. deadlock). Zastoj je stanje prilikom kojeg dvije dretve medusobno cˇekaju da
druga zavrsˇi svoju operaciju, sˇto rezultira time da nijedna ne nastavlja s radom. Obje dretve
cˇekaju nesˇto sˇto se nikada nec´e dogoditi (ukoliko nije prisutan mehanizam sprijecˇavanja
ovakvih situacija) te tako dolazi do stagnacije - nijedna dretva ne izvrsˇava daljnje radnje.
Takvo stanje moguc´e je prikazati primjerom: u programu su prisutne dvije dretve, A i B, te
dva objekta nad kojima dretve obavljaju operacije, X i Y.
1. Dretva A obavlja operacije nad objektom X.
2. Dretve A i B pokusˇaju zakljucˇati objekt Y.
3. Dretva B uspije zakljucˇati objekt Y prije dretve A.
4. Dretva B treba pristup objektu X, no on je zakljucˇan. S druge strane, dretva A treba
pristup objektu Y, no i on je zakljucˇan.
Drugi nacˇin izbjegavanja problema s dijeljenjem zajednicˇkih podataka u jeziku C++
jest uporaba lock-free struktura podataka uz pomoc´ klase std::atomic.
Poglavlje 3
C++ i std::atomic
Ukoliko slijed pristupa istoj memorijskoj lokaciji od strane visˇe dretvi nije strogo odreden,
te barem jedna dretva mijenja podatke, tada u programu mozˇe doc´i do nedefiniranog
ponasˇanja. U svrhu izbjegavanja nedefiniranog ponasˇanja, potrebno je za svaki par
pristupa podacima u memoriji definirati zˇeljeni redoslijed. U ovome poglavlju to c´emo
postic´i uz pomoc´ std::atomic.
Atomic operacija u C++-u definira se kao nedijeljiva operacija. Mozˇemo ih smatrati
kao jedinstvene instrukcije na razini stroja. Takva se operacija nad podacima smatraju
trenutnima - one su ili izvrsˇene ili nisu - proizvoljna dretva ne mozˇe opaziti takvu operaciju
kao djelomicˇno gotovu. Operacija cˇitanja atomic varijable vratiti c´e inicijalnu vrijednost
varijable, ili vrijednost nakon neke modifikacije (Vidi 3.2). Operacije nad atomic tipovima
vrlo su efikasne buduc´i da su implementirane na niskoj razini.
Promotrimo visˇedretveni program u kojemu dretve povremeno inkrementiraju dijeljeni
brojacˇ. Instrukcija brojac++ na prvi se pogled cˇini nedijeljiva, no nije atomic. Da bi inkre-
mentirali brojacˇ, procesor prvo procˇita varijablu iz memorije i sprema ju u interni registar
gdje ju povec´ava i konacˇno pisˇe novu vrijednost nazad u memoriju. Ovakva operacija nije
atomic. S ne-atomic operacijama u visˇedretvenom procesu moguc´a su sljedec´a dva slucˇaja:
• Operacija cˇitanja Glavna dretva procˇita jedan dio podataka iz memorije, druga dretva
modificira te iste podatke, te zatim glavna dretva procˇita ostatak objekta iz memorije.
Procˇitani podaci nisu niti podaci prije no sˇto je druga dretva obavila modifikaciju,
niti podaci nakon sˇto je dretva obavila modifikaciju, vec´ nesˇto izmedu. Dolazimo do
nedefiniranog ponasˇanja.
• Operacija pisanja Vrijednost podataka koje opazˇa druga dretva nije niti vrijednost
prije, niti vrijednost nakon pisanja, vec´ opet nesˇto izmedu. Ponovno dolazimo do
nedefiniranog ponasˇanja.
6
POGLAVLJE 3. C++ I STD::ATOMIC 7
3.1 std::atomic<> predlozˇak klase
U svrhu izbjegavanja navedenog, moguc´e je u programu koristiti std::atomic. Standardni
atomic tipovi mogu se pronac´i u <atomic> zaglavlju za sˇto je pri kompilaciji potrebna
zastavica -std=c++11 (ili noviji C++14 ili C++17). std::atomic predlozˇak mozˇe se ins-
tancirati nad bilo kojim tipom podataka kojeg je moguc´e trivijalno kopirati:
1 struct S{
2 int x, y;
3 char c;
4 unsigned long* pokazivac;
5 };
6 std::atomic<S> s; // specijalizacija
Atomic varijablom mogu postati pokazivacˇi svih tipova - std::atomic<T*>. Takoder, svi
sastavni tipovi jezika mogu biti atomic varijable:
• char tipovi: char, char16_t, char32_t i wchar_t,
• signed tipovi: signed char, short, int, long i long long,
• unsigned tipovi: unsigned char, unsigned short, unsigned int, unsigned long
i unsigned long long,
• floating-point tipovi: float, double i long double.
Sve operacije nad takvim tipovima podataka su atomic (i samo su te operacije atomic
u smislu definicije jezika). Dostupne operacije nad std::atomic<> predlosˇkom klase su:
• Cˇitanje: load(). Operacija cˇita i vrac´a trenutnu vrijednost atomic varijable.
• Pisanje: store(). Operacija vrsˇi zamjenu trenutne vrijednosti atomic varijable s
primljenom vrijednosti.
• Cˇitanje-modificiranje-pisanje: exchange(). Uz exchange(), dostupne su i operacije
koje spremaju novu vrijednost ako je trenutna vrijednost jednaka ocˇekivanoj vri-
jednosti: compare_exchange_weak() i compare_exchange_strong(). U ovu grupu
spadaju josˇ i specijalizirane funkcija cˇlanice: fetch_add() te fetch_sub().
U tablici 3.1 prikazani su dostupni operatori nad atomic varijablama. Primjerice, x*=2 nad
atomic<int> tipu ne radi buduc´i da operator*= nije definiran za taj tip podataka. Slicˇno,
inkrement ++ nad atomic<double> ne radi. U oba slucˇaja moguc´e je koristiti poziv funkcije
compare_exchange_strong() za postizanje zˇeljenog rezultata.










load() X X X X
store() X X X X
exchange() X X X X
compare_exchange_*() X X X X
fetch_add(), += X X




++, -- X X
Tablica 3.1: Dostupni operatori nad atomic tipovima podataka
Operacija load() oznacˇena je kao const buduc´i da ne mijenja varijablu:
1 T load( std::memory_order order = std::memory_order_seq_cst ) const
noexcept;
Deklaracija operacije store() glasi:
1 void store( T desired, std::memory_order order =
std::memory_order_seq_cst ) noexcept;
Dodatno, svaka operacija nad atomic tipovima prima neobavezan argument reda modifika-
cije (Vidi 3.2).
U standardu su definirane i globalne verzije funkcija navedenih operacija s
ciljem da jezik bude kompatibilan s jezikom C. Atomic objekt referenciran od strane
funkcija cˇlanica u std::atomic<> predlosˇku klase je implicitan, no u globalnim
verzijama tih funkcija potrebno je kao parametar poslati pokazivacˇ na atomic
varijablu. Globalne funkcije dolaze s prefiksom atomic_ te su ekvivalentne od-
govarajuc´im funkcijama cˇlanicama std::atomic<> predlosˇka klase. Primjerice,
instrukcija std::atomic_store(&atomicVarijabla, vrijednost) ekvivalentna je
pozivu atomicVarijabla.store(vrijednost). Dodatno, definirane su i funkcije sa
sufiksom _explicit koje omoguc´uju specificiranje reda modifikacije. Tako primjerice
dobivamo instrukciju std::atomic_store_explicit(&atomicVarijabla, vrijednost,
std::memory_order_release). Uporaba ovih funkcija biti c´e prikazana u odjeljku
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4.1.1.
U sljedec´em primjeru prikazane su uporabe funkcija predlosˇka klase nad tipom poda-
taka std::atomic<int>:
1 std::atomic<int> x{1};
2 int y = x.load();
3 x.store(2);
4 y = x.exchange(3);
5 int z = x.fetch_sub(4);
Funkcije koje obavljaju cˇitanje-modificiranje-pisanje mijenjaju vrijednost atomic varijable
te vrac´aju prijasˇnju vrijednost - onu prije modifikacije. Varijabla y nakon 4. linije poprima
vrijednost 2, dok z nakon 5. linije poprima vrijednost 3.
Deklaracija funkcije exchange() glasi:
1 T exchange( T desired, std::memory_order order =
std::memory_order_seq_cst ) noexcept;
Kako je spomenuto ranije, dostupne su i compare / exchange operacije
compare_exchange_weak() i compare_exchange_strong() koje usporeduju vrijednost
atomic varijable s primljenom expected vrijednosti i spremaju desired vrijednost u
varijablu ako su jednake. Ukoliko nisu jednake, expected se vrijednost mijenja na stvarnu
vrijednost atomic varijable. Funkcije vrac´aju bool: true ako je zamjena izvrsˇena, false
inacˇe. Njihove deklaracije glase:
1 bool compare_exchange_weak( T& expected, T desired, std::memory_order
order = std::memory_order_seq_cst ) noexcept;
2 bool compare_exchange_strong( T& expected, T desired,
std::memory_order order = std::memory_order_seq_cst ) noexcept;
Parametri funkcija su:
• expected - referenca na vrijednost za koju se ocˇekuje da ju poprima atomic varijabla.
• desired - vrijednost koja se sprema u atomic varijablu ako varijabla poprima
ocˇekivanu vrijednost.
• order - neobavezan red modifikacije.
weak verzija funkcije mozˇe biti neuspjesˇna - ponasˇa se kao da je vrijednost atomic
varijable razlicˇita od expected, cˇak i kada su jednake. Tada compare_exchange_weak()
vrac´a false. Ovaj se slucˇaj mozˇe dogoditi na uredajima na kojima na niskoj razini
ne postoji samostalna compare-and-exchange instrukcija. Drugim rijecˇima, ukoliko
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procesor ne mozˇe garantirati da je operacija obavljena na atomic nacˇin. Iz tog razloga
compare_exchange_weak() koristimo u petlji:
1 bool expected = false;
2 extern atomic<bool> b; //Vrijednost postavljena na nekom drugom mjestu
u programu
3 while(!b.compare_exchange_weak(expected, true) && !expected);
Petlja se izvrsˇava tako dugo dok je expected josˇ uvijek false.
strong verzija ove funkcije radi kako i ocˇekujemo - vrac´a false samo onda kada je *this
!= expected. Sa strong nije potrebno koristiti petlju.
3.1.1 Aritmetika atomic pokazivacˇa
Aritmetika nad atomic pokazivacˇima obuhvac´a operatore += i -=, pre/post inkrement od-
nosno dekrement sa ++ i --, i funkcije fetch_add() i fetch_sub(). ++ operacija, na pri-
mjer, povec´a atomic T* za sizeof(T).
1 T niz[3];
2 std::atomic<T*> ptr(niz);
3 T* x = ptr.fetch_add(2);
4 assert(x == niz);
5 assert(ptr.load() == &niz[2]);
6 x = (ptr -= 1);
7 assert(&niz[1] == ptr.load());
8 assert(x == ptr.load());
fetch_add(2) u 3. liniji mijenja pokazivacˇ ptr tako da pokazuje na trec´i element u nizu,
te vrac´a pokazivacˇ na prvi element. Sada x i niz pokazuju na istu memorijsku lokaciju.
ptr -= 1 smanjuje vrijednost na koju ptr pokazuje i vrac´a novu vrijednost koja se sprema
u x.
3.2 Redovi modifikacija
Standard C++11 uz atomic operacije uveo je i std::memory_order (definirano u zaglav-
lju <atomic>). std::memory_order je enumeracija uz pomoc´ koje mozˇemo specificirati
redoslijed izvrsˇavanja izmedu atomic i ne-atomic operacija.
Svaki objekt u programu ima precizno definiran red modifikacija. Taj se red sastoji
od svih promjena nad danim objektom u pojedinom izvrsˇavanju programa. Prva takva
promjena nad objektom je njegova inicijalizacija. Red modifikacije c´e varirati izmedu
vec´eg broja izvrsˇavanja programa, no u pojedinacˇnom izvrsˇavanju sve se dretve moraju
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slozˇiti oko redoslijeda modifikacija. Ukoliko objekt u programu nije atomic tipa, tada
je programer zaduzˇen za odredivanje zˇeljenog redoslijeda modifikacija kako ne bi bilo
dvosmislenosti izmedu reda pristupa objektu od strane visˇe dretvi. To je moguc´e postic´i
npr. medusobnim iskljucˇivanjem - programer eksplicitno odreduje kriticˇne odsjecˇke. U
drugu ruku, ukoliko koristimo atomic varijable, tada je za navedeno zaduzˇen kompajler.
Redoslijedi modifikacija su konstante koje se sˇalju kao drugi argument funkcijama
cˇlanicama std::atomic klase. Razlikujemo sˇest razlicˇitih redoslijeda koji su podijeljeni
u tri grupe:
1. sequentially consistent: memory_order_seq_cst,
2. acquire-release: memory_order_consume, memory_order_acquire,
memory_order_release, i memory_order_acq_rel,
3. relaxed: memory_order_relaxed.
3.2.1 Sequentially consistent redoslijed
Sve dretve u programu vidjet c´e isti redoslijed modifikacija nad atomic objektima ukoliko
koristimo sequentially consistent redoslijed. U tom slucˇaju, ponasˇanje visˇedretvenog pro-
grama biti c´e kao da se napisane operacije izvrsˇavaju u odredenom redoslijedu na jednoj
dretvi. L. Lamport definirao1 je sequentially consistent model kao
the result of any execution is the same as if the reads and writes occured
in some order, and the operations of each individual processor appear in this
sequence in the order specified by its program
Ovaj red modifikacija jest zadan nad svim funkcijama atomic objekata kao sˇto je vidljivo

































30 assert(z.load() != 0);
31 }
Ako y.load() u 16. liniji vrati false, tada se x.store() izvrsˇila prije y.store(). Dakle,
x.load() u 21. liniji mora vratiti true posˇto while petlja osigurava da je u tom trenutku
y == true. Moguc´ je i drugi smjer: x.load() u 21. liniji vrati false te y.load() vrati
true. U oba slucˇaja vrijedi z == 1.
Buduc´i da ovaj red modifikacije zahtjeva globalnu sinkronizaciju izmedu svih dretvi,
u programu koji ga koristi mozˇe doc´i do smanjenja efikasnosti i povec´anja potrosˇene me-
morije. Izvrsˇavanje programa dodatno c´e usporiti zahtijevamo li sinkronizaciju u sistemu
s visˇe procesora, buduc´i da je komunikacija izmedu procesora prilicˇno spora. Iz tog se
razloga koriste i manje strozˇi redoslijedi modifikacija.
3.2.2 Relaxed redoslijed
U programu koji ne koristi sequentially consistent red modifikacije na atomic varijablama
moguc´e su nesuglasice izmedu dretvi oko redoslijeda dogadaja. Jedino sˇto relaxed re-
doslijed garantira jest nemoguc´nost reorganiziranja redoslijeda pristupa atomic varijabli
unutar dretve. Jednom kada dretva procˇita vrijednost atomic varijable, sljedec´a cˇitanja
iste varijable ne mogu vratiti ranije verzije vrijednosti te iste varijable. U sljedec´em pri-
mjeru prikazano je sˇto se mozˇe desiti prilikom korisˇtenja std::memory_order_relaxed:
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14 std::thread A(pisi_x_y), B(procitaj_y_x);
15 A.join();
16 B.join();
17 assert(z.load() != 0);
18 }
assert() na 17. liniji sada mozˇe prekinuti izvrsˇavanje programa buduc´i da x.load() na
10. liniji mozˇe vratiti false cˇak i ako je vrijednost od y jednaka true. Iako je x.store()
preciziran prije y.store() u funkciji pisi_x_y(), dretva B mozˇe vidjeti store() operacije
u razlicˇitom redoslijedu.
Operacije s relaxed redoslijedom mogu biti reorganizirane od strane kompajlera ili har-
dvera (s ciljem optimizacije). Upravo se iz tog razloga ne preporucˇa uporaba relaxed
redoslijeda. S ciljem sinkronizacije izmedu dretvi potrebno je koristiti jedne od strozˇih
redoslijeda modifikacija.
3.2.3 Acquire-release redoslijed
U acquire-release memorijskom modelu, load() i store() operacije sinkronizirane su
kao i kod sequentially consistent modela, no ne postoji globalni redoslijed dogadaja. Ato-
mic load() operacije koriste std::memory_order_acquire, dok store() operacije koriste
std::memory_order_release. Release operacija sada je sinkronizirana s acquire operaci-
jom koja cˇita zapisane podatke:
1. Nijedna instrukcija prije release store() ne mozˇe biti vidljiva drugim dretvama na-
kon te store() operacije. S druge strane, napisane instrukcije cˇitanja i pisanja nakon
release store() mogu biti vidljive prije te store() operacije (kao da se u programu
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nalaze prije te instrukcije). To predstavlja razliku izmedu acquire-release i sequen-
tially consistent modela.
2. Nijedna instrukcija nakon acquire load() ne mozˇe biti vidljiva drugim dretvama
prije te load() operacije. Analogno, cˇitanja i pisanja prije acquire load() mogu biti
vidljive nakon te load() operacije.
U programu sa stranice 12 promijenjen je memorijski model - umjesto











Sada je y.store() sinkroniziran s y.load() pa dretva B ne mozˇe vidjeti x.store() nakon
y.store(). U dretvi A redoslijed je jasan: prvo se mijenja varijabla x, a zatim y. Ukoliko
dretva B cˇeka na promjenu varijable y sa navedenim memorijskim modelom, tada nisu
moguc´e nesuglasice izmedu reda dogadaja izmedu dretvi. Povec´anje varijable z sada se
mora izvrsˇiti pa assert() nec´e prekinuti izvrsˇavanje programa. Naravno, ukoliko se u 6.
liniji ne koristi petlja, vec´ samo jedan y.load() i ukoliko je y == false, tada nemamo
garanciju na x (u tom trenutku x mozˇe biti ili true ili false).
U svrhu postizanja zˇeljene sinkronizacije, acquire i release operacije moraju doc´i u
paru nad istom atomic varijablom. Vrijednost spremljena s release redoslijedom mora biti
cˇitana od strane acquire operacije.
Acquire-release model moguc´e je koristiti za sinkronizaciju tri ili visˇe dretvi, kao sˇto je
prikazano u primjeru:
1. Dretva A izvrsˇi operaciju OP_1 te zatim release operaciju na atomic varijabli x.
2. Dretva B izvrsˇi acquire operaciju na x te zatim release operaciju na atomic varijabli
y.
3. Dretva C izvrsˇi acquire operaciju nad y te zatim operaciju OP_2.
Sada se operacija OP_1 izvrsˇava prije OP_2. Ovaj se slucˇaj mozˇe pojednostaviti sa samo
jednom varijablom (sinkronizacija) pomoc´u std::memory_order_acq_rel. Ideja jest
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da kada prva dretva odradi svoj posao, ona objavljuje (releases) podatke. Sada te podatke
mozˇe stec´i (acquires) sljedec´a dretva koja nastavlja posao. Imamo garanciju da su svi po-
daci nad kojima se radilo prije sinkronizacija.store(1, std::memory_order_release)




4 std::cout << "Pocetak A" << std::endl;
5
6 // Simulacija OP_1()




11 std::cout << "Kraj A" << std::endl;
12 }
13 void dretva_B(){
14 std::cout << "Pocetak B" << std::endl;
15 short ocekivano = 1;
16 while(!sinkronizacija.compare_exchange_weak(ocekivano, 2,
std::memory_order_acq_rel))
17 ocekivano = 1;
18 std::cout << "Kraj B" << std::endl;
19 }
20 void dretva_C(){
21 std::cout << "Pocetak C" << std::endl;
22 while(sinkronizacija.load(std::memory_order_acquire) != 2){
23 std::cout << "Dretva C: Cekam..." << std::endl;
24 std::this_thread::sleep_for(std::chrono::milliseconds(1000));
25 }
26 // Operacija OP_2()
27 std::cout << "Izvrsavanje OP_2()" << std::endl;
28
29 std::cout << "Kraj C" << std::endl;
30 }
U dretvi B potrebno je koristiti bilo koju procˇitaj-modificiraj operaciju sa
std::memory_order_acq_rel modelom, npr. compare_exchange_weak(). Jedan
moguc´i ispis gornjeg programa glasi:
1 Pocetak A
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2 Pocetak B
3 Pocetak C
4 Dretva C: Cekam...
5 Izvrsavanje OP_1()
6 Dretva C: Cekam...
7 Dretva C: Cekam...
8 Dretva C: Cekam...





OP_2() u dretvi C cˇeka na svoj red. Jednom u sekundi provjerava stanje varijable
sinkronizacija te zapocˇinje tek nakon sˇto OP_1() zavrsˇi.
Navedena sinkronizacija postignuta je samo medu dretvama koje koriste navedene re-
lease i acquire operacije. Druge dretve u procesu mogu vidjeti drugacˇiji redoslijed mo-
difikacija. Slicˇnu release-acquire sinkronizaciju mozˇemo postic´i koristec´i mehanizme
medusobnog iskljucˇivanja, npr. sa std::mutex. Acquire cˇitanje odgovara lock() funk-
ciji iz klase mutex, dok release spremanje odgovara unlock() funkciji.
3.2.4 Sazˇetak
std::memory_order_seq_cst predstavlja najstrozˇi red modifikacije, dok je relaxed naj-
manje strog. Sequentially consistent model jest dodijeljen izbor nad svim funkcijama
cˇlanicama std::atomic<> predlosˇka klase te tako programerima osigurava da c´e se izvrsˇiti
ono sˇto su htjeli napisati. Gresˇke proizvedene uporabom krivog memorijskog modela lako
se desˇavaju brzim pisanjem koˆda te se tesˇko dupliciraju. Relaxed model koji pruzˇa najbrzˇe
izvrsˇavanje mozˇe se koristiti prilikom npr. inkrementiranja zajednicˇkog atomic brojacˇa od
strane visˇe dretvi. U tom slucˇaju nije nam bitan redoslijed - cˇak i ako se pojave nesugla-
sice - ukoliko nam je bitna samo vrijednost brojacˇa nakon zavrsˇetka svih dretvi. Zˇelimo
li sigurnost da nec´e biti nesuglasica izmedu dretvi oko redoslijeda dogadaja, koristit c´emo
najsporiji sequentially consistent model.
Poglavlje 4
Lock-free paralelne strukture podataka
Struktura podataka je lock-free ako dvije ili visˇe dretvi na siguran nacˇin mogu pristupiti
podacima te strukture istovremeno. Glavni razlog korisˇtenja ovakvih struktura je osigura-
vanje maksimalne istovremenosti. S mehanizmima medusobnog iskljucˇivanja npr., postoji
moguc´nost blokiranja pristupa podacima dretvama - dretve cˇekaju svoj red. Takav prin-
cip sprijecˇava istovremenost. Kod lock-free struktura u drugu ruku, ne postoji moguc´nost
blokiranja dretvi cˇekajuc´i na dostupnost mutexa.
U ovom c´e se poglavlju promatrati lock-free implementacije strukture podataka stog,
primijenit c´e se memorijski model (iz odjeljka 3.2) nad istima, usporedit c´e se efikasnost
izmedu dva promatrana memorijska modela te c´e biti opisane pozitivne i negativne strane
lock-free struktura podataka.
4.1 Implementacija lock-free stoga
Implementacija strukture podataka stog postic´i c´e se uz pomoc´ vezane liste te jednog
pokazivacˇa koji identificira gornji element na stogu - onaj koji je zadnji stavljen na vrh
stoga. Svaki element u listi sadrzˇavat c´e pokazivacˇ na podatke te pokazivacˇ na sljedec´i
element. U prvom pokusˇaju sve c´e biti ostvareno sa zadanim sequentially consistent mo-
delom, a kasnije u odjeljku 4.2 s ciljem postizanja boljih performansi biti c´e korisˇteni
std::memory_order_acq_rel i std::memory_order_relaxed.
push() operacija dodaje novi element na vrh stoga, pop() operacija uklanja gornji ele-
ment te top() vrac´a taj isti element, bez uklanjanja sa stoga. Brzo se dolazi do problema:
vrac´anja objekta po vrijednosti iz funkcije mozˇe baciti iznimku ukoliko dode do gresˇke
prilikom kopiranja tog objekta. U tom je slucˇaju vrijednost objekta izgubljena. Ukoliko se
koristi std::shared_ptr<> (i pripadna funkcija std::make_shared()) tada nec´e doc´i do
iznimke.
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std::shared_ptr<> je klasa koja sadrzˇi i brojacˇ koji ukazuje na broj pokazivacˇa koji
pokazuju na zajednicˇki objekt. Upravo to mozˇe posluzˇiti kao indikator koliko dretvi tre-
nutno obavlja pop() operaciju - brisanje elementa iz liste mozˇe se obaviti tek kada samo
jedna dretva, ona koja obavlja brisanje, drzˇi referencu na taj podatak. Naravno, u lock-
free algoritmu, implementacija std::shared_ptr<> takoder mora biti lock-free. Prvi dio
ovog odjeljka predstavljat c´e implementaciju stoga s pretpostavkom da to jest slucˇaj, dok c´e
drugi dio biti pisan s rucˇnim brojanjem referenci na svaki element u stogu. C++11 standard
definira globalnu funkciju std::atomic_is_lock_free() kojom je to moguc´e provjeriti:
1 std::shared_ptr<T> pokazivac;
2 std::cout << std::atomic_is_lock_free(&pokazivac);
Gornji segment mozˇe ispisati 0 ili 1, ovisno o implementaciji std::shared_ptr<> na danoj
arhitekturi.
4.1.1 Slucˇaj kada std::shared ptr<> je lock-free













12 bool empty() const{
13 return std::atomic_load(&vrh) ? false : true;
14 }
15 void push(const T &ulaz){
16 const std::shared_ptr<element> noviElement =
std::make_shared<element> (ulaz);




20 std::shared_ptr<T> top() const{
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24 std::shared_ptr<element> stariVrh = std::atomic_load(&vrh);




push() funkcija kreira novi element cˇiji pokazivacˇ sljedeci postavlja na trenutnu vrijed-
nost varijable vrh. U ovom trenutku novo kreirani element i varijabla vrh oba pokazuju na
vrh stoga. U 18. se liniji u while petlji provjerava vrijednost varijable vrh. Ona je mozˇda u
meduvremenu promijenjena (izmedu 17. i 18. linije) pa je stoga potrebno ponoviti instruk-
ciju sa 17. linije. Upravo to izvrsˇava std::atomic_compare_exchange_weak() operacija
u slucˇaju da varijable vrh i noviElement->sljedeci nisu jednake. U tom je slucˇaju neka
druga dretva promijenila varijablu vrh (ili preko svog poziva push() ili pop() operacije).
Instrukcija noviElement->sljedeci = vrh sada se ponavlja sve dok dretva ne dobi ne-
prekinut pristup varijabli vrh - iz tog se razloga koristi while petlja. U slucˇaju da nijedna
druga dretva nije promijenila varijablu vrh, izvrsˇit c´e se pridruzˇivanje vrh = noviElement
te c´e funkcija unutar while petlje vratiti true. Negacija osigurava prekid izvrsˇavanja while
petlje cˇim funkcija vrati true. Slicˇna ideja koristi se i unutar pop() operacije.
Prilikom kreiranja novog elementa na samom pocˇetku funkcije push() nije potrebno
koristiti atomic operacije buduc´i da se alokacija odvija izvan strukture podataka. U to je
vrijeme neka druga dretva slobodna napraviti modifikacije nad strukturom. Na kraju pop()
funkcije nije potrebno ocˇistiti memoriju elementa koji je upravo uklonjen - za to se brine
std::shared_ptr. Objekt se brisˇe s hrpe (engl. heap) cˇim visˇe ne postoji (zajednicˇki)
pokazivacˇ koji pokazuje na njega.
Sada je prolazak kroz strukturu moguc´e izvrsˇiti pomoc´u primjerice for petlje:
1 for(; !S.empty(); S.pop()){
2 std::cout << *S.top() << " ";
3 }
4.1.2 Slucˇaj kada std::shared ptr<> nije lock-free
Ukoliko na arhitekturi za koju se pisˇe program ne postoji lock-free implementacija
std::shared_ptr, potrebno je rucˇno provjeravati koji se elementi strukture podataka
trenutno koriste prije nego sˇto se izvrsˇi brisanje elementa. Jedna moguc´nost jest korisˇtenje
tzv. hazard pokazivacˇa kao sˇto je prikazano u [6], odjeljak 7.2.3. Takva implementacija
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koristi dodatnu listu koja pamti elemente u uporabi. Ovdje c´e biti prikazana druga metoda
- pamtit c´e se broj dretvi koje pristupaju svakom elementu.
Svaki element u listi sadrzˇavat c´e dva brojacˇa: unutarnji i vanjski. Zbroj te dvije va-
rijable oznacˇavat c´e ukupan broj referenci na pojedini element u stogu. Nakon dodavanja
novog elementa na vrh stoga, vrijednost unutarnjeg brojacˇa elementa je nula, dok je vrijed-
nost vanjskog brojacˇa jednaka jedan. U tom je trenutku pokazivacˇ vrh jedina vanjska refe-
renca na novo ubacˇeni element. Vanjski brojacˇ elementa povec´ava se sa svakim cˇitanjem
pokazivacˇa. Unutarnji se brojacˇ smanjuje prilikom zavrsˇetka operacije cˇitanja. Brisanje
elementa sa stoga mozˇe se izvrsˇiti tek kada je suma dva brojacˇa jednaka nuli.
Implementacija1 obuhvac´a dvije strukture za svaki element: element i brojac. Prema
konceptima standarda C++, strukturu brojac moguc´e je trivijalno kopirati pa varijabla vrh



















18 void povecajBrojac(brojac& stariBrojac){
19 brojac noviBrojac;
20 do{
21 noviBrojac = stariBrojac;
22 ++noviBrojac.vanjskiBrojac;
23 } while(!vrh.compare_exchange_strong(stariBrojac, noviBrojac));
24 stariBrojac.vanjskiBrojac = noviBrojac.vanjskiBrojac;
25 }
26
1Prilikom kompilacije potrebno je koristiti dodatnu zastavicu: -march=native
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27 public:
28 bool empty() const{
29 return vrh.load().pokazivac ? false : true;
30 }
31
32 void push(T const& ulaz){
33 brojac noviElement;
34 noviElement.pokazivac = new element(ulaz);
35 noviElement.vanjskiBrojac = 1;






41 brojac stariVrh = vrh.load();
42 while(true){
43 povecajBrojac(stariVrh);






50 const int promjena = stariVrh.vanjskiBrojac - 2;










61 while(!empty()){ pop(); }
62 }
63 };
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push() operacija
S ciljem dodavanje novog elementa na vrh stoga konstruira se noviElement koji pokazuje
na podatak tipa T. Ovdje se takoder postavljaju vrijednosti brojacˇa. Trenutna vrijednost va-
rijable vrh sprema se u novo alociranu strukturu, dok noviElement preuzima ulogu novog
pokazivacˇa na vrh stoga.
pop() operacija
pop() operacija sada obavlja dvije funkcije: brisˇe element s vrha stoga te vrac´a taj isti
element - kao operacija top().
U ovoj se funkciji obavlja operacija cˇitanja elementa pa je stoga najprije potrebno
povec´ati vanjski brojacˇ elementa kojeg pop() nastoji ukloniti. Za to je napisana pomoc´na
privatna funkcija povecajBrojac(). Ukoliko dretva procˇita gornji element prije no sˇto
povec´a brojacˇ, neka bi druga dretva mogla u meduvremenu obaviti brisanje tog elementa.
U tom bi slucˇaju originalna dretva koristila pokazivacˇ na memorijski prostor koji visˇe ne
pripada procesu. Povec´anjem brojacˇa na pocˇetku operacije osigurano je da korisˇteni poka-
zivacˇ ostane valjan sve do zavrsˇetka operacije.
U 45. liniji se provjerava vrijednost pokazivacˇa p dobivenog iz varijable stariVrh.
Ako je p jednak NULL, tada je stog prazan pa pop() vrac´a novi std::shared_ptr.
Ukoliko compare_exchange_strong() u 47. liniji ne uspije izvrsˇiti zamjenu (funkcija
vrac´a bool), tada je druga dretva modificirala stog - ili je izbrisan element koji operacija
pop() trenutno zˇeli izbrisati, ili je na vrh stoga dodan novi element. U oba slucˇaja potrebno
je dohvatiti azˇuriranu vrijednost varijable vrh pomoc´u compare_exchange_strong().
Upravo je zbog toga potrebna while petlja u 42. liniji. Prije sljedec´eg prolaza kroz petlju,
potrebno je smanjiti unutarnji brojacˇ elementa kojeg se pokusˇalo izbrisati. Ako je taj
element vec´ izbrisan (od strane druge dretve), unutarnji brojacˇ biti c´e jednak jedan. U tom
se slucˇaju mozˇe izvrsˇiti brisanje elementa (56. linija).
U slucˇaju da druga dretva nije modificirala varijablu vrh, compare_exchange_strong()
c´e izvrsˇiti zamjenu p->sljedeci = vrh te vratiti true. U varijabli promjena sprema se
vrijednost vanjskog brojacˇa umanjenog za dva: element se brisˇe sa stoga (za to minus
jedan) te dretva koja obavlja brisanje visˇe nema referencu na taj element (za to josˇ jednom
minus jedan). U 51. se liniji s fetch_add() unutarnjem brojacˇu dodaje vrijednost varijable
promjena. Ako je zbroj brojacˇa sada jednak nuli, prijasˇnja vrijednost unutarnjeg brojacˇa
jednaka je negativnoj vrijednost varijable promjena, pa se mozˇe izvrsˇiti brisanje elementa.
4.2 Primjena memorijskog modela
S ciljem postizanja boljih performansi korisˇtene strukture podataka, u ovom odjeljku na-
pisane su modificirane operacije push() i pop() (i pripadna pomoc´na privatna funkcija
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povecajBrojac()) lock-free implementacije stoga kada std::shared_ptr<> nije lock-free.
Umjesto zadanog sequentially consistent modela koriste se manje strozˇe acquire/release i
relaxed operacije.
Deklaracije compare_exchange_weak() i compare_exchange_strong() funkcija napi-
sane u poglavlju 3 prosˇiruju se tako da primaju josˇ jedan parametar. Deklaracije sada glase:
1 bool compare_exchange_weak( T& expected, T desired, std::memory_order
success, std::memory_order failure ) noexcept;
2 bool compare_exchange_strong( T& expected, T desired,
std::memory_order success, std::memory_order failure ) noexcept;
Umjesto jednog memorijskog redoslijeda, funkcije sada primaju dva: prvi u slucˇaju us-
pjesˇne zamjene vrijednosti atomic varijable te drugi u slucˇaju neuspjeha (slucˇaj kada je
potrebno ponoviti operaciju).
push() operacija
U svrhu postizanja sinkronizacije izmedu dretvi od kojih jedna obavlja push(),
a druga pop() operaciju, u 6. liniji sljedec´e funkcije potrebno je koristiti
std::memory_order_release redoslijed. U push() operaciji prvo se konstruira
novi brojacˇ i element te se zatim mijenja varijabla vrh. U pop() operaciji prvo se cˇita
varijabla vrh te se zatim cˇita pokazivac->sljedeci elementa na koji vrh pokazuje. Ovdje
je potrebna sinkronizacija: push() koristi std::memory_order_release, dok pop()
koristi std::memory_order_acquire (6. linija programa u sljedec´em odjeljku). U slucˇaju
neuspjeha, nisˇta se nije promijenilo te se operacija mora ponoviti. Tada se mozˇe koristiti
najslabiji memorijski redoslijed - std::memory_order_relaxed.
1 void push(T const& data){
2 brojac noviElement;
3 noviElement.pokazivac = new element(data);
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pop() operacija
Kako je vec´ spomenuto, u privatnoj funkciji povecajBrojac() koristi se
std::memory_order_acquire redoslijed modifikacija u slucˇaju uspjeha, odnosno
std::memory_order_relaxed u slucˇaju neuspjeha.
Prilikom pristupa p->podatak u 19. liniji sljedec´eg programa, potrebno je
osigurati da taj pristup cˇitanja dretvi bude omoguc´en tek nakon operacije pisanja
te varijable u push() funkciji. No, to je vec´ osigurano pomoc´u acquire cˇitanja
varijable u funkciji povecajBrojac(). Iz tog je razloga u 17. liniji moguc´e koristiti
std::memory_order_relaxed.
Nadalje, potrebno je osigurati da se swap() dogada prije delete p instrukcije.
To se postizˇe uz pomoc´ fetch_add() i fetch_sub() funkcija. Jedna moguc´nost
jest korisˇtenje release redoslijeda u zbrajanju te acquire redoslijeda u oduzimanju.
No, if uvjet u 25. liniji nec´e uvijek vratiti true pa se u svrhu postizanja josˇ brzˇeg
izvrsˇavanja, ovdje koristi std::memory_order_relaxed i dodatna load() operacija sa
std::memory_order_acquire.
1 void povecajBrojac(brojac& stariBrojac){
2 brojac noviBrojac;
3 do{
4 noviBrojac = stariBrojac;
5 ++noviBrojac.vanjskiBrojac;
6 } while(!vrh.compare_exchange_strong(stariBrojac, noviBrojac,
std::memory_order_acquire, std::memory_order_relaxed));




11 brojac stariVrh = vrh.load(std::memory_order_relaxed);
12 while(true){
13 povecajBrojac(stariVrh);





















4.3 Efikasnost memorijskog modela
U ovom se odjeljku usporeduje efikasnost implementacije koja koristi sequentially con-
sistent model nad svim atomic varijablama u lock-free stogu (program iz odjeljka 4.1.2)
u odnosu na implementaciju koja koristi manje strozˇe operacije nad atomic varijablama
(funkcije iz odjeljka 4.2). Proteklo vrijeme izvrsˇavanja mjeri se sljedec´im test programom:
1 #pragma optimize( "", off )




6 void test(const unsigned int x){
7 std::chrono::steady_clock::time_point pocetak =
std::chrono::steady_clock::now();
8 if(x==1) // S1
9 for(unsigned long long int i=0; i<N; i++)
10 if(vec[i]) S1.push(true);
11 else S1.pop();
12 else // S2
13 for(unsigned long long int i=0; i<N; i++)
14 if(vec[i]) S2.push(true);
15 else S2.pop();
16 std::chrono::steady_clock::time_point kraj =
std::chrono::steady_clock::now();
17 std::cout << "Vrijeme trajanja (ID=" << std::this_thread::get_id()
<< "): " <<
std::chrono::duration_cast<std::chrono::milliseconds>(kraj -
pocetak).count() << " milisekundi." << std::endl;
18 }




22 std::uniform_int_distribution<int> distribucija(0, 1);
23 for(unsigned long long int i=0; i<N; i++)





29 std::thread A(&test, 1), B(&test, 1); // S1
30 A.join(); B.join();
31 std::thread C(&test, 2), D(&test, 2); // S2
32 C.join(); D.join();
33 }
Komandni redak za kompilaciju gornjeg programa sa svim zastavicama sada glasi:
1 $ g++ Efikasnost.cpp -o Efikasnost -std=c++11 -march=native -pthread
-Wextra -pedantic
U programu za testiranje stvara se slucˇajan uzorak nula i jedinica varijabilne duljine
pomoc´u uniformne distribucije. Slucˇajni se uzorak sprema u varijablu vec koja je duljine N.
Varijabla N postavlja se na samom pocˇetku programa pomoc´u instrukcije #define. Ovisno
o sadrzˇaju varijable vec na i−tom mjestu, nad stogom se izvrsˇava push(), odnosno pop()
operacija.
U prvoj se liniji nalazi #pragma optimize instrukcija koja iskljucˇuje optimizacije od
strane kompajlera. U programu se testiraju dvije implementacije iste strukture podataka pa
je za sˇto pravedniji rezultat potrebno iskljucˇiti potencijalne optimizacije kompajlera.
Mjerenje proteklog vremena postizˇe se uz pomoc´ std::chrono::steady_clock bibli-
oteke, definirane C++11 standardom u zaglavlju <chrono>.
Za svaku implementaciju lock-free stoga potrebne su dvije dretve - A i B za objekt
S1 klase sequentially consistent implementacije, te dretve C i D za objekt S2 klase
acquire/release-relaxed implementacije. U bilo kojem trenutku izvrsˇavanja programa
dretve koje dolaze u paru istovremeno obavljaju push() / pop() operacije N puta nad
odgovarajuc´im objektom, simulirajuc´i stvarni rad programa koji koristi strukturu podataka
stog. Jedan moguc´i ispis programa za N = 106 glasi:
1 Vrijeme trajanja (ID=140613961316096): 8917 milisekundi.
2 Vrijeme trajanja (ID=140613952923392): 8974 milisekundi.
3 Vrijeme trajanja (ID=140613961316096): 8631 milisekundi.
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4 Vrijeme trajanja (ID=140613952923392): 8706 milisekundi.
Za svaki par dretvi uzima se maksimum vremenskog trajanja test() funkcije. Dakle, nad
objektom S1 operacije zavrsˇavaju za 8974 milisekundi, dok nad S2 zavrsˇavaju za 8706
milisekundi.
Uporabom odgovarajuc´eg memorijskog modela postizˇe se ubrzanje izvrsˇavanja pro-
grama2 za prosjecˇnih 4%, kao sˇto je vidljivo na slici 4.1. Graf je dobiven promjenom
vrijednosti varijable N u drugoj liniji programa za testiranje.
Slika 4.1: Usporedba brzine izvrsˇavanja acquire/release-relaxed i sequentially consistent
modela
4.4 Pozitivne i negative strane lock-free struktura
U usporedbi lock-free struktura podataka u odnosu na strukture koje koriste medusobno
iskljucˇivanje mogu se primijetiti neke pozitivne i neke negativne karakteristike:
• Ukoliko se iz bilo kojeg razloga prekine izvrsˇavanje dretve koja trenutno drzˇi lokot
(tj. mutex) asociran s odredenim podacima, tada staju i sve ostale dretve koje cˇekaju
2Program je pokrenut na osmojezgrenom procesoru AMD 8320 na 4.2GHz, x86-64 arhitektura
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na svoj red za rad s tim istim podacima. Dolazi do zastoja cijelog procesa. Kod
lock-free struktura u drugu ruku, ukoliko dode do prekida izvrsˇavanja jedne dretve
tijekom izvrsˇavanja operacije nad strukturom (npr. opisane push() ili pop() opera-
cije), ostatak procesa, tj. ostale dretve, nastavljaju daljnji rad. Zastoj jedne dretve
nema posljedice na ostale dretve u procesu.
• U lock-free algoritmima osigurano je da c´e neka dretva nastaviti svoj rad sa sva-
kim sljedec´im korakom3. Prilikom korisˇtenja kriticˇnih odsjecˇaka postoji moguc´nost
blokiranja dretvi i sprijecˇavanja istovremenosti.
• Problem zastoja opisan u poglavlju 2 prilikom korisˇtenja kriticˇnih odsjecˇaka nije
moguc´ kod lock-free algoritama. No, sada postoji moguc´nost drugog problema:
tzv. livelock. W. Stallings u knjizi [4] livelock definira kao situaciju u kojoj dva
ili visˇe procesa kontinuirano mijenjaju svoja stanja kao odgovor na promjenu stanja
u drugim procesima bez obavljanja korisnog posla. U ovakvoj situaciji dvije dre-
tve zahtijevaju ponovno pokretanje operacije jedna drugoj. Ovakvi tipovi “lokota”
obicˇno kratko traju buduc´i da ovise o preciznom vremenskom izvrsˇavanju operacija
razlicˇitih dretvi.
• Procesor koji izvrsˇava program mora sinkronizirati podatke izmedu dretvi koje pris-
tupaju istim atomic varijablama u lock-free algoritmima. Ovisno o tipu namjene
strukture podataka, to mozˇe dovesti do ukupno sporijeg izvrsˇavanja u odnosu na va-
rijantu koja koristi medusobno iskljucˇivanje.
• Izmedu korisˇtenja atomic operacija i odgovarajuc´eg redoslijeda modifikacija nad va-
rijablama, pisanje lock-free algoritama jest tezˇe u odnosu na pisanje standardnih
kriticˇnih odsjecˇaka.
Algoritmi koji sadrzˇe cˇitanje-modificiranje-pisanje operacije cˇesto sadrzˇavaju petlje
s ciljem promjene vrijednosti varijable (kao sˇto je prikazano u poglavlju 3) zbog toga sˇto
neka druga dretva mozˇe u meduvremenu modificirati tu varijablu. Tada se operacija modifi-
kacije mora ponoviti. Dretve c´e ponekad izvrsˇiti suvisˇne poslove sˇto u mnogim slucˇajevima
pruzˇa brzˇe izvrsˇavanje algoritma u odnosu na algoritme baziranim na kriticˇnim odsjecˇcima.
3Moguc´nost nastavka izvrsˇavanja svake dretve sa svakim korakom izvrsˇavanja programa moguc´e je
postic´i pisanjem tzv. wait-free struktura podataka, no to je izvan podrucˇja ovoga rada
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Tradicionalni mehanizmi visˇedretvenog programiranja obuhvac´aju medusobno is-
kljucˇivanje u svrhu zasˇtite podataka. U ovom je radu predstavljena metoda koja se ne
oslanja na mutexe i kreiranje kriticˇnih odsjecˇaka, vec´ uz pomoc´ tzv. atomic operacija,
standardiziranih u programskom jeziku C++ 2011. godine, postizˇe siguran pristup
podacima od strane visˇe razlicˇitih dretvi unutar procesa. Predstavljen je pripadni
memorijski model koji sluzˇi kao osnova za konstrukciju lock-free algoritama. Opisani
su redoslijedi modifikacija koji nam sluzˇe za sinkronizaciju podataka izmedu dretvi.
Detaljno su opisane paralelne implementacije lock-free strukture podataka stog te je
prikazana razlika u efikasnosti izvodenja programa koji koriste razlicˇite memorijske
modele. Navedene su i razlike u odnosu na ekvivalentne programe koji koriste mehanizme
medusobnog iskljucˇivanja.
Summary
Traditional mechanisms for multithreaded programming include mutual exclusion in order
to protect data. This thesis presents a method which doesn’t rely on mutexes nor creation
of critical sections, but which with the help of so called atomic operations, standardized
in programming language C++ 2011 revision, accomplishes safe data access for multiple
threads inside a process. A memory model which serves as a basis for construction of
lock-free algorithms was introduced. Modification orders are described which are used for
data synchronization between multiple threads. Different implementations of data structure
stack are described in detail, as well as difference in program efficiency which use different
modification orders. The differences between lock-free algorithms and equivalent programs
which use mechanisms for mutual exclusion are also presented.
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