To develop a finescale dataset for the purpose of analyzing historical climatic change over the Tibet Plateau (TP), a high-resolution regional climate simulation for 1979-2011 was conducted using the Weather Research and Forecasting (WRF) Model driven by the ERA-Interim (ERA-Int). This work evaluates the high-resolution (30 km) WRF simulation in terms of annual variation, spatial structure, and 33-yr temporal trends of surface air temperature (Tair) and precipitation (Prec) over the TP, with reference to station observations. Another focus is on the examination of the height-temperature relationship. Inheriting from its forcing, the WRF simulation presents an apparent cold bias in the TP. The cold bias is largely reduced by a lapse rate correction of the simulated surface air temperature with help of the station and model elevations. ERA-Int presents the same sign of Tair and Prec trends as the observations, but with smaller magnitude, especially in the dry season. Compared to its forcing, the WRF simulation improves the simulation of the annual cycles and temporal trends of Tair and Prec in the wet season. In the dry season, however, there is hardly any improvement. The observed Tair presents a downward linear trend in the lapse rate. This feature is examined in the WRF simulation in comparison to ERA-Int. The WRF simulation captures the observed lapse rate and its temporal trend better than ERA-Int. The decreasing lapse rate over time confirms that Tair change in the TP is elevation dependent.
Introduction
The Tibetan Plateau (TP) stands over 4000 m above sea level, and is the highest and most extensive highland in the world (Fig. 1) . The landscape is characterized by extremely varied topography with a highland complex of mountains. The mountainous terrain over the TP results in a host of finescale weather systems and varied regional and local climate. Climatology and climate changes over the TP have been widely analyzed using observations. One of the most important findings is that the TP has undergone faster warming rate than global average in the past three decades (Liu and Chen 2000; Wu et al. 2007; Solomon et al. 2007; Krause et al. 2010; Moore 2012) . The TP has gained growing attention recently (e.g., Jacob et al. 2012 ) because of its significant role in global and regional atmospheric circulation and its sensitivity to human induced climate change. However, because of the harsh environment conditions, observation sites are sparely scattered over the TP where humans have relatively easy access. Moreover, most observation sites are located in the eastern TP (e.g., Su et al. 2013) . Over a large portion of the vast northwestern TP, there is not a single observation site. Therefore, there is an unavoidable uncertainty in climate change analysis with in situ observations due to the poorly gauged observation network over the TP. There are a number of global and regional gridded datasets covering the whole TP (e.g., Mitchell and Jones 2005; Adler et al. 2003; Xu et al. 2009; Chen et al. 2010; Wu and Gao 2013) . However, since all of them only rely on station data, which are sparse over the TP, the usefulness of these gridded products for the TP is limited.
Global climate models (GCMs) can resolve largescale weather systems (Meehl et al. 2007; Randall et al. 2007 ). Thus they have been widely used to explore and project the large-scale climate change. However, formulation of adaptation measures in response to climate change requires information at finer spatial scales (Gao et al. 2011a ; Y. Gao et al. 2012 ). More importantly, there are important processes operating at scales smaller than those that are resolved by GCMs. This is particularly true for heterogeneous regions such as the TP.
Accurate estimates of regional-scale climate are required to better understand regional climate change (Betts et al. 1996; Entekhabi et al. 1996) . There are basically two ways to downscale the coarse-resolution GCM results to finer scale. One is statistical downscaling (Benestad et al. 2008; Wilks 1995) and another is dynamic downscaling (Y. Gao et al. 2012; X. Gao et al. 2012) . The dynamic downscaling method uses a regional climate model (RCM), in which GCM outputs are used as initial and lateral boundary conditions for more spatially detailed climatological simulations over a region of interest.
Dynamic downscaling has been widely applied for downscaling reanalysis data and global climate simulations to study regional climate and climate change in North America, Europe, Africa, and Asia (Mearns et al. 2009; Déqué et al. 2005; Duffy et al. 2006; Ghan et al. 2006; Giorgi et al. 1992; Kim et al. 2002; Leung et al. 2003a,b; Plummer et al. 2006; Zhang et al. 2009; Laprise et al. 1998; Gao et al. 2006; Zhang et al. 2005) . The Coordinated Regional Climate Downscaling Experiment (CORDEX; http://www.meteo.unican.es/en/projects/ CORDEX; Giorgi et al. 2009 ) is a World Climate Research Programme (WCRP)-sponsored program to organize an international coordinated framework to produce an improved generation of regional climate change projections worldwide for input into impact and adaptation studies within the IPCC Fifth Assessment Report (AR5) timeline and beyond. There are quite several multi-RCM intercomparison projects over different continents. For instance, over the North America, the North American Regional Climate Change Assessment Program (NARCCAP; Mearns et al. 2009; Leung et al. 2006) aims to produce high-resolution climate change simulations and generate climate change scenarios for impacts research. The African Monsoon Multidisciplinary Analysis (AMMA) climate system model intercomparison over West Africa is another example. Over Asia, numerous regional simulations have been conducted. Impacts of various parameterizations on the regional climate simulation were explored and combinations for better reproducing regional climate were suggested (Gao et al. 2008; Gao et al. 2011b; Xu and Gao 2014) . Advantages of the high-resolution regional climate and climate change simulation in the surface air temperature and precipitation over eastern China were documented (Gao et al. 2006; Yu et al. 2010; Li et al. 2005; Zhang et al. 2008) . Some researchers have investigated climate changes in recent decades (Hirakuchi and Giorgi 1995; Gao et al. 2001) , as well as paleoclimate (Ju et al. 2007 ) over East Asia. Because of the scarcity observations over the TP, there is little literature focusing on the analysis of the regional simulation over the TP. Zhang et al. (2005) performed a simulation using RegCM3 over the Qinghai-Xizang Plateau. However, their results suffer from systematic errors from the single model used. To avoid the uncertainty from a specific RCM in the TP, more simulations utilizing other RCMs are necessary, along the lines of most continental regional model intercomparison experiments. Furthermore, the elevationdependent warming (EDW) has been documented in the literature using observations. However, to our knowledge, no RCM runs have been involved in the EDW studies so far.
This study focuses on a long-term (1979-2011) WRF simulation, downscaling the ERA-Interim (Dee and Uppala 2009; Dee et al. 2011) . The most important issue in downscaling is under what conditions it is really capable of improving/adding more climate information at smaller scales compared to the driving GCM or reanalysis, especially when an RCM is run for a long time. In this paper, we evaluate the WRF simulations of the surface air temperature (Tair) and precipitation (Prec) over the TP compared to in situ observations. The EDW issue will also be discussed using the WRF simulation with respective to the observation and its coarse-resolution forcing. The objectives of this study are 1) to evaluate the performance of WRF over the TP at a fine scale and over a long term and 2) to examine the added value of the WRF simulations in comparison to the driving reanalysis, which has a coarser spatial resolution. We will proceed in the following manner. Section 2 briefly describes the model, simulations, data used, and methodology. Section 3 compares model simulations with the observations. Major conclusions and discussion are presented in section 4.
Model, simulations, data, and methodology

a. Model and simulations
The Weather Research and Forecasting (WRF) Model (http://www.wrf-model.org/index.php; Skamarock et al. 2005 ) is a mesoscale numerical weather prediction system designed to serve both operational forecasting and atmospheric research needs. It is a nonhydrostatic model, with several available dynamic cores as well as many different choices for physical parameterizations suitable for a broad spectrum of application across scales from meters to thousands of kilometers. It has been widely used around the world. The dynamic cores in WRF include a fully mass-and scalar-conserving flux from mass coordinate version. The physics packages includes microphysics, cumulus parameterization, planetary boundary layer, shortwave and longwave radiation, and land surface models. In this simulation, the shortwave and longwave radiations were computed by the NCAR Community Atmospheric Model (CAM) shortwave scheme and longwave scheme (Collins et al. 2004 ) following Leung et al. (2003a,b) with WRF configuration in NARCCAP (Mearns et al. 2009 ), which has been successfully used in long-term simulation over North America. Considering the importance of the microphysics processes over the TP, we did a series of tests on the impact of the microphysics parameterizations in Tair and Prec simulation among six schemes over the TP. There is not much difference in Tair and Prec simulations among these microphysics parameterizations over the TP (not shown). To save computing resources, the WRF Single-Moment 3-class scheme (WSM3) was used in the simulation as in Leung et al. (2003a,b) . The convective parameterization used is the Grell-Devenyi ensemble scheme (Grell 1993) following NARCCAP. The Yonsei University (YSU) scheme was used for the PBL parameterization. The land surface model (LSM) used here is the Noah LSM four-layer soil temperature and moisture model with frozen soil and snow cover prediction (Chen and Dudhia 2001) .
WRF was set up with 30-km horizontal grid spacing with 159 3 196 grid cells, which covers nearly the whole Asian continent (Fig. 1a) following Exp. 6 in Gao et al. (2011b) . The vertical levels were set to 27 with the model top at 50 hPa. Simulation was initialized at 0000 UTC 1 January 1979 and ended at 2300 UTC 31 December 2011. Following NARCCAP, the lateral boundary conditions and SST were updated every 6 h and the simulation was outputted in 3-h intervals.
b. Data
The initial lateral boundary conditions and SST were interpolated from ERA-Interim (1979-present; Dee and Uppala 2009; Dee et al. 2011) . ERA-Interim (hereafter ERA-Int) is an improved version of ERA-40. An updated ECMWF forecasting model version cycle 31r1 is used with a horizontal resolution of approximately 80 km for ERA-Int. Aside from the improved resolution over ERA-40, ERA-Int utilizes four-dimensional variational data assimilation (4DVar) and bias correction of satellite radiance data (Dee and Uppala 2009), better formulation of background error constraint, new humidity analysis, and improved model physics. ERA-Int also uses mostly the sets of observations acquired for ERA-40, supplemented by data for later years from ECMWF's operational archive. In addition, ERA-Int makes extensive use of radiances such as altimeter wave heights and radio occultation measurements. As with ERA-40, the land surface analysis for ERA-Int incorporates 2-m air temperature and relative humidity observation to improve the land surface model temperature and soil moisture fields. ERA-Int has been proven to be the best among reanalysis products available in describing temperature and water cycle over the TP (Wang and Zeng 2012; Gao et al. 2014) .
Surface air temperature and precipitation observations are provided by the National Climate Center, China Meteorological Administration (CMA). Figure 1b shows the locations of the 83 stations covering the period 1979-2011.
c. Methodology
Model simulations from WRF and ERA-Int are compared to observations at 83 CMA stations. The details of these stations are indicated in Table 1 . We choose to use the station observations directly for the comparison because the majority of the existing gridded dataset used a smaller number of stations than we have in this study, and there are large areas over the TP without observation.
Comparison is conducted on monthly-mean Tair and Prec in places where we have observational stations. First, Tair values at the nearest grid cells of the model were compared to the observations. Second, the ERAInt and the WRF simulations were interpolated to station locations using bilinear interpolation. Since the in situ observation sites are mostly located in the valley where humans have easy access and the model topographies may differ from the reality and differ from each other, there are elevation differences between the model grid cells and in situ observation sites (Table 1 ). The differences in topography have great influence on temperature over mountainous regions. To account for the elevation difference between grid cell and observation sites and the impact on Tair, a step called lapse rate correction was conducted for the simulated Tair after the bilinear interpolation. The monthly-mean lapse rates at stations were estimated using surface air temperatures from 81 neighboring grid cells in the WRF simulation and 25 in the ERA-Int. Here, the different grid numbers are used to ensure that the lapse rate calculated covers the same domain. When compared to the lapse rate estimated using in situ observations, there are often not enough neighbors due to the scarcity of the stations. The lapse rate is calculated using the surface air temperature and station elevations at a given region to meet the stations required in the lapse rate calculation (Fang and Yoda 1988; Li et al. 2013) .
No lapse rate correction was applied to precipitation since the lapse rate for precipitation is not as well defined as that for temperature due to complicated nature of relevant processes for precipitation in mountain areas, although some studies (e.g., Achberger et al. 2003) do show an elevation dependence in a small area. Seasonal and annual climatology and climate change of the WRF simulations are evaluated by comparing with observations at the 83 stations and those from ERA-Int, which has a larger spatial resolution than that of the WRF simulation. Climatology in the TP is split into a dry season (October-April) and wet season (May-September) according to typical seasonal variation of the precipitation in the region (Yao et al. 2013; Gao et al. 2014) . Seasonal climatology and changes in Tair and Prec for the dry and wet seasons are analyzed in the following. Figure 2 shows the seasonal variation of Tair and its monthly temporal trend during 1979 and 2011 from the ERA-Int and the WRF simulations averaged over all grids in which there is a at least one station. ERA-Int and the WRF simulation both have a seasonal underestimation in Tair of 28-58C compared to observations. It is obvious that the differences between those taken from the nearest grid cells and those from the bilinear interpolation are negligible because of the lack of information at the station scale from the models, but the lapse rate correction significantly reduces the underestimation (Fig. 2a) . This demonstrates the importance of elevation to temperature and indicates that the elevations of the WRF and the model used by the ERAInt deviate fairly significantly from those at the stations. This is not surprising given the complex terrain in the TP, which is not resolved at the station scale in the models used, and the usual positioning of the stations. The underestimation without lapse rate correction implies that the models' grids have higher elevation than those of the stations. This is confirmed by Table 1 , which displays the elevations at the stations, as well as those used in ERA-Int and WRF. The majority of the stations have a lower elevation than the model grid cells, which is consistent with the cold biases in both ERA-Int and the WRF simulation. In fact, CMA stations over the TP are mostly situated at valleys. Therefore, the elevations of the stations are usually lower than the average elevations of the corresponding grid cells in the models. Apparently, the underestimations are to a large extent removed by the lapse rate correction (Fig. 2a, Table 3 ). Indeed, the seasonal cycles of surface air temperatures in ERA-Int and the WRF simulations match the observation very well after the lapse rate correction. Figure 2a shows that the averaged biases in ERA-Int and the WRF simulations are all less than 0.58C for the dry and wet seasons and the annual mean (Table 2) . A closer examination of Fig. 2a shows that ERA-Int possesses a smaller bias than the WRF simulation in the cold season, especially in the southern TP (Figs. 3a,d ). This means that the WRF simulations in the cold season did not add value to the reanalysis with regard to the bias. Su et al. (2013) demonstrate that GCMs tend to have poorer performance for temperature in the cold season than in the warming season. Snow cover dynamics was proposed as a possible process that was not properly described in the models. This is why special attention was given to the snow parameterization over the TP in one of the CMIP models (Wu et al. 2010 ). The same might hold here too. While ERA-Int has incorporated other observed information in addition to the surface air temperature in the assimilation system, the WRF simulation has to rely on its own simulation of relevant processes for snow. Thus, the snow cover in the WRF may have not been realistically simulated. Since the simulated Tair is significantly improved after the lapse rate correction in both the WRF simulation and ERA-Int, we will only analyze results after the lapse rate correction for Tair in the following. Figure 2b shows the seasonal temporal trends during 1979 and 2011 estimated from the stations as well as from ERA-Int and the WRF simulations. While the seasonal pattern is generally well simulated by WRF and ERA-Int, the WRF and ERA-Int estimates have a smaller magnitude than the observations, with an exception for WRF estimate in June. Unlike the observations of Tair, temperatures at the surface height in the models represent a mean value over a height range, which may partly explain the difference in the trends. Table 3 reveals that the observed monthly-mean Tair averaged over all the stations has a higher warming rate in the dry season than that in the wet season. This comes from a larger warming rate at stations in the central TP in the dry season than in the wet season (Figs. 4a,b ). ERA-Int shows smaller warming rates than the observation for both seasons (Table 3) in the central and southern TP (Figs. 4d,e) . The WRF simulation mostly inherits the ERA-Int estimate of the Tair trends except for May-July, when the WRF simulates the trends realistically in the wet season (Figs. 2b and 4h, Table 3 ). This improvement originates from closer mean trend, smaller RMSE, and higher significant pattern correlation between WRF and observations than ERA-Int in the wet season (Table 3) , especially in the central TP where the relative large warming rate is not captured by ERA-Int (Figs. 4e,h ). In the cold season, the improvement of Tair trend magnitude in the WRF simulation in the central TP is somewhat balanced by the deterioration in the northeastern TP, which results in the same warming rate as ERA-Int in the dry season (Fig. 4d) . Interestingly, the WRF simulation shows larger spatial correlation with observations than ERAInt (Table 3 ). The correlation for the WRF simulations passes the statistical two-tailed t test at the 99.9% confident level, which proves the added skill of WRF in simulating the regional warming pattern over the TP.
Results
a. Tair
b. Lapse rate
Estimating the lapse rate requires temperature profile measurement, which hardly exists for a large region. Thus, in practice, near-surface air temperature measurements at a number of stations with different elevation in a region are regressed against the station elevations to provide an estimate of the lapse rate for the region (Fang and Yoda 1988; Li et al. 2013) . Some previous studies claim an elevation dependency of Tair change over the TP (e.g., Qin et al. 2009 ), whereas others claim an absence of any elevation dependency in Tair trend over the TP (You et al. 2010) . Recently, an increasing trend in the lapse rate over the western and a decreasing trend over the eastern TP in the lapse rate to the south of 358N during the period of 1962 and 2011 have been found (Fig. 8 in Li et al. 2013 ). To find out if such an opposite change during our study period ) also exists, we calculate the monthly lapse rates based on observed and simulated Tair to the south of 358N in the TP. The temporal linear trends of Tair lapse rate was calculated using a slightly different approach from that of Li et al. (2013) , which only considers elevation as the dependent variable and has a different period of time. Figure 5a shows the observed interannual variability of the lapse rate in 1979-2011 for regions 18 (eastern TP) and 19 (western TP) as in Fig. 8 in Li et al. (2013) , in which the lapse rate exhibits an opposite sign of change, with a decreasing trend for region 18 and an increasing trend for region 19. In Fig. 5a , however, the lapse rate estimated from the observations shows a downward trend for both regions, although only the trend for region 18 passes a significant t test at the 95% confidence level. The reason for the disagreement between lapse rate trends revealed in this paper and in Li et al. (2013) for the western TP may be due to the different stations and periods used. The difference in the estimating method may also have played a role. As there are many more stations in the eastern TP than in the western TP, the estimated lapse rate for the eastern region is considered more reliable. Both the results of Li et al. (2013) and our results indicate that Tair at higher altitude has experienced more warming (Fig. 6a) . As presented in Figs. 6a and 7a, only a small number of stations are located in the western TP and most of these are over 3800 m, which is much higher than the stations in the eastern TP. From Fig. 6a we can see that the Tair change is elevation dependent over the whole TP in the observation, which is in consistent with the findings of Qin et al. (2009) . The same elevation dependency of Tair changes was also revealed in studies over North America (Leung et al. 2003a; Kim et al. 2002; Gao et al. 2011b) . Figure 5c shows that the WRF simulation significantly improves the estimate of the lapse rate over the western TP, compared with that from ERA-Int (Fig. 5b) . For the eastern TP, the ERA-Int estimate is close to that estimated from the observations, and the WRF simulation shows slightly lower values than those based on the observations. Theoretically, a dry lapse rate should be larger than a wet lapse rate. Since the western TP has a drier climate than the eastern TP, the lapse rate there is expected to be higher than that in the eastern TP as shown by both the observations and WRF simulation. However, the ERA-Int estimates illustrated in Fig. 7b shows the opposite due to the underestimation in stations with elevations from 3500 to 4500 m.
Opposite to the observation, ERA-Int displays an upward trend in the western TP (Fig. 5b) due to smaller warming in the central TP (Fig. 4f) . At the same time, the WRF simulation displays a downward trend, as in the observations, although the decreasing rate is larger than the observed one. The lapse rate changes at the 83 stations over the TP using the neighboring grid cells are shown in our Fig. 8 . The larger decreases in the lapse rate at higher elevations also indicate the elevation The WRF simulation successfully reproduces the same trend sign as the observation in both western and eastern TP with significantly (p 5 0.05) downward trends with the similar magnitude as the observation in the eastern TP (Fig. 5c ). An exaggerated lapse rate trend in the western TP in the WRF simulation is shown in Fig. 5c , which is to a large extent caused by the large cold anomaly at high elevation in the dry season in 1982. This anomaly is a result of an unusual low temperature anomaly at 500 hPa in 1982 compared to climatology, which comes from the forcing. This deviation is amplified by the contrasted elevations of ups and downs in the finescale compared to the coarse-scale forcing. The magnitude and variability of the lapse rate in the WRF simulation matches the observation much better than ERA-Int, with higher spatial correlation coefficients in both the dry and wet seasons and smaller RMSE in the wet season (Table 3) . Further, the elevation dependency in the observed Tair in the western and eastern TP is better reproduced by WRF than ERA-Int as shown in Figs. 6 and 7.
c. Precipitation
To examine the added value of the WRF simulation over ERA-Int for precipitation, Fig. 9 compares the observed annual cycle of the average precipitation and its temporal trend across the 83 stations, together with those from ERA-Int and the WRF simulation. It is clear that the Prec from the WRF simulation follows the observation in annual variation much better than those from ERA-Int (Fig. 9a) . Prec is heavily overestimated in ERA-Int over the TP (Table 4 ; Figs. 9a and 10b) . The WRF simulation approximately reduces 35% of the wet bias from the driving ERA-Int in the wet season although practically no improvement is noticed in the dry season ( Fig. 9a; Table 4 ). As reflected in Fig. 10 , which shows the bias distribution over the TP for ERA-Int and the WRF simulation, ERA-Int suffers from a large (Fig. 10b ). In the dry season, wet biases mainly exist in the southern TP in ERA-Int (Fig. 10a) , which was passed to the WRF simulation, showing a similar bias pattern ( Fig. 10d ; Table 4 ). In the wet season, not only are magnitudes of wet biases in the driving ERA-Int reduced in the WRF simulation, but also a higher spatial correlation with observations in the WRF simulation is gained compared with ERA-Int (Table 4) . This is especially true in the central TP as several stations even show proximal zero bias (Fig. 10e) . Annually, Figs. 10c and 10f show that larger wet biases exit in the southern TP than those in the central and northern TP in both ERA-Int and the WRF simulation. Based on the observations, there are positive Prec trends for both the dry and wet seasons (Table 5 ). The largest increasing trend occurs in May followed by August (Fig. 9b) , which accounts for a large portion of the increasing trend in the wet season [0.024 mm day
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(decade) 21 ; Table 5 )] At the same time, slightly negative trends are found in July and September (Fig. 9b) . Observed Prec in January-April has practically no trend, whereas it shows a slightly positive trend in the dry season due to an increase in October and November, despite a small decreasing trend in December. The observation presents no trend at most stations scattered with few stations with positive trend in the dry season (Fig. 11 ). In the wet season, there is a positive trend in the central and northern TP, which leads to the averaged positive trend although negative or no trends exist at several stations in the eastern TP. Annually, Prec presents positive trends in vast northwestern TP and no or negative trends in southeastern TP. The pattern similarity of the Prec trend between ERA-Int, the WRF simulation, and the observations is quite weak (Table 5) ERA-Int presents much larger positive trend than the observation for the both seasons (Table 5) , especially from May to August (Fig. 9b) . Spatially, larger trends appear at stations on the east margin of the TP in the dry season and most stations in the wet season (Figs. 10d,e) . Annually, ERA-Int presents the same trend pattern, which has much larger magnitude than the observations ( Fig. 11f ; Table 5 ).
Consistent with the observation and ERA-Int, the Prec trend in the WRF simulation shows the largest positive value in May and is closer to the observation than ERA-Int in July and August (Fig. 9b) . The WRF simulation exhibits a scattered Prec trend pattern but with smaller magnitude than ERA-Int at most stations (Figs. 10g-i ). It presents a large negative trend in December and February at Naqu, resulting in a negative trend in the dry season ( Fig. 9b ; Table 5 ).
Given the overestimation in Prec in the wet season in ERA-Int and the WRF simulation, monthly trends of relative changes are plotted in Fig. 9c . The WRF simulated trends are closer to the observations than those in ERA-Int in the wet season. This further confirms the added value of the WRF simulation.
Conclusions
A 33-yr WRF simulation driven by the ERA-Int over East Asia was conducted. The WRF simulated Tair and Prec over the TP are compared to observations at the 83 stations and to those from ERA-Int. The following conclusions are obtained. 2) The lapse rates estimated from the observations exhibit a decreasing temporal trend in both the eastern and western TP as a result of a larger warming rate at higher elevations. ERA-Int shows a larger lapse rate in the dry western TP than in moist eastern TP, which is not in accordance with the observations and the common understanding that lapse rate in a dry climate is larger than that in a wet one. Further, ERA-Int presents an inconsistent spatial pattern in the lapse rate trend with the observation, although the difference is small. The WRF simulation successfully reproduces consistent downward changes in the lapse rate in the western and eastern TP, just as the estimations from the observations show. The downward trend in the lapse rate in the whole TP confirms that the warming over the TP indeed increases with elevation in a warmer climate. 3) Annual variation of Prec in the WRF simulation matches the observation much better than that from ERA-Int. Prec is greatly overestimated in ERA-Int not only in the wet season but also in the dry season. However, the WRF simulation reduces the wet biases of ERA-Int by around 35%. 4) Observed precipitation over the TP shows an upward trend in 1979-2011, which is mainly contributed by the precipitation change in the wet season. While the Prec trends for both the wet and dry seasons in ERAInt deviate significantly from those observed, the Prec trend for the wet season in the WRF simulation is much more realistic. The Prec trends for the dry season in both the WRF simulation and ERA-Int are close to each other and that of the observation.
This study has demonstrated the added value of the WRF simulation over the TP in terms of bias reduction, as well as a more realistic seasonal cycle, long-term trend, and spatial distribution for Tair and Prec. The improvements of the WRF simulations over those from ERA-Int come from the wet season dynamics, which emphasizes the importance of processes linked to precipitation. The summer monsoon circulation seems to be the major contributor to the fact that improvement appears in the wet season, not in the dry season. Maintain ranges over the TP lie mainly in the west-east direction.
In the wet season, the circulation over the TP flows more in poleward direction than meridional direction under control of the summer monsoon. The west-east orientation of the ranges functions as a protective screen facing the monsoon circulation. The strong uplifting by the windward slope may have caused the overestimation of Prec in ERA-Int. The ups and downs between ranges, which are smoothed in ERA-Int, are depicted vividly in WRF. The downs between ranges reduce the uplifting in the windward slope, which most likely leads to the improvements in WRF simulation in the wet season. However, in the dry season the westerly prevails. Not much difference in the uplifting occurs due to FIG. 11 . As in Fig. 4 the west-east direction ranges. Hence, the monsoon circulation plays a major role in contributing to the improvement. The fact that the important temperature-elevation relationship expressed by the lapse rate is more realistically reproduced in the WRF simulations compared to that in ERA-Int leads to the conclusion that the finescale WRF simulation better resolves important processes over the TP and can in general deliver more realistic temperature and precipitation information than the largescale driving climate for the region.
Finally, it should be noted that the 30-km horizontal resolution is still not fine enough to resolve many complex local-scale processes over the TP. There is also a practical need to have finer-scale information for impact studies. These call for more reliable and finescale observation combining in situ and remotely sensed data and finer-scale modeling.
