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Threshold models, which describe complex nonlinear phenomena by assuming
different linear relationships under different regimes, are widely applied in nonlinear
time series modeling. The regime switching mechanism of threshold models reveals
the specific regime of the model at different periods. The rationality and validity of its
setting affects the accuracy of model estimation and inference. Thus, this dissertation
launches the research from the aspects of the setting of regime switching mechanisms,
model selection, estimation and test.
In traditional threshold models, the specific regime relies on the relative magni-
tude of a threshold variable and the corresponding constant threshold value. Given
the threshold value, traditional threshold models can completely identify the specif-
ic regime of the time series process in every period. However, this special regime
switching mechanism makes traditional threshold models fail to characterize many
widespread problems in economics, such as time-varying thresholds or threshold vari-
ables with measurement errors. Therefore, on the basis of threshold models, this disser-
tation constructs threshold models with time-varying threshold values, threshold Taylor
rule model with time-varying threshold values and threshold models with nonparamet-
ric regime probability functions. All of them are applied to reexamine and evaluate
the regime switching behaviors of economic and financial variables existing in the e-
conomic system. Specifically, the contents of this dissertation can be summarized as
follows:
Firstly, considering the time-varying properties of threshold values in research is-
sues of marketing science, behavior finance and monetary economics, this dissertation
constructs threshold models with time-varying threshold values, in which the threshold
value is assumed to follow an autoregressive (AR) process. By regarding the threshold
value as a latent state variable, the model can be considered as a state space model,
and Markov Chain Monte Carlo (MCMC) methods can be employed to estimate the
model. Besides, this dissertation also discusses how to adopt Bayesian model selection
criteria to select the most appropriate model among linear models, threshold models
with constant threshold value and threshold models with time-varying threshold val-
ues. Through Monte Carlo simulations, this dissertation shows the effectiveness of
Bayesian estimation methods and model selection criteria. The newly proposed mod-
el is illustrated through an application of U.S. monthly industrial production index to














mechanism. The results show that, it can outperform linear models and threshold mod-
els with constant threshold value on the aspect of out-of-sample prediction. In addition,
it can also reveal the dynamic regime switching process of U.S. monthly industrial pro-
duction index accurately.
Secondly, under different economic states, monetary authorities often make differ-
ent monetary policies, and the reference thresholds of policy adjustments can change
over time. Based on this consideration, this dissertation proposes a threshold Taylor
rule model with time-varying threshold values. Since the explanatory variables in the
Taylor rule model are endogenous, this dissertation discusses how to use instrument
variables to address the endogeneity problem of threshold models with time-varying
threshold values, and do Bayesian estimation as well as model selection. The proposed
model is applied to study U.S. monetary policy rules from 1955 to 2014. The results
show that, the U.S. central bank responds asymmetrically to inflation gap (the deviation
of inflation rate from its target) and output gap (the deviation of real output from its po-
tential value) in different economic states. What’s more, compared with the threshold
Taylor rule model with constant threshold value, the estimation results of the proposed
model are more consistent with U.S. National Bureau of Economic Research (NBER)
published business cycles, and thus can identify the important recession periods in U.S.
history correctly.
Thirdly, in traditional threshold models, the regime segmentation deterministically
depends on threshold variables. However, in some cases, such as time-varying thresh-
olds or threshold variables with measurement errors, the regime segmentation exhibits
certain randomness. That is to say, the probability of the process belonging to some
specific regime is a function of threshold variables and the regime probability function
has various parametric forms under different model settings. In order to avoid model
misspecfication problems, this dissertation proposes a threshold model with nonpara-
metric regime probability function. To solve the regime identification problem, the
regime probability function is set to be a monotonic function of threshold variables.
MCMC methods are adopted to estimate the newly proposed model. Based on the sam-
ples generated from the MCMC procedure, this dissertation also proposes a Bayesian
test procedure for the existence of threshold effect. Monte Carlo simulations are p-
resented to assess the effectiveness of Bayesian estimation methods and test for the
existence of threshold effect. Finally, this dissertation employs the newly proposed














turn predictability. The results show that, the newly proposed model can outperform
historical average models, linear predictive regression models, threshold models with
constant threshold value, threshold models with logistic regime probability functions
and threshold models with normal regime probability functions on the aspect of out-of-
sample prediction.
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