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ABSTRACT
The brain is made of billions of functional units that interact and give raise to
its collective properties. The criticality hypothesis states that many these prop-
erties emerge due to brain dynamics operating at the critical point of a phase
transition. In models, the critical point maximizes potentially useful properties
such as sensitivity, temporal integration, and correlation length. The hypothesis
remains controversial, however, in part due to sampling effects: only a small frac-
tion of the neurons in the brain can be recorded, leading to bias in the observed
collective properties.
In this Thesis we analyze how sampling effects can bias the assessment of crit-
icality in neural networks.We explore sampling effects both inmodels with criti-
cal dynamics and in experimental results, and find a number ofmechanisms that
can result in bias. Chiefly, we develop a model of neuronal avalanches where ac-
tivity is sampled in different levels (spikes and coarse signals), and show that
coarse signals cannot differentiate between close to critical and very subcritical
states. This unifies contradictory results in the literature, and argue in favor of
a subcritical, reverberating state for dynamics in vivo. We also show that sam-
pling can alter the spectra of neuronal activity, and thus explain its variability.
Applying thismechanism to data, we find that flatter spectra observed in in vitro
recordings suggest poorer sampling in that condition. Lastly, we also perform
a literature review on the evidence of criticality in the brain. The picture that
emerges is that evidence is largely ambiguous, mostly due to sampling effects.
Nevertheless, a few key results offer strong evidence that criticality can emerge
in neural networks. Coupled with the prospect of considerably improved exper-
imental techniques in the near future, we argue that critical phenomena may
become increasingly useful in the understanding of brain activity.
v
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Figure 1.1 Subsampling of neuronal activity.While the brain ismade
of billions of neurons (left) we can only measure the ac-
tivity of at most a few thousand neurons (right). This
sampling effect constrain our understanding of collective
behavior in the brain, and can bias the assessment of its
dynamics. Visualization createdwith the TREES toolbox [11].
2
Figure 2.1 Continuous phase transitions in experiments andmod-
els.A. Ferromagneticmaterials havedifferent critical tem-
peratures 𝑇𝐶 at which magnetization vanishes. Adapted
from [16]. B. Quiescent and active phases of a contact
process, with a critical point 𝜆 = 1. 6
Figure 2.2 Models with critical dynamics. A: Spontaneous magne-
tization 𝑚(𝑇) of the Isingmodel with one to three dimen-
sions (using 𝑘𝐵 = 𝐽 = 1) in the thermodynamic limit.
The blue curve (3D) corresponds to the mean-field (MF)
solution (Eq. 2.12). B: Time evolution of the 1D directed
(bond) percolation, with probability 𝑃 of a bond existing
and critical point 𝑃𝑐. Reproduced with permission from
[56]. C: Visualization of the Bak-Tang-Wiesenfeld model
on a 256 × 256 grid after dropping 128M sand grains in
the center. Colors correspond to number of grains: white
is 0, green is 1, blue is 2 and black is 3. Figure generated
with the Interpile toolbox [57]. 12
Figure 2.3 Directed Percolation. A. Representation of the directed
bond percolation process on a 2D diagonal lattice, with
time 𝑡 and number of active sites 𝑁(𝑡). B. Average num-
ber of active sites ⟨𝑁(𝑡)⟩ as a function of the percolation
probability 𝑃 with activity started in a single site. For 𝑃 <
𝑃𝑐 ≈ 0.6447 we find that ⟨𝑁(𝑡)⟩ decreases exponentially.
For 𝑃 = 𝑃𝑐 it increases as a power-law ⟨𝑁(𝑡)⟩ ∼ 𝑡𝜃 with
𝜃 ≈ 0.308 (sublinear, traced line). For 𝑃 > 𝑃𝑐 it increases
superlinearly. Reproduced with permission from [58].
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Figure 2.4 RandomThresholdNetworkwith inhibition.A.Param-
eter space for the normalized average activity 𝐴 of RTNs
with degree 𝐾 and fraction of positive links 𝐹+. B. Same
for the sensitivity to perturbation, given by theHamming
distance 𝐻. The white lines corresponds to critical dy-
namics (𝐻 = 1). Reproduced from [77]. 17
Figure 2.5 Extensions of criticality.A.Representation of self-organized
criticality (SOC): a mechanism leads the system towards
the critical energy 𝐸𝑐 from both phases, either driving
the subcritical system (adding energy) or dissipating en-
ergy of the supercritical one. Reproduced with permis-
sion from [5]. B. Representation of a Griffiths phase: an
heterogeneous topology (quenched disorder) stretches
the region with critical-like dynamics in the subcritical
phase (𝜆 < 𝜆𝑐). Reproduced with permission from [83].
20
Figure 2.6 TheGalton-Watsonbranchingprocess.A. Example time-
series from a critical (𝑚 = 1) process, with activity dying
out at different timesteps. B. The probability of survival
𝑃𝑠 for 𝑡 → ∞, as a function of the branching parameter
𝑚. The system undergoes a continuous phase transition
at 𝑚 = 1, below which activity surely dies out. 22
Figure 2.7 The driven branching process. A. Example timeseries
from driven branching processes with branching param-
eter 𝑚 < 1. The average activity of each timeseries is set
at ⟨𝐴∞⟩ = 10, and the drive ℎ is adjusted using Eq. 2.23.
We see that, as 𝑚 increases, so does the variance of the
timeseries. B. Probability of activity 𝑃ℎ𝑠 as a function of 𝑚
and ℎ, using Eq. 2.30. ℎ > 0 smears out the phase tran-
sition of Fig. 2.6B, increasing the probability of activity.
25
Figure 2.8 Coalescence effects on branching networks. A. Differ-
ence between the true branching parameter𝑚 and the pa-
rameter estimated from the macroscopic dynamics ?̂?𝐿𝑅
with no drive (ℎ = 0) for fully-connected branching net-
workswith size𝑁.B. Same asA for driven branching net-
workswith drive ℎ. Adaptedwith permission from [111].
29
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Figure 2.9 Avalanche observables of a Galton-Watson branching
process. A. Avalanche size distribution 𝑝(𝑆) for BPs with
𝑚 = 1 (red), 𝑚 = 0.99 (green) and 𝑚 = 0.9 (blue).
Dashed line corresponds to 𝑝(𝑆) ∼ 𝑆−3/2. B. Same as A
for the avalanche duration distribution 𝑝(𝐷). Dashed line
corresponds to 𝑝(𝐷) ∼ 𝐷−2.C. Same as A for the average
avalanche size ⟨𝑆⟩ of a given duration 𝐷. Dashed line cor-
responds to ⟨𝑆⟩ ∼ 𝐷2.D. Scaled average avalanche shape
𝑠(𝑡, 𝐷)/𝐷𝛾−1 as a function of the scaled time 𝑡/𝐷. Simu-
lations are from a Poissonian BP (𝑋 ∼ Poisson(𝑚)) with
106 avalanches for each 𝑚. 31
Figure 2.10 Analytic solutions for 𝑝(𝑆)ofBinomial andPoissonGalton-
Watson BP. A. 𝑝(𝑆) for 𝑋 ∼ Binom (2, 𝑚/2) (full line,
Eq. 2.41) and 𝑋 ∼ Poisson(𝑚) (traced line, Eq. 2.42), for
𝑚 = 0.99. B. Same as A for 𝑚 = 0.9. 32
Figure 2.11 Avalanche shape collapse of a Galton-Watson branch-
ingprocess.A. Scaled average avalanche shape 𝑠(𝑡, 𝐷)/𝐷𝛾−1
as a function of the scaled time 𝑡/𝐷 for 𝑚 = 1. The black
line corresponds to the average shape, while the semi-
transparent lines correspond to the average shape of avalanches
with the same duration 𝐷. B. Same as A for 𝑚 = 0.99 C.
Same as A for 𝑚 = 0.9 Simulations are from a Poissonian
BP (𝑋 ∼ Poisson(𝑚)) with 106 avalanches for each 𝑚.
33
Figure 2.12 Avalanche size distributions 𝑝(𝑆) from different stud-
ies using local field potentials. A: 𝑝(𝑆) from in vitro cul-
tures obtained in the original 2003work byBeggs&Plenz [1].
B: 𝑝(𝑆) from anesthetized rats, from Gireesh et al. [131].
C: 𝑝(𝑆) fromawakemonkeys, fromPetermann et al. [132].
D: 𝑝(𝑆) fromawakemonkeyswith a highdensity (smaller)
recording array, from Klaus et al. [133]. Figure adapted
from [133]. doi:10.1371/journal.pone.0019779.g001 34
Figure 2.13 Avalanche observables from Friedman et al. [134]. A.
Avalanche size distribution 𝑝(𝑆) from a sample culture,
fitted to 𝑝(𝑆) ∼ 𝑆−𝛼 with 𝛼 = 1.7. B. Same as A for the
avalanche duration distribution 𝑝(𝐷), fitted to 𝑝(𝐷) ∼
𝐷−𝛽 with 𝛽 = 1.9.C. Same as A for the average avalanche
size ⟨𝑆⟩(𝐷), fitted to ⟨𝑆⟩ ∼ 𝑆𝛾 with 𝛾 = 1.3. D. Scaled av-
erage avalanche shape 𝑠(𝑡, 𝐷)/𝐷𝛾−1 as a function of the
scaled time 𝑡/𝐷. Adapted from [134]. 37
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Figure 2.14 Avalanche observables from Kanders et al. [150]. A.
Avalanche size distribution 𝑝(𝑆) from a sample culture,
fitted to 𝑝(𝑆) ∼ 𝑆−𝛼 with 𝛼 = 2.18±0.05. B. Same as A for
the avalanche duration distribution 𝑝(𝐷), fitted to 𝑝(𝐷) ∼
𝐷−𝛽 with 𝛽 = 2.76 ± 0.16. C. Same as A for the average
avalanche size ⟨𝑆⟩(𝐷), fitted to ⟨𝑆⟩ ∼ 𝑆𝛾 with 𝛾 = 1.43 ±
0.05. D. Scaled average avalanche shape 𝑠(𝑡, 𝐷)/𝐷𝛾−1 as
a function of the scaled time 𝑡/𝐷. Adapted from [150].
38
Figure 2.15 Avalanche observables fromPonce-Alvarez et al. [148].
A.Avalanche size distribution 𝑝(𝑆) from 𝑁 = 6 zebrafish
larvae, fitted to 𝑝(𝑆) ∼ 𝑆−𝛼 with 𝛼 = 2.01 ± 0.03. B.
Same as A for the avalanche duration distribution 𝑝(𝐷),
fitted to 𝑝(𝐷) ∼ 𝐷−𝛽 with 𝛽 = 3.01 ± 0.11. C. Same as
A for the average avalanche size ⟨𝑆⟩(𝐷), fitted to ⟨𝑆⟩ ∼
𝑆𝛾 with 𝛾 = 1.85 ± 0.03. D. Scaled average avalanche
shape 𝑠(𝑡, 𝐷)/𝐷𝛾−1 as a function of the scaled time 𝑡/𝐷.
Adapted from [148]. 39
Figure 2.16 Experimental evidence of reverberating dynamics. A.
Estimated branchingparameter ?̂? ofmonkeys (prefrontal
cortex), cats (visual cortex) and rats (hippocampus).Adapted
from [177]. B. Estimated branching parameter ?̂? of hu-
man patients with epilepsy, for the epileptic region (pur-
ple) andnon-epileptic hemisphere (gray). Brain areas are
the hippocampus (H), amygdala (A), parahippocampal
cortex (PHC) and entorhinal cortex (EC). Adapted from
[170]. 43
Figure 2.17 Reverberating dynamics in vivo. A. Example timeseries
of activity with Poissonian (𝑚 = 0), Reverberating (𝑚 =
0.98) and near-critical (𝑚 = 0.9999) dynamics. B. Hier-
archical representation of the visual and auditory sys-
tems. As input moves up the hierarchy, timescales in-
crease. C. Representation of a tuning mechanism from
a baseline reverberating dynamics: if a predator sees a
prey, relevant areas are tuned in (increased timescales),
while non-relevant areas are tuned out. Reproduced from
[100]. 44
Figure 3.1 Effects of subsampling on abranchingprocesswith𝑚 =
0.99. A. Activity timeseries 𝐴(𝑡) of the BP with sampling
probability 𝑝 = 1 (blue) and 𝑝 = 0.01 (orange). B. Au-
tocorrelation function 𝐶(𝑡) of the timeseries of A. C. Esti-
mation of the branchingparameter ?̂?byfitting𝐴 (𝑡 + 1) =
?̂?𝐴 (𝑡) + ℎ, for varying levels of 𝑝. 46
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Figure 3.2 Coarse graining the Ising model. A. Representation of
the coarse grainingwhere a 4×4 (𝐿4) systemgets rescaled
to a 2 × 2 system with a majority rule and block size 𝑏 =
2. B. Effect of coarse graining on the average magneti-
zation 𝑚(𝑇) with block size 𝑏 = 4. Since the system is
rescaled by a factor of 1/𝑏2, the blocked system with size
𝐿64 needs to be compared to an unblocked system with
size 𝐿16. Only for 𝑇 = 𝑇𝐶 we find an invariant 𝑚(𝑇) un-
der coarse graining. C. Comparison between the fully-
sampled, unblocked system and blocked systems using
the majority rule and the decimation rule for 𝑏 = 4. All
simulations and curves for 𝐿 = 64. In the ordered, low-
temperature phase, the sub curve matches the fully sam-
pled system. Only for the high-temperature phase devi-
ations occur due to finite-size effects (the magnetization
for𝑇 → ∞ approaches the value expected for the rescaled
𝐿 = 16 system). The coarse curve is systematically biased
towards more ordered states. 48
Figure 3.3 Coarse graining the Ising model. A. Representation of
the standard coarse graining where block size matches
the distance between blocks (𝑑 = 𝑏 = 4). No overlap
is created. B. Coarse graining with block size 𝑏 = 4 and
a distance between blocks of 𝑑 = 3. Overlapping spins
(orange) are shared by two or more blocks. C. With the
majority rule, overlap impacts the spontaneous magne-
tization 𝑚(𝑇). Only the crossing between the unblocked
(𝐿 = 16) and non-overlapping blocked system (𝑑 = 𝑏,
𝐿 = 64) happens at 𝑇 = 𝑇𝐶, as would be expected. In-
triguingly, the overlap (𝑑 < 𝑏, 𝐿 = 32) pushes the system
towards higher magnetization where spins appear more
aligned.On the other hand, the absence of overlap (𝑑 > 𝑏,
𝐿 = 128) causes smaller magnetization where spins ap-
pear more random. 49
Figure 3.4 Power spectral density (PSD) and autocorrelation of
branchingprocesses.A.PSDof branchingprocesseswith
𝑚 ∈ [0.9, 0.999]. The vertical lines correspond to the cut-
off frequency 𝑓0 = −log 𝑚/2𝜋 for both 𝑚 (traced line
for 𝑚 = 0.999, solid line for 𝑚 = 0.9). B. Autocorrela-
tion function 𝐶(𝑡) for the same branching processes as
A. Horizontal line corresponds to 𝐶(𝑡) = 1/𝑒. Simulation
data from branching processes with drive with average
activity 𝐴∞ = 50 and 106 timesteps. 51
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Figure 3.5 Power spectral density from electrodemeasurements of
neuronal activity.PSDof Local Field Potential (LFP)mea-
sures in vitro from neuronal cultures (blue), LFP in vivo
frommice (orange) and intra-cranial Electroencephalog-
raphy (iEEG) in vivo from humans (green). 53
Figure 3.6 Power spectral density of subsampled branching pro-
cesses. A. PSD of a BP with 𝑚 = 0.999 (close to critical)
where events are observed with probability 10−3 ≤ 𝑝 ≤
1. B. Same as A for a BP with 𝑚 = 0.9 (subcritical). Sub-
sampling convolves the (Lorentzian) spectrum of the BP
with the flat spectrum of an uncorrelated process. 54
Figure 3.7 Representation of electric potentials. A. Representation
of an electric monopole, caused by a single charge +𝑄. B.
Representation of an electric dipole, caused by a positive
charge +𝑄 (a source) and a negative charge −𝑄 (a sink).
C. Illustration of the dendritic tree of a pyramidal neuron.
The apical tree (top) is negatively charged, while the cell
body (bottom) is positively charged. As a first approxi-
mation, it can be modeled as a dipole. 56
Figure 3.8 Power spectral density of a virtual electrodewith a 1/𝑅𝛾
field of view.A. PSDof a BPwith 𝑚 = 0.999 (close to crit-
ical)where events are observed a virtual electrodewhose
field of view decreases with distance 𝑅 as 1/𝑅𝛾. B. Same
as A for a BP with 𝑚 = 0.9 (subcritical). The underlying
dynamics is made of of 𝑁 = 104 units each connected
to the nearest 𝐾 = 103 neighbours in a 2D space with
distance-dependentweights. The flat spectra for high fre-
quencies 𝑓 is the result of aliasing effects. 57
Figure 3.9 Power spectral density filteredwithpower-law shot noise.
A. PSD of a BP with 𝑚 = 0.999 (close to critical) subject
to a power-law shot noise filter with exponent 𝛾𝑓 < 2.
B. Same as A for a BP with 𝑚 = 0.9 (subcritical). The
underlying dynamics is made of of 𝑁 = 104 units each
connected to the nearest 𝐾 = 103 neighbors in a 2D space
with distance-dependentweights. The flat spectra for high
frequencies 𝑓 is the result of aliasing effects. 58
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Figure 3.10 Branching parameter under spatial (coarse) sampling
and temporal filtering.A. Single (𝑚1) andmulti-step (𝑚𝑀𝑅)
estimations of the branching parameter 𝑚 of a branch-
ing process, sampledwith a virtual electrodewith a 1/𝑅𝛾
field of view. B. Amount of bias Δ𝑚 = 𝑚𝑀𝑅 − 𝑚1 in the
estimation of 𝑚 caused by the spatial sampling. C. Effect
of (power-law shot noise) frequency filtering on the esti-
mation of 𝑚. The timeseries is convolvedwith a filter that
produces a 1/𝑓 𝛾𝑓 PSD. 59
Figure 3.11 PSD exponent 𝛽 from a combination of filtering and
sampling. By combining the 1/𝑅𝛾 electrode field of view
(which decreases sampling with increasing 𝛾) with the
1/𝑓 𝛾𝑓 frequency filter the entire range of exponents 0 ≤
𝛽 < 4 can be obtained. 60
Figure 3.12 PSDs observed in different experiments. A. PSD of LFP
recordings of the cat visual cortex during awakeness (black)
and slow-wave sleep (SWS, gray).Dotted lines correspond
to power-laws 1/𝑓 𝛽. Adapted with permission from [8].
B. PSD of LFP recordings of the mouse hippocampus re-
gions CA1 (red) and CA3 (blue, plotted with an offset)
during sleep, from 32 channels each. Data from [217].
C. PSD of human ECoG recordings. The blue line cor-
responds to the original spectra, while the green line is
the PSD multiplied by a form factor 1 + (𝑓 /𝑓0)4−𝜉𝐿 , with
𝜉𝐿 = 2 and 𝑓0 = 75Hz. Adapted from [216]. 61
Figure 3.13 Analysis of experimental data fromvarious sources.Red:
in vitro LFP recordings from rat hippocampal cell cul-
tures during development. Blue: LFP recordings of rat
hippocampusduring sleep, usingdata from [217].Green:
LFP recordings from monkey LFP (various regions), us-
ing data from [220]. Blue: intracranial EEG recordings
from humans during task, using data from [221]. Black
line: Simulation with 𝑚 = 0.99, and a varying electrode
field of view (varying 𝛾) changing how well it samples
the activity. 62
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Figure 4.1 Sampling affects the assessment of dynamic states from
neuronal avalanches. A: Representation of the sampling
process of neurons (black circles) using electrodes (or-
ange squares). Under coarse-sampling (e.g. LFP), activ-
ity is measured as a weighted average in the electrode’s
vicinity. Under sub-sampling (spikes), activity is mea-
sured from few individual neurons.B:Fully sampledpop-
ulation activity of the neuronal network, for states with
varying intrinsic timescales 𝜏: Poisson ( ̂𝜏p𝑠𝑛 ≈ 0ms),
subcritical ( ̂𝜏s𝑢𝑏 ≈ 19ms), reverberating ( ̂𝜏r𝑒𝑣 ≈ 98ms)
and critical ( ̂𝜏c𝑟𝑖𝑡 ≈ 1.6 s). C: Avalanche-size distribution
𝑝(𝑆) for coarse-sampled (left) and sub-sampled (right)
activity. Sub-sampling allows for separating the differ-
ent states, while coarse-sampling leads to 𝑝(𝑆) ∼ 𝑆−𝛼 for
all states except Poisson. Parameters: Inter-electrode dis-
tance 𝑑E = 400µm and time-bin size Δ𝑡 = 8ms. 73
Figure 4.2 Analysis pipeline for avalanches from sampled data.
I:Under coarse-sampling (LFP-like), the recording is de-
meaned and thresholded. II: The timestamps of events
are extracted. Under sub-sampling (spikes), timestamps
are obtained directly. III: Events from all channels are
binned with time-bin size Δ𝑡 and summed. The size 𝑆
of each neuronal avalanche is calculated. IV: The prob-
ability of an avalanche size is given by the (normalized)
count of its occurrences throughout the recording. 74
Figure 4.3 Coarse-sampling leads to greater correlations than sub-
sampling.Pearson correlation coefficient between the sig-
nals of two adjacent electrodes for the different dynamic
states. Even for independent (uncorrelated) Poisson ac-
tivity, measured correlations under coarse-sampling are
non-zero.Parameters: Inter-electrodedistance 𝑑E = 400µm
and time-bin size Δ𝑡 = 8ms. 76
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Figure 4.4 Under coarse-sampling, apparent dynamics depend on
the inter-electrode distance 𝑑E. A: For small distances
(𝑑E = 100µm), the avalanche-size distribution 𝑝(𝑆) in-
dicates (apparent) supercritical dynamics: 𝑝(𝑆) ∼ 𝑆−𝛼
with a sharp peak near the electrode number 𝑁E = 64. For
large distances (𝑑E = 500µm), 𝑝(𝑆) indicates subcritical
dynamics: 𝑝(𝑆) ∼ 𝑆−𝛼 with a pronounced decay already for
𝑆 < 𝑁E. There exists a sweet-spot value (𝑑E = 250µm) for
which 𝑝(𝑆) indicates critical dynamics: 𝑝(𝑆) ∼ 𝑆−𝛼 until
the the cut-off is reached at 𝑆 = 𝑁E. The particular sweet-
spot value of 𝑑E depends on time-bin size (here, Δ𝑡 =
4ms). As a guide to the eye, dashed lines indicate 𝑆−1.5.
B:The branching parameter𝑚a𝑣 is also biased by 𝑑E when
estimated from neuronal avalanches. Apparent critical-
ity (𝑚a𝑣 ≈ 1, dotted line) is obtained with 𝑑E = 250µm
and Δ𝑡 = 4ms but also with 𝑑E = 400µm and Δ𝑡 =
8ms. B, Inset: representation of the measurement over-
lap between neighboring electrodes; when electrodes are
placed close to each other, spurious correlations are in-
troduced. 77
Figure 4.5 In vivo and in vitro avalanche-size distributions 𝑝(𝑆)
fromLFP depend on time-bin size Δ𝑡. Experimental LFP
results are reproduced bymanydynamics states of coarse-
sampled simulations.A:Experimental in vivo results (LFP,
human) froman array of 60 electrodes, adapted from [137].
B: Experimental in vitro results (LFP, culture) from an ar-
raywith 60 electrodes, adapted from [1].C–F: Simulation
results from an array of 64 virtual electrodes and vary-
ing dynamic states, with time-bin sizes between 2ms ≤
Δ𝑡 ≤ 16ms and 𝑑E = 400µm. Subcritical, reverberat-
ing and critical dynamics produce power-law distribu-
tions with bin-size-dependent exponents 𝛼. Insets: Dis-
tributions are fitted to 𝑝(𝑆) ∼ 𝑆−𝛼. The magnitude of 𝛼
decreases as Δ𝑡−𝛽 with −𝛽 indicated next to the insets.
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Figure 4.6 In vivo avalanche-size distributions 𝑝(𝑆) from spikes
depend on time-bin size Δ𝑡. In vivo results from spikes
are reproduced by sub-sampled simulations of subcrit-
ical to reverberating dynamics. Neither spike experi-
ments nor sub-sampled simulations show the cut-off that
is characteristic under coarse-sampling. A: Experimental
in vivo results (spikes, awake monkey) from an array of
16 electrodes, adapted from [179]. The pronounced de-
cay and the dependence on bin size indicate subcritical
dynamics. B: Experimental in vitro results (spikes, cul-
ture DIV 34) from an array with 59 electrodes, adapted
from [22]. Avalanche-size distributions are independent
of time-bin size and produce a power law over four or-
ders of magnitude. In combination, this indicates criti-
cal dynamics with a separation of timescales. C–F: Sim-
ulation for sub-sampling, analogous to Fig. 4.5. Subcrit-
ical dynamics do not produce power-law distributions
and are clearly distinguishable from critical dynamics.
F:Only the (close-to) critical simulation produces power-
law distributions. Note the dependence on time-bin size:
In contrast to the in vitro culture, the simulation does not
feature a separation of time scales (due to external drive
and stationary activity) which causes a bin-size depen-
dence. 79
Figure 4.7 Scaling laws of a system with critical dynamics under
coarse- and sub-sampling. A–C: Avalanche-size distri-
bution 𝑝(𝑆) ∼ 𝑆−𝛼, avalanche-durationdistribution 𝑝(𝐷) ∼
𝐷−𝛽, and average size for a given duration ⟨𝑆⟩(𝐷) ∼ 𝐷𝛾,
respectively, for sub-sampled (“sub”) and coarse-sampled
(“coarse”) simulations.Distributions under sub-sampling
easily spanmore than one order ofmagnitude,while coarse-
sampled distributions suffer from an early cut-off (which
hinders power-law fits).D, E: Shape collapse of 𝑠(𝑡, 𝐷) ∼
𝐷𝛾−1F (𝑡/𝐷) for sub-sampled and coarse-sampled data,
respectively. Under coarse-sampling, the early duration
cut-off results in few unique shapes for the collapse (cor-
responding to unique 𝐷-values). F: Comparison of the
critical exponents obtained independently fromEqs. (4.4)–
(4.6). Exponents are consistent only under sub-sampling.
Parameters: 𝑑E = 400µm and Δ𝑡 = 8ms. 82
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Figure 4.8 Effect of alternative network topologies.Avalanche-size
probability 𝑝(𝑆) from coarse-sampled activity (left) and
sub-sampled activity (right) for subcritical, reverberat-
ing and critical dynamics. Top: results for the topology
used in the main paper (”Local”). Middle: results for a
topology that mimics culture growth [233] (”Orlandi”).
Bottom: results for a random topology.Under coarse-sampling,
reverberating and critical dynamics are indistinguishable
with all topologies. Parameters: 𝑑E = 400 µm and Δ𝑡 =
8 ms. 84
Figure 4.9 Effect of changing the electrode contribution ∼ 1/𝑑−𝛾
of a spikingneuron at distance 𝑑. A: Avalanche-size prob-
ability 𝑝(𝑆) with 𝛾 = 1.0 for Δ𝑡 = 2ms and 𝑑E = 100µm.
B: Avalanche-size probability 𝑝(𝑆) with 𝛾 = 1.0 for Δ𝑡 =
8ms and 𝑑E = 400µm.C: Same as A for 𝛾 = 1.5.D: Same
as B for 𝛾 = 1.5. E: Same as A for 𝛾 = 2.0. F: Same as
B for 𝛾 = 2.0. Increasing 𝛾 results in a smaller electrode
field-of-view, and removes the cut-off for 𝑆 ∼ 𝑁E. 85
Figure 4.10 Effect of changing the electrode contribution ∼ 1/𝑑−𝛾
of a spiking neuron at distance 𝑑, for different network
topologies and 𝑑E = 200µm.Dynamic states are Subcrit-
ical (left), Reverberating (center) and Critical (right).
Topologies are Local (top), Orlandi (middle) and Ran-
dom (bottom). Local corresponds to the topology used
in the main paper, Orlandi corresponds to the model de-
scribed in [233], andRandomcorresponds to a completely
random topology. Increasing𝛾 (decreasing electrode FOV)
results in a loss of the cut-off for 𝑝(𝑆) ∼ 𝑁E as the coarse-
sampling becomes more spike-like. Bin-size for all distri-
butions is Δ𝑡 = 4ms. 86
Figure 4.11 Effect of changing the electrode contribution ∼ 1/𝑑−𝛾
of a spiking neuron at distance 𝑑, for different network
topologies and 𝑑E = 400µm.Dynamic states are Subcrit-
ical (left), Reverberating (center) and Critical (right).
Topologies are Local (top), Orlandi (middle) and Ran-
dom (bottom). Local corresponds to the topology used
in the main paper, Orlandi corresponds to the model de-
scribed in [233], andRandomcorresponds to a completely
random topology. Increasing𝛾 (decreasing electrode FOV)
results in a loss of the cut-off for 𝑝(𝑆) ∼ 𝑁E as the coarse-
sampling becomes more spike-like. Bin-size for all distri-
butions is Δ𝑡 = 8ms. 88
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Figure 4.12 Avalanche-size distributions 𝑝(𝑆) dependence on time-
bin size Δ𝑡 for 𝑑E = 200µm. Coarse-sampled (left) and
sub-sampled (right) results from an array of 64 virtual
electrodeswith time bin sizes between 2ms ≤ Δ𝑡 ≤ 16ms.
Dynamics states are Poisson (A-B), Subcritical (C-D), Re-
verberating (E-F) and Critical (G-H). Distributions are
fitted to 𝑝(𝑆) ∼ 𝑆−𝛼. Insets:Dependence of 𝛼 on Δ𝑡, fitted
as 𝛼 ∼ Δ𝑡−𝛽. Fit values are shown in Table. 4.2. 89
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I N TRODUCT ION
”The first principle is that you must not fool yourself — and you are the
easiest person to fool.” - Richard Feynman
The brain is said to be the most complex machine in the known universe. It
is an organ made of billions of functional units (the neurons), which controls
all aspects of motor function. It is also capable of processing, recording, and
learning from new information. The mammoth task of understanding how the
brain works is the object of study of Neuroscience.
The study of the brain is interdisciplinary, done by different fields at differ-
ent scales. At the lowest scales, Biochemistry works to unveil the mechanisms
behind the molecular machinery that supports brain function. At the other end
of the scale, Psychology and Medicine try to link neuronal activity of the brain
as whole to cognition and behavior.
Somewhere in the middle, concepts from Physics have increasingly been ap-
plied to understand brain dynamics. One focus is on collective behavior at large
(> 103 neurons) scales: how do neurons propagate information? How is this
information integrated at the various scales of neuronal activity? Can simple
models and a few key mechanisms be useful in understanding it?
For around two decades1, it has been argued that brain activity operates in
a critical state, poised between functionally different phases. This is called the
criticality hypothesis, and states that by being at this particular dynamic state
the brain can benefit from themaximization of many functional properties [1, 3–
6]. The hypothesis is controversial, however, with some of its signature observ-
ables shown to be obtainable with non-critical (such as subcritical) models [7–
9]. Nevertheless, criticality remains an important framework to understand how
the brain can propagate and process information.
An issue that arises when trying to assess criticality in biological systems is
sampling. In principle, experimentally studying collective phenomena (such as
criticality) requires recording the entire system in question. Any less, and mea-
surements can be subject to sampling bias, which can lead to an incorrect assess-
ment of the dynamic state of the system. As the mammalian brain is made of
millions to billions of neurons [10], such complete recordings are currently im-
possible.
Current electrophysiological techniques impose heavy restrictions on both (i)
fraction of the system that is sampled, and (ii) sampling scheme used. While
state-of-the-art methods can record activity of up to ∼ 104 neurons under spe-
1 Initial experimental evidence on criticality in neuronal systems dates from the early 2000’s [1],
while theoretical arguments have been made as early as 1994 [2].
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Figure 1.1: Subsampling of neuronal activity. While the brain is made of billions of
neurons (left) we can only measure the activity of at most a few thousand
neurons (right). This sampling effect constrain our understanding of collec-
tive behavior in the brain, and can bias the assessment of its dynamics. Visu-
alization created with the TREES toolbox [11].
cific settings, it still represents an extremely small fraction (< 0.01%) of the neu-
rons in the mammalian brain. In Fig. 1.1 we show a representation of neuronal
subsampling. Moreover, neuronal networks are extremely heterogeneous both
in function and topology [185]. Thus, when analyzing neuronal activity, great
care is necessary both regarding the accuracy of the measured properties, and
how they generalize to different areas from the ones observed.
In this Thesis we explore how sampling effects can bias the assessment of the
dynamic state of neuronal networks. We start by introducing important back-
ground information in Chapter 2, which includes extensive reviews of the exper-
imental results on criticality (Sec. 2.5), and the fundamentalmodel used to study
it (Sec. 2.4). In Chapter 3 we explore sampling bias in different systems, show-
ing how it can bias their observables. In particular, in Sec. 3.3 we demonstrate
how sampling bias can explain the variability in neuronal spectra observed in
different experiments. In Chapter 4 we develop a model where neural activity is
sampled in two different ways, and show that this unifies contradictory results
in the literature regarding criticality in the brain. Lastly, in Chapter 5 we offer
I N TRODUCT ION 3




CR I T I CAL I TY IN PHYS I C S AND NEUROSC I ENCE
In this chapter we introduce the fundamentals to understand the relationship
between critical phenomena in Physics and Neuroscience. We first introduce in
Sec.2.1 the concept of criticality, and in Sec. 2.2 which functional properties are
associated with the critical state. We then summarize in Sec. 2.3 important con-
cepts regarding criticality from the point of view of statistical physics. We de-
scribe in detail the branching process in Sec. 2.4, which is widely used to model
criticality in Neuroscience. Lastly, in Sec. 2.5 we review the literature of critical-
ity in the context of neuronal avalanches, summarizing key papers and ideas
that formed our current understanding in the field.
2.1 WHAT I S CR I T I CAL I T Y ?
Many systems in nature have different phases, for instance the states of matter.
As certain system parameters change (e.g. temperature), the system undergoes
a phase transition, identified by changes in its properties. Criticality refers to the
state of a system poised at this precise critical point that separates the two (or
more) phases [12, 13].
Different systems may have phases of different nature. For instance, a dynam-
ical system may have a phase with ordered dynamics and another with chaotic
dynamics, with an ”edge of chaos” critical state separating them. In another sys-
tem, the phase transition may be between an absorbing state (where dynamics
dies out) and an active state (where it is self-sustaining).
Phase transitions can also be continuous or abrupt. In a continuous (also called
“second order”) phase transition, the quantity measured (e.g. level of synchro-
nization or activity) varies smoothly. In an abrupt (or “first order”) phase tran-
sition it changes in a discontinuous manner from one phase to the other.
As an experimental example of a continuous phase transition, let us consider
ferromagnetic materials. Below a critical temperature 𝑇𝑐 (called the Curie point)
these materials have innate magnetism (ferromagnetism), which disappears for
𝑇 > 𝑇𝑐 (paramagnetism). This transition is continuous, since the magnetization
𝑀 of themagnet goes smoothly to zero as 𝑇 → 𝑇𝑐. It is also an example of a order-
disorder1 transition: for low temperatures, themagnetic spins in thematerial are
aligned (order) and thus there is a netmagnetization. For high temperatures the
spins are not aligned and thus there is no resulting magnetization. See Fig. 2.1A
for an example of materials with different 𝑇𝐶.
1 This phase transition is related to, but different from the stable-chaotic transition mentioned ear-
lier. Here the system is in an equilibrium state, while the earlier transition is about how the dy-
namics evolve over time.
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A B
active phasequiescent phase
Figure 2.1: Continuous phase transitions in experiments and models. A. Ferromag-
netic materials have different critical temperatures 𝑇𝐶 at which magnetiza-
tion vanishes. Adapted from [16].B. Quiescent and active phases of a contact
process, with a critical point 𝜆 = 1.
As a representative system, consider the contact process (CP) model [5, 14].
In this process, active units become quiescent at rate 𝜇, and they can also acti-
vate quiescent ones at rate 𝜆. Assuming homogeneous interaction between units
(well-mixed dynamics) activity is created at a rate 𝜆𝜌(1 − 𝜌), and disappears at
a rate 𝜇𝜌. If we set 𝜇 = 1 for simplicity, the evolution of the fraction of active
nodes 𝜌(𝑡) is then given by:
̇𝜌(𝑡) = 𝜆𝜌(𝑡) [1 − 𝜌(𝑡)] − 𝜌(𝑡) (2.1)
Eq. 2.1 has a critical (bifurcation) point at 𝜆𝑐 = 1: since 𝜌 ∈ [0, 1], if 𝜆 < 1 then
̇𝜌 < 0, and activity will always decay. If 𝜆 > 1 it becomes possible to have stable,
non-zero activity. Solving Eq. 2.1 for ̇𝜌 = 0 we find that this stable fraction of
active nodes is given by 𝜌 (𝑡 → ∞) = 1 − 1/𝜆. In Fig. 2.1B we show the resulting
phase diagram for the CP model.
The CP model is useful in modeling initial epidemic spreading, where it is
known as the susceptible-infected-susceptible (SIS) model. From Eq.2.1 we can
derive how fast a disease spreads during an outbreak: for small 𝜌 we have ̇𝜌 ≈
(𝜆 − 1) 𝜌 and thus 𝜌(𝑡) ∼ 𝑒(𝜆−1)𝑡. In other words, being supercritical (𝜆 > 1)
results in spreading that is initially exponential. This is observed in real-world
epidemics, such as the recent COVID-19 pandemic [15].
Besides separating phases, the critical point is usually associated with many
interesting properties. For instance, for the magnetic materials described above,
𝑇𝐶 is the point of maximum magnetic susceptibility, i.e. how much the material
responds to an external magnetic field. The same happens for the CP model: at
𝜆𝑐 = 1 the response to an external perturbation is maximal. In Sec. 2.2 we go in
detail into the properties maximized at criticality.
The study of critical phenomena in Physics, especially of continuous transi-
tions, is vast. Importantmodels include the Isingmodel, used to explain themag-
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netization phase transition of Fig. 2.1A, and the directed percolation (DP) class
of models (which include the CP model), used to describe activity spreading.
Following pioneering work by Kadanoff and others in the 1960’s [17, 18], many
useful concepts where developed. These include universality, scaling, and the
renormalization group (RG) transform, and extensions such as self-organized
criticality (SOC). In Sec. 2.3 we explore these concepts and models in more de-
tail.
2.2 FUNCT IONAL PROPERT I E S O F CR I T I CAL I T Y
2.2.1 Correlation length
Much of the interest in studying critical phenomena, in particular in the con-
text of neuronal dynamics, comes from the observables associated with a critical
state. These are quantities (such as the magnetization 𝑀 in Fig. 2.1A) that are
particularly important in describing the state of the system. In particular, critical
phenomena is associated with long-range spatiotemporal interactions [12]. This
manifests in the form of a diverging correlation length in the infinite-size limit,
and maximal correlation for finite systems.
Correlation functions offer an alternative view into what is criticality. A di-
verging correlation function means that there is no particular scale to interac-
tions: units are correlated over infinite time and/or space, even if they are di-
rectly connected to only a few other units. This happens because, while the
strength of interactions between two units decay with distance, the multitude
of paths connecting those units increases. The point where these two effects bal-
ance each other results in maximum correlation, and it is the critical point. Thus,
an alternative way to look for criticality is to search for parameter values that
maximize correlation functions.
Long spatiotemporal correlations are important in the context of neuronal ac-
tivity, as they imply coordinated behavior between the neurons. Let us consider
spatial and temporal correlations separately: Long spatial correlations are nec-
essary to coordinate millions of neurons across large brain areas. They can be
quantified by measuring for instance pairwise spike correlations between neu-
rons [19]. Long temporal correlations, on the other hand, are necessary to main-
tain long-lasting memories in the spiking dynamics. They can be quantified by
measuring the autocorrelation function (ACF) of neuronal populations.
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The ACF of a stationary process2 is the cross-correlation between the process
and itself at different time lags. For a discrete timeseries 𝐴(𝑡) starting at 𝑡 = 1,






(𝐴(𝑡0) − 𝜇)(𝐴(𝑡0 + 𝑡) − 𝜇) (2.2)
where 𝜇 = 𝑛−1 ∑𝑡 𝐴(𝑡) is the mean, 𝜎2 = 𝑛−1 ∑𝑡(𝐴(𝑡) − 𝜇)2 is the variance and
𝑛 is the length of the timeseries. It follows that 𝐶(𝑡) ∈ [−1, 1], and 𝐶(0) = 1. In
some systems, such as the branching process with drive described in Sec. 2.4,
the ACF has an exponential form:
𝐶(𝑡) ∼ 𝑒−𝑡/𝜏 (2.3)
in that case, the parameter 𝜏 is known as the autocorrelation time, or intrinsic
timescale, of the dynamics.
2.2.2 Avalanche dynamics
Inmany systemswith critical dynamics, activity propagates inwell-definedbursts,
inter-spaced byperiods of silence. This property is knownas separation of timescales,
and the spatiotemporal clusters of activity are called avalanches. The analysis of
avalanche dynamics is concernedmainly with two properties: (i) the avalanche
size 𝑆, which is the number of system units activated, and (ii) the avalanche
duration 𝐷, which is the total time duration of the avalanche. An important sig-
nature of criticality is that the probability distributions of 𝑆 and 𝐷 follow power-
laws:
𝑝(𝑆) ∼ 𝑆−𝛼 (2.4)
𝑝(𝐷) ∼ 𝐷−𝛽 (2.5)
where 𝛼, 𝛽 > 0 are known as the critical exponents of the dynamics. Another ob-
servable of avalanchedynamics is the average avalanche size ⟨𝑆⟩(𝐷) for avalanches
of a given duration 𝐷. At criticality, it also follows a power-law:
⟨𝑆⟩ ∼ 𝐷𝛾 (2.6)
with 𝛾 > 0 . The exponents 𝛼, 𝛽 and 𝛾 are called critical exponents, and follow a
scaling law:
𝛽 − 1
𝛼 − 1 = 𝛾 (2.7)
2 A stationary process is one where the probability distribution is time-independent. Stationarity
is a requirements for most time-series analyses, and care must be taken when dealing with non-
stationary processes.
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They are signature of the universality class of the dynamics – the category ofmod-
els it belongs to (see Sec. 2.3.1 for more details). Moreover, the average temporal
profile at criticality follows a universal scaling function F . For a given avalanche
duration 𝐷, the average activity 𝑠(𝑡, 𝑇) at any time 𝑡 within the avalanche is given
by:
𝑠(𝑡, 𝐷) ∼ 𝐷𝛾−1F (𝑡/𝐷) (2.8)
Thus, rescaling 𝑠(𝑡, 𝐷) → 𝑠(𝑡, 𝐷)/𝐷𝛾−1 and 𝑡 → 𝑡/𝐷 results in a data collapse of
avalanches of all durations.
The interest in the fact that 𝑝(𝑆) and 𝑝(𝐷) follow power-laws is that they are
heavy-tailed probability distributions and are scale-free: there is no characteristic
scale to the distribution (contrasting to e.g. Eq. 2.3), and rescaling the variable
𝑥 → 𝑐𝑥 produces no change. The power-law is the only function with this prop-
erty.
In the context of brain dynamics, heavy-tailed distributions (which also in-
clude e.g. lognormal distributions) are linked to a number of functional prop-
erties. For instance, response to sensory stimuli depend logarithmically on the
amplitude of the signal [20]. More importantly, power-law avalanche distribu-
tions describe a particular mode of activity: most avalanches of activity are very
small, but eventually very large avalanches can happen and dramatically affect
the system.
It is important to note that power-laws are not unique and obligatory signa-
tures of criticality. On one hand, it has been shown that apparent power-laws
can emerge from non-critical dynamics. For instance, a sum of exponential dis-
tributions with properly-selected parameters can look like a power-law [3, 7,
21]. On the other hand, sampling bias can make power-law distributions from
critical systems appear non-power-law [22]. This is explored in detail in Chapter
4.
The focus on the avalanche probability distributions leads to an important
technical challenge: fitting power-law distributions to empirical data. Identifi-
cation and fitting of power-law distributions depends crucially on the distribu-
tion’s tail, which has orders of magnitude less samples than the beginning. Con-
siderable efforts have been made in the development of methods to validate
power-law fits of data [23–25]. In particular, it has been shown that applying
log to 𝑓 (𝑥) = 𝑥𝛼 and linearly-fitting log 𝑓 (𝑥) = 𝛼 log 𝑥 is unreliable [26]. The
accepted standard for fitting power-laws is to use maximum-likelihood estima-
tor (MLE) methods, and use Kolmogorov-Smirnov statistics for validation [23].
Furthermore, an often used rule of thumb is that distributions should span at
least 2 orders of magnitude to be candidates for power-law fitting [27].
Despite the technical difficulties, the observation of power-laws remain an
important indicative that the system in question has dynamics with long spa-
tiotemporal correlations.
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2.2.3 Dynamic range and dynamical repertoire
In many models, criticality also maximizes other properties besides correlation
length, some of which are considered very useful for the transmission and pro-
cessing of neuronal activity. It maximizes the dynamic range, which is the range
of input magnitude to which a system responds with discernible response [28,
29]. Many functional regions of the brain need to respond to stimuli with a wide
range of intensities, making a maximal dynamic range a desirable property3.
Criticality also maximizes measures of the variability of spatiotemporal pat-
terns in networks, also called the dynamical repertoire. These include maximizing
the number of metastable states in branching networks [30], and the number
of dynamical attractors in Boolean [31] and integrate-and-fire networks [32].
Experimentally, analysis of resting state networks found them to be poised at
criticality, modeled with both with simple threshold-based [33] and complex
integrate-and-fire dynamics [34].
2.2.4 Complexity and computational properties
Criticality has long been conjectured to be important in the context of compu-
tation [35, 36]. In particular, the critical point between ordered and chaotic
dynamics (edge of chaos) has been shown to provide maximal computational
power4. This was observed first in cellular automata models [36, 37], and sub-
sequently in logistic maps [38] and recurrent neuronal networks [39–41].
Information-theoretic measures [42, 43] also point towards criticality offer-
ing maximal information transmission capabilities. Mutual information was ob-
served to be maximized at criticality in Boolean networks [44], threshold net-
works [39], and branching networks [3]. The same was observed for transfer
entropy in the Ising model [45], and recurrent [46] and Boolean [47] net-
works.
As we can see, the appeal of criticality comes not from a single model or prop-
erty, but from the observation that it maximizes many properties in many dif-
ferent models. This has triggered a heated debate about the generality of the
concept of criticality, particularly in the context of computation [38, 48, 49]5.
In the context of neuronal activity, the main question is whether these prop-
erties associated with critical dynamics are observed in recordings of neuronal
activity. Before delving into it, we first explore in more detail the concept of
criticality, and then define the branching process, widely used to study critical
phenomena in neuroscience.
3 These include the auditory, visual and olfactory systems.
4 Like ”criticality”, ”computation” can be a loaded term. Here it means the act of transforming an
input into an output, following some algorithm. Computational power refers to the number of
such transformations a system can perform.
5 This debate is maybe best-exemplified by Per Bak’s 1996 book about self-organized criticality,
titled ”How Nature Works” [50].
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2.3.1 Key concepts
In the context of continuous phase transitions, the critical state is defined as the
state where a system undergoes a phase transition, measured by a chosen order
parameter, with respect to some control parameter. In otherwords, in order to rigor-
ously define a critical state, we must specify: i) a system, ii) some quantity that
encapsulates the collective behavior of the system (the order parameter) and
iii) some variable 𝑥 that can cause this behavior to abruptly change (the control
parameter). The value 𝑥 = 𝑥𝑐 at which this abrupt change occurs is called the
critical point. Comprehensive texts on statistical mechanics with an emphasis
on critical phenomena include [13, 51, 52].
Precise definition of criticality requires careful study of the system in question.
In particular, there is no establishedmethod to find an appropriate order param-
eter of a critical system, and even for simple systems such definition can be tricky
[13, 53]. Nevertheless, it was observed that many models share similarities, es-
pecially around the critical point. This resulted in one of the biggest appeals of
critical phenomena: universality. This is the notion that, near the critical point,
the collective behavior is largely independent of details, and all models within
the same universality class have the same behavior. Intuitively, the concept is
that as the system moves towards the critical point, most degrees of freedom asso-
ciatedwithmodel details vanish, and only the ones that identify the universality
class remain. Thus, it underlies a certain hierarchy of mechanisms, with some
(the ones defining the universality class) beingmore important than others (the
ones that only matter away from criticality).
Mathematically, the universality class is identified by the critical exponents of
themodel [17]. These are exponents of various quantities (observables) that scale
as power-laws around the critical point. In other words, if 𝜒 is such an observ-
able6, and 𝛾𝜒 is its respective critical exponent, then as the control parameter
𝑥 → 𝑥𝑐 we find that 𝜒 scales as
𝜒 ∼ |𝑥 − 𝑥𝑐|−𝛾𝜒 (2.9)
Moreover, the critical exponents respect a set of equalities — known as scaling
laws — that tie them together (such as Eq. 2.7).
The last key concept in critical phenomena is that of the renormalization
group (RG), also known as coarse-graining [12, 13, 51]. Numerically, it offers
a recipe to obtain critical exponents. More importantly, renormalization deals
with how the dynamics of a system is observed at different scales. It describes
a number of techniques that maps a system to a version of itself with micro-
scopic degrees of freedom removed, effectively shrinking it. For instance, the
block spin renormalization [54, 55] aggregates units into “super units”, remov-
6 Such as mean cluster size in directed percolation, or magnetic susceptibility in the Ising model.
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Ising model Directed percolation
Bak-Tang-Wiesenfeld model
Figure 2.2: Models with critical dynamics. A: Spontaneous magnetization 𝑚(𝑇) of the
Ising model with one to three dimensions (using 𝑘𝐵 = 𝐽 = 1) in the ther-
modynamic limit. The blue curve (3D) corresponds to the mean-field (MF)
solution (Eq. 2.12). B: Time evolution of the 1D directed (bond) percolation,
with probability 𝑃 of a bond existing and critical point 𝑃𝑐. Reproduced with
permission from [56]. C: Visualization of the Bak-Tang-Wiesenfeld model
on a 256 × 256 grid after dropping 128M sand grains in the center. Colors
correspond to number of grains: white is 0, green is 1, blue is 2 and black is
3. Figure generated with the Interpile toolbox [57].
ing the interactions between them and reducing system size. Through this proce-
dure, observables of the system are changed. The exception is if the dynamics is
self-similar, and the observables have the same structure in all scales (known as
scale-invariance). This happens only at the critical point. Thus, only at criticality
coarse-graining produces invariant observables.
In order to make those concepts more clear, models must be introduced. In
Sec. 2.3.2 we describe a number of classic models of critical phenomena, and in
Sec. 3.2 we explain the coarse-graining of the Ising model. There, we show the
type of bias that can emerge if coarse-graining is done incorrectly.
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2.3.2 Models with critical dynamics
The phenomena of criticality has been explored in a wide variety of models in
Physics. Besides being divided into abrupt (first-order) and continuous (second-
order) transitions, another important categorical distinction is between equilib-
rium and non-equilibrium dynamics [14, 58].
In an equilibrium phase transition the system is fully described by a time-
independent ensemble statistics: probabilities of each configuration of states oc-
curring are fixed, and the system may be critical depending on a tunable order
parameter (such as temperature). Even so, a dynamic model (such as Glauber
dynamics [59] for the Ising model) is sometimes used to generate the ensemble
statistics.
In systems with non-equilibrium phase transitions, however, the ensemble
of states evolves with time. More than that, time is treated as a degree of free-
dom, in equal footingwith spatial dimensions7. Besides beingmore realistic for a
wide number of applications, non-equilibrium systems can have more complex
dynamics and different types of phase transitions, due to their extra degree of
freedom.
One important type of non-equilibrium universality class is of systems with
absorbing states. Once the system reaches this state (for instance, all units being
quiescent) it cannot leave. Thus, it defines a phase transition between an active
and a frozen state. The most prominent universality class with an absorbing
transition is the Directed Percolation (DP) class, which incorporates both the
directed percolation model and other models explored in this Thesis.
In the followingwedescribe a number of classic equilibriumandnon-equilibrium
models. Each illustrates an important concept: the Ising model exemplifies the
role of dimensionality in critical phenomena, and its coarse-graining is well un-
derstood.Directedpercolation is themost established example of a non-equilibrium
phase transition. Boolean networks exemplify the role of topology by having a
phase transition defined by topological (network) properties. Finally, the Bak-
Tang-Wiesenfeld model helps introduce the concept of self-organized criticality.
2.3.2.1 Ising model
The Ising model is one of the most classic models in Physics. It describes the
collective behavior of interacting magnetic spins with two discrete orientations
𝑠𝑖 = ±1, and has been applied to problems ranging from neuroscience to the
stock market to disease spreading [60–62]. In its simplest form8, it is given by
the Hamiltonian 𝐻( ⃗𝑠) = ∑⟨𝑖,𝑗⟩ 𝑠𝑖𝑠𝑗, where ⟨𝑖, 𝑗⟩ denotes all pairs of nearest neigh-
7 A system with N spatial dimensions is then said to be a ‘N+1’ system.
8 The full Hamiltonian of the Ising model includes a coupling constant 𝐽. For simplicity, here we
set 𝐽 = 1.
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boring spins. The probability of observing the ensemble ⃗𝑠 is given by the Boltz-
mann distribution
𝑃( ⃗𝑠, 𝑇) = 1𝑍𝑇
𝑒−𝐻( ⃗𝑠)/𝑘𝐵𝑇 (2.10)
where 𝑇 is the temperature of the system, 𝑘B is the Boltzmann constant (here,
𝑘B = 1) and 𝑍𝑇 is the partition function that normalizes the distribution. The
mean normalized magnetization 𝑚(𝑇) = 1𝑁 | ∑𝑖 𝑠𝑖| describes the collective mag-
netization of the system: if 𝑚(𝑇) > 0 then spins have a preferential orientation,
and the system has innate (ferro)magnetism.
The behavior of the Ising model depends both on 𝑇 and the topology of the
system. The one-dimensional Ising model was first solved by Ernest Ising, who
has shown thatmagnetism requires the application of an externalmagnetic field.
In other words, the 1D Ising model has 𝑚 = 0 and no phase transition.
The two-dimensional Ising model consists of spins arranged on a square lat-
tice9. Its analytical solution is considerably more sophisticated, and was first
shown (famouslywithout proof) byOnsager [63]. As the temperature𝑇 reaches
the critical temperature 𝑇𝑐 = 2/ln(1 + √2), the system undergoes a continu-
ous (second-order) phase transition between a disordered spin configuration
(𝑇 > 𝑇𝑐) and an ordered state of aligned spin orientations (𝑇 < 𝑇𝑐). Many
observables diverge at 𝑇 = 𝑇𝑐 in the thermodynamic limit (𝐿 → ∞), such as
correlation length, specific heat and susceptibility [13, 55]. The magnetization
of the 2D Ising model is given by:




For 3+ dimensions no analytical solution is known. Instead, understanding
of the system comes from simulations and from the mean field solution of the
model. The mean-field solution shows that the system has a phase transition at
temperature 𝑇𝑐 = 𝑞, where 𝑞 is the number of neighbors of a spin (e.g. 𝑞 = 4 for
the 2D square lattice and known as the coordination number). While the mean-
field solution is incorrect for the 1D case and off for the 2D case (𝑇𝑐 = 1/ln(1 +
√2) ≈ 2.3 instead of 4), it becomes increasingly accurate as the dimensionality
increases. The mean-field spontaneous magnetization 𝑚𝑀𝐹 of the Ising model




In Fig. 2.2A we compare the (analytic) magnetization of the Ising model in the
1D and 2D cases with the mean-field solution for the 3D case (𝑞 = 6). As we
can see, behavior is considerably different: both critical temperature and shape
9 The solutions for the 1D and 2D Ising model are taken in the thermodynamic (infinite size) limit.
Finite systems are subject to finite-size effects and display different solutions.
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Figure 2.3: Directed Percolation. A. Representation of the directed bond percolation
process on a 2D diagonal lattice, with time 𝑡 and number of active sites 𝑁(𝑡).
B.Average number of active sites ⟨𝑁(𝑡)⟩ as a function of the percolation prob-
ability 𝑃 with activity started in a single site. For 𝑃 < 𝑃𝑐 ≈ 0.6447 we find
that ⟨𝑁(𝑡)⟩ decreases exponentially. For 𝑃 = 𝑃𝑐 it increases as a power-law
⟨𝑁(𝑡)⟩ ∼ 𝑡𝜃 with 𝜃 ≈ 0.308 (sublinear, traced line). For 𝑃 > 𝑃𝑐 it increases
superlinearly. Reproduced with permission from [58].
of 𝑚(𝑇) depend on dimensionality. Thus, we conclude that changing the spatial
embedding can result not only in numerical changes (since 𝑇𝑐 = 𝑞 depends on
the number of dimensions) but dramatic changes as well — such as creating a
phase transition for 2+ dimensions.
2.3.2.2 Directed percolation
TheDirectedPercolation (DP)universality class encompassesmanynon-equilibrium
models with absorbing phase transitions. In particular, both the contact process
(CP)mentioned in Sec. 2.1 and the branching process (described in detail in Sec.
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2.4) are members of this class. Fundamentally, the DP models how activity can
spread — percolate — between units in a given topology [58]. As such, mod-
els of this class are widely used to describe spreading processes from disease
spreading in populations to activity spreading in the brain10.
In its simplest realization11, directed percolation is made of sites placed on a
2D diagonal lattice of size 𝑁 × 𝐿 with directed links from top to bottom (see Fig.
2.3A for a graphic representation). Links between sites may exist independently
with probability 𝑃. The question is: how likely that a path exists from top to bottom,
as a function of 𝑃? This model can also be interpreted in a dynamical way as a
1D array of 𝑁 sites that at each timestep (row of the lattice) may activate its 2
nearest neighbors independently with probability 𝑃. In this case, the question
becomes: how likely that activity survives after 𝐿 timesteps, as a function of 𝑃?
It turns out there is a phase transition involved.At a critical percolation threshold
𝑃𝑐 the probability of the system reaching this absorbing state quickly changes
from 0 to 1: if 𝑃 < 𝑃𝑐, activity will very likely not percolate to the end, while
𝑃 > 𝑃𝑐 almost guarantees that it does, for any finite 𝐿. See Fig. 2.2B for a visual-
ization of the percolation process for long durations, and Fig. 2.3B for a plot of
the evolution of the number of average active sites ⟨𝑁(𝑡)⟩. For 𝑃 < 𝑃𝑐 we observe
that ⟨𝑁(𝑡)⟩ decreases exponentially, while for 𝑃 > 𝑃𝑐 it increases superlinearly.
For 𝑃 = 𝑃𝑐 we find that ⟨𝑁(𝑡)⟩ increases, but following a power-law ⟨𝑁(𝑡)⟩ ∼ 𝑡𝜃
with 𝜃 ≈ 0.308. Thus, activity increases slowly.
Interestingly, the numerical value of 𝑃𝑐 is not universal, and depends on lat-
tice structure and dimensionality. For the diagonal lattice exemplified it is given
by 𝑃𝑐 ≈ 0.6447. A triangular lattice has the same dimensionality (1+1), but one
extra neighbor (coordination number 𝑞 = 3 instead of 𝑞 = 2). This results in
a smaller percolation threshold 𝑃𝑐 ≈ 0.4780 [66]. A simple cubic lattice, on
the other hand, has the number of neighbors (𝑞 = 3) as the triangular lattice
but higher dimensionality (2 + 1). This results in a lower percolation threshold
𝑃𝑐 ≈ 0.3822 [67]. This is tied to the long-range correlations that emerge at crit-
icality: due to them, higher-order features of the topology become important,
and impact the phase transition.
2.3.2.3 Boolean and Threshold Networks
Boolean Networks are networks whose node’s activity depends on a Boolean
function of the input. For instance, a node may be active if the sum of its inputs
is even, and inactive if it is odd. Nodes only transmit binary signals between
each other, and the dynamics is deterministic.
10 Interestingly, while directed percolation has been studied for many decades [64], experimental
evidence for systems displaying precisely the directed percolation critical behavior is much more
recent [65].
11 DP models can be categorized into bond percolation and site percolation, depending whether the
dynamics happens between the units (sites) or between their bonds. Here we focus on bond
percolation.
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Figure 2.4: Random Threshold Network with inhibition. A. Parameter space for the
normalized average activity 𝐴 of RTNs with degree 𝐾 and fraction of posi-
tive links 𝐹+. B. Same for the sensitivity to perturbation, given by the Ham-
ming distance 𝐻. The white lines corresponds to critical dynamics (𝐻 = 1).
Reproduced from [77].
In a Random Boolean Network (RBN) the function is chosen at random from
a set of Boolean functions, and connected on a network with some underlying
topology. RBN’s are used to model a wide variety of systems, in particular ge-
netic regulatory networks [68–71].
Since the signal transmitted in a RBN is binary, the parameters that can be
tuned are related to the topology of the network. In its simplest form, an RBN
is made of nodes each connected to 𝐾 neighbors, and thus assigned a random
Boolean function that takes 𝐾 inputs. In this case 𝐾𝑐 = 2 defines a phase tran-
sition between stable and chaotic dynamics. This transition is defined by the
average effect of perturbing (changing the state) a single node in the network —
the number of nodes that changed the state they would have due to the pertur-
bation. This is encoded by the Hamming distance 𝐻 between the perturbed and
unperturbed states. If 𝐻 > 1, perturbations grow geometrically, and the system
is chaotic. If 𝐻 < 1 they vanish quickly, and the system is stable. At 𝐻 = 1 we
have criticality.
While Boolean functions make sense in the context of gene regulation, many
systems with simpler units are unlikely to perform such vast array of compu-
tations 12. In particular, many systems (such as neurons) have threshold-based
dynamics. In aRandom Threshold Network (RTN) all nodes have a threshold func-
tion, and are activated if the sum of inputs is above a threshold ℎ [72–74]. The
function can be either a step function (outputs 0,1) or a sign function (outputs
±1). At criticality, RTNs have interesting properties that can differ from RBNs
[72, 75, 76].
12 The number of Boolean functions of 𝐾 variables is 22𝐾 , and thus grows very quickly with 𝐾.
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A number of variants of the RTN dynamics have been developed. Probabilis-
tic dynamics was shown to generate ceaseless dynamics [78], asynchronous
update of the node states changes attractor structure [79], and self-regulation
(when the input is exactly at the threshold) can add long-term temporal corre-
lations [72, 74]. Changing the topology by adding a community structure also
enriches the dynamics [79, 80].
Inspired by inhibition in the brain, we’ve shown [77] that a varying balance
between inhibition and excitation creates vertical and horizontal critical lines
(𝐻 = 1), allowing criticality for 𝐾 > 2. By varying both 𝐾 and the fraction 𝐹+
of links that are positive, we show that it is possible to tune both the level of
activity in the network and sensitivity to perturbation. See Fig. 2.4 for the phase
diagram of this model.
2.3.2.4 Bak–Tang–Wiesenfeld model
The Bak-Tang-Wiesenfeld model (BTW, also known as the Abelian sandpile
model) is another very famous model with critical dynamics [81]. It is best-
known as the model that introduced the concept of self-organized criticality. Its
dynamics is inspired by the toppling of sand grains in a sandpile: each point of
the sandpile balances a number of sand grains, and topples if the pile gets too
tall. In its simplest version, units in the model are spread in a 𝑁 × 𝑀 lattice and
each site at position (𝑥, 𝑦) is associated with an (initially random) integer value
𝑧(𝑥, 𝑦) ∈ [0, 3]. If during the dynamics 𝑧(𝑥, 𝑦) ≥ 4, the site ”topples”, losing 4
units and sending one to each of its neighbors. Mathematically, the dynamics is
updated synchronously with
𝑧(𝑥, 𝑦) → 𝑧(𝑥, 𝑦) − 4
𝑧(𝑥 ± 1, 𝑦) → 𝑧(𝑥 ± 1, 𝑦) + 1
𝑧(𝑥, 𝑦 ± 1) → 𝑧(𝑥, 𝑦 ± 1) + 1
(2.13)
for every site 𝑧(𝑥, 𝑦) > 3. Dynamics starts by adding one unit to a random site,
and updating it following Eq. 2.13 (i.e. letting the avalanche run) until no site
has more than 3 units.
This unit-adding dynamics drives the system towards a critical distribution
of units, with a number of sites at the edge of toppling (𝑧(𝑥, 𝑦) = 3). In Fig.
2.2C we show the distribution of a 256×256 system after toppling 128M units in
the center of the grid13. Note the apparent self-similarity of the state, with rich
patterns at various scales.
In this critical state, adding a single unit can result in large avalanches toppling
sites throughout the entire system. The avalanche dynamics results in the power-
laws described in Sec. 2.2.2, with an avalanche size distribution 𝑝(𝑆) ∼ 𝑆−𝛼 and
an avalanche duration distribution 𝑝(𝐷) ∼ 𝐷−𝛽. In the case of the BTW model,
13 The BTWmodel in Fig. 2.2C is open, in the sense that units sent to outside the system are removed
and do not accumulate at the borders.
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these exponents are 𝛼 = 1.293 and 𝛽 = 3/2 [82]. Thus, large avalanches are
more common in the BTW model than in the branching process studied in Sec.
2.4.
2.3.3 Extensions of criticality
While criticality refers to specific values of the control parameter of a system
with a second-order phase transition, the term became associated with other
phenomena which doesn’t necessarily fit into this definition. In this section we
briefly go over two of its most interesting extensions: self-organized criticality
and Griffiths phases.
2.3.3.1 Self-organized Criticality
As seen in Sec. 2.2, many properties are maximized/diverge at the critical point.
However, this effect is not linear. For instance, in the branchingmodel of Sec. 2.4
the observable 𝜏 (the autocorrelation time) is related to the control parameter
𝑚 (the branching parameter) by 𝜏 ∼ −1/ log𝑚. Thus, a small change around
𝑚 ≈ 1 produces a large resulting change in 𝜏. In other worlds, for a system to be
critical it requires fine parameter tuning.
The concept of Self-Organized Criticality (SOC) solves this issue by adding
some topological or dynamical mechanism that leads the system towards this
critical point without the need to fine-tune parameters [81, 84–87]. This is ex-
emplified in Fig. 2.5A for an energy transition, with a critical energy 𝐸𝑐: if the
system is subcritical, themechanism needs to drive the system towards 𝐸𝑐. If the
system is supercritical, the same mechanism needs to dissipate energy in order
to bring it to criticality.
As mentioned previously, the Bak-Tang-Wiesenfeld model is the best-known
example14 of a system displaying SOC: in it, criticality is encoded in the distri-
bution of units (sand grains) in the lattice. The toppling dynamics drives the
system towards the critical distribution, from any random initial conditions and
with no extra fine-tuning.
A number of properties (or ingredients) are commonly found in SOC systems,
and have been associated with the concept. First, the state at which the system
arrives at must be critical, displaying the properties explored throughout this
chapter (e.g. power-law observables). The rule that drives the system towards
criticality needs to be non-linear, in many cases employing some form of thresh-
olding. SOC systems also have separation of timescales, with fast dynamics being
driven by slow processes. In the BTW model, those properties are clearly seen:
the toppling rule thresholds dynamics, and it generates fast avalanches of ac-
tivity from slow integration of sand grains being added. The avalanches reflect
14 In terms of displaying properties associated with SOC, the Manna model is considered a better
example, however [86, 88].





Figure 2.5: Extensions of criticality. A. Representation of self-organized criticality
(SOC): a mechanism leads the system towards the critical energy 𝐸𝑐 from
both phases, either driving the subcritical system (adding energy) or dissi-
pating energy of the supercritical one. Reproduced with permission from
[5]. B. Representation of a Griffiths phase: an heterogeneous topology
(quenched disorder) stretches the region with critical-like dynamics in the
subcritical phase (𝜆 < 𝜆𝑐). Reproduced with permission from [83].
power-law spatiotemporal correlations and the critical exponents respect scaling
laws — the final state is critical.
Many other models were adapted with mechanisms that appear to be SOC.
In the context of percolation, coercing the number of active sites to be constant
drives the system towards the percolation threshold [89].Mechanisms have also
been proposed that evolve the topologies of RandomBoolean [90] and Random
Threshold [91, 92] networks towards the critical degree 𝐾𝑐.
The concept of SOC is controversial in statistical mechanics [85, 86], in part
due to the difficulty in rigorously defining what is and what is not SOC. Never-
theless, it found great appeal in many areas of science. In particular, earthquake
size distribution is known to follow the Gutenberg-Richter law: the number of
earthquakes 𝑁 with size greater than 𝑆 = 10𝑚 (where 𝑚 is a given earthquake
magnitude) in a region follows
𝑁(𝑠 > 𝑆) ∼ 𝑆−𝑏 (2.14)
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with 𝑏 ≈ 1 for active regions [93]. At the same time, the Omori law states that,
after an earthquake, the frequency of aftershocks decay with time 𝑇 as
𝑁(𝑇) ∼ 𝑇−𝛼 (2.15)
with 𝛼 ≈ 1. These are old, empirical relationships that are readily explained in
a SOC framework: tectonic movement slowly adds energy to the plates (slow
integration) that are released during an earthquake (fast release). Indeed, SOC
is thought to be an important mechanism behind earthquake dynamics [85,
86]. The concept is also applied in financial systems, due to its nature of being
composed of intelligent agents [62, 94].
In Neuroscience, it has frequently been argued that the brain presents SOC
[95–98]. Synaptic plasticity (in its various forms) could drive the system to-
wards a critical state or a point near to it, depending on task and brain region [96,
99–101]. In Sec. 2.5 we review the experimental evidence for criticality in the
brain, and in Table 2.4 we summarize the evidence for SOC in developing cul-
tures.
2.3.3.2 Griffiths phase
One pattern observed in the models of Sec. 2.3.2 is the influence of topology
on the dynamics: the Ising phase transition depends on dimensionality, where
the percolation threshold of directed percolation depends on the exact struc-
ture of the system. Another type of topological effect than can happen is the
presence of microscopic, structural heterogeneities in the topology 15. These can
alter the nature of existing phase transition, and create new phase transitions in
systems [102, 103].
A Griffiths phase is a phase that emerges from structural heterogeneities
[104–107]. It stretches the region with critical properties from a point (the crit-
ical point) to a phase (the Griffiths phase, see Fig. 2.5B). Thus, instead of the
system adapting its topology and parameters to become critical (as in SOC), dy-
namics with critical properties are built-in in the static topology of the network.
One type of structural heterogeneity is the addition of a modular structure in
the network. It was shown that, by making the network hierarchically-modular
(i.e. made of clusters inside clusters), DP class models exhibited their charac-
teristic power-laws in a much larger region than if the network was random
[107]. This result is particularly interesting in the context of neuronal networks,
as the brain is known to have a modular structure [108, 109]. Thus, both SOC
and Griffiths phase are possible mechanisms to explain criticality in the brain:
SOC through activity-dependent adaptation, and Griffiths phase through spe-
cial, heterogeneous topology.
15 In statistical physics this is known as quenched disorder, due to it not being dependent on dynamics
(“quenched”).
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Figure 2.6: The Galton-Watson branching process. A. Example timeseries from a crit-
ical (𝑚 = 1) process, with activity dying out at different timesteps. B. The
probability of survival 𝑃𝑠 for 𝑡 → ∞, as a function of the branching parame-
ter 𝑚. The system undergoes a continuous phase transition at 𝑚 = 1, below
which activity surely dies out.
2.4 THE BRANCH ING PROCE S S
2.4.1 Definition
A branching process (BP)is a stochastic model with discrete time where each
individual unit at time 𝑡 produces a random number of offspring at time 𝑡 + 1. It
was initially studied in the context of family names, and later found broad utility
in fields such as genetics and nuclear physics [110].
The simplest version of the BP is known as theGalton-Watson branching process.
It is defined as follows: let {𝑋𝑡,𝑖 ∶ 𝑡, 𝑖 ∈ ℕ} be independent and identically dis-
tributed (i.i.d.) random variables with non-negative integer values. Their proba-
bility distribution 𝑃 (𝑋) must satisfy 𝑃 (𝑋 = 0) > 0 and 𝑃 (𝑋 = 0) + 𝑃 (𝑋 = 1) <
1. Let 𝑍𝑡 denote the state of the process at time 𝑡. Then the evolution of 𝑍𝑡 obeys






We can interpret 𝑍𝑡+1 as the number of units at time 𝑡 + 1, given by Eq. 2.16 as
the sum of the random number of offspring of each unit at time 𝑡. Note that 𝑍𝑡+1
depends only on𝑍𝑡, and therefore it is an example of aMarkov chain. TheGalton-
Watson process also makes the simplifying assumptions that the process starts
with 𝑍0 = 1 (one unit) and that the process is stationary (offspring probability
is time-independent). Note that the state 𝑍𝑡 = 0 is absorbing, as it results in
𝑍𝑡′ = 0 for 𝑡′ > 𝑡. This is an example of the avalanche dynamics described in Sec.
2.2.2. In Fig. 2.6A we plot example timeseries of how the process looks like.
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The dynamics of a BP is characterized by the expectation (mean) and variance
of the probability distribution of 𝑋. In particular, the expectation
𝑚 = ⟨𝑋⟩ (2.17)
is known as the branching parameter of the dynamics. In terms of phase tran-
sitions, 𝑚 is the control parameter of the dynamics — the key properties of the
process can be manipulated by changing 𝑚. Similarly to the contact process of
Sec. 2.1, the critical point of a branching process is at 𝑚 = 1.
This can be seen by taking the expectation from both sides of Eq. 2.16, which
results in ⟨𝑍𝑡+1⟩ = 𝑚⟨𝑍𝑡⟩. From this we see that, on average, activity grows
(geometrically) without bounds for 𝑚 > 1 and decreases to zero for 𝑚 < 1.
At the critical point 𝑚 = 1 activity is unstable: it ultimately goes to either 0 or
∞, but can take a long time to do so16. Note that, due to the dynamics being
stochastic, even for 𝑚 > 1 there is always a non-zero probability that activity
dies out. However, if 𝑚 < 1 activity will die out with certainty.
The probability of survival 𝑃𝑆(𝑡) at time 𝑡 can be calculated recursively, for
an arbitrary distribution 𝑃(𝑋), in the formalism of probability generating func-
tions [110]. If 𝑋 ∼ Poisson (𝑚), then 𝑃𝑠 is given by
𝑃𝑠 (𝑡 + 1) = 1 − 𝑒−𝑚𝑃𝑠(𝑡) (2.18)
Since 𝑃𝑠 (𝑡 + 1) ≤ 𝑃𝑠 (𝑡) (as activity must survive for 𝑡 steps to survive for 𝑡 + 1
steps), itmust converge at least asymptotically to some value for 𝑡 → ∞. Defining
𝑃𝑠 ≡ 𝑃𝑠 (𝑡 + 1) = 𝑃𝑠 (𝑡) we find




where 𝑊0(𝑘) is the principal branch of the LambertW function17. In Fig. 2.6Bwe
plot the result. It confirms our earlier statement: for𝑚 ≤ 1 the activity surely dies
out, but 𝑚 > 1 doesn’t guarantee survival. Notice also the similarity between Fig.
2.1B for the contact process and Fig. 2.6B for the branching process: while the
functional shape in the active (supercritical) phase is different, both processes
go through a continuous phase transition at 𝑚 = 𝜆 = 1. As we shall discuss in
Sec. 2.3.1, this is not a coincidence: both processes are members of the directed
percolation (DP) universality class, meaning that at criticality they are the same.
Let us now consider an explicit example of a BP, inspired by neuronal activity.
Consider a systemwhere activity propagates from each active unit (e.g. spiking
neuron) with probability 𝑝 independently to each of its 𝐾 neighbors. If the num-
ber of offspring from unit 𝑖 at time 𝑡 is given by 𝑋𝑡,𝑖, then the probability of 𝑙
offspring is
𝑃 (𝑋𝑡,𝑖 = 𝑙) = (
𝐾
𝑙 )𝑝
𝑙 (1 − 𝑝)𝐾−𝑙 (2.20)
16 See [110] for a proof.
17 Also known as the product logarithm function, it is defined as a solution of 𝑊(𝑧)𝑒𝑊(𝑧) = 𝑧.
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and the probability distribution is binomial: 𝑋 ∼ Binom (𝐾, 𝑝). From Eq. 2.17,
the branching parameter of this model is simply 𝑚 = ⟨𝑋⟩ = 𝐾𝑝. Thus, in order
to reach criticality (𝑚 = 1) the microscopic variable 𝑝 must be set to 𝑝𝑐 = 1/𝐾.
We can interpret this simple model as activity spreading in a neuronal net-
work in a probabilistic manner. Activity is not determined by firing rates, but by
the actual spike trains. In that case, themicroscopic variable 𝑝 corresponds to the
post-synaptic efficacy of each neuron. The model suggests that the global phase
of the dynamics can be manipulated by changing the (microscopic) synaptic
strength. It also predicts that, at criticality, the average efficacy of each synapse
should scale as ∼ 1/𝐾 with number of synapses.
Since neurons are estimated to have on the order of 𝐾 ∼ 104 synapses, it can
be shown that in this regime the binomial distribution can be approximated by
a Poisson distribution: 𝑋 ∼ Poisson (m = Kp). For practicality, we shall use this
variant to simulate the Galton-Watson BP. It is worth noting that, while the num-
ber of activated units from a single unit is random (Poissonian), the number of
units that try to activate others is given by the previous timestep, and thus the
dynamics can still be highly correlated.
2.4.2 Driven processes
The Galton-Watson branching process lacks some important features that limit
its usefulness in modeling neuronal activity. In particular, we have seen that it
cannot sustain activity without necessarily blowing up.
We can solve this by adding a source of positive noise (or drive) to the dy-
namics of eq. 2.16. If we now denote the number of active units by 𝐴𝑡, a possible





𝑋𝑡,𝑖 + 𝐻𝑡 (2.21)
where 𝐻𝑡 are non-negative, integer i.i.d randomvariableswith 𝑃(𝐻 > 0) > 0. As
before, 𝑋𝑡,𝑖 are i.i.d non-negative integer random variables with mean 𝑚 = ⟨𝑋⟩.
This is known as a driven branching process, or a branching process with immigra-
tion [111, 112].
The driven BP results in a non-zero probability that activity is spontaneously
created, and thus the state 𝐴𝑡 = 0 is no longer absorbing. In other words, there
is no phase transition for non-zero drive, and the system cannot be actually crit-
ical. Nevertheless, for a relative small drive 𝐻𝑡 it maintains many of its hallmark
properties. Thus, as is commonly done in the literature, we adapt the nomencla-
ture of the BP and call a driven system with e.g. 𝑚 < 1 as “subcritical”.
If the process has 𝑚 < 1 (“subcritical”) and 𝐻 has finite mean ℎ = ⟨𝐻⟩, then
Eq. 2.21 describes a stationary process with distribution 𝐴∞. We can find its
18 We switch notation here becausewhile classic literature on BPs typically use 𝑍𝑡, modern literature
mentioning driven processes use 𝐴𝑡. Thus, in this thesis 𝑍𝑡 denotes a Galton-Watson BP, while
𝐴𝑡 means a driven BP.
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A B
Figure 2.7: The driven branching process. A. Example timeseries from driven branch-
ing processes with branching parameter 𝑚 < 1. The average activity of each
timeseries is set at ⟨𝐴∞⟩ = 10, and the drive ℎ is adjusted using Eq. 2.23. We
see that, as 𝑚 increases, so does the variance of the timeseries. B. Probability
of activity 𝑃ℎ𝑠 as a function of 𝑚 and ℎ, using Eq. 2.30. ℎ > 0 smears out the
phase transition of Fig. 2.6B, increasing the probability of activity.










1 − 𝑚 (2.23)
From Eq. 2.23 we see that ⟨𝐴∞⟩ depends on both the branching parameter 𝑚
and the mean drive ℎ. Thus, it is possible to have processes with the same rate
at different distances to criticality 𝜖 = 1 − 𝑚 by adjusting both 𝑚 and ℎ. In Fig.
2.7A we plot example timeseries 𝐴𝑡(𝑚) with the same average rate ⟨𝐴∞⟩ = 10.
While the timeseries 𝐴𝑡 in Fig. 2.7A have the same average rate, they look
very different. We can quantify that by calculating the variance Var [𝐴(𝑡 + 1)]
of a driven BP. From the law of total variance, we have:
Var [𝐴𝑡+1] = ⟨Var [𝐴𝑡+1|𝐴𝑡]⟩ + Var [⟨𝐴𝑡+1|𝐴𝑡⟩] (2.24)
where ⟨⋅|⋅⟩ andVar [⋅|⋅]denote respectively conditional expectation and variance.





Var [𝑥𝑡,𝑖|𝐴𝑡] + Var [𝐻𝑡|𝐴𝑡] = 𝐴𝑡𝜎2 + 𝜉2 (2.25)
Var [⟨𝐴𝑡+1|𝐴𝑡⟩] = Var [𝑚𝐴𝑡 + ℎ] = 𝑚2Var [𝐴𝑡] (2.26)
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Applying Eqs. 2.25 and 2.26 on Eq. 2.24 we find:
Var [𝐴𝑡+1] = 𝜎2⟨𝐴𝑡⟩ + 𝜉2 + 𝑚2Var [𝐴𝑡] (2.27)
The stationary variance can be calculated takingVar [𝐴∞] ≡ Var [𝐴𝑡+1] = Var [𝐴𝑡]
and using Eq. 2.23:
Var [𝐴∞] = 𝜎2
ℎ
1 − 𝑚 + 𝜉




(𝜉2 + 𝜎2 ℎ1 − 𝑚) (2.28)
From Eq. 2.28 we see that the variance Var [𝐴∞] of the timeseries 𝐴𝑡 depends
heavily on 𝑚, and diverges as 𝑚 → 1. This explains the difference in “burstiness”
in the timeseries of Fig. 2.7A. It is important to note that Var [𝐴∞] depends on
both mean (𝑚, ℎ) and variance (𝜎2, 𝜉2) of 𝑋 and 𝐻. This contrasts to the mean
rate ⟨𝐴∞⟩ (Eq. 2.23), which only depends on the mean. In other words, details
of how the drive is implemented in the BP (given by its variance) do not matter
in order to calculate the mean rate, but do matter in terms of its spread.
Asmentioned above, addingdrive changes howwe interpret the process. Since
there is no quiescent phase (as 𝐴𝑡 = 0 is not absorbing), formally the process
does not undergo a phase transition anymore. We can shed light into this by
calculating the probability 𝑃ℎ𝑠 (𝑡) of observing activity at some time 𝑡. Starting
from Eq. 2.18, we note that 𝑒−𝑚𝑃𝑠(𝑡) can be interpreted as the probability that ac-
tivity dies out after time 𝑡. Thus, 𝑃ℎ𝑠 (𝑡) is given by one minus 𝑒−𝑚𝑃𝑠(𝑡) times the
probability that the drive does not restart activity:
𝑃ℎ𝑠 (𝑡 + 1) = 1 − 𝑒−𝑚𝑃𝑠(𝑡) (1 − 𝐻𝑡) (2.29)
Again solving it for 𝑃ℎ𝑠 ≡ 𝑃ℎ𝑠 (𝑡 + 1) = 𝑃ℎ𝑠 (𝑡) and ℎ = ⟨𝐻𝑡⟩ yields
𝑃ℎ𝑠 = 1 +
1
𝑚𝑊0 (−𝑚𝑒
𝑚 [1 − ℎ]) (2.30)
which we remind is also valid for 𝑚 > 1. In Fig. 2.7B we plot Eq. 2.30 for some
values of ℎ.
Comparing Fig. 2.6B and Fig. 2.7B we see that ℎ > 0 smears the phase transi-
tion of the Galton-Watson BP, which is recovered for ℎ → 0. While we have stated
that themain properties of the BP aremaintained in the driven BP (such as corre-
lation length), they are obviously different models. Exactly how the properties
of the driven BP diverge from the Galton-Watson BP is still an open topic19.
In particular,making the BPdriven complicates the observation of its avalanche
dynamics. For large drives, the system loses its separation of timescales (STS),
19 In Physics, this is equivalent to e.g. the addition of an external magnetic field to the Ising model.
Interestingly, the Ising model with non-zero field is considered to be analytically not solvable in
all but the one-dimensional case [12].
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and activity is continuous. Thus, avalanches are not defined to begin with. A
popularway to circumvent this is to threshold the activity timeseries [78], though
this was shown to produce bias [113–115]. Even in driven systems with STS, it
was shown that large drives can change the power-law (critical) exponents of
the avalanche dynamics [116]. Nevertheless, for small enough values of ℎ the
properties for 𝑚 → 1 are very similar to the true critical process.
From the point of view of neuronal activity, the drive can be interpreted as
both spontaneous activity (which is observed during development [117]) or in-
put from other brain regions that are not part of the system in question. Thus,
the driven BP has two sources of activity: one correlated, composed of the self-
generated recurrent dynamics, and one uncorrelated, composed of external fac-
tors.
2.4.3 Branching networks
A second issue with the Galton-Watson branching process is that it does not
incorporate network effects from the neuronal substrate where activity takes
place. This can be addressed by running the branching process dynamics on a
network, usually called a branching network.
Embedding the dynamics on a network adds another dimension of complex-
ity to the model, as the precise network topology can heavily influence the dy-
namics. For instance, while so far the phase transition considered depends on a
dynamical parameter, it is also possible for it to be topological. Such a topological
phase transition can then dramatically change the dynamics. In other words, by
changing network properties (such as average degree or degree distribution)we
can indirectly control the dynamics. The necessary conditions to control a sys-
tem towards specific dynamical states through topology is the object of study of
network control theory [118, 119].
As an example of a topological phase transition affecting dynamics, consider
an Erdős–Rényi (ER) network20 with average degree 𝐾. The giant component
𝐶 corresponds to the largest fraction of the network that is causally connected
(i.e. there is a path between any two nodes). The giant component is implicitly
given by 𝐶 = 1 − 𝑒−𝐾𝐶 [120], which is the same functional form as Eq. 2.18.
Thus, network connectivity undergoes a phase transition at 𝐾 = 1, identical in
form to the one shown in Fig. 2.6B. For 𝐾 < 1 the size of the largest connected
component does not scale with the size 𝑁 of the network, and 𝐶 → 0 as 𝑁 → ∞.
For 𝐾 > 1 an extensive fraction of the network is connected, at any size. Thus,
for any dynamics that may run on it, the subcritical regime 𝐾 < 1 dramatically
impacts network activity by simply prohibiting its spreading.
As an example of topological effects on the branching network, consider a
driven BP on a regular networkwhere each node has 𝐾 neighbors. As each active
20 In an Erdős–Rényi network each possible link between the 𝑁 nodes exists with probability 𝑝.
Thus, the degree distribution is binomial and 𝐾 = 𝑁𝑝.
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node can independently activate each of its 𝐾 neighbors, the distribution 𝑃(𝑋)
of the branching dynamics is binomial: 𝑋 ∼ Binom(𝐾, 𝑚/𝐾). We then have
𝜎2 = Var [𝑋] = 𝑚 (1 − 𝑚𝐾 ) (2.31)
and thus increasing 𝐾 increases the variance 𝜎2. From Eq. 2.28, this increase in
𝜎2 results in a linear increase in the variance of the process Var [𝐴∞]. In other
words, increasing the connectivity increases the burstiness of the dynamics, even
if the average activity rate is kept constant.
When simulating branching networks, an important effect is coalescence [111].
Since the dynamics now spreads in a finite system, there is the possibility that
two nodes try to activate the same node at the same time. This results in a loss
of activity, decreasing the effective branching parameter of the dynamics. This
is the mechanism that guarantees finite activity even if we set 𝑚 ≥ 1.
How much activity gets lost from coalescence depends on depends on both
topology and dynamics. Regarding topology, the more local the spreading the
higher the coalescence (such as the one in Chapter 4). From the dynamics, coa-
lescence depends chiefly on amount of activity.
Coalescence effects also mean that the microscopic 𝑚 we put into the system
differs from themacroscopic ?̂?𝐿𝑅 we obtain from the global dynamics. Consider
a BPwith branching parameter 𝑚 and drive ℎ on a fully-connected networkwith
𝑁 nodes. The branching parameter can be estimated from the global dynamics
with
⟨𝐴𝑡+1⟩ = ?̂?𝐿𝑅⟨𝐴𝑡⟩ + ℎ (2.32)
In Fig. 2.8 we reproduce the resulting discrepancy 𝑚 − ?̂?𝐿𝑅 for different 𝑁,
adapted from [111]. In the non-driven branching network (Fig. 2.8A) coales-
cence results in ?̂?𝐿𝑅 < 0.999 when setting 𝑚 = 1, even for networks with up to
𝑁 = 106. For the driven BP, on the other hand, the higher level of activity results
in a much larger coalescence effect (Fig. 2.8B). For instance, setting 𝑚 = 1 and
ℎ = 10−3 results in ?̂?𝐿𝑅 ≈ 0.95.
While this may seem a small difference, recall that many properties are max-
imized at criticality. Thus, a difference of 1 − 2% in 𝑚 near the critical state can
result in considerably different functional properties. Thus, while a branching
network is an interesting extension of the BP with many applications, it comes
with a number of caveats and technical challenges. Not accounting for them can
result in errors, such as setting 𝑚 = 1 in a branching network and naively claim-
ing that the system is critical.
In the context of neuronal activity, both synaptic plasticity and the extreme
structural heterogeneity of brain regions can be considered examples of topo-
logical effects. Indeed, the study of how to control neuronal activity using tools
from network control theory is an increasingly active area of research [121–126].
As we have seen in Sec. 2.3, in critical phenomena network effects also play an
important role.
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Figure 2.8: Coalescence effects on branching networks. A. Difference between the true
branching parameter 𝑚 and the parameter estimated from the macroscopic
dynamics ?̂?𝐿𝑅 with no drive (ℎ = 0) for fully-connected branching net-
works with size 𝑁. B. Same as A for driven branching networks with drive
ℎ. Adapted with permission from [111].
2.4.4 Functional properties
The branching process exhibits the properties described in Sec. 2.2. Two prop-
erties will be particularly relevant later: the autocorrelation function (Sec. 2.2.1)
and the avalanche distributions (Sec. 2.2.2). The autocorrelation function 𝐶(𝑡)
of a BP is exponential:
𝐶(𝑡) = 𝑒−𝑡/𝜏 (2.33)
where
𝜏 = − 1log 𝑚 (2.34)
is the autocorrelation time of the BP21. Here we see an example of a diverging
property at criticality, as 𝑚 → 1 results in 𝜏 → ∞. Moreover, changing from e.g.
𝑚 = 0.9 to 𝑚 = 0.99 results in more than a 100-fold increase in 𝜏.
To demonstrate that, recall that if a branching process is driven and subcritical,
we have shown in Sec. 2.4.2 that it is stationary with average activity ⟨𝐴∞⟩ =
ℎ/(1 − 𝑚). In that case, the autocorrelation function 𝐶(𝑡) is just the correlation
between activity at an arbitrary time 𝑘 and some other time 𝑘 + 𝑡:
𝐶(𝑡) = corr (𝐴𝑘+𝑡, 𝐴𝑘)
𝐶(𝑡) = ⟨𝐴𝑘+𝑡𝐴𝑘⟩ − ⟨𝐴𝑘⟩
2
⟨𝐴2𝑘⟩−⟨𝐴𝑘⟩2




21 The autocorrelation time here is in units of timesteps. When dealing with real systems it becomes
𝜏 = −Δ𝑡/log 𝑚, where Δ𝑡 is the timestep duration (in seconds) of the dynamics
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where the last equality uses the law of total expectation. The value ⟨𝐴𝑘+𝑡|𝐴𝑘⟩ can
be computed using Eq. 2.22 recursively:
⟨𝐴𝑘+𝑡|𝐴𝑘⟩ = 𝑚⟨𝐴𝑘+𝑡−1|𝐴𝑘⟩ + ℎ
= 𝑚 (𝑚⟨𝐴𝑘+𝑡−2|𝐴𝑘⟩ + ℎ) + ℎ









where the last equality uses the fact that ⟨𝐴𝑘 |𝐴𝑘⟩ = 𝐴𝑘 and∑
𝑡
𝑖=1 𝑚𝑡−𝑖 = (𝑚𝑡 − 1) / (𝑚 − 1).
Since ⟨𝐴𝑘⟩ = ⟨𝐴∞⟩, we have
⟨𝐴𝑘+𝑡|𝐴𝑘⟩ = 𝑚𝑡 (𝐴𝑘 − ⟨𝐴𝑘⟩) + ⟨𝐴𝑘⟩ (2.37)
Applying Eq. 2.37 in Eq. 2.35 yields:
𝐶(𝑡) =
⟨[𝑚𝑡 (𝐴𝑘 − ⟨𝐴𝑘⟩) + ⟨𝐴𝑘⟩] 𝐴𝑘⟩ − ⟨𝐴𝑘⟩2
⟨𝐴2𝑘⟩−⟨𝐴𝑘⟩2
=







Since here 𝑡 is the variable and 𝑚 is a parameter, it makes sense to write it as
𝐶(𝑡) = 𝑒𝑡 ln 𝑚 = 𝑒−𝑡/𝜏 (2.39)
with 𝜏 = −1/ln 𝑚.
Meanwhile, at criticality the avalanche size distribution 𝑝(𝑆) and the avalanche
duration distribution 𝑝(𝐷) are power-laws with critical exponents 𝛼 = 3/2 and
𝛽 = 2, respectively [110]. The average avalanche size ⟨𝑆⟩(𝐷) is a power-lawwith
exponent 𝛾 = 2. Moreover, the average temporal profile follows Eq. 2.8 where




𝑠(𝑡, 𝐷) ∼ 𝐷F (𝑡/𝐷)
(2.40)
In Fig. 2.9weplot the avalanche observables for simulations of aGalton-Watson
BP with varying branching parameter 𝑚. Notice how the distance from critical-
ity 𝜖 = 1 − 𝑚 affects the observables: while the true critical state 𝑚 = 1 results
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Figure 2.9: Avalanche observables of a Galton-Watson branching process. A.
Avalanche size distribution 𝑝(𝑆) for BPs with 𝑚 = 1 (red), 𝑚 = 0.99 (green)
and 𝑚 = 0.9 (blue). Dashed line corresponds to 𝑝(𝑆) ∼ 𝑆−3/2. B. Same as
A for the avalanche duration distribution 𝑝(𝐷). Dashed line corresponds to
𝑝(𝐷) ∼ 𝐷−2. C. Same as A for the average avalanche size ⟨𝑆⟩ of a given du-
ration 𝐷. Dashed line corresponds to ⟨𝑆⟩ ∼ 𝐷2. D. Scaled average avalanche
shape 𝑠(𝑡, 𝐷)/𝐷𝛾−1 as a function of the scaled time 𝑡/𝐷. Simulations are from
a Poissonian BP (𝑋 ∼ Poisson(𝑚)) with 106 avalanches for each 𝑚.
in 𝑝(𝑆) spanning 8 orders of magnitude22 using 𝑚 = 0.99 cuts it to 4 orders
of magnitude (with the same number of avalanches), and 𝑚 = 0.9 to 2 orders
of magnitude. The results of 𝑝(𝐷) are even more extreme, as 𝑚 = 0.9 cuts the
power-law behavior to roughly 1 order of magnitude. Thus, even in the most
simple and controllable example of a BP it is not possible to fit 𝑝(𝐷) of a process
with 𝑚 = 0.9 to data and reliably extract the exponent.
While the critical exponents 𝛼 = 3/2, 𝛽 = 2 and 𝛾 = 2 are often mentioned
in the context of branching processes, the precise form of the distributions are
rarely shown. The reason behind this is that the exact shapes of the avalanche
size distribution 𝑝(𝑆) and avalanche duration distribution 𝑝(𝐷) depend on the
22 Due to it being a simulation, we limit the maximum duration in Fig. 2.9 to 𝐷 = 104 steps, which
limits the range of 𝑝(𝐷) and ⟨𝑆⟩(𝐷). Since ⟨𝑆⟩ ∼ 𝐷2, this results in a maximum average size of
𝑆 ∼ 108, which limits the range of 𝑝(𝑆). In principle, however, the power-laws for 𝑚 = 1 stretch
forever.
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Figure 2.10: Analytic solutions for 𝑝(𝑆) of Binomial and Poisson Galton-Watson BP.
A. 𝑝(𝑆) for 𝑋 ∼ Binom (2, 𝑚/2) (full line, Eq. 2.41) and 𝑋 ∼ Poisson(𝑚)
(traced line, Eq. 2.42), for 𝑚 = 0.99. B. Same as A for 𝑚 = 0.9.
details of the implementation (e.g. the probability distribution the number of
offspring is drawn from). This means that how the distributions deviate from
the pure power-laws in the subcritical case (𝑚 < 1) depends on the microscopic
details of the process. Only as 𝑚 → 1 these details become unimportant and the
asymptotic power-laws emerge.
As examples, consider Galton-Watson BPs with 𝑋 ∼ Binom (2, 𝑚/2) and 𝑋 ∼
Poisson(𝑚). The first represents a binomial process with at most 𝐾 = 2 offspring
per active site, while the second represents the continuous 𝐾 → ∞ Poisson pro-
cess. From combinatorial considerations [116], for the binomial case the full ex-
pression for 𝑝(𝑆) (minus normalization constants) is given by:
𝑝(𝑆) ∼ [2𝑚 (1 − 𝑚/2)]𝑆 𝑆−3/2 (2.41)
while the same expression [127] for the Poisson case is:
𝑝(𝑆) ∼ 𝑒𝑆(1−𝑚)𝑚𝑆−1𝑆−3/2 (2.42)
We can see that only for 𝑚 → 1 both expressions reduce to 𝑝(𝑆) ∼ 𝑆−3/2. In
Fig. 2.10 we compare these expressions. We observe that, for the same 𝑚, the
distributions for the Poisson BP extend further than for the Binomial BP.
While for the avalanche distributions having 𝑚 < 1 results in shorter distri-
butions, for the avalanche shape 𝑠(𝑡, 𝐷) it results in a deviation from the char-
acteristic bell-shaped curve F (𝑡/𝐷) (see Fig. 2.9D). Moreover, as we see in Fig.
2.11, 𝑚 < 1 also causes deviations of the exponent 𝛾 used to collapse all the
shapes from the analytical result of 𝛾 = 2. Using a variance minimization algo-
rithm [128], we obtain 𝛾 = 1.95 for our simulations of a critical (𝑚 = 1) BP,
while subcritical (𝑚 = 0.90) dynamics results in 𝛾 = 1.77. It is worth nothing
that the bell-shaped curve F is characteristic of processes with 𝛾 = 2 [129]. For
processes with e.g. 𝛾 = 3/2 (such as the unbiased Random Walk) it is a semi-
circle instead [130].
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A B C
Figure 2.11: Avalanche shape collapse of a Galton-Watson branching process. A.
Scaled average avalanche shape 𝑠(𝑡, 𝐷)/𝐷𝛾−1 as a function of the scaled
time 𝑡/𝐷 for 𝑚 = 1. The black line corresponds to the average shape, while
the semi-transparent lines correspond to the average shape of avalanches
with the same duration 𝐷. B. Same as A for 𝑚 = 0.99 C. Same as A for
𝑚 = 0.9 Simulations are from a Poissonian BP (𝑋 ∼ Poisson(𝑚)) with 106
avalanches for each 𝑚.
A last propertyworthmentioning is the susceptibility 𝜒 = 𝜕⟨𝐴∞⟩/𝜕ℎ for ℎ → 0.







1 − 𝑚 (2.43)
and thus it also diverges at criticality. In other words, as 𝑚 → 1 the system be-
comes increasingly sensitive to changes in the drive (e.g. stimuli).
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2.5.1 Neuronal avalanches
The first notable evidence23 for criticality in neuronal dynamics came from the
seminal paper by Beggs & Plenz in 2003 [1]. Using local field potential record-
ings of neuronal cultures and slices (i.e. in vitro), they’ve shown that neuronal
networks can display the avalanches of activity (known as neuronal avalanches)
described in Sec. 2.2.Moreover, the avalanche size distribution followed a power-
law 𝑝(𝑆) ∼ 𝑆𝛼 with exponent24 𝛼 = 3/2. Estimating the branching parameter
also yielded 𝑚 ≈ 1. Both measures, 𝛼 = 3/2 and 𝑚 ≈ 1, suggest dynamics of
23 Theoretical arguments for criticality in the brain predate experimental evidence by at least a
decade [2].
24 In that, and other experiments, the obtained exponent varied with bin size Δ𝑡. This is discussed
in Chapter 3.
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Figure 2.12: Avalanche size distributions 𝑝(𝑆) from different studies using local
field potentials. A: 𝑝(𝑆) from in vitro cultures obtained in the original
2003 work by Beggs & Plenz [1]. B: 𝑝(𝑆) from anesthetized rats, from
Gireesh et al. [131]. C: 𝑝(𝑆) from awake monkeys, from Petermann et
al. [132]. D: 𝑝(𝑆) from awake monkeys with a high density (smaller)
recording array, from Klaus et al. [133]. Figure adapted from [133].
doi:10.1371/journal.pone.0019779.g001
a critical branching process (see Sec. 2.4). This result sparked intense research
on criticality in the brain. The avalanche size distribution obtained by Beggs &
Plenz can be seen in Fig. 2.12A.
Following this pioneering work a wide body of research formed, claiming sig-
natures of criticality in different experiments (see Fig. 2.12B-D). This suggested
that criticality could be a universal, simple explanation for how the brain prop-
agates activity. The neuronal networks studied ranged from cultures to awake
animals of various species, with a wide variety of techniques.
Broadly, these techniques either aim to record the spiking activity of some in-
dividual neurons (spike detection), or to record some local average of the activ-
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Table 2.1: Compilation of experimental findings of neuronal avalanches. For cultures,
“region” corresponds to the brain region neurons were extracted from. Range
of 𝑝(𝑆) was either given in the text, or estimated visually. Exponents with “≈”
are not explicitly fitted but instead visually compared.
authors technique region system exponent 𝛼 range of 𝑝(𝑆)
Beggs et al., 2003 [1] LFP cortex culture ≈ 1.5 1-60
Gireesh et al., 2008 [131] LFP cortex culture 1.53 ± 0.02 1-32
Petermann et al., 2009 [132] LFP cortex monkey ≈ 1.5 1-32
Klaus et al., 2011 [133] LFP cortex monkey ≈ 1.5 1-96
Friedman et al., 2012 [134] spikes cortex culture 1.7 1-30
Meisel et al., 2013 [135] MEEG whole head human ≈ 1.5 1-27
Palva et al., 2013 [136] MEEG whole head human 1.31 1-66
Priesemann et al., 2013 [137] LFP varied human 1.58 ± 0.06 1-50
Shriki et al., 2013 [138] MEEG whole head human ≈ 1.5 1-100
Scott et al., 2014 [139] imaging cortex rat ≈ 1.5 1-1000
Arviv et al., 2015 [140] MEEG whole head human 1.50 1-100
Bellay et al., 2015 [141] imaging cortex rat 1.63 ± 0.13 0.01-10
Fagerholm et al., 2015 [142] imaging cortex rat ≈ 1.5 1-1000
Massobrio et al., 2015 [143] spikes cortex culture 1.48-1.52 1-500
Shew et al., 2015 [144] LFP cortex (visual) turtle 1.6-2.6 3-200
Clawson et al., 2017 [145] LFP cortex (visual) turtle 1.8 ± 0.3 2-500
Hahn et al., 2017 [146] spikes cortex (visual) monkey 1.58 ± 0.03 1-20
Levina et al., 2017 [22] spikes cortex culture ≈ 2 1-5900
Yaghoubi et al., 2018 [147] imaging hippocampus culture 1.65 ± 0.1 1-500
Ponce-Alvarez et al., 2018 [148] imaging whole brain zebrafish 2.01 ± 0.03 1-10000
Bocaccio et al., 2019 [149] imaging whole head human ≈ 2 1-1000
Kanders et al., 2020 [150] spikes hippocampus rat 2.18 ± 0.05 1-60
ity of many neurons, either directly or indirectly (using some activity correlate
such as blood-level oxygenation). Thus, they not only record activity differently
(directly vs indirectly), but also at different scales (single-neuron vs popula-
tion). Techniques that record activity on a population scale include the afore-
mentioned local field potential (LFP), and electroencephalography (EEG) and
magnetoencephalography (MEG),with both collectively calledMEEG[151].Note,
even between those, the difference in scale: while LFP recordings typically cover
regions a few millimeters in size, an EEG cap covers the entire human head.
More recently, studies also began using optical imaging techniques [141, 142,
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Table 2.2: Scaling of experiments that measure the full set of power-laws.
Source 𝛼 𝛽 𝛾 (𝛽 − 1) / (𝛼 − 1)
Branching process 3/2 2 2 2
Random walk 4/3 3/2 3/2 3/2
Friedman et al. [134] 1.7 1.9 1.3 1.3
Kanders et al. [150] 2.18 2.76 1.43 1.49
Ponce-Alvarez et al. [148] 2.01 3.01 1.85 1.99
147, 148]. Imaging techniques can in principle record up to single neuron activ-
ity [152–154]. While the temporal resolution at which they can record activity
remains slower than the timescale of propagation, they hold great promise for
future, fully-sampled studies of spiking activity.
In Table 2.1 we summarize the findings of a number of studies of neuronal
avalanches. We see that indeed an impressive variety of experimental systems
produced the same signature of criticality, namely that activity spreads in avalanches
with 𝑝(𝑆) ∼ 𝑆−𝛼. Measured exponents 𝛼 also mostly agreed with the critical
branching process value of 𝛼 = 3/2. Yet, it is important to notice some general
aspects in those studies:
1. most of the analyzed regions are cortical.
2. range of power-law behavior is narrow, often below the standard of 2 or-
ders of magnitude [27].
3. the majority of the evidence comes from non-spiking recordings (LFP,
MEEG, imaging with coarse scales).
The first aspect is perhaps the most important: due to its functional role, the
cortex is a natural region to study using critical phenomena. Yet, different re-
gions of the brain can be very different from cortex both functionally and physi-
ologically. The early visual system, for instance, makes use of very specific struc-
tures and neuronal types in order to process visual information — it is doubtful
that critical phenomena could shed much light into its function. Thus, it is pru-
dent to limit claims of criticality in vivo to the experiments with ample evidence:
cortex, and large-scale whole-brain activity.
The second aspect is related to experimental constraints: number of recording
sites, e.g. the number of electrodes in a multi-electrode array (MEA), limit the
size of events that can be recorded. In particular, with non-spiking recordings
(such as LFP and MEEG) the number of electrodes typically impose a hard cut-
off on 𝑝(𝑆) [155].
The third aspect is related to spiking vs non-spiking recordings, and will be
explored in detail in Chapter 4. Briefly, there we show that electrode-based non-
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Figure 2.13: Avalanche observables from Friedman et al. [134]. A. Avalanche size dis-
tribution 𝑝(𝑆) from a sample culture, fitted to 𝑝(𝑆) ∼ 𝑆−𝛼 with 𝛼 = 1.7.
B. Same as A for the avalanche duration distribution 𝑝(𝐷), fitted to 𝑝(𝐷) ∼
𝐷−𝛽 with 𝛽 = 1.9.C. Same as A for the average avalanche size ⟨𝑆⟩(𝐷), fitted
to ⟨𝑆⟩ ∼ 𝑆𝛾 with 𝛾 = 1.3. D. Scaled average avalanche shape 𝑠(𝑡, 𝐷)/𝐷𝛾−1
as a function of the scaled time 𝑡/𝐷. Adapted from [134].
spiking recordings are less sensitive, and cannot distinguish critical from con-
siderably subcritical dynamics.
Nevertheless, there is compelling evidence for criticality in vitro: in the work
by Levina & Priesemann [22], for instance, the obtained 𝑝(𝑆) followed a power-
law over a large range. Importantly, both in Friedman et al. [134] and Kanders et
al. [150] the full set of scaling relationships from a critical system was obtained.
See respectively Fig. 2.13 and Fig. 2.14 for the results, which are qualitatively
comparable to the observables of the Galton-Watson BP (Fig. 2.9).
In vivo, on the other hand, to the best of our knowledge the only evidence for
the full set of scaling relationships comes from Ponce-Alvarez et al. [148]. In this
study, Light Sheet Fluorescence Microscopy is used to image the whole-brain
dynamics of zebrafish larvae. The technique offers good spatial resolution, with
∼ 104 regions of interest (ROI) composed of few or single neurons. However,














Figure 2.14: Avalanche observables fromKanders et al. [150]. A.Avalanche size distri-
bution 𝑝(𝑆) from a sample culture, fitted to 𝑝(𝑆) ∼ 𝑆−𝛼 with 𝛼 = 2.18±0.05.
B. Same as A for the avalanche duration distribution 𝑝(𝐷), fitted to 𝑝(𝐷) ∼
𝐷−𝛽 with𝛽 = 2.76±0.16.C. Same asA for the average avalanche size ⟨𝑆⟩(𝐷),
fitted to ⟨𝑆⟩ ∼ 𝑆𝛾 with 𝛾 = 1.43 ± 0.05. D. Scaled average avalanche shape
𝑠(𝑡, 𝐷)/𝐷𝛾−1 as a function of the scaled time 𝑡/𝐷. Adapted from [150].
the temporal resolution of 470 ms observes a far slower dynamics than spiking
activity (< 10 ms). The results are shown in Fig. 2.15.
Interestingly, in all experiments the best-fit exponents deviate from the branch-
ing process dynamics of (𝛼 = 3/2, 𝛽 = 2, 𝛾 = 2): in Friedman et al. they are
(𝛼 = 1.7, 𝛽 = 1.9, 𝛾 = 1.3), in Kanders et al. they are (𝛼 = 2.18, 𝛽 = 2.76,
𝛾 = 1.43) and in Ponce-Alvarez et al. they are (𝛼 = 2.01, 𝛽 = 3.01, 𝛾 = 1.85).
Nevertheless, they all follow the basic scaling law of (𝛽 − 1) / (𝛼 − 1) = 𝛾: in
Friedman et al. it is (𝛽 − 1) / (𝛼 − 1) = 1.29, while inKanders et al. it is (𝛽 − 1) / (𝛼 − 1) =
1.49 and finally (𝛽 − 1) / (𝛼 − 1) = 1.99 for Ponce-Alvarez et al.. These are com-
patible with the independently measured values for 𝛾, and appear to collapse
the average avalanche shape well (Figs. 2.13D, 2.14D, 2.15D). In Table 2.2 we
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Figure 2.15: Avalanche observables fromPonce-Alvarez et al. [148]. A.Avalanche size
distribution 𝑝(𝑆) from 𝑁 = 6 zebrafish larvae, fitted to 𝑝(𝑆) ∼ 𝑆−𝛼 with
𝛼 = 2.01 ± 0.03. B. Same as A for the avalanche duration distribution 𝑝(𝐷),
fitted to 𝑝(𝐷) ∼ 𝐷−𝛽 with 𝛽 = 3.01 ± 0.11. C. Same as A for the average
avalanche size ⟨𝑆⟩(𝐷), fitted to ⟨𝑆⟩ ∼ 𝑆𝛾 with 𝛾 = 1.85 ± 0.03. D. Scaled
average avalanche shape 𝑠(𝑡, 𝐷)/𝐷𝛾−1 as a function of the scaled time 𝑡/𝐷.
Adapted from [148].
summarize these exponents, and compare them to the ones fromboth the branch-
ing process and the (unbiased) random walk [116] process.
While a number of mechanisms can generate apparent power-laws [7, 9], the
full set of scaling exponents respecting Eq. 2.40 is unlikely to be explained by
dynamics without a phase transition. Thus, it constitutes strong evidence that
critical-like dynamics can arise in vitro.While evidence that criticality can emerge
in vivo begin to appear with imaging techniques [148], it still does not corre-
spond to spreading spiking activity due to sampling rates much slower than
spiking activity. Thus, to the best of our knowledge, neither long ranges of 𝑝(𝑆)
nor the full set of scaling exponents have been reported for spiking activity in
vivo.
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Table 2.3: Compilation of experiments analyzing cognitive changes and how it relates
to changes in the dynamical state.
authors technique main conclusion
Ribeiro et al. al,
2010 [156]
spikes Near-critical dynamics in awake rats, anesthe-
sia destroys temporal signatures of criticality.
Priesemann et
al., 2013 [137]
LFP Subcritical dynamics in humans, increasingly
close to critical in the following order: REM





Critical dynamics in awake mice, supercriti-









EEG/fMRI Near-critical dynamics in resting state of hu-




fMRI Near-critical dynamics in awake humans,




fMRI Near-critical dynamics in awake humans,
supercritical-like in deep sleep.
Ezaki et al.,
2020 [158]
fMRI Higher cognitive performance in humans
with brain dynamics closer to criticality.
2.5.2 Deviations from criticality
Regardless of the technical challenges, it is a common working hypothesis that
baseline cortical dynamics is critical or near-critical. From that, many studies fo-
cused on how changes from this baseline can result in deviations from critical
dynamics. Topics of research associatedwith possible deviations from criticality
can be divided in three main groups: i) cognitive effects, ii) neurological disor-
ders, and iii) development in vitro. In the following we discuss these three lines
of research.
Most studies of cognition in vivo (in the context of criticality) are concerned
with the effects of loss-of-consciousness (LOC) on brain function. In Table 2.3we
summarize a number of experiments on that. Generally speaking, it was shown
that LOC results in deviations from baseline critical or near-critical dynamics.
The nature of those deviations depends on the nature of the LOC: rapid eye
movement (REM) sleep has been found to skew the dynamics towards a more
subcritical state [137, 157], while deep sleep produced disruptions that can be
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interpreted as supercritical25 [149]. Anesthesia also resulted in changes compat-
ible with supercritical dynamics [139, 141, 156]. In terms of task performance, a
smaller distance to criticality has been found to correlate with higher cognitive
performance [158]. Interestingly, the distance to criticality has been observed to
increase (i.e. more subcritical) during attention tasks [142].
It has been surmised that task-related changes from critical dynamics can be
explained by thewaywhich criticalitymaximizes variability and sensitivity (Sec.
2.4.4) [6]. While a highly variable, flexible dynamic state could be optimal in a
pre-task context, it could be detrimental during focused attention. This effect
has been long studied in the context of neuronal variability (“brain noise”) dur-
ing task and stimulus onset, in which neuronal variability is observed to de-
crease [159, 160].
The study of neurological disorders using the concept of criticality focusmostly
on epilepsy [161–165]. As epileptic seizures are associatedwith synchronization
issues [166], they are often modeled in terms of a transition between oscillatory
and non-oscillatory activity [163–165]. This type of transition is known in dy-
namical systems as a bifurcation point.
Seizures have also been modeled in terms of the quiescent-active transition
of the branching process. In that picture, seizures are associated with supercrit-
ical dynamics, as its activity-amplifying properties can be considered a source
of instability. Despite its appeal, evidence that seizures are related to supercrit-
ical dynamics is conflicting. It has been shown that seizures are accompanied
by an excess in larger avalanches of activity [161], and that anti-epileptic drugs
induce subcritical dynamics [167]. However, no link between seizure onset and
supercritical dynamics has been observed [168–170] (see Fig. 2.16B).
This lack of evidence that supercritical dynamics is implied in epilepsy may
be due to the inherent variability of near-critical dynamics. We can see this in
the Galton-Watson BP (Sec. 2.4.1), where only for a very supercritical 𝑚 ≈ 1.4
an avalanche is more likely than not (𝑃𝑠 > 50%) to result in runaway activity26.
Nevertheless, research continues into how criticality may be used in seizure pre-
diction.
Changes to the large-scale dynamics of neuronal networks have been observed
during development in vitro. In Table 2.4 we summarize some experiments ex-
ploring that. Generally, they point towards the network becoming closer to crit-
icality as it develops [22, 101, 150, 171]. It is interesting to note that this change
is sometimes not smooth— the network dynamics goes through subcritical and
supercritical phases, as if the driving mechanism is correcting after undershoot-
ing/overshooting the critical point. Mechanistically, it is proposed that this hap-
pens due to plasticity rules in a form of self-organized criticality [172, 173].
25 As we’ve seen in Sec. 2.4, a finite system cannot be simultaneously stationary and rigorously
critical or supercritical. Thus, we employ “supercritical” as short-hand for a not strictly stationary
process which is transiently supercritical.
26 This is seen in Fig. 2.6B, and numerically shown by solving Eq. 2.18 for 𝑃𝑠 = 0.5.
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Table 2.4: Experiments analyzing development of neuronal cultures, at different days
in vitro (DIV).
authors reported dynamic state
Tetzlaff et al.,
2010 [101]
Subcritical (DIV < 20), supercritical (DIV = 20), subcritical
(DIV = 36) and finally critical (DIV = 58).
Pu et al.,
2013 [171]
Subcritical, then critical/supercritical (?̂? ≈ 1.2) during 30−
80% of culture lifetime (up to DIV = 147).
Levina et al.,
2017 [22]




Subcritical (DIV ≤ 9), then critical (DIV = 10 and DIV =
11) then supercritical (DIV = 13).
It is important to note that this evidence comesmostly from neuronal cultures.
Interpreting and extrapolating results from cultures requires care, as i) cultures
start dissociated, so activity is always uncorrelated in the beginning and ii) cul-
tures die after at most a few months, so eventually the dynamics degrade due
to that effect (it e.g. stops being critical). More importantly, it is unclear how
much can be generalized from cultures to living brains, due to differences in
structure and stimulation27 It is also important to note that not all cultures de-
velop towards a critical state. For instance, Pu et al. [171] report non-critical be-
havior in 6 out of 23 culture samples, while Pasquale et al. [174] and Friedman
et al. [134] report different culture samples developing towards different points
in the subcritical-supercritical range.
This variability can be due to a number of variables that are difficult to control
in experiments, such as variability in network topology and spike rate. Changes
in the topology may lead to different types of dynamics [147], while it was
shown that spike rate homeostasis can drive branching networks towards vary-
ing levels of subcritical dynamics depending on the target rate [173]. Moreover,
neurons die as the culture develops, and the neuronal density inmature cultures
vary over a wide range of 10 − 103 neurons/mm2 [175, 176].
2.5.3 Reverberating dynamics in vivo
All in all, the studies mentioned in Sec. 2.5.1 and Sec. 2.5.2 suggest that i) near-
critical dynamics is a good fit to baseline neuronal activity, and ii) changes from
this baseline can be characterized within the framework of critical processes.
Nevertheless, we’ve shown that experimental evidence of criticality comes
with a number of technical caveats,mostly derived fromexperimental constraints.
27 Most cultures are not stimulated apart from being placed in a medium that induces spiking ac-
tivity. Even in those that are, it is challenging to design a stimulation protocol generating input
statistics resembling those of in vivo.
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Figure 2.16: Experimental evidence of reverberating dynamics. A. Estimated branch-
ing parameter ?̂? of monkeys (prefrontal cortex), cats (visual cortex) and
rats (hippocampus). Adapted from [177]. B. Estimated branching param-
eter ?̂? of human patients with epilepsy, for the epileptic region (purple)
andnon-epileptic hemisphere (gray). Brain areas are the hippocampus (H),
amygdala (A), parahippocampal cortex (PHC) and entorhinal cortex (EC).
Adapted from [170].
In many situations, these caveats inhibit a more precise classification of the dy-
namics beyond “near-critical”. For example, the short power-laws usually ob-
tained from analysis of neuronal avalanches make it difficult to distinguish sub-,
super- and critical dynamics (see Fig. 2.9A-C). This is significant, as we’ve estab-
lished that functional properties (such as sensitivity to input) vary dramatically
near criticality.
Importantly, subsampling of spiking activity hinders precise classification of
the dynamics at the neuronal level. By failing to fully observe the system not
only activity is lost, but it gets less correlated both in space and time. As a result,
measures such as the autocorrelation function 𝐶(𝑡) are biased towards lower
values, and smaller avalanches are observed.
Recently, mathematical tools have been developed to correct for this subsam-
pling bias. In terms of neuronal avalanches, Levina & Priesemann [22] demon-
strated how to scale the subsampled avalanche size distribution and recover the
true avalanche size distribution. Importantly, Wilting & Priesemann [178] de-
veloped a method to obtain the true branching parameter even under heavy
subsampling. Using this method, they found that baseline in vivo spiking ac-
tivity operates consistently in a slightly subcritical, driven regime. This result
was consistent across species (monkey, rat, cat, human) and brain regions [170,
177, 178] (see Fig. 2.16). It supports (and quantifies) earlier results from neu-
ronal avalanches of spikes [179]. Such regime is on average 2% off criticality
(?̄? ≈ 0.98), and is called reverberating.
We argue [100] that this reverberating regime is an ideal baseline fromwhich
activity can flexibly adapt to task requirements. It maintains a safe distance from
critical instability while still drawing from interesting properties of the critical
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Figure 2.17: Reverberating dynamics in vivo. A. Example timeseries of activity with
Poissonian (𝑚 = 0), Reverberating (𝑚 = 0.98) and near-critical (𝑚 =
0.9999) dynamics. B. Hierarchical representation of the visual and auditory
systems. As input moves up the hierarchy, timescales increase. C. Repre-
sentation of a tuning mechanism from a baseline reverberating dynamics:
if a predator sees a prey, relevant areas are tuned in (increased timescales),
while non-relevant areas are tuned out. Reproduced from [100].
state. For instance, it results in an autocorrelation time of 𝜏 = −𝛿𝑡/ln(0.98) ≈
200 ms, where we use 𝛿𝑡 = 4 ms as the timescale of spiking activity. In this
regime, a 1% increase in 𝑚 doubles 𝜏, while a 1% decrease results in a 33% de-
crease in 𝜏. In terms of sensitivity to input (Eq. 2.43), the 1% increase doubles
the sensitivity, while the 1% decrease cuts it in half. As 𝑚 → 1 this change be-
comes more extreme, but it incurs into a higher risk of runaway activity, and of
dynamics becoming dominated by fluctuations in e.g. synaptic strength [180].
Thus, being in the reverberating regime could offer a way for neuronal activ-
ity to quickly tune in or tune out external input, depending on requirements.
We illustrate this in Fig. 2.17C, where such a mechanism could be used to dy-
namically amplify important input (e.g. visual input with prey), and suppress
non-relevant ones.
3
SAMPL ING B IA S
In this chapter we explore how sampling bias can affect dynamics on a number
of different systems. All the results shown here can be considered new. We first
introduce the concept, and demonstrate how sampling bias can affect the ob-
servables of the branching process. We then show how imperfect sampling can
bias the coarse graining of the Ising model, introducing spurious correlations.
Lastly, we demonstrate how sampling bias combined with frequency filtering
can produce the variability in neuronal spectra observed in experiments. We
find the signature of those mechanisms in a large number of datasets. This re-
sult suggest that sampling of neuronal activity using electrodes is better in vivo
than in vitro.
3.1 WHAT I S SAMPL ING B IA S ?
In statistical inference, sampling refers to the process of estimating characteris-
tics of a population (system) by selecting a subset of individuals (samples) [181].
Usually, statistical inference operates under the assumption that samples are in-
dependent and identically-distributed (i.i.d) random variables with finite vari-
ance. Under this assumption, the central limit theorem guarantees that themean
of the sampled characteristic converges to the true mean of the distribution and
that the sampled distribution is Gaussian. Furthermore, the Berry-Essen theo-
rem states that the convergence rate is ∼ 𝑛−1/2, with 𝑛 being the number of
samples.
When the assumption of i.i.d. random variables fails, it cannot be assumed
that sampled characteristics converge monotonically (or quickly) to their true
values1. It can result in erroneous values for the incompletely-sampled charac-
teristics of the population, which we call sampling bias. Generally, sampling
bias is an important issue in any field where sampling is incomplete. For in-
stance, in population statistics one of the main goals is how to avoid bias in pop-
ulation surveys (e.g. election polls) [182]. Sampling also affects the perceived
structure of networks. For instance, undersampled scale-free2 networks are not
scale-free [184].
When considering dynamical systems, in particular, samples are generally not
i.i.d. Since a dynamical system evolves in timemodeled by a set of (deterministic
or probabilistic) equations, samples are usually correlated in time. Thus observ-
1 It also means that standard statistical tests like the t-test and ANOVA do not apply anymore.
2 A scale-free network is onewhere the degree distribution follows a power-law 𝑝𝑘 ∼ 𝑘−𝛼. Scale-free
properties have been observed in many real-world networks [183].
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Figure 3.1: Effects of subsampling on a branching process with 𝑚 = 0.99. A. Activ-
ity timeseries 𝐴(𝑡) of the BP with sampling probability 𝑝 = 1 (blue) and
𝑝 = 0.01 (orange). B. Autocorrelation function 𝐶(𝑡) of the timeseries of A. C.
Estimation of the branching parameter ?̂? by fitting 𝐴 (𝑡 + 1) = ?̂?𝐴 (𝑡) + ℎ,
for varying levels of 𝑝.
ables of the system must be either i) invariant under sampling3 or ii) explicitly
corrected for it.
To exemplify the effects of sampling in a dynamical system, lets consider
the branching process defined in Sec. 2.4. For a BP with branching parameter
𝑚 = 0.99 (close to criticality), lets assume that each event is observed with
probability 𝑝. As we can see in Fig. 3.1A, the activity timeseries 𝐴(𝑡) when sam-
pling 1% of the events (𝑝 = 0.01) can look dramatically different from the fully-
sampled one (𝑝 = 1). More importantly, failing to observe events decorrelates
activity, which leads to sampling bias in observables of collective dynamics.
We observe this in Fig. 3.1B, where sampling 1% of the events results in an
offset in the autocorrelation function 𝐶(𝑡). In Fig. 3.1C we see the subsampled-
induced bias in the estimation of the branching parameter ?̂?, obtained by fitting
𝐴 (𝑡 + 1) = ?̂?𝐴 (𝑡) + ℎ. While the fully-sampled dynamics (𝑝 = 1) recovers the
correct value, sampling 1% of the events results in ?̂? ≈ 0.3. From Eq. 2.34, this
means we underestimate the true autocorrelation time 𝜏 of the dynamics by a
factor of 100.
In the case of (biological) neuronal dynamics, biasing 𝜏 by such an amount
would make it indistinguishable from zero. Thus, the near-critical dynamics of
the 𝑚 = 0.99 branching process would be erroneously classified as uncorrelated.
This ties into what has been called the “dark matter” problem of neuronal ac-
tivity: neurons can spike very little or only under specific input, and thus not
show in typical recordings [185]. Similar to the subsampling of the branching
3 An example of an invariant observable is the one developed in [178] to obtain an unbiased esti-
mate of the branching parameter 𝑚.
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dynamics, the existence of these silent neurons could bias our understanding
how activity propagates in the brain.
3.2 SAMPL ING B IA S IN THE I S ING MODEL
3.2.1 Coarse graining
The 2D Ising model (discussed in Sec. 2.3.2) is often used to exemplify how a
system can be sampled while keeping its main properties. This is done through
a renormalization group (Sec. 2.3.1) transform, also known as coarse graining of
the Ising model [55]. In this framework, the system is rescaled by merging mul-
tiple spins into one. This new coarse-grained system, made of rescaled “super-
spins”, offers a larger scale view on the dynamics4.
The actual process of coarse graining the Isingmodel can be done in a number
of ways. Themost common one is known as the real-space5 blockspin transform
with a majority rule. In that, blocks of 𝑏 × 𝑏 spins are grouped into a single spin,
with sign (+1 or −1) equal to themajority valuewithin the group.We exemplify
this in Fig. 3.2.
Importantly, the coarse-grained system is not identical to the underlying sys-
tem — for one, it is subject to finite-size effects and thus its observables are nu-
merically different. As mentioned in Sec. 2.3.1, only at criticality the observables
of the Ising model are invariant under coarse-graining.
In order to study the coarse graining of the Ising model, we perform Monte
Carlo simulations of the 2D Isingmodel using themassively parallelmulticanon-
ical method [186, 187]6. The multicanonical method offers numerous advan-
tages over conventional Monte Carlo approaches. For instance, instead of sim-
ulating at a single temperature, one simulation covers the whole energy space.
High-precision canonical expectation values of observables are recovered for
any desired temperature during a post-production step.
In Fig. 3.2B we observe the effects of coarse graining on the normalized abso-
lute magnetization 𝑚(𝑇) = 1𝑁 | ∑𝑖 𝑠𝑖|. Only at the critical point 𝑇 = 𝑇𝐶 we find
an invariant 𝑚(𝑇) — for 𝑇 < 𝑇𝑐, 𝑚 is increased, while for 𝑇 > 𝑇𝑐, 𝑚 is decreased.
An alternative rule for coarse graining the Ising model is known as the dec-
imation rule. In that, instead of using the majority of spins within the block, a
random spin is chosen to represent the block.
If instead of the majority rule the decimation rule is used, the blocking proce-
dure does not alter the correlation between spins before and after the transfor-
mation (Fig. 3.2C). As a consequence, the magnetization remains unaltered in
general. However, in the disordered phase, we still notice a systematic deviation
from the unblocked system (with 𝐿 = 64). This deviation can be fully attributed
4 This is related to the concepts of spatial sampling and cluster sampling in statistics [181].
5 For other systems, renormalization is often done in momentum space.
6 Results in this section were produced in conjunction with F. P. Spitzner.
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Figure 3.2: Coarse graining the Ising model. A. Representation of the coarse graining
where a 4 × 4 (𝐿4) system gets rescaled to a 2 × 2 system with a majority rule
and block size 𝑏 = 2. B. Effect of coarse graining on the average magnetiza-
tion 𝑚(𝑇) with block size 𝑏 = 4. Since the system is rescaled by a factor of
1/𝑏2, the blocked systemwith size 𝐿64 needs to be compared to an unblocked
system with size 𝐿16. Only for 𝑇 = 𝑇𝐶 we find an invariant 𝑚(𝑇) under
coarse graining. C. Comparison between the fully-sampled, unblocked sys-
tem and blocked systems using themajority rule and the decimation rule for
𝑏 = 4. All simulations and curves for 𝐿 = 64. In the ordered, low-temperature
phase, the sub curve matches the fully sampled system. Only for the high-
temperature phase deviations occur due to finite-size effects (the magneti-
zation for 𝑇 → ∞ approaches the value expected for the rescaled 𝐿 = 16
system). The coarse curve is systematically biased towards more ordered
states.
to finite-size effects: The distribution of realizable magnetizations in the disor-
dered phase follows a Gaussian with mean zero and variance proportional to
the (effective) number of spins. Due to the definition of the magnetization with
absolute value, the expectation value of the magnetization for 𝑇 → ∞ is deter-
mined by the (effective) system size. Note that the impact of different block-
transformation rules on 𝑚(𝑇) will not hold for all other canonical observables
such as the energy 𝐸(𝑇) [55].
Here we used the coarse graining of the Ising model to demonstrate two im-
portant concepts: i) only at criticality the observables are preserved under rescal-
ing and ii) the details of the rescaling procedure can impact how it biases the
observables away from criticality.





























Figure 3.3: Coarse graining the Ising model. A. Representation of the standard coarse
graining where block size matches the distance between blocks (𝑑 = 𝑏 = 4).
No overlap is created. B. Coarse graining with block size 𝑏 = 4 and a dis-
tance between blocks of 𝑑 = 3. Overlapping spins (orange) are shared by two
or more blocks. C. With the majority rule, overlap impacts the spontaneous
magnetization 𝑚(𝑇). Only the crossing between the unblocked (𝐿 = 16) and
non-overlapping blocked system (𝑑 = 𝑏, 𝐿 = 64) happens at 𝑇 = 𝑇𝐶, as
would be expected. Intriguingly, the overlap (𝑑 < 𝑏, 𝐿 = 32) pushes the
system towards higher magnetization where spins appear more aligned. On
the other hand, the absence of overlap (𝑑 > 𝑏, 𝐿 = 128) causes smaller mag-
netization where spins appear more random.
3.2.2 Overlapping blocks induces bias
To show how sampling bias can affect the measured observables, we now intro-
duce an overlap between the blocks of the Isingmodel coarse graining (Fig. 3.3).
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In the native block-spin transformation, blocks do not overlap. Then, in terms of
spins, the linear distance 𝑑 between two blocks matches the block size 𝑏 = 𝑑 = 4
(Fig. 3.3A). When the distance between blocks is smaller than the block size,
𝑑 < 𝑏 (Fig. 3.3B), measurement overlap is created, while when 𝑑 > 𝑏 parts of
the system are not sampled.
Herewe look at combinations of block size 𝑏 = 4with distance between blocks
of 𝑑 = 2, 𝑑 = 4 and 𝑑 = 8. In order to preserve the effective system size (𝐿 = 16),
we thus perform simulations for 𝐿 = 32, 𝐿 = 64 and 𝐿 = 128, respectively.
We find that, for increasing overlap (𝑑 < 𝑏), the crossing occurs at 𝑇 > 𝑇𝑐
(Fig. 3.3C). This is because sharing spins increases the correlations between
blocks (pairwise andhigher-order),making itmore likely that the rescaled spins
point into the same direction. In other words, it biases the measurement of 𝑚 to-
wards order, increasing our estimated critical temperature.
For absent overlap (𝑑 > 𝑏), only every other block is measured. This decorre-
lates the spins near the borders of each block and, therefore, decreases the cor-
relation between blocks. As a consequence, the spin orientation of the blocked
system moves towards disorder, decreasing the measured magnetization 𝑚.
In conclusion, we find that overlapping blocks in the Isingmodel coarse grain-
ing can induce spurious correlations and bias the magnetization 𝑚(𝑇). This can
lead a subcritical system (𝑇 < 𝑇𝐶) to be considered critical due to apparent
invariance of 𝑚(𝑇). This overlapping will be a key mechanism in Chapter 4,
where we show that it can heavily bias measurements of criticality in neuronal
avalanches.
3.3 SAMPL ING B IA S AND 1/𝑓 NO I S E
3.3.1 What is 1/𝑓 noise?
The phenomena of 1/𝑓 noise is ubiquitous in nature [188–190]. It refers to the ten-
dency of the power spectral density of various systems to scale with frequency
𝑓 as a power-law
𝑃𝑆𝐷(𝑓 ) ∼ 1/𝑓 𝛽 (3.1)
with an exponent7 𝛽 > 0 . It was first observed in electric circuits, and sub-
sequently in many diverse phenomena ranging from earthquakes [191] to stock
market fluctuations [192] to heartbeat rhythms [193] to gravitationalwaves [194].
Mathematically, the power spectral density (PSD) of a timeseries 𝐴(𝑡) is de-
fined8 as
𝑃𝑆𝐷(𝑓 ) = | ̂𝐴(𝑓 )|2 (3.2)
7 While the term ”1/𝑓 noise” sometimes refers to 𝑃𝑆𝐷 ∼ 1/𝑓 𝛽 with 𝛽 = 1 (also known as pink
noise), here we use it in the broader sense to describe any 𝛽 > 0.
8 For this definition to be valid, 𝐴(𝑡) must be both stationary and square-integrable.
3.3 SAMPL ING B IA S AND 1/𝑓 NO I S E 51
A B
Figure 3.4: Power spectral density (PSD) and autocorrelation of branching processes.
A. PSD of branching processes with 𝑚 ∈ [0.9, 0.999]. The vertical lines cor-
respond to the cut-off frequency 𝑓0 = −log 𝑚/2𝜋 for both 𝑚 (traced line for
𝑚 = 0.999, solid line for 𝑚 = 0.9). B. Autocorrelation function 𝐶(𝑡) for the
same branching processes as A. Horizontal line corresponds to 𝐶(𝑡) = 1/𝑒.
Simulation data from branching processes with drive with average activity
𝐴∞ = 50 and 106 timesteps.
where ̂𝐴(𝑓 ) = ∫∞−∞ 𝑒
−2𝜋𝑖𝑓 𝑡𝐴(𝑡)𝑑𝑡 is the Fourier transform of 𝐴(𝑡) . For a sampled
(discrete) timeseries 𝐴𝑛 with sampling resolution 𝛿𝑡 , the PSD is given by







Being discrete, 𝑃𝑆𝐷(𝑓 ) has a maximum frequency given by the Nyquist fre-
quency 𝑓𝑚𝑎𝑥 = 1/2𝛿𝑡 .
The PSD is also linked to the autocorrelation function (see Sec. 2.2.1) by the
Wiener–Khinchin theorem. It states that the autocorrelation function of a station-
ary process has a spectral decomposition given by the PSD of the process. For a










Thus, in theory the PSD and the autocorrelation function represent the same
information in real and frequency spaces. In practice, however, depending on
the situation on or the other may be better-suited to study a system.
To show that, and for what follows afterwards, lets obtain the spectrum of the
branching process (BP) with drive (Sec. 2.4.2). For a BP with branching param-
eter 𝑚, the autocorrelation function9 is
𝐶(𝑡) = 𝑒−𝑡𝛿𝑡/𝜏 (3.5)
9 It differs from the 𝐶(𝑡) derived in Sec. 2.4.4 in that here we separate the (now unitless) number
of steps from its temporal resolution, i.e. 𝑡 → 𝑡𝛿𝑡.
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where 𝜏 = −1/log 𝑚 is the autocorrelation time of the process. If we approxi-
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= 1
𝑓 2 + 1/4𝜋2𝜏2
(3.6)
If we define the cut-off frequency 𝑓0 ≡ 1/2𝜋𝜏 = −log 𝑚/(2𝜋) we then have:
𝑃𝑆𝐷(𝑓 ) ≈ 1
𝑓 2 + 𝑓 20
(3.7)
Thus, the PSD of a driven BP is a Lorenzian function. As 𝑚 → 1, 𝑓0 → 0 and
𝑃𝑆𝐷(𝑓 ) ∼ 1/𝑓 2. In the limit 𝑚 → 0 we find that 𝑓0 dominates and the PSD is flat.
We show the PSD for varying 𝑚 in Fig. 3.4A, and the respective 𝐶(𝑡) in Fig. 3.4B.
Lets suppose we are interested in using these measures to obtain the autocor-
relation time 𝜏. With the PSD, we can obtain 𝑚 by fitting Eq. 3.7 to the data, from
which we obtain an estimate ̂𝜏 = 1/2𝜋 ̂𝑓0. However, if we propagate the fitting
error Δ𝑓0 of ̂𝑓0 to 𝜏, we find that Δ𝜏 ∼ Δ𝑓0/ ̂𝑓 20 . Since 𝑓0 → 0 as 𝑚 → 1, using the
PSD to obtain 𝜏 is increasingly worse as the system gets closer to criticality.
Estimating 𝜏 from the autocorrelation function 𝐶(𝑡), on the other hand, suffer
from the reverse effect: due to limited data, there is a minimum value below
which 𝐶(𝑡) is dominated by noise. This translates into a maximum number of
timesteps that can be used in the fitting of𝐶(𝑡). In Fig. 3.4Bwe see that𝐶(𝑡) of the
system close to critical (𝑚 = 0.999) can be reliably fitted on a range of thousands
of timesteps, while for the subcritical one (𝑚 = 0.9) this range is much shorter.
This can be quantified by noting that 𝜏 corresponds to the number of timesteps
it takes for the signal to decay to 𝐶 = 1/𝑒 ≈ 0.37, which are ∼ 103 timesteps
for 𝑚 = 0.999 and ∼ 10 timesteps for 𝑚 = 0.9. Thus, using 𝐶(𝑡) to obtain 𝜏 is
increasingly worse as the system gets further to criticality.
In summary, both the PSD and autocorrelation function 𝐶(𝑡) can be used to
estimate 𝜏: the autocorrelation function 𝐶(𝑡) is more accurate closer to criticality,
while the PSD is better for more subcritical systems.
3.3.2 1/𝑓 noise in neuronal recordings
The study of neuronal activity using spectral analysis has been a big part of neu-
roscience since the invention of the electrocardiogram (EEG) around a century
ago. For decades, most of the research focused on the study and characterization
of neural oscillations, which are oscillatory patterns of neuronal activity.
Neural oscillations are divided in frequency bands, and have been linked to
a large array of physiological and cognitive mechanisms. For instance, activity
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Figure 3.5: Power spectral density from electrode measurements of neuronal activity.
PSD of Local Field Potential (LFP) measures in vitro from neuronal cultures
(blue), LFP in vivo from mice (orange) and intra-cranial Electroencephalog-
raphy (iEEG) in vivo from humans (green).
in the theta band (6 − 10 Hz) is linked to memory function in the hippocam-
pus, while an excess of activity in the delta band (0.5 − 2 Hz) defines slow-
wave (deep) sleep. These oscillations occur on top of an aperiodic, background
”noise” signal whose amplitude decays with increasing frequency. This back-
ground signal is an example of 1/𝑓 noise, and recently its origin has become a
major topic of study.
In neuroscience, 1/𝑓 noise has been observed in measurements of neuronal
activity using a vast range of techniques, such as EEG, MEG, LFP, ECoG and
fMRI. Crucially, the measured exponent 𝛽 has been observed to vary in a large
range 0 < 𝛽 < 4 (see Fig. 3.5). Many mechanisms have recently been proposed
to explain this variability in𝛽: changes in the firing rate [195], varying excitatory-
inhibitory (E-I) balance [196–198], aging [199] and frequency filtering [8, 200–
202].
The role each of those mechanisms play in variousmeasurements of neuronal
activity is still an open question. In particular, much has been debated whether
measurements of neuronal activity are subject to a low-pass frequency filter. Lo-
cal measurements such as the LFP and ECoG are believed to be affected by den-
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Figure 3.6: Power spectral density of subsampled branching processes. A. PSD of a BP
with 𝑚 = 0.999 (close to critical) where events are observedwith probability
10−3 ≤ 𝑝 ≤ 1. B. Same as A for a BP with 𝑚 = 0.9 (subcritical). Subsampling
convolves the (Lorentzian) spectrum of the BP with the flat spectrum of an
uncorrelated process.
dritic filtering, caused by the intrinsic neuronal morphology [151, 203, 204].
More controversially [205], filtering could also come from capacitive proper-
ties of the extracellular tissue [8, 201, 202, 206].
In the following we propose a new mechanism based on sampling bias, and
show that it can explain shallow exponents 𝛽 < 2. We demonstrate how, cou-
pled with a filtering mechanism, it can explain the entire range 0 < 𝛽 < 4 of
exponents observed experimentally.
3.3.3 Varying exponents from sampling effects
Lets now explore how sampling bias can affect the spectra of near-critical dy-
namics. We first look into the driven branching process. Like in Sec. 3.1, we
consider that each event is observed (independently) with probability 𝑝. The
resulting PSDs are shown in Fig. 3.6.
By decorrelating activity, subsampling mixes the spectra of the BP (∼ 1/𝑓 2)
with that of an uncorrelated process (flat). While for low frequencies it main-
tains the underlying activity spectra, for high frequencies we obtain flat spectra.
The larger the subsampling (smaller 𝑝), the lower the frequency at which the
spectra becomes flat. Since the spectra of a subcritical BP is flat for frequencies
𝑓 ≪ 𝑓0 = −log𝑚/2𝜋 (Eq. 3.7), for small 𝑝 the spectra of a BP will be indistin-
guishable from that of an uncorrelated process. We see this in Fig. 3.6B, where
the spectra is completely flat for 𝑝 < 0.01. While subsampling can make the PSD
of a BP look uncorrelated (like in in Fig. 3.1), it does not alter the exponent 𝛽 = 2
of the power-law.
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The electrophysiological techniques (LFP, EEG, etc) used to record neuronal
spectra do not randomly subsample spikes, however. Rather, they directly or in-
directly represent weighted averages of (hundreds to billions of) neurons spik-
ing. Exactly how these techniques sample neuronal activity is a matter of ac-
tive research. Many sophisticated models have been developed in order to ex-
plore how features such as neuronal morphology and firing rate influence the
recorded electric potentials. [204, 207, 208].
As a baseline, these techniques record electric potentials from extracellular
synaptic currents of firing neurons [151, 203, 209]. Fromclassic eletromagnetism,
the electric potential 𝑉(r) generated by an arbitrary (static) charge distribution








where 𝐴𝑙(r) incorporates the effects of the charge distribution, 𝜖 is the permittiv-
ity of the medium and 𝑅 = |r| is the distance from the charge distribution. In the
case of a single point charge 𝑄 we find that only the first term 𝑙 = 0 is non-zero,






In the case of two opposite charges +𝑄 and −𝑄 separated by a distance 𝑑, in the







where 𝜃 is the angle from the line formed by the two charges and the pointwhere
𝑉dip is measured. This potential 𝑉dip is known as an electric dipole.
While synaptic currents can certainly generate electric potentialsmore compli-
cated thanmonopoles and dipoles, these are considered the twomost important
contributors [151, 203]. In particular, the electric potential generated by single
pyramidal neurons can be modeled as a dipole (see Fig. 3.7 for representations
of a monopole, dipole and pyramidal neuron). As we can see in Eqs. 3.9 and
3.10, the main difference between monopoles and dipoles is that the potential
of the monopole decays as ∼ 1/𝑅, while with the dipole it is ∼ 1/𝑅2. This im-
plies a sampling effect: the resulting electric potential from neuronal activity
can be sampled by an electrode from much further away if it is more similar to
a monopole than a dipole.
We decide to model this non-random local sampling with a virtual electrode
that samples its surrounding. The surrounding is made of a 2D arrangement of
𝑁 = 104 randomly-placed point neurons connected each to the 𝐾 = 103 nearest
neighbors. The dynamics is is given by a driven branching process, and spreads
locally 10. We parametrize the effective signal of a spiking neuron by considering
10 More precisely, the probability of activation by a neighbor decreases with distance with a Gaus-
sian distribution. This model is used in Chapter 4 to study neuronal avalanches. For an extensive
description of its details please check Sec. 4.2.







A B C Pyramidal neuron
Figure 3.7: Representation of electric potentials. A. Representation of an electric
monopole, caused by a single charge +𝑄. B. Representation of an electric
dipole, caused by a positive charge +𝑄 (a source) and a negative charge −𝑄
(a sink). C. Illustration of the dendritic tree of a pyramidal neuron. The api-
cal tree (top) is negatively charged,while the cell body (bottom) is positively
charged. As a first approximation, it can be modeled as a dipole.
that it decayswith distance 𝑅 from the neuron as ∼ 1/𝑅𝛾 with 𝛾 > 0. Thus, 𝛾 = 1
corresponds to a monopole, while 𝛾 = 2 is a dipole. Mathematically, the signal








where 𝐴𝑖(𝑡) is the activity state (0 or 1) of neuron 𝑖 situated at a distance 𝑅𝑖 from
the electrode.
The resulting PSD from this sampling scheme is shown in Fig. 3.8. We find
that, contrary to simple subsampling, this spatial (coarse) sampling decreases
the exponent of 𝑃𝑆𝐷 ∼ 1/𝑓 𝛽 while maintaining the power-law shape11. The
larger 𝛾 is, the more local the sampling and the flatter the spectra (smaller 𝛽).
Thus, simple sampling effects could explain flatter exponents 𝛽 < 2 in neu-
ronal recordings. Importantly, it would imply that electrophysiological record-
ings with 𝛽 < 2 (such as LFP in vitro of Fig. 3.5) are the result of poor sampling
of the underlying activity.
In order to explain heavier exponents 𝛽 > 2 wemust introduce another mech-
anism. As mentioned in Sec. 3.3.1, extracellular techniques are subject to atten-
uating effects caused by brain tissue (in intra-cranial measurements) and bone
(in EEG). These effects may block higher frequencies, generating a low-pass fre-
quency filter that effectively introduces spurious correlations in the measured
signal [8, 201, 202, 206]. We model this using a power-law shot noise frequency
filter [200, 210]. With this filter, the signal generated from an activation at time
11 The flat spectra observed as 𝑓 approaches the highest frequency (0.5 in units of 1/timestep, which
is the Nyquist frequency) is due to aliasing effects and can be considered an artifact of the PSD
estimation.






Figure 3.8: Power spectral density of a virtual electrode with a 1/𝑅𝛾 field of view. A.
PSD of a BP with 𝑚 = 0.999 (close to critical) where events are observed a
virtual electrode whose field of view decreases with distance 𝑅 as 1/𝑅𝛾. B.
Same as A for a BP with 𝑚 = 0.9 (subcritical). The underlying dynamics is
made of of 𝑁 = 104 units each connected to the nearest 𝐾 = 103 neighbours
in a 2D space with distance-dependent weights. The flat spectra for high
frequencies 𝑓 is the result of aliasing effects.
𝑡𝑖 does not decay instantly (a delta peak), but instead decays with a power-law.
The activity at time 𝑡 > 𝑡𝑖 from this single activation is given by
𝐹(𝑡, 𝑡𝑖) = (𝑡 − 𝑡𝑖)
1−𝛾𝑓 /2 (3.12)
where 𝛾𝑓 ∈ (0, 2) is the shot noise exponent. It can be shown [210] that if the
activity is uncorrelated (i.e. 𝑡𝑖 are drawn from a Poisson distribution) then the
process defined by Eq. 3.12 results in 1/𝑓 noise with exponent 𝛾𝑓 : 𝑃𝑆𝐷 ∼ 1/𝑓
𝛾𝑓 .
Note that in the limit 𝛾𝑓 → 2 we have 𝐹(𝑡, 𝑡𝑖) → 1, and activity from the single
spike never decays. Thus, this process can only generate exponents 𝛾𝑓 < 2.
By combining the power-law shot noise filter with the branching dynamics,
we can generate heavier PSD exponents 2 ≤ 𝛽 < 4. This is due to the convolution
theorem: It states that, for two functions 𝑓 and 𝑔, the Fourier transform F of the
convolution 𝑓 ⋆ 𝑔 is given by the product of the Fourier transforms of 𝑓 and 𝑔:
F [𝑓 ⋆ 𝑔] = F [𝑓 ]F [𝑔] (3.13)
Since the PSD is the squared magnitude of the Fourier transform, it means that
convolving the underlying branching processwith the power-law shot noise pro-
cessmultiplies their PSDs: the subsampled activity can be interpreted as the con-
volution of a correlated process (the dynamics) with an uncorrelated one (the
subsampling). From Eq. 3.7 we then have:
𝑃𝑆𝐷𝑓 𝑖𝑙𝑡(𝑓 ) ≈ 1
𝑓 𝛾𝑓
1
𝑓 2 + 𝑓 20
(3.14)
which results in 𝑃𝑆𝐷 ∼ 1/𝑓 𝛾𝑓 for 𝑓 < 𝑓0 (which depends on 𝑚) and 𝑃𝑆𝐷 ∼
1/𝑓 2+𝛾𝑓 for higher frequencies. In Fig. 3.9 we show the resulting PSDs from
branching processes filtered with power-law shot noise.







Figure 3.9: Power spectral density filtered with power-law shot noise. A. PSD of a BP
with 𝑚 = 0.999 (close to critical) subject to a power-law shot noise filter
with exponent 𝛾𝑓 < 2. B. Same as A for a BP with 𝑚 = 0.9 (subcritical).
The underlying dynamics is made of of 𝑁 = 104 units each connected to the
nearest 𝐾 = 103 neighbors in a 2D space with distance-dependent weights.
The flat spectra for high frequencies 𝑓 is the result of aliasing effects.
Naturally, we can combine the 1/𝑅𝛾 spatial sampling with the 1/𝑓 𝛾𝑓 frequency
filtering in order to generate the entire range of 1/𝑓 𝛽 exponents 0 < 𝛽 < 4. This
can in principle explain any PSD of the form
𝑃𝑆𝐷(𝑓 ) ∼ 1
𝑓 𝛾𝑓 +𝛽
′
+ 𝑓 20 𝑓
𝛾𝑓
(3.15)
with the constraints 0 ≤ 𝛽′ ≤ 2 and 0 ≤ 𝛾𝑓 < 2. In Fig. 3.11 we show how the
measured exponent 𝛽 = 𝛾𝑓 + 𝛽′ varies with sampling (𝛾) and filtering (𝛾𝑓 ). As
mentioned above, however, many mechanisms have been proposed to generate
the variability in 𝛽 observed in neuronal PSDs [196, 199, 203, 211, 212]. Thus, in
order to identify if a mechanism is responsible for 𝛽 it is important to find its
unique signatures.
The multi-step regression estimator (”MR Estimator”) [213–215] can be used
to obtain a subsampling-invariant estimation 𝑚𝑀𝑅 of the branching parameter
𝑚. In Fig. 3.10A we show that it is also capable of recovering 𝑚 under spatial
(coarse) sampling. On the other hand, the single-step estimation12 𝑚1 can be
heavily biased under spatial sampling. Very close to criticality (𝑚 = 0.999) a
limited field of view (1/𝑅𝛾 with large 𝛾) can accurately sample the dynamics,
and result in 𝑚1 ≈ 𝑚. For subcritical (𝑚 = 0.9) dynamics, however, as 𝛾 in-
creases 𝑚1 increasingly underestimates 𝑚, similarly to the effect of subsampling
(see Sec. 4.1).
Since 𝑚𝑀𝑅 is essentially invariant under our spatial sampling and 𝑚1 is not,
we can define the amount of bias Δ𝑚 ≡ 𝑚𝑀𝑅 − 𝑚1 as a signature of the sampling
12 Obtained here by fitting the autocorrelation 𝐶(𝑡) to Eq. 2.33.
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Figure 3.10: Branching parameter under spatial (coarse) sampling and temporal fil-
tering. A. Single (𝑚1) and multi-step (𝑚𝑀𝑅) estimations of the branching
parameter 𝑚 of a branching process, sampled with a virtual electrode with
a 1/𝑅𝛾 field of view. B. Amount of bias Δ𝑚 = 𝑚𝑀𝑅 − 𝑚1 in the estimation
of 𝑚 caused by the spatial sampling.C. Effect of (power-law shot noise) fre-
quency filtering on the estimation of 𝑚. The timeseries is convolved with a
filter that produces a 1/𝑓 𝛾𝑓 PSD.
mechanism. As seen in Fig. 3.10B, we can have 0 < Δ𝑚 < 0.5 depending on 𝑚.
On the other hand, the presence of a low-pass frequency filter adds spurious
temporal correlations in the dynamics, and quickly drives both 𝑚𝑀𝑅 and 𝑚1
to 1. We observe this in Fig. 3.10C, where the power-law shot noise filter (that
generates 𝑃𝑆𝐷 ∼ 1/𝑓 𝛾𝑓 ) results in 𝑚𝑀𝑅, 𝑚1 ≈ 1 for 𝛾𝑓 > 0.5. Thus, in the model,
essentially any filtering of this type results in Δ𝑚 ≈ 0.
In conclusion, Δ𝑚 can be used as a signature of the spatial sampling + fre-
quency filtering mechanism that explains 0 ≤ 𝛽 < 4 in the PSD. It predicts
that poorly-sampled dynamics results in both shallow exponents (𝛽 < 2) and
Δ𝑚 > 0, while dynamics subject to low-pass filtering have 𝛽 > 2 and Δ𝑚 = 0.
3.3.4 Analysis of experimental data
In the previous section we described a combination of two mechanisms (spa-
tial sampling and frequency filtering) capable of generating the PSD exponents
observed in various measures of neuronal activity, and shown that spatial un-
dersampling has a signature Δ𝑚 > 0. In this section we analyze experimental
data of different sources, and test if this signature can be found.
As previously mentioned, not only 𝛽 = 4 is the hard limit of exponents ob-
served experimentally, but the functional form of PSDs with heavy exponents
2 < 𝛽 < 4 has been observed to nicely follow Eq. 3.14 [8, 216].We exemplify that
in Fig. 3.12, where PSDs obtained from different experiments in vivo all seem to










Figure 3.11: PSD exponent 𝛽 from a combination of filtering and sampling. By com-
bining the 1/𝑅𝛾 electrode field of view (which decreases sampling with
increasing 𝛾) with the 1/𝑓 𝛾𝑓 frequency filter the entire range of exponents
0 ≤ 𝛽 < 4 can be obtained.
follow a “𝛾𝑓 + 2” scheme, with a varying 𝛾𝑓 exponent for low frequencies and
𝛾𝑓 + 2 for high frequencies.
This functional form is important, as it suggests activity described by a well-
sampled correlated process convolved with a frequency filter13. Moreover, it
suggests different dynamical states in different areas/behaviors. The functional
form in Fig. 3.12A, for instance, indicates not only recordings subject to a 1/𝑓
filter, but that dynamics during slow-wave sleep were closer to a critical state
than during awakeness14. Likewise, the PSD of Fig. 3.12B not only indicates a
1/𝑓 0.5 filter, but that dynamics in the CA3 region of the hippocampus is closer
to criticality than in CA1. The anatomical structures of these regions differ, with
CA3 being more recurrent and CA3 being more feedfoward. Thus, it supports
the notion that more recurrent areas of the brain have longer timescales, and are
thus closer to criticality.
In the case of in vitro cultures, on the other hand, it is unlikely that the ex-
tracelular medium (usually a saline solution) provides any type of frequency
filtering. Thus, PSD exponents in vitro should be 𝛽 ≤ 2, and 𝛽 ≪ 2 should result
13 Another functional form observed in experiments is 𝑃𝑆𝐷 ∼ 𝑎/𝑓 2 + 𝑏/ (𝑓 20 + 𝑓 2) with 𝑎, 𝑏 >
0. Contrary to the one explored here, it suggests a combination of processes with different
timescales [218, 219].
14 This is compatible with other literature results on the relationship between behavior and dynam-
ical states, see Sec. 2.5.2.
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Figure 3.12: PSDs observed in different experiments. A. PSD of LFP recordings of
the cat visual cortex during awakeness (black) and slow-wave sleep (SWS,
gray). Dotted lines correspond to power-laws 1/𝑓 𝛽. Adapted with permis-
sion from [8]. B. PSD of LFP recordings of the mouse hippocampus re-
gions CA1 (red) and CA3 (blue, plotted with an offset) during sleep, from
32 channels each. Data from [217]. C. PSD of human ECoG recordings.
The blue line corresponds to the original spectra, while the green line is the
PSD multiplied by a form factor 1 + (𝑓 /𝑓0)4−𝜉𝐿 , with 𝜉𝐿 = 2 and 𝑓0 = 75Hz.
Adapted from [216].
in Δ𝑚 > 0. PSD exponents in vivo, on the other hand, should have 𝛽 > 2 and
Δ𝑚 ≈ 0.
In order to test these hypotheses we analyze electrophysiological data from
both in vivo and in vitro experiments, which we briefly describe in the follow-
ing. The in vitro LFP data comes from 𝑛 = 49 recording sessions (with 60 elec-
trodes) of cell cultures at varying stages of development (between DIV 7 and
DIV 28), derived from the rat hippocampus. For the in vivo data, we use openly
available data from rat, monkey and human sources. The rat data is described
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Figure 3.13: Analysis of experimental data from various sources. Red: in vitro LFP
recordings from rat hippocampal cell cultures during development. Blue:
LFP recordings of rat hippocampus during sleep, using data from [217].
Green: LFP recordings from monkey LFP (various regions), using data
from [220]. Blue: intracranial EEG recordings from humans during task,
using data from [221]. Black line: Simulation with 𝑚 = 0.99, and a vary-
ing electrode field of view (varying 𝛾) changing how well it samples the
activity.
in [222], and consists of 𝑛 = 442 recording sessions of the hippocampus of
rats performing a variety of behaviors. It totals more than 200h of recordings
from the CA1, CA3, DG and EC2-EC5 areas of the hippocampus. The monkey
data comes from whole-hemisphere LFP recordings of a macaque encompass-
ing various cortical regions (at various depths) and over a period of months. It
is described in [220]. The human data is described in [221], and corresponds
to intra-cranial EEG recordings of the frontal cortex of 𝑛 = 7 epileptic patients
performing a memory task.
We analyze the datasets by fitting the tail of the PSDwith a 1/𝑓 𝛽 function, and
calculating the amount of bias Δ𝑚 as described in Sec. 3.3.3. In order to limit
possible bias due to effects not being modeled (such as oscillations) we apply
a stringent censor on the data by discarding data points where the root mean
square error (RMSE) of either the PSD or 𝑚 fit is larger than 0.4. The results are
shown in Fig. 3.13.
We find that, as predicted by the model, shallow exponents 𝛽 < 2 are accom-
panied by a positive amount of bias Δ𝑚, mostly in the in vitro cultures. Thus
it suggests that activity from the developing cultures is poorly sampled by LFP
recordings. This could be due to eithermorphological differences resulting from
the 2D embedding, or low density compared to in vivo, as cultures are a factor
of 10-100 sparser [175, 176].
3.3 SAMPL ING B IA S AND 1/𝑓 NO I S E 63
Results from the different in vivo systems, however, indicate spectra with a
vast range of exponents 𝛽, all compatible with the dynamics being either well-
sampled, or with filtering masking any undersampling effects (Δ𝑚 ≈ 0). The
effects of poor sampling in Δ𝑚 and 𝛽 in data line-up well with what was found
in themodel, represented in Fig. 3.13 by a dynamics close to criticality (𝑚 = 0.99,
black line) sampled with a 1/𝑅𝛾 field of view and without filtering.
Our results show that Δ𝑚 can be used to detect bias from poor sampling in
electrophysiological measures of neuronal activity. They show that in vivo mea-
sures can be poorly-sampled, while in vivo measures can be subject to low-pass
frequency filtering that introduces spurious temporal correlations in the dynam-
ics. That said, care must be taken in order to properly interpret the results. On
one hand, due to the stringent censoring, our results are only valid for dynam-
ics that are well-described by auto-regressive dynamics. Datasets where oscil-
lations dominate and make the estimations of 𝑚𝑀𝑅 and 𝑚1 unreliable are re-
moved, for instance.
More importantly, our results are compatible with the existing literature that
claims variousmechanisms to explain the variability in𝛽 [195–199, 223]: changes
in firing rate, E-I balance and others could effectively result in a diminished ca-
pacity of the electrode to sample neuronal activity. Thus, our model presents an
explanation of 𝛽 in terms of dynamical effects which could be implemented by
many different physiological mechanisms.

4
E F F ECT S OF SAMPL ING IN MEASURE S OF NEURONAL
AVALANCHES
This chapter contains the main result of this thesis [224]. Here, we show that
neuronal avalanches (Sec. 2.2) obtained with coarse measures (such as EEG
and LFP) are not indicatives of criticality, as considerably subcritical (but still
correlated) dynamics can generate the same signatures. On the other hand, we
show that subsampled activity (spikes) can differentiate critical from subcrit-
ical dynamics. This solves a contradiction in the literature: the characteristic
power-laws of criticality are obtained in vivo under the most varied experimen-
tal settings under coarse measures, but never using spikes (see Sec. 2.5). In light
of our results, we can reinterpret decades of results on criticality in neuronal
avalanches as being actually evidence for a baseline subcritical dynamics.
Results shown here where obtained initially by me, under supervision of Dr.
Viola Priesemann (V.P.). The model was later reimplemented in C++ by Franz
Paul Spitzner (F.P.S.) for higher statistical significance, and the text and figures
of this chapter were produced in conjunction with F.P.S. and V.P..
4.1 THE EXP ER IMENTAL CONTRAD I C T ION
For more than two decades, it has been argued that the cortex might operate at
a critical point [1–6]. The criticality hypothesis states that by operating at a criti-
cal point, neuronal networks could benefit from optimal information-processing
properties. Propertiesmaximized at criticality include the correlation length [13],
the autocorrelation time [4], the dynamic range [28, 29] and the richness of
spatio-temporal patterns [30, 225].
Evidence for criticality in the brain often derives from measurements of neu-
ronal avalanches. Neuronal avalanches are cascades of neuronal activity that
spread in space and time. If a system is critical, the probability distribution of
avalanche size 𝑝(𝑆) follows a power law 𝑝(𝑆) ∼ 𝑆−𝛼 [13, 51]. Such power-law
distributions have been observed repeatedly in experiments since theywere first
reported by Beggs & Plenz in 2003 [1].
However, not all experiments have produced power laws and the criticality
hypothesis remains controversial. It turns out that results for cortical recordings
in vivo differ systematically:
Studies that use what we here call coarse-sampled activity typically produce
power-law distributions [1, 131, 132, 136, 138, 140, 145, 148, 156, 226, 227]. In
contrast, studies that use sub-sampled activity typically do not [8, 100, 178, 179,
226, 228]. Coarse-sampled activity include LFP, M/EEG, fMRI and potentially
calcium imaging, while sub-sampled activity is front-most spike recordings. We
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hypothesize that the apparent contradiction between coarse-sampled (LFP-like)
data and sub-sampled (spike) data can be explained by the differences in the
recording and analysis procedures.
In general, the analysis of neuronal avalanches is not straightforward. In order
to obtain avalanches, one needs to define discrete events. While spikes are dis-
crete events by nature, a coarse-sampled signal has to be converted into a binary
form. This conversion hinges on thresholding the signal, which can be problem-
atic [113–115, 211]. Furthermore, events have to be grouped into avalanches, and
this grouping is typically not unique [179]. As a result, avalanche-size distribu-
tions depend on the choice of the threshold and temporal binning [1, 133].
Here, we show how thresholding and temporal binning interact with a (so far
ignored) effect. Under coarse-sampling, neighboring electrodes may share the
samefield-of-view. This creates a distance-dependentmeasurement overlap so that
the activity that is recorded at different electrodesmay show spurious correlations,
even if the underlying spiking activity is fully uncorrelated. We show that the
inter-electrode distancemay therefore impact avalanche-size distributions more
severely than the underlying neuronal activity.
In the following, we explore the role of the recording and analysis procedures
on a generic, locally-connected network of spiking neurons. We compare appar-
ent signs of criticality under sub-sampling versus coarse-sampling. To that end,
we vary the distance to criticality of the underlying system over a wide range,
from uncorrelated (Poisson) to highly-correlated (critical) dynamics. We then
derive signatures of criticality—as is done in experiments—and study how re-
sults depend on electrode distance and temporal binning.
4.2 MODEL DE SCR I P T ION
4.2.1 Network model
Our model is comprised of a two-level configuration, where a 2D network of
𝑁N = 160000 spiking neurons is sampled by a square array of 𝑁E = 8 × 8 virtual
electrodes. Neurons are distributed randomly in space (with periodic boundary
conditions) and, on average, nearest neighbors are 𝑑N = 50µm apart. While the
model is inherently unit-less, it is more intuitive to assign some length scale— in
our case the inter-neurondistance 𝑑N —to set that scale: all other size-dependent
quantities can then be expressed in terms of the chosen 𝑑N. For instance, the
linear system size 𝐿 can be derived by realizing that the random placement of
neurons corresponds to an ideal gas. It follows that 𝐿 = 2√𝑁N 𝑑N = 4c𝑚 for
uniformly distributed neurons. (For comparison, on a square lattice, the pack-
ing ratio would be higher and it is easy to see that the system size would be
√𝑁N 𝑑N.) Given the system size and neuron number, the overall neuronal den-
sity is 𝜌 = 100/m𝑚2. With our choice of parameters, the model matches typical
experimental conditions in terms of inter-neuron distance, system size and neu-
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Table 4.1: Values and descriptions of the model parameters.
Symbol Value Description
Δ𝑡 2 − 16ms Time-bin size (duration) for temporal binning
Θ𝑘 3 Activity threshold, in units of standard deviations of the time series of
electrode 𝑘
𝛿𝑡 2ms Simulation time step
𝑟 1Hz Average spike rate
𝑁N 1.6 × 105 Number of neurons
𝑑N 50µm Inter-neuron distance (measured between nearest neighbors)
𝐿 4 cm Linear system size
𝜌 100/mm2 Neuronal density
𝐾 1000 Average network degree (outgoing connections per neuron)
𝑑m𝑎𝑥 1.78mm Connection length; all neurons within 𝑑m𝑎𝑥 are connected
𝜎 300µm Effective length of synaptic connections, sets the distance-dependence
of the probabilities of recurrent activations
𝑁E 8 × 8 Number of electrodes
𝑑E 50−500µm Inter-electrode distance
𝑑∗E 10µm Dead-zone around each electrode (no neurons present)
ron density (see Table 4.1 for details). The implementation of the model in C++,
and the python code used to analyze the data and generate the figures, are avail-
able online at https://github.com/Priesemann-Group/criticalavalanches.
4.2.2 Topology
We consider a topology that enforces local spreading dynamics. Every neuron is
connected to all of its neighbors within a threshold distance 𝑑m𝑎𝑥. The threshold
is chosen so that on average 𝐾 = 103 outgoing connections are established per
neuron. We thus seek the radius 𝑑m𝑎𝑥 of a disk whose area contains 𝐾 neurons.
Using the already known neuron density, we find 𝑑m𝑎𝑥 = √𝐾/𝜋𝜌 ≈ 1.78mm.
For every established connection, the probability of a recurrent activation de-
creases with increasing neuron distance. Depending on the particular distance
𝑑𝑖𝑗 between the two neurons 𝑖 and 𝑗, the connection has a normalized weight
𝑤𝑖𝑗 = 𝑒




definition approximates the distance dependence of average synaptic strength.
The parameter 𝜎 sets the effective distance over which connections can form
(𝑑max is an upper limit for 𝜎 and mainly speeds up computation.) In the limit
𝜎 → ∞, the network is all-to-all connected. In the limit 𝜎 → 0, the network is
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completely disconnected. Therefore, the effective connection length 𝜎 enables
us to fine tune how local the dynamic spreading of activity is. In our simulations,
we choose 𝜎 = 6𝑑N = 300µm. Thus, the overall reach is much shorter than 𝑑m𝑎𝑥
(𝜎 ≈ 0.06 𝑑m𝑎𝑥).
4.2.3 Dynamics
To model the dynamic spreading of activity, time is discretized to a chosen sim-
ulation time step, here 𝛿𝑡 = 2ms, which is comparable to experimental evidence
on synaptic transmission [229]. Our simulations run for 106 time steps on an en-
semble of 50 networks for each configuration (combination of parameters and
dynamic state). This corresponds to ∼ 277 hours of recordings for each dynamic
state.
The activity spreading is modeled using the dynamics of a branching pro-
cess with external drive [110, 178]. At every time step 𝑡, each neuron 𝑖 has a
state 𝑠𝑖(𝑡) = 1 (spiking) or 0 (quiescent). If a neuron is spiking, it tries to ac-
tivate its connected neighbors—so that they will spike in the next time step.
All of these recurrent activations depend on the branching parameter 𝑚: Every
attempted activation has a probability 𝑝𝑖𝑗 = 𝑚 𝑤𝑖𝑗 to succeed. (Note that the
distance-dependent weights are normalized to 1 but the activation probabilities
are normalized to𝑚.) In addition to the possibility of being activated by its neigh-
bors, each neuron has a probability ℎ to spike spontaneously in the next time
step. After spiking, a neuron is reset to quiescence in the next time step if it is
not activated again.
Ourmodel gives us full control over the dynamic state of the system—and its
distance to criticality. The dynamic state is described by the intrinsic timescale 𝜏.
We can analytically calculate the intrinsic timescale 𝜏 = −𝛿𝑡/ ln (𝑚), where 𝛿𝑡 is
the duration of each simulated time step. Note that 𝑚—the control parameter
that tunes the system—is set on the neuron level while 𝜏 is a (collective) net-
work property (that in turn allows us to deduce an effective 𝑚). As the system
is pushed more towards criticality (by setting 𝑚 → 1), the intrinsic timescale
diverges 𝜏 → ∞.
For consistency, we measure the intrinsic timescale during simulations. To
that end, the (fully sampled) population activity at each time step is given by
the number of active neurons 𝐴(𝑡) = ∑𝑖 𝑠𝑖(𝑡). A linear least-squares fit of the
autoregressive relation 𝐴(𝑡 +1) = 𝑒−𝛿𝑡/𝜏𝐴(𝑡)+𝑁Nℎ over the full simulated time
series yields an estimate ̂𝜏 that describes each particular realization.
By adjusting the branching parameter 𝑚 (setting the dynamic state) and the
probability for spontaneous activations ℎ (setting the drive), we control the dis-
tance to criticality and the average stationary activity. The activity is given by
the average spike rate 𝑟 = ℎ/(𝛿𝑡(1 − 𝑚)) of the network. For all simulations, we
fix the rate to 𝑟 = 1H𝑧 in order to avoid rate effects when comparing different
states (see Table 4.3 for the list of parameter combinations). Note that, due to
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the non-zero drive ℎ and the desired stationary activity, the model cannot be
perfectly critical ( ̂𝜏 → ∞, see Table 4.3).
4.2.4 Coalescence Compensation
With our probability-based update rules, it may happen that target neurons are
simultaneously activated by multiple sources. This results in so-called coales-
cence effects that are particularly strong in our model due to the local activity
spreading [111]. For instance, naively setting 𝑚 = 1 (with 𝜎 = 300µm) would
result in an effective (measured) ?̂? ≈ 0.98, which has considerably different
properties. Compared to e.g. 𝑚 = 0.999 this would result in a 20-fold decrease
in 𝜏.
In order to compensate these coalescence effects, we apply a simple but ef-
fective fix: If an activation attempt is successful but the target neuron is already
marked to spike in the next time step, another (quiescent) target is chosen. Be-
cause our implementation stores all the connected target neurons as a list sorted
by their distance to the source, it is easy to activate the next neuron in that list.
Thereby, the equivalent probability of the performed activation is as close to the
originally attempted one as possible.
4.2.5 Virtual Electrode Recordings
Our simulations are designed to mimic sampling effects of electrodes in experi-
mental approaches. To simulate sampling, we use the readout of 𝑁E = 64 virtual
electrodes that are placed in an 8 × 8 grid. Electrodes are separated by an inter-
electrode distance that we specify in multiples of inter-neuron distance 𝑑N. It is
kept constant for each simulation andwe study the impact of the inter-electrode
distance by repeated simulations spanning electrode distances between 1𝑑N =
50µm and 10𝑑N = 500µm. The electrodes are modeled to be point-like objects
in space that have a small dead-zone of 𝑑∗E = 𝑑N/5 = 10µm around their ori-
gin. Within the dead-zone, no signal can be recorded (in fact, we implement
this by placing the electrodes first and the neurons second—and forbid neuron
placements too close to electrodes.)
Using this setup, we can apply sampling that emulates either the detection of
spike times or LFP-like recordings. To model the detection of spike times, each
electrode only observes the single neuron that is closest to it. Whenever this par-
ticular neurons spikes, the timestamp of the spike is recorded. All other neurons
are neglected—and the dominant sampling effect is sub-sampling. On the other
hand, to model LFP-like recordings, each electrode integrates the spiking of all
neurons in the system. The contribution of a spike, e.g. from neuron 𝑖 to elec-
trode 𝑘, decays as 1/𝑑𝑖𝑘 with the neuron-to-electrode distance. (Changing the
dependence to 𝑑−2𝑖𝑘 has no qualitative impact on the results.) The total signal
of the electrode at time 𝑡 is then 𝑉𝑘(𝑡) = ∑
𝑁N
𝑖 𝑠𝑖(𝑡)/𝑑𝑖𝑘. (Diverging electrode
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signals are prevented by the forbidden zone around the electrodes.) For such
coarse-sampled activity, all neurons contribute to the signal and the contribu-
tion is weighted by their distance.
4.2.6 Avalanches
Taking into account all 64 electrodes, a new avalanche starts (by definition [1])
when there is at least one event (spike) in a time bin—given there was no
event in the previous time bin (see Fig. 4.2). An avalanche ends whenever an
empty bin is observed (no event over the duration of the time bin). Hence, an
avalanche persists for as long as every consecutive time bin contains at least one
event—which is called the avalanche duration 𝐷. From here, it is easy to count
the total number of events that were recorded across all electrodes and included
time bins—which is called the avalanche size 𝑆. The number of occurrences of
each avalanche size (or duration) are sorted into a histogram that describes the
avalanche distribution.
4.2.7 Analysis of Avalanches under Coarse and Sub-sampling
We analyze avalanche size distributions in a way that is as close to experimental
practice as possible (see Fig. 4.2). From the simulations described above, we
obtain two outputs from each electrode: a) a list containing spike times of the
single closest neuron and b) a time series of the integrated signal to which all
neurons contributed.
In case of the (sub-sampled) spike times a), the spiking events are already
present in binary form. Thus, to define a neural avalanche, the only required
parameter is the size of the time bin Δ𝑡 (for instance, we may choose Δ𝑡 = 4ms).
In case of the (coarse-sampled) time series b), binary events need to be ex-
tracted from the continuous electrode signal. The extraction of spike times from
the continuous signal relies on a criterion to differentiate if the set of observed
neurons is spiking or not—which is commonly realized by applying a thresh-
old. (Note that now thresholding takes place on the electrode level, whereas
previously, an event belonged to a single neuron.) Here, we obtain avalanches
by thresholding as follows: First, all time series are frequency filtered to 0.1Hz <
𝑓 < 200Hz. This demeans and smoothes the signal (and reflects commonhardware-
implemented filters of LFP recordings). Second, the mean and standard devia-
tion of the full time series are computed for each electrode. Themean is virtually
zero due to the high-pass filtering. Each electrode’s threshold is set to three stan-
dard deviations above the mean. Third, for every positive excursion of the time
series (i.e. 𝑉𝑘(𝑡) > 0), we recorded the timestamp 𝑡 = 𝑡m𝑎𝑥 of the maximum
value of the excursion. An event was defined when 𝑉𝑘(𝑡m𝑎𝑥) was larger than the
threshold Θ𝑘 of three standard deviations of the (electrode-specific) time series.
(Whenever the signal passes the threshold, the timestamps of all local maxima
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become candidates for the event; however, only the one largest maximum be-
tween two crossings of the mean assigns the final event-time.) Once the continuous
signal of each electrode has been mapped to binary events with timestamps, the
remaining analysis steps were the same for coarse-sampled and sub-sampled
data.
Table 4.2: Fitted exponents of 𝛼 ∼ Δ𝑡−𝛽.
Dynamic state 𝛽
𝑑E = 200µm 𝑑E = 400µm
in vitro (LFP) [1] 0.16 ± 0.01
Critical (coarse) 0.113 ± 0.001 0.141 ± 0.001
Reverberating (coarse) 0.127 ± 0.003 0.156 ± 0.002
Subcritical (coarse) 0.159 ± 0.004 0.231 ± 0.016
Critical (spikes) 0.143 ± 0.010 0.123 ± 0.005
4.2.8 Power-law fitting and shape collapse
Avalanche size and duration distributions are fitted to power-laws using the
powerlaw package [230]. The shape collapse of Eq. 4.6 is done following the al-
gorithmdescribed in [128]. Briefly, the avalanche profiles 𝑠(𝑡, 𝐷) of all avalanches
with the same duration 𝐷 are averaged, and the resulting curve is scaled to 𝑡/𝐷
and interpolated on 1000 points in the [0, 1] range. Avalanches with 𝐷 < 4 , or
with less than 20 realizations are removed. The chosen collapse exponent 𝛾 is





where 𝑋𝐷(𝑡/𝐷) is the interpolated average shape of avalanches with size 𝐷, and
Δ𝑋 = max𝑡,𝐷(𝑋𝐷/𝐷𝛾−1) − min𝑡,𝐷(𝑋𝐷/𝐷𝛾−1). The variance Var(.) is calculated
over all valid 𝐷, and the mean ⟨.⟩ is taken over the scaled duration 𝑡/𝐷. For inter-
polation andminimizationweuse the scipy [231] functions InterpolatedUnivariateSpline
and minimize, respectively.
4.3 R E SULT S
The aim of this study is to understand how the sampling of neural activity
affects the inference of the underlying collective dynamics. It is not about intro-
ducing a novel model that might generate critical dynamics. Therefore, we use
an established phenomenological model, where the distance to criticality can
be precisely tuned. To study sampling effects, we use a two-level setup inspired
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by [155]: An underlying networkmodel, onwhich activity is then sampledwith a
grid of 8×8 virtual electrodes. All parameters of themodel, the sampling and the
analysis are closely matched to those known from experiments (see Methods).
In order to evaluate sampling effects, we want to precisely set the underly-
ing dynamics. Therefore, we employ the established branching model, which is
well understood analytically [30, 110, 111, 155, 178]. Inspired by biological neu-
ronal networks, we simulate the branching dynamics on a dense 2D topology
with 𝑁N = 160 000 neurons where each neuron is connected to 𝐾 ≈ 1000 lo-
cal neighbors. To emphasize the locality, the synaptic strength of connections
decays with the distance 𝑑N between neurons. For a detailed comparison with
different topologies, see the Supplemental Information (Fig. 4.8).
4.3.1 The branching parameter 𝑚 sets the distance to criticality
In order to compare apparent signatures of criticality with the true, underlying
dynamics, we first give some intuition about the branching model. The branch-
ing parameter 𝑚 quantifies the probability of postsynaptic activations, or in other
words, how many subsequent spikes are caused (on average) by a single spike.
With increasing 𝑚 → 1, a single spike triggers increasingly long cascades of ac-
tivity. These cascades determine the timescale over which fluctuations occur in
the population activity— this intrinsic timescale 𝜏 describes the dynamic state
of the system and its distance to criticality.
The intrinsic timescale can be analytically related to the branching parameter
by 𝜏 ∼ −1/ ln (𝑚). As 𝑚 → 1, 𝜏 → ∞ and the population activity becomes
“bursty”. We illustrate this in Fig. 4.1B and Table 4.3: For Poisson-like dynamics
(𝑚 ≈ 0), the intrinsic timescale is zero ( ̂𝜏p𝑠𝑛 ≈ 0ms) and the activity between
neurons is uncorrelated. As the distance to criticality becomes smaller (𝑚 → 1),
the intrinsic timescale becomes larger ( ̂𝜏s𝑢𝑏 ≈ 19ms, ̂𝜏r𝑒𝑣 ≈ 98ms, ̂𝜏c𝑟𝑖𝑡 ≈ 1.6 s),
fluctuations become stronger, and the spiking activity becomes more and more
correlated in space and time.
Table 4.3: Parameters and intrinsic timescales of dynamic states. All combinations of
branching parameter 𝑚 and per-neuron drive ℎ result in a stationary activ-
ity of 1Hz per neuron. Due to the recurrent topology, it is more appropri-
ate to consider the measured autocorrelation time ̂𝜏 rather than the analytic
timescale 𝜏.
State name 𝑚 ̂𝜏 (measured) 𝜏 = −2msln𝑚 ℎ
Poisson 0.0 0.1 ± 0.1ms 0.0ms 2 × 10−3
Subcritical 0.9 18.96 ± 0.09ms 18.9ms 2 × 10−4
Reverberating 0.98 98.3 ± 1.0ms 98.9ms 4 × 10−5
Critical 0.999 1.58 ± 0.12 s 1.99 s 2 × 10−6










































































Figure 4.1: Sampling affects the assessment of dynamic states from neuronal
avalanches. A: Representation of the sampling process of neurons (black cir-
cles) using electrodes (orange squares). Under coarse-sampling (e.g. LFP),
activity is measured as a weighted average in the electrode’s vicinity. Under
sub-sampling (spikes), activity is measured from few individual neurons. B:
Fully sampled population activity of the neuronal network, for states with
varying intrinsic timescales 𝜏: Poisson ( ̂𝜏p𝑠𝑛 ≈ 0ms), subcritical ( ̂𝜏s𝑢𝑏 ≈
19ms), reverberating ( ̂𝜏r𝑒𝑣 ≈ 98ms) and critical ( ̂𝜏c𝑟𝑖𝑡 ≈ 1.6 s).C:Avalanche-
size distribution 𝑝(𝑆) for coarse-sampled (left) and sub-sampled (right) ac-
tivity. Sub-sampling allows for separating the different states, while coarse-
sampling leads to 𝑝(𝑆) ∼ 𝑆−𝛼 for all states except Poisson. Parameters: Inter-
electrode distance 𝑑E = 400µm and time-bin size Δ𝑡 = 8ms.



































Figure 4.2: Analysis pipeline for avalanches from sampled data. I: Under coarse-
sampling (LFP-like), the recording is demeaned and thresholded. II: The
timestamps of events are extracted. Under sub-sampling (spikes), times-
tamps are obtained directly. III: Events from all channels are binned with
time-bin size Δ𝑡 and summed. The size 𝑆 of each neuronal avalanche is cal-
culated. IV:The probability of an avalanche size is given by the (normalized)
count of its occurrences throughout the recording.
4.3.2 Avalanches are extracted differently under coarse-sampling and sub-sampling
At each electrode, we sample both the spiking activity of the closest neuron
(sub-sampling) and a spatially averaged signal that emulates LFP-like coarse-
sampling.
Both sub-sampling and coarse-sampling are sketched in Fig. 4.1A: For coarse-
sampling (left), the signal from each electrode channel is composed of varying
contributions (orange circles) of all surrounding neurons. The contribution of
a particular spike from neuron 𝑖 to electrode 𝑘 decays as 1/𝑑𝑖𝑘 with the neuron-
to-electrode distance 𝑑𝑖𝑘 (see Supplemental Information for an extended discus-
sion on the impact of the distance dependence). In contrast, if spike detection is
applied (Fig. 4.1A, right), each electrode signal captures the spiking activity of
few individual neurons (highlighted circles).
To test both recording types for criticality, we apply the standard analysis
that provides a probability distribution 𝑝(𝑆) of the avalanche size 𝑆: In theory,
an avalanche describes a cascade of activity where individual units—here neu-
rons—are consecutively and causally activated. Each activation is called an event.
The avalanche size is then the total number of events in the time between the first
and the last activation. A power law in the size distribution of these avalanches is
a hallmark of criticality [4]. In practice, the actual size of an avalanche is hard to
determine because individual avalanches are not clearly separated in time; the
coarse-sampled signal is continuous-valued and describes the local population.
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In order to extract binary events for the avalanche analysis (Fig. 4.2), the sig-
nal has to be thresholded—which is not necessary for spike recordings, where
binary events are inherently present as timestamps.
4.3.3 Coarse-sampling makes dynamic states indistinguishable
Irrespective of the applied sampling, the inferred avalanche distribution should
represent the true dynamic state of the system.
However, under coarse-sampling (Fig. 4.1C, left), the avalanche-size distribu-
tions of the subcritical, reverberating and critical state are virtually indistinguish-
able. Intriguingly, all three show a power law. The observed exponent 𝛼 = 1.5
is associated with a critical branching process. Only the uncorrelated (Poisson-
like) dynamics produce a non-power-law decay of the avalanche-size distribu-
tion.
Under sub-sampling (Fig. 4.1C, right), each dynamic state produces a unique
avalanche-size distribution.Only the critical state,with the longest intrinsic timescale,
produces the characteristic power law. Even the close-to-critical, reverberating
regime is clearly distinguishable and features a “subcritical decay” of 𝑝(𝑆).
4.3.4 Measurement overlap causes spurious correlations
Why are the avalanche-size distributions of different dynamic states hard to dis-
tinguish under coarse-sampling? The answer is hidden within the cascade of
steps involved in the recording and analysis procedure. Here, we separate the
impact of the involved processing steps. Most importantly, we discuss the con-
sequences of measurement overlap—which we identify as a key explanation for
the ambiguity of the distributions under coarse-sampling.
In order to obtain discrete events from the continuous time series for the
avalanche analysis, each electrode signal is filtered and thresholded, binned
with a chosen time-bin size Δ𝑡 and, subsequently, the events from all channels
are stacked. This procedure is problematic because (i) electrode proximity adds
spatial correlations, (ii) temporal binning adds temporal correlations, and (iii)
thresholding adds various types of bias [113–115].
As a result of the involved analysis of coarse-sampled data, spurious correla-
tions are introduced that are not present in sub-sampled data. We showcase this
effect in Fig. 4.3, where the Pearson correlation coefficient between two virtual
electrodes is compared for both the (thresholded and binned) coarse-sampled
and sub-sampled activity. For the same parameters and dynamic state, coarse-
sampling leads to larger correlations than sub-sampling.
Depending on the distance between electrodes,multiple electrodesmight record
activity from the same neuron. This measurement overlap (or volume conduc-
tion effect) increases the spatial correlations between electrodes—and because



















Figure 4.3: Coarse-sampling leads to greater correlations than sub-sampling. Pearson
correlation coefficient between the signals of two adjacent electrodes for the
different dynamic states. Even for independent (uncorrelated) Poisson activ-
ity, measured correlations under coarse-sampling are non-zero. Parameters:
Inter-electrode distance 𝑑E = 400µm and time-bin size Δ𝑡 = 8ms.
from the signals from multiple electrode channels are combined in the analysis,
correlations can originate from measurement overlap alone.
4.3.5 Inter-electrode distance shapes criticality
Due to themeasurement overlap, avalanche-size distributions under coarse-sampling
depend on the inter-electrode distance 𝑑E (Fig. 4.4A). For small inter-electrode
distances, the overlap is strong. Thus, the spatial correlations are strong. Strong
correlations manifest themselves in larger avalanches. However, under coarse-
sampling the maximal observed size 𝑆 of an avalanche is limited by the number
of electrodes 𝑁E [155]. This limit due to 𝑁E manifests as a sharp cut-off and— in
combinationwith spuriousmeasurement correlations due to 𝑑E —can shape the
probability distribution. In the following,we show that these factors can bemore
dominant than the actual underlying dynamics.
In theory, supercritical dynamics are characterized by a sharp peak in the avalanche
distribution at 𝑆 = 𝑁E. Independent of the underlying dynamics, such a peak
can originate from small electrodedistances (Fig. 4.4A, 𝑑E = 100µm):Avalanches
are likely to span the small area covered by the electrode array. Furthermore,
due to strongmeasurement overlap, individual events of the avalanchemay con-
tribute strongly to multiple electrodes.
Subcritical dynamics are characterized by a pronounced decay already for 𝑆 <
𝑁E. Independent of the underlying dynamics, such a decay can originate from
large electrodedistances (Fig. 4.4A, 𝑑E = 500µm): Locally propagating avalanches
are unlikely to span the large area covered by the electrode array. Furthermore,
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Figure 4.4: Under coarse-sampling, apparent dynamics depend on the inter-electrode
distance 𝑑E. A: For small distances (𝑑E = 100µm), the avalanche-size distri-
bution 𝑝(𝑆) indicates (apparent) supercritical dynamics: 𝑝(𝑆) ∼ 𝑆−𝛼 with
a sharp peak near the electrode number 𝑁E = 64. For large distances (𝑑E =
500µm), 𝑝(𝑆) indicates subcritical dynamics: 𝑝(𝑆) ∼ 𝑆−𝛼 with a pronounced
decay already for 𝑆 < 𝑁E. There exists a sweet-spot value (𝑑E = 250µm) for
which 𝑝(𝑆) indicates critical dynamics: 𝑝(𝑆) ∼ 𝑆−𝛼 until the the cut-off is
reached at 𝑆 = 𝑁E. The particular sweet-spot value of 𝑑E depends on time-
bin size (here, Δ𝑡 = 4ms). As a guide to the eye, dashed lines indicate 𝑆−1.5.
B: The branching parameter 𝑚a𝑣 is also biased by 𝑑E when estimated from
neuronal avalanches. Apparent criticality (𝑚a𝑣 ≈ 1, dotted line) is obtained
with 𝑑E = 250µmandΔ𝑡 = 4msbut alsowith 𝑑E = 400µmandΔ𝑡 = 8ms.B,
Inset: representation of themeasurement overlap between neighboring elec-
trodes; when electrodes are placed close to each other, spurious correlations
are introduced.
due to theweakermeasurement overlap, individual events of the avalanchemay
contribute strongly to one electrode (or to multiple electrodes but only weakly).
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Figure 4.5: In vivo and in vitro avalanche-size distributions 𝑝(𝑆) from LFP depend
on time-bin size Δ𝑡. Experimental LFP results are reproduced by many dy-
namics states of coarse-sampled simulations. A: Experimental in vivo re-
sults (LFP, human) from an array of 60 electrodes, adapted from [137].
B: Experimental in vitro results (LFP, culture) from an array with 60 elec-
trodes, adapted from [1]. C–F: Simulation results from an array of 64 vir-
tual electrodes and varying dynamic states, with time-bin sizes between
2ms ≤ Δ𝑡 ≤ 16ms and 𝑑E = 400µm. Subcritical, reverberating and critical
dynamics produce power-law distributions with bin-size-dependent expo-
nents 𝛼. Insets: Distributions are fitted to 𝑝(𝑆) ∼ 𝑆−𝛼. The magnitude of 𝛼
decreases as Δ𝑡−𝛽 with −𝛽 indicated next to the insets.
Consequently, there exists a sweet-spot value of the inter-electrode distance 𝑑E
for which 𝑝(𝑆) appears convincingly critical (Fig. 4.4A, 𝑑E = 250µm): a power
law 𝑝(𝑆) ∼ 𝑆−𝛼 spans all sizes up to the cut-off at 𝑆 = 𝑁E. However, the depen-
dence on the underlying dynamic state is minimal.
Independently of the apparent dynamics, we observe the discussed cut-off
at 𝑆 = 𝑁E, which is also often seen in experiments (Fig. 4.5). Note, however,
that this cut-off only occurs under coarse-sampling (see again Fig. 4.1C). When
spikes are used instead (Fig. 4.6), the same avalanche can reach an electrode
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Figure 4.6: In vivo avalanche-size distributions 𝑝(𝑆) from spikes depend on time-bin
size Δ𝑡. In vivo results from spikes are reproduced by sub-sampled sim-
ulations of subcritical to reverberating dynamics. Neither spike experi-
ments nor sub-sampled simulations show the cut-off that is characteristic
under coarse-sampling.A: Experimental in vivo results (spikes, awake mon-
key) from an array of 16 electrodes, adapted from [179]. The pronounced
decay and the dependence on bin size indicate subcritical dynamics. B: Ex-
perimental in vitro results (spikes, culture DIV 34) from an array with 59
electrodes, adapted from [22]. Avalanche-size distributions are independent
of time-bin size and produce a power law over four orders of magnitude. In
combination, this indicates critical dynamics with a separation of timescales.
C–F: Simulation for sub-sampling, analogous to Fig. 4.5. Subcritical dynam-
ics do not produce power-law distributions and are clearly distinguishable
from critical dynamics. F: Only the (close-to) critical simulation produces
power-law distributions. Note the dependence on time-bin size: In contrast
to the in vitro culture, the simulation does not feature a separation of time
scales (due to external drive and stationary activity) which causes a bin-size
dependence.
repeatedly in quick succession—whereas such double-events are circumvented
when thresholding at the population level. For more details see Fig. 4.9.
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A further signature of criticality is obtained by estimating the branching pa-
rameter. This is traditionally done at the avalanche level: The estimated branch-
ing parameter of the neuronal avalanches, 𝑚a𝑣, is defined as the average ratio of
events between subsequent time bins in an avalanche, i.e. during non-zero activ-
ity [1, 133]. Note that, due to coalescence and drive effects, 𝑚a𝑣 can differ from
𝑚 proper [111, 179].
Obtaining 𝑚a𝑣 for different electrode distances results in a picture consistent
with the one from avalanche-size distributions (Fig. 4.4B). In general, the depen-
dence on the electrode distance is stronger than the dependence on the underly-
ing state. At the particular value of the inter-electrode distance where 𝑚a𝑣 = 1,
the distributions appear critical. If 𝑚a𝑣 < 1 (𝑚a𝑣 > 1), the distributions ap-
pear subcritical (supercritical). Because the probability distributions and the es-
timated branching parameter share this dependence, a wide range of dynamic
states would be consistently misclassified—solely as a function of the inter-
electrode distance.
4.3.6 Temporal binning determines scaling exponents
Apart from the inter-electrode distance, the choice of temporal discretization
that underlies the analysis may alter avalanche-size distributions. This time-bin
size Δ𝑡 varies from study to study and it can severely impact the observed dis-
tributions [1, 22, 137, 179]. With smaller bin sizes, avalanches tend to be sep-
arated into small clusters, whereas larger bin sizes tend to “glue” subsequent
avalanches together [179]. Interestingly, this not only leads to larger avalanches,
but specifically to 𝑝(𝑆) ∼ 𝑆−𝛼, where the exponent 𝛼 increases systematically
with bin size [1, 137]. Such a changing exponent is not expected for conven-
tional systems that self-organize to criticality: Avalanches would be separated in
time, and 𝛼 should be fairly bin-size invariant for a large range of Δ𝑡 [22, 81, 179].
Our coarse-sampled model reproduces these characteristic experimental re-
sults (Fig. 4.5). It also reproduces the previously reported scaling [1] of the ex-
ponent with bin size 𝛼 ∼ Δ𝑡−𝛽 (Fig. 4.5, insets). Except for the Poisson dynam-
ics, all the model distributions show power laws. Moreover the distributions are
strikingly similar, not just to the experimental results, but also to each other. This
emphasizes how sensitive signs of criticality are to analysis parameters: All the
shown dynamic states are consistent with the ubiquitous avalanche-size distri-
butions that are observed in coarse-sampled experiments.
When spikes are used instead, power-law distributions only arise from crit-
ical dynamics. For comparison with the coarse-sampled results in Fig. 4.5, we
show avalanche-size distributions from experimental spike recordings and sub-
sampled simulations in Fig. 4.6. In this case, power laws are produced only by in
vitro cultures and the simulations that are (close-to) critical. In vivo spike record-
ings on awake subjects and simulations of subcritical dynamics produce distri-
butions that feature a pronounced decay instead of power laws. In contrast to
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coarse-sampling, the avalanche distributions that stem from sub-sampled mea-
sures (spikes) allow us to clearly tell apart the underlying dynamic states from
one another.
Overall, as our results on coarse-sampling have shown, different sources of
bias—here the measurement overlap and the bin size—can perfectly outweigh
each other. For instance, smaller electrode distances (that increase correlations)
can be compensated bymaking the time-bin size smaller (which again decreases
correlations). This was particularly evident in Fig. 4.4B, where increasing 𝑑E
could be outweighed by increasing Δ𝑡 in order to obtain a particular value for the
branching parameter 𝑚a𝑣. The same relationshipwas again visible in Fig. 4.5C-F:
For the shown 𝑑E = 400µm (see also Fig. 4.12 for 𝑑E = 200µm), only Δ𝑡 = 8ms
results in 𝛼 = 1.5—the correct exponent for the underlying dynamics. Since the
electrode distance cannot be varied in most experiments, selecting anything but
the one “lucky” Δ𝑡 will cause a bias.
4.3.7 Scaling laws fail under coarse-sampling
The most used indication of criticality in neuronal dynamics is the avalanche-
size distribution 𝑝(𝑆). However, at criticality, the avalanche duration distribution
𝑝(𝐷) and the average avalanche size for a given duration, ⟨𝑆⟩(𝐷), should also fol-
low power-laws, each with a respective critical exponent [51]:
𝑝(𝑆) ∼ 𝑆−𝛼 (4.2)
𝑝(𝐷) ∼ 𝐷−𝛽 (4.3)
⟨𝑆⟩(𝐷) ∼ 𝐷𝛾 (4.4)
The exponents are related to one another by the scaling relationship
𝛽 − 1
𝛼 − 1 = 𝛾 . (4.5)
For a pure branching process—or any process in the mean-field directed per-
colation universality class [13, 232]— they take the values 𝛼 = 3/2, 𝛽 = 2 and
𝛾 = 2.
Lastly, at criticality, avalanches of vastly different duration still have the same
average shape: The activity 𝑠(𝑡, 𝐷) at any given time 𝑡 (within the avalanche’s life-
time 𝐷) is described by a universal scaling function F , so that
𝑠(𝑡, 𝐷) ∼ 𝐷𝛾−1F (𝑡/𝐷) . (4.6)
In other words, changing 𝑠(𝑡, 𝐷) → 𝑠(𝑡, 𝐷)/𝐷𝛾−1 and 𝑡 → 𝑡/𝐷 should result in a
data collapse for the average avalanche shapes of all durations.
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Figure 4.7: Scaling laws of a system with critical dynamics under coarse- and sub-
sampling. A–C:Avalanche-size distribution 𝑝(𝑆) ∼ 𝑆−𝛼, avalanche-duration
distribution 𝑝(𝐷) ∼ 𝐷−𝛽, and average size for a given duration ⟨𝑆⟩(𝐷) ∼ 𝐷𝛾,
respectively, for sub-sampled (“sub”) and coarse-sampled (“coarse”) sim-
ulations. Distributions under sub-sampling easily span more than one or-
der of magnitude, while coarse-sampled distributions suffer from an early
cut-off (which hinders power-law fits). D, E: Shape collapse of 𝑠(𝑡, 𝐷) ∼
𝐷𝛾−1F (𝑡/𝐷) for sub-sampled and coarse-sampled data, respectively. Un-
der coarse-sampling, the early duration cut-off results in few unique shapes
for the collapse (corresponding to unique 𝐷-values). F: Comparison of the
critical exponents obtained independently from Eqs. (4.4)–(4.6). Exponents
are consistent only under sub-sampling. Parameters: 𝑑E = 400µm and
Δ𝑡 = 8ms.
From Eqs. (4.4)–(4.6), we have three independent ways to determine the ex-
ponent 𝛾. Consistency between the three is a further test of criticality. However,
to the best of our knowledge, experimental evidence with the full set of scal-
ing laws was only observed under sub-sampling: from spikes of in vitro record-
ings [134, 150].
The absence of scaling laws in coarse-sampled data can be explained by how
coarse-sampling biases the average shape: the cut-off in 𝑝(𝑆) near the number of
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electrodes 𝑆 = 𝑁E implies that ⟨𝑆⟩(𝐷) < 𝑁E. From Eq. (4.4) we have 𝐷 < 𝑁
1/𝛾
E .
If 𝛾 > 1 the cut-off in 𝑝(𝑆) causes a much earlier cut-off in both 𝑝(𝐷) and ⟨𝑆⟩(𝐷).
Given that experiments typically have 𝑁E ∼ 102 electrodes, 𝑝(𝐷) of a pure
branching process (with 𝛾 = 2) would span a power-law for less than one order
ofmagnitude. However, the typical standard to reliably fit a power-law is at least
two orders of magnitude [27]. While this is problematic under coarse-sampling
(Fig. 4.5),we have shown that the hard cut-off is not present under sub-sampling
(Fig. 4.6).
Again comparing the two ways of sampling, we now apply the independent
measurements of 𝛾 to our model with critical dynamics (Fig. 4.7). We find con-
sistent exponents under sub-sampling.
In this case, although they differ from those expected for a pure branching
process (𝛾 = 2), the exponents we find are compatible with the experimental
values of 𝛾e𝑥𝑝 = 1.3 ± 0.05 reported in [134] and 1.3 ≤ 𝛾e𝑥𝑝 ≤ 1.5 reported
in [150].
Under coarse-sampling, however, the exponent obtained from the shape col-
lapse (𝛾 ≈ 0.74) greatly differs from the other two (𝛾 ≈ 1.74, 𝛾 ≈ 1.62), Fig. 4.7F.
Moreover, the extremely short range available to fit 𝑝(𝐷) and ⟨𝑆⟩(𝐷) with power-
laws (1 ≤ 𝐷 ≤ 6) makes the estimated exponents unreliable.
To conclude, the full set of critical exponents revealed criticality only under
sub-sampling. Only in this case we observed both, a match between all the mea-
surements of the exponent 𝛾, and a power-law behavior extending over a range
large enough to reliably fit them.
4.4 ALT ERNAT I V E MODEL S
4.4.1 Sampling bias remains under alternative topologies
The network topology used in the main paper is local: on average, each neuron
is connected to its nearest 𝐾 = 103 neighbors. It is of interest to check if alter-
native topologies can impact the distinguishability of the underlying dynamic
state under coarse-sampling.
For that, we select two additional topologies. The first (”Orlandi”)mimics the
growth process of a neuronal culture. In short, axons grow outward on a semi-
flexible path of limited length and have a given probability to form a synapse
when they intersect the (circular) dendritic tree of another neuron. Thereby, this
topology is local without requiring distance-dependent synaptic weights (refer
to [233] for more details). The second (”Random”) implements a purely ran-
dom connectivity, with each neuron being connected to 𝐾 = 103 neurons. Note
that this is an unrealistic setup as this topology is completely non-local.
We find that, under coarse-sampling, reverberating and critical dynamics re-
main indistinguishable with the alternative topologies (Fig. 4.8, left). Mean-























Figure 4.8: Effect of alternative network topologies. Avalanche-size probability 𝑝(𝑆)
from coarse-sampled activity (left) and sub-sampled activity (right) for sub-
critical, reverberating and critical dynamics. Top: results for the topology
used in the main paper (”Local”). Middle: results for a topology that mim-
ics culture growth [233] (”Orlandi”). Bottom: results for a random topol-
ogy. Under coarse-sampling, reverberating and critical dynamics are indis-
tinguishable with all topologies. Parameters: 𝑑E = 400 µm and Δ𝑡 = 8 ms.
while, under sub-sampling, all dynamic states are clearly distinguishable for all
topologies (Fig. 4.8, right).
4.4.2 Influence of the electrode field-of-view
In themain paper we considered that the contribution of a spiking neuron to the
electrode signal decays with distance 𝑑 as ∼ 1/𝑑. The precise way neuronal activ-
ity is recorded by extracellular electrodes depends on factors such as neuronal
morphology and the level of correlation between synapses [203, 204]. Neverthe-
less, we can study the impact of a varying electrode field-of-view by changing
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Figure 4.9: Effect of changing the electrode contribution ∼ 1/𝑑−𝛾 of a spiking neuron
at distance 𝑑. A: Avalanche-size probability 𝑝(𝑆) with 𝛾 = 1.0 for Δ𝑡 = 2ms
and 𝑑E = 100µm. B: Avalanche-size probability 𝑝(𝑆) with 𝛾 = 1.0 for Δ𝑡 =
8ms and 𝑑E = 400µm. C: Same as A for 𝛾 = 1.5. D: Same as B for 𝛾 = 1.5.
E: Same as A for 𝛾 = 2.0. F: Same as B for 𝛾 = 2.0. Increasing 𝛾 results in a
smaller electrode field-of-view, and removes the cut-off for 𝑆 ∼ 𝑁E.
the electrode contribution of a spike to ∼ 1/𝑑𝛾 with 1 ≤ 𝛾 ≤ 2. Note that 𝛾 = 1
corresponds to an electric monopole, while 𝛾 = 2 corresponds to an electric
dipole—which has a considerably smaller spatial reach.
As 𝛾 increases, the relative contribution of the closest neurons to the electrode
increases, and coarse-sampling becomes more similar to sub-sampling. The cut-
off at 𝑆 ∼ 𝑁E vanishes for large 𝛾, and the different dynamic states become
distinguishable (Fig. 4.9D-F). For completeness, in Fig. 4.10 and Fig. 4.11 we
show the effect of the varying electrode field-of-view for the alternative network
topologies discussed previously (”Orlandi” and ”Random”), with 𝑑E = 400µm
and 𝑑E = 200µm respectively. In all cases, 𝛾 ≥ 1.5 results in a vanishing of
the cut-off in 𝑝(𝑆). Note, however, that this requires a sufficiently large 𝑑E: for
𝑑E = 100µm and Δ𝑡 = 2ms, an electrode field-of-view of 𝛾 = 1.5 displays the
cut-off, and the dynamic states are not distinguishable (Fig. 4.9C).





















Figure 4.10: Effect of changing the electrode contribution ∼ 1/𝑑−𝛾 of a spiking neu-
ron at distance 𝑑, for different network topologies and 𝑑E = 200µm.
Dynamic states are Subcritical (left), Reverberating (center) and Critical
(right). Topologies are Local (top), Orlandi (middle) and Random (bot-
tom). Local corresponds to the topology used in the main paper, Orlandi
corresponds to themodel described in [233], and Random corresponds to a
completely random topology. Increasing 𝛾 (decreasing electrode FOV) re-
sults in a loss of the cut-off for 𝑝(𝑆) ∼ 𝑁E as the coarse-sampling becomes
more spike-like. Bin-size for all distributions is Δ𝑡 = 4ms.
Thus, in order to determine criticality under coarse-sampling, the experimen-
tal set-up must combine i) a large 𝑑E, ii) a narrow electrode field-of-view (large
𝛾) and iii) systems with different dynamic states. This can potentially then be
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used to qualitatively compare the distance to criticality between the systems.
Not only is this much more limited than what is possible with sub-sampled
data [22, 177, 178], but the lack of the cut-off is not observed in experimental data
of coarse-sampled recordings—which indicate that electrodes typically have a
large field-of-view, and that our assumption of 𝛾 = 1 is adequate.
4.5 CONCLUS ION
When inferring collective network dynamics from partially sampled systems,
it is crucial to understand how the sampling biases the measured observables.
Without this understanding, an elaborate analysis procedure—such as the one
needed to study neuronal avalanches from coarse-sampled data—can result in
a misclassification of the underlying dynamics.
We have shown that the analysis of neuronal avalanches based on (LFP-like)
coarse-sampleddata canproduce indistinguishable results for systemswith vastly
different spatio-temporal signatures. These signatures derive from underlying
dynamic states that, in this work, range from subcritical to critical—a range
over which the intrinsic timescale undergoes a hundred-fold increase. And yet,
the resulting avalanche-size distributions can be uninformative and ambiguous
(Fig. 4.1).
The ambiguity of neuronal avalanches partially originates from spurious cor-
relations. We have demonstrated the generation of spurious correlations from
two sampling and processing mechanisms: measurement overlap (due to vol-
ume conduction) and temporal binning. Other studies found further mecha-
nisms that can generate apparent power-law distributions by (purposely or ac-
cidentally) introducing correlations into the observed system. For instance, cor-
related input introduces temporal correlations already into the underlying sys-
tem [7, 234].Alongwith thresholding and low-pass frequencyfiltering—which
add temporal correlations to the observed system [8, 9]— this creates a large
space of variables that either depend on the system, sampling and processing,
or a combination of both.
As our results focus on sampling and processing, we believe that the observed
impact on avalanche-size distributions is general and model independent. We
deliberately chose a simple model and confirmed that our results are robust to
parameter changes: employing a more realistic topology causes no qualitative
difference (Fig. 4.8).
With our results on sampling effects, we can revisit the previous literature
on neuronal avalanches. In the model, we found that coarse-sampling clouds
the differences between subcritical, reverberating, and critical dynamics: The
avalanche distributions always resemble power laws (Fig. 4.1). Because of this
ambiguity, the power-law distributions obtained ubiquitously from LFP, EEG,
MEG and BOLD activity should be taken as evidence of neuronal activity with





















Figure 4.11: Effect of changing the electrode contribution ∼ 1/𝑑−𝛾 of a spiking neu-
ron at distance 𝑑, for different network topologies and 𝑑E = 400µm.
Dynamic states are Subcritical (left), Reverberating (center) and Critical
(right). Topologies are Local (top), Orlandi (middle) and Random (bot-
tom). Local corresponds to the topology used in the main paper, Orlandi
corresponds to themodel described in [233], and Random corresponds to a
completely random topology. Increasing 𝛾 (decreasing electrode FOV) re-
sults in a loss of the cut-off for 𝑝(𝑆) ∼ 𝑁E as the coarse-sampling becomes
more spike-like. Bin-size for all distributions is Δ𝑡 = 8ms.
spatio-temporal correlations—but not necessarily of criticality proper; the coarse-
sampling hinders such a precise classification.
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Figure 4.12: Avalanche-size distributions 𝑝(𝑆) dependence on time-bin size Δ𝑡 for
𝑑E = 200µm. Coarse-sampled (left) and sub-sampled (right) results from
an array of 64 virtual electrodes with time bin sizes between 2ms ≤ Δ𝑡 ≤
16ms. Dynamics states are Poisson (A-B), Subcritical (C-D), Reverberat-
ing (E-F) and Critical (G-H). Distributions are fitted to 𝑝(𝑆) ∼ 𝑆−𝛼. Insets:
Dependence of 𝛼 on Δ𝑡, fitted as 𝛼 ∼ Δ𝑡−𝛽. Fit values are shown in Table. 4.2.
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In contrast, a more precise classification is possible under sub-sampling. If
power-law distributions are observed from (sub-sampled) spiking activity, they
do point to critical dynamics. For spiking activity, we even have mathematical
tools to infer the precise underlying state in a sub-sampling-invariant manner
that does not rely on avalanche distributions [177, 178]. Having said so, not all
spike recordings point to critical dynamics: While in vitro recordings typically
do produce power-law distributions [22, 101, 134, 174], recordings from awake
animals do not [156, 179, 226, 235]. Together, these results suggest that in vitro
systems self-organize towards criticality, whereas the cortex of awake animals
(and humans) operates near criticality—in a slightly subcritical, reverberating
regime.
The reverberating regime harnesses benefits associated with criticality, and it
unifies both types of in vivo results: For experiments on awake animals, spike-
based studies indicate subcritical dynamics. While coarse measures produce
power laws that indicate criticality, with this study we showed that they can-
not distinguish critical from subcritical dynamics. Consistent with both, a brain
that operates in a regime—as opposed to a fixed dynamic state—can flexibly
tune response properties. In particular, the reverberating regime covers a spe-
cific range of dynamics in the vicinity of the critical point, where small changes
in effective synaptic strength causemajor changes in response properties. Hence,
the reverberating regime is an ideal baseline [178] from which brain areas or
neural circuits can adapt to meet task demands [122, 137, 144, 146, 236–239].
In conclusion, our results methodically separate sampling effects from the
underlying dynamic state. They overcome the discrepancy between the coarse-
sampled and sub-sampled results of neuronal avalanches from awake animals.
By offering a solution to a long-standing (critical) point of conflict, we hope to
move beyond just describing a system as critical or not, and explore the richness
of dynamic states around criticality.
5
D I SCUS S ION AND OUTLOOK
”But nature is always more subtle, more intricate, more elegant than what
we are able to imagine.” - Carl Sagan
In this Thesis we examined the topic of criticality in the brain from both the
theoretical (Physics) and experimental (Neuroscience) sides. Our focus was on
rigor: to which extent can it be claimed that brain dynamics is approximated by
a phase transition? How can sampling bias affect this claim?
5.1 CR I T I CAL CONS ID ERAT IONS
We first explored the theory of phase transitions, and the models that are used
to represent neuronal activity in the context of criticality. We saw that critical-
ity optimizes many properties in different models, such as correlations. This
makes the concept enticing, as it means many algorithms (i.e. models) could
implement computation with similar properties1. Thus, criticality in the brain
goes beyond the specific (mostly branching) models used to study neuronal
avalanches.
However, we also saw that the theory of phase transitions is far from finished,
and that details do matter. In particular, we saw that i) seemingly small changes
(such as adding a drive or external field) can drastically change the dynamics,
and ii) topological details can change all aspects of the phase transition, from
its existence (e.g. 1D vs 2D Ising model) to its critical point (e.g. value of the
percolation threshold). In all but the simplest models analytical solutions are
not known, and simulations must be handled with care2.
Whether careful consideration is needed depends on the desired level of anal-
ysis. If only the most coarse properties are of interest (i.e. if there are power-
laws), then simple arguments of universality may suffice. Other situations may
demand knowledge of an explicit model— for instance, if we aim tomanipulate
the dynamics of the system.
In particular, if activity is sampled at a coarse level, and we assume it reflects
(coarse grains) the underlying activity, then we must understand the model in
intricate detail. This assumption is equivalent to assuming that the sampling
effectively renormalizes the dynamics: as we have seen, not only is renormaliza-
1 This ties to David Marr’s levels of description [240], which argues that computation is divided
in i) a computational task, ii) the algorithm used to solve the task and iii) the hardware (e.g.
neuronal circuit) used to implement the algorithm.
2 See e.g. coalescence in branching networks (Sec. 2.4.3).
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tion only possible at criticality, but it requires very specific steps in order to be
done correctly.
In the second part of this thesis we focused on experimental evidence of crit-
icality in neuronal avalanches, and on the role of sampling effects. From that a
clear picture emerges: evidence for criticality is still generally ambiguous,mostly
due to experimental limitations. As phase transitions are collective phenomena,
the observables used to ascertain criticality are affected by sampling bias. Strong
evidence for criticality in systems displaying neuronal avalanches comesmainly
in the form of a small number of papers [134, 148, 150] that measure the full set
of scaling laws.
The more observables that are measured, the smaller the number of models
that can generate all the required properties. This is particularly important in
the case of neuronal avalanches, as many processes can generate the apparent
power-laws used to identify critical phenomena. Yet we are unaware of any non-
criticalmodel capable of reproducing the full set of observables and scaling laws
observed in the papers mentioned above, and they thus constitute important
evidence that criticality may emerge in neuronal systems.
Our analyses on the effects of sampling in critical phenomenamade clear that
sampling can deeply impact assessment of neuronal activity, and must always3
be explicitly taken into account. We’ve shown that sampling can both generate a
wide range of spectral properties (Sec. 3.3) and generate power-laws for a wide
range of subcritical states (Chapter 4). From this last result,wewere able to unify
the literature of neuronal avalanches with results from continuous (branching
parameter) observables: they are all compatible with a baseline sightly subcriti-
cal, reverberating dynamics in vivo.
5.2 THE US E FULNE S S O F S IMPL E MODEL S
A common criticism of models such as the branching process is that they are
too simple to be useful to understand the brain. Indeed, the branching process
in particular does not include a number of mechanisms though to be key in real
neurons. Namely, it has no inhibition, no membrane dynamics (which accounts
for signal integration) and cannot generate oscillations. Yet, it reproduces a num-
ber of experimental features. Is that a good model?
Here, we apply the philosophy of “all models are wrong, some are useful”. In
particular, we measure the strength of a model based on how much we get out
of it compared to how much was put into it. In other words, sophisticated mod-
els with large amounts of parameters should offer considerably more precise
predictions than simple toy models, in order to be considered “better”. More so-
phisticated models are not only more difficult to understand, but they are more
3 In the case of collective properties.
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prone to overfitting. As the saying goes: with four parameters you can fit an
elephant, and with five you can make it wiggle its trunk4.
In that, the branching process is a successful simple model: it is a analytically-
treatable 1-parameter model that can describe and reproduce some involved
properties of neuronal activity (correlation length and avalanche dynamics).
The fact that it can reproduce those properties while lacking basic mechanisms
suggests that perhaps these mechanisms are not very important for the proper-
ties studied, at the scale they were studied.
In the case of inhibition, this is perfectly consistent: inhibition is known to be
mostly local, while we’ve seen (Table 2.1) that most evidence for criticality is on
large scales. Thus, inhibition can be thought of as a field effect, homogeneously
dampening activity and making the system subcritical. If that homogeneity is
not present, such as when considering microscopic circuits, then models with
explicit inhibition are better-suited.
With that in mind, it is not surprising that activity spreading in neuronal net-
works can be approximated to some extent with simple models. A better ques-
tion is what kind of insight can be obtained from such models. We argue that
the criticality hypothesis — and its phase transition models — is promising in
that regard: it offers for instance the insight that many important observables
of neuronal activity (e.g. correlation measures) can be created by simple and
locally-controllable mechanisms, and thus open a window for the understand-
ing of e.g. pharmacological manipulation of neuronal networks.
An important last point is that simple models are well-understood, and thus
controllable. It is often said that model validation requires intervention: models
must predict the result of experimental manipulation of the system. Being well-
understood, models such as the branching parameter can offer clear predictions
on the result of interventions.
5.3 WHERE DO WE GO FROM HERE ?
Despite being a topic of research for more than 20 years, the extent to which
brain dynamics can be approximated as a critical phase transition remains un-
known. As we discussed above, solving this requires both analytical and experi-
mental efforts. In this last part we comment on current and future developments
that may help resolve this ambiguity.
On the analytical side, more realistic models are being developed that aim to
correct the shortcomings of our phase transition models. For instance, models
that explicitly add neuronal oscillations on top of a criticality framework [242,
243]. In particular, the CROS (CRitical OScillations) model does it by balancing
inhibition and excitation, while still presenting a phase transition [211, 242]. In
terms of sampling, efforts are underway to understand how to link neuronal
4 This is a quote attributed to mathematician and pioneer computer scientist John von Neu-
mann [241].
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activity at different scales, and effectively understand how to perform coarse-
graining of neuronal recordings [244–246].
The need for better analytical tools inNeuroscience is not confined to the study
of criticality. In a paper called ”Could a Neuroscientist Understand a Micropro-
cessor?”, Jonas & Kording [247] applied a number of often used analyses (such
as correlation and causality measures) to a fully-simulated CPU from the 1970’s.
Therewas no experimental limitation, as every detail was known, and the CPU’s
deterministic dynamics could be followed with millisecond precision. Yet they
showed that little insight was obtained from such analyses, and argued for the
need of better tools.
On the experimental side, state-of-the-art and upcoming techniques have the
potential to revolutionize the study of criticality in neuronal networks. In terms
of electrophysiological recordings, Neuropixel probes [248] increase the num-
ber of recording sites to ∼ 103 per shank, which can result in considerably less
subsampling of spiking activity.
Perhaps more importantly, optical imaging techniques hold the promise of
full sampling of neuronal activity [154, 249, 250]. This could completely bypass
the current issues with sampling, and offer a definitive view to which extend
brain activity is at a phase transition. This was already seen in Ponce-Alvarez et
al. [148], in which zebrafish larvae was imaged with near-neuronal resolution.
Due to the extremely large amount of recording sites (ROIs), avalanche analysis
of the data yielded power-lawswith orders-of-magnitudemore statistics (longer
distributions) than previous results.
One caveat is that those imaging techniques are based on calcium dynamics,
which have slow (∼ 1s) timescales. This results in a temporal resolution that is
2 orders of magnitude slower than spiking activity (∼ 4 ms). Thus, for now it
cannot be said results from imaging techniques present unequivocal evidence
for criticality at the lowest levels of neuronal processing. Nevertheless, optical
imaging remains the best bet for rigorous assessment of criticality in the brain.
Inevitably, as more detailed properties of neuronal activity are measured, and
its large heterogeneity better understood, the concept of a critical phase transi-
tion becomes less useful. However we believe that, before it happens, critical-
ity still has the potential to contribute plenty more to the understanding of the
brain.
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