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Abstract
Geo-replicated storage systems are at the core of current Internet services. Unfortunately, there exists a
fundamental tension between consistency and performance for offering scalable geo-replication. Weak-
ening consistency semantics leads to less coordination and consequently a good user experience, but
it may introduce anomalies such as state divergence and invariant violation. In contrast, maintaining
stronger consistency precludes anomalies but requires more coordination. This paper discusses two
main contributions to address this tension. First, RedBlue Consistency enables blue operations to be
fast (and weakly consistent) while the remaining red operations are strongly consistent (and slow). We
identify sufficient conditions for determining when operations can be blue or must be red. Second, Ex-
plicit Consistency further increases the space of operations that can be fast by restricting the concurrent
execution of only the operations that can break application-defined invariants. We further show how to
allow operations to complete locally in the common case, by relying on a reservation system that moves
coordination off the critical path of operation execution.
1 Introduction
A geo-replicated system maintains copies of the service state across geographically dispersed locations. Geo-
replication is not only employed today by virtually all the providers of major Internet services, who typically
manage several data centers spread across the globe, but is also accessible to anyone outsourcing their computa-
tional needs to cloud providers, since cloud services allow computations or VMs to be instantiated in different
data centers.
There are two main reasons for deploying geo-replicated systems. The first reason is disaster tolerance, i.e.,
the ability to tolerate the unplanned outage of an entire data center, due to catastrophic events such as natural
disasters [1]. The second reason is to reduce the latency between the users and the machines that provide the
service. The importance of this aspect is demonstrated by several studies that point out an inverse correlation
between response times and user satisfaction for important Internet services such as search [30].
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However, there is a fundamental tension between latency and consistency: intuitively, ensuring strong con-
sistency requires coordination between replicas before returning a reply to the user, while, alternatively, a fast
response can be given without replica coordination, but only ensuring weak consistency guarantees. This tension
has led the providers of global-scale Internet services to choose, for some parts of their services, storage systems
offering weak consistency guarantees such as eventual consistency [13], and, for other components, systems
with strong consistency such as serializability [10].
This paper revisits in a unified way two of our recent results in trying to achieve a balance between per-
formance and consistency, by devising methods to build geo-replicated systems that introduce a small amount
of coordination between replicas to achieve the desired semantics, i.e., systems that are fast when possible and
consistent when necessary [21, 7]. In the first result, we improve the performance of geo-replicated systems
by (1) allowing different operations to execute in either a weakly consistent (fast) or strongly consistent (slow)
manner; and (2) identifying a set of principles for making safe use and increasing the space of fast operations.
In the second result, we further increase the space of operations that can execute fast by (1) identifying the oper-
ations that can break application invariants when executing concurrently; and (2) deploying concurrency control
mechanisms that remove coordination from the critical path of operation execution, while preserving invariants.
We start the presentation by laying out our terminology and system model in Section 2. We present an initial
approach based on a coarse-grained classification into strong and weak consistency in Section 3. One key aspect
of this approach is operation commutativity, and we explain how to achieve it using CRDTs in Section 4. Then
we present an approach that makes use of fine-grained coordination between pairs of operations in Section 5.
We discuss related work in section 6 and conclude in Section 7.
2 System model
Our system model is that of a fully replicated distributed system, where replicas are located in different data
centers. Each replica follows a deterministic state machine: there is a set of operations U, which manipulate
a set of reachable system states S. Each operation u is initially submitted at a given replica (preferably in the
closest data center), which we call the origin replica of u. When the remaining replicas receive a request to
replicate this operation, they will apply the operation against their local state.
Throughout our explanation we will highlight two important properties that the replicated system should
obey. First, there is the state convergence property, which says that all the sites that have executed the same
set of operations against the same initial state are in the same final state. This is important to prevent a situ-
ation where the system quiesces (no more updates are received) and read-only queries return different results
depending on which sites the users are connected to. The second property is to preserve application-specific
invariants, which comprise a specification for the behavior of the system. To define these, we introduce the
primitive valid(S ) to be true if state S obeys these invariants and false otherwise.
3 Mixing consistency levels in RedBlue consistency
In this section, we present a hybrid consistency model called RedBlue consistency, where weakly consistent
operations, labeled blue, can be executed at a single replica and propagated in the background, with mostly no
coordination with concurrent actions at other replicas, while others, labeled red, require a stronger consistency
level and thus require cross-replica coordination. RedBlue consistency is one of several systems that propose
labeling operations according to their consistency levels [18, 33, 21, 36], but improves on these systems by
offering a precise method for labeling operations.
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Alice in EU Bob in US
(b) Serializations of O
Figure 1: RedBlue order and serializations for a system spanning two sites. Operations marked with⋆ are red,
and operations marked with △ are blue. Dotted arrows in (a) indicate the partial ordering of operations.
3.1 Defining RedBlue consistency
RedBlue consistency relies on three components: (1) a partitioning of operations into weakly consistent blue
operations whose order of execution can vary from site to site, and red operations that must be executed in the
same order at all sites, (2) a RedBlue order, which defines a partial order of operations where red operations
have to be ordered with respect to each other, and (3) a set of site-specific serializations (i.e., total orders) in
which the operations are locally applied. More precisely:
Definition 1 (RedBlue consistency): A replicated system is RedBlue consistent if each site i applies operations
according to a linear extension of a RedBlue order O of the operations that were invoked, where O is a partial
order among those operations with the requirement that red operations are totally ordered in O.
Figure 1 shows a RedBlue order and two serializations, i.e., the linear extensions of that order in which op-
erations are applied at two different sites. In systems where every operation is labeled red, RedBlue consistency
is equivalent to serializability [10]; in systems where every operation is labeled blue, RedBlue consistency be-
comes a form of causal consistency [37, 23, 25], since the partial order conveys the necessary causality between
operations.
When applying RedBlue consistency to an application, we would like to label all operations blue to obtain
best performance. However, this could lead to state divergence and invariant violation, when operations are not
commutative. We describe a set of sufficient conditions to guide the classification of operations in order to safely
use weak consistency when possible.
3.2 Ensuring state convergence
In the context of RedBlue consistency, we can formalize state convergence as follows:
Definition 2 (State convergence): A RedBlue consistent system is state convergent if all serializations of the
underlying RedBlue order O reach the same state S w.r.t. any initial state S 0.
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(b) Serializations of O leading to diverged state
Figure 2: A RedBlue consistent account with initial balance of 100 and final diverged state
.
To find a correct labeling for maintaining state convergence while providing low latency access, we describe
a simple banking example, in which users may share an account that is modified via three operations, namely
deposit, withdraw and accrueinterest1. Keeping in mind that one of the goals of RedBlue consis-
tency is to make the target service as fast as possible, we tentatively label all these operations blue. According
to this labeling result, we construct a RedBlue order of deposits and interest accruals made by two users Alice
and Bob and two possible serializations applied at both branches of the bank, as shown in Figure 2. This ex-
ample shows that the labeling of these operations as described is not state convergent. This is because RedBlue
consistency allows the two sites to execute blue operations in a different order, but two of the blue operations
in the example are non-commutative, namely deposit and accrueinterest. To prevent this situation,
a sufficient condition to guarantee state convergence in a system supporting RedBlue consistency is that every
blue operation commutes with all other operations, blue or red.
However, when applying this condition to the banking example, it implies that we need to label all three
operations red (deposit, withdraw and accrueinterest). This is equivalent to running the system
under serializability, which requires coordination across replicas for executing all these operations. To address
the problem that it is difficult to find operations that commute with all other operations in the system, we observe
that, in many cases, while operations may not be commutative, we can make the changes they induce on the
system state to commute. In the banking example, we can engineer accrueinterest commute with the
remaining two operations by first computing the amount of interested accrued at the primary replica and then
treating that value as a deposit.
To exploit this observation and increase operation commutativity, we propose a change to our original system
model, where we split each original application operation u into two components: a generator operation gu with
no side-effects, which is executed only at the primary site against some system state S and produces a shadow
operation hu(S ), which is executed at every site (including the primary site). The generator operation decides
which state transitions should be made while the shadow operation applies the transitions in a state-independent
manner.
3.3 Preserving invariants
Although the concept of shadow operation helps produce more commutative operations, labeling too many
shadow operations as blue may introduce the problem of breaking application invariants. In the banking example,
assuming that the shared bank account has an initial balance of 100, if both Alice and Bob withdraw 70 and
60 respectively, the final balance would be −30. This violates the invariant that a bank balance should never
be negative. To determine which shadow operations can be safely labeled blue, we begin by defining that a
shadow operation is invariant safe if, when applied to a valid state, it always transitions the system into another
valid state. This allows us to define the following sufficient condition: a RedBlue consistent system preserves
1accrueinterest computes a new balance by multiplying the old balance value and (1 + interest rate).
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invariants (meaning that all its sites are always in valid states) if all shadow operations that are not invariant safe
are labeled red (i.e., strongly consistent).
3.4 What can be blue? What must be red?
In summary, the two conditions above lead to the following procedure for deciding which shadow operations
can be blue or must be red if a RedBlue consistent system is to provide both state convergence and invariant
preservation:
1. For any pair of non-commutative shadow operations hu and hv, label both hu and hv red.
2. For any shadow operation hu that is not invariant safe, label hu red.
3. Label all remaining shadow operations blue.
4 State convergence
In the previous section we discussed how RedBlue consistency achieves state convergence by relying on shadow
operations that commute with each other. With this approach, defining a new operation also implies writing
one or more commutative shadow operations, each of which corresponds to a distinct side effect. The major
challenge of doing this manual work is that, in an application with a large number of operations, this process
may be complex and error-prone.
We now discuss an alternative principled approach to create commutative operations by design. Our ap-
proach builds on conflict-free replicated data types (CRDTs) [31], which are specially-designed data structures
that can be replicated and modified concurrently, and include mechanisms to merge concurrent updates in a
deterministic way. Application operations consist of updates to these elementary data types, thus guaranteeing
state convergence.
4.1 CRDTs
A CRDT is a data type that can be replicated at multiple replicas. As such, it defines an interface with a
set of operations to read and to modify its state. A CRDT replica can be modified by locally executing an
update operation. When different replicas of the same object are modified concurrently, they temporarily diverge.
CRDTs have built-in support for achieving strong eventual consistency [31], in which all replicas will eventually
reach the same (equivalent) state after applying the same set of updates, without relying on a distributed conflict
arbitration process.
Two main flavors of CRDTs have been studied in the literature: operation-based CRDTs and state-based
CRDTs. For each of these, sufficient conditions for achieving strong eventual consistency have been established.
In operation-based CRDTs (or commutative replicated data types), updates are propagated by broadcasting
operations to every replica in causal order. Interestingly, this proposal matches the operation execution de-
composition presented in RedBlue consistency (Section 3), where operations are divided in two components, a
generator operation that executes in the local replica, has no side effect and produces a shadow operation, which
is propagated and executed in all replicas. The two types of operations are analogous to prepare and downstream
operations in the context of operation-based CRDTs, respectively, with the main difference that shadow oper-
ations are assigned a consistency level in RedBlue consistency. Similarly to the consequence of commutative
shadow operations, the replicas of an operation-based CRDT converge to the same state after executing the same
set of updates (in any order that respects causality) if the execution of any two concurrent downstream operations
commutes [31].
85
SQL type CRDT Description
FIELD* LWW Use last-writer-wins to solve concurrent updatesNUMDELTA Add a delta to the numeric value
TABLE AOSET, UOSET, Sets with restricted operations (add, update, and/or remove).AUSET, ARSET Conflicting operations are logically executed by timestamp order.
Table 1: Commutative replicated data types (CRDTs) for relational data. * FIELD covers primitive types such
as integer, float, double, datetime and string.
A state-based CRDT (or convergent replicated data type) defines, in addition to the operations to read and
update its state, an operation to merge the state of two replicas. Replicas synchronize by exchanging the full
replica states: when a new state is received, the new updates are incorporated in the local replica by executing
the merge function. It has been shown that the replicas of a state-based CRDT converge to the same state after
all replicas synchronize (directly or indirectly) if: (1) all the possible states of an object are partially ordered,
forming a join-semilattice; (2) the merge operation between two states is the semilattice join; and (3) an update
monotonically increases the state according to the defined partial order [31].
4.2 Examples
CRDTs have been used in a number of research systems, such as Walter [35] and SwiftCloud [39], and com-
mercial systems, such as Riak [2] and SoundCloud [3]. These systems include CRDTs that implement several
data types, such as registers, counters, sets, maps, and flags. For each such data type, it is possible to define
and implement different semantics to handle concurrent updates, leading to different CRDTs. These semantics
define which is the final state of a CRDT when concurrent updates occur. For example, for sets, it is possible
to define an add-wins semantics, where, in the presence of a concurrent add and remove of some element e, the
final state will contain e (or, more precisely, there exists an add of e that does not happen before a remove of e).
It is also possible to define a remove-wins semantics, where the remove will win over a concurrent add. Other
semantics can also be implemented, such as a last-writer-wins strategy where an element will belong to the set
or not depending on which was the last operation executed, according to the order among operations.
When creating an application, an application developer must select the CRDT with the most appropriate
semantics for its goal. For example, in the bank account example, the balance of an account can be modeled as
a counter and the set of accounts of a client can be maintained in an add-win set or map CRDT.
In general, an application operation will manipulate multiple data objects. When using CRDTs, it is possible
to maintain replicas of these objects in multiple nodes. An operation can execute by accessing a single replica of
each object it accesses. These updates can later be propagated to other nodes, with CRDT rules guaranteeing that
the replicas of each object will converge to the same state. By propagating the updates to all objects modified in
an operation atomically, it is possible to guarantee that all effects of an operation are observed at the same time.
CRDTs for relational databases In relational databases, it is also possible to model data using CRDTs. Table
1 presents the mapping proposed in SIEVE [20]. Regarding table fields, we defined only two CRDTs. The LWW
CRDT can be used with any field type and implements a last-writer-wins strategy for defining the final value
of a field. The NUMDELTA CRDT can be used with numeric fields, and transforms each update operation in
a downstream operation that adds or subtracts a constant to the value of the field. This can be used to support
account balances, counters, etc.
A database table can be seen as a set of tuples. In the general case, and following the semantics of the
ARSET CRDT, when concurrent insert, update and delete operations occur, the following rules can be used:
(1) concurrent inserts of tuples with the same key are treated as an insert followed by a sequence of updates;
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(2) for concurrent updates, the rules defined for fields are used to deterministically define the final value; (3) a
delete will only take effect if no concurrent update or insert was executed.
While using CRDTs guarantees that all replicas converge to the same state, it does not guarantee that the
convergence rules executed independently by different CRDTs maintain application invariants. Next, we show
how we can address this problem by restricting the concurrent execution of operations that can break application
invariants.
5 Preserving invariants with minimal coordination
As mentioned before, in the banking example, the withdraw operation, despite being commutative, cannot
execute under weak consistency, as the concurrent execution of multiple withdrawals can break the invariant that
the account balance cannot be negative. To avoid the possibility of breaking the invariant, RedBlue consistency
would label all withdrawals as red, requiring replicas to coordinate the execution of every withdraw operation.
In practice, however, only in a few cases the cumulative effects of all concurrent withdrawals will surpass the
actual balance of the account.
To relieve the strong constraint imposed by RedBlue consistency, we propose a more efficient coordination
plan: given some account balance, replicas can coordinate beforehand to split the balance among them. Until a
replica consumes its allocated share of the balance, it can execute operations locally, without coordination with
other replicas, with the guarantee that the balance will not become negative, i.e., the application invariant will
not be broken.
The above idea has been previously explored in the context of escrow transactions [9, 27]. We revisit
and generalize the concept of escrow transactions, to allow replicas to assess the safety of operations without
coordination when executing operations. In our generalization, when replicas cannot ensure an operation is safe
by reading local state, they contact remote peers to update their vision of the database to decide the fate of
the operation. In addition, we discuss how we avoid the coordination across sites for all red operations, which
is required for totally ordering them. Instead, we identify a small set of coordination requirements between
operations, and show how to enforce those rules at runtime.
5.1 Explicit Consistency in a nutshell
We present a new consistency model, called Explicit Consistency, that extends RedBlue consistency to avoid the
coordination of red operations when possible. The idea is that instead of labeling shadow operations as red or
blue, programmers specify the application invariants. The system must execute operations while guaranteeing
that these invariants are not broken.
To this end, we propose the following methodology for creating applications that adhere to Explicit Con-
sistency. First, programmers must specify the application invariants and operation effects. Second, we provide
a tool to analyze the specification of the application and identify the pairs of conflicting shadow operations.
Non-conflicting shadow operations execute without any restrictions, as blue operations. We include a library
of CRDTs to help programmers define commutative operations. Third, for each pair of conflicting shadow
operations, the programmer can use a specialized concurrency control mechanism that restricts the concurrent
execution of these operations. This mechanism executes coordination outside of the critical path of operation
execution, allowing these operations to execute locally without the need to coordinate with other replicas.
The following sections provide additional details on these steps to use the Explicit Consistency model.
5.2 Application specification
Programmers specify application invariants and the post-conditions of shadow operations as first order logic
expressions. Invariants must be written as universally quantified formulas in prenex normal form, while the
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Figure 3: Bank application specification and analysis results.
grammar for specifying applications post-conditions is restricted to predicate assignments, that assert the truth
value of some predicate, and function clauses, which define the relation between the value of some predicate
before and after the execution of the operation.
The code snippet in figure 3(a) shows the specification of the banking application. We extended this example
to illustrate different invariant violations. In the extended version, clients must have a valid contract with the
bank to be able to access an account. Clients might have multiple accounts and must close all of them before
finishing the contract. In Line 2, the invariant guarantees that an account balance is never negative. In line 3, the
invariant states that, for every open account, the account holder must be registered with the bank.
5.3 Analysis
The analysis checks which are the shadow operations whose concurrent execution might produce a database
state that is invalid with respect to the declared invariants. Conceptually, for each pair of operations and for
every valid state where these operation can execute, the algorithm verifies if the execution of both operations
will lead to a state that is not valid according to the invariants of the application. Obviously, checking every pair
of operations in every valid state exhaustively is unfeasible. Instead, our algorithm relies in the Z3 satisfiability
modulo theory (SMT) solver to perform this verification efficiently. A full description of the algorithm is given
in our prior publication [7].
Figure 3(b) summarizes the conflicts in the example of Figure 3(a): two concurrent successful withdrawals
might make the balance negative (non-idempotence); assigning and removing an account concurrently for the
same user might leave the system in an inconsistent state, because each shadow operation writes different values
for the predicate userAccount(cId, aId) (opposing post-conditions); and finally, the pair createAccount(cId, aId)
and endContract(cId) might violate the integrity constraint of line 3, because a new account is being added to a
user that is ending a contract with the bank.
5.4 Code instrumentation
After identifying which operations can lead to conflicts, the programmer must instrument the application to
avoid them.
Some conflicts can be handled by simply relying on CRDTs to automatically solve them. For example,
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our analysis can report that operations have opposing post-conditions: e.g., operations assignAccout and
remAccount assign the value true and false to predicate userAccount(cId, aId). In this situation, the program-
mer can choose a preferred value for the predicate and use a CRDT that automatically implements the selected
decision2.
Other conflicts must be handled by restricting the concurrent execution of operations that can cause invariants
to be broken. To this end, we provide a set of specialized reservation-based concurrency control mechanisms.
For conflicts on numeric invariants, like the one that withdraw causes, we support an escrow reservation
for allowing some decrements of numeric values to execute without coordination. In an escrow reservation,
each replica is assigned a budget of decrements, based on the initial value of the data. In our example, when a
replica receives a withdraw request, if the local budget is sufficient, the generator operation executes immediately
without coordination, generating a shadow operation that decrements the balance. This local execution is safe,
guaranteeing that the invariant still holds after executing all concurrent operations, because the sum of the
budgets of all replicas is equal to the value of the initial value. If the local budget is not enough to satisfy the
request, the replica needs to contact remote replicas to increase its budget, until it can satisfy the request. If that
is not possible, because there are not enough resources globally, then the generator operation fails, generating
no shadow operation.
For conflicts on generic invariants, we include a multi-value lock reservation. This lock can be in one of the
following three states: (1) shared forbid, giving the shared right to forbid some action to occur; (2) shared allow,
giving the shared right to allow some action to occur; (3) exclusive allow, giving the exclusive right to execute
some action. The idea is that, for a conflicting pair of operations, (o1, o2), the lock will be associated with the
execution of one of the operations, say o1. To execute o1, a replica must hold the lock in the shared allow mode.
This right can be shared by multiple replicas. To execute o2, a replica must hold the lock in the shared forbid
mode. As before, when executing the generator operation, if the replica already holds the necessary locks (in the
required mode to execute the operation), it can execute locally and generate the corresponding shadow operation.
If not, it must contact other replicas to obtain the necessary locks.
Besides these two locks, we also proposed other locks that can efficiently restrict the concurrent execution of
operations that conflict in other types of invariants, including conditions on the number of elements that satisfy
a given condition and disjunctions. In a related work, Gotsman et. al. [16] have shown how to prove that a given
set of locks is sufficient for maintaining invariants.
6 Related work
Many cloud storage systems supporting geo-replication have emerged in recent years. Some of these systems
offer variants of eventual consistency, where operations produce responses right after being executed in a single
data center (usually the closest one) and are replicated in the background, so that user observed latency is
improved [13, 23, 24, 4, 19]. These variants target different requirements, such as: reading a causally consistent
view of the database (causal consistency) [23, 4, 14, 6]; supporting limited transactions where a set of updates
are made visible atomically [24, 5]; supporting application-specific or type-specific reconciliation with no lost
updates [13, 23, 35, 2], etc.
While some systems implement eventual consistency by relying on a simple last-writer-wins strategy, others
have explored the semantics of applications (and data types). Semantic types [15] have been used for build-
ing non-serializable schedules that preserve consistency in distributed databases. Conflict-free replicated data
types [31] explore commutativity for enabling the automatic merge of concurrent updates to the same data types.
Eventual consistency is insufficient for some applications that require some operations to execute under
strong consistency for correctness. To this end, several systems support strong consistency. Spanner provides
2In our experience, boolean predicates can be implemented using Set CRDTs with add-wins and remove-wins policies to enforce
that the corresponding predicate becomes true or false respectively.
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strong consistency for the whole database, at the cost of incurring coordination overhead for all updates [12].
Transaction chains support transaction serializability with latency proportional to the latency to the first replica
that the corresponding transaction accesses [40]. MDCC [17] and Replicated Commit [26] propose optimized
approaches for executing transactions but still incur inter-data center latency for committing transactions.
Some systems combine the benefits of weak and strong consistency models by allowing both levels to coexist.
In Walter [35], transactions that can execute under weak consistency run fast, without needing to coordinate with
other datacenters. Bayou [37] and Pileus [36] allow operations to read data with different consistency levels,
from strong to eventual consistency. PNUTS [11] and DynamoDB [34] also combine weak consistency with
per-object strong consistency relying on conditional writes, where a write fails in the presence of concurrent
writes. RedBlue consistency also combines weak and strong consistency in the same system. Unlike other
systems, RedBlue consistency splits operations into generator and shadow parts to allow more operations to
commute, and define a procedure to help programmers labeling shadow operations as weak or strong.
Escrow transactions [27] offer a mechanism for enforcing numeric invariants under concurrent execution
of transactions. By enforcing local invariants in each transaction, they can guarantee that a global invariant is
not broken. This idea can be applied to other data types, and it has been explored for supporting disconnected
operation in mobile computing [38, 28, 32]. Balegas et al. [8] proposed the bounded counter CRDT that can be
used to enforce numeric invariants in weakly consistent cloud databases. The demarcation protocol [9] aims at
maintaining invariants in distributed databases. Although its underlying protocols are similar to escrow-based
approaches, it focuses on maintaining invariants across different objects. Warranties [22] provide time-limited
assertions over the database state, which can improve latency of read operations in cloud storages. Indigo builds
on similar ideas for enforcing application invariants, but it is the first piece of work to provide an approach
that, starting from application invariants expressed in first-order logic, leads to the deployment of the appropri-
ate techniques for enforcing such invariants in a geo-replicated weakly consistent data store. Gotsman et. al.
[16] propose a proof rule for establishing that the use of a given set of techniques is sufficient to ensure the
preservation of invariants.
The static analysis of code is a standard technique used extensively for various purposes, including in a
context similar to ours. SIEVE [20] combines static and dynamic analysis to infer which operations should use
strong consistency and which operations should use weak consistency in a RedBlue system [21]. Roy et al. [29]
present an analysis algorithm that describes the semantics of transactions. These works are complementary to
ours, since the proposed techniques could be used to automatically infer application side effects.
7 Conclusion
In this paper we summarized two of our recent results in addressing the fundamental tension between latency and
consistency in geo-replicated systems. First, RedBlue consistency [21] offers fast geo-replication by presenting
sufficient conditions that allow programmers to safely separate weakly consistent (fast) operations from strongly
consistent (slow) ones in a coarse-grained manner. To increase the space of potential fast operations and simplify
the programmer’s task of defining commutative operations, we propose the use of conflict-free replicated data
types. Second, Explicit Consistency [7] enables programmers to make fine-grained decisions on consistency
level assignments by connecting application invariants to ordering conflicts between pairs of operations, and
explores efficient reservation techniques for coordinating conflicting operations with low cost.
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