Genetically identical microbial cells typically display significant variability in every measurable property. In particular, highly abundant proteins -which can determine cellular behaviorexhibit large variability in copy number among individuals. Their distribution has a universal shape common to different proteins and microorganisms; the same distribution shape is measured both in populations and in single-cell temporal traces. Moreover, different highly expressed proteins are statistically correlated with cell size and with cell-cycle time. These results indicate coupling between measurable properties in the cell and buffering of their statistics from the microscopic scale. We propose a modeling framework in which the complex intracellular processes produce a phenotype composed of many effectively interacting components. These interactions, as well as the imperfect nature of cell division events, provide a simple model that reconstructs many properties of phenotypic variability on several timescales. These include fluctuating accumulation rates along consecutive cell-cycles, with correlations among the rates of phenotype components; universal and non-universal properties of distributions; correlations between cell-cycle time and different phenotype components; and temporally structured autocorrelation functions with long (∼ 10 generation) timescales.
Introduction
Phenotypic variability is a hallmark of cell populations, even when clonal and grown under uniform conditions. Variability appears in many measured cellular properties, including cell size, molecular content, organelle copy number and more. Much effort has focused in recent years on understanding this variability and its relation to stochastic processes in the cell [1, 2, 3] . When cells are viewed in a population, it is natural to treat them as independent realizations in a statistical ensemble. However it is important to remember that a clonal population is produced from a single ancestor by growth and division. Many cellular properties are, to some degree, inherited along generations. Thus phenotypic variability is tightly connected to growth and division dynamics [4, 5, 6] .
Of special interest and biological relevance is cellular protein content, which can determine functional characteristics of the cell. In microorganisms, the copy number of all proteins fluctuates considerably among clonal cells. In particular, highly expressed proteins -where number fluctuations are expected to be small -still exhibit large variability among cells. This variability displays some simple and universal features: (i) The distributions of such proteins exhibit a universal shape, shared by both bacteria and yeast cells, under a broad range of biological realizations and conditions [7, 8] , and (ii) Their copy number variance scales quadratically with their mean over large datasets, including genome-wide measurements [7, 9, 10] . Such universality under a broad range of conditions suggests that the plethora of noisy molecular processes affecting protein content, are integrated to ultimately buffer cellular statistics from the molecular realm.
Recently, measurements of cellular properties such as protein content and cell size in individual bacteria over extended times have become available. These measurements provide new insight into the statistical properties of populations by revealing dynamical aspects of cell growth and protein expression [11, 12, 13, 14, 15] . Our previous work has shown that, for E. coli, the dynamics of protein content exhibit dynamical features on multiple timescales. On the shortest timescale, rapid fluctuations are negligible compared to the smooth exponential-like accumulation throughout the cell cycle. Over longer times, the accumulation rates vary irregularly from one cell-cycle to the next [13, 16] . Additionally, the entire trace is superimposed upon a slowly varying baseline with a typical timescale of 5-10 generations. These features are not only similar but also statistically correlated with those of cell size traces.
Importantly, the single-cell protein traces exhibit the same universal statistical properties as large populations, showing the same distribution shape and scaling between mean and variance [9, 13] . Previous analysis has shown that correlations -both along generations [17, 18] and between different properties at the same generation [13] -are crucial for reproducing the universal statistical properties. Based on the timescale separation between dynamics inside a cell-cycle and across consecutive cycles, and taking into account these correlations, a mapping model was developed for fluctuations of a single protein along generations [18] . Treating the accumulation exponents as random variables, the data were found consistent with a restraining force which keeps the process from diverging. The universal protein distribution shape was successfully reproduced from the mapping model by extracting model parameters from measured temporal traces. Nevertheless, many questions remained unanswered.
The phenomenon of universality itself, namely the collapse of distributions following rescaling, remains an open question. Such collapse of distributions is a powerful observation that places constraints on possible underlying mechanisms [12, 14] . Within all current dynamic models, such a collapse requires a compensation between model parameters [18, 19] ; why such a compensation occurs is unknown. Furthermore, the protein mapping is similar to a model recently developed for cell size [17] , and suggests that protein content undergoes effective regulation through the control of cell division. However, since cell division is not known to be controlled directly by protein content the meaning of this effective regulation remains unclear. Finally, the temporal traces also revealed that the long-time (70-100 generations) average protein content and cell size are distinct among individuals, despite large fluctuationsand [13] . This non-universal individual component has not been studied and is not explained by current models.
In this work we develop an approach which describes cellular phenotype as composed of multiple interrelated components. In this approach, protein content and cell size are considered the outcome of a complex, interacting multi-dimensional system inside the cell. A coarse graining is imagined, where interactions between two observables are induced by averaging over many other hidden degrees of freedom. Therefore, rather than postulating specific interactions, we focus on properties that emerge in a general class of models with effective interactions. Other essential components of the class of models considered here include: relatively short cell-cycle times, imperfect division events and at least one variable that effectively controls cell division timing. This approach provides a unified framework for statistical properties of protein and cell size and answers many of the above mentioned open questions.
We first present new experimental results that shed light on the correlations between different cellular phenotype components, specifically cell size, the content of different proteins and cell-cycle time. We also present new analysis highlighting and characterizing the individual non-universal statistics, including long-term average and correlations. These statistics complement previously studied universal statistical properties. We then present the model and its results, illustrating how it reproduces many aspects of the data over several timescales and provides an explanation for both universal and non-universal statistical properties. More generally, it demonstrates the role of multiple interacting variables in creating cellular variability and individuality.
Results

Experimental Results
Recent developments in experimental techniques allow us to follow single trapped bacterial cells for many generations and to measure various cellular properties along time [20] . In this section we present such data and analyze their dynamical and statistical properties over multiple timescales: first, within single cell-cycles; then, across divisions over several cycles; and finally, over long times of many (≈ 10 − 20) generations. Parts of the data were previously published in [13] and are presented here for completeness.
Our previous work has shown that accumulation rates of cell-size and protein content are strongly correlated across generations, even for metabolically irrelevant proteins [13] . This result suggests that similar correlations may exist also between any two proteins regardless of their specific function. To test this prediction directly, we constructed bacterial strains that express two colors of fluorescent protein from two different promoters, and measured both proteins and cell size simultaneously in each cell. An example of such a three-component trace, measuring a single bacterial cell over multiple generations, is displayed in Fig. 1A . The top panel (green) displays protein expressed from a LAC operon promoter which is a metabolically important promoter in the medium used in this experiment. The middle panel (red) displays protein expressed from the λ promoter, an alien promoter derived from bacterial phage, which does not play any metabolic role in the cell. The bottom panel (blue) shows the dynamics of cell size [12, 21, 22, 23, 24] . All measurements showing that the growth rate is proportional to the instantaneous size [25] . Using the exponential fit for all components (black lines), a set of three accumulation rates can be defined for each cycle. These are presented as dots in a three-dimensional scatter-plot, one point for each cycle, in Fig. 1B . The figure shows that the three accumulation rates span a broad range of values, consistent with previously published results on cell size [13, 16] . Across this range, these rates are strongly correlated on a cycle-by-cycle basis. Such high cross-correlations support the idea that the smooth accumulations of all measured properties reflect a multi-component dynamical system, coherent throughout the cell cycle. In the spirit of this idea we term the measured cellular properties components of the multi-dimensional phenotype (or phenotype components).
In contrast to the smooth accumulation of phenotype components during cell growth, cell division defines a significant discrete event that disrupts their dynamics. These division events simultaneously distribute all phenotype components between newborn cells. Thus, despite the disruption and possible decoherence induced by division, the common cycle time may provide an additional coupling mechanism between the different phenotype components. The second statistical property which is computed separately along time for each trace is the autocorrelation function. To disentangle the long-term dynamics from the short accumulation and division cycles, we consider the phenotype components at the beginning of consecutive cell cycles (basepoints), forming a discrete time-series. Their autocorrelation functions reveal a temporal structure spanning many generations, as seen in Fig. 3C ,F. For some of the traces, damped oscillations are clearly seen. The typical periods and amplitudes of these oscillations are distinct for each individual trace (see also [28] ). As a consequence of this incoherency, these structures are washed by averaging traces (black lines in in Fig. 3C ,F).
Next we discuss a new theoretical modeling framework that accounts for the above presented results.
Effective Interactions Model
Our guiding hypothesis in constructing the model is that the cell constitutes a complex system composed of many interacting variables. When we measure any specific cellular property, such as protein content, we are probing the result of this complex system. When we measure several properties simultaneously, an effective interaction between them will be observed. This should not be interpreted as a simplistic causal relation, but rather as an effective description of their participation in the large dynamical system that is the cell, and which may contain many other hidden variables.
We consider N observable phenotype components represented by a vector of time-dependent quantities x (1) , x (2) , ..., x (N ) . Specific examples for which measurements are presented are copy number of proteins and cell size. As seen in the data, these components accumulate approximately exponentially over the cell-cycle. Since we seek an effective description of the interactions between variables, we look for the simplest and most general interactions that are consistent with this experimental observation. Previous work has suggested that generally autocatalytic-like dynamics can arise indirectly from linear interactions [29, 30] . In light of the above argument, we use this simple model for describing the effective dynamics within a cell cycle,
where
with t denoting the time within the cell-cycle between consecutive divisions, and T the cycle duration. These dynamics are deterministic, thus rapid intra-generation fluctuations are neglected in this model, in line with the data. The entries k ij of the matrix K ∈ R N ×N represent the rates by which x (i) is affected by x (j) . We assume the existence of a positive eigenvalue of this matrix, but otherwise its exact details are arbitrary. We will be primarily interested in properties of the resulting dynamics which are insensitive to these exact details (see SI2).
Moving up the time-scale hierarchy to the inter-generation dynamics, our model must account for cell divisions. Three effects are taken into account concerning division: first, the distribution of phenotype component between daughter cells; second, the determination of division time; and finally, the inheritance properties of the effective interaction matrix K.
To address the abrupt distribution of phenotype components between daughter cells, we denote the phenotype vector in the nth cell cycle by x n (t), and its baseline value at the beginning of the cycle x n to each daughter cell, and thus connects the phenotype component at the current cycle-end with its value at the beginning of the next cycle. Experimental evidence shows that for bacteria these division fractions are Normally and narrowly distributed around 1 2 with a typical standard deviation σ ≈ 0.1 [13] . We therefore take the per-component division ratios
with T n the duration of the nth cell-cycle, which needs to be specified next. Experiments show that this duration is correlated with the value of measured phenotype components at the start of the cell-cycle, as observed in Fig. 2 . Therefore we allow all phenotype components to play a role, to various degrees, in determining cell-cycle time:
where β i ≥ 0 are parameters describing the contribution of each phenotype component to the global regulation of cell-cycle time. The special case of a single nonzero β will also be considered.T is a typical scale, independent of the regulation, and ξ n is a random variable with average ξ = 0 [18] . We note that a process with exponential accumulations and divisions is unstable to fluctuations and generally diverges for long times (as discussed previously in the context of protein dynamics [18] as well as cell size dynamics [17] ). Therefore, in addition to being consistent with the data, some form of negative correlation between T n and the phenotype components is mathematically required to keep the process stationary [18] .
Finally, it should be specified how the effective interaction rules, represented by the matrix K, transmit to the next generation at cell-division. We assume that basically the global metabolic cell state is inherited from one generation to the next, with only slight variation in the effective interactions that could be viewed as another outcome of the imperfect division. Therefore K n+1 = K n + ε n , where ε n ∈ R N ×N has a variance which is small relative to the elements of K n (less than 1%). Alternatively, a constrained random walk on the elements of K does not alter model results.
For some properties the inheritance can even be assumed perfect, i.e. K remains strictly fixed across cell division (see SI2).
Model results
Within a cell-cycle, given K, T and x (0) -the basepoint vector -the solution of Eq. 1 is a deterministic and smooth trajectory for all phenotype components:
Here
are the respective eigenvectors, and c := c (1) c (2) . . . c (N ) are the projections of x (0) on the eigenbasis
Where eigenspace is arragned such that λ 1 is the largest positive eigenvalue.
The resulting in-cycle trajectories are a linear combination of exponentials (Eq. 3). Nevertheless, each trajectory can be described, to a good approximation, by a single exponential function with an effective exponential accumulation rate. (lower panel) as black fitting curves. Our previous work has shown that variability in the exponential accumulation rates among generations is significant (CV ≈ 0.5), and is required for obtaining the broad universal distribution of proteins from single traces [13] . This variability arises here naturally as a result of effective interactions and small noise in imperfect division, without the need to explicitly introduce a large stochastic element into the rate [18] .
In 
Statistical Properties
To gain a quantitative understanding of the model and resulting statistical properties, we focus on one of the phenotype components and develop a mean-field approximation for its mapping along generations. Using the effective exponent and initial baseline values, we construct the mapping as follows:
where subscript j for the component of interest has been dropped. Changing to logarithmic coordinates y n = ln (x n ), introducing a mean-field variable E n for all contributions from other components (see SI4) and defining the additive term η n = ln f n + α n ξ n + α n E n , we reformulate Eq. 18
as
Here α is the effective exponent averaged over time, and αβ now represents the average strength of the effective restraining force on our chosen component (see SI3). The resulting mapping is formally equivalent to a Langevin equation in discrete time [17, 18, 24] . Assuming a Gaussian distribution for η, the solution is also Gaussian with mean
and variance
The original coordinate x n therefore converges to a log-normally distributed random variable x with parameters M and S:
We note that S is a "shape parameter" of this log-normal distribution: a family of log-normal distribution can be linearly rescaled to collapse to the same curve if they have the same value of S.
This result is similar to distributions derived previously for one-dimensional models of exponential accumulation and division [17, 18] . However, here the parameters of the distribution depend on In contrast to cell-length, it is seen that these two parameters of individual traces do not correlate across the collection of traces. This would imply a contradiction to the model result of Eq. 6. However, these observations can be reconciled if one assumes that cell-size directly regulates cell cycle time, whereas protein is only indirectly correlated with it (see Fig. 5 above) . Under this assumption, the individual average protein should be correlated with the time-regulation parameter β L , corresponding to cell length. This is supported by Fig. 6C (see also SI6 for model calculations). We conclude that the distinct time averages of phenotype components can be linked to measurable differences in dynamical parameters of each individual trace, when considering multiple components in parallel.
From Eq. 7 it follows that the shape parameter of the log-normal distribution depends on the strength of restraining force ν = αβ, which also varies between individual traces. Why, then, is the distribution shape similar among different traces, whereas the average varies? Fig. 7 presents a possible explanation for this phenomenon. It shows the value of the shape parameter estimated directly from different traces, as a function of the estimated ν of these traces. In contrast to the log-average, here it is seen that the shape parameter S depends rather weakly on ν in the region A B Figure 7 : Universal distribution shape. Green circles depict the value of the shape parameter of the lognormal distribution for each individual trace, cell-length (A) and protein content (B). These are plotted as a function of the respective effective regulation parameters ν = αβ. Black line is the theoretical prediction. For both phenotype components the shape parameter spans a relatively narrow dynamic range. Insets: Distribution of random variables drawn from scaled log-normal distributions with shape parameters corresponding to the data points.
of interest. In particular, the values measured for our traces fall within the plateau created by the function in Eq. 7. This is particularly true for cell size measurements, shown in Fig. 7A . Protein content values of the shape parameter span a slightly larger range of values. However, plotting log-normal distributions corresponding to the measured shape parameters in scaled units shows consistency with a data collapse to high accuracy (insets), for protein as well as for cell size. Thus, the range S ∈ (0.3, 0.55) which is observed for protein content, still defines log-normal distributions with similar shapes (see SI7). These two levels of invariance, the plateau of the shape parameter and the insensitivity of the log-normal to this parameter in its measured range, are consistent with the observed universality of scaled distributions.
The second statistical property which is distinct among individual traces is the time-averaged correlation function (Fig. 3C,F ) (see also [28] ). Some traces exhibit damped oscillations, with varying amplitudes and frequencies, whereas others exhibit a smooth decay. First, we observe that our model traces display similar features; see the temporal structure emerging in a discrete Langevin equation [31] . In that work, the probability of oscillatory patterns being generated at random across time was estimated. Approximating the frequency of oscillations by the distance between local peaks, this distance was computed as a function of the restraining force. 
Discussion
The biological cell is a complex system with a myriad of interacting processes that influence its phenotype. Nevertheless, cellular measurable properties, known to be variable among individual cells, have been mostly viewed as independent of one another. Separate studies have been carried out on cell size, protein content, metabolic state, growth rate etc. In the current work we developed an approach to cellular phenotype which explicitly focuses on its multi-dimensional nature. This approach is rooted in dynamic measurements of several phenotype components simultaneously in individual cells, including cell size and different highly expressed proteins. Quantitative data on correlations between phenotype components over multiple timescales provide the basis for the modeling framework.
Within a cell-cycle, the model describes each phenotype component as a result of linear effective interactions with each other and with other unknown components. Our description is similar to previous work on the Hinshelwood cycle, producing effective auto-catalytic dynamics [29, 30] .
However, here we take into account explicitly the finite duration of cell-cycle and the imperfect nature of division which reshuffles the different phenotype components. As a consequence, rather than a simple exponential dynamics which reflects only one timescale -the leading eigenvalue of the interaction matrix -several eigenvalues continue to contribute. This results in effective (rather than exact) exponents which vary over time and between components.
Although our model describes accumulation as an effective rather than a mathematically precise exponent, a restraining force to prevent divergence over long time is still required. Accordingly we introduce a negative dependence of the cell cycle time on an arbitrary combination of initial values of phenotype component. Previous work [17, 18, 19] has argued for such negative dependence An intriguing aspect of our data is the emergence of statistical properties that remain distinct between individual bacteria over dozens of generations, specifically, the long-time average of both cell size and content of different proteins. The commonly accepted approach to phenotypic variability assumes that a cell population is a statistical ensemble, with cells governed by the same dynamical system, and that individuals differ by their initial conditions and by different realizations of the stochastic processes (which are part of the dynamical system). Under these assumptions, one may expect the system to be ergodic: namely, that statistics over time can be replaced by statistics over the population. Such an assumption has been almost invariably made in previous studies of phenotypic variability, but our data shows that for some quantities this property is violated. Such violation can result from at least two different scenarios. In one scenario, the governing dynamical system is still the same for all cells but due to the complex structure of phase space, trajectories starting from different initial conditions may be trapped and will not explore the entire space even for exceedingly long times. This effect has been studied theoretically in previous work [32] , which assumed that dynamics is so slow for individual cells that protein content is essentially frozen in one of two states -very low or very high expression -during the time of observation. In contrast to this assumption, our experiments are performed in a regime where protein is highly produced and individual traces exhibit broad variability along time, i.e. they are far from being frozen. Still, these broad distributions cover different ranges, as shown in Fig. 3 . The dynamic model also predicts the effect of individual parameters on the shape of distributions of the different phenotype components. We have shown that this effect is extremely weak:
first, all measured traces show a shape parameter which falls in a relatively narrow range. Since this shape parameter is a combination of dynamical parameters, this does not contradict the previous conclusion on the existence of a distinct properties of individual cells. Second, the log-normal distribution predicted by the model exhibits a collapse after scaling to a good approximation within this measured range. This provides a possible explanation of the universal rescaling phenomenon observed in previous work, although the connection to the results on yeast cells remains to be investigated.
In addition to the average value of phenotype components, the correlation function is also distinct among individual traces. Some traces show damped oscillations, with distinct amplitude and frequency. This phenomenon, which has been reported recently [28] , is a direct result of the dis- from few to many, their sensitivity to perturbations may span an enormous range. In other words, some variables will be strong determinants of cellular behavior while others will have almost no effect on it. This is in line with the concept of sloppy systems describing many complex physical and biological systems [35, 36] .
Our work leaves much to be answered. The identification of an effective parameter that links to the distinct features of individual traces immediately raises the question: what determines that parameter in individual cells? One possibility is that this feedback parameter is an emergent property of the cell which arises dynamically from complex interactions. Such dynamic feedback has been suggested as an organizing principle for mesoscopic-scale systems [37] . This question is beyond the scope of our current work. Our ability to answer it is limited by the number of long traces presently available and the time of observation. Moreover this kind of data are in principle limited by the cell lifetime. How the initial conditions come into play is also unknown since these are determined by previous generations. New experimental systems may be designed to address this challenge.
Finally, the link of individual cells to the population, namely the level of the lineage, is another gap that remains to be bridged. How statistical properties in a population develop from single cells depend not only on the long-term behavior of specific cells, but also on the distribution of properties in a lineage [15] . This problem also awaits further experimental and theoretical studies.
Methods
Experimental procedure and data processing. Wild type MG1655 E. coli bacteria were used in all experiments described. Protein content was measured through the fluorescence intensity of green fluorescent protein (GFP) or red fluorescent protein (tdTomato) inserted into the bacteria on a high or medium copy number plasmid and expressed under the control of the promoter of interest. For measuring the expression level of a metabolically relevant protein, GFP was expressed from the medium copy number plasmid pZA [38] under the control of the Lac Operon (LacO) promoter.
For metabolically irrelevant protein, GFP was expressed from the same plasmid pZA but under the control of the viral λ-phage promoter. For simultaneous measurement of the expression of two proteins, GFP was expressed from the high copy number plasmid pUC19 under the control of the LacO promoter, while tdTomato was expressed from the pZA plasmid under the control of the λ-phage promoter. The cultures were grown over night at 30
• C, in M9 minimal medium supplemented with 1g/l casamino acids and 4g/l lactose (M9CL, for measuring the expression level from the LacO Promoter or both promoters together), or 4g/l glucose (M9CG, for measuring the expression level from the λ-promoter only). The following day, the cells were diluted in the same medium and regrown to early exponential phase, Optical Density (OD) between 0.1 and 0.2. When the cells reached the desired OD, they were concentrated 10X into fresh medium, and loaded into a microfluidic trapping device [13, 11] . After cells were trapped in the device, fresh medium was flown continuously through it to supply nutrients. The cells were allowed to grow in this device for 10s of generations, while maintaining the temperature fixed, using a made-in-house incubator.
For more details of the experimental setup (see [13] ). Images of the channels were acquired every 3 to 6 minutes in phase contrast and fluorescence modes using a Zeiss Axio Observer microscope with a 100x objective. The size and protein content of the mother cell were measured from these images using the image analysis software microbeTracker [39] . These data were then used to generate traces such as those presented in Fig. 1 , and for further analysis as detailed in the main text.
Experimental data analysis Single-cell traces were analyzed using home-made MATLAB programs. Sample autocorrelation functions, Pearson correlation coefficients, sample distributions and linear curve fitting were all calculated by their implementations in MATLAB toolboxes. All sample autocorrelation function calculations followed a 3-point-average smoothing of the measured basepoint values. Effective feedback parameters β L and β P were estimated for each trace separately, as the slope of the linear fit to scatter plots of generation duration (scaled by dividing by its tracemean) as a function of logarithmic basepoints of cell-length or protein fluorescence, respectively (plots similar to Fig. 2) . 
Model implementation
Supplementary Information
SI1: Distinct long-term statistics of individual cells
In this Appendix we present results on distinct individual long-term statistics, as evident from single-cell traces measured independently in another lab. We analyzed cell-length and protein content measurements from publicly available data [11] . Distinct long-term autcorrelations along individual traces are also observed on this data-set. The small random changes introduced in K at division affect only the correlations between effective exponents across generations. For a fixed K model, the effective exponents corresponding to different components are generally negatively correlated, as a result of a compensation that occurs from the exactly conserved eigenvalues. Note also, that the random changes introduced in K at division do not lead to the divergence of K. This is due to the relatively small changes and the finite lifetime of the cell.
SI3: Effective feedback
In the main text results were presented for a special case of the model, namely β 1 > 0 and β i = 0 for i > 1. This represents a system where one phenotype component controls the timing of cell division. In this case, our numerical results indicated that an effective restraining force acts on all components, and emerges as correlation between cycle-time and the basepoint values of the various components. Here we derive this effective restraining force by direct calculation in our model. For simplicity, we choose to treat the two-dimensional case; higher dimensional cases are in principle the same.
Assume two phenotype components x (1) and x (2) , evolving within the nth cycle as
and the inter-division time is chosen as
At the end of each cycle, the phenotype components are
where λ i are the eigenvalues of K, V is the matrix representation for the eigenbasis of K, and
By equations 8 and 9 we see that at the end of each cycle, the two phenotype components are both (differently) weighted sums of the same two random variables c j e λj Tn , j = 1, 2. Note that these variables are functions of the phenotype initial conditions at cycle n, x
(1)
where a is constant and b n is a random variable. In our model, consecutive cycles are linked via the relation
where f
n and f (2) n are the division ratios of the two respective components. In logarithmic coordinates the above two equations are given by lnx (1)
Susbtituting Eq. 10 into the above yields lnx (1) 
This result shows how basepoints of different phenotype components are correlated across cell cycles. Now, based on the effective exponential approximation α n , we have the relation
by which we can approximate lnx (2) n (0) as a discrete Langevin mapping:
The term
n−1 a includes the residual terms from the logarithm in Eq. 15, which depends on the second phenotype component x (2) n (0). Thus, we expect the strength of measured effective restraining forceβ to differ from β, and we write the effective mapping process as lnx (2) 
SI4: Mean-field approximation
Our proposed model consists of relatively simple building blocks. Nevertheless, when put together, a complex relation between consecutive basepoint values of each component arises from the discrete process
as defined in the main text. We derive an approximation for this mapping, and utilize it to calculate the steady-state distribution of per-coordinate basepoint values.
Approximating the trajectory within each cell-cycle by an effective exponential rate, the evolution of each component 1 ≤ j ≤ N of the phenotype basepoint vector x n follows the simplified mapping
Taking the natural logarithm of (18) we have
Collecting all contributions from components other than j into the mean-field variable
dropping the superscript j for convenience, and denoting the logarithmic coordinate by y n := lnx n we write Eq. 19 as
We further simplify our analysis by using the average effective exponential rate along the entire trace, i.e.
α n ≡ α.
In addition, defining the additive term η n = lnf n + αT + αξ n − αE n yields a discrete-time Langevin equation
To account for the effective feedback, arising from correlations with other phenotype components which directly contribute to feedback, we defineβ andη n . These are the result of moving all indirect feedback terms from η n to be included inβ (as derived in SI3); the result is the mapping process
which is comparable to experimental measurements.
Finally, assumingη n is Normally distributed and independent along generations, the stationary limiting distribution of Eq. 20 can be shown to be Normal, as described in [18] . 
SI5: Long-term correlations in efective exponents
SI8: Accuracy of mean peak-to-peak distance
In the main text we have shown that our experimental results generally follow the prediction developed in [31] , with a rather large spread around the theoretical curve. Here we show numerically that the consistency of the mean peak-to-peak measure scales with the length of the time-series in question. For this purpose, we simulate many realizations of discrete Langevin equations
while varying the dynamic parameter ν between realizations. We repeat this procedure for pro- 
