Introduction
Around 1850, Chebyshev was the first mathematician who proved any worthwhile results on the prime counting function (je), namely that it is bounded from above and below by . This can be obtained by looking at the prime factors of the "middle" binomial 10g * (2n\ coefficients , because these coefficients have enormously many distinct prime factors.
On the other hand, in 1975, Erdös [5] conjectured that for n > 4, the binomial coefficient \ ]is never square-free. In a subsequent article, Erdös and Graham [3] asked more n J general questions (see also [4] and [6] ), namely: Given a positive integer a, does for /2n\ sufficiently large «, there exist a prime p such that p a \ ( J? Does p tend to infinity for nl / 2n±d increasing nl Do these properties also hold for binomial coefficients l ], if </is "not too large"?
The original conjecture of Erdös was settled by Särközy [14] in 1985 for sufficiently large n. In [10] , [11] and [13] , the author gave answers to the second and third question mentioned above, using a new exponential sum estimate [12] . In this paper, we will finally give an answer to all three questions by proving the following The main tool for the proof of Theorem l will be an upper bound of the exponential sum where e(x) = e 27tl * for real Λ:, s usual. This generalizes the corresponding results obtained by Jutila [7] and the author [12] . As a corollary, we get an asymptotic formula for where 0 < σ ί ^ 1.
In a forthcoming paper, we will apply these exponential sum estimates to the method of S rk zy [14] in order to obtain upper and lower bounds for the highest a-th power dividing binomial coefficients.
Preliminaries
In the sequel, let r be a positive integer and let real numbers h { (l ^ i ^ r) and positive integers j\ (l ^ / ^ r) be given such that (2) A = A! £ l ,
where / is a positive real number. We define All the explicit and implicit constants may only depend on /. We adopt the convention that the constant c, which always is assumed to be positive, may change its value within equations and inequalities. This enables us to write for instance.
We will make use of methods due to Vinogradov-Karacuba, van der Corput and Jutila [7] .
Lemma l [8] . (4) and (5) in Lemma 1. For χ > 0 and m e /V, we have l (13) -: ( (7) and (6) give P> H.Ey (2) and (7), we thus get (9) and (10) . Hence (4) holds.
In the same way, we get for P ^ χ ^ 2 P and s e {s t } by (11) jî ! where 3 5 i log P s log P This proves the upper bound in (5). By (13), we have for P ^ χ ^ 2 P and s e {s t } using (2)
We apply a weak form of Stirling's formula, namely «4^ )log«-H+ -( l -log-j <Ξ log«! £H «+ -)log« -« + 1
For J -l < s, this implies together with (8)
For J -l ^ 5, we have trivially
By (15), (16), (17), (2) and (3), we get for s 0 -max(s, 4)
ph-j r By (7), (11) and (12) Therefore, (18) using (11), (9) and (12) . Hence the lower bound in (5) also holds. This proves Lemma 2. . We use van der Corput's well-known method. Again let
We assume without loss of generality
Since by (2) , (3) and (20) 
obviously is an increasing function. Because of (14), we get for P 5Ξ χ ^ Ρ + P' by (19) and (21) 
Proo/. For P ^ Γ', the lemma obviously holds. In case P < 7", (23) implies (7) and (20). Hence the proof is completed by Lemma 2 and Lemma 3. 
Vaughan's identity
The application of Vaughan's identity instead of Vinogradov's rather complicated combinatorial argument is by now a well-known technique in analytic number theory. In our case, it simplifies the method of Jutila [7] .
As a corollary to Vaughan's identity (see for instance [16] , [17] , or [2] , p. 138-140), we have 
say. By Lemma 6, Moreover,
Together, we get This completes the proof of Theorem 2.
Vinogradov's Fourier series method
The following method may be found in [18] At this point, we have to check that Δ < -s required by the initial conditions. This can be 4 done by distinguishing two cases. If (log P) 3 <^ (log*) 2 , we have hence the theorem obviously holds. Therefore, we may assume (log P) 3 » (logjc) 2 , which yields the desired inequality for suitable 7. Then for arbitrarily small ε > 0
Let R denote the error term of the last equality. Then, by (33), 
Similarly, we get by (37)
Together, we have j
Setting Aj = 0, Bj = o j (l ^ y ^ /), the desired result follows by observing that
Proof of Theorem l
Let m and n be positive integers, and p a prime. We define U p (m, ri) to be the number of "carries" which occur when adding m and n in p-adic notation. By (41), the proof of Theorem l is completed.
