We study homoclinic transport to Lyapunov orbits around a collinear libration point in the planar restricted three body problem. A method to compute homoclinic orbits is first described. Then we introduce the scattering map for this problem (defined on a suitable normally hyperbolic invariant manifold) and we show how to compute it using the information already obtained for the homoclinic orbits. An example application to Astrodynamics is also proposed.
Introduction
Interest in the dynamics around the Lagrangian points has been increasing in the last decades, as L 1 and L 2 of the Sun-Earth and Earth-Moon systems have been selected for a wide variety of spatial missions (see Farquhar 1972; Breakwell et al. 1974; Gómez et al. 1991; Canalias and Masdement 2005) . The introduction of invariant manifolds as a means to describe the phase space around these points yields not only a more efficient determination of the desired transfers but also an adaptable procedure for mission analysis. Invariant manifolds dominate the dynamics and mass transport in the studied system and in the whole Solar System. In this context, homoclinic trajectories provide zero cost transfers from a libration orbit around L i (i = 1, 2) to another one. In the planar case, there is only one periodic motion around L 1 . In particular, homoclinic trajectories are not a means to go from one orbit to another one, but to leave the periodic orbit at a certain point and approach it again in a different point. This feature has possible astrodynamical applications, such as the placement of different satellites in previously chosen points of the same orbit. This paper includes a detailed explanation of the numerical method used for finding homoclinic connections by intersecting the stable and unstable manifold of planar Lyapunov orbits around L 1 , which was presented for the first time in Canalias and Masdemont (2006) .
Further, we look at the set of Lyapunov orbits around a collinear libration point as a normally hyperbolic invariant manifold , with associated stable and unstable invariant manifolds W s , W u . These manifolds are important because they organize the dynamics of the system. The hyperbolic invariant manifolds W s , W u intersect transversally along families of homoclinic orbits H j,i .
Following Delshams et al. (2000b Delshams et al. ( , 2006 , we define the scattering map S j,i : → associated to a family of homoclinic orbits. The scattering map relates two trajectories in through a homoclinic orbit in the family H j,i .
Exploiting the fact that there is only one Lyapunov orbit around the libration point for each value of the Jacobi constant, we show that the scattering map for the planar restricted three body problem (PRTBP) has a simple form. Specifically, it is an integrable twist map.
Using only three points from each homoclinic orbit in the family H j,i , we are able to compute the associated scattering map. For illustration purposes, in this paper we compute the scattering map for several families of homoclinic orbits to the L 1 libration point in the Earth-Moon model.
Our future goal is to give a complete description of homoclinic and heteroclinic phenomena in the spatial restricted three body problem (RTBP). This paper is a first step toward that goal, where we have used the PRTBP as a test case for the concepts and methods involved.
Methodology
The RTBP is a model of the motion of an infinitesimal particle, affected by the gravitational attraction of two massive bodies (primaries), which describe circular orbits around their common center of masses. When the movement of the massless particle is only studied in the plane of motion of the primaries, the problem becomes planar (PRTBP).
Taking adequate units of mass, length and time we can simplify the equations of motion. Furthermore, the following synodical system of reference is taken: the origin set at the center of masses of the two primaries, the X-axis given by the line that goes from the smallest to the biggest primary (with this orientation) and the Y -axis taken so that XY is a planar positively oriented coordinate system. In our synodical system the primary of mass µ (small) is always located at (µ − 1, 0) and the primary of mass 1 − µ at (µ,0) (Szebehely 1967 ). The equations of motion are:ẍ
where,
The PRTBP in synodical coordinates has five equilibrium points. Three of them are located on the X-axis, and are called Eulerian or collinear points (L 1,2,3 ). L 4 and L 5 (Lagrangian Fig. 1 The five equilibrium points of the RTBP points) are found as the third vertex of the two equilateral triangles that can be formed using the primaries as vertices (Fig. 1) . Introducing momenta p x =ẋ − y and p y =ẏ + x, the PRTBP equations of motion cast into a Hamiltonian system. The Hamiltonian function is
We define the Jacobi constant, C,
with as in (1). It is easily proved that C = −2H. Consequently, the Jacobi constant is a first integral of the RTBP. In this work, we will focus on the dynamics around the equilibrium point L 1 . The linear behavior of this point is of the type center × saddle. The hyperbolicity introduced by the saddle component is inherited by all the orbits in a large vicinity of L 1 . Moreover, it is responsible for the existence of unstable and stable manifolds arising from the aforementioned orbits.
Planar Lyapunov orbits
For each value of the Jacobi constant, there is a unique planar Lyapunov orbit homeomorphic to S 1 around L 1 . This is the unique periodic motion around the L 1 for the planar case, and the one we use in this work.
Planar Lyapunov orbits and their hyperbolic manifolds can be computed using Lindstedt-Poincaré procedures. In this way one obtains their expansions in convenient RTBP coordinates.
To this end, we set the origin of coordinates at the libration point and scale the variables in such a way that the distance from the equilibrium point to the small primary is equal to one. The expansion of the equations of motion (1) in these variables (x,ȳ) takes the form,
where ρ 2 =x 2 +ȳ 2 , P n is the Legendre polynomial of degree n, and c n are constants which depend only on µ and the selected equilibrium point (see Masdemont 2005) . We note that in (3) the linear terms appear in the left hand side part of the equations and the nonlinear ones on the right-hand side. The solution of the linear part of Eq. (3) is:
where κ 1 , κ 2 , ω p , and λ 0 > 0 are constants for a given model. The αs are free amplitudes. α 1 and α 2 are the ones associated with the hyperbolic manifolds. If α 1 = α 2 = 0, we have the linear part of the Lyapunov orbit with amplitude α 3 . When α 1 = 0 and α 2 = 0 we have orbits tending exponentially fast to the Lyapunov orbit of amplitude α 3 when time tends to infinity (stable manifold). On the contrary when α 2 = 0 and α 1 = 0, orbits leave the vicinity of the Lyapunov exponentially fast in forward time (unstable manifold).
When we consider also the nonlinear terms of (3), solutions close to L 1 are obtained by means of formal series in powers of the amplitudes of the form:
where 
In the computations, the series are truncated at a certain (high) order (Masdemont 2005) . Nevertheless, we note that the meaning of the amplitudes in the nonlinear expansions (5) is the same one as in the linear solutions (4).
Therefore, in these coordinates, we can write the Lyapunov orbit of amplitude α as,
Notice that in the PRTBP there is a bijective correspondence between values of the Jacobi constant and values of the amplitude α 3 . Thus, we can also consider coordinates X = (α 1 , α 2 , C, φ) ∈ R 3 × T and write the above Lyapunov orbit as
where C is the Jacobi constant associated to α.
We can now define the local unstable and stable manifolds associated to λ C :
where I 1 × I 2 ⊂ R 2 is an open rectangle containing the origin.
Hyperbolic manifolds
In the previous section, we saw how the Lyapunov orbits and their stable and unstable manifolds can be described semi-analytically up to a certain order. Nevertheless, as far as manifolds are concerned, the analytical description is used only in a small vicinity of the Lyapunov orbit. For the rest of the tube, the manifold is obtained by numerically integrating this semi-analytical expression.
That is, there are two different parts in the description of each manifold. By setting α 1 = ± and α 2 = 0 (respectively, α 2 = ± and α 1 = 0), and the rest of the amplitudes and phases fixed to the chosen Lyapunov orbit values, a point on the local unstable (respectively, stable) invariant manifold is obtained in the series (5). Set t = 0, so we can refer to these points as initial conditions. Furthermore, the aforementioned initial conditions are at a distance of order from the Lyapunov orbit. The part of the local manifold which asymptotically joins them with the Lyapunov orbit is described analytically by the same series for values of time t = 0. In the case α 1 = 0, negative values of time tending to −∞ result in points belonging to the local unstable manifold and approaching the Lyapunov orbit exponentially fast (respectively, positive times tending to +∞ for α 1 = 0). This part is represented, schematically, in For other values of time (positive for the unstable case and negative for the stable), the manifold tubes can be continued by integrating the initial conditions: in forward time for the case α 1 = 0 and backward in time for α 2 = 0 (part labelled as 'integrated manifold' in Fig. 2 ). Note that this numerical integration is necessary, as it provides us with an accurate description of the manifolds in regions where the Lindstedt-Poincaré expansions are no longer valid due to the large distance to the equilibrium point. In order to look for homoclinic orbits of a Lyapunov orbit emerging from L 1 , we will use a Poincaré section. This is a common technique in the study of dynamical systems, and consists of observing the flow of the system only in the points that cross a given section. In this way, the flow is studied in a lower dimensional space, but relevant information can still be derived. The stable and unstable manifolds of Lyapunov planar orbits are two-dimensional objects (see Sect. 2.2). If we study them only in their cut with a Poincaré section (i.e. = {(x, y,ẋ,ẏ):
where K is a constant), the resulting objects are closed curves, and therefore, much easier to study and represent. These two closed curves may intersect transversally in several points. Each intersection point belongs to a different homoclinic connection to the Lyapunov orbit.
One can consider the first, second, and so on, cut of the invariant manifolds with the Poincaré section, and obtain in this way different closed curves which may have a different number of intersections and therefore, a different number of homoclinic connections (which perform several loops around the primary).
So, take as the plane in the state space of the points with x = −1 + µ. Now, the process of finding homoclinic connections, γ C , to a Lyapunov orbit, λ C , consists of three parts:
) arising from the Lyapunov orbits (λ C ) until they cut the Poincaré section (see Fig. 3 ). Fig. 3 ). 3. Refinement of the intersections up to a certain precision.
Detection of intersections between the cuts of the asymptotic manifolds (W s
λ C ∩ and W u λ C ∩ ) in the Poincaré section (see
Integration of the manifolds
As it has been said, when the value of C is chosen, α 3 is fixed. In order to take initial conditions on the unstable (respectively, stable) local manifolds in (5) we set α 1 = ± (respectively, α 2 = ± ). is a small parameter (≈ 10 −3 ), and the sign indicates toward which branch of the manifold we will integrate: In L 1 , + means toward the small primary, while − means toward the interior region. The discretization on the initial conditions arises from taking n phases around the Lyapunov
. . , n − 1. The bunch of orbits launched by these kind of initial conditions, with the series in (5) truncated at order 15, form manifold tubes. A Runge-Kutta-Fehlberg method of orders 7-8 is then used for the integration. Note that order 15 provides a precise approximation to the manifolds which is adequate to fulfil very stringent numerical requirements (in particular, enough for the purposes of this work).
As the equation of the Poincaré section is x = µ − 1, the number of cuts (N ) with the section can be easily controlled by studying the sign of x(t) + 1 − µ. When N matches the desired number of cuts, a one-dimensional Newton procedure is used in order to obtain the point on the section with an accuracy of at least 10 −12 (i.e. |x(t) + 1 − µ| < 10 −12 ).
Detection of intersections between the cuts of asymptotic manifolds in the Poincaré section
Once the integration is completed, we have a set of points on the Poincaré section belonging to a discrete bunch of trajectories lying on the manifolds (n trajectories if n phases where used). So, the result of joining these points is a polygon made of n segments. The integration is performed for both the unstable manifold and the stable one, so two curves are obtained on the Poincaré section (see the right picture in Fig. 3) .
The next step that has to be taken is to check for intersections on the section between each segment of one of the curves and all the segments of the other curve. All in all, (n 1 ) × (n 2 ) ≈ O(n 2 ) (n i number of θ 1 in manifold i) comparisons between segments. This is why it is not worth taking large n values, because it does not enhance the precision of the final cut, but increases the computational effort. Nevertheless, n has to be large enough for the cuts on the Poincaré section to be well determined with an approximated S 1 structure when the segments are joined together (for instance, n 1 = n 2 = 100).
There is a correspondence between each segment (a, b) on the section and a segment (φ a , φ b ) ∈ T, such that a (respectively b) is the integrated point corresponding to the initial condition on the manifold with θ 1 = φ a (respectively φ b ) Therefore, at the end of this process we store four phase values for each detected cut. Two of them for the unstable manifold, (φ a u , φ b u ) and the other two (φ a s , φ b s ) for the stable manifold.
Refinement of the intersections
We start with the intervals found in the previous step, and we look for s ], but the longitude of the intervals has been reduced.
We iterate the process k times until |s k u | + |s k s | = |φ
When the three steps have been successfully carried out for an appropriate C, we have (φ u , φ s ), the phases on the Lyapunov orbit defining the connection. We have the intersecting point on the Poincaré section , and the corresponding integration times as well.
So, the connecting trajectory can be reconstructed by taking the following initial conditions:
• For the unstable manifold: (α 1 , α 2 , α 3 , θ 1 ) = (10 −3 , 0, α 3 (C), φ u ).
• For the stable manifold: (α 1 , α 2 , α 3 , θ 1 ) = (0, −10 −3 , α 3 (C), φ s )
The integration of these initial conditions yields the connection. Obviously, the one on the unstable manifold has to be integrated forward in time, while the other one backward.
Once a homoclinic connection to a Lyapunov orbit λ C has been found, some other connecting trajectories can be found to nearby Lyapunov orbits λ C , by slightly varying the initial conditions (due to the analytic continuous dependence of the solutions of the dynamical equations w.r.t. these initial conditions). A group of trajectories which are coincident in some of the initial parameters giving rise to one-parameter family of homoclinic trajectories will be called a family of homoclinic trajectories and denoted by H . We can classify the families of homoclinic trajectories to L 1 planar Lyapunov orbits depending on the number of cuts with the Poincaré section or equivalently, the number of loops, j, around the small primary that the trajectories do. In addition, for the same number of cuts with the section , more than one family is obtained. In particular, the number of families is equal to the number of intersections between the manifolds on the section.
To construct these continuous one-parameter families H j,i of homoclinic trajectories, we consider only those intervals (C
+ ) of Jacobi constants for which the intersections between the manifolds are transversal. The specific values C j,i ± are candidates to bifurcation homoclinic intersections.
Thus, we will write,
where (C
+ ) is the interval of Jacobi constants for which the family is obtained, j is the number of loops and i is the integer identifying the family depending on the y coordinate on the Poincaré section (i = 1 corresponding to the families yielding the intersection with smallest y).
Notice that, by construction, for any j and i, and any C ∈ (C Figure 4 is a representation of the families that have been obtained using the procedure explained above for the Earth-Moon mass parameter µ. The notation is simplified in the figure to H j . Each one of the branches corresponds to H j,i with i increasing upwards. The x-axis in the figures corresponds to the value of the Jacobi constant, and the y-axis to the y-coordinate of the trajectory in one of the cuts with the Poincaré section in adimensional RTBP coordinates.
Notice that this figure can be thought of as a bifurcation diagram of the homoclinic orbits as a function of the parameter C. As the Jacobi constant decreases, new families of homoclinic orbits H j,i appear (typically in pairs). From this interpretation it is clear that the bifurcations occuring in the diagram do not depend on the position of the section. Thus our definition of homoclinic families H j,i is independent of . 
This set is a two-dimensional manifold with boundary. It is invariant for the flow t of the system. The manifold is topologically [C 1 , C 2 ] ∈ T. A point in the manifold is parametrized by (C, φ) . is a subset of the so-called center manifold (Fig. 5) .
Notice that is actually a normally hyperbolic invariant manifold for the flow (see Delshams et al. 2006 for the definition and properties of a normally hyperbolic invariant manifold). 
are called stable and unstable manifolds of in normally hyperbolic theory. They are threedimensional manifolds. A local parametrization is given by
Recall the definition of the stable manifold of a point X in a hyperbolic set :
Notice the same time t in t (X ) and t (Y ) and an exponent of convergence λ > 0. In general, this manifold is not invariant for the flow of the system. (It is the nonlinear analog of the contracting subspace E s x in the hyperbolic splitting of a hyperbolic invariant set. For an introduction to hyperbolic invariant sets, see Robinson 1999) . However, the stable manifold of a point satisfies the property
In the case of the PRTBP, the local stable manifold of a point
as one can easily check from Eqs. (5) and (6). Analogously, given X − = (0, 0, C − , φ − ) ∈ , its local unstable manifold is given by
It is thus evident that
and by extension,
There is a similar foliation for the unstable manifold.
The dynamics in
In the case of the PRTBP, the dynamics restricted to is very simple. The normally hyperbolic invariant manifold is foliated by invariant tori corresponding to periodic Lyapunov orbits. The flow on is given by
where ω is given in (6), and we will denote by
the orbits in the torus λ C 0 .
Definition of the scattering map
In this section, we are going to define a scattering map S j,i for every family H j,i of homoclinic orbits to . For ease of presentation, through this section we will drop the indices that identify a homoclinic family. Consider a homoclinic family H defined on a given interval (C − , C + ). Take a point Z * ∈ H and let C ∈ (C − , C + ) be its Jacobi constant, so that Z * ∈ γ C . By definition of the stable and unstable manifolds of (see (10)
which are unique by (14). Indeed, by preservation of the Jacobi constant, X * − , X * + ∈ λ C . Consider now an arbitrary point X − in the Lyapunov periodic orbit λ C , so that
The map
where D = ∪ C∈(C − ,C + ) λ C , is called the scattering map and is characterized by the property that X + = S(X − ) if and only if there exists Z ∈ H such that (17) holds.
Notice that the scattering map S = S j,i and its domain of definition D = D j,i depend on the homoclinic family H j,i . Next we check this characterization. Assume that there exist Z 1 , Z 2 ∈ H and X +,1 , X +,2 ∈ with
Since Z 1 , Z 2 belong to γ C , Z 2 = t 1 (Z 1 ), and imposing (19) and the fact that λ C is periodic, one easily gets that t 1 = nT C for some integer n. Imposing now (20), one finds that X +,1 = X +,2 . This proves that the scattering map S is well defined and that it does not depend on the choice of the point Z in (17). Analogously, one can check that S −1 : X + → X − is also well defined. An interesting property of the scattering map in the case of the planar restricted three body problem is that it commutes with the flow: for any t ∈ R
S( t (X
which follows readily from the characterization (17) and the fact that if (17) holds for two points Z 1 and Z 2 then Z 2 = t 1 (Z 1 ) with t 1 = nT C . We now look for the expression of the scattering map in the coordinates (C, φ) of introduced in (8).
Due to the low dimensional nature of the PRTBP, one can easily describe the scattering map associated to a homoclinic manifold. Let X − , X + ∈ have Lindstedt-Poincaré variables
so that S(C, φ_ + ωt) = (C, φ + + ωt) by property (21). Introduce the phase shift
which depends on the torus. Then we can express the scattering map as
for any (C, φ) ∈ (C_, C + ) × T. Hence, the scattering map has the form of an integrable twist map. As a matter of fact, it is a nontrivial twist map, that is (C) ≡ / 0, as will be shown in the next section.
Computation of the scattering map
As explained in the previous section, the particular geometrical features of the PRTBP impose a strong structure for the scattering map associated to a homoclinic manifold. For every j, i,
• S = S j,i can be computed independently on each torus λ C ∈ D j,i .
• On a given torus λ C , the scattering map is just a translation φ → φ + by a constant shift = j,i (C).
Therefore, the problem of computing S reduces to computing (C) for any torus in the range C ∈ (C 
Let us fix
+ ) and consider the corresponding 1-torus λ C and homoclinic orbit
Note that X − and X + are related to Z asymptotically, so these two points cannot be found from Z by direct iteration. The algorithm used in Sect. 2.3 to find the homoclinic connection γ C provides us with
and Z ∈ γ C related in the following way:
The algorithm already gives X u and X s in Lindstedt-Poincaré coordinates
From (13), X u belongs to the unstable manifold of the pointX − = (0, 0, C, φ u ). Similarly, X s belongs to the stable manifold of the pointX + = (0, 0, C, φ s ). By assertion (11),
.
Thus the points we seek are
In coordinates, they are given by
Therefore, Consider the simplest homoclinic families H 1,1 and H 1,2 , which loop once around the small primary. Figures 6 and 7 show 1,1 , respectively, 1,2 in the same domains where the homoclinic families were computed (compare to Fig. 4) . We also plot both functions together in Fig. 8 to show how they are a natural continuation of each other. In this way it is also easier to compare the intervals of Jacobi constants where j,i are defined. The functions are represented in the universal cover, instead of [0, 2π), to emphasize that each one is continuous.
Note that the slope of (C) goes to infinity at the bifurcation point. Note also that 1,2 (C) is a twist map for all C ∈ (C 1,2
+ ) except for a point where 1,2 attains a maximum, giving rise there to a nontwist map (see Delshams and De la Llave 2000a).
Example application to astrodynamics
This section describes an example application of the scattering map to the design of spacecraft trajectories in the restricted three body problem. The goal of this example is to illustrate the convenience and usefulness of the scattering map as a tool to study homoclinic and heteroclinic phenomena in dynamical systems. Other applications can probably be found in the field of mission design or in a different field.
As a simplified example using our planar restricted three body problem, let us consider two spacecraft orbiting in a given Lyapunov orbit λ about L 1 in the Earth-Moon system. For any reason (for instance due to a contingency plan or because of launch dispersion) the two spacecraft ended up in a circular like choreography at very different phases in the Lyapunov orbit, while the actual purpose would be to have them close to each other (for instance because of a formation flight requirement). In this situation, performing the rendezvous and overcoming "the gap" between the satellites using classical transfer maneuvers is expensive in terms of delta-v but, using homoclinic connections and with the help of the scattering map, it can be performed at almost zero cost. The main drawback of this method is that the transfer times are longer than when using classical maneuvers.
In our example, let us fix some Lyapunov orbit for definiteness, say λ = λ C with C = 3.19. There are several scattering maps S H defined on λ ⊂ , depending on the choice of homoclinic family H . Recall from Sect. 3.3 that λ is parametrized by an angle φ, and the scattering map restricted to λ is just a rigid rotation φ → φ + .
Having computed several scattering maps numerically in Sect. 3.4, we know the values of for several homoclinic manifolds. Table 1 shows these values (in radians).
Each application of the scattering map S H corresponds to performing a homoclinic excursion through a trajectory γ ⊂ H . In the example application, a homoclinic excursion consists in injecting a satellite into the unstable manifold of the Lyapunov orbit using station keeping like maintenance maneuvers, and then following the selected homoclinic trajectory, which naturally comes back to the Lyapunov orbit following its stable manifold. The result is that the satellite is shifted by an angle with respect to its initial phase.
Therefore, the example problem can be formulated as follows: let I be an index set that will be used to index the finite set of scattering maps (or rotation angles) shown in Table 1 . Equivalently, I also indexes the homoclinic manifolds considered. Suppose that x A = (C, φ A ) and x B = (C, φ B ) ∈ are the initial conditions of the two spaceships on the Lyapunov orbit. Find a sequence (i 1 , i 2 , . . . , i n ) ∈ I n such that
where d is a prescribed distance. This would correspond to n homoclinic excursions for spaceship A. Obviously, one could apply the scattering map to both φ A and φ B , i.e., applying maneuvers to both spaceships.
