Abstract: For complex mechatronic systems it is convenient to modularize the system into a hierarchical structure. Especially for self-optimizing systems hierarchies can be used to reduce the complexity. Such systems have an extensive information processing, because they adapt their behavior to varying system and environment conditions in an autonomous way. In this paper we present a parametric model-order reduction based on multi-moment matching that is used to simplify hierarchical models. By this procedure the execution of a hierarchical multiobjective optimization is fastened. We compare our hierarchical approach with a multiobjective optimization of a non-reduced model for an active suspension system. A good approximation of both the Pareto sets and Pareto fronts is obtained by our approach.
INTRODUCTION
Self-optimization of mechatronic systems is the research object of the Collaborative Research Center 614 -Selfoptimizing concepts and structures in mechanical engineering. A mechatronic system is called self-optimizing in this context if it adapts its inherent objectives to varying system-and environment conditions and additionally changes its behavior in an autonomous and consistent way. Self-optimization is effected at runtime by repeating the three steps: analysis of the current situation, determination of objectives and adaption of the system behavior.
Multiobjective optimization can be used to compute optimal system configurations in view of a multitude of objectives and requirements such as quality of control, comfort or energy consumption. For complex mechatronic systems it is more efficient to split up the self-optimization process into some less complex tasks instead of optimizing the entire system with all constraints, objectives and requirements. This leads to hierarchically structured systems and thus a need for modeling as well as optimization methods for hierarchical systems.
On the basis of former developments for hierarchical mechatronic systems (Münch et al. (2008) ) we present an approach to the use of parametric model-order reduction for the simplification of particular hierarchy elements. The main focus lies on the interaction between parametric model-order reduction and a set-oriented multiobjective optimization approach.
The paper is structured as follows: In Sections 2 and 3 we present the parametric model-order reduction, based on both a multi-moment matching approach and the multiobjective optimization. How to use the two methods in a mechatronic system and how to combine them efficiently is described in Section 4. We demonstrate our methods using an active suspension system as application in Section 5 and finish with a short conclusion and some prospective ideas.
PARAMETRIC MODEL-ORDER REDUCTION
Model-order reduction is a widely used technique for the simplification of high-order differential equations. Especially for linear systems there are many different approaches. An introduction to this topic can be found in Antoulas et al. (2001) . To date also several approaches to parametric model-order reduction (PMOR) have been developed and are used to maintain an additional parameter dependence in the reduced system. In this paper we implement a reduction method based on a multi-moment matching approach, introduced by Daniel et al. (2004) . This approach has already been used in other application areas such as micro-electromechanical systems (MEMS, Rudnyi et al. (2006) ). Apart from multi-moment matching research is done in the field of matrix interpolation for parametric model order reduction (cf. Panzer et al. (2010) ).
In many application areas large-scale systems consisting of thousands or even millions of differential equations often occur along with a specific structure or symmetry that can be used to improve the reduction (Wittig et al. (2006) ). In contrast, the order of mechatronic systems which we use as application is much smaller but the equations do not have any symmetry or special structure either. What is more, we always have to reduce systems with multiple inputs and outputs. Our main purpose is to accelerate simulations used for optimization and other tasks during the selfoptimization process. Hence, the reduction parameters are controller configurations defining the system dynamics, a feature which marks yet another difference to other reduction methods.
Our starting point for PMOR is a linear MIMO systeṁ
with x ∈ R n , u ∈ R p , y ∈ R k and a system matrix A(p) = A 1 + p 2 A 2 + . . . + p m A m having a linear dependency on the parametersp = [p 2 , . . . , p m ]. In the following we denote such a system by
The reduced system of order q is obtained by a projection
defined by two projection matrices V, W ∈ R n×q that will be denoted by Σr in this paper.
Also the transfer function of (1) depends explicitly onp
and can be transformed into
The coefficients of the series expansion (3) are called moments and Daniel et al. (2004) have shown that an implicit matching of these moments between the original and the reduced system is possible if V is chosen to be a basis of the Krylov subspace
, where such a Krylov subspace is defined by K r (A, B) = span B, AB, . . . , A r−1 B for an arbitrary square matrix A and a rectangular matrix B. The moments can be computed recursively, as shown in Benner and Feng (2007) .
In order to yield a better approximation, the number of matched moments can be doubled by additionally ensuring W to be a basis of the second Krylov subspace
For a stable numerical computation we implemented a twosided Arnoldi algorithm similar to established versions, which can be found in Salimbahrami (2005) , e.g., but extended to the multi-moment matching approach. Basis vectors are iteratively computed one after another. Hence, arbitrary orders of the reduced systems are possible. To avoid numerical instabilities in the case of almost linearly dependent basis vectors, we use a deflation procedure based on Bechthold et al. (2005) . Specifically, this means that an additional basis vector is used only for projection if its norm is greater than a fixed limit ε after orthogonalization. In the application described in this paper, all reduced models are computed using ε = 10 −4 .
Moment matching can also be achieved at arbitrary expansion points s 0 in the frequency domain, not only for s 0 = 0 as assumed in (3), see Grimme (1997) for more details. A matching around s 0 can be easily implemented as only the system matrix A 1 has to be substituted by (A 1 − s 0 I n ). Furthermore, a combination of multiple expansion points can be used by the computation of matrices V sj and W sj to each single expansion point s j and defining
as the entire projection matrices.
Hence, there are two main aspects defining the reduced model. On the one hand, the approximation error depends on the number and values of the expansion points. On the other hand, the approximation is also influenced by the number of matched moments or that of basis vectors at each expansion point, respectively. To the authors' knowledge there is no general procedure to obtain the best combination of expansion points and corresponding orders for the reduction of a parametric system (1). Hence, suitable values have been chosen manually in this paper.
HIERARCHICAL MULTIOBJECTIVE OPTIMIZATION
In contrast to classical nonlinear optimization problems in multiobjective optimization several objective functions are to be minimized at the same time. These objectives typically contradict each other and therefore do not have identical optima. Thus, a set of optimal compromises has to be determined which is called the Pareto optimal set or just Pareto set. The mathematical field of multiobjective optimization deals -besides the theoretical study of such problems -with the computation of Pareto optimal solutions. In the following paragraphs, the formal definition of Pareto optimality is given and a set-oriented, numerical approach for the computation of the entire, global Pareto set we used for the computations presented within this paper is presented. For an overview on other algorithms and the theoretical background of multiobjective optimization the reader is referred to Miettinen (1999) and Ehrgott (2005) , for example.
The application considered in this work has a hierarchical structure. Multiobjective optimization problems occur both on an upper level and on two lower levels. The multiobjective optimization on the upper level depends on the results of the multiobjective optimization on the lower level. Therefore, we have first solved the lower level multiobjective optimization problems, parameterized the one-dimensional solution curves and solved the upper level multiobjective optimization problem restricted to these curves combined with the additional free optimization parameters of the upper level. This idea will be described in more detail in the third paragraph of this section.
Problem Formulation and Pareto Optimality
A multiobjective optimization problem is given by min
where F is defined as the vector of the objective functions f 1 , . . . , f k , k ≥ 2, which each map from R n to R, i. e.
The feasible set S is described through inequality and equality constraints. Within this paper we only consider parameter restrictions within intervals, i. e.
In all the following considerations it is assumed that
It has to be explained what is meant by 'min' in the problem (MOP), as a vector-valued function has to be minimized. The following definition, which introduces an appropriate partial order on R k allows comparisons of vectors.
Let u, v be two vectors in R k . Then the vector u is less than v if u i < v i for all i ∈ {1, . . . , k}, denoted by u < p v. In an analogous way, the relation ≤ p is defined. The vector u is said to dominate the vector v if u ≤ p v and u i < v i for at least one i ∈ {1, . . . , k}.
Using the relation ≤ p we can now define what a solution of (MOP) is: 
Numerical Computation of Pareto Sets
For the computation of the entire Pareto set, among many other approaches numerical set-oriented methods have been developed (cf. Dellnitz et al. (2005); Schütze (2004) ). Within this work we have made use of a recently developed parallelized version of one of these techniques which is a subdivision algorithm. This algorithm allows the computation of entire, global Pareto sets and can even deal with multiobjective optimization problems in which no analytical derivatives are available.
The principal approach of the subdivision technique can be characterized as follows: Based on a covering of the feasible parameter space (a box), the Pareto set is approximated numerically through a successive refinement and selection of boxes in parameter space.
After subdividing the boxes into two smaller boxes in each subdivision step, test points are generated in each box. The function values of the test points are compared and boxes that only contain dominated solutions are deleted. An efficient implementation was possible by using a dominance decision tree combined with an archiving strategy. More details about the algorithms, which are implemented in the software tool GAIO 1 , and a proof of convergence (under certain assumptions) can be found in Dellnitz et al. (2005) ; Schütze (2004) .
In our application the evaluation of the objective functions is time consuming (partly more than 20 seconds per function evaluation). For this kind of problems a parallelized version of the subdivision algorithm has been developed in Steenken (2009) which distributes the function evaluations necessary within the subdivision algorithm among a set of computation clients.
Hierarchical Approach
As mentioned above in the application considered within this work multiobjective optimization problems occur on two different levels. There are several independent multiobjective optimization problems on a lower level (in our case two) and one multiobjective optimization problem on the upper level which depends on the results of the lower levels and on some additional independent optimization parameters. Similar problems with only one multiobjective optimization problem at the lower level have been considered in Dell'Aere (2008). Our problem can be formulated mathematically as follows:
On the lower level we consider l multiobjective optimization problems
Here, n 1 , . . . , n l denote the number of optimization variables and k 1 , . . . , k l the number of objective functions of each of these problems. f
(1) is assumed to depend on the variable x
(1) ∈ R n1 , . . ., and f (l) is assumed to depend on the variable x (l) ∈ R n l . Let P f (1) , . . . , P f (l) denote the Pareto sets for these lower level multiobjective optimization problems. Then, the hierarchical optimization problem can be formulated as
subject to y ∈ S,
. . .,
where Pareto sets of the multiobjective optimization problems on the lower level are computed. Under certain regularity conditions it has been proven that in the case of two objectives the Pareto sets are given by one-dimensional solution curves. In this case, these curves can be parameterized and the upper level multiobjective optimization problem can again be solved making use of the set-oriented numerical algorithm, taking into account the results of the lower level.
HIERARCHICAL MODELING AND OPTIMIZATION OF MECHATRONIC SYSTEMS
With design and analyzing tasks especially in a selfoptimizing context of complex mechatronic systems, it is convenient to modularize the system and introduce a hierarchical structure. This allows focussing design and optimization on a less complex entity or a limited set of entities. In the following, we introduce our structuring concept first. It results in a hierarchical model which is particularly modified to be used for hierarchical optimization. In order to save computational time, model parts of lower hierarchical levels are reduced using parametric model order reduction. The final model can be used to calculate optimal system resp. controller configurations.
Hierarchical Model
The first step of our approach consists in dividing the mechatronic system into subsystems or modules according to their function within the whole system. Such a decoupling naturally leads to a hierarchical ordering of the modules, with simple modules on the lowest level and the entire system on the top level. A decrease in complexity for design and optimization is achieved by equipping each module with its own information processing that can be described by a so-called Operator-Controller-Module (OCM), explained in more detail in Hestermeyer et al. (2004) .
The OCM consists of three parts: controller, reflective operator, and cognitive operator. In this work we only focus on the latter, which contains optimization processes and various additional methods to implement cognitive abilities in a self-optimizing system. Suitable mathematical models have to be available for model-based design and also for optimization. On the lowest level only information about the associated module itself has to be regarded. But to execute self-optimizing tasks on higher levels also information about the behavior of underlying modules has to be considered due to physical couplings. Hence, suitable mathematical models have to be exchanged between different OCMs, which leads to a hierarchical model as the submodels are also arranged in a hierarchical way. In order to reduce the complexity the underlying modules are considered only in a simplified way. The resulting model is called base model as it is the basis for all model-based methods running inside the OCM of the module.
The structure of such a base model is shown in Fig. 1 . It consists of detailed, often nonlinear models of the corresponding module and its controller. Simplified models of the underlying systems are requested and updated whenever necessary. Formerly, these models were generated by (2008) for more details. One main aspect of this paper is to extend this approach by using a parametric model-order reduction especially suitable for optimization tasks. The general idea, that is reduction of the controlled module, stays the same. The hierarchical structure naturally leads to a hierarchical cascaded controller structure, which mainly contributes to the reduction of the system complexity. Hence, the controller parameters are also the parameters of the model-order reduction. This will be described in more detail in the next paragraphs.
Optimization of the Hierarchical Model
For optimization, the base model has to be extended to an optimization model as the one shown in Fig. 1 . The environment model emulates the overlying modules or the system environment whenever a stand-alone simulation of the base model does not make sense, e.g. if the base model describes the operating forces of an actuator. The excitation and evaluation models are closely related to one another and mainly specify the optimization focus. The excitation model is used to compute reference signals and in the evaluation model the objectives are calculated. Thus every function call in (MOP) stands for a numerical simulation of the optimization model. For example, the evaluation model can be the energy consumption of a response to an ordinary but fixed excitation. In this context the optimization parameters are the controller design parameters.
In a complex self-optimizing system a multitude of requirements and aims have to be considered, the result being a multitude of objectives for the optimization. Particularly, it is advantageous or even necessary to define different objectives for several modules in the system hierarchy. In principle, a multiobjective optimization at the top level of the hierarchy taking into account all objectives either directly or as constraints will solve this problem. However, this leads to very complex optimization problems with a multitude of objectives, parameters and constraints whos solution would be very time-consuming or even unfeasible. Additionally, it contradicts the basic idea of the hierarchical model to reduce the complexity on higher levels.
Hence, it is obvious to use both the hierarchical structure and model, also for optimization. The idea is to solve at first a multiobjective optimization problem inside the OCM of each module and to limit the optimization of the overlying module using only optimal configurations of the underlying module. From a mathematical point of view this is just the hierarchical multiobjective optimization problem (HMOP) and thus it can be solved in the way shown in Section 3.
From the point of view of mechatronics this means that the optimization of the entire system is done bottomup. First, the multiobjective optimization problems of the lowest level are solved by means of the corresponding optimization models. The resulting Pareto sets define the optimal design resp. controller parameters. Optimization on the next level is done by the optimization model of the next higher level containing the reduced base models of the lower level as described above. Here, optimal configurations have to be ensured. Previously, in Münch et al. (2008) , the reduced systems were built by transmitting the desired Pareto point downwards to the underlying module and linearizing as well as reducing the base model by means of the corresponding parameters. We will now describe how to use parametric reduced models instead of a complete reduction procedure in every function call.
PMOR in Hierarchical Optimization
Now we discuss in more detail how to use the parametric model-order reduction introduced in Section 2 in the hierarchical optimization approach. As mentioned above, the task is to obtain suitable reduced models from the nonlinear base models for the optimization of the overlying module. Additionally, their dependency on the optimization parameters is to be maintained.
As the base model is mostly a nonlinear dynamical system, the first step of the simplification comprises linearization and generation of a linear parameter dependency in order to reach the starting point (1) for PMOR. To do so, we use several difference quotients with respect to the system states as well as to the reduction parameters. An analytical approach would be more desirable but is not available for our application examples as the equations are mostly not given in an explicit form. Furthermore, a single parametric reduced system is not sufficient for the whole parameter space in the case of a nonlinear base model. But at this point we can benefit from the hierarchical optimization approach.
Reduced systems are only needed for Pareto optimal configurations, i.e., only the Pareto set has to be approximated by reduced models as described in Section 3. Hence, we discretize the Pareto set and compute reduced systems at these discretization points. An arbitrary system Σ act corresponding to a parameter vectorp, which might be needed in an optimization step, is then calculated using the parameter dependency of the nearest reduced system Fig. 2 . RailCabs at the test track in Paderborn
with
In the computations presented in this paper the discretization points are equidistantly placed along the Pareto set; their number has also been chosen manually. The aim is to concurrently minimize both the number of discretization points as well as the approximation error of the reduced systems. In the future we want to develop strategies for determining the number of reduced systems as well as for discretizing the Pareto set.
APPLICATION EXAMPLE: SELF-OPTIMIZING ACTIVE SUSPENSION SYSTEM
At the University of Paderborn a new, innovative traffic and transport concept has been developed (Henke et al. (2008 ), RailCab (2010 ). The basic idea is to use the existing railway infrastructure with small autonomously driven vehicles, called RailCabs, which are adjusted to the passengers' needs. These RailCabs accelerate by means of a doubly fed asynchronous linear motor mounted between the existing tracks and are equipped with an active guidance as well as an active suspension system. A test track on a scale of 1:2.5 with two RailCabs, see Fig. 2 , has been built at the University of Paderborn.
The Active Suspension System
The active suspension system performs the task of compensating for bumps and other excitations of the railway in order to increase passenger comfort in vertical and lateral direction. The controller doing this task consists of two parts: a so-called Sky-Hook controller (Li and Goodall (1999) ) tries to minimize the absolute coach-body acceleration and a relative controller introduces additional virtual forces into the coach body. More details of the controller realization can be found in Vöcking and Trächtler (2008) . To set up the controller there is a Hardware-in-the-Loop (HiL) test rig, which emulates the active suspension system of a RailCab, see Figure 3 .
The test rig consists of a coach body which can move in vertical, horizontal and rotational (body roll) degrees of freedom. Beneath the coach body there are two symmetrically mounted actuator groups, each one consisting 
Model Reduction of Lower Level
For an optimization of the entire suspension system a hierarchical model pertaining to Section 4 has been built up. Linear, parametrically reduced models of the two actuator groups are included in the upper-level model, which are constructed at the basis of the Pareto set shown in Fig. 6 . The nonlinear MBS model, the chassis framework dynamics and all other model components are left unchanged in comparison with a complete nonlinear model. The actuator groups are connected to the remaining parts as simple actuators.The neglected physical couplings of the actuator groups and the coach body are compensated for a manual alteration of the mass and inertia of the coach body.
We use twelve parametrically reduced systems Σr AGL,j and Σr AGR,j , j ∈ {1, . . . , 12}, for each actuator group to approximate the lower-level Pareto set. All of them depend on the three controller gains K p,i , i ∈ {1, 2, 3}. A smoothing spline has previously been computed to provide a smooth curve approximating the box coverage of the Pareto set. Afterwards the discretization points are distributed equidistantly along the smooth curve (see Fig. 7 ) and a parametric linearization Σ AGL/R,j is computed for each discretization point. Fig. 7 also shows the optimization parameter s ∈ R that parameterizes the Pareto set and is used in the upper-level optimization process.
It is impossible to apply the parametric model-order reduction directly to the parametric linearization. Two further steps are necessary. First a minimal realization is computed using a Kalman decomposition as there are three unobservable states in each actuator group. Additionally, each actuator group has a single, very large negative eigenvalue that significantly influences the input-output behavior. This eigenvalue is eliminated before starting the parametric reduction by using a singular perturbation (cf. Obinata and Anderson (2001) ). Both steps can be formulated mathematically by projecting the system Σ AGL/R,j by means of two rectangular matrices. We computed each of them only with respect to the nominal parameter value neglecting the parameter dependency.
After this preparation the parametric model order reduction is applied. All unreduced models are of order 17. Three different algorithmic settings are used in dependence of the Pareto point. The settings as well as the reduction results are given in Table 1 . The first eight systems can be reduced by means of two different expansion points. For the last four systems a third large expansion point is needed. This is due to faster system dynamics for increasing controller gains. The base model, constructed as mentioned above, is exemplarily compared with the nonlinear model. The selected parameterization is marked by a cross for the left-and a diamond for the right-hand actuator group in Fig. 7 . On the one hand, the step response of the coach-body position in vertical direction z body to a vertical railway excitation can be found in Fig. 8 . On the other hand, the reaction to a stochastic excitation of all relevant degrees of freedom, which is also used for hierarchical optimization in Section 5.4, is shown in Fig. 9 . The graph shows a comfortfiltered vertical acceleration conforming to VDI (2004) . Both figures illustrate the high approximation quality of the reduced systems.
Hierarchical Optimization of the Upper Level
We now describe the upper-level optimization. We use the hierarchical model introduced in the preceding section and Step response non−linear model reduced model Again, we select two objectives: energy consumption and comfort. As energy is only consumed for hydraulic cylinder deflections, the objective function is left almost unchanged compared to the lower level. Only six instead of three cylinders have to be taken into account and thus we get
Frequency-weighted accelerations of the coach body, with weights similar to VDI (2004) , indicate how comfortable the suspension system works. This can be mathematically expressed by
We now have an eight-dimensional parameter space. Two parameters s L and s R parameterize the lower-level Pareto sets both of the left-and the right-hand actuator group. Additionally, six parameters define the active suspension controller of the upper level. Three parameters dsky z , dsky y , dsky ϕ corresponding to the three degrees of freedom of the coach body represent the Sky-Hook damping factors. Moreover there are three virtual stiffness values c z , c y , c ϕ used in the relative controller. A band-limited white noise is again used as an excitation. This signal is selected in such a way that it emulates a realistic railway excitation. Both models are optimized using again the set-oriented subdivision algorithm.
The Pareto fronts of both optimizations with the reduced, hierarchical model as well as with the nonlinear model are shown in Fig. 10 . They overlap over a wide range. Only at both edges they differ from each other. In parameter space, the two Pareto sets do not match each other as well as in image space. This can be seen in Fig. 11 where the SkyHook parameters are plotted exemplarily. Again the small rectangles mark the corresponding edges of the Pareto set and the Pareto front. Although the sets are almost disjunct, their scale and the principal trend coincide.
However, the main advantage of the reduced model lies in the shorter simulation time. Each evaluation of the objective functions can be reduced by a factor of 4.5 to 5. As the number of function evaluations in the set-oriented algorithms used in this paper depends mainly on the number of boxes and test points, the whole optimization process is also accelerated.
CONCLUSION
We presented an approach how to use parametric modelorder reduction in a hierarchical multiobjective optimization context. The main idea is to approximate lower-level dynamics by parameterized reduced systems and to use them to build up a hierarchical model which then will be optimized. The optimization parameters are also the reduction parameters.
For an active suspension system as the application, we compared our hierarchical approach with an optimization of a completely nonlinear model. We obtained a good coincidence of the Pareto fronts. Principal characteristics are also matched in parameter space.
In the future we want to work on both a better approximation of the reduced models and a more automated way to construct them. Additionally it is interesting to use a combination of reduced and nonlinear optimization. The idea is to use the reduced model to compute a first approximation of the Pareto set while the nonlinear model is only employed to improve the results subsequently.
