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Introduzione 
 
 
     L'attuale configurazione dei mercati, fortemente competitivi e dinamici, pone l'industria 
manifatturiera di fronte a nuove sfide, che richiedono un approccio olistico nei confronti dei 
quattro principali attributi del processo produttivo: costi, tempi, qualità e flessibilità. 
Le aziende manifatturiere devono realizzare prodotti innovativi, a basso costo e con un ridotto 
time-to-market. Al contempo la necessità di associare a un elevata varietà del mix produttivo, 
dimensioni sempre più ridotte dei lotti di produzione, brevi cicli di vita dei prodotti, restrizioni di 
carattere legislativo, etc., hanno reso il processo di produzione sempre più complesso. 
I processi di produzione devono, pertanto, essere sempre più reattivi e sistematici, al fine di 
risultare efficienti e economicamente competitivi. 
     Negli ultimi decenni, l'automazione e l’integrazione dei processi produttivi sono stati considerati 
gli elementi chiave su cui puntare per poter efficacemente fronteggiare la crescente competitività 
dei mercati e l’aggressività dei concorrenti. Questi fattori, uniti alla necessità di rispondere in modo 
efficace e efficiente alle richeste del cliente, mantenendo un elevato livello di qualità, hanno fatto 
emergere la necessità di disporre di impianti in grado di riconoscere e trattare vari tipi di prodotti e 
di adeguarsi a lotti di varie dimensioni. È in questo contesto che il concetto di “flessibilità” assume il 
ruolo di fattore abilitante ai fini di una produzione efficiente. 
     Se si analizzasse l’evoluzione dei sistemi produttivi, assumendo come variabile di riferimento il 
progressivo incremento della flessibilità all’interno degli impianti di produzione, sarebbero due gli 
eventi salienti da evidenziare: 
 l’introduzione dei principi di “lean manufacturing” all’interno della progettazione dei sistemi 
produttivi, e 
 lo sviluppo dell’automazione flessibile e dei “Sistemi Flessibili di produzione (FMS)” 
La necessità di fronteggiare produzioni estremamente variabili e costituite da piccoli lotti ha fatto sì 
che i sistemi automatizzati di produzione cedessero il passo ai sistemi FMS. La continua evoluzione 
dello scenario competitivo ha, infatti, indotto un profondo ripensamento dei sistemi produttivi, 
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verso logiche di flessibilità, velocità e efficienza operativa. È in questo contesto che nascono i 
sistemi FMS, ovvero sistemi che consentono un tempestivo adattamento alle variazioni delle dei 
piani di produzione, oltre ad una consistente riduzione di tempi di produzione e ad un 
miglioramento della qualità del prodotto.  
     Tuttavia se da un lato ricorrere a soluzioni automatizzate permette di migliorare produttività e 
competitività, dall’altro, sostituire la mano d'opera umana con le macchine, rende le capacità 
produttive molto più rigide e le fa dipendere da competenze complesse, rare e piuttosto costose. 
Inoltre gli sviluppi registrati nel campo dell'automazione possono competere fino ad un certo punto 
con le immense capacità cognitive possedute dagli esseri umani e che consentono loro di imparare 
e acquisire esperienza, pianificare le loro azioni future e, soprattutto, reagire a situazioni 
imprevedibili. L'elemento umano è, infatti, contraddistinto dall'attitudine a gestire in modo 
flessibile compiti diversi, al contrario dei sistemi di produzione automatizzati e dei robot industriali. 
L’operatore può, pertanto, essere considerato come il componente più flessibile e mutevole di un 
sistema di produzione, alla luce delle caratteristiche di flessibilità, creatività e della naturale 
inclinazione al problem solving. 
     In attività manuali complesse, il coinvolgimento del fattore umano assume un ruolo critico dal 
momento che influenza la fattibilità, il tempo di ciclo, il costo e la sicurezza di un'operazione. Il 
presente lavoro di tesi si pone, pertanto, l’obiettivo di individuare uno strumento che permetta di 
ottimizzare la performance dell’operatore nello svolgimento delle proprie mansioni. 
Attualmente il processo che coinvolge la percentuale più rilevante della forza lavoro impiegata 
all’interno dell’industria manifatturiera è il montaggio. Nel seguito della presente trattazione viene 
analizzato nel dettaglio suddetto processo, allo scopo di determinare le circostanze in cui 
l’operatore determini una perdita di efficienza del processo e le azioni preventive e correttive più 
opportune. Ad esempio, l’insorgere di problematiche legate a fattori come l’elevato numero di 
componenti da assemblare o l’uso di personale temporaneo da addestrare, rendono il training 
un’attività critica ai fini dello svolgimento efficiente ed efficace del processo di montaggio. Inoltre, il 
numero sempre crescente di varianti di prodotto impone che ciascun operatore debba 
padroneggiare una serie sempre più ampia di routine lavoro. Questo, unito alle limitate capacità di 
elaborazione delle informazioni, conferisce un ruolo chiave all’attività di assistenza all'operatore, 
allo scopo di evitare errori e garantire un processo privo di interruzioni e un output di qualità. È, 
infatti, di fondamentale importanza fornire ai lavoratori addetti al montaggio le informazioni più 
pertinenti, nel modo più efficiente possibile, al posto giusto e al momento giusto.  
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Da tutte queste considerazioni emerge la necessità di integrare il fattore umano nella progettazione 
e validazione dei processi industriali.  
     La tecnologia AR (“Augmented Reality”) offre nuove potenzialità per raggiungere questo 
obiettivo, permettendo di risolvere i problemi precedentemente enunciati, fornendo all’operatore, 
passo dopo passo, tutte le istruzioni necessarie per portare a termine il proprio compito in 
completa autonomia. 
     Il presente lavoro di tesi ha lo scopo di valutare la possibilità di adottare la tecnologia AR come 
tecnica avanzata per il miglioramento dell’integrazione del fattore umano nei sistemi di produzione, 
ai fini dell’eliminazione degli errori all’interno del processo di montaggio. 
Come primo step, è stata svolta un'analisi preliminare del processo di montaggio manuale allo 
scopo di individuare le principali operazioni svolte al suo interno. È stata presa in considerazione la 
sfera dei processi cognitivi che regolano il comportamento umano nello svolgimento di un 
determinato compito, allo scopo di risalire ai meccanismi intellettivi all’origine dell’errore. Sono 
stati poi individuati e classificati gli errori che generalmente vengono commessi da un operatore 
addetto al montaggio durante lo svolgimento delle proprie mansioni.  
Nello specifico sono state eseguite le 4 attività seguenti: 
1. definizione e descrizione delle attività svolte nell'ambito di un generico processo di 
montaggio manuale; 
2. individuazione delle modalità in cui si manifesta l'errore umano; 
3. individuazione delle cause che determinano il manifestarsi dell'errore umano, a partire 
dalle modalità di errore individuate nel passo precedente; 
4. individuazione di una procedura per l'eliminazione dell'errore. 
Successivamente sono state analizzate tutte le soluzioni (più o meno innovative) utilizzate allo 
scopo di prevenire l’errore umano durante lo svolgimento di uno specifico task nell'ambito di un 
processo di montaggio manuale.  Tra queste, l’attenzione è stata focalizzata sulla tecnologia AR. 
Sono stati, pertanto, descritti i principali componenti (hardware e software) della tecnologia AR, i 
principi di funzionamento e i campi di applicazione più significativi (in ambito industriale e non).  
È stata poi effettuata una simulazione di un processo di montaggio manuale, supportato dalla 
tecnologia AR, allo scopo di dimostrare l’efficacia di questo strumento nella prevenzione e nella 
correzione degli errori umani.  
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Capitolo 1  
 
Il processo di montaggio manuale.  
 
     Nel corso degli anni, il miglioramento della qualità dei prodotti ha assunto un valore strategico 
sempre crescente per la sopravvivenza e il successo dell’industria nel mercato. 
     I beni discreti vengono generalmente realizzati “assemblando” più parti. 
Il “montaggio” rappresenta il principale settore di intervento umano nella produzione di beni 
industriali. Il fattore umano ha dimostrato di essere indispensabile per qualsiasi sistema di 
produzione grazie alla sue abilità cognitive e alla flessibilità dimostrata nel far fronte ad eventi 
imprevisti. Tuttavia, all'interno di un processo di assemblaggio, molti prodotti possono presentare: 
 errori di montaggio, imputabili al lavoro svolto dagli operatori;  
 errori dovuti al montaggio di particolari non conformi. 
Il presente lavoro di tesi è focalizzato sull’analisi degli errori di montaggio, allo scopo di individuarne 
le cause ed eliminarne (o quantomeno ridurne) gli effetti sul prodotto finito.  
 Cause come negligenza, memoria limitata, errate conoscenze (o competenze) sono i principali 
responsabili degli errori riscontrati durante l'assemblaggio. Per la minimizzazione del numero di 
difetti nel montaggio, questi fattori devono essere analizzati allo scopo di individuare uno 
strumento che permetta di evitare che un errore venga commesso o, quanto meno, di ridurre la 
probabilità complessiva di tale evento.  
Per il conseguimento di questo obiettivo, il primo passo da compiere è un’analisi dettagliata del 
processo di assemblaggio. 
1 Il montaggio 
     Il processo di montaggio (o assemblaggio), per definizione, racchiude al suo interno “l’insieme 
delle operazioni necessarie per unire le varie parti precostituite di un apparecchio, di un dispositivo, 
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di un meccanismo, di una macchina, di un manufatto, etc., sulla base di uno schema di 
fabbricazione predefinito, in modo da formare un unico pezzo”.  
     Le operazioni da eseguire durante il montaggio di un prodotto possono essere molteplici e di 
svariata natura[53]. Le attività che vengono eseguite più di frequente sono le seguenti: 
 Manipolazione di oggetti: prevede una serie di operazioni preliminari all’assemblaggio in 
senso stretto delle parti; le operazioni effettuate più comunemente sono la presa 
dell’oggetto e il suo spostamento e orientamento. 
 Accoppiamento tra due componenti: prevede l’operazione di avvicinamento di un oggetto 
fino ad alloggiarlo nella sede prevista nella restante parte del complessivo. 
 Avvitatura: prevede l’accoppiamento di due pezzi, dei quali uno è conformato a vite e l’altro 
a madrevite. 
 Pressatura: prevede quelle operazioni svolte mediante apposite aree di lavoro costituite da 
presse, con le quali applicare i carichi necessari per poter effettuare unioni tra componenti 
che presentano accoppiamenti con interferenza. 
 Incollaggio: prevede operazioni di giunzione (realizzate mediante l’applicazione di un 
collante) effettuate allo scopo di unire materie della stessa natura o di natura diversa. 
 Deposizione di sigillanti: prevede l’applicazione di una sostanza adatta ad assicurare una 
perfetta adesione a chiusure, atte a impedire il passaggio di acqua, vapori, gas, polveri, etc. 
 Controlli intermedi: prevedono generalmente prove funzionali atte a verificare la qualità dei 
componenti e degli accoppiamenti realizzati fino a quel momento; le prove più 
comunemente effettuate sono: verifiche di giochi, verifiche di cinematismi, verifiche di 
continuità elettrica tra i componenti, verifiche di tenute di guarnizioni, verifiche di 
rumorosità, etc. 
 Attività di supporto: prevedono le operazioni necessarie all’alimentazione dei componenti da 
assemblare all’area di lavoro e all’allontanamento dei prodotti completati, nonché degli 
scarti. 
1.1 Tipologie di montaggio 
     Le operazioni appena descritte possono essere eseguite manualmente da un operatore o tramite 
dispositivi automatici [53]. È bene pertanto effettuare una distinzione tra: 
 Montaggio manuale: le operazioni necessarie a comporre un determinato prodotto sono 
eseguite prevalentemente da un operatore con l’ausilio di utensili e attrezzature specifiche. 
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Generalmente una soluzione di questo tipo è da prediligere in tutti quei casi in cui le 
operazioni da svolgere richiedono particolare destrezza e abilità, come nel caso 
dell’assemblaggio di prodotti di dimensioni estremamente ridotte, come i componenti 
elettronici.  oppure nel caso in cui il volume produttivo non renda conveniente il ricorso 
all’automazione. 
 Montaggio automatico: il montaggio viene eseguito tramite macchine appositamente 
progettate per eseguire una specifica operazione di montaggio su un dato particolare, o 
mediante macchine flessibili (come, ad esempio un robot). 
In genere, soluzioni di questo tipo vengono progettate nel caso di montaggi caratterizzati da 
operazioni semplici e ripetitive e da volumi di produzione elevati. 
     L’obiettivo che ogni azienda si prefigge è quello di ottimizzare il processo di assemblaggio, 
minimizzando i tempi e i costi ad esso associati. Attualmente si stima che i costi imputabili al 
montaggio ammontino a circa il 40% del costo totale di produzione dei manufatti industriali, come 
mostrato in Figura 1 [54]. 
 
Figura 1. Incidenza dei costi di montaggio sul totale dei costi di produzione 
     I fattori che contribuiscono con maggiore impatto sull’ammontare dei costi di montaggio sono il 
costo delle attrezzature e i costi della manodopera. È possibile ottenere una riduzione dei costi 
della manodopera automatizzando il montaggio, tramite l’utilizzo di robot e altre attrezzature in 
sostituzione dell’uomo. Tuttavia bisogna tener conto che una soluzione di questo tipo è attuabile 
solo a fronte di consistenti investimenti e che, tanto più è “complicata” l’operazione da effettuare, 
tanto più complesso e costoso sarà il dispositivo automatico necessario per eseguirla. Malgrado 
l'utilizzo di tecniche di progettazione particolari che tengono conto dei problemi successivi della 
produzione, l'operazione di montaggio pone, infatti,  ancora oggi, notevoli difficoltà operative, il cui 
superamento mediante tecniche automatizzate può diventare antieconomico, se non per grossi 
volumi di produzione. Un tipico problema che si incontra è, ad esempio, quello dell'esatto 
40% 
60% 
MONTAGGIO ALTRE FASI
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posizionamento ed orientamento del pezzo da montare: l’automazione di questa operazione 
comporta lo sviluppo dispositivi meccanici ad-hoc per il pezzo da assemblare, che riescano ad 
identificare il componente e, ad orientarlo nel modo corretto. È quindi palese come la scelta tra 
montaggio manuale e montaggio automatico debba essere basata sulla convenienza economica di 
adottare l’una o l’altra soluzione. 
2 Il montaggio manuale 
     Il sistema di produzione più flessibile e versatile rimane sempre l’operatore qualificato ed 
esperto. La maggior parte delle attività di assemblaggio richiedono ancora la versatilità e 
l'intelligenza dell’operatore umano, soprattutto in corrispondenza di volumi produttivi medio-bassi.  
     È possibile individuare tre diverse tipologie di montaggio [55]: 
 montaggio parcellizzato: il ciclo di montaggio è diviso in attività specializzate, in modo simile 
a quanto avviene con la parcellizzazione delle mansioni nelle fasi di produzione. C’è una 
netta divisione tra attività di montaggio, di ispezione, di collaudo e di eventuale riparazione. 
Ogni operatore conosce ed interviene, quindi, esclusivamente su un segmento limitato del 
ciclo di produzione.  
 montaggio ricomposto: gli operatori agiscono su una porzione rilevante del ciclo di 
montaggio. In questo caso gli operatori eseguono in genere sia attività di montaggio, sia 
controlli e riparazioni, con conseguente “arricchimento” delle mansioni da svolgere.  
 montaggio “a isola”: la responsabilità della corretta esecuzione di una parte rilevante del 
ciclo di montaggio è assegnata ad un gruppo di operatori. Il gruppo svolge in modo 
coordinato tutte le attività di montaggio, i controlli e i collaudi. In questo caso possono 
essere presenti forme di rotazione del lavoro che consentono un maggiore apprendimento e 
coinvolgimento degli operatori. 
     Tuttavia la performance di un operatore è influenzata da diversi fattori, che, in determinate 
condizioni, possono provocare un repentino deterioramento delle prestazioni del lavoratore. Nello 
specifico le performance di un operatore varia a seconda di [24]: 
 Caratteristiche del sistema di montaggio. Gli ambienti di lavoro ad alta ripetitività dei 
compiti, caratterizzati da rumori elevati e scarsa ergonomia, possono indurre stress sia 
mentale che fisico nell'operatore e ridurne la concentrazione, compromettendone 
l’efficacia. 
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 Caratteristiche del prodotto. Componenti molto pesanti o molto numerosi possono essere, 
con il passare del tempo, la causa di un incremento del numero di errori commessi 
dall’operatore.  
 Condizione dell’operatore stesso. Le capacità mentali e fisiche dell'operatore, le competenze 
in suo possesso, il suo livello di addestramento, la sua formazione e l'esperienza, etc. sono 
alcuni dei fattori che determinano la probabilità che l'operatore commetta errori durante la 
fase di montaggio. 
È, pertanto, necessario esaminare più nel dettaglio ciascuno di questi fattori, allo scopo di 
individuare e classificare tutte le possibili cause di errore. 
2.1 Sistemi di montaggio manuale 
     Ciascun sistema montaggio rappresenta un realtà “a sé”: le variabili che concorrono a definirne 
la configurazione e il funzionamento sono infatti così numerose da delineare per ciascuno di essi 
delle caratteristiche peculiari uniche. Ciò nonostante è possibile effettuare una classificazione dei 
sistemi di montaggio, prendendo in considerazione i due fattori seguenti [55]:  
 flessibilità del mix produttivo 
 volume di produzione 
2.1.1 Flessibilità del mix produttivo 
Una prima classificazione dei sistemi di montaggio manuali può essere effettuata sulla base del 
numero di differenti prodotti da assemblare. Si possono distinguere tre tipologie di sistemi [53]: 
1. sistemi single-model 
2. sistemi multi- model 
3. sistemi mixed-model 
     I sistemi “single-model” (o “dedicati”), schematizzati in Figura 2, consentono il montaggio di 
un’unica tipologia di prodotto. Ciascuna stazione è adibita allo svolgimento di una o più operazioni 
da eseguire sempre sul medesimo semilavorato.  
 
Figura 2. Schematizzazione di un sistema di assemblaggio single-model 
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     I sistemi “multi-model”, schematizzati in Figura 3, permettono di assemblare prodotti molto 
diversi tra loro, non solo per forma e dimensione, ma anche dal punto di vista tecnologico.  Il 
montaggio avviene per lotti di prodotto: a causa delle significative differenze nel processo di 
assemblaggio, è necessario un setup di macchine e attrezzature per ogni variazione del lotto da 
assemblare.  
 
Figura 3. Schematizzazione di un sistema multi-model 
     I sistemi “mixed-model”, schematizzati in Figura 4, sono focalizzati sul montaggio di un prodotto, 
declinato in tutte le sue versioni. Le operazioni che interessano le diverse versioni del prodotto 
sono simili, dato che questi differiscono solo in alcuni attributi o per caratteristiche opzionali. Di 
conseguenza, è possibile individuare un insieme di operazioni di base, necessarie per l’assemblaggio 
di tutte le versioni del prodotto, e un insieme di operazioni opzionali, che variano a seconda dello 
 specifico modello da montare.
 
Figura 4. Schematizzazione di un sistema mixed-model 
Per questo motivo non è necessario organizzare la produzione in lotti diversi, ma è possibile anche 
immettere sulla linea prodotti diversi tra loro in sequenza, senza l’obbligatorietà del riattrezzaggio. 
2.1.2 Volume di produzione  
     Il volume di produzione è uno dei principali fattori di influenza nella definizione delle 
caratteristiche di un sistema di montaggio manuale. A seconda dell’entità dei volumi da sostenere, 
varia non solo la configurazione del sistema, ma anche le caratteristiche della manodopera che 
opera al suo interno. Volumi produttivi elevati sono generalmente associati a mansioni semplici e 
ripetitive, mentre volumi più ridotti consentono la diversificazione dei compiti da eseguire. Mentre, 
nel primo caso, l’operatore è chiamato a svolgere sempre la medesima operazione nella maniera 
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più efficiente possibile, nel secondo, è necessario sfruttare tutte le abilità e le competenze di cui 
egli dispone per fronteggiare in modo tempestivo le continue variazioni del ciclo di montaggio. 
     È possibile individuare tre configurazioni di riferimento in cui può essere strutturato un sistema 
di montaggio manuale [53] [55]: 
1. sistemi di montaggio a posto fisso, 
2. sistemi di montaggio in linea, 
3. sistemi di montaggio a celle di prodotto. 
     I sistemi “a posto fisso” vengono realizzati per l’assemblaggio di prodotti caratterizzati da grandi 
dimensioni e da medio/bassi volumi di produzione, come aerei, navi, macchine utensili, etc. Le 
elevate dimensioni rendono impraticabile lo spostamento del prodotto da una stazione all’altra: gli 
operatori “girano” attorno al prodotto, alternandosi fino al termine dell’intero ciclo di montaggio 
all’interno della postazione di lavoro. 
     I sistemi di montaggio “in linea” sono costituiti da una serie di postazioni di lavoro, disposte in 
modo tale da rispecchiare la sequenza tecnologica delle operazioni necessarie all’assemblaggio del 
prodotto. Le stazioni di lavoro sono dotate di tutte le attrezzature necessarie allo svolgimento delle 
operazioni di assemblaggio e sono collegate tra loro attraverso un sistema di movimentazione 
automatico dei componenti da montare. I semilavorati sono trasportati da una stazione all’altra, 
dove, di volta in volta, viene eseguita una frazione del lavoro necessario al completamento 
dell’assemblaggio. In ciascuna stazione è presente un operatore, specializzato nell’esecuzione di 
una precisa mansione. Il prodotto, una volta immesso sulla linea, subisce le operazioni in modo 
sequenziale, senza mai “tornare” sulle stazioni che hanno già effettuato lavorazioni su di esso. 
Questi sistemi rappresentano, pertanto, la soluzione più efficiente e efficace per produzioni di 
grande serie, come automobili, elettrodomestici, etc. 
     I sistemi di montaggio “a cella di prodotto” rappresentano una soluzione alternativa alle due 
precedenti. Questi sistemi sono costituiti da una serie di aree di lavoro product-focused 
(denominate “celle”) e vengono, generalmente, impiegati in corrispondenza di produzioni di media 
serie di prodotti abbastanza complessi e non necessariamente ripetitivi. In genere si tratta di 
prodotti che presentano similitudini di carattere “morfologico” (parti simili fra loro per forma e 
dimensioni) o “tecnologico” (cicli di montaggio simili). 
Ogni cella di montaggio è composta da un certo numero di postazioni ed è in grado di svolgere e 
gestire autonomamente una serie di operazioni. Alla cella di montaggio sono inviati set completi di 
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montaggio, comprendenti tutte le parti necessarie per realizzare un dato assieme. Inoltre ciascuna 
cella è dotata di tutte le attrezzature e le risorse necessarie all’assemblaggio del prodotto. Uno dei 
punti chiave del montaggio “a celle di prodotto” è la flessibilità degli operatori che possono 
muoversi liberante tra le stazioni di lavoro della cella, qualora se ne presenti la necessità. E’ 
necessario quindi addestrare i lavoratori in modo trasversale. 
I sistemi di questo tipo rappresentano pertanto un compromesso rispetto alle due soluzioni 
precedentemente descritte, in quanto permettono di realizzare prodotti complessi e non ripetitivi, 
garantendo una maggiore flessibilità del mix produttivo e volumi produttivi medio-alti.  
     Riassumendo, i sistemi di montaggio “in linea” rappresentano la soluzione più adatta per 
fronteggiare produzioni caratterizzate da elevati volumi di produzione e bassa varietà dei prodotti.  
All’aumentare del numero di prodotti e di varianti di prodotto da assemblare e al ridursi dei volumi 
associati a ciascuno di essi è opportuno prediligere sistemi di montaggio a “cella di prodotto”. 
Infine, per prodotti complessi, di grandi dimensioni e dai ridotti volumi produttivi, conviene 
orientarsi verso sistemi di montaggio a “posto fisso”. Quanto appena detto è riassunto in Figura 5 
[55]: 
 
Figura 5. Classificazione dei sistemi di montaggio 
     A seconda del tipo di sistema di montaggio preso in considerazioni variano le caratteristiche 
dell’ambiente di lavoro e con esse la performance dell’operatore. Ciascuna classe di sistemi viene 
progettata per rispondere a precise esigenze produttive e richiede peculiari modalità di gestione. 
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L’operatore risente di volta in volta di questi aspetti. Nei sistemi di montaggio “in linea” gli operatori 
sono chiamati a eseguire la stessa operazione ripetutamente per intervalli di tempo prolungati. Lo 
scopo è quello di aumentare l’abilità e l’efficienza dell’operatore nello svolgimento delle proprie 
mansioni. Tuttavia, lavorare in contesti di questo tipo, ha effetti stressanti e alienanti sull’operatore, 
con conseguente riduzione dell’attenzione, incremento del tempo di risposta agli stimoli e perdita 
di coordinamento. I sistemi di montaggio “a posto fisso” e “a celle di prodotto” ovviano a queste 
problematiche, proponendo all’operatore lo svolgimento di compiti diversi a seconda della tipologia 
di prodotto da assemblare.  Se, da un lato, soluzioni di questo tipo consentono di sfruttare a pieno 
le potenzialità dell’elemento umano, dall’altro, il numero sempre crescente di varianti di prodotto 
può portare a un incremento degli errori commessi. Infatti, aumentare il carico informativo, a 
fronte della limitata capacità di elaborazione delle informazioni dell’essere umano, non può che 
aumentare la probabilità di commettere errori dell’operatore. 
     Questa prima analisi ha permesso di mettere in luce alcuni dei fattori che possono causare un 
deterioramento della performance dell’operatore. Tuttavia, per determinare in maniera esaustiva 
le cause alla base dell’errore umano, è necessario prendere in considerazione anche le 
caratteristiche della postazione dove l’operatore svolge i propri compiti. A questo scopo, di seguito, 
viene effettuata un’analisi dettagliata delle stazioni di montaggio. 
2.2 Stazioni di montaggio manuale 
     All’interno di un sistema di montaggio possono individuate delle precise aree operative nelle 
quali vengono svolte le diverse operazione previste dal ciclo di assemblaggio: queste postazioni 
vengono denominate “stazioni di montaggio” ( o “workstation”) [53]. 
Oltre ai semilavorati che transitano al suo interno, si considerano parte della stazione anche tutti gli 
strumenti e i dispositivi necessari per portare a termine la frazione del ciclo di assemblaggio 
assegnata alla stazione.  
Ad ogni stazione è possibile associare uno o più operatori addetti al montaggio, in relazione alla 
complessità delle operazioni da svolgere. Oltre a questo tipo di lavoratori, faranno parte del 
personale addetto ad ogni stazione anche i cosiddetti “operatori d’utilità” che svolgeranno attività 
di supporto come manutenzione, riparazioni, convogliamento di parti, nonché sostituzione di 
eventuali operatori in pausa. 
     A seconda del tipo di prodotto da assemblare e di operazioni da svolgere, gli operatori possono 
assumere due posizioni: 
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 “in piedi”: l’operatore svolge le proprie mansioni seguendo il prodotto in movimento dal suo 
punto di ingresso nell’area di lavoro, fino al punto d’uscita. Il  prodotto attraversa le diverse 
stazioni del sistema grazie all’ausilio di un sistema di trasporto. A lavoro ultimato, 
l’operatore torna al punto di partenza e provvede a montaggio del prodotto successivo. 
Stazioni di assemblaggio di questo tipo sono generalmente utilizzate nel montaggio di 
prodotti di medie-grandi dimensioni, come automobili o elettrodomestici. 
 “seduta”: il prodotto transita tra le varie stazioni fermandosi in prossimità della posizione 
dell’operatore per un determinato periodo di tempo, nel quale l’addetto deve ultimare le 
operazioni ad esso assegnate. L’operatore rimane seduto: questa postura, più confortevole 
della precedente, è,  in genere, associata a una maggiore concentrazione nel lavoro e, 
pertanto, a una maggiore accuratezza nello svolgimento dei compiti. 
Soluzioni di questo tipo ben si prestano al montaggio di componenti di piccole dimensioni, 
come apparecchiature elettroniche o piccoli dispositivi meccanici. 
Inoltre, a seconda che l’operatore abbia (o meno) la possibilità di eseguire i propri compiti al di fuori 
dell’area fisicamente delimitata della stazione, può essere fatta una distinzione tra stazioni [55]: 
 “chiuse”: le stazioni “chiuse” sono tipiche di operazioni che richiedo particolari condizioni 
ambientali da garantire all’interno dell’area di lavoro. In questo caso l’operatore non può 
oltrepassare i limiti della stazione e la lavorazione deve essere completata al suo interno. 
 “aperte”: in caso di stazione “aperta”, l’operatore può oltrepassare i confini della sua 
stazione. È possibile che si verifichino situazioni di sovrapposizione del lavoro con 
l’operatore della stazione successiva. La configurazione può prevedere che la stazione sia 
aperta solo da un lato: si parla in questo caso di stazione aperta “alla destra” o “alla 
sinistra”. 
Non è comunque, di prassi, permesso agli operatori di interferire fra loro nel caso di interventi da 
effettuare contemporaneamente sullo stesso semilavorato. 
    Ad ogni stazione viene assegnato un insieme di operazioni, che richiede complessivamente un 
tempo per il montaggio simile, e comunque mai superiore, al tempo che intercorre il montaggio di 
due prodotti consecutivi (o “tempo di ritmo”). Utilizzando come variabile di riferimento il tempo di 
ritmo, è possibile effettuare una distinzione tra [53]: 
1. linea sincrona: le unità da montare raggiungono la stazione tramite un sistema di trasporto.  
L’operatore esegue le proprie mansioni, dopo di che riposiziona il prodotto semilavorato sul 
sistema di trasporto, che raggiunge così la stazione successiva.  
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I trasferimenti avvengono solo quando le operazioni di montaggio sono state completate.  
2. linea asincrona: tutte le parti da assemblare si muovano  simultaneamente da una stazione 
alla successiva, tramite un sistema di movimentazione a movimento intermittente, su cui 
componenti e semilavorati  sono disposti a distante costante fra loro. Il tempo di 
stazionamento delle unità presso le varie stazioni è fisso: indipendentemente dal tipo di 
operazione da svolgere, l’operatore deve necessariamente portare a termine il proprio 
compito entro tale tempo di lavoro. Il tempo di lavoro risulta pertanto uguale per tutte le 
stazioni. Se il montaggio del pezzo non viene completato nel tempo a disposizione, viene 
portato a termine in un secondo momento. 
3. stazioni “a trasferimento continuo”: in questo caso il tempo a disposizione dell’operatore per 
montare un assieme è pari al tempo di attraversamento del prodotto per la stazione stessa. 
L'addetto quindi compie le operazioni di montaggio in movimento: è, infatti, costretto a 
muoversi assieme al sistema di trasporto dei prodotti. Come nel caso precedente, i 
montaggi incompleti vengono terminati in un secondo momento. 
Le stazioni “a ritmo imposto” e “a trasferimento continuo” forzano gli operatori a tenere una 
determinata cadenza produttiva: questa condizione è associata ad un aumento dei livelli di ansia e 
stress nei lavoratori, oltre che all’incremento delle unità incomplete in uscita dalla stazione.  
Le stazioni “a ritmo non imposto”, invece, lasciano all’operatore tutto il tempo di cui ha bisogno per 
portare a termine il proprio compito. Se, da un lato, in questo modo si riduce lo stress 
nell’operatore, dall’altro, aumenta il rischio di una riduzione del rateo produttivo.   
2.2.1 Ergonomia della stazione di montaggio      
     È necessario effettuare alcune considerazioni sull’ergonomia della postazione di lavoro, in 
quanto questa ha delle ripercussioni sia sulla sicurezza e sulla motivazione delle risorse umane 
impiegate, sia  sul miglioramento della qualità del processo produttivo.  
Al momento della progettazione della postazione di lavoro è necessario prendere in considerazione 
non solo il design delle singole stazioni di lavoro, ma anche il design di prodotto, il design di 
processo e la pianificazione del lavoro in relazione alla varietà del lavoro, le durate dei task, etc., allo 
scopo di garantire un ambiente lavorativo adeguato alle esigenze delle operazioni da effettuare e 
alle capacità dell'operatore, al fine di evitarne il logoramento fisico e mentale ed aumentarne il 
rendimento. L’ergonomia è, infatti, espressamente finalizzata alla progettazione di tutte le possibili 
interazioni fra l’uomo ed i sistemi da questi utilizzati nel corso dello svolgimento delle sue mansioni. 
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Per questa ragione si è soliti affrontare l'ergonomia secondo tre diversi aspetti, illustrati in Figura 6 
e in Figura 7 [51]:  
 ergonomia fisica; 
 ergonomia cognitiva;   
 ergonomia organizzativa. 
 
Figura 6. Rappresentazione dei tre diversi aspetti dell’ergonomia. 
     Gli aspetti fisici dell’ergonomia riguardano lo studio dei fattori anatomici, antropometrici, 
fisiologici e biomeccanici relativi all’interazione dell’uomo con i sistemi, in relazione alle componenti 
prevalentemente fisiche delle attività. Attengono a queste componenti lo studio delle posture che i 
soggetti assumono quando compiono le attività lavorative, lo studio degli sforzi e la 
movimentazione dei carichi, la manipolazione di strumenti e attrezzature, l’incidenza dei fattori 
fisico ambientali sulle condizioni di benessere e salute, gli spazi operativi e il layout delle attività. 
Gli aspetti cognitivi dell’ergonomia attengono all’osservazione di processi mentali come la 
percezione e l’elaborazione delle informazioni, la memoria e l’attivazione delle risposte motorie 
nell’interazione fra l’uomo ed il sistema. Lo studio di questi aspetti conduce ad analizzare le logiche 
connesse alla percezione degli stimoli, alla comprensione dei segnali e all’attivazione dei controlli e 
della regolazione dei sistemi da parte dell’uomo, in rapporto alla capacità di valutare il carico di 
lavoro mentale nello svolgimento di un compito e le dinamiche di attivazione dei processi di 
decision-making. 
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Infine gli aspetti organizzativi dell’ergonomia, detti anche di “macro-ergonomia”, riguardano 
l’ottimizzazione dei sistemi socio-tecnici, delle strutture organizzate, delle politiche e delle strategie 
che sottendono lo svolgimento delle attività dell’uomo. Attengono a questi aspetti fattori relativi a 
tempi, metodi e ritmi delle attività, il work design, il clima relazionale e la comunicazione. 
 
 
Figura 7. Fattori da prendere in considerazione ai fini della valutazione dell'ergonomia di una postazione di lavoro 
 
L’approccio ergonomico alla progettazione e valutazione delle postazioni di lavoro contribuisce 
anche al controllo ed al raggiungimento degli obiettivi lavorativi fissati per quella data postazione. 
Infatti, l’applicazione dei principi ergonomici da un lato promuove la salute e la sicurezza degli 
operatori ma, dall’altro, incide sulle prestazioni umane, sul livello di produttività della postazione e 
sulla soddisfazione professionale complessiva, con una conseguente diminuzione dell’assenteismo 
oltre che di incidenti e malattie professionali. 
     Nella prassi operativa è possibile individuare 5 principi di riferimento1 che orientano l’analisi e la 
progettazione ergonomica delle postazioni di lavoro, ovvero [51]: 
                                                          
1
 Una efficace sintesi del modello di approccio ergonomico alla progettazione dei luoghi di lavoro è offerta dalla norma 
ISO 11064-1:2000: “Ergonomic design of control centres - Part 1: Principles for the design of control centres”. 
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1. adottare un approccio centrato sull’operatore: nella logica dell’ human-centred design, la 
relazione uomo-macchina, vista all’interno del proprio contesto organizzativo ed 
ambientale, viene considerata come un unico sistema da ottimizzare. Tale ottimizzazione è 
raggiungibile utilizzando al meglio forza, caratteristiche e capacità sia dell’uomo sia della 
macchina, in una visione di assoluta complementarietà. La componente umana, i mezzi 
(hardware e software), l’ambiente di lavoro, le azioni (in termini di esecuzione e controllo) 
dovrebbero essere integrati armoniosamente nel corso di tutte le fasi della progettazione 
dei luoghi di lavoro. La considerazione del fattore umano dovrebbe, quindi, avvenire dalla 
pianificazione e concezione dei sistemi di lavoro, alla definizione delle specifiche realizzative 
fino alla formazione degli operatori ed esercizio di impianti e postazioni, come mostrato in 
Figura 8. 
 
Figura 8. Elementi da prendere in considerazione nell'interazione uomo-macchina 
2. includere l’ergonomia nelle pratiche realizzative: gli strumenti operativi e le competenze 
specifiche dell’ergonomia dovrebbero essere considerati in termini di orientamento da 
seguire già al livello gestionale dei progetti, così da consentire il raggiungimento delle 
condizioni ergonomiche delle postazioni e degli ambienti di lavoro senza ricorrere ad azioni 
correttive successive, con notevole riduzione dei costi legati all’ergonomia ed alla sicurezza. 
3. condurre un’analisi ergonomica preliminare: per qualsiasi intervento, sia esso una nuova 
progettazione, oppure una valutazione di postazioni esistenti è opportuno condurre l’analisi 
ergonomica identificando caratteristiche e specificità d’uso di utenti, compiti, attrezzature, 
ambiente nella situazione esistente o in situazioni analoghe a quella che si intende 
realizzare, così da anticipare il più possibile la comprensione del funzionamento del sistema 
su cui si prevede di intervenire. 
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4. adottare un approccio interdisciplinare: tenere presente che la considerazione del fattore 
umano nell’analisi e nel progetto ergonomico richiede competenze interdisciplinari che, in 
relazione allo specifico contesto, possono includere ergonomi, ingegneri, psicologi, 
sociologi, designer, etc. 
5. condurre una task analysis: sia per interventi di progettazione sia per interventi di 
valutazione e miglioramento, è necessario conoscere le modalità di esecuzione dei compiti 
da parte degli operatori, così da individuare gli aspetti del lavoro che incidono sulla qualità e 
sicurezza delle loro azioni. La task analysis consiste nell’osservazione dei compiti degli 
operatori addetti alla postazione, che vengono scomposti in azioni elementari e descritti 
considerandone obiettivi, richieste fisiche e mentali all’operatore, strumenti impiegati e 
oggetti da manipolare, contesto fisico e organizzativo (frequenza, durata, flessibilità, delle 
attività, etc. 
Ai fini del miglioramento delle condizioni ergonomiche delle postazioni di lavoro è possibile 
prendere in considerazione le seguenti indicazioni [51]: 
 Considerazioni sulle altezze 
 
L'altezza della superficie del tavolo di lavoro deve essere adatta alle diverse stature degli operatori, 
come mostrato in Figura 9. Sono disponibili anche posti di lavoro appositamente adattati. 
Nella scelta dell'altezza del posto di lavoro è consigliato attenersi le seguenti linee-guida: 
a. Assicurarsi che ci sia una libertà di movimento sufficiente sotto il tavolo di lavoro.  
Per posti di lavoro da seduti o in piedi valgono le seguenti indicazioni:  
 profondità vano piedi ≥ 550 mm; 
 profondità vano gambe ≥ 350 mm. 
Evitate inoltre ostacoli, come cassetti tra la coscia e il lato inferiore della superficie del 
tavolo di lavoro. 
b. La grandezza del pezzo sul tavolo di lavoro influisce sulla postura dei collaboratori. 
Per attività con elevati requisiti associati al controllo visivo e al comportamento motorio, il 
posto di lavoro deve essere più alto rispetto alle attività con requisiti minimi del controllo 
visivo e maggiori requisiti della libertà di movimento delle braccia. 
c. Assumere posizioni da seduti diverse a seconda del compito svolto, ovvero: 
 posizione da seduti anteriore: piegati leggermente in avanti (montaggio con sforzo); 
 posizione da seduti centrale: eretti (montaggio di piccoli pezzi, controllo); 
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 posizione da seduti posteriore: piegati leggermente all'indietro (controllo, 
sorveglianza). 
 
 
  
Figura 9. Altezza della postazione di lavoro in finzione dell’altezza dell’operatore 
 
 
 Controllare la grandezza del campo di presa  
 
Sul posto di lavoro si possono distinguere tre campi di presa, illustrati in Figura 10: 
1. campo di presa massimo: posizionamento degli alloggiamenti e dei contenitori con i pezzi 
più usati in questo campo, poiché qui entrambe le mani lavorano nel campo visivo; 
2. campo di presa ottimale: posizionamento dei pezzi e degli attrezzi che vengono afferrati 
spesso con una mano; 
3. spazio per entrambe le mani: non sistemare i contenitori all'esterno di questa zona  
 
 
Figura 10. Schematizzazione del campo di presa di un operatore donna di media statura 
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In linea di massima tutti i pezzi, gli attrezzi e gli accessori dovrebbero trovarsi a portata 
dell'operatore. La facile raggiungibilità dei pezzi evita contorsioni del corpo, delle braccia e dei polsi 
durante la presa dei pezzi: vengono, così, ridotte sollecitazioni estreme e conseguenti lesioni dovute 
a movimenti unilaterali e ripetuti. 
 
 Ottimizzare la disposizione dei contenitori dei pezzi e il flusso del materiale  
 
Ottimizzare la disposizione dei contenitori per ridurre movimenti superflui e per accelerare il flusso 
dei pezzi, come mostrato in Figura 11, è possibile attenendosi alle seguenti linee-guida: 
a. i contenitori con i pezzi più utilizzati devono essere sempre raggiungibili facilmente e 
con un movimento minimo (corse brevi di presa); 
b. i pezzi pesanti devono trovarsi nei contenitori inferiori sulla superficie del tavolo di 
lavoro, in quanto è meno faticoso spostare pezzi dal contenitore parallelo alla superficie 
di lavoro che togliere pezzi da un contenitore superiore abbassandolo sulla superficie di 
lavoro; 
c. posizionare possibilmente tutti i contenitori nel campo di presa ottimale; 
d. utilizzare le possibilità di lavoro a due mani per risparmiare tempo ed ottimizzare gli 
sforzi; 
e. scegliere le grandezze dei contenitori in base alla geometria e al numero di pezzi. 
 
 
 
Figura 11. Schematizzazione del raggio di rotazione dell'operatore 
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 Fare attenzione ai campi visivi  
 
Per un'organizzazione ottimale dei posti di lavoro devono essere osservate le raccomandazioni 
ergonomiche relative al campo visivo, mostrate in Figura 12, ovvero: 
a. evitare inutili movimenti della testa e degli occhi si risparmia la continua nuova 
focalizzazione e quindi la sollecitazione e l'affaticamento degli occhi; 
b. permettere una posizione naturale della testa (una inclinazione di 15° in piedi e di 25° da 
seduti rispetto alla linea orizzontale); 
c. disporre i materiali utilizzati più di frequente nel campo visivo ottimale: in questo modo gli 
oggetti possono essere fissati facilmente senza muovere la testa con un semplice 
movimento degli occhi; 
d. non disporre possibilmente i materiali all'esterno del campo visivo massimo; 
e. posizionare i contenitori alla stessa distanza: in questo modo l'occhio dell'operatore non ha 
bisogno di focalizzarsi di nuovo a distanze diverse ogni volta che cambia l'angolo visuale. 
  
Figura 12. Schematizzazione del campo visivo di un operatore 
 
 Adattare l'intensità luminosa al compito  
 
Una illuminazione corretta è estremamente importante, in quanto riduce gli errori e aumenta le 
prestazioni del personale. Di seguito sono riportate alcune direttive per adattare l'intensità 
luminosa al compito: 
a. per la maggior parte dei compiti, l'intensità luminosa standard si aggira intorno a 500 lux; 
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b. per determinati compiti visivi sono necessari 1000 - 1500 lux. 
 
 Regolare correttamente i mezzi di lavoro  
 
Il tavolo, la sedia, la pedana, i contenitori, la disponibilità degli attrezzi, i carrelli dei materiali e gli 
apparecchi di sollevamento delle casse vanno regolati in modo da essere adatti all'operatore e al 
suo compito, come mostrato in Figura 13. I mezzi di lavoro regolati correttamente riducono lo 
stress, abbassano i tempi morti e aumentano contemporaneamente la produttività e le prestazioni.  
È consigliato attenersi alle seguenti linee-guida: 
a. mettere a disposizione i componenti e gli attrezzi all'altezza e alla distanza corretta, in modo 
da ridurre i tempi di presa; 
b. regolare correttamente la sedia di lavoro e la pedana; 
c. mettere a disposizione carrelli mobili per i materiali nel campo di presa e regolare 
l'inclinazione del piano per facilitare la presa; 
d. utilizzare dispositivo di sollevamento per mettere a disposizione senza affaticamento i pezzi 
più pesanti. 
  
Figura 13. Adattamento corretto del posto di lavoro alle esigenze dell’operatore 
 
2.3 Prodotti da assemblare 
     I moderni sistemi di assemblaggio sono ormai caratterizzati da molteplici varianti di prodotto, 
tempi di ciclo sempre più brevi e da una maggiore complessità nell'assemblaggio finale dei prodotti. 
Più varianti e parti da assemblare determinano un incremento consistente della complessità che 
l’operatore deve gestire nello svolgimento delle proprie mansioni. Se un prodotto ha m componenti 
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e ciascuno di essi può assumere n posizioni differenti, allora il prodotto ha    possibili 
configurazioni [55]. Solo in una di queste configurazioni il prodotto può essere considerato come 
“assemblato correttamente”; in qualsiasi altro caso, l’operatore ha commesso un errore di 
montaggio.  
L’incremento della  varietà di prodotti e componenti è stata indicata come la principale causa 
dell’aumento della complessità percepita da un operatore nello svolgimento delle proprie mansioni 
[23].  
 
2.4 L’operatore  
Le prestazioni dei sistemi di montaggio sono fortemente influenzate dalle performance individuali 
degli operatori. Durante l’esecuzione delle proprie mansioni, l’operatore è fortemente influenzato 
da una serie di fattori sia di tipo ambientale, ovvero legati alle caratteristiche del luogo di lavoro, 
che di tipo personale, ovvero legati alla personalità, alle attitudini e alle competenze dell’individuo. 
Questi fattori vengono comunemente denominati “Fattori Determinati di Performance” o 
“Performance Shaping Factors (PDFs)” [44]. 
 
2.4.1 Performance Shaping Factors 
Le prestazioni dei sistemi di montaggio sono fortemente influenzate dalle performance individuali 
degli operatori. Durante l’esecuzione delle proprie mansioni, l’operatore è fortemente influenzato 
da una serie di fattori sia di tipo ambientale, ovvero legati alle caratteristiche del luogo di lavoro, 
che di tipo personale, ovvero legati alla personalità, alle attitudini e alle competenze dell’individuo. 
Questi fattori vengono comunemente denominati “Fattori Determinati di Performance” o 
“Performance Shaping Factors (PDFs)” [44]. 
I PSFs interagiscono con la sfera dei processi cognitivi che regolano il comportamento umano, come 
illustrato in Figura 14. Questi fattori possono determinare un’errata elaborazione dei segnali in 
arrivo dall’ambiente di lavoro e, di conseguenza, portare l’operatore a ottenere risultati 
indesiderati.   
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Figura 14. Interazione dei PSFs nei processi cognitivi 
Nel capitolo successivo vengono investigate le diverse cause alla base dell’errore umano, a partire 
da considerazioni inerenti la sfera dei processi cognitivi coinvolta nello svolgimento delle attività di 
montaggio. 
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Capitolo 2 
 
L’errore umano  
     Lo studio del “fattore umano” pone, in genere, l’attenzione sulle caratteristiche peculiari 
dell’uomo e sulle modalità con cui egli interagisce con prodotti, dispositivi, procedure e ambienti di 
lavoro. 
     La maggior parte delle persone si misura quotidianamente con attrezzature o luoghi di lavoro 
che possono condizionare in negativo la loro performance, anziché ottimizzarla. Se i punti di forza e 
i limiti di ciascun individuo non vengono presi in considerazione nella progettazione di prodotti e 
processi, si rischia di inserire l’operatore in ambienti di lavoro disorganizzati e stressanti, rendendo 
il lavoro dell’addetto inefficace e inefficiente.  
     La ricerca sul ruolo svolto dai processi cognitivi umani nell’ambito dei moderni processi 
industriali è tuttora piuttosto limitata. L’indagine portata avanti nel presente capitolo si pone 
l’obiettivo di fornire una serie di strumenti per l'analisi dei processi cognitivi nell’ambito 
dell'assemblaggio manuale. 
Dopo aver descritto i diversi approcci cognitivi che, negli anni, hanno costituito la base per lo 
sviluppo di modelli logico-matematici, finalizzati alla previsione del comportamento degli operatori 
addetti al montaggio e alla produzione, viene introdotto il concetto di “attenzione”. Lo studio 
dell’“attenzione” riveste, infatti, un ruolo da protagonista nella progettazione del lavoro umano 
perché, oltre a determinare la totalità nell’informazione cognitivamente manipolata da un 
individuo, consente di spiegare in modo plausibile determinati comportamenti messi in atto 
dall’operatore nell’ambito dei processi di assemblaggio manuale. Successivamente viene definito il 
concetto di “errore umano”, le diverse modalità in cui esso si manifesta e le cause che lo innescano. 
Dalle analisi portate avanti, emerge come l’errore umano, spesso, non sia altro che il risultato di un 
failure nell’attenzione o nella memoria dell’operatore: l’errore potrebbe pertanto essere eliminato 
predisponendo dei sistemi di supporto in grado di fornire precisi input all’operatore. 
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1 Il processo di elaborazione delle informazioni nell’uomo 
     La performance di un individuo viene generalmente valutata sulla base di tre variabili [56]: 
 Velocità; 
 Accuratezza; 
 Livello di attenzione richiesto 
L’operatore dovrebbe essere messo in condizione di eseguire il proprio compito nel modo più 
rapido e più preciso possibile e prestando a esso un livello di attenzione tale da consentirgli di 
eseguire anche altri compiti contemporaneamente. Naturalmente, spesso questi fattori sono in 
trade-off tra loro. La conoscenza delle varie dimensioni su cui valutare le prestazioni (come, ad 
esempio, velocità e precisione) possono essere di aiuto per comprendere perché le performance di 
un individuo variano considerevolmente in funzione di cambiamenti nell’ambiente di lavoro. 
Tuttavia, oltre ai fattori appena elencati, è necessario prendere in considerazione anche quei 
fenomeni di carattere cognitivo, come la memoria o la capacità di problem-solving, che per non 
essendo direttamente misurabili in termini di prestazioni, la influenzano in maniera rilevante. 
     In Figura 15 [56] è riportato un modello utile per descrivere le fasi del processo di elaborazione 
delle informazioni alla base di qualsiasi attività svolta dall’uomo. Il modello illustra una serie di stadi 
di elaborazione o operazioni mentali che solitamente (anche se non sempre) interessano il flusso di 
informazioni che un individuo deve elaborare al momento di eseguire un determinato compito. 
 
Figura 15. Il processo di elaborazione dell'informazione 
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Come mostrato nella parte sinistra del diagramma riportato in Figura 15, i diversi fenomeni che si 
verificano nell'ambiente circostante vengono innanzitutto elaborati attraverso i sensi  (vista, udito, 
tatto, etc.) e immagazzinati in un magazzino sensoriale di breve termine  (STSS o“short time sensory 
store”) per non più di qualche secondo. Si consideri, ad esempio, il caso di un individuo che, 
guidando la propria autovettura, si trovi in prossimità di un incrocio: il conducente che si avvicina 
all'incrocio vede il semaforo e le altre automobili, sente la radio e la conversazione di un 
passeggero, etc. 
Tuttavia bisogna effettuare a questo punto una distinzione tra “sensazione” e “percezione”: della 
grande quantità di informazioni di natura sensoriali recepite da un individuo, solo una piccola 
quantità viene effettivamente elaborata  (ad esempio, percepire che la luce del semaforo è 
diventata gialla). La percezione è data dell’insieme dei processi psicologici per mezzo dei quali le 
persone riconoscono, organizzano, sintetizzano e danno significato alle sensazioni ricevute dagli 
stimoli ambientali (a livello di organi di senso), alla luce delle proprie esperienze passate. 
L’elaborazione delle informazioni segue, a questo punto, uno dei due percorsi indicati in Figura 15: 
la percezione di una determinata situazione può innescare una risposta immediata, o dare l’avvio a 
un processo di selezione della risposta all’interno di un più ampio ventaglio di possibilità. 
Nell’esempio precedente, il conducente può scegliere se premere sull'acceleratore o attivare il 
freno. In questi casi memoria di lavoro assume un ruolo-chiave nell’elaborazione delle informazioni. 
La memoria di lavoro contiene solo gli elementi attivati più di recente della memoria a lungo 
termine, e sposta questi elementi all’interno e all’esterno del “magazzino” che contiene 
temporaneamente l’informazione, in modo da consentire l’integrazione delle nuove informazioni 
con forme preesistenti di rappresentazione della conoscenza in memoria a lungo termine. 
Tra percezione e memoria di lavoro c'è un confine indefinito tra di loro: questa processo, a metà 
strada tra l’elaborazione sensoriale e la scelta della modalità di risposta, viene indicato con il 
termine “cognizione" e include al suo interno tutti quei processi mentali mediante i quali le 
informazioni vengono acquisite dal sistema cognitivo, elaborate e memorizzate. 
Una volta selezionata la modalità di risposta, questa viene messa in pratica. 
     Per un’analisi esaustiva del modello, bisogna prendere in considerazione altri due fattori: i 
feedback in arrivo dopo l’esecuzione di un’azione e l’attenzione.  
Ogni volta che un’azione di risposta vene messa in pratica, si assiste a una modifica dell'ambiente 
circostante, associata a nuove informazioni da rilevare. Così, se il conducente decide di premere 
l'acceleratore una volta individuata la luce gialla del semaforo, non solo aumenta la percezione della 
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velocità della vettura, ma potrebbero anche essere prese in considerazione nuove informazioni 
sensoriali (ad esempio un’auto della polizia nei paraggi), che richiedono una revisione della risposta 
scelta. 
L’attenzione è uno strumento fondamentale per la maggior parte dei sistemi di elaborazione delle 
informazioni, dove gioca diversi ruoli a seconda dei casi. In primis, l’attenzione si comporta come un 
filtro dell’informazioni rilevata e percepita, selezionando solo alcuni elementi per un’ulteriore 
elaborazione, e bloccando gli altri. Inoltre l’attenzione agisce come un “combustibile” che fornisce 
le risorse mentali necessarie all’elaborazione delle informazioni, come indicato dalle linee 
tratteggiate del diagramma in Figura 15. Alcune attività richiedono più risorse di altre. Tuttavia, le 
risorse a disposizioni di ciascun individuo sono limitate: se una persona investe buona parte delle 
proprie risorse cognitive nell’esecuzione di un determinato compito, nella maggior parte dei non 
sarà in grado di svolgere un’altra attività in parallelo. 
2 Approcci cognitivi all’assemblaggio manuale 
2.1 Cenni storici 
     Come accennato in precedenza, la ricerca sulle interazioni dei processi cognitivi umani 
nell’ambito dell’assemblaggio manuale è stata, e continua a essere, piuttosto limitata. Gli studi che 
sono stati portati avanti in questo campo, sono, per lo più, focalizzato sulla possibilità di 
“quantificare” il comportamento di un operatore durante lo svolgimento delle sue mansioni, 
cercando di prevederne i tempi di reazione e i movimenti del corpo. Questi approcci possono 
essere classificati nelle seguenti categorie [4]: 
1. Sistema dei Tempo e dei Metodi Predeterminati (PMTS):  
2. Modelli matematici: 
•  Teoria della detenzione del segnale 
•  Teoria dell'informazione  
3.  Modelli computazionali simbolici. 
 
2.1.1 Sistema di Tempo e Metodi Predeterminati (PMTS) 
     I sistemi PMTS si basano sul concetto che un generico task può essere scomposto in una serie di 
movimenti elementari [4]. Tutte le operazioni elementari sono scomponibili in micromovimenti ai 
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quali vengono assegnati dei micro-standard di tempo con i quali si può ricostituire il tempo per 
qualsiasi operazione anche relativamente complessa. Il tempo medio richiesto da una generica 
persona per eseguire un movimento elementare può essere considerato all’incirca costante. Gli 
studi condotti in questa direzione hanno portato all’elaborazione di alcune tabelle molto semplici e, 
soprattutto, universali, in quanto utilizzabili per la determinazione del tempo necessario per 
l’esecuzione di qualsiasi genere di attività. Un esempio di tabella per il calcolo dei movimenti 
elementari è riportato in Figura 16. 
 
Figura 16. Calcolo dei movimenti elementari in un PMTS 
Stabiliti dalle tabelle i tempi standard corrispondenti ai movimenti elementari individuati per la 
generica operazione di lavoro considerata, la loro somma rappresenta il tempo da assegnare 
all’operazione. 
 In questo modo, non vengono però presi in considerazione i processi psicologici coinvolti 
nell’esecuzione di un compito, con conseguenti ripercussioni sulla condizione sociale, fisica e 
mentale dell’operatore. 
2.2 Modelli matematici 
     I modelli matematici, sviluppati a partire dalla “teoria dell'informazione” e dalla “teoria della 
detenzione del segnale”, sono utilizzati principalmente per descrivere le attività mentali e prevedere 
i tassi di errore [4].  
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     La “teoria dell'informazione”[4] [52] è una disciplina della fisica applicata che ha come scopo la 
quantificazione della quantità di dati (ossia di informazioni), con lo scopo di essere di in grado di 
salvarli o di trasmetterli su un canale in modo affidabile. La grandezza che misura la quantità di dati 
prende il nome di entropia ed è solitamente espressa come numero di bit necessari per 
immagazzinare o trasmettere l'informazione. 
La teoria dell'informazione è strettamente legata a una serie di discipline, pure e applicate, che 
sono state studiate e ingegnerizzate negli ultimi sessant'anni come, ad esempio, l’intelligenza 
artificiale, la cibernetica, l’informatica, etc. La teoria dell'informazione è quindi un'ampia e 
approfondita teoria matematica, con applicazioni ugualmente ampie e profonde. Ad esempio, 
scegliere fra 8 elementi quali assemblare richiede tre bit di informazioni (     . Per semplificare 
ulteriormente la descrizione di entropia, si può effettuare una traduzione in cifre binarie: se n è il 
numero di opzioni da considerare, il numero da trascrivere è (n-1). Un compito associato a otto 
alternative possibili viene tradotto in codice binario con tre bit,  ovvero: 111. In cifre decimali, il 
codice 111 è pari al numero 7: l’intervallo 0-7 determina le 8 opzioni da considerare. 
Utilizzando apposite tabelle è possibile effettuare una previsione delle prestazioni associate allo 
svolgimento di una determinata attività: ad esempio le tabelle relative ai tempi di reazione, offrono 
stime dei tempi standard associati a compiti che corrispondono a un determinato numero di bit di 
informazione. Per esempio, il tempo di reazione (non il tempo di risposta) associato a un'attività 
con otto opzioni e tre bit è pari a circa 800 millisecondi [4]. 
     La “teoria della detenzione del segnale” [4] [52] nasce come metodo per quantificare i risultati 
ottenuti in seguito alla comparsa di uno stimolo ed è stata una delle prime teorie a sostenere 
un’interazione tra la sensazione fisica di uno stimolo e i processi cognitivi (in particolare in relazione 
ai processi di decision-making.). Questa teoria individua quattro possibili esiti che possono aver 
luogo a partire da un tentativo di rilevamento di un segnale: 
1. Colpi Riusciti (o “Hit”): viene identificata correttamente la presenza del segnale, ottenendo 
come risultato dell’elaborazione delle informazioni una “risposta positiva corretta”. 
2. Falsi Allarmi (o “False Allarm”): viene identificata la presenza del segnale quando, di fatto, 
esso è assente, ottenendo come risultato dell’elaborazione delle informazioni una “risposta 
positiva falsa”. 
3. Colpi Mancati (o “Miss”): non viene (erroneamente) rilevata la presenza del segnale, 
ottenendo come risultato dell’elaborazione delle informazioni una “risposta negativa falsa”. 
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4. Rifiuti Corretti (o “Correct Rejection”): viene identificata correttamente l’assenza del 
segnale, ottenendo come risultato dell’elaborazione delle informazioni una risposta 
negativa corretta. 
Quanto appena detto è riassunto nella tabella riportata in Figura 17: 
 Response Present Response Absent 
Stimulus Present Hit Miss 
Stimulus Absent False Alarm Correct Rejection 
Figura 17. Matrice di detenzione del segnale utilizzata nella "teoria della detenzione del segnale”. 
 
2.3 Modelli computazionali simbolici 
     L'approccio tradizionale alla psicologia cognitiva, sebbene fortemente contestato negli ultimi 
anni, inquadra i processi cognitivi umani come un sistema di elaborazione di simboli [4]. Un modello 
computazionale, oltre a descrivere in modo estremamente preciso e quantitativo il comportamento 
umano (capacità che può condividere con un modello matematico), offre una descrizione formale 
dei meccanismi sottostanti al comportamento in esame. L’approccio computazionale in psicologia 
parte dall’assunzione che i sistemi cognitivi esibiscano delle proprietà “mentali” in virtù della loro 
organizzazione causale e che questa organizzazione sia di importanza primaria nella spiegazione del 
comportamento. Una proprietà centrale della computazione è proprio quella di offrire una 
specificazione dell’organizzazione causale di un sistema. 
 Le difficoltà incontrate nel valutare mansioni multi-task tramite i tradizionali modelli matematici ha 
dato l’avvio all'uso di modelli simbolici ai fini dell’analisi delle attività. I modelli si basano sul 
presupposto che l'intelligenza è data dall’elaborazione di una serie di simboli nel cervello, che si 
comporta con un normale computer. Questi metodi si basano sull’uso di un insieme di regole di 
base per la manipolazione dei simboli e su un’elaborazione seriale dell’informazione, che viene 
trattata attraverso una sequenza lineare di operazioni, eseguite una per volta. 
     I modelli appena descritti sono focalizzati sulla quantificazione delle performance umane; il 
presente lavoro di tesi è, invece, incentrato sulla definizione dei fattori che influenzano la 
prestazione e la motivazione di un individuo.  
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2.4 Teorie basate sul concetto di “attenzione”. 
     L’attenzione è un concetto piuttosto difficile da definire. Una delle più famose definizione del 
concetto di “attenzione” fu formulata dal fondatore della psicologia Americana, William James, che 
affermò [52] [56]: 
“[L’attenzione] è la presa in possesso da parte della mente, in forma chiara e vivida, di uno di quella 
che appare una moltitudine di possibili oggetti o treni di pensieri… . 
Essa implica il ritiro da alcune cose allo scopo di occuparsi con maggiore efficacia di altre.” 
In altre parole, l’attenzione è quel fenomeno per mezzo del quale un individuo elabora attivamente 
una quota/porzione limitata di informazioni a partire dell’enorme quantità di informazioni di cui 
viene a disporre attraverso i sensi, i ricordi immagazzinati e altri processi cognitivi. 
     L'importanza del fenomeno psicologico dell'attenzione può essere evidenziata tramite le due 
considerazioni seguenti [52]:  
1. “[L’attenzione] rappresenta uno dei tre limiti del processo di elaborazione delle informazioni 
dell'uomo”.  
2. “[L’attenzione] è un prerequisito per molte altre abilità cognitive”. 
     Insieme a memoria e tempo di risposta, l'attenzione è uno dei principali limiti della risorse 
mentali di un individuo. Il fenomeno psicologico dell’attenzione consente di usare le risorse mentali 
in modo efficiente. Attenuando la nostra attenzione su molti stimoli esterni (sensazioni) e interni 
(pensieri e ricordi), possiamo focalizzarci sugli stimoli che ci interessano. La presenza di questo 
focus attentivo aumenta la probabilità di risposta rapida e accurata a stimoli rilevanti.   
Quando appena detto diventa ancor più rilevante se associato a ricerche inerenti lo svolgimento di 
mansioni multi- tasks da parte di un operatore, perché aiuta a rispondere a domande come: 
 È possibile svolgere più attività contemporaneamente?  
 Un individuo può passare velocemente da un compito a un altro?  
 etc.  
Inoltre, senza attenzione, sarebbe impossibile conservare elementi nella memoria a breve termine 
o trasferirli nella memoria a lungo termine. L’innalzamento dei livelli di attenzione apre, infatti, la 
strada ai processi mnestici, in  modo da aumentare la probabilità che una persona ricordi 
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informazioni a cui ha “prestato attenzione” piuttosto che informazioni inizialmente trascurate. 
Questa funzione assume, pertanto, un ruolo chiave nei processi di decision-making. 
2.4.1 Processi controllati e processi automatici 
     I benefici dell’attenzione sono particolarmente salienti quando si fa riferimento ai processi 
attentivi coscienti; tuttavia non tutti i processi di elaborazioni dell’informazione hanno luogo con 
consapevolezza cosciente. Può essere effettuata una classificazione dei processi cognitivi in termini 
di [52]: 
 processi non che richiedono un controllo conscio (o “processi automatici”); 
 processi che richiedono un controllo conscio (o “processi controllati”). 
I processi automatici, che si verificano senza controllo conscio, ricadono in gran parte al di fuori 
della consapevolezza, senza richiedere sforzi attentivi o intenzioni precise: sono inoltre basati su 
un’elaborazione parallela dell’informazione. Questo tipo di elaborazione è caratterizzato da molte 
operazioni simultanee (o comunque non hanno luogo in un determinato ordine sequenziale) e sono 
relativamente rapidi. Per definizione, i processi automatici sono: 
1. inconsci; 
2. non intenzionali; 
3. consumano poche risorse attentivi. 
Viceversa, i processi controllati si basano sul controllo conscio. Questi processi sono di natura 
seriale (le operazioni sono ordinate sequenzialmente, un passo alla volta) e richiedono un tempo 
relativamente lungo per essere portate a termine (almeno in confronto ai processi automatici). 
La gamma dei processi controllati è così ampia e variegata che sarebbe veramente difficile 
caratterizzare tutti i processi controllati nello stesso modo. Difficoltà simili si presentano nel 
delineare i processi automatici. Di fatto molti processi che in fase iniziale sono controllati, possono 
talvolta diventare automatici. Il processo per mezzo del quale una procedura passa dall’essere 
altamente conscia ad essere relativamente automatica è l’automatizzazione [52]. 
L’automatizzazione si verifica come risultato della pratica, cosicché attività effettuate di frequente 
possono essere automatizzate, diventando quindi altamente automatiche. 
     L’automatizzazione si verifica in seguito all’implementazione prolungata nel tempo delle diverse  
attività associate a un compito. Le persone, durante il corso della pratica, combinano gradualmente 
le singole operazioni che richiedono uno sforzo, in componenti integrate. L’integrazione continua 
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finché l’intero processo non assume la forma di un un’unica procedura altamente integrata. In 
pratica le persone consolidano diversi passi discreti in una singola operazione che richiede poche o 
nessuna risorsa cognitiva. Nelle fasi iniziali dell’automatizzazione, gli effetti della pratica sulle 
prestazioni dell’individuo sono piuttosto rilevanti; tuttavia con il passare del tempo si registrano 
effetti progressivamente minori, come mostrato in Figura 18 [52]. 
 
Figura 18. Effetti della pratica sull'automatizzazione dei processi 
Chiaramente, i processi automatici governano generalmente compiti familiari e altamente soggetti 
a pratica, mentre i compiti controllati governano compiti nuovi o compiti che presentano molte 
caratteristiche variabili. Inoltre, la maggior parte dei processi automatici governa compiti 
relativamente facili, mentre compiti complessi richiedono un’elaborazione controllata (anche se, 
con una pratica sufficiente, persino compiti estremamente complessi possono diventare 
automatizzati).  
La tabella riportata in Figura 19 [52] riassume le caratteristiche dei processi controllati e dei 
processi automatici: 
 
 
0
10
20
30
40
50
60
70
80
90
100
1 2 3 4 5 6 7 8 9 10
Ef
fe
tt
i d
e
lla
 p
ra
ti
ca
 
Blocchi di prove 
 40 
 
Caratteristiche Processi Controllati Processi Automatici 
Sforzo dedicato Sforzo dedicato Sforzo minimo (se non nullo) 
Grado di consapevolezza Completa consapevolezza Generalmente hanno luogo al di 
fori della consapevolezza conscia 
Uso di risorse attentive Consumano molte risorse 
attentive 
Consumano risorse attentive 
trascurabili 
Tipo di elaborazione Eseguiti serialmente (un passo 
alla volta) 
Eseguiti sulla base di 
un’elaborazione parallela 
Velocità di elaborazione Esecuzione lenta Esecuzione rapida 
Novità dei compiti Compiti nuovi o che presentano 
molte caratteristiche variabili 
Compiti familiari e in cui si ha 
molta pratica 
Livello di elaborazione Alti livelli di elaborazione 
cognitiva 
Livelli relativamente bassi di 
elaborazione cognitiva 
Difficoltà dei compiti Compiti difficili Compiti relativamente facili. 
Processo di acquisizione Con una pratica sufficiente, molte procedure di routine e 
relativamente stabili possono diventare automatizzate, in modo che 
processo in gran parte controllati possano essere resi parzialmente 
(o anche totalmente) automatici; naturalmente, la quantità di 
pratica richiesta cresce all’aumentare della complessità del compito 
da svolgere. 
Figura 19. Processi controllati e processi automatici 
Dato che i comportamenti altamente automatizzati richiedono poche risorse cognitive, è possibile 
svolgere contemporaneamente più processi automatici; viceversa, i processi controllati richiedono 
un elevato consumo di risorse attentive e, pertanto, difficilmente consentono lo svolgimento di più 
operazioni simultaneamente. 
2.4.2 Le funzioni dell’attenzione 
Le funzioni principali dell’attenzione sono quattro [52]: 
1. Attenzione selettiva 
2. Vigilanza 
3. Ricerca attentiva (o “search”) 
4. Attenzione divisa 
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     L’“attenzione selettiva” descrive un processo mentale attraverso il quale si stabilisce di prestare 
attenzione a determinati stimoli, ma di ignorarne altri. Ciascun individuo si trova costantemente 
nella situazione di scegliere a quali stimoli prestare attenzione e quali, invece, ignorare. Ignorando o 
almeno riducendo l’attenzione su alcuni stimoli, si accentuano altri stimoli particolarmente salienti. 
La concentrazione del focus attentivo sull’informazione relativa a certi stimoli, aumenta la capacità 
di manipolare questi stimoli in altri processi cognitivi, come la comprensione e la soluzione di 
problemi. Ad esempio, è possibile prestare attenzione alla lettura di un manuale e, 
contemporaneamente, ignorare stimoli comuna radio in funzione. 
     La “vigilanza” consiste nella capacità di una persona di prestare attenzione a un campo di 
stimolazione per un periodo prolungato, in cui la persona cerca di rilevare la comparsa di un 
segnale, cioè di uno stimolo-target di interesse. Quando sono “vigili” le persone sono pronte a 
rilevare lo stimolo-target, che, dal canto suo, può apparire in qualsiasi momento.  L’attenzione vigile 
nel rilevamento dei segnali facilita le reazioni rapide conseguenti al rilevamento degli stimoli. In 
genere la vigilanza è richiesta in contesti in cui un dato segnale si presenta solo raramente, ma 
richiede una reazione immediata. 
     Mentre la vigilanza implica l’attesa passiva della comparsa di un segnale, la ricerca si basa sul 
cercare attivamente un certo stimolo. Più precisamente, la “ricerca attentiva” si riferisce a una 
scansione dell’ambiente per trovare particolari caratteristiche. 
     Infine l’“attenzione divisa” descrive un processo mentale nel quale una persona alloca le risorse 
attentive disponibili per coordinare l’esecuzione di più compiti alla volta.  
Per studiare l’attenzione divisa nell’esecuzione simultanea di due attività si fa ricorso al “paradigma 
del doppio compito” [52]. Il paradigma del doppio compito comprende: 
 due compiti (compito A e compito B); 
 tre condizioni (solo compito A, solo compito B e compito A e compito B insieme). 
L’idea alla base di questo paradigma sperimentale consiste nella misurazione e nel confronto del 
tempo di risposta e dell’accuratezza delle prestazioni in ciascuna delle tre condizioni. Il risultato che, 
in genere, si osserva in questa situazione è che la prestazione relativa all’esecuzione di due compiti 
simultaneamente è peggiore rispetto a quella ottenuta dallo stesso soggetto quando è impegnato 
nei due compiti separatamente. La velocità e la precisione dell’esecuzione simultanea di due 
compiti risulta piuttosto scarsa nel caso in cui i due tasks siano associati a due processi controllati. 
Nei rari casi in cui le persone mostrano alti livelli di velocità e di precisione nell’esecuzione 
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simultanea di due compiti, almeno uno di questi in genere si basa su un’elaborazione di tipo 
automatico. 
2.4.3 Teorie dell’attenzione 
     Sono state proposte diverse teorie per spiegare le diverse funzioni dell’attenzione [52]. Alcune di 
queste sostengono che la grande quantità di sensazioni in arrivo, di pensieri e di ricordi, deve 
passare attraverso un “collo di bottiglia (bottleneck)”, che in qualche modo filtra e determina cosa 
deve passare e cosa deve, invece, rimanere fuori dall’attenzione. Secondo queste teorie 
l’informazione viene bloccata o attenuata selettivamente nel suo passaggio da un livello di 
elaborazione al successivo. Ad esempio, Broadbent propone la tesi secondo cui l’operatore umano 
abbia una singola risorsa, ovvero un unico processore a capacità limitata. Quando questo 
processore è impegnato nell’elaborazione dell’informazione per un compito, l’elaborazione per il 
secondo compito viene sospesa finché la prima non è completata. In questa prospettiva, 
l’attenzione è vista come un fenomeno “tutto-o-nulla”, come illustrato in Figura 20. 
 
 
  
 
 
 
 
 
 
 
Tra le diverse teorie basate sull’idea del collo di bottiglia, alcune sostengono che il meccanismo di 
blocco (o di attenuazione) dei segnali operi subito dopo il livello della sensazione e prima di ogni 
elaborazione percettiva; mentre altre implicano un meccanismo più tardivo, collocando il filtro 
attentivo dopo che almeno parte delle elaborazioni percettive ha avuto luogo. 
     Le teorie più recenti che sono spostate dall’idea di filtri per il blocco o per l’attenuazione dei 
segnali, verso l’idea di un’“allocazione di risorse attentive limitate”. Queste teorie contribuiscono a 
spiegare come un individuo può svolgere più di un compito che necessita di attenzione alla volta, in 
base all’idea che le persone dispongono di una quantità fissa di risorse attentive, che esse scelgono 
di allocare a seconda di quello che un compito richiede. 
FILTRO 
S P CANALI 
Figura 20. Teoria dell'attenzione del "collo di bottiglia": meccanismo di filtraggio 
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     Le “teorie delle risorse” e le “teorie del collo di bottiglia” possono essere considerate come 
metafore utili a comprendere i meccanismi cognitivi coinvolti nell’esecuzione di compiti in 
competizione dal punto di vista delle risorse attentive coinvolte. In questi compiti sembra che alcuni 
processi pre-attentivi possano aver luogo simultaneamente, mentre i processi attentivi veri e propri 
operano sequenzialmente (come se dovessero passare uno a uno attraverso un collo di bottiglia 
attentivo). Tuttavia le teorie delle risorse si configurano come una metafora più efficace per 
spiegare i fenomeni di attenzione divisa in compiti complessi, in cui possono essere osservati gli 
effetti della pratica. In questi casi, poiché ogni compito complesso progressivamente viene 
automatizzato, le prestazioni relative a ciascuno di questi compiti richiedono sempre meno risorse 
attentive a capacità limitata.   
2.5 La teoria delle risorse multiple 
2.5.1 Il modello di Kahneman 
     Quando si fa riferimento al concetto di attenzione divisa si pone l’accento su un particolare 
aspetto dei processi attentivi, ovvero sulla capacità, che ciascun individuo ha, di prestare attenzione 
a più fenomeni contemporaneamente. Va sottolineato che i due aspetti, quello di selezione 
introdotto nell’ambito dell’attenzione selettiva e quello di distribuzione presentato nell’ambito 
dell’attenzione divisa, non sono due fenomeni indipendenti ma due aspetti dello stesso fenomeno 
che interagiscono. 
     Le teorie del “collo di bottiglia” viste precedentemente (dette anche strutturali) spiegano la 
prestazione associata all’esecuzione di compiti multi-tasks, facendo riferimento a un rapido 
spostamento dell’attenzione tra i diversi compiti. I teorici della capacità, invece, sottolineano la 
divisibilità delle risorse cognitive tra i diversi compiti svolti in contemporanea e la possibilità di 
assegnare in modo proporzionale parte delle risorse a ciascun compito, con differenti approcci [4] 
[52]. 
     Il modello di Kahneman [4] rappresenta il tentativo di unificare le teorie strutturali e quelle della 
capacità. Egli afferma che l’operatore umano ha una capacità limitata per l’esecuzione delle attività 
mentali e che il limite varia con il livello di attivazione in funzione del carico imposto da ciò che, 
attimo per attimo, gli viene richiesto di fare. Kahneman ritiene che al crescere delle richieste si ha 
un corrispondente aumento della quantità di risorse mobilitate, fin quando le prime non eccedono 
le seconde: a questo punto la prestazione del soggetto non è più adeguata alla domanda e si ha 
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un’interferenza tra i compiti. Possiamo distinguere tra un’interferenza di capacità, che è non 
specifica e dipende solo dalle richieste di entrambi i compiti, e un’interferenza strutturale, che è 
specifica e dipende dal grado in cui i compiti gravano sugli stessi meccanismi. 
L’ipotesi, quindi, è che per eseguire una qualsiasi attività mentale siano necessarie due condizioni: 
 disporre di un insieme di informazioni adeguate e specifiche per quell’attività, e 
 poter usufruire della quantità sufficiente di impegno, sforzo o attenzione. 
     Le teorie appena presentate assumono l’esistenza di un’unica riserva di risorse indifferenziate e 
quindi, non riescono a spiegare alcuni effetti sperimentali che invece sono stati più volte osservati. 
Tra gli effetti sperimentali che le teorie della capacità limitata non riescono a spiegare, vi sono: 
1. l’insensibilità alla difficoltà dei compiti: in base alle teorie della capacità, se si aumenta la 
difficoltà del compito primario allora la sua esecuzione dovrebbe richiedere più risorse a 
scapito dell’esecuzione del compito secondario e, pertanto, la prestazione riferita a 
quest’ultimo dovrebbe peggiorare. Questo effetto però non viene sempre osservato, in 
quanto a volte l’incremento della difficoltà in un compito primario non determina un 
peggioramento della prestazione nel compito secondario. 
2. la condivisione perfetta: è stato osservato che a volte due compiti vengono eseguiti 
contemporaneamente senza alcuna interferenza. 
Questi effetti ci dicono che nel caso di situazioni che impongono di eseguire più compiti 
contemporaneamente, non conta solo la quantità di risorse allocate a ogni compito, ma anche le 
strutture o i processi cognitivi che essi coinvolgono. 
    L’osservazione di tali effetti dà ragione di esistere alle “teorie delle risorse multiple”, di cui 
l’ingegnere e psicologo C.D. Wickens [4] [19] [20] [52] [56] è il principale esponente. Tali teorie non 
prevedono l’esistenza di un unico insieme di risorse allocabili a uno o più compiti, ma di più insiemi 
di risorse, ciascuno con proprie caratteristiche, che possono essere allocabili in modo indipendente. 
2.5.2 La teoria delle risorse multiple 
La Teoria delle risorse multiple proposta da Wickens nel 1984 [4] [6] [19] [20] [52] [56], sostiene che 
i compiti da eseguire richiedano l’impiego di risorse mentali, che si distinguono tra loro a seconda 
delle seguenti caratteristiche: 
 Tipo di canale sensoriale richiesto (visivo o uditivo); 
 Tipo di elaborazione richiesta (tipo di risposta motoria o verbale); 
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 Livello di elaborazione (centrale o periferico). 
L’assunto fondamentale di questa teoria è che l’interferenza tra due compiti è minima quando essi 
richiedono risorse mentali completamente differenti tra loro. Secondo Wickens, infatti, in 
corrispondenza di situazioni che impongono di eseguire più compiti contemporaneamente, non 
conta solo la quantità di risorse allocate in ogni compito, ma anche le strutture cognitive che essi 
coinvolgono. 
    Il modello delle risorse multiple proposto da Wickens si basa su tre presupposti fondamentali: 
1. tanto più diverse sono le risorse richieste per eseguire due compiti, più efficiente sarà la 
divisione del lavoro; 
2. se uno dei due compiti è tanto complesso da coinvolgere, almeno in parte, anche le risorse 
che sono richieste dal compito concorrente, la prestazione di quest'ultimo sarà deteriorata. 
3. L’interferenza tra due compiti è minima, quando questi richiedono risorse mentali differenti 
tra loro. 
Wickens ha cercato di tener conto delle differenze di efficienza, rilevate nel momento in cui un 
individuo si trova a eseguire due compiti simultaneamente, tramite le due caratteristiche seguenti: 
  
 la misura in cui le due attività svolte contemporaneamente utilizzano le stesse risorse 
cognitive rispetto alla misura in cui utilizzano risorse differenti;  
 la misura in cui si manifesta l’"insensibilità alla complessità del compito" nel momento in cui 
vengono utilizzate risorse cognitive differenti nei due compiti2.  
Il processo di elaborazione delle informazioni si articola in tre macro-fasi:  
1. elaborazioni dei segnali,  
2. selezione della risposta e  
3. esecuzione. 
Per ciascuna di queste è possibile definire l’insieme delle risorse mentali coinvolte nel processo: si 
ottiene così la classificazione riportata nel "cubo" mostrato in Figura 21. 
                                                          
2
 L’insensibilità alla complessità dei compiti si verifica quando l’aumento delle difficoltà associate a uno dei due 
compiti non riesce a ridurre le prestazioni relative all’esecuzione del secondo compito. 
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Figura 21. Modello 4D delle risorse multiple 
Nello specifico, il processo di elaborazione delle informazioni è stato analizzato prendendo in 
considerazione:  
 fasi di elaborazione 
 elaborazione dei codici 
 modalità di risposta 
Per ciascuno di essi si determina quali siano le risorse mentali coinvolte: 
 l’analisi incentrata sulle fasi di trasformazione dei segnali (o “stages of processing”) indica 
che le attività percettive e cognitive (ad es., memoria di lavoro) utilizzano risorse diverse da 
quelle coinvolte nella selezione e nell'esecuzione dell'azione. 
 l’analisi incentrata sull’elaborazione dei codici indica che per esaminare segnali di natura 
verbale sono richieste risorse diverse da quelle in gioco nel caso di segnali di natura spaziale. 
 l’analisi incentrata sulle modalità di risposta indica che la percezione uditiva utilizza risorse 
diverse rispetto alla percezione visiva. 
Quindi,  se due attività utilizzano risorse diverse in ciascuna delle tre dimensioni indicate, allora è 
possibile svolgerle simultaneamente, senza che lo svolgimento di un compito interferisca con 
l’esecuzione dell’altro. In un secondo momento, al modello appena descritto, è stata aggiunta una 
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quarta dimensione relativa ai canali visivi utilizzati nella rilevazione dei segnali dall’ambiente 
circostante. Viene effettuata una distinzione tra : 
 Visione focale: è specializzata nell’identificazione cosciente di oggetti che si trovano 
principalmente nella parte centrale del campo visivo (la sua funzione primaria sembra 
essere quella di rispondere alla domanda “ Che cosa è?”). La visione focale si riduce 
drasticamente in casi di scarsa illuminazione. 
 Visione ambientale: agisce sia sulla zona centrale sia su zone periferiche del campo visivo e 
non viene seriamente compromessa nel caso di scarsa luminosità. Gli esperti ritengono che 
la visione ambientale sia specializzata nel controllo dei movimenti. La sua funzione è di 
rilevare il movimento e la posizione di oggetti nell’ambiente e fornire informazioni riguardo 
ai nostri stessi movimenti rispetto ad altri oggetti.  
 
2.5.3 Applicazione della teoria delle risorse multiple all’assemblaggio 
manuale 
     La comprensione dei processi cognitivi coinvolti nell'assemblaggio manuale è essenziale per 
prevedere le prestazioni dei lavoratori nello svolgimento delle proprie mansione. Nel montaggio di 
prodotti caratterizzati da elevato valore aggiunti e molteplici varianti, i processi di decision-making 
coinvolti sono talmente complessi da rendere necessaria un’analisi dettagliata dei processi cognitivi 
umani. Le risorse mentali degli esseri umani sono limitate e, pertanto, devono essere distribuite e 
allocate in base alle caratteristiche salienti dei diversi compiti da eseguire [4] [6]. 
Ognuna di queste risorse determina una limitazioni nelle capacità e nelle abilità dell'operatore. 
L'analisi degli aspetti rilevanti di ciascun task attività e delle risorse mentali associate al loro 
svolgimento, secondo il metodo proposto da Wickens (e descritto nel paragrafo precedente), è 
propedeutica per la previsione delle difficoltà connesse con lo svolgimento di prefissate attività, con 
conseguenze sulle prestazioni multi-task e sul carico di lavoro mentale. La teoria delle risorse 
multiple può essere applicata a tutti i compiti previsti nell’assemblaggio manuale [6] [19] [20]. 
 Il processo di elaborazione delle informazioni nell’ambito del montaggio manuale coinvolge l'intero 
spettro delle funzioni cognitive di percezione, attenzione e memoria. L'elaborazione delle 
informazioni può essere utilizzato per individuare le principali fasi in cui si articola un generico ciclo 
di assemblaggio. 
 Innanzitutto una prima distinzione può essere effettuata tra [6]: 
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1. fase di “commissionig”: include tutte le operazioni propedeutiche all’assemblaggio delle 
parti, come individuazione dei componenti da assemblare, afferraggio delle parti, etc. 
2. fase di “joinig”: include tutte le operazioni legate all’assemblaggio, in senso stretto, dei 
diversi componenti, come, ad esempio, accoppiamento di due componenti, avvitatura, etc. 
 
Entrambe i gruppi di attività interessano la sfera delle funzioni cognitive in azione dalla percezione 
degli stimoli all’esecuzione dell'azione, sempre sulla base dell’assunzione che le diverse fasi, in cui si 
articola il processo di elaborazione delle informazioni di ogni individuo, si susseguono in un ordine 
sequenziale. 
Il processo di elaborazione inizia con la percezione dei segnali arrivo dall’ambiente circostante. La 
percezione comprende una pre-elaborazione dei stimoli captati dall’operatore, seguita 
dall’estrazione e dall’identificazione dei segnali d’interesse. Ad esempio, le informazioni presentate 
sotto forma di “istruzioni” devono, innanzitutto, essere individuate prima che l’attenzione visiva 
dell’operatore sia diretta verso l’operazione descritta. 
Nella fase di commissioning, le diverse parti da assemblare devono essere prima identificate 
all’interno della “lista dei componenti”, devono, poi, essere analizzate le caratteristiche del 
componente (ad esempio “di piccole dimensioni” e “di metallo”) e il tipo (ad esempio a vite 5 mm) 
e deve essere identificato il numero di componenti necessari per realizzare il pezzo. 
Successivamente viene identificato il box in cui è contenuto ciascun componente, viene preparata 
l’azione di “afferraggio” (ad esempio, presa dell’oggetto con la mano sinistra) e, solo a questo 
punto, la parte di interesse viene prelavata dal vano indicato. 
Nella fase di joining, le istruzioni di assemblaggio deve essere, prima, definite e solo 
successivamente deve essere identificata la posizione dello specifico componente considerato, 
nonché l'orientamento. Una volta che queste attività sono state portate a termine, l’operatore 
elabora una “risposta” (ad esempio avvitatura) che, a questo punto, può essere eseguita. 
L’azione motoria in corso può essere regolata e corretta in via di svolgimento in caso di eventi 
imprevisti (ad esempio se il box selezionato in relazione la parte da assemblare è vuoto o se la 
pressione per avvitare è insufficiente). 
La Figura 22 [6] [19] [20] mostra le fasi salienti del processo di elaborazione delle informazioni e le 
risorse coinvolte per le attività di commissioning e joining, mettendo in evidenza le risorse chiamate 
n causa per lo svolgimento di ciascuna attività. 
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Figura 22. Fasi di elaborazione dell'informazione e risorse coinvolte in operazioni di assemblaggio manuale 
Le risorse mentali di un individuo hanno dei limiti, che portano a un peggioramento delle 
performance nel caso in cui due attività debbano essere svolte contemporaneamente, utilizzando le 
medesime risorse mentali. Nel caso in cui due attività utilizzino la stessa risorsa (ad es. la mano 
sinistra posizionata in contemporanea in due punti distinti), le prestazioni dell’operatore subiscono 
un calo, perché le risposte possono, ovviamente, essere eseguite solo in modo sequenziale. D'altro 
canto, lo schema di Wickens mostra anche che quali processi possono essere eseguiti 
contemporaneamente e senza problemi. Per esempio, durante l'operazione di joining è possibile 
prestare attenzione ai segnali di allarme provenienti dall'ambiente circostante. 
3 L’errore umano 
3.1 Classificazione degli errore umano 
L’errore umano è stato ampiamente analizzato dagli studiosi di scienze cognitive. James Reason, nel 
suo libro “Human Error” ne dà la seguente definizione operativa [5]: 
…“Errore” sarà inteso come un termine generico per comprendere tutti i casi in cui una sequenza 
pianificata di attività fisiche o mentali fallisce il suo scopo, e quando questo fallimento non possa 
essere attribuito all’intervento di qualche agente casuale. 
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Al contempo, Reason fornisce un modello per la classificazione degli errore umani, illustrato in 
Figura 23. questo modello si basa sul presupposto che un'azione è considerata corretta quando si 
verificano tre condizioni: 
 l’utente aveva l'intenzione di agire,  
 l'azione è processata come desiderato, 
 l'azione ha ottenuto il suo scopo.  
Se non si verificano tutte queste tre condizioni, allora si è verificato un errore. 
Reason ha individuato quattro tipologie fondamentali di errori [5]: 
1. Azione intenzionale ma errata (“sbagli” o “mistake”): si verifica quando l’utente ha agito con 
intenzione, l'azione si è svolta come aveva pianificato, ma non ha ottenuto lo scopo 
prefissato. In sostanza, l’utente ha compiuto un’azione credendo che portasse a un 
determinato risultato, ma così non è stato.  
2. Azione non intenzionale (“lapsus” o “slips”): si verifica un lapsus quando si compie 
involontariamente un’azione al posto di un’altra. I lapsus sono molto frequenti, e possono 
verificarsi soprattutto quando l'azione corretta e l'azione sbagliata “si assomigliano”, per 
esempio quando due pulsanti sono fisicamente vicini. Oppure quando due compiti diversi 
hanno in comune una sequenza iniziale di azioni, e la sequenza finale in un caso viene 
eseguita di rado, e nell’altro molto spesso. I lapsus possono essere evitati (o comunque resi 
poco probabili) progettando il sistema in modo che queste situazioni non si verifichino. 
3. Azione spontanea: in questo caso, l’azione è compiuta intenzionalmente, ma senza che 
l’utente avesse precedentemente l’intenzione di agire. Per esempio, quando qualcuno ci 
lancia improvvisamente un oggetto e, quasi per un riflesso automatico, lo afferriamo al volo, 
o ci proteggiamo con le mani. L’azione non era prevista, ma ci siamo trovati nella necessità 
di compierla. Un’azione spontanea non necessariamente deve essere classificata come 
errore: è tale solo quando produce effetti indesiderati.  
4. Azione involontaria: in questo caso, l’azione è del tutto non intenzionale (ad esempio, urtare 
involontariamente una persona o un oggetto).  
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Figura 23. Modello di Reason 
Nella classificazione accademica dell’errore umano non si può, tuttavia, non prendere in 
considerazione il modello postulato da Jens Rasmussen nel suo volume “Skill, Rule and Knowledge 
Model”, nel quale si propongono tre tipologie comportamentali [4] [5]: 
 Skill-based behaviour: comportamento di routine basato su abilità apprese. L’impegno 
cognitivo richiesto è bassissimo e il ragionamento è inconsapevole, ovvero l’azione 
dell’operatore in risposta ad un input è svolta in maniera pressoché automatica. 
  Rule-based behaviour: comportamento guidato da regole di cui l’operatore dispone per 
eseguire compiti noti, si tratta di riconoscere la situazione e applicare la procedura 
appropriata per l’esecuzione del compito. L’impegno cognitivo è più elevato poiché implica 
un certo livello di ragionamento noto. 
 Knowledge-based behaviour: comportamento finalizzato alla risoluzione di problemi in 
presenza di situazioni non abitudinarie e conosciute, ma nuove o impreviste, per le quali 
non si hanno delle regole o procedure specifiche di riferimento. Questo tipo di 
comportamento è definito “knowledge-based” proprio poiché richiede un elevato impegno 
cognitivo nella ricerca di una soluzione efficace. 
La classificazione di Rasmussen può essere semplificata secondo lo schema di Figura 24: 
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Figura 24. Modello di Rasmussen 
Ogni azione dell’operatore è preceduta da una serie di processi cognitivi che si svolgono secondo 
una struttura a livelli, ciascuno dei quali contiene funzioni cognitive diverse. La sequenza non è 
quasi mai né lineare né completa, ma si dispone secondo una scala dove, talvolta, si salta 
orizzontalmente per evitare gli scalini più alti e faticosi. Il processo cognitivo che porta dallo stimolo 
all’azione infatti prevede tre differenti percorsi di complessità crescente che richiedono quantità di 
attenzione e di risorse cognitive via via maggiori. Alla base dello schema è collocato un 
comportamento skill-based secondo il quale l’operatore, stimolato da un fatto (input: segnale, 
rumore, etc.) reagisce quasi istantaneamente eseguendo un’azione legata a una procedura ben 
interiorizzata. A livello intermedio, si colloca un tipo di comportamento rule-based per cui 
l’operatore, sulla base delle informazioni ricevute ed eventualmente a valle di un comportamento 
skill-based, ordina una serie di azioni mediante l’uso di procedure e le esegue. A livello più elevato, 
si trova il tipo di comportamento knowledge-based, in cui l’operatore è chiamato a fare uso in 
modo creativo e autonomo (cioè senza l’uso di procedure o di comportamenti istintivi) delle 
informazioni disponibili e delle sue conoscenze, al fine di produrre le valutazioni e le decisioni a cui 
conseguiranno le azioni opportune. 
     Dal connubio degli studi portati aventi da Reason e Rasmussen ha origine la presente 
classificazione, illustrata in Figura 25: 
1. Errore: azione involontaria che compromette l’esecuzione di un’attività. Gli “errori” possono 
essere distinti in: 
a. Errori “skill-based”: “failure” nell’esecuzione di un’azione pianificata. Nello 
specifico si riferisce all’applicazione di competenze di routine, secondo regole 
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precedentemente assimilate o in situazioni bel note. Un errore in questo ambito 
si concretizza in: 
i. Lapsus nell’esecuzione di un’azione: azione eseguita in modo diverso da 
quanto pianificato. 
ii. Lapsus di memoria: “vuoto” di memoria (l’operatore dimentica di eseguire 
una certa operazione). 
b. Sbagli:  “failure” nella progettazione di un’attività (anche se le attività pianificate 
venissero eseguite in modo corretto, non sarebbe possibile ottenere il risultato 
desiderato). 
i.  Sbagli “rule-based”: errori dovuti alla scelta della regola sbagliata a causa di 
una errata percezione della situazione oppure nel caso di uno sbaglio 
nell’applicazione di una regola L’operatore si trova ad affrontare una 
situazione in cui l'attenzione è focalizzata su un problema di decision making 
o sulla creazione di una soluzione. Tuttavia, si tratta di situazioni note, che la 
persona è stata addestrata a fronteggiare. Pertanto, l’errore si concretizza 
nell’errata della situazione o della soluzione.  
ii. Sbagli “knowledge-based”: errori dovuti alla mancanza di conoscenze o alla 
loro scorretta applicazione. Il risultato negativo dell’azione risiede nelle 
conoscenze erronee che l’hanno determinata. Tale tipologia di errore è insita 
nella razionalità limitata o comunque nella difficoltà di dare risposte a 
problemi che presentano un’ampia gamma di possibili scelte. 
2. Violazioni:  trasgressione deliberata  di una regola, una procedura, una norma, etc. 
È il caso di tutte quelle circostanze in cui si “aggirano” volutamente le procedure stabilite  
per l’esecuzione di un determinato compito (e ritenute corrette per portare a termine 
quanto pianificato nel miglior  modo possibile), invece di metterle in pratica come 
pianificato.  
a. Routine: violazioni che sono diventate parte della routine di una persone, ma 
generalmente tollerate perché generalmente prive di conseguenze rilevanti (ad 
esempio, il superare leggermente il limite di velocità durante la guida). 
b. Situazionali: violazione causata dalle condizioni in cui l’operatore svolge il proprio 
lavoro (ad esempio, eccessiva pressione a cui l’operatore è sottoposto mentre 
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completare un'operazione, o difficoltà a rispettare una determinata regola in 
precise circostanze, …).  
c. Eccezionali: violazioni insolite e tendenzialmente estreme, associate a 
conseguenza non trascurabili. 
 
Figura 25. Classificazione dell'errore umano 
Per ciascuno di questi tipi di errore, può manifestarsi in maniera diversa. 
3.2 Individuazione delle modalità in cui si manifesta l’errore 
     Un sistema di montaggio è costituito da insiemi di operazioni (task), di materiali, di risorse, di 
prodotti, di piani e di eventi. Un sistema di montaggio può, pertanto, essere rappresentato come 
una serie di elementi interconnessi tra loro ciascuno dei quali opera una trasformazione degli input 
in ingresso in uno specifico output [5].  
Ogni componente di un sistema di montaggio può essere schematizzato come secondo il modello 
riportato in Figura 26: 
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Figura 26. Schematizzazione di un elemento di un sistema di assemblaggio che opera una trasformazione degli input in ingresso 
in uno specifico output 
 
La schematizzazione appena proposta può essere applicata anche a un operatore impiegato nel 
montaggio. Tuttavia, alla luce delle considerazioni effettuate nei paragrafi precedenti, è possibile 
aumentare il livello di dettaglio del modello, introducendo tutti quegli aspetti che, influenzando il 
processo di elaborazione delle informazioni, influenzano in maniera determinante l’attività 
dell’operatore.  
 In Figura 27 viene riportata una schematizzazione alternativa dell’elemento umano, che prende in 
considerazione la sfera dei processi cognitivi coinvolti nell’esecuzione di un generico task da parte 
di un operatore [5]. 
 
Figura 27. Schematizzazione alternativa dell’elemento umano, che prende in considerazione la sfera dei processi cognitivi 
coinvolti nell’esecuzione di un generico task da parte di un operatore. 
 
 Nel momento in cui viene selezionata l’azione da compiere in risposta ai segnali ricevuti 
dall’ambiente circostante, l’operatore si aspetta che questa abbia un determinato effetto 
sull’output. Nel caso in cui il risultato ottenuto sia diverso da quello atteso, l’operatore si trova di 
fronte ad un errore.  
     Un errore può manifestarsi in svariati modi diversi.  In relazione alle attività da svolgere 
nell’ambito del montaggio manuale, gli errori che si presentano più di frequente sono i seguenti 
[57]: 
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1. “oggetto errato”: azione intrapresa su un oggetto diverso da quello richiesto; 
2. “omissione”: una delle azioni richieste non viene eseguita o viene eseguita solo 
parzialmente; 
3. “troppo basso/alto”: forza applicato inferiore/superiore a quanto richiesto; 
4. “azione errata”: esecuzione di un'azione non pianificata. 
L’analisi condotta finora ha preso in considerazione solo gli aspetti relativi all’elaborazione delle 
informazioni nell’ambito dell’assemblaggio manuale, consentendo di individuare le cause che 
determinano il manifestarsi dell’errore. Tuttavia questa analisi prescinde da considerazioni in 
merito agli input forniti all’operatore nello svolgimento delle sue mansioni. È, infatti, necessario 
comprendere quali siano i fattori che condizionano il lavoro dell’operatore non solo sul piano 
fisiologico, ma anche su quello motivazionale. Questi elementi non emergono nitidamente da 
un’analisi delle attività da svolgere, ma possono essere ricavati dall’analisi delle caratteristiche del 
compito da eseguire e delle condizioni di lavoro [4] [5] [57]. Nello specifico, questi fattori 
coincidono con Performance Shaping Factors (PSFs), introdotti nel Capitolo 1. 
È, pertanto, necessario definire i PSFs coinvolti in ciascuna dei modi di errore individuate. 
3.3  Analisi dei PSFs 
     Come già anticipato nel Capitolo 1, la performance di un operatore addetto all’esecuzione di una 
(o più) operazioni di montaggio è influenzata da molteplici fattori, indicati con l’acronimo PSFs (o 
“Performance Shaping Factors”). Questi elementi, se presenti, modificano la percezione che 
l’operatore ha dei segnali provenienti dall’ambiente di lavoro circostante: questo potrebbe portare 
l’operatore a elaborare in maniera erronea gli stimoli recepiti e, di conseguenza, indurlo a 
commettere un errore [4] [5].  Le fonti esaminate nella seguente analisi includono gli studi di 
Gerdes (1997), Hollnagel (1998), Kim e Jung (2003), Rasmussen et al. (1981), (1990), ragione e 
Hobbs (2003), Swain e Guttmann (1983), Toriizuka (2001), Whalley (1987), e Yoshino (1996). I 
risultati degli studi portati avanti nell’ambito della identificazione dei PSFs hanno permesso di 
identificare, per ciascuna tipologia di errore, una serie di fattori che, se presenti, aumentano le 
probabilità che si manifesti un errore rispettivamente di tipo “oggetto errato”, ”omissione”, ”troppo 
basso/alto”, o ”azione errata”. Questi PSFs sono, per lo più, legati a:  
 caratteristiche ambiente di lavoro,  
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 struttura organizzativa,  
 complessità delle attività da svolgere,  
 configurazione del sistema. 
Questi fattori possono, pertanto, vengono definiti PSFs esterni. 
Oltre a questi, è possibile definire un insieme di fattori che, seppur non riconducibile a una specifica 
tipologia di errore, possono determinare un repentino calo delle prestazioni dell’operatore. In 
questo caso, entrano in gioco elementi strettamente legati alla personalità, alla condizione psico-
fisica dell'operatore e alle competenze che possiede: si parla, pertanto, di PSFs interni.  
I diversi “Performance Shaping Factors” con cui l’operatore viene in contatto durante lo 
svolgimento delle sue mansioni, sono mostrati in Figura 28: 
 
Figura 28. Performance Shaping Factors 
Nel seguito, sono analizzate nel dettaglio le caratteristiche delle diverse modalità di errore descritte 
nel precedente paragrafo e i principali PSFs che concorrono alla loro manifestazione. 
3.3.1 PSFs interni 
     I fattori da prendere in considerazione in questo ambito sono strettamente legati a [4] [57]: 
1. Caratteristiche fisiche dell’operatore: 
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 costituzione non adatta all’esecuzione di una determinata attività (ad esempio, 
movimentazione di oggetti pesanti, etc.);  
 età avanzata; 
 abilità motorie; 
2. Caratteristiche intellettive dell’operatore: 
 istruzione, formazione o addestramento insufficiente; 
 caratteristiche cognitive (attenzione, conoscenze, esperienza, etc.); 
 limitate competenze; 
 scarsa esperienza; 
 emotività; 
3. Condizione attuale dell’operatore: 
 numero di ore lavoro svolte quotidianamente; 
 turni di notte; 
 pause previste durante lo svolgimento di un turno di lavoro; 
 malattia; 
 livelli di stress, fatica e stanchezza; 
4. Motivazione dell’operatore: 
 motivazioni interne legate agli obiettivi personali, agli interessi, alle aspirazioni, etc. 
di un individuo; 
 motivazioni esterne legati a incentivi monetari o di altra natura. 
 
3.3.2 PSFs per errori di tipo “oggetto errato” 
     I PSFs che contribuiscono in maniera determinante all'insorgere di un errore di tipo “oggetto 
errato" sono [57]: 
1.  più oggetti di aspetto simile riposti in prossimità l’uno dall’altro; 
2. sistema progettato in più versioni (azione sulla versione errato di un dato oggetto); 
3. Interfaccia esterna simile per i diversi componenti;   
4. design poco chiara dell'interfaccia dell’oggetto; 
5. scarsa comprensione delle caratteristiche e delle funzioni di un componente; 
6. scarsa chiarezza nella descrizione dell’oggetto; 
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7. etichetta di denominazione del componente di piccole dimensioni e codifica simile per 
l’identificazione di  componenti differenti; 
8. nessuna etichetta d’identificazione del componente; 
9. scarso livello di illuminazione di un luogo di lavoro; 
10. livello di dettaglio delle procedure da applicare (presenza o meno di un’accurata descrizione 
delle azioni da svolgere per portare a termine correttamente un determinato compito); 
11. livello di comprensione delle procedure da applicare; 
12. mancata applicazione delle procedure di lavoro; 
13.  familiarità di attrezzature e ambiente di lavoro; 
14. scarsa supervisione sulle attività di lavoro; 
15. mancata applicazione delle procedure. 
3.3.3 PSFs per errori di tipo “omissione” 
     I PSFs che in genere determinano un errore di “omissione" sono i seguenti [57]: 
1. scarsa di attenzione; 
2. numero di ore di lavoro effettuate, lavoro notturno, fatica e stress; 
3. livello di dettaglio delle procedure da applicare (presenza o meno di un’accurata descrizione 
delle azioni da svolgere per portare a termine correttamente un determinato compito); 
4. livello di comprensione delle procedure da applicare; 
5. mancata applicazione delle procedure di lavoro; 
6. carenze riscontrate nella formazione, nell’addestramento e nelle competenze 
dell’operatore. 
3.3.4 PSFs per errori di tipo “troppo basso/alto” 
     Nel caso di errori riscontrati in seguito all’applicazione di una forza di intensità inferiore (o 
superiore) rispetto a quanto richiesto, non sono state individuate delle cause specifiche a cui fare 
riferimento. In genere errori di questo tipo possono essere ricondotti a cali di attenzione da parte 
dell’operatore o a mancanza di esperienza o familiarità rispetto alle operazione da eseguire [57].  
3.3.5 PSFs per errori di tipo “azione errata” 
     I principali PSFs associati a errori di tipo “azione errata” sono i seguenti [57]: 
1. scarsa familiarità con l’ambiente di lavoro; 
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2. layout non ottimale della postazione di lavoro; 
3. utilizzo di molteplici attrezzature e strumenti. 
 
     L’analisi appena condotta ha permesso di definire con precisione i fattori e i meccanismi alla 
base dell’errore umano. Nel prossimo capitolo sono presentate le principali soluzioni tecnologiche 
attualmente in uso nei sistemi di montaggio per la prevenzione e la correzione dell’errore umano. 
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Capitolo 3 
 
Approcci risolutivi 
     Le operazioni di assemblaggio richiedono all’operatore di prestare attenzione a più elementi del 
processo contemporaneamente (ad esempio, componenti da assemblare, istruzioni, etc.) e di 
eseguire azioni manuali differenti, simultaneamente, con entrambe le mani.  La “teoria delle risorse 
multiple”, proposta da D.C. Wickens, suggerisce che un calo delle prestazioni può essere dovuto 
all'interferenza tra le risorse cognitive coinvolte nel processo, derivante dall'esecuzione simultanea 
di più attività secondarie o dagli effetti provocati sull’operatore da attività svolte in precedenza.  
È, quindi, fondamentale esaminare nel dettaglio la sequenza di attività da eseguire durante il 
processo di montaggio, tenendo presente che, nel caso in cui l’operatore sia chiamato a svolgere 
due operazioni contemporaneamente, fattori come il grado di somiglianza tra le parti, la pratica 
acquisita nelle operazioni e il livello di complessità associato a ciascuna attività sono determinati ai 
fini della prestazioni dell’operatore.  
     Dalle analisi condotte nel Capitolo 2, è emerso che le cause alla base dell’errore umano sono 
sostanzialmente riconducibili a: 
1. fattori relativi alle caratteristiche personali di un individuo (o “PSFs interni”); 
2. caratteristiche dell’ambiente di lavoro (o “PSFs esterni”). 
Questi fattori influenzano in maniera determinante il lavoro di un operatore: per questo motivo, 
sono state sviluppate diverse soluzioni per mitigarne gli effetti.  
     Questo Capitolo è incentrato sull'analisi di tutti gli strumenti (più o meno innovativi) mirati, 
nell'ambito dei processi di assemblaggio manuale, a impedire che un  operatore commetta un 
errore durante lo svolgimento di uno specifico task.  Vengono, inoltre, presi in considerazione i 
processi di selezione del personale e di formazione e addestramento che, tuttora, rappresentano 
uno degli strumenti più efficaci per attenuare gli effetti dei PSFs interni e supportare un operatore 
nello svolgimento delle sue mansioni, come mostrato dallo schema riportato in Figura 29 [10]. 
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Figura 29. Effetti di dei processi di selezione, formazione e addestramento del personale sui PSFs interni 
1 Selezione, formazione e addestramento del personale 
     Il profilo psicologico di un individuo ne determina le abilità, il temperamento, le motivazioni, gli 
interessi, gli obiettivi personali, etc. Da studi condotti sul personale impiegato nel settore 
manifatturiero, sono stati individuati una serie di profili psicologici di riferimento [10]: 
 psicologia casuale: la persona basa le sue azioni sulla convinzione che eventuali errori 
commessi non abbiano effetti rilevanti sullo svolgimento di un’attività; in quest’ottica o 
nessuno si accorgerà dell’errore o lo stesso “verrà perdonato” senza problemi; 
 psicologia dell’anticonformismo: talvolta eludere le procedure o le regole fissate consente di 
riscontrare alcuni effetti positivi (come, ad esempio, una riduzione del tempo di esecuzione) 
e non determina errori o effetti rilevanti sull’esecuzione di un dato task;  in queste 
circostanze un individuo matura la convinzione che questo metodo di lavoro sia migliore di 
quello associato alle procedure in vigore. 
 psicologia dell’ignoranza: se un operatore non dispone delle competenze necessarie per 
eseguire in modo corretto un determinato compito, non è in grado di gestire attività 
differenti da quelle abitualmente svolte; 
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 psicologia ribelle: un individuo può ignorare deliberatamente le regole e le procedure in 
vigore sul posto di lavoro e assumere un atteggiamento “ribelle”, rischiando di 
compromettere la qualità del prodotto e, a volte, anche la propria sicurezza; 
 psicologia della furbizia: cercando di effettuare il proprio compito il più velocemente  
possibile e con il minimo sforzo, la persona non presta attenzione alle modalità con cui 
esegue una data operazione, rischiando di comprometterne il risultato; 
 psicologia dell’inerzia: è tipica di quei lavoratori che hanno lavorato per un periodo di tempo 
prolungato in un contesto stabile e, inaspettatamente, si trovano a lavorare in una 
situazione di maggiore incertezza; in queste circostanze le persone tendono a svolgere le 
proprie mansioni non tenendo conto delle modifiche del contesto in cui operano; 
 psicologia del confronto: è propria di quei lavoratori che vogliono catturare l’attenzione 
altrui: queste persone, al solo scopo di emergere, possono commettere anche azioni 
eclatanti, non tenendo conto dei rischi associati. 
 
Per creare un gruppo di lavoro motivato è necessario effettuare un’attenta selezione del personale. 
Le linee giuda da seguire sono riportate nel Cap. 6 della norma ISO 9001 [58].  
La norma ISO focalizza, inoltre, l’attenzione sulla necessità di formazione delle risorse umane. La 
formazione è necessaria poiché il contesto nel quale un’azienda opera è fortemente soggetto a 
mutazioni di natura endogena ed esogena. Oltre a ciò, la norma ISO  sottolinea anche l’importanza 
del concetto di “competenza”. La competenza è definita come la capacità di applicare le proprie 
conoscenze e la propria esperienza ad un problema lavorativo ed è formata dall’istruzione, 
dall’esperienza, dall’abilità e dall’addestramento.  
Alcuni errori possono essere facilmente evitati se il personale viene addestrato in modo tale da 
colmare la distanza tra le capacità possedute e quelle necessarie l’esecuzione di un determinato 
task. I metodi maggiormente utilizzati sono i seguenti [53]: 
 Affiancamento (“On the Job Training”): l’addetramento viene svolto direttamente sulla 
postazione di lavoro, dove personale competente trasferisce il proprio know-how ai nuovi 
addetti; 
 Lezioni in aula (“Face to Face Training”); 
 Supporto informatico (“Computer Based Training”). 
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La norma UNI ISO 10015 (“Gestione per la qualità - Linee guida per la formazione del personale”), 
fornisce tutte le indicazioni necessarie per la pianificazione e la progettazione di interventi 
formativi. 
Pertanto, ai fini di un’attenta selezione del personale, occorre: 
 definire le necessità di formazione e addestramento in base alle aspettative che 
l’organizzazione ha nei confronti della persona; 
 verificare le competenze, la personalità, le potenzialità della persona e la motivazione che 
questa ha nei confronti di una data posizione. 
2 Soluzioni commerciali 
    Dalle considerazioni effettuate finora emerge come, per supportare nella maniera più efficace 
possibile l’operatore durante il processo di assemblaggio, è  necessario fornirgli le informazioni 
relative ad una determinata operazione al momento giusto, nel posto giusto e con contenuti che 
variano in relazione alla complessità dei compiti. Inoltre, se si riuscisse ad orientare l’allocazione 
delle risorse attentive, si potrebbero migliorare le prestazioni dell’operatore. Ad esempio, 
indirizzando l’attenzione visiva e l’attenzione selettiva verso gli aspetti salienti di una data attività, è 
possibile ridurre la quantità di risorse cognitive coinvolte nelle attività di percezione dei segnali e 
dedicare queste risorse all’esecuzione dell'azione.  Le soluzioni attualmente in commercio per 
ridurre gli errori nel processo di montaggio si basano su questi presupposti.   
     Nel seguito vengono esaminate nel dettaglio le principali soluzioni in uso per l’eliminazione 
dell’errore umano nei processi di assemblaggio manuale, ovvero: 
 dispositivi Poka-Yoke; 
 sensoristica; 
 sistemi CAD/CAM; 
 Realtà Aumentata. 
2.1 Dispositivi Poka-Yoke 
     “Poka-Yoke” è un termine giapponese utilizzato nel settore del disegno industriale per indicare 
una scelta progettuale o un'apparecchiatura che, ponendo dei limiti al modo in cui una operazione 
può essere compiuta, forza l'utilizzatore ad una corretta esecuzione della stessa [28] [58]. 
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     Il Poka-Yoke nacque in seguito ad una visita di Shingo alla Yamada Electric, quando il 
Responsabile della produzione gli spiegò il problema che l’azienda stava affrontando con uno dei 
suoi prodotti: un piccolo interruttore con due pulsanti supportati da due molle. A volte capitava che 
l’operatore che stava assemblando l’interruttore dimenticasse di inserire una delle due molle e che 
il difetto nel prodotto fosse rilevato solo dal cliente finale, con grande imbarazzo da parte 
dell’azienda ed enormi costi per la gestione del problema (occorreva, infatti, mandare un tecnico 
presso il cliente perché riparasse l’interruttore). Anche se i responsabili aziendali avevano invitato il 
personale a prestare maggiore attenzione, i difetti continuavano inesorabilmente a presentarsi. Fu 
così che Shingo ebbe l’idea del Poka-Yoke: invitò il Responsabile a cambiare la procedura di 
montaggio in modo che gli operai non pescassero più le due molle con le quali assemblare 
l’interruttore da una grande scatola, ma ne prendessero solo due per ogni interruttore e le 
posizionassero in un piccolo contenitore con tutte le altre parti da assemblare. Al termine 
dell’assemblaggio, questo contenitore doveva essere vuoto: in questo modo se, alla fine del lavoro, 
nel contenitore rimaneva una molla, significava che l’operatore aveva dimenticato di inserirla, ma 
che poteva rimediare subito all’errore commesso. 
     Shingo ha distinto tre metodologie con cui implementare il Poka-Yoke: 
1. metodo del contatto (“contact method”): le caratteristiche fisiche di un oggetto (la sua 
forma, il suo colore, ...) permettono di distinguere la posizione corretta o impediscono di 
connettere tra loro degli oggetti, evitando i malfunzionamenti causati da un errato contatto. 
Un esempio è riportato in Figura 30. 
 
 
Figura 30. Poka-Yoke: applicazione del metodo del contatto 
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2. metodo del valore fisso (“fixed-value method”): controlla se è stato compiuto un certo 
numero di operazioni. Un esempio è rappresentato da una spia che si accende quando una 
valvola è stata ruotata un determinato numero di volte. 
3. metodo delle fasi di lavoro (“motion-step method”): controlla se sono stati eseguite, nel loro 
ordine corretto, tutte le fasi di un determinato processo. Un esempio è rappresentato dalla 
spunta degli elementi di una checklist. 
     I dispositivi Poka-Yoke possono eseguire tre operazioni utili ai fini della prevenzione dei difetti. 
Queste operazioni sono le seguenti: 
 avvertimento; 
 controllo; 
 interruzione. 
Quando un difetto sta per verificarsi , un segnale di avvertimento può essere attivato allo scopo di 
avvisare l’operatore (ad esempio, come nel caso delle luci che si azionano nelle automobili quando 
il conducente lascia il veicolo con il motore spento e i fari accesi). Si spera che l'operatore noti 
l’avvertimento (la luce) e corregga l'errore (spegnere le luci), prima del verificarsi di un difetto 
(batteria scarica). Il conducente può scegliere di ignorare l' allarme , sottolineando che gli 
avvertimenti, non sempre rappresentano i dispositivi Poka-Yoke più efficaci da utilizzare. 
Probabilmente il metodo più efficace per la prevenzione dell’errore si ottiene attraverso il controllo 
delle operazioni. Distribuendo i dispositivi Poka-Yoke lungo tutte le fasi di un processo si evita che si 
verifichino errori durante lo svolgimento delle attività. Ad esempio, le luci di un’automobile che si 
spengono automaticamente tramite un timer quando il motore della macchina è spento, non è 
altro che un controllo predisposto al fine di impedire un difetto (batteria scarica). 
Un’ulteriore funzione che può essere attuata tramite il Poka-Yoke è l’interruzione di un’operazione 
nel momento in cui si rileva una non-conformità nella sua esecuzione, prevenendo ulteriori difetti.  
     Esistono due tipi di Poka-Yoke:  
 Design for Poka-Yoke Assembly: specifica conformazione delle parti da assemblare, tale da 
“suggerire” all’operatore come portare correttamente a termine una determinata attività; 
 Poka-Yoke Devices: utilizzo di sensori (o altri dispositivi) che impediscano il verificarsi di un 
errore nello svolgimento di una determinata attività. 
Il Design for Poka-Yoke Assembly (DPYA) è metodo applicato nell’ambito del design di prodotto, allo 
scopo di rendere i prodotti da assemblare “a prova di operatore” [48]. L’applicazione del DPYA 
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garantisce che il processo di joining sia portato a termine con successo, prima che questo sia 
effettivamente eseguito. I componenti da montare possono essere uniti solo seconda una precisa 
configurazione, prima di essere bloccati, saldati, incollati o fissati insieme. Un esempio è 
rappresentato da componenti da unire, che presentano dei profili di incastro univoci, come 
mostrato in Figura 31. 
 
Figura 31.Esempio di componenti ottenute tramite l'applicazione del Design for Poka-Yoke Assembly 
L’applicazione del Design for Poka-Yoke Assembly investe l’intero processo di design di prodotto, 
focalizzandosi, in particolare, sui seguenti aspetti [48]: 
 definizione dell’architettura di prodotto: definizione di prodotti modulari che possano essere 
assemblati con facilità; 
 selezione del tipo di materiale da utilizzare: selezionare le proprietà dei materiali con cui 
realizzare ciascun componente, prendendo in considerazione fattori come la resistenza del 
materiale ai dispositivi di assemblaggio, etc.; 
 design delle caratteristiche dei singoli componenti:  ciascun componente dovrebbe essere 
progettato in modo da presentare profili di montaggio univoci; 
 definizione delle tolleranze: le tolleranze di lavorazione dei diversi componenti del prodotto 
devono essere definite in modo tale da non richiedere uno sforzo eccessivo da parte 
dell’operatore per eseguire l’operazione; 
 definizione della sequenza di montaggio: definire una sequenza di montaggio che garantisca 
che le diverse operazioni  da svolgere non danneggino il prodotto; 
 selezione dei metodi di assemblaggio più rapidi: definire il metodo per portare a termine 
l’assemblaggio del prodotto nel modo più veloce possibile e con il minimo sforzo. 
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     I dispositivi Poka-Yoke (“Poka-Yoke Devices”) consentono di prevenire il manifestarsi dei difetti, 
servendosi di sensori o di altri dispositivi in grado di rilevare eventuali errori durante lo svolgimento 
di una data attività [53] [58]. 
Le caratteristiche dei questi dispositivi Poka-Yoke sono le seguenti: 
1. quando si verifica un errore nella lavorazione, il materiale non entra nell’utensile 
predisposto; 
2. se si verifica qualche irregolarità nel componente da lavorare, il dispositivo predisposto per 
l’operazione non si avvia; 
3. se si verifica un errore nella lavorazione, la macchina non interrompe la lavorazione; 
4. quando si verificano errori nei parametri di lavoro, le correzioni vengono effettuate 
automaticamente e la lavorazione prosegue; 
5. le irregolarità nel processo a monte vengono controllate nel processo a valle per fermare il 
diffondersi dei prodotti difettosi; 
6. quando uno o più passaggi della procedura di lavoro viene tralasciato, il processo successivo 
non parte. 
     Il sistema YOKOTA-Impluse Wrench, riportato in Figura 32, rappresenta un esempio di dispositivo 
Poka-Yoke attualmente in commercio, focalizzato sulla riduzione degli errori relativi 
all’accoppiamento di due elementi di fissaggio filettati. 
 
Figura 32. Impulse Wrench by YOKOTA 
Questo strumento è in grado di tenere sotto controllo il processo di accoppiamento tramite l’azione 
di un controller, che effettua la continua analisi dei dati relativi ai valori di coppia applicata (tramite 
un trasduttore) e angolo di avvitatura (tramite un encoder). Il controller contiene programmi di 
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avvitatura standard per il serraggio degli elementi di fissaggio: se viene rilevata un’anomalia nei 
valori di coppia e/o angolo, il controller blocca automaticamente il processo e l’operatore può 
procedere ad un controllo manuale. 
In genere questo strumento viene implementato su apposite postazioni di lavoro, come quella 
riportata in Figura 33. 
 
Figura 33. YOKOTA: postazione di lavoro dotata di dispositivo Impulse-Wrench. 
Questa stazione di lavoro consente la correzione automatica dei parametri di avvitatura, sulla base 
del monitoraggio e del controllo del posizionamento delle parti, degli elementi di serraggio e della 
sequenza di inserimento. Il dispositivo di controllo (o “controller”) ha memorizzate al suo interno 
diverse sequenze di avvitatura (nello specifico, si tratta di diversi processi di avvitatura che 
coinvolgono un differente numero di viti). Solo dopo che il processo è stato portato a termine ed 
esclusivamente se non sono stati rilevati errori, il controller sblocca automaticamente le parti 
“accoppiate”, che possono accedere alla stazione successiva. 
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2.2 SENSORISTICA 
     Nella gestione di un impianto di assemblaggio, è molto importante verificare se i lavoratori 
stanno seguendo (o meno) le istruzioni prestabilite; tuttavia, in alcuni casi, non è banale verificare 
se le operazioni sono state effettuate rispettando le procedure prefissate. Ad esempio, per unire 
due componenti tramite viti, è necessario avvitare secondo una sequenza diagonale: tuttavia, non è 
facile giudicare dal pezzo finito se le operazioni sono state eseguite in questo ordine. 
Nel caso di operazioni svolte manualmente da un operatore, rilevare eventuali errori commessi in 
termini di errato ordine delle operazioni effettuate rappresenta un problema piuttosto complesso. 
In questi casi, per ridurre gli errori, si ricorre al monitoraggio dei movimenti dei lavoratori.  
     L'analisi del movimento è realizzata tramite dispositivi in grado di trasformare grandezze 
cinematiche, quali posizione, velocità, accelerazioni, o anche forze, nel caso della dinamica, in 
grandezze di natura elettrica, come correnti, tensioni, capacità o resistenze che possano essere 
acquisite, digitalizzate e successivamente elaborate al calcolatore [30] [45] [46] [47].  
     Il sensore viene posizionato sul braccio (o sulla mano) dell’operatore o, in alternativa, 
sull’utensile e viene utilizzato per  tracciare i movimenti dell’operatore, allo scopo di rilevare 
eventuali errori sia nell’esecuzione di una determinata attività, sia nella sequenza delle attività 
svolte. In questo modo è possibile ottenere una descrizione del comportamento dell’operatore 
durante l’esecuzione dei diversi task a cui è addetto, a partire dal segnale in output dal sensore. 
Nell’ambito di un processo di assemblaggio, ciascun operatore è addetto ad una, o più, operazioni 
di montaggio: dapprima, l’operazione presa in considerazione viene suddivisa in attività elementari 
e, per ciascuna di queste, viene individuata una variabile di riferimento da utilizzare per il 
monitoraggio dell’operazione. Viene poi individuato lo strumento più opportuno per tenere sotto 
controllo la variabile selezionata. Si può far ricorso a due tipologie di dispositivi [45] [46] [47]: 
 sensori indossabili: dispositivi posizionati direttamente sull’operatore (accelerometri, 
giroscopi, etc.); 
 sensori remoti: dispositivi posizionati all’interno dell’ambiente di lavoro (telecamere, laser e 
scanner, etc.). 
I dati “grezzi”, ottenuti in output dalla rilevazione, sono acquisiti da un calcolatore e sottoposti ad 
un processo di pre-elaborazione. A questo punto, i dati raccolti vengono sottoposti ad un ulteriore 
processo di elaborazione, “raffinati” e paragonati con un segnale di riferimento, per valutare se 
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l’operazione considerata è stata eseguita correttamente. Il processo appena descritto è descritto in 
Figura 34. 
 
Figura 34. Monitoraggio dei movimenti svolti da un operatore tramite l’impiego di sensori 
     Le soluzioni attualmente in commercio utilizzano principalmente: 
 accelerometri; 
 sensori magnetici; 
 giroscopi; 
 sensori inerziali. 
     Gli accelerometri sono trasduttori che possono essere posizionati su varie parti del corpo del 
soggetto per misurare le accelerazioni nelle tre dimensioni. In genere si fa ricorso ad una delle 
seguenti tipologie di accelerometri[]:  
 piezoresistivo: sfruttano l'effetto creato da un cristallo piezoresistivo (cioè in grado di variare 
la sua resistenza in funzione della forza applicata e, quindi, dell’accelerazione), impiegato 
per produrre una carica elettrica tra due terminali. 
 piezoelettrici: sfruttano l’effetto creato da un cristallo di materiale piezoelettrico; tale 
materiale ha la proprietà di generare una differenza di potenziale proporzionale alla 
deformazione a cui è sottoposto e viceversa, si deforma se a suoi capi si forma una 
differenza di potenziale. Essendo la deformazione dovuta ad una forza, che a sua volta 
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dipende dall’accelerazione subita, diviene piuttosto semplice quantificare l’accelerazione 
che ha prodotto tale deformazione. 
 a capacità variabile: sono in grado di misurare l’accelerazione nelle tre dimensioni dello 
spazio; una singola massa cubica con tre gradi di libertà di movimento (associati alle possibili 
traslazioni), è sospesa in un alloggiamento capacitivo tramite delle molle di gomma. La 
massa, soggetta ad un’accelerazione esterna, si sposta all’interno dell’involucro, variando le 
capacità elettriche, inizialmente note, tra le armature del dispositivo. Le variazioni di 
capacità elettrica sono, quindi, direttamente collegate allo spostamento della massa, a sua 
volta funzione delle accelerazioni subite e dell’effetto di gravità. 
Gli accelerometri consentono di stimare i movimenti eseguiti da un operatore a partire dalle  
variazioni di accelerazione rilevate sul soggetto considerato: questo dispositivo può, pertanto, 
essere utilizzato per il monitoraggio delle operazioni associate, ad esempio, ai movimenti di un 
braccio.  
I limiti principali degli accelerometri sono costituiti sia dalle oscillazioni sull’offset, difficilmente 
quantificabili, che dalle variazioni di temperatura, che modificano proprietà elettriche quali 
resistenza e capacità. Inoltre, piccoli cambiamenti della struttura, date le dimensioni dei sensori, 
possono generare errori di misura non trascurabili. 
     I magnetometri sono sensori in grado di generare differenze di potenziale a seconda del campo 
magnetico a cui sono sottoposti: il segnale elettrico in uscita sarà, quindi, proporzionale all'intensità 
rilevata del campo magnetico. In assenza di campi magnetici esterni è in grado di misurare il vettore 
campo magnetico terrestre, che assume orientamento e intensità differenti a seconda della 
posizione sul globo, ma che può essere ritenuto un riferimento costante all'interno dell'ambiente di 
laboratorio. E’ chiaro che per effettuare una corretta misura del campo magnetico terrestre è 
necessario evitare il più possibile la presenza di materiali ferromagnetici e apparecchiature 
elettroniche nelle vicinanze del sensore. Inoltre questo tipo di sensori può presentare diversi limiti 
di utilizzo come, ad esempio, elevato ingombro, basso rapporto segnale/rumore e complessità 
d’uso. 
     I giroscopi sono trasduttori  in grado di convertire la velocità angolare in un segnale elettrico e 
che possono essere fissati su un qualunque segmento del corpo umano per ottenerne l'andamento 
nel tempo della velocità angolare. La tecnologia attuale permette di costruire giroscopi che 
sfruttano principi di funzionamento diversi: tuttavia, per motivi di costo e ingombro, la maggior 
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parte dei giroscopi per l'analisi del movimento sono realizzati “a massa vibrante”. Il principio di 
funzionamento di questi dispositivi è basato sull'effetto di Coriolis su una massa vibrante. 
Questa tipologia di giroscopi è particolarmente adatta agli scopi dell'analisi del movimento perché 
di piccole dimensioni, economici e a bassi consumi energetici. 
Il difetto principale dei giroscopi è che risentono di problemi di integrazione nel valutare le 
variazioni di orientamento. Difatti, sono sufficienti piccoli errori nell’offset per ottenere distorsioni 
del segnale ed errori inaccettabili. Inoltre, questi dispositivi non sono in grado di rilrvare un 
orientamento assoluto dell’oggetto considerato: in questi casi è necessario, durante l’acquisizione, 
definire un orientamento di riferimento a cui paragonare le successive rilevazioni. Per questo 
motivo ai giroscopi vengono spesso associati i magnetometri. 
     Le unità inerziali sono dispositivi in grado di misurare le accelerazioni, le velocità angolari e 
l'intensità del campo magnetico su tre assi ortogonali; in pratica questi strumenti uniscono tre 
diversi dispositivi in uno solo: accelerometri per le misure di accelerazione, giroscopi per rilevare le 
velocità angolari, e magnetometri per conoscere l'intensità e la direzione del campo magnetico.  
     Una soluzione sviluppata nel settore automotive [29] utilizza un dispositivo, costituito per 
l’appunto da un magnetometro, un accelerometro e un giroscopio, per monitorare i movimenti 
compiuti dalla mano (o dal braccio) di un operatore. Il dispositivo, riportato in Figura 35,  invia i 
segnali registrati ad un calcolatore ogni 25ms attraverso trasmissione radio di 2,4 GHz. 
 
Figura 35. Dispositivo per il monitoraggio dei movimenti compiuti da un operatore 
Posizionando il dispositivo su un avvitatore  è possibile tracciare i movimenti del lavoratore durante 
le operazioni di serraggio del serbatoio della benzina alla struttura di un autoveicolo, tenendo conto 
della sequenza di avvitatura, come mostrato in Figura 36. In caso di errore il dispositivo disattiva 
l’avvitatore, interrompendo lo svolgimento dell’operazione. 
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Figura 36. Monitoraggio di un'operazione di avvitatura tramite sensori 
Durante le prove sperimentali sono stati misurati i dati in output dal sistema di misurazione, sia in 
caso di procedura corretta, sia in caso di errori durante l’esecuzione dell’operazione. Le posizioni 
delle viti e l’ordine corretto di serraggio è mostrato in Figura 37. 
 
Figura 37. Sequenza di serraggio 
L’ordine corretto in cui effettuare l’avvitatura è il seguente:  
#1, #2, #3, #4, #5. 
Sono stati poi presi in considerazione tre casi di esecuzione errata dell’operazione: 
    : #1, #3, #2, #5, #4; 
    : #1, #3, #2, #5; 
    : #1, #2, #3, #4, #4. 
Sono state effettuate 5 misurazioni per ogni tipo di prova; da queste rilevazioni è emerso che i dati 
più rilevanti ai fini dell’individuazione degli errori associati alle sequenze NC sono quelli relativi agli 
sforzi rilevati lungo l’asse Z. 
 75 
 
È stato utilizzato uno specifico strumento (AMI 601-CG) per misurare l'uscita di ciascuno dei sensori 
utilizzati. Questo dispositivo è in grado di misurare e registrare il magnetismo terrestre e 
l’accelerazione rispetto ad un sistema di riferimento XYZ, a partire dai cambiamenti di magneto-
impedenza (MI) di un filo amorfo.  
    In  Figura 38 è riportata un’ulteriore applicazione dei sensori inerziali ai fini del monitoraggio delle 
operazione eseguite da un operatore, sviluppata dai laboratori Fraunhofer.  
 
Figura 38 Applicazione di sensori inerziali per il monitoraggio delle operazioni eseguite da un operatore 
Tre sensori inerziali, integrati all’interno di un “manicotto”, registrano tutti i movimenti  del 
braccio e della mano dell’operatore. I sensori misurano l'accelerazione e la velocità angolare di 
braccia e mani in 3 direzioni: X, Y e Z. I “manicotti” sono realizzati in un particolare tessuto, che 
risulta confortevole e aderente al braccio dell’operatore come una seconda pelle, non 
ostacolando i movimenti di chi lo indossa.  
Questo sistema trova applicazione nelle stazioni di montaggio in cui l’operatore opera “da 
seduto”. 
     Per migliorare la precisione delle rilevazioni, si possono utilizzare dei dispositivi RFID per 
segnalare quando gli strumenti sono effettivamente in uso. In Figura 39 è riportato un esempio di 
processo di assemblaggio che fa uso sia di sensori che di RFID per la rilevazione dei movimenti 
dell’utente [47]. 
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Figura 39. Rilevazione dei movimenti dell’operatore tramite sensori inerziali e RFID 
 
2.3 CAD-MODELS 
     Un modello 3D-CAD definisce la geometria e la natura di un assieme, consentendo al contempo 
all’utilizzatore di disporre di viste tridimensionali dell’oggetto rappresentato [6] [7]. Le 
rappresentazioni CAD offrono, pertanto, una visualizzazione dettagliata dell’oggetto considerato e 
possono essere utilizzate come strumento “dimostrativo” per l’utente, come alternativa alle 
istruzione di montaggio. Le informazioni generate via computer possono, inoltre, essere 
tempestivamente modificate. 
     La struttura di una rappresentazione CAD si basa su entità, poste in relazione reciproca. Le 
relazioni possono essere modellate utilizzando grafici relazionali. Il modello così ricavato fornisce le 
informazioni di base sulla composizione degli assiemi, dei loro attributi o di ulteriori caratteristiche 
(quali forma, quote,… ): può pertanto rappresentare uno strumento per fornire informazioni sul 
montaggio. Tuttavia, una rappresentazione CAD non fornisce una visualizzazione grafica del 
montaggio: le istruzioni in questione possono mostrare all’operatore esclusivamente dove si trova 
la prossima parte da aggiungere all’assieme e in che posizione questa deve essere montata. Risulta, 
pertanto,  piuttosto complesso per l' utente riuscire a discriminare le diverse attività di 
assemblaggio da svolgere. 
Nonostante ciò, i modelli CAD sono da preferire alle tradizionali modalità di rappresentazione di un 
assieme di componenti, perché consentono all’operatore di disporre di informazioni più dettagliate 
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e di rapida comprensione grazie al supporto grafico tridimensionale, come si evince da una rapida 
analisi delle modalità di rappresentazione tradizionali.  
In genere le istruzioni di montaggio vengono realizzate utilizzando una delle due modalità di 
rappresentazione riportate nel seguito [7]: 
 Binary Vector: la rappresentazione a “vettore binario” fornisce informazioni circa le 
connessioni tra le parti da realizzare in uno determinato step di assemblaggio, tramite 
indicazioni relative ai punti di contatto tra le superfici da unire. È possibile ricavare 
informazioni sull’allocazione delle parti e dei sotto-assiemi, ma non si hanno indicazioni in 
merito al loro esatto allineamento o orientamento. Per questo motivo, questo tipo di 
istruzione viene utilizzata solo per la rappresentazione delle sequenze di assemblaggio, ad 
esempio, tramite un grafo orientato. Se l’assemblaggio richiede informazioni più dettagliate 
(ad esempio circa le coordinate, la forma, etc. dell’oggetto) per essere portato a termine 
con successo, questo tipo di rappresentazione non può essere applicata. 
 Parts Representation: la rappresentazione delle parti può essere utilizzata per capire se due 
o più componenti sono in contatto. Tuttavia, questo tipo di rappresentazione non mostra 
quale sia la superficie del componente da mettere in contatto, motivo per cui questo tipo di 
rappresentazione è, come il precedente, utilizzato principalmente per la rappresentazione di 
quelle sequenze di assemblaggio in cui non è essenziale avere a disposizione informazioni 
dettagliate. 
 
     Nel seguito è riportato un esempio di applicazione della tecnologia CAD al processo di 
assemblaggio. L’attività di assemblaggio prevede, per la fase di commissioning, l’individuazione, 
selezione e afferraggio di sette componenti diversi che, nella fase di joining, devono essere 
assemblati secondo le istruzioni riportate nel quadro posizionato sul banco di montaggio.  
L’area di lavoro consiste in un banco di lavoro dotato di un proiettore, posizionato “sopra la testa” 
dell’operatore. Uno specchio a superficie frontale è stato montato con un orientamento di 45° 
davanti al proiettore, consentendo la proiezione delle istruzioni di montaggio direttamente sulla 
zona di lavoro. Sono poi sono stati disposti sotto la stazione una serie di pedali, in una posizione 
facile da raggiungere e tale da consentire il passaggio alla successiva fase del processo senza 
disturbare i movimenti dell’operatore. Il segnale corrispondente al pedale pigiato può essere 
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impiegato dall’operatore anche per segmentare ulteriormente le istruzioni associate agli step più 
significativi. La postazione appena descritta è riportata in Figura 40. 
 
Figura 40. Stazione di montaggio supportata da rappresentazione 3D-CAD delle istruzioni di montaggio 
     Diversi studi [6] [7] hanno dimostrano che fornire all’operatore “spunti” spaziali rappresenta un 
buon punto di partenza per lo sviluppo di un valido supporto allo svolgimento delle attività di 
assemblaggio. Nello specifico sono state confrontate tre modalità di presentazione delle istruzione 
di montaggio, ciascuna delle quali differiva per posizione e contenuto: 
1. contatto analogico: evidenzia i box in cui sono contenute le parti da assemblare; 
2. proiezione: proiezione di una vista schematica dei box sull’area di lavoro (i box sono 
posizionati in prossimità della stazione di montaggio); 
3. monitor: mostra una rappresentazione del processo di assemblaggio su un monitor. 
Le diverse modalità di rappresentazione presentate sono mostrate in Figura 41. 
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Figura 41. Modlità di presentazione delle istruzioni di montaggio all'operatore 
Le istruzioni sono state presentate su un monitor o tramite una proiezione sulla zona di lavoro. In 
tutti i casi le istruzioni presentate sono le seguenti: 
 un elenco che mostra la quantità di materiale da prelevare dal rispettivo box per ciascuno 
step di montaggio; 
 le immagini delle parti; 
 una foto che mostra lo configurazione che l’oggetto deve assumere dopo l’assemblaggio. 
 
Nel caso di presentazione tramite monitor, l’operatore deve, di volta in volta, spostare l'attenzione 
dalle informazioni visualizzate sullo schermo del computer e alla zona di lavoro. 
In caso di proiezione, gli spunti per individuare la posizione del box di interesse devono essere 
presentati il più vicino possibile alla reale posizione della parte: di conseguenza, le posizioni delle 
parti dovrebbero essere localizzate più facilmente e senza sforzo. 
In caso di presentazione delle istruzioni tramite contatto analogico, le posizioni delle parti (cioè i 
diversi box) sono evidenziate da una proiezione di luce bianca. Il cambiamento di luminosità pone 
i contenitori in una posizione di rilievo. L'evidenziazione delle posizioni delle parti dovrebbe, 
quindi, facilitare l’allocazione dell'attenzione, con un conseguente miglioramento delle prestazioni 
nell’attività di ricerca. 
In sintesi, nel contatto analogico e nella proiezione si nota una maggiore velocità dei movimenti 
dell’operatore e un incremento delle prestazione in fase di commissioning (da ricondurre al fatto 
che evidenziare le caselle di interesse facilita la focalizzazione dell'attenzione dell’operatore). La 
proiezione su monitor restituisce, in genere, i risultati più deludenti [7]. 
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2.4 Realtà Aumentata 
     Un ambito in cui la Realtà Aumentata (AR) può risultare molto utile è quello industriale, dove è 
impiegata per assistere gli operatori addetti all'assemblaggio di componenti meccanici (come 
mostrato in Figura 42) oppure i tecnici durante le attività di manutenzione o riparazione di 
determinati macchinari [34]. 
 
 
Figura 42. Assemblaggio di componenti meccanici supportato da tecnologia AR 
     Molte industrie, sempre più spesso, progettano e sviluppano al computer, in modo da sostituire i 
prototipi fisici con prototipi virtuali e effettuare dei test sicuri. L'utilità di questa preferenza 
progettuale risulta particolarmente evidente nel caso di produzione di aerei e auto, dove i prototipi 
fisici sono costosi e il time-to-market è un fattore determinante. Le istruzioni per assemblare o 
riparare macchinari, infatti, sono comprese con più semplicità se sono disponibili sotto forma di 
immagini 3D e non come manuali cartacei: ad esempio, possono essere generate istruzioni su un 
HMD (“Head-Mounted Displays”), sovrapposte al dispositivo reale, che mostrano con delle 
animazioni (ad esempio frecce che indicano la posizione ed il verso in cui inserire un pezzo) i passi 
da compiere per l'assemblaggio o la riparazione (Figura 43). In questo modo può essere 
notevolmente velocizzato il processo di produzione e manutenzione e ridotta anche la probabilità di 
errore da parte di un operatore. 
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Figura 43. Applicazione AR per il supporto dell’operatore in un’operazione di avvitatura 
3 Soluzioni innovative 
     I sistemi di assemblaggio di produzione “a cella di prodotto”,  in cui un operatore assembla 
manualmente i prodotti dall'inizio alla fine, attualmente rivestono un ruolo chiave nel settore 
manifatturiero.  
     Sono stati proposti diversi sistemi di assemblaggio per migliorare la produttività di questi sistemi. 
Seki [25] ha sviluppato una cella di produzione, che prende il nome di “Digital Yatai”, in grado di 
monitorare l'andamento dell’attività di montaggio e presentare, man mano, all’operatore le 
istruzioni da seguire per completare ciascuno step del processo. 
Hayakawa [25] suggerisce, invece, l’impiego di un manipolatore per afferrare i componenti durante 
il processo di assemblaggio.  
L’AWB (“Attentive WorkBench”), ideato da Sugi [26], è, invece, in grado di supportare gli operatori 
sia sul piano fisico che su quello informativo. Questo sistema impiega un proiettore per fornire le 
informazioni di assemblaggio all'operatore e muove i box in cui sono contenuti i diversi componenti 
necessari per l’assemblaggio.  
Questi dispositivi sono, tuttavia, ancora in fase di sperimentazione e non possono, pertanto, ancora 
essere applicati in reali scenari produttivi. 
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3.1 SISTEMI INNOVATIVI A CELLE DI PRODOTTO 
     Per mantenere la competitività dell'industria sarebbe vantaggioso ottenere una maggiore 
efficienza e una riduzione dei costi tramite l’automazione delle attività, ad esempio tramite 
l’impiego di robot industriali, a cui assegnare compiti come l’alimentazione delle parti necessarie 
all’operatore [25]. Inoltre, il sistema proposto, oltre a fornire un supporto fisico alle attività tramite 
l’utilizzo di robot industriali, include una tecnologia che svolge una funzione di supporto informativo 
per permettere agli operatori, anche inesperti, di acquisire rapidamente le competenze necessarie 
ed eseguire un lavoro di alta qualità. Tuttavia, la cooperazione uomo-robot non può prescindere da 
una serie considerazioni in merito alla gestione della sicurezza [25]. 
     Il sistema è composto da tre sottosistemi, illustrati in Figura 44: 
1. stazione di alimentazione delle parti (A), 
2. stazione di montaggio (B), 
3. Safety Management (C). 
 
Figura 44. Schema di configurazione della cella di lavoro 
Nella zona A (stazione di alimentazione parti), un robot alimenta automaticamente tutte le parti 
necessarie per il montaggio alla stazione di assemblaggio (zona B). All’interno della stazione di 
montaggio, riportata in Figura 45, l’operatore può, pertanto, concentrarsi sulle operazioni di 
montaggio, assistito sia da un supporto di tipo fisico fornito dal robot (fornito, ad esempio, nel 
serraggio delle parti), sia da un supporto di carattere informativo fornito dal sistema.  
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Figura 45.Schematizzazione della stazione di assemblaggio: interazione tra la zona A e B 
Nella zona C (“Safety Management”) è stata, poi, implementata una specifica tecnologia, che ha lo 
scopo di tenere sotto controllo l'interazione sicura tra le stazioni A e B.  
La stazione B è presieduta da un robot manipolatore di dimensioni equivalenti a quelle di un braccio 
umano, montato su una base mobile capace di spostarsi in tutte le direzioni, come mostrato in 
Figura 46. Il robot svolge un’attività di raccolta e prelievo delle unità da assemblare. 
 
Figura 46. Robot manipolatore adibito al prelievo delle parti da assemblare 
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In questo modo si impedisce all’operatore di commettere un errore nella preparazione del kit delle 
parti da assemblare, lasciando a questi il compito più delicato del montaggio.   
Nella stazione di montaggio (zona A), l'operatore assembla i pezzi uno per uno: per aumentare la 
produttività dell’assemblaggio e ridurre il carico di lavoro dell’operatore, uno dei manipolatori 
mobili può possono assistere l' operatore nel montaggio, ad esempio con un puntatore laser, come 
mostrato in Figura 47. 
 
Figura 47. Interazione uomo-robot 
In questo modo anche gli operatori meno esperti possono assemblare le varie parti senza 
commettere errori. 
     Per rendere il più sicura possibile l’interazione uomo-robot, è stato sviluppato uno specifico  
sistema informativo, denominato MASS. Il sistema MASS svolge anche la funzione di aiutare gli 
operatori alle prime armi a passare in breve tempo, dallo svolgimento di attività elementari, ad 
operazioni in cui è richiesto un alto livello di affidabilità.  
È possibile individuare tre sotto-sistemi che compongono il software: 
1. sistema MAFOSTER 
2. sistema MASTER 
3. sistema MAISER 
La Figura 48 mostra la struttura del software: 
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Figura 48. Configurazione del sistema informativo MASS 
Il funzionamento del sistema MAFOSTER è basato sul rilevamento “visivo” dei movimenti compiuti 
dall’operatore: il rilevamento viene effettuato utilizzando telecamere IP e un sistema di 
tracciamento basato su markers.  Il sistema MASTER valuta la corretta postura e i movimenti 
compiuti da esperti nell’assemblaggio, per estrarre informazioni relative alle abilità necessarie per 
eseguire ciascuna operazione. 
Il sistema MAISER, invece, fornisce istruzioni dettagliate e comprensibili agli operatori inesperti, 
tramite la visualizzazione di informazioni circe le varie operazioni di montaggio (le informazioni 
possono essere rappresentate sotto forma di testo, immagini, animazioni e voce). 
Il sistema MASS ha i seguenti vantaggi: 
1. possono essere fornite informazioni dettagliate e comprensibili (informazione con 
immagini, animazioni e voce-guida, …). 
2. quantità e grado di dettaglio delle informazioni possono essere controllate a seconda del 
livello di abilità dell'operatore. 
Un banco di montaggio orizzontale provvisto di un monitor LCD consente agli operatori di leggere 
le istruzioni di montaggio, passo dopo passo, senza spostare lo sguardo dal lavoro manuale. 
Questo nuovo banco di montaggio è, pertanto, in grado di migliorare la produttività e ridurre gli 
errori di assemblaggio. 
Inoltre, dato che la quantità di informazioni che vengono fornite può essere controllato a seconda 
del livello di abilità dell'operatore, questo sistema di supporto informativo può essere utilizzato sia 
dai principianti che da operatori esperti. 
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     Dato l’elevato livello di interazione tra l’operatore e il robot, il sistema adibito alla gestione 
della sicurezza riveste un ruolo di primaria importanza. Infatti, l' alta velocità, l’elevata potenza dei 
manipolatori utilizzati per le attività di alimentazione, la condivisione dello spazio di lavoro con 
l'operatore e la conseguente collaborazione, ha richiesto lo sviluppo di un nuovo metodo di 
gestione della sicurezza . 
I tradizionali sistemi di gestione della sicurezza sono progettati per bloccare i manipolatori in caso 
di rilevamento di un “avvicinamento” al robot da parte di un operatore. È stato, pertanto, 
sviluppato un nuovo metodo di gestione della sicurezza per i manipolatori, che tenga però conto 
dell’intensa cooperazione uomo-robot. Nello specifico è stata predisposta una limitazione della 
velocità e della gamma di movimenti, tenuti comunque sotto controllo da un sistema software 
(configurato con 2 CPUs indipendenti) adibito al controllo del robot. 
Possono essere discriminate della configurazioni della cella di lavoro, illustrate in Figura 49: 
1. l’area di lavoro dell’operatore può essere separata da quella del robot umano tramite una 
barriera fotoelettrica; 
2. l' operatore e i manipolatori condividono lo spazio di lavoro (non è prevista alcuna 
“barriera” tra uomo e robot): la velocità e i movimenti del robot, in questo caso, sono 
estremamente limitati. La limitazione della velocità impedisce all'operatore umano di 
essere colpito dal manipolatore e le restrizione sulla gamma dei movimenti impediscono 
agli operatori di rimanere “intrappolati” tra i manipolatori ed i dispositivi circostanti. 
 
 
Figura 49. Configurazioni della cella di lavoro 
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Poiché le suddette restrizioni sono sorvegliate da due CPU indipendenti, è possibile garantire un 
elevato grado di affidabilità del sistema. 
     I primi studi effettuati sul sistema appena descritto, hanno mostrato che sia gli operatori “alle 
prime armi” che gli esperti, impiegano lo stesso tempo per completare il montaggio. Ciò significa 
che il montaggio può essere eseguito in breve tempo, anche da parte di operatori inesperti 
(riducendo così i tempi di apprendimento e formazione). 
3.2 AWB: Attentive Work-Bench 
     Il banco di lavoro “AWB” [26], mostrato in Figura 50, supporta l’attività produttiva degli operatori 
fornendo, anche in questo caso, un sopporto di  carattere sia informativo che fisico. Infatti, oltre al 
monitoraggio  delle attività e delle condizioni degli operatori, l'AWB gestisce l’attività di 
alimentazione delle parti da assemblare. 
 
Figura 50. Attentive Work-Bench 
     I sistemi di produzione “a celle” convenzionali prevedono box “fissi” e posizionati su mensole 
affiancate all’area di lavoro, in cui sono contenuti i diversi componenti da assemblare. I lavoratori, 
pertanto, devono  uscire fuori dalla postazione di lavoro per prelevare i vari componenti dai 
corrispondenti box. Gli studi condotti sui movimenti e i sui corrispettivi tempi [], mostrano che i 
movimenti che l’operatore deve compiere per effettuare le operazioni di affiancamento del box e 
prelievo richiedono tanto più tempo, quanto maggiore è la distanza tra un lavoratore e i box dei 
componenti. L’ottimizzazione dei layout spaziali risolve solo in parte il problema, poiché non tutti i 
box possono essere posizionati nelle vicinanze dell’operatore. Inoltre, errori nel prelievo dei 
componenti possono causare errori di montaggio.  
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    Per risolvere i problemi associati all’accesso al box corretto, viene proposto l'uso di un sistema 
automatizzato di movimentazione dei box in grado di fornire all’operatore le parti necessarie 
all’assemblaggio, accelerando così la produzione e riducendo  gli errori di assemblaggio.  
I box dei componenti nella produzione “a celle” convenzionali sono passivi. L’alternativa "attiva" 
proposta sposta automaticamente i box, che vengono azionati ad alta velocità e con elevata 
accuratezza, come mostrato in Figura 51. 
L’AWB utilizza, inoltre, un proiettore e un display al plasma per presentare le informazioni di 
montaggio agli operatori.  
L'AWB è in grado di monitorare le attività dei lavoratori attraverso telecamere poste sul soffitto. I 
vassoi si muovono al massimo ad 1 m/s su ogni asse, vale a dire, ad oltre 1 m/s diagonalmente. A 
causa delle specifiche del controller del motore, le traiettorie dei box sono limitate. Un cavo di 
alimentazione per ciascun box fornisce aria compressa ed energia elettrica al motore. 
I cavi devono essere presi in considerazione nella pianificazione del movimento per evitare che i 
box vadano incontro a collisione e grovigli. 
Un interruttore a pedale viene usato come interfaccia di input. L' AWB fornisce le parti necessarie 
per il successivo step di assemblaggio entro 1s dal termine di una data attività e non appena il 
pedale viene premuto dall’operatore. 
 
Figura 51. Alimentazione automatica delle parti da assemblare 
Gli operatori dovrebbero mantenere gli occhi sul banco di lavoro, in quanto i movimenti non 
essenziali dell’occhio e della testa abbassano l'efficienza di produzione. In caso di consegna 
automatica dei componenti, i box richiesti arrivano in un punto (prefissato) vicino all’operatore, 
che quindi non ha più bisogno di “localizzare” il box in cui è riposto il componente di interesse. 
     I failures tipici in cui si potrebbe incorrere sono i seguenti: 
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 prelievo non riuscito di un componente, perché l’operatore preme il pedale troppo presto; 
 prelievo di un componente dal box errato, dovuto al fatto che l’operatore ha dimenticato 
di premere il pedale o lo ha pigiato più volte. 
4 Motivazione e scopo della tesi 
     Nei  capitoli precedenti, è stato analizzato nel dettaglio il processo di assemblaggio manuale, il 
concetto di “errore umano”, le cause che ne determinano le diverse manifestazione e i possibili 
approcci risolutivi per prevenirne (o quantomeno ridurne) gli effetti.  
Alla luce delle considerazioni effettuate finora, è evidente come attualmente siano disponibili 
innumerevoli soluzioni tecnologiche di svariata natura per l’eliminazione dell’errore umano 
nell’ambito dei processi di montaggio.  E' in questo quadro estremamente dinamico che va a 
inserirsi la Realtà Aumentata: le sue possibilità di fornire un supporto informativo direttamente sul 
campo la rendono uno strumento ideale per la formazione e l'addestramento di personale 
specializzato in mansioni sia di alto che di basso livello.  
Pur essendoci state numerose applicazioni, l’impiego dei sistemi AR, soprattutto in campo 
industriale, è ancora in una fase sperimentale e sussistono numerose problematiche da risolvere, la 
più importante delle quali è la complessità dell’implementazione della procedura AR.  
     Scopo della tesi è quello di sperimentare l’implementazione di una metodologia AR ad un caso 
reale, per valutare se l’AR può essere considerata una tecnica avanzata di qualità. Nello specifico, il 
presente lavoro si è focalizzato sulla realizzazione di una postazione di assemblaggio che possa 
supportare l’operatore nello svolgimento delle sue mansioni tramite AR. 
Il banco di montaggio è stato dotato di un sistema sensoriale, allo scopo di monitorare i movimenti 
compiuti dall’operatore. L’elemento chiave del sistema è costituito da un sensore di forza: per ogni 
attività eseguita, è possibile determinare se l’operatore stia eseguendo, o meno, un’azione 
“corretta” a partire dal confronto del segnale in output dal sensore con un segnale di riferimento. 
La AR, in funzione del segnale in arrivo dal sensore, guida l’operatore nello svolgimento dei diversi 
task, segnalando, di volta in volta, eventuali errori e suggerendo le azioni correttive più opportune 
da mettere in pratica. Ciò ha richiesto un’analisi approfondita di diversi aspetti legati alla procedura 
di assemblaggio, come la sequenza d’esecuzione delle operazioni, le istruzioni da impartire agli 
operatori, la scelta degli hardware e software da usare, degli strumenti e degli attrezzaggi e la 
creazione dello scenario in laboratorio. 
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Capitolo 4 
 
La Realtà Aumentata 
     Per “Realtà Aumentata” (in inglese “Augmented Reality”, abbreviato solitamente con l’acronimo 
“AR”) si intende l'arricchimento della percezione sensoriale umana mediante informazioni, in 
genere manipolate e convogliate elettronicamente, che non sarebbero percepibili con i cinque 
sensi.  Questa tecnologia consente di fondere assieme l’informazione digitale, elaborata da un 
calcolatore, con l’informazione proveniente dal mondo reale per mezzo di opportune interfacce 
computerizzate, in tempo reale. 
   Gli elementi che "aumentano" la realtà sono sovrapposti alla realtà percepita dall’utente 
attraverso dispositivi di visione (ad esempio, occhiali a proiezione sulla retina), di ascolto (auricolari) 
e di manipolazione (guanti) che aggiungono informazioni multimediali alla realtà già normalmente 
percepita, aumentando le possibilità di interazione con l'ambiente circostante. 
   La Realtà Aumentata è uno dei temi di ricerca che desta il maggior interesse nell’ambito delle 
interfacce uomo-macchina, soprattutto ai fini della definizione di uno strumento che permetta di 
assistere un operatore durante l’assemblaggio: l'obiettivo è quello di fornire ai lavoratori le 
informazioni nel modo più efficiente possibile. A questo proposito, la visualizzazione delle 
informazioni in base al contesto aiuta a ridurre il tempo di “ricerca” dei componenti durante il 
montaggio o nelle attività a monte; mentre le operazioni secondarie (come leggere le istruzioni) 
possono essere ridotte o combinate con altre attività a valore aggiunto. 
1 Definizioni  
Il termine “Realtà Aumentata” è stato introdotto per la prima volta nel 1990 da Thomas Caudell, 
anche se attualmente la definizione maggiormente accettata nella comunità scientifica è quella 
data da Ronald Azuma nel 1997, che definisce la Realtà Aumentata come l’insieme di tre 
caratteristiche fondamentali: 
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 combinazione di reale e virtuale;  
 interazione real-time con il sistema;  
 allineamento tra oggetti reali e quelli virtuali e viceversa.  
La prima proprietà individua la caratteristica peculiare di ciascun un sistema AR; la seconda richiede 
che il sistema reagisca agli input dell'utente e si aggiorni in tempo reale, mentre la terza proprietà 
distingue la realtà aumentata dal concetto più generale di mixed-reality: le immagini virtuali 3D 
devono essere allineate geometricamente agli oggetti reali nel mondo reale.  
Una definizione di questo tipo permette di classificare in modo specifico cosa può essere realmente 
identificato come un’applicazione di AR e cosa no, indipendentemente dalla tecnologia utilizzata, 
sia che essa consideri dispositivi semitrasparenti da indossare (detti Human Mounted Display), 
rispetto a sistemi previsti di display e videocamera. Ad esempio non si considera frutto della Realtà 
Aumentata un film che prevede la sovrapposizione della realtà a mondi virtuali (perché in questo 
caso viene meno la caratteristica dell’interattività), o videogiochi interattivi che non comprendono 
una componente reale. 
   Alla definizione data, si affianca il concetto di Mixed Reality (MR) di Paul Milgram e Fumio Kishino 
[34]. Essi propongono un modello di classificazione per definire il rapporto che intercorre tra le 
diverse forme di realtà aumentata all’interno di un continuum: il mondo reale e la realtà 
completamente virtuale (indicata con l’acronimo “VR”) rappresentano gli estremi di questo schema 
(riportato in Figura 52). 
 
Figura 52. Reality-Virtuality continuum 
 Il primo (Real Environment) definisce ambienti costituiti esclusivamente da oggetti reali e 
comprende, per esempio, ciò che si osserva attraverso il display di una videocamera; la realtà 
virtuale descrive invece ambienti costituiti esclusivamente da oggetti virtuali come ad esempio una 
simulazione grafica al computer. 
Nel linguaggio comune la sigla VR spesso comprende una varietà di altri ambienti, che non 
rispettano necessariamente gli aspetti di immersione totale e completa sintesi, ma categorizzabili 
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lungo il continuum di virtualità definito da Paul Milgram.  La regione compresa tra Ambiente Reale e 
VR prende il nome di “Mixed Reality”. La Realtà Aumentata si pone nelle vicinanze del mondo reale, 
con una predominanza di percezioni provenienti da esso, aumentata da dati generati dal computer, 
mentre l’Augmented Virtuality (AV) include ambienti composti principalmente da oggetti virtuali 
ampliati da immagini provenienti dal mondo reale. All'interno della Mixed Reality, come 
conseguenza della visualizzazione di oggetti virtuali in scene reali o viceversa, oggetti reali in scene 
virtuali, la AR e AV si fondono a fino formare un unico ambiente, come mostrato in Figura 53. 
 
Figura 53. Reality-Virtuality Continuum proposto da Milgram 
2 Cenni Storici  
     La Realtà Aumentata potrebbe sembrare una tecnologia sviluppata di recente, ma, in realtà, le 
prime ricerche in questo ambito furono svolte negli anni sessanta da Ivan Sutherland nell’università 
di Harvard e dell’Utah. Negli anni settanta e ottanta ulteriori studi furono fatti dalla NASA (Ames 
Research Center) e dall’Air Force (Armstrong Laboratory), ma fu solo negli anni novanta che si 
raggiunsero dei risultati concreti e applicabili su larga scala. 
     Nel seguito sono riportate le principali innovazioni nel campo della Realtà Aumentata: 
1966: Morton Heilig, un fotografo, crea e brevetta un simulatore chiamato Sensorama (Figura 54), il 
primo esempio di esperienza multi-sensoriale conosciuto. Il prototipo costruito nel 1962 era 
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sostanzialmente un dispositivo meccanico nel quale lo spettatore poteva vedere, ascoltare e 
nello stesso tempo perfino odorare ben cinque cortometraggi attraverso immagini, suoni, 
vibrazioni, e odori. 
 
Figura 54. Sensorama: il primo prototipo conosciuto per la realtà aumentata 
1968: Ivan Sutherland inventa l’Human Mounted Display (HMD), riportato in Figura 55, 
associandogli l’appellativo di finestra sul mondo virtuale (WoW dall’inglese). Un HMD è un 
dispositivo di visualizzazione da indossare sulla testa o come parte di un casco, che ha un 
piccolo display ottico di fronte a uno o entrambi gli occhi; nel primo caso si parla di HMD 
monoculare, nel secondo di HMD binoculare. 
 
Figura 55. Sutherland e il rpimo head-mounted display 
1975: Myron Krueger crea Videoplace che consente per la prima volta un’interazione con gli oggetti 
virtuali. L’idea prevedeva la creazione di un laboratorio di realtà artificiale nella quale più 
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utenti erano in grado di interagire tra loro attraverso la realtà aumentata senza essere in 
contatto diretto e senza l’ausilio di occhiali o HMD. 
1989: Jaron Lanier conia il termine Realtà Virtuale e crea la prima impresa commerciale sulla realtà 
aumentata. 
1992: Tom Caudell introduce per la prima volta il termine Realtà Aumentata e crea un sistema AR 
per la Boeing in grado di facilitare l’assemblaggio di cavi a bordo di aeromobili (Figura 56).  
 
Figura 56. Applicazione di AR in operazioni di cablaggio della Boing 
LB Rosenberg sviluppa uno dei primi sistemi AR, chiamata VIRTUAL FIXTURES, presso l’US Air 
Force Labs Armstrong, e dimostra il vantaggio di quest’ultimo. 
 Steven Feiner, Blair MacIntyre e Doree Seligmann presentano uno dei principali articoli [34] 
relativi a un prototipo di sistema AR, chiamato KARMA, durante la Graphics Interface 
conference.  
1994: Julie Martin crea l’Augmented Reality Theater production, la prima compagnia teatrale nella 
quale ballerini e acrobati operano all’interno di un mondo virtuale, interagendo direttamente 
con quest’ultimo. 
1997: Azuma introduce l’attuale definizione di realtà aumentata. 
Touring Machine, sviluppato dalla Columbia University, mostra all’utente il mondo reale con 
informazioni dinamiche addizionali (centrate sugli oggetti reali) riguardanti ciò che l’utente 
stesso sta guardando (ad esempio il nome degli edifici, delle strade, alcuni cenni storici). 
1999: Hirokazu Kato crea ARToolKit [34], una libreria che permette la creazione di applicazioni per la 
realtà aumentata attraverso il riconoscimento delle immagini. Questo strumento è 
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attualmente supportato da molte piattaforme tra cui Android e Adobe Flash, la prima 
permette nuove e interessanti applicazioni AR nei moderni smartphone, la seconda porta la 
realtà aumentata nel web. 
2000: Bruce H. Thomas sviluppa ARQuake, una versione del popolare gioco Quake in realtà 
aumentata. Il sistema utilizza GPS, un sensore di orientamento magnetico inerziale e ibrido, 
un controller che funge da arma per il gioco e un laptop inserito in uno zaino. Il gioco non è 
mai stato commercializzato, ed esiste solo nel suo stato di prototipo. Tuttavia, ha generato un 
certo interesse per il mondo della realtà aumentata. In Figura 57 viene mostrata la 
strumentazione da indossare per il gioco e la visuale aumentata di un giocatore. 
 
Figura 57. Strumentazione e vista AR proposta dal gioco AR-Quake 
2003: Viene rilasciato da Siemens SX1 il primo gioco commerciale per dispositivi mobile in Realtà 
Aumentata chiamato Mozzies. Il gioco consiste nel colpire delle zanzare che sono 
sovrapposte alla realtà ripresa dalla videocamera. 
2007: Reitmayr presenta un sistema AR per la visualizzazione di informazioni associate a edifici 
urbani ripresi dall’esterno (il sistema prevedeva l’utilizzo di un dispositivo mobile). 
3 Tecniche per l’integrazione tra reale e virtuale 
     È possibile individuare uno schema di riferimento (riportato in Figura 58) per i processi che 
generalmente caratterizzano i sistemi di AR [34] [49]. 
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Figura 58. Schema generale di un sistema di AR 
Seguendo lo schema di Figura 58, emerge come la combinazione di reale e virtuale sia ottenuta 
come risultato di quattro processi base: 
 tracking,  
 registrazione,  
 visualizzazione e  
 rendering. 
     Il tracking permette di definire la posizione dell'osservatore rispetto alla scena: in altri termini 
tale processo fornisce in tempo reale la posizione del punto di vista dell'osservatore rispetto a un 
sistema di riferimento globale assegnato per convenzione all’ambiente reale in cui l'osservatore si 
trova. Esistono sistemi di tracking di diverso genere: i principali verranno discussi nel paragrafo 4.4 . 
     Il processo di registrazione consente l’allineamento dei contenuti virtuali al punto di vista 
dell'osservatore sulla scena, tramite l’applicazione delle opportune trasformazioni geometriche. 
Registrazione e tracking permettono di allineare, quindi, i contenuti virtuali alle immagini prelevate 
dall’ambiente reale: il risultato così ottenuto viene reso accessibile all’utente tramite il processo di 
visualizzazione. I dispositivi di visualizzazione (display) svolgono un ruolo chiave in questo ambito: la 
tipologia di dispositivo dominante è quella degli Head Mounted Display, che consentono una 
elevata mobilità e un veloce allineamento del punto di vista dell'osservatore con la scena proiettata. 
Infine, tramite il processo di rendering si ottiene la perfetta sovrapposizione degli elementi grafici 
sulle immagini reali. Le proprietà che caratterizzano tale processo sono la velocità di aggiornamento 
delle immagini prodotte e la qualità dell'immagine prodotta: queste proprietà sono, però, in 
contrasto tra loro, infatti dotarsi di un sistema efficiente per quanto riguarda  la velocità di 
aggiornamento dell'immagine prodotta implica rinunciare a tecniche di rendering più sofisticate. 
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     La combinazione tra oggetti virtuali e immagini reali può essere ottenuta tramite l’applicazione di 
una delle seguenti metodologie [49]:  
 Optical Combination: le immagini virtuali sono proiettate nel campo visivo dell’utilizzatore, 
mentre egli osserva direttamente la scena reale. Un risultato di questo tipo può essere 
ottenuto mediante l’applicazione di diverse soluzioni tecnologiche: tra queste la più nota e 
diffusa è certamente l’impiego di specchi traslucidi (detti anche “combinatori ottici”), 
utilizzati come mostrato nello schema riportato in Figura 59. L’utente osserva la realtà 
attraverso uno schermo semitrasparente/semiriflettente, che consente di visualizzare 
l’ambiente reale e, contemporaneamente, una serie di contenuti virtuali generati da un 
proiettore. 
 
 
Figura 59. Schema di funzionamento Optical Combination e grafica ottenibile 
 
 Video Mixing: l’utilizzatore osserva la scena reale indirettamente, attraverso una 
videocamera; un computer acquisisce l’informazione, la rielabora e vi inserisce le 
informazioni digitali. Gli oggetti reali e virtuali coesistono entrambi come flussi video 
separati e la AR è ottenuta tramite l’impiego di tecniche di composizione video. Il risultato è 
poi visualizzato su un display (Figura 60). Sono possibili sia installazioni fisse sia dispositivi 
portatili.  
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Figura 60. Schema di funzionamento Video Mixing 
 
 Image Projection: consiste nella proiezione di immagini direttamente sulle superfici degli 
oggetti fisici, invece di ricorrere a un display posto tra gli occhi dell’osservatore e l’oggetto 
reale (Figura 61). Possono essere utilizzati singoli proiettori fissi o controllabili 
elettronicamente, oppure proiettori multipli utilizzati per aumentare l'area proiettabile. 
 
Figura 61. Esempio di grafica ottenuta tramite Image Projection 
 
     Passando dal livello base dei processi delle applicazioni AR al livello superiore si arriva al processo 
interattivo. Tale processo, ove presente, necessita di strumentazioni sviluppate ad hoc. In tal senso 
sensori, sistemi di tracciamento della posizione e accelerometri consento di estendere l'interazione 
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con la scena anche ad altri sensi, oltre a quello visivo, e anche di creare e manipolare oggetti virtuali 
puntando agli oggetti reali presenti nella scena. 
4 I componenti hardware 
     I componenti principali di cui necessita un sistema per applicazioni AR sono [49]: 
1. Sistema hardware di elaborazione dati (computer); 
2. Videocamera (solo per soluzioni basate su Video Mixing); 
3. Dispositivo per la visualizzazione delle immagini (display, o proiettore nel caso della Spatial 
Augmented Reality); 
4. Sistema di tracciamento (tracking); 
5. Dispositivo per l’interazione con i contenuti virtuali da parte dell’utente 
 
4.1 Sistema hardware di elaborazione dati (Computer) 
     Il computer svolge le seguenti funzioni principali [49]: 
 generare i contenuti virtuali; 
 gestire i flussi video in ingresso e in uscita (nel caso di Video Mixing); 
 collimare i contenuti virtuali con la posizione dell’osservatore rispetto alla scena, in base alle 
informazioni che provengono dal sistema di tracking; 
 gestire tutte le periferiche utilizzate. 
Può essere impiegato un comune PC posto in remoto rispetto all’utente, oppure possono essere 
utilizzate soluzioni mobili come portatili, tablet o motherboard con processori annessi. Qualora sia 
necessario realizzare un’applicazione in cui l’operatore abbia la necessità di muoversi e  si dovesse, 
pertanto,  ricorrere a PC portatili, gli aspetti da prendere in considerazione sono principalmente 
costituiti da: 
 peso e dimensioni del notebook,  
 autonomia della batteria, 
 tipo di collegamento con i vari dispositivi (con cavo o senza). 
Le prestazioni di calcolo richieste dall’implementazione di questa tecnologia non sono elevate e un 
personal computer di fascia media tra quelli in commercio possiede tutte le caratteristiche 
necessarie. 
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4.2 Videocamera  
     L’installazione di una videocamera è necessaria solo per i sistemi Video Mixing [49].  
In genere, non è necessario dotarsi di dispositivi dalle caratteristiche particolari: si può ricorrere 
anche a semplici webcam. 
Spesso la videocamere viene posizionata in modo tale da far coincidere il punto di vista della 
webcam con quello dell’utilizzatore, in modo da garantire un elevato grado di immersione 
dell’operatore all’interno dell’ambiente AR. Per questo motivo sono da preferire webcam di 
dimensioni ridotte e possibilmente aventi una forma regolare, che ne permetta un facile ancoraggio 
sul dispositivo di visione (generalmente costituito da un “caschetto” indossato dall’utente). 
     Le prestazioni della webcam che influiscono maggiormente nelle applicazioni di AR sono:  
 angolo del campo visivo, 
 risoluzione.  
Sono comunemente utilizzati dispositivi con risoluzioni a partire da 1.3 Mega Pixel, anche se una 
risoluzione maggiore permetterebbe di aumentare sensibilmente le prestazioni del sistema. In 
generale, sono comunque da prediligere i dispositivi che presentano elevati valori di tali 
caratteristiche. 
4.3 Dispositivo per la visualizzazione delle immagini (display) 
     I display impiegati nella Realtà Aumentata sono hardware che impiegano componenti ottiche ed 
elettroniche per generare immagini nella traiettoria visiva tra gli occhi dell'osservatore e l'oggetto 
fisico. 
I sistemi di visualizzazione, finora sviluppati, per le applicazioni di AR, possono essere raggruppati 
nelle tre categorie seguenti, in funzione della posizione occupata rispetto all'osservatore e 
all'oggetto osservato: 
1. head-attached displays: sono i dispositivi (generalmente conformati come un “casco”) da 
indossare sulla testa dall’osservatore; 
2. hand held displays: sono visualizzatori da tenere in mano, tipo palmari e cellulari; 
3. spatial displays: display spaziali spesso utilizzati per applicazioni destinate ai musei. 
Gli head-attached displays, come, ad esempio, retinal displays, head-mounted displays e head-
mounted projectors, devono essere direttamente indossati dall'utente; gli hand-held displays 
possono essere tenuti tra le mani dall'osservatore, mentre la terza categoria comprende quei 
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display che sono allineati spazialmente tra l'osservatore e l'oggetto reale, denominati spatial 
displays. Questi generalmente fanno uso di videoproiettori e di apposite superfici sulle quali 
visualizzare le immagini. Quanto appena detto viene riassunto nello schema riportato in Figura 62. 
 
Figura 62. Classificazione dei displays per AR 
Ciascuna delle tipologie di displays indicate viene descritta nel dettaglio nei seguenti paragrafi. 
4.3.1 Head-Attached Displays  
     Negli Head-Attached displays, il sistema di visualizzazione è indossato dall'utente sulla testa. In 
base alla tecnologia di generazione dell'immagine esistono tre diverse tipologie di displays:  
 Head-Mounted Displays;  
 Retinal Displays;  
 Head-Mounted Projectors.  
Gli Head-Mounted Displays (HMDs) sono attualmente i sistemi più utilizzati nelle applicazioni di 
Realtà Aumentata. L’immagine è visualizzata su un piccolo display posizionato davanti agli occhi 
dell’utilizzatore. In base a come è realizzata la combinazione tra reale e virtuale si possono 
distinguere due differenti tipologie di HMDs: 
 Optical See-Through (OST) 
 Video See-Through (VST) 
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I primi applicano i principi dell’Optical Combination, mentre i secondi sfruttano la tecnica di 
blending delle immagini di Video Mixing. 
I dispositivi Optical See-Through, riportati in Figura 63, utilizzano un divisore di fascio ottico (beam 
splitter), costituito da uno specchio translucido che trasmette la luce in una direzione e 
contemporaneamente la riflette nell’altra. Il divisore di fascio ottico, posizionato davanti all'occhio 
dell'utente, può riflettere l'immagine di un display e porla nella visuale dell'utente, permettendo 
contemporaneamente il passaggio della luce proveniente dal mondo circostante. Questi dispositivi 
si basano su una tecnologia parzialmente trasmittente che permette di guardare 
contemporaneamente l’immagine virtuale sovrapposta alla vista reale. Se sono disponibili due 
sistemi ottici di visualizzazione, uno per ciascun occhio, allora si parla di visori stereoscopici. 
 
 
 
Figura 63. Dispositivi Optical See-Through 
 
 
I visori di tipo Video See-Through, descritti in Figura 64, utilizzano, invece, due telecamere (una per 
ciascun occhio) per acquisire l’immagine reale: le immagini vengono, poi, inviate all’unità di 
elaborazione, che le proietta sui displays (uno per ciascun occhio)  “arricchite” delle informazioni 
virtuali. La scelta di questo tipo di dispositivo consente di realizzare effetti visivi più complessi. 
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Figura 64. Dispositivi Video See-Through 
 
L'approccio “ottico” ha i seguenti vantaggi rispetto a quello “video”:  
 Semplicità: unire le immagini virtuali e reali è più semplice ed economico rispetto alla 
tecnologia video. L'approccio ottico ha infatti un solo video stream di cui preoccuparsi: le 
immagini grafiche generate dal computer. Il mondo reale infatti è visto direttamente 
attraverso i combinatori ottici e, generalmente, il ritardo è di pochi nanosecondi. 
Nell'approccio video, invece, devono essere gestiti due flussi video: quello proveniente dalle 
videocamere e quello delle immagini virtuali. Questi sistemi hanno un ritardo nella 
visualizzazione dell’immagine di decine di millisecondi.  
 Risoluzione: nella tecnologia video, la risoluzione con la quale l'utente vede sia l'immagine 
reale che quella virtuale è limitata alla risoluzione del display. Anche l'optical see-through 
visualizza le immagini virtuali alla risoluzione del display, ma l'immagine reale non viene 
degradata in quanto l'utente la vede direttamente con i propri occhi.  
 Sicurezza: il video see-through HMD è essenzialmente un closed-view HMD modificato. In 
caso di mancata alimentazione l'utente è completamente cieco e in certi scenari questo può 
essere un pericolo. Se invece l'alimentazione fosse rimossa da un optical see-through HMD 
l'utente sarebbe ancora capace di vedere il mondo reale.  
 No eye-offset: con il video see-through, la vista del mondo reale viene fornita attraverso 
videocamere. In molte configurazioni le videocamere non sono poste esattamente dove si 
trovano gli occhi dell'utente, creando quindi un offset tra le videocamere e gli occhi delle 
persone. Questa differenza genera uno scostamento tra quello che l'utente vede rispetto a 
quello che si aspetterebbe di vedere.  
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Viceversa, la tecnologia video offre i seguenti vantaggi rispetto a quella ottica:  
 Larghezza del campo visivo: nei sistemi ottici le distorsioni sono funzioni della distanza 
radiale dall'asse ottico. Più si guarda lontano dal centro di vista, più è elevata la distorsione. 
Un’immagine digitale catturata attraverso un sistema ottico che presenta distorsione può 
essere corretta attraverso tecniche di elaborazione delle immagini.  
 Ritardo di visualizzazione: con l'approccio video è possibile ridurre o evitare i problemi 
causati dalla differenza temporale con cui sono processate le immagini reali e quelle virtuali. 
L'optical see-through HMD permette una visione istantanea del mondo, reale ma l'immagine 
virtuale viene visualizzata con un certo ritardo. Con l'approccio video è possibile ritardare il 
video del mondo reale per uguagliare il ritardo dello stream dell'immagine virtuale.  
 E' più facile uguagliare il colore e la brillantezza delle immagini reali e virtuali.  
 
     I Retinal Displays (RDs), riportati in Figura 65, utilizzano laser a semiconduttori a bassa potenza 
per proiettare le immagini direttamente nella retina dell'occhio umano.  
 
 
Figura 65.Retinal Display 
Una sorgente laser è introdotta in un flusso di fibra ottica, che porta la luce a uno scanner 
meccanico a risonanza (MRS). Lo scanner è il cuore del sistema: si tratta di un dispositivo leggero di 
dimensione circa 2cm x 1cm x 1cm, che consiste in un specchio montato su un supporto. Lo 
specchio oscilla in risposta ai campi magnetici prodotti da bobine presenti sulla montatura (oscilla a 
15 kHz e ruota per un angolo di 12 gradi). L'elevata frequenza di scansione permette l'alta 
risoluzione delle immagini prodotte. Appena lo specchio MRS si muove, la luce è digitalizzata in 
direzione orizzontale. Poiché lo specchio del MRS oscilla sinusoidalmente, la scansione in direzione 
orizzontale è ottenuta sia per la direzione di oscillazione in avanti, che all’indietro. 
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Il fascio di luce scannerizzato è quindi passato a uno specchio galvanometrico o a un secondo MRS, 
che analizza la luce in senso verticale. A seguire, il fascio laser è quindi introdotto nell’occhio: la luce 
può essere inviata tramite uno specchio per consentire all’utente di visualizzare l'immagine 
digitalizzata sovrapposta sul mondo reale. 
In Figura 66 è riportato una rappresentazione del funzionamento del Retinal Displays. 
 
Figura 66. Schema di funzionamento di un Retinal Display 
I principali vantaggi di questi dispositivi sono:  
 immagine più luminosa e più definita;  
 campo visivo maggiore rispetto alle tecnologie basate sull'utilizzo di schermi;  
 basso consumo energetico.  
Al contrario i principali svantaggi sono:  
 immagini monocromatiche;  
 la lunghezza focale risulta fissa;  
 non esistono versioni stereoscopiche di RDs.  
Questi dispositivi sono adatti per applicazioni mobili in spazi all'aperto, dove non si può avere un 
controllo sulla luce ambientale e dove è fondamentale tenere sotto controllo il consumo 
energetico. 
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     Gli Head-Mounted Projectors (HMPs) sono dispositivi che indirizzano il fascio di luce proiettata 
tramite un divisore di fascio ottico, in modo tale che l'immagine sia diretta verso superfici 
retroriflettenti collocate di fronte all'utente, come mostrato in Figura 67. 
 
 
Figura 67. Head-Mounted Projectors 
 
Sono molto simili agli HMD Optical See-Through tranne per il fatto che l’immagine viene proiettata, 
anziché verso l’utente, verso l’ambiente esterno.  
Gli HMPs forniscono un campo visivo maggiore rispetto agli HMDs ed evitano distorsioni dovute ad 
errori di parallasse. Tuttavia la luminosità delle immagini dipende essenzialmente dall'illuminazione 
dell'ambiente circostante, senza contare che i modelli di HMPs attualmente disponibili sono 
scomodi, ingombranti e troppo pesanti per essere utilizzati in ambiti professionali.  
 
4.3.2 Hand-Held Displays  
     Smartphone e Tablet PC sono esempi di hand-held displays (HHDs). Questi dispositivi, inglobando 
in un'unica apparecchiatura processore, memoria, display e dispositivo di acquisizione video, 
permettono di realizzare sistemi portatili senza fili, come mostrato in Figura 68.  
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Figura 68.Hand-Held Display 
L’approccio di tali dispositivi è di tipo Video See-Through: la videocamera presente nell'apparecchio 
cattura un flusso video dell'ambiente e lo visualizza sul display, arricchendone il contenuto di 
informazioni con immagini generate dal processore grafico.  
I principali vantaggi degli HHDs sono rappresentati dalla semplicità d'uso, dalla compattezza e dalla 
limitata invasività. 
Dispositivi HHDs basati su tecnologia Optical See-Through sono comunque stati realizzati e 
contengono gli stessi componenti dei già visti HMDs, da cui li distingue soltanto il design studiato 
per essere tenuti in mano (Figura 69). 
 
Figura 69.HHDs basato su tecnologia Optical See-Through 
Di contro i principali svantaggi di questo tipo di dispositivi sono i seguenti: 
 l’analisi dell’immagine ed il rendering delle grafiche sovrimpresse richiedono grandi capacità 
di calcolo. Questo aspetto può mettere in difficoltà i sistemi come palmari e cellulari, dando 
luogo a eccessivi ritardi nell’immagine o a grafiche di bassa qualità. 
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 la piccola dimensione dello schermo della maggior parte di questi strumenti offre un 
ristretto campo visivo. È però da considerare che muovere il dispositivo in uno spazio molto 
più grande del display genera il così detto “effetto Parks”, secondo il quale muovere la scena 
rispetto ad un display fisso non è lo stesso che muovere il display su un ambiente fisso. 
Questo perché l’immagine visualizzata permane sulla retina dell’operatore, dando 
l’impressione che il display sia più grande di quello che effettivamente è. 
 i sensori video integrati nei comuni sistemi portatili sono progettati per scopi differenti, di 
conseguenza offrono limitate prestazioni nei processi di elaborazione video. Di solito tali 
videocamere non sono dotate di auto-focus, per cui il campo in cui si ha il loro 
funzionamento ottimale è limitato. 
 a differenza degli Head-Attached Displays, gli Hand-Held Displays non lasciano le mani libere 
all’utilizzatore. 
4.3.3 Spatial displays 
     A differenza dei dispositivi appena visti, i display di tipo spaziale non richiedono all’utente di 
indossare alcuna strumentazione: l’apparecchiatura è in questo caso installata direttamente 
nell’ambiente oggetto dell’osservazione. Questa tecnologia di visualizzazione prevede tre tipi 
differenti di visualizzatori, illustrati in Figura 70: 
 Screen-Based Video See-Through Displays: tali sistemi trasmettono le immagini arricchite 
dalle informazioni necessarie su di un comune monitor per pc. 
 Spatial Optical See-Through Displays: questo tipo di display ricorre a separatori di fascio piani 
o curvi o a schermi trasparenti che permettono di combinare nello spazio l'immagine reale 
con le immagini artificiali. 
 Projection-Based Spatial Displays: proiettano le immagini direttamente sulle superfici degli 
oggetti fisici anziché proiettarla su di un display posto tra gli occhi dell’osservatore e 
l’oggetto reale. 
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Figura 70. Spatial Display 
     I dispositivi di tipo See-Through utilizzano una videocamera per l’acquisizione e una 
configurazione PC di tipo desktop, mentre le immagini “aumentate” vengono proiettate 
direttamente sul monitor del PC. Tali dispositivi utilizzano combinatori ottici posizionati 
nell’ambiente, in grado di generare immagini allineate con il punto di vista dell’osservatore.  
Esistono tipologie differenti di combinatori ottici: specchi, schermi trasparenti e ologrammi. Gli 
ologrammi registrano una scena captando ampiezza, lunghezza d’onda e fase. Questo consente di 
ricostruire il fronte d’onda visivo e generare uno scenario tridimensionale, osservabile da diversi 
punti di vista. 
Questa tecnologia offre un basso grado di immersione nell’ambiente aumentato. Generalmente 
nelle applicazioni di AR il grado di immersione è paragonato alla dimensione del campo visivo 
dell’osservatore che può essere utilizzato per sovrimporvi delle immagini grafiche. 
     Nel caso di screen-based AR, il campo visivo è limitato dalla dimensione del monitor, dal suo 
allineamento e dalla distanza rispetto all’osservatore. Altri svantaggi sono il ristretto campo visivo 
dovuto alle relativamente piccole dimensioni del monitor e la bassa risoluzione delle immagini 
create.  
     Gli Spatial Optical See-Through Displays, in generale, forniscono risoluzioni dell'immagine più alte 
e un maggior campo visivo e permettono inoltre di avere una migliore visibilità dell'ambiente 
circostante. Tuttavia non sono utilizzabili in applicazioni mobili, spesso non permettono di interagire 
fisicamente con l’ambiente reale e, a causa della limitatezza degli schermi e dei combinatori ottici, 
gli oggetti virtuali esterni all'area del display sono tagliati in maniera innaturale. 
     I Projection-Based Spatial Displays offrono una migliore ergonomicità e un campo visivo 
teoricamente infinito. Tuttavia sono soggetti a interferenza delle ombre proiettate dall’utente e 
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dagli oggetti fisici presenti nell'ambiente circostante e non consentono di proiettare immagini 
chiare su di una superficie curva o immagini 3D. 
     Il panorama delle varianti tecnologiche di questi dispositivi appare piuttosto variegato: si va 
dall’utilizzo di schermi LCD di medie o grandi dimensioni, talvolta disposti a formare vere e proprie 
“stanze”, all’uso di combinatori ottici opportunamente piazzati nell’ambiente, fino alla proiezione 
dei contenuti digitali direttamente sugli oggetti reali (nel qual caso si parla di “Direct 
Augmentation”). 
Gli svantaggi di questo tipo di visualizzatori sono legate all’impossibilità di creare applicazioni 
portatili e all’interattività limitata. 
4.4 Sistema di tracciamento  
     L’operazione di tracciamento (tracking) risulta necessaria per ottenere la posizione e 
l'orientamento nello spazio dell’utente ed allineare correttamente l'immagine virtuale a quella 
reale(registrazione). 
La corretta sovrapposizione di immagini virtuali su fotogrammi reali è un requisito fondamentale 
per le applicazioni di AR. In tale ambito è importante non solo disporre di una corretta registrazione 
quando l’utente è fermo, ma anche quando si trova in movimento rispetto alla scena. A tal fine è 
necessario che, tanto l’orientamento, quanto la posizione dell’osservatore siano rilevate in tempo 
reale. Nello specifico, quando l'utente cambia il suo punto di vista l'immagine generata 
artificialmente deve rimanere allineata con la posizione e l'orientamento dell'oggetto reale 
osservato e quindi è necessario che il sistema di tracciamento aggiorni in tempo reale la nuova 
posizione dell'utente.  
     Il tracciamento può essere effettuato inseguendo diverse parti del corpo umano, come per 
esempio le mani, la testa o anche l’intero corpo. Di solito, l’operazione di tracking per applicazioni di 
Realtà Aumentata si concentrano nella determinazione di posizione ed orientamento della testa 
dell’utente. In questo caso si parla di head tracking. 
     Sono sei le tipologie di movimento che possono essere monitorati: 
1. traslazione lungo l’asse X,  
2. traslazione lungo l’asse Y, 
3. traslazione lungo l’asse Z, 
4. rotazione attorno all’asse X,  
5. rotazione attorno all’asse Y, 
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6. rotazione attorno all’asse Z. 
I movimenti indicati sono mutualmente ortogonali: ad un qualsiasi oggetto 3D asimmetrico 
possono, pertanto, essere associati sei gradi di libertà (DOFs). Questi sei valori definiscono le 
coordinate necessario per identificare in maniera univoca la posizione e l'orientamento di un 
oggetto rigido. Un tracker può monitorare tutti e sei (o solo un sottoinsieme) dei DOFs indicati. 
Inoltre, alcuni trackers possono essere settati per rilevare variazioni di una determinata variabile 
solo all’interno di un range predefinito. Ad esempio, un tracker potrebbe rilevare una variazione 
relativa alla rotazione attorno ad un asse solo nel range ±90°, o una traslazione lungo X, Y e/o Z e 
solo all'interno di una sfera di raggio un metro. 
     Il rilevamento della posizione e dell'orientamento dell’utilizzatore (o di un oggetto) viene 
effettuata mediante l'utilizzo di sorgenti di segnali e sensori in grado di intercettarli. 
 A seconda di dove sono disposte queste due componenti, i meccanismi di tracking vengono 
suddivisi in tre categorie:  
1. Inside-in: i sensori e le sorgenti si trovano entrambi sull'oggetto di cui si vuole misurare la 
posizione. Di solito questo tipo di meccanismo non è in grado di fare misurazioni assolute 
rispetto ad un sistema di riferimento esterno, ma solamente in relazione ad uno stato 
iniziale.  
2. Inside-out: i sensori sono sul corpo dell’oggetto, mentre le sorgenti sono disposte all’interno 
dell’ambiente circostante in posizioni prefissate. Questi meccanismi sono in grado di fornire 
posizioni riferite ad un sistema di riferimento assoluto.  
3. Outside-in: le sorgenti si trovano sull'oggetto, mentre i sensori sono posti in punti prefissati 
dell’ambiente circostante. Come i precedenti, anche questa tipologia di meccanismi è in 
grado di fornire coordinate assolute. Questo approccio è sicuramente il meno intrusivo, 
poiché non prevede che l'utente sia equipaggiato con sensori, che possono essere 
voluminosi e necessitare di alimentazione. 
     Esiste anche un altro metodo di suddivisione dei dispositivi di tracking che li raggruppa in due 
categorie:  
 Active-target: sistemi che includono sorgenti di segnali artificiali. Esempi di tali sistemi sono 
quelli che fanno uso di segnali magnetici, ottici, radio e acustici.  
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 Passive-target: sistemi che utilizzano l'ambiente o segnali che esistono in natura. Esempi 
sono bussole, girobussole e sistemi ottici che utilizzano markers o caratteristiche naturali 
dell'ambiente (natural features). 
La registrazione è immancabilmente affetta da errori; si può effettuare una distinzione tra:  
1) Errori statici: errori di registrazione che si manifestano indipendentemente dal movimento 
dell’utilizzatore (questa tipologia di errori di manifesta quando il punto di vista dell’utente e 
l’ambiente preso in considerazione rimangono “fermi”). Gli errori statici sono in genere dovuti 
a: 
a) distorsione ottica; 
b) errori di allineamento dovuti al tracking; 
c) discrepanze tra il modello del sistema e il sistema fisico reale; 
d) errori nei parametri geometrici di acquisizione e visualizzazione.  
2) Errori dinamici: si verificano in corrispondenza di un movimento relativo tra l’utente e 
l’ambiente e producono errori dovuti al disallineamento temporaneo tra il sistema virtuale e 
quello reale. 
     In commercio, ed in letteratura, sono presenti numerosi differenti dispositivi di tracking, le cui 
caratteristiche possono essere riassunte nelle seguenti:  
1) Risoluzione: la misura della più piccola unità spaziale che il sistema di tracciamento può 
misurare;  
2) Accuratezza: intervallo entro il quale la posizione riportata può essere considerata corretta;  
3) Reattività del sistema, cioè:  
 Frequenza di campionamento: velocità con la quale il sensore controlla i dati, 
generalmente espressa come una frequenza (Hz);  
 Data rate: quante volte viene rilevata la posizione in un secondo, espressa come una 
frequenza (Hz);  
 Update rate: velocità con cui il sistema di tracking riporta la nuova posizione calcolata al 
computer, anche questa espressa in frequenza (Hz);  
 Latenza: ritardo tra il movimento dell'oggetto o dell'utente con il sistema di tracking e il 
calcolo della nuova posizione. Viene espresso in millisecondi (ms). Generalmente questo 
ritardo deve essere inferiore ai 60 ms.  
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4) Range Operativo: misura dello spazio in cui il tracciamento riesce a funzionare. Ad esempio 
alcuni sistemi utilizzano segnali emessi da sorgenti per calcolare la posizione: più il sensore 
si allontana dalla sorgente, più il segnale ricevuto si attenua. E' quindi chiaro che esisterà 
una distanza massima oltre la quale non sarà possibile calcolare la posizione, a causa 
dell’impossibilità di captare il segnale della sorgente.  
5) Costi: i costi variano a seconda della complessità del sistema di tracking e dell'accuratezza;  
6) Trasportabilità: sono importanti anche grandezza e peso del sistema, qualora debba essere 
anche indossato dall’utente. 
     Ciascun sistema di tracking presenta delle caratteristiche peculiari in funzione della tecnologia 
impiegata. A volte una buona strategia consiste nell’integrare sistemi diversi affinché i limiti di un 
sistema vengano compensati dalle qualità dell’altro e viceversa. 
Di seguito vengono presentati cinque approcci diversi al problema del tracking: 
1. tracking inerziale; 
2. tracking acustico; 
3. tracking magnetico; 
4. tracking magnetico 
5. tracking ottico. 
4.4.1 Sistemi di tracking inerziale 
     I sistemi di tracking inerziale utilizzano giroscopi e accelerometri per determinare la posizione e 
l’orientamento nello spazio di dispositivi inerziali. Questi dispositivi si basano sul principio della 
conservazione del momento angolare: non forniscono, pertanto, una misura diretta  della posizione 
dell’oggetto, ma necessitano di una fase di elaborazione. Tale processo è soggetto al “problema 
della deriva”, che conduce alle frequenti calibrazioni dell’apparecchiatura.  
Il tracking inerziale non è influenzato da eventuali interferenze magnetiche e non pone restrizioni 
sulle dimensioni dell’ambiente di funzionamento; tuttavia questi dispositivi sono molto sensibili alle 
vibrazioni e non consentono di determinare la  posizione dell’oggetto da localizzare. Così, se è 
necessario misurare anche la posizione, occorre utilizzare un'altra tipologia di tracker. Per questo 
motivo i tracker inerziali sono spesso utilizzati in sistemi ibridi. 
     In Figura 71 si riporta un esempio di dispositivo di tracking inerziale, realizzato dalla Xsens Motion 
Technology. 
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Figura 71.Dispositivo di tracking inerziale realizzato dalla Xsens Motion Technology 
4.4.2 Sistemi di tracking acustico 
     I sistemi di tracking acustico basano il loro funzionamento sull’emissione di onde ultrasoniche 
alla frequenza di 20kHz (valore al di sopra delle frequenze riconosciute dall’apparato uditivo 
umano). Utilizzando una sola coppia di trasmettitori e ricevitori, si riesce a rilevare la distanza tra il 
punto da tracciare e un punto fisso. Per avere informazioni sulla posizione nello spazio è, pertanto, 
necessario disporre di un trasmettitore e tre ricevitori oppure tre trasmettitori ed un ricevitore; 
mentre sono necessari tre trasmettitori e tre ricevitori per stimare sia la posizione che 
l’orientamento di un oggetto nello spazio. La distanza viene calcolata utilizzando la lunghezza 
d’onda e i dati rilevati inerenti al tempo di risposta. I tracker ultrasonici sfruttano, infatti, la 
propagazione delle onde sonore per la rilevazione della posizione: il principio di funzionamento di 
questi dispositivi si basa sulla rilevazione della riflessione delle onde e della deviazione che queste 
subiscono quando un oggetto si muove al loro interno. 
I pregi principali di questi sistemi sono la leggerezza e l’insensibilità a disturbi dovuti ad interferenze 
magnetiche. Per contro, la forte sensibilità alle interferenze acustiche e la necessità di avere sempre 
la visuale libera tra trasmettitori e ricevitori ne limita l’affidabilità. 
     Un esempio di dispositivo di tracking acustico è riportato in Figura 72: si tratta di un apparecchio 
realizzato dall’azienda Intersense, l’IS-900, che utilizza un emettitore sonoro e dei dischi per 
emettere e ricevere ultrasuoni.  
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Figura 72. Dispositivo per il tracking acustico IS-900, realizzato dall’azienda Intersense. 
4.4.3 Sistemi di tracking magnetico 
     I sistemi di tracking magnetico si basano sulla misura del campo magnetico, utilizzando sia onde 
a bassa frequenza che onde pulsate. Questi dispositivi sono costituiti da un ricevitore e da un 
trasmettitore. Il trasmettitore, per generare il campo magnetico, contiene tre spire avvolte su un 
magnete. Il ricevitore a sua volta contiene tre spire nella stessa configurazione dell’emettitore. Per 
ogni ciclo di misura il ricevitore rileva, per ciascuna spira dell’emettitore, l’entità del campo 
magnetico, per un totale di nove misurazioni. I dati delle misure vengono elaborati per calcolare la 
posizione e l’orientamento del ricevitore rispetto all’emettitore. 
 Nella versione più semplice una sorgente fissa genera un campo magnetico e l’operatore indossa 
dei dispositivi in grado di provocare distorsioni all’interno di questo. La posizione dell’operatore 
viene così determinata da alcuni sensori che rilevano le variazioni di campo magnetico. Nel caso 
invece di sensori elettromagnetici la sorgente produce tre campi elettromagnetici, ognuno 
perpendicolare agli altri. Il misuratore posto sul corpo dell’utente misura l’attenuazione del campo 
(intensità e direzione) ed invia queste informazioni al calcolatore. Questo, triangolando la distanza e 
l’orientamento dei tre assi perpendicolari del misuratore relativamente ai tre campi 
elettromagnetici prodotti dalla sorgente, è in grado di determinare la corretta posizione del tracker. 
 A differenza degli altri dispositivi di tracking, i sistemi magnetici non sono sensibile a problemi di 
occlusione emettitore-ricevitore, oltre a consentire di lavorare su spazi ampi.  
I principali svantaggi connessi all’impiego di questa tecnologia riguardano la sensibilità alle 
interferenze magnetiche causate da onde radio e superfici metalliche. Inoltre l’accuratezza di 
misura diminuisce con l’aumentare della distanza.  
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     Un esempio di dispositivo magnetico è riportato in Figura 73 ed è costituito da un sottile 
ricevitore e da una unità di potenza che gestisce le misure: questo dispositivo supporta fino a 
quattro ricevitori simultaneamente.  
 
Figura 73. Dispositivo di tracking magnetico realizzato da Polhemus Frastrak 
4.4.4 Sistemi di tracking meccanico 
     I sistemi di tracking meccanico misurano gli angoli e le lunghezze tra i giunti del dispositivo ed 
utilizzano una configurazione base, come posizione iniziale, rispetto alla quale misurare i movimenti 
degli oggetti puntati. 
     Questo tipo di dispositivi si divide in due gruppi: quelli “fissi” e quelli “installati sui corpi”. Nel 
primo caso, un punto del tracciatore è fissato al terreno in una posizione nota, mentre nel secondo 
caso i dispositivi di misura sono installati su un esoscheletro. 
Questo tipo di tecnologia non è sensibile alle interferenze magnetiche e a problemi di visibilità della 
strumentazione rispetto all’unità di elaborazione. Inoltre è in grado di fornire misure precise, sia 
sulla posizione che sull’orientamento. Per contro sono sistemi piuttosto invasivi, ingombranti e 
consentono spazi di lavoro limitati.  
     Un esempio di questo tipo di tracciatori è riportato in Figura 74, il Gypsy4: si tratta di un sistema 
di tracking per il corpo umano, costituito da 43 sensori di movimento e da 17 coppie cinematiche, 
adatto a supportare il tracking multiplo. 
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Figura 74. Esempio di dispositivo di tracking meccanico: Gypsy 4. 
4.4.5 Sistemi di tracking ottico 
     I dispositivi di tracking ottico sfruttano la luce per stimare la posizione nello spazio dell’oggetto 
da “inseguire”. Risulta evidente che i dispositivi di tracking basati sulla visione artificiale siano una 
soluzione economica ed efficace per risolvere il problema del tracciamento. I sistemi di tracking di 
tipo ottico assicurano velocità di elaborazione adeguate e non pongono limiti sullo spazio di 
osservazione. 
Il vantaggio di usare la visione per la realizzazione di un sistema di localizzazione e tracciamento 
risiede sostanzialmente nella quantità di informazioni che è possibile ottenere anche senza 
l’impiego di hardware speciali e costosi, come ad esempio sensori di posizione, fra l’altro scomodi 
da posizionare sull’oggetto da tracciare. Per contro sono sensibili alla maggiore o minore visibilità 
degli oggetti da osservare e all’intensità della luce. Inoltre, estrarre informazioni affidabili e precise 
dalle immagini non è un’impresa facile e lo diventa ancor meno se dalla sequenza di immagini 
bisogna estrarre anche la terza dimensione necessaria al calcolo della posizione 3D dei soggetti 
tracciati. Le tecniche di visione 3D per effettuare misure e riconoscimento di oggetti nello spazio, 
infatti, rappresentano un argomento di ricerca attivo ed in continua evoluzione. Al crescere della 
distanza tra trasmettitore e ricevitore l’energia del raggio di luce diminuisce con il quadrato della 
distanza. Come ricevitori si possono utilizzare sensori CCD (Charged Coupled Device) o fotodiodi 
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laterali, in funzione della tipologia di dispositivi che viene utilizzato, passivo o attivo. Esempi tipici di 
dispositivi passivi sono i marker e di dispositivi attivi i led. 
     Nella categoria dei sistemi di puntamento ottici rientrano i sistemi di riconoscimento 
dell’immagine che utilizzano algoritmi di grafica computazionale per elaborare immagini, 
contenenti gli oggetti da seguire, e calcolare la loro posizione rispetto al punto di vista della camera 
sulla scena. 
     Per quanto riguarda la valutazione dell’orientamento della testa, la tecnologia ottica sfrutta 
algoritmi capaci di rilevare in un flusso video proveniente da una telecamera, allineata agli occhi 
dell’osservatore, alcuni riferimenti, denominati “markers” (riportati in Figura 75), che possono 
essere fissi o in movimento.  
 
Figura 75. Marker 
Il riconoscimento dei marker avviene tramite un processo denominato “pattern recognition”. 
Calcolando la distanza di questi riferimenti ed il loro orientamento, è possibile determinare la 
posizione relativa tra la testa dell’osservatore e i marker, fornendo così al calcolatore le 
informazioni necessarie per il posizionamento degli oggetti virtuali. 
     I tracker ottici per il riconoscimento della posizione del corpo, invece, si basano sull’utilizzo di 
telecamere che rilevano la posizione di sorgenti di luce, generalmente LED, poste sull’operatore. 
L’elaborazione in tempo reale di queste immagini acquisite permette di effettuare calcoli sullo 
spostamento. Questi sistemi utilizzano emettitori fissi e videocamere che ricevono i raggi infrarossi. 
Per individuare la posizione dell’oggetto è necessario che il computer triangoli le informazioni di 
posizione fornite dalle telecamere.  
     I tracker ottici non sono influenzati dalla presenza di altri corpi, come i metalli, e possiedono 
inoltre sia un elevato tasso di aggiornamento, che una bassa latenza. Gli emettitori devono essere 
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posizionati nella linea di vista delle telecamere, senza alcuna interposizione di oggetti all’interno del 
percorso che li congiunge. Questi dispositivi possono essere disturbati dalla presenza di altre 
sorgenti di luce ad alta intensità o di altro bagliore che potrebbe alterare la correttezza delle 
misure. 
     In semplici applicazioni di realtà aumentata, ogni singolo oggetto virtuale è associato ad uno 
specifico marker, precedentemente calibrato, e viene sovrapposto ad esso quando viene 
individuato dall'algoritmo di marker detection. In applicazioni di realtà aumentata più complesse, un 
solo marker non è sufficiente per definire un sistema di riferimento per visualizzare modelli virtuali 
all’interno della scena. Ad esempio, nel caso in cui debba essere effettuato il tracking di oggetti 
ingombranti o della posizione di una persona che si muove all'interno di un'area di grandi 
dimensioni, appare evidente come non sia possibile affidarsi ad un unico marker ben visibile, ma 
come sia, invece, necessario ricorrere ad un insieme di markers, definiti rispetto ad un’origine 
globale: in questi casi si parla di “marker field” (o “marker set”). Un esempio di “marker field” è 
mostrato in Figura 76. In questo modo gli oggetti virtuali possono essere visualizzati e collocati 
all’interno della scena nei casi in cui un marker non sia rilevabile, perché occluso o fuori dal campo 
visivo. 
 
Figura 76. Esempio di marker-field 
     L’analisi dei dispositivi di tracking finora svolta evidenzia, per ciascun sistema, limiti e qualità. 
Una scelta vincente potrebbe essere quella di combinare diversi dispositivi in modo tale che le 
caratteristiche migliori di ciascun sistema siano in grado di sopperire alle mancanze degli altri. 
Sebbene questa appaia una strategia vincente, l’integrazione di più strumenti fa crescere la 
complessità dei sistemi e, di conseguenza, rende più complicata la gestione e il controllo 
dell’applicazione.  
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     Inoltre, a volte non è possibile (o non si vuole) modificare il mondo reale per un’applicazione di 
AR. In questi casi si può ricorrere a sistemi di tracciatura markerless, basati sul riconoscimento delle 
features di alcuni oggetti di riferimento, posizionati nell’ambiente preso in considerazione. In 
letteratura sono disponibili numerosi estrattori di features sufficientemente affidabili per effettuare 
il tracking di alcuni particolari presenti nella scena, da utilizzare come marker naturali e permettere 
così il calcolo della posizione della telecamera che li inquadra. 
Le proprietà estremamente importanti per un buon feature-detector sono due: la prima è la 
ripetibilità, cioè la capacità dell'estrattore, , di rilevare le stesse features in immagini che mostrano 
lo stesso contenuto da un punto di vista poco differente. La seconda caratteristica fondamentale è 
l'invarianza dei punti rilevati alle trasformazioni (di scala e rotazionali) presenti tra le due immagini. 
Questi fattori risultano poco rilevanti quando le acquisizioni dei frame sono molto ravvicinate nel 
tempo, in quanto le trasformazioni tra le immagini sono di piccola entità, ma si dimostrano invece 
determinanti per il tracking delle features quando intercorre un lasso di tempo significativo fra due 
frame successivi. 
In Figura 77 è riportato un esempio di tracking markerless. 
 
Figura 77. Esempio di tracking markerless 
 
     Le tecnologie illustrate sono state sviluppate per ambienti chiusi, ovvero per ambiente limitati e 
facilmente controllabili. L’utilizzo dei sistemi di tracking per applicazioni in ambienti aperti avviene 
in una situazione diametralmente opposta: gli ambienti aperti sono fuori controllo e richiedono la 
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portabilità della strumentazione. A questo proposito, la nuova frontiera verso cui si sta orientando 
l’evoluzione dei sistemi di tracking è rappresentata dall’“oculometria”. 
     L’oculometria (più comunemente conosciuta col termine “eye-tracking”) è il processo di 
misurazione del punto di fissazione oculare (o del moto di un occhio) rispetto alla testa. Tali misure 
possono essere ottenute tramite un tracciatore oculare (“eye tracker”) e possono essere utilizzate 
nello studio anatomico e fisiologico dell’apparato visivo, nella linguistica cognitiva e nella 
progettazione di prodotti commerciali. Questa tecnica consente, pertanto, di determinare in 
maniera molto accurata le aree di volta in volta fissate da un soggetto, nella sua esplorazione visiva. 
Inizialmente questa tecnica è stata impiegata in ambito accademico per giungere ad una migliore 
comprensione dei meccanismi alla base della percezione visiva di un individuo. Di recente, l'eye-
tracking, spesso, viene utilizzato in combinazione con sistemi di "voice recognition", come 
alternativa ai classici dispositivi di input/output (mouse e tastiera), allo scopo di sviluppare sistemi 
uomo-macchina che non richiedano l'uso delle mani (“sistemi handless”). Questi sistemi sono per il 
momento destinati ad utenze professionali (principalmente in campo biomedico e militare), o ad 
utenze diversamente abili (soggetti che abbiano perso l'uso di entrambi gli arti superiori). 
     Attualmente questi dispositivi di l'eye-tracking trovano un ulteriore impiego in applicazioni di AR, 
permettendo all’operatore di visualizzare gli oggetti virtuali, in ogni momento, perfettamente in 
linea con il punto di fissazione oculare dell’utilizzatore.  Di recente,  Google Inc. ha immesso sul 
mercato il prodotto “Google Glass”, un paio di occhiali dotati di Realtà Aumentata, che sfruttano la 
tecnologia dell’eye-tracking (Figura 78). 
 
Figura 78. Google Glass 
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4.5 Dispositivi per l’interazione 
     Per quanto riguarda il dispositivo per l’interazione dell’operatore con il sistema AR e con i 
contenuti virtuali visualizzati, esistono ancora una volta più soluzioni. La più semplice consiste 
nell’impiego delle normali periferiche del computer, tastiera o mouse, di cui esistono delle versioni 
appositamente dedicate a questo tipo di utilizzo.  
     Le soluzioni più evolute prevedono invece l’adozione di interfacce aptiche tipiche delle 
applicazioni di VR. Un'interfaccia aptica è un dispositivo che permette di manovrare un robot, reale 
o virtuale, e di riceverne delle sensazioni tattili in risposta (retroazione o feedback). Un esempio 
potrebbe essere un joystick con ritorno di forza (force feedback), un mouse in cui la rotellina si 
blocca quando il puntatore arriva ai margini dello schermo, o il display in braille utilizzato dai non 
vedenti. 
5 I software 
     Un ruolo chiave nella realizzazione di qualsiasi applicazione AR è svolto dalla componente 
software del sistema. Le principali funzioni a cui assolve un software AR sono le seguenti: 
 gestione dei contenuti virtuali; 
 integrazione dei dispositivi impiegati. 
     La maggior parte dei programmi disponibili per applicazioni di AR è dedicata ai sistemi di tracking 
ottico a riconoscimento di marker. Installati su di un computer, tali software sono in grado di 
acquisire un flusso video da una periferica connessa al computer e visualizzarlo su di un display, sia 
esso lo schermo del computer stesso o uno dei display descritti in precedenza. Le immagini in 
ingresso vengono analizzate in tempo reale, ed i contenuti virtuali vengono presentati all’utente. 
     Questi software sono disponibili sia in versioni gratuite (sviluppate per la maggior parte in campo 
accademico e messe a disposizione tramite il web con licenze di tipo freeware), che in versioni 
commerciali. Nel seguito, a titolo di esempio, vengono descritti nel dettaglio il software “free” 
Artoolkit e il software commerciale SDK Metaio. 
5.1 Versioni freeware: ARToolkit 
     Le Artoolkit sono librerie Open Source, scritte in linguaggio C, implementate per facilitare lo 
sviluppo di applicazioni di AR in real-time. La prima versione è stata sviluppata da Dr. Hirokazu Kato 
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dell'Università di Osaka (Giappone), e successivamente supportata dal HIT Lab dell'Università di 
Washington e dal HIT Lab NZ dell'Università di Canterbury, Nuova Zelanda. 
La diffusione di queste librerie è stata agevolata dalla codifica di versioni per sistemi operativi quali 
Irix, Linux, MacOS e Windows complete di codice sorgente. 
In Figura 79 è riportato un esempio di applicazione sviluppata con le Artoolkit: al sistema di 
riferimento associato ad un marker viene associato un oggetto virtuale, realizzato in precedenza ed 
importato nell’applicazione. Il marker è costituito da un foglio di carta sul quale è stampata una 
figura quadrangolare non simmetrica. Essa è circondata da un bordo bianco che crea una forte zona 
di contrasto. Analizzando il posizionamento dei bordi del quadrato è possibile stimare il cambio di 
prospettiva, la rotazione del pattern e la distanza della camera. La figura contenuta nel quadrato 
serve ad “identificare” il marker.  
Lo sfondo del flusso video coincide con quello acquisito dalla telecamera ed è congruente con la 
percezione visiva dell’osservatore. Gli oggetti virtuali da inserire nella scena sono visualizzati 
utilizzando l’ambiente grafico delle OpenGL. 
 
Figura 79. Esempio di applicazione sviluppata con le Artoolkit 
     Le prerogative delle Artoolkit sono la semplicità e la flessibilità d'impiego: il software è in grado 
di risolvere il problema del tracking dell'osservatore utilizzando algoritmi di calcolo propri della 
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computer vision e di calcolare, in real-time, la posizione reciproca tra marker e camera, elaborando i 
fotogrammi di un flusso video.  
Gli algoritmi di calcolo implementati nelle Artoolkit sono: 
 calibrazione della camera; 
 elaborazione ed estrazione, dalle immagini digitali, delle geometrie fiduciali; 
 stima della posizione; 
 sovrapposizione di oggetti virtuali ai fotogrammi digitali. 
     È disponibile anche una versione estesa del codice ARToolkit, denominata ARToolkitPlus, che 
aggiunge alcune importanti features al software precedente. ARToolkitPlus è stato sviluppato 
internamente all’Università di Gratz, come parte di un progetto di nome “Hand Held AR Project”, ed 
è stato rilasciato a seguito delle molte richieste, pur mantenendo come utilizzatore-target 
programmatori C++ esperti. 
Le features che ARToolkitPlus aggiunge sono: 
 API (Application Program Interface) C++; 
 ID-Encoded Markers; 
 Supporto per un numero maggiore di formati immagine; 
 Spessore bordo nero interno variabile; 
 Ottimizzazioni per device portatili (cellulari, PDA, ecc.); 
 Supporto ai file di calibrazione della MATLAB Calibration toolbox; 
 Correzione automatica dell’esposizione in scene molto scure; 
 Tools: generazione di pattern file, calibrazione camera. 
5.2 Versioni commerciali: Unifeye SDK 
     Il Software Unifeye ® Development Kit (SDK) permette agli sviluppatori di mettere in atto la loro 
personale applicazione di Augmented Reality utilizzando la piattaforma tecnologica Unifeye. 
L’interfaccia professionale di sviluppo, riportata in Figura 80, consente la pianificazione e 
l’implementazione di applicazioni HTML e .NET per la piattaforma Microsoft Windows ®. Poiché 
vengono utilizzate tecnologie software e hardware standard, non ci sono limiti per il possibile 
campo di applicazione o per i potenziali scenari di personalizzazione. 
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Figura 80. Interfaccia del software Unifeye SDK 
 
Unifeye SDK garantisce un rapido e facile accesso a una moltitudine di funzioni a partire dal campo 
della calibrazione, tracking, visualizzazione e interazione. Un utile set di strumenti rende il progetto 
da sviluppare più facile da progettare e realizzare. Inoltre, l'SDK contiene anche una interfaccia 
utente grafica (GUI) facile da usare, con cui si può testare il primo prototipo di applicazione con 
pochi clic. 
Al fine di contemplare una vasta gamma di esigenze di sviluppo, l'SDK Unifeye ® dispone di una serie 
di diverse configurazioni e opzioni, come il tracking multiplo e diverse tecnologie di rendering. 
Unifeye SDK supporta i seguenti sistemi di tracking: 
 Marker tracking: 
 IR tracking 
 ART tracking 
 FARO measurement Arm tracking 
 Sony Pan Tilt Zoom camera tracking 
 Inertial sensor tracking 
 Markerless tracking 
Il software Unifeye SDK presenta le seguenti caratteristiche: 
1. interfaccia di sviluppo professionale della piattaforma tecnologica Unifeye; 
2. sviluppo di applicazioni .NET e HTML per Microsoft Windows ®; 
3. semplice, rapido accesso alle tecnologie e funzioni; 
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4. possibilità di creare un modulo di configurazione su misura per le proprie esigenze; 
5. utilizzo di una vasta gamma di tecnologie di tracking e rendering; 
6. l'interfaccia di interazione più completa per tecnologie AR attualmente disponibili; 
7. la configurazione modulare e la tecnologia ActiveX rendono possibile combinare; 
8. individualmente unità funzionali necessarie; 
9. utilizzo in tempo reale su sistemi PC standard. 
6  Campi di applicazione  
     I campi di applicazioni della AR sono molteplici: grazie alla peculiare caratteristica di arricchire il 
contenuto informativo dell’utente, la AR permette, infatti, un notevole miglioramento della qualità 
e dell’efficacia dell’interazione uomo-macchina. 
Nel seguito, sono brevemente descritti alcuni casi applicativi . 
6.1 Turismo e viaggi 
     Le applicazioni di AR, basate sulla geolocalizzazione, possono guidare i turisti nelle loro vacanze. 
Un sistema già in uso, ma non l’unico disponibile, è Wikitude.  
     Wikitude è un'applicazione per smartphone, che consente di effettuare ricerche basate sulla 
posizione geografica dell'utente, consentendo di visualizzare i risultati direttamente sul display del 
telefonino. Tra i dati a cui è possibile accedere vi sono nomi di località, descrizioni, foto prelevati da 
un database in continua crescita (si appoggia a Panoramio e Wikipedia) di oltre 350.000 luoghi.  
Un esempio del risultato ottenuto tramite l’applicazione di Wikitude è riportato in Figura 81. 
 
Figura 81.Wikitude 
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In questo modo è possibile utilizzare la Realtà Aumentata non solo per guidare un turista verso una 
particolare destinazione, ma anche per visualizzare informazioni.  
Invece di avere informazioni (storiche e non) con una guida turistica cartacea, il turista può 
visualizzarle sul proprio smartphone mentre sta guardando l'edificio o il luogo d'interesse.  
Ad esempio il Touring Machine della Columbia University (Figura 82) permette di guidare un turista 
all'interno del campus universitario e di ottenere informazioni 3D relative ad un certo edificio su un 
HMD. 
 
Figura 82. Touring Machine della Columbia University 
6.2 Medicina  
     La realtà aumentata nel campo della medicina può supportare il lavoro dei chirurghi in fase di 
studio di un intervento su un paziente. Mediante sensori come il Magnetic Resonance Imaging 
(MRI) o il Computed Tomography scan (CT) è, infatti, possibile ottenere immagini tridimensionali del 
paziente. Queste immagini, visualizzate su un display HMD, possono essere allineate e sovrapposte 
alla vista reale del paziente. Un esempio di applicazione AR in campo medico è riportata in Figura 
83.  
Questo risulta utile in caso di un intervento di chirurgia mini-invasiva, perché consente al chirurgo di 
avere una vista interna del corpo mediante immagini tridimensionali sovrapposte a quelle reali, 
senza la necessità di ricorrere a profonde incisioni. Infatti, le tecniche di chirurgia mini-invasiva 
(tecniche laparoscopiche, etc.) permettono l'effettuazione di procedure complesse riducendo al 
minimo incisioni e traumi al paziente. Una delle difficoltà maggiori nell'applicazione di tali tecniche, 
consiste nella ridotta visione degli organi, ed è qui che può intervenire la AR arricchendo 
virtualmente la realtà con elementi addizionali grafici e/o testuali quali visioni 3D di organi ricavate 
dalla diagnostica per immagini, elaborati e sincronizzati dal computer. 
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Figura 83.Applicazione della AR in Neurochirurgia 
 
Inoltre, la Realtà Aumentata in medicina può essere usata per simulare un intervento e quindi 
servire da addestramento al chirurgo. In questo ambito le immagini 3D del paziente sono  elaborate 
dal computer e, in seguito, utilizzate per pianificare interventi.  
I medici possono utilizzare la Realtà Aumentata anche durante il loro giro di visita ai pazienti, 
visualizzando informazioni su di essi direttamente su un display invece di leggere le cartelle cliniche. 
 
6.3 Archeologia e Architettura  
     La realtà aumentata, in questo ambito, può essere utilizzata per visualizzare in modo 
tridimensionale, nella realtà, i progetti di edifici o ponti che verranno poi costruiti in un particolare 
sito, oppure per ricostruire siti archeologici o per visualizzare antichi edifici nella loro locazione 
originale. Un esempio è rappresentato dal progetto ARCHEOGUIDE sponsorizzato dalla comunità 
europea che permette di ricostruire siti archeologici, ricostruendo in 3D gli edifici mancanti e 
visualizzando le parti mancanti di un manufatto su un HMD (Figura 84). 
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Figura 84. ARCHEOGUIDE 
6.4 Intrattenimento  
     La AR può essere utilizzata poi per combinare attori reali con ambienti virtuali, riducendo così i 
costi di produzione di un film. L'attore si muove davanti ad un grande schermo blu, mentre una 
telecamera mobile registra la scena. Poiché la posizione della telecamera in ogni istante è nota, così 
come la posizione dell'attore, è possibile allora far muovere l'attore in un ambiente 3D o 
sovrapporre all’attore immagini virtuali, come mostrato in Figura 85.  
 
Figura 85. AR applicata alla realizzazione di film 
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     Anche i videogames possono far uso della Realtà Aumentata: esempi sono ARQuake, sviluppato 
dal Wereable Computer Lab della University of South Australia che permette di combattere contro 
mostri virtuali camminando in un ambiente reale, oppure The Eye Of Judgement per Sony 
Playstation 3, mostrato in Figura 86. 
 
Figura 86. The Eye of Judgement: esempio di grafica 
6.5 Campo Militare  
     La Realtà Aumentata, così come per molte altre tecnologie, ha avuto un rapido sviluppo 
tecnologico grazie all’interesse della ricerca nel campo militare.  
I piloti dei caccia, ad esempio, utilizzano AR nei propri caschi, per avere informazioni sulla missione 
in tempo reale, senza dover distogliere lo sguardo dalla guida del velivolo, come mostrato in Figura 
87.  
 
Figura 87.Applicazione AR in campo militare 
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     Molte missioni militari hanno luogo in territori sconosciuti ai soldati. La Realtà Aumentata può 
essere utilizzata per mostrare una mappa tridimensionale del campo di battaglia, fornendo 
informazioni aggiuntive, come, ad esempio, nomi delle strade, posizione di edifici strategici 
(ospedale, stazione di comunicazione), la posizione dei soldati nemici, il tutto senza distogliere il 
soldato dalla vista reale dell'ambiente ed evitare quindi situazioni pericolose per la propria vita, 
come mostrato in Figura 88. 
 
 
Figura 88.Applicazione AR in campo militare 
 
6.6 Arredamento 
     Le applicazioni AR di questo tipo consentono di visualizzare una stanza corredata degli oggetti di 
arredamento di interesse, per avere un diretto feed-back.  
IKEA ha sviluppato una soluzione di tipo Mobile Augmented Reality. L'applicazione, denominata 
Portable Interior Planner, contiene un database di immagini della linea di mobili IKEA; il cliente 
seleziona il prodotto per il quale ha mostrato interesse e clicca sul tasto “Take a Picture", poi, 
puntando la fotocamera del cellulare nell'area della stanza dove il cliente vorrebbe posizionare la 
mobilia, appare sullo schermo del cellulare l'immagine della stanza con l'arredamento IKEA 
scelto,come mostrato in Figura 89. Gli oggetti di arredo possono essere ingranditi o ridimensionati. 
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Figura 89. Portable Interior Planner by IKEA 
6.7 Design ingegneristico 
     L’utilizzo di una tecnologia di Augmented Reality in questo campo può far superare i limiti 
imposti dall’impiego di dispositivi di input 2D nella realizzazione di sketch e modelli di curve o 
superfici tridimensionali. Di fatto, utilizzando ad esempio semplici occhiali AR semi-trasparenti 
(come mostrato in Figura 90), è possibile ottenere un livello di rappresentazione intuitiva e in real-
time di oggetti 3D durante le fasi di progettazione (design), dove il lavoro dell’utente è facilitato 
dalla comparsa di immagini, materiali e annotazioni virtuali di supporto che “aumentano” la scena 
reale. 
 
Figura 90. Applicazione AR in ambito di design ingegneristico 
6.8 Vendita e Marketing 
     Per incrementare le vendite, si stanno elaborando diverse applicazioni: tra queste, la più famosa 
applicazione di marketing interattivo riguardante la moda, è Fashionista di Zugara, agenzia 
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pubblicitaria specializzata nel campo. Fashionista, fa parte di alcune applicazioni AR che 
“arricchiscono” l’esperienza dello shopping on-line e che valorizzano il brand dell'azienda. 
l'applicazione permette all'utente di indossare virtualmente articoli di abbigliamento e vedere, 
quindi, come calzano, come mostrato in Figura 91. 
 
Figura 91. Fashionista by Zugara 
     La società Holition ha, invece, messo a punto una tecnologia di AR che permette di provare 
virtualmente i suoi prodotti. Ad esempio, è possibile provare i gioielli presenti nel catalogo: è 
sufficiente stampare un marker, scaricare l'applicazione, controllare che la webcam sia accesa e 
seguire le istruzioni on-screen, come mostrato in Figura 92. 
 
Figura 92. Applicazione AR di Holition 
7 Problematiche dell’interazione uomo-macchina  
     I principali limiti al realismo delle applicazioni di Realtà Virtuale ed Aumentata sono legati al 
ritardo nella risposta alle azioni degli utenti ed alla non corretta sincronizzazione degli eventi. Le 
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cause di questi effetti indesiderati sono da imputare al ritardo dei componenti e dell'architettura 
nel suo complesso. A questo proposito, è possibile effettuare la seguente classificazione [34]:  
 ritardo del sensore: tempo che intercorre tra l'azione dell'utente e il segnale di uscita dal 
sensore;  
 ritardo della rete: ritardi dovuti al trasporto del segnale;  
 ritardo computazionale: ritardo legato al calcolo degli algoritmi;  
 ritardo di rendering: tempo trascorso per generare la grafica/audio dal motore di rendering;  
 ritardo di sincronizzazione: il tempo in cui i dati sono in attesa prima di essere processati;  
 ritardo del sistema operativo: non tutti i sistemi operativi sono adatti per applicazioni real-
time, poiché l'esecuzione del codice può essere ritardata a causa di altri thread del sistema 
operativo;  
 ritardo del display: tempo che intercorre tra il segnale di input e la visualizzazione o reazione 
dell'attuatore.  
Il tempo complessivo tra l'intervento da parte dell'utente e la risposta del sistema è definito 
“latenza end-to-end”.  
Esistono in letteratura molti studi sul ritardo ammissibile in ambienti di realtà virtuale e aumentata. 
Per un feedback visivo di un movimento della mano, la latenza end-to-end deve essere al massimo 
di 100 ms, altrimenti causa nell'operatore movimenti lenti, prudenti e imprecisi[].  
Molti studi sull’argomento sono stati effettuati utilizzando un HMD (Head Mounted Display) in una 
stanza chiusa[]. Si è osservato che: 
 ritardi nella risposta compresi tra i 100 ms e i 200 ms portano a una percezione instabile 
dell'ambiente 
 una latenza di 50 ms provoca negli utenti una sensazione soggettiva di “mancata 
interazione” all'interno dell'ambiente,  
 una latenza di 90 ms provoca un aumento statistico del ritmo cardiaco 
 latenze superiori ai 120 ms risultano inaccettabili.  
Per quanto riguarda invece il frame rate, si consiglia almeno il valore di 10 fps per fornire all'utente 
un'esperienza coinvolgente, anche se è auspicabile che il flusso di immagini abbia una frequenza 
attorno ai 20 fps, in modo che l'occhio umano possa percepire un flusso video fluido[]. 
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Capitolo 5 
 
Un caso sperimentale 
     L’obiettivo del presente lavoro di tesi, come già anticipato nei capitoli precedenti, è definire un 
ambiente di lavoro, in cui per l’operatore sia impossibile (o quasi) commettere errori. A questo 
scopo è stato realizzato un banco di montaggio che, tramite il supporto delle tecnologia della Realtà 
Aumentata, sia in grado di guidare l’operatore nello svolgimento delle sue mansioni, reagendo in 
maniera tempestiva al presentarsi di un errore. 
L’applicazione AR è tata realizzata tramite l’utilizzo del software Unifeye-SDK METAIO. 
     La rilevazione dell’errore è stata realizzata tramite l’installazione di un sensore di forza al di sotto 
del banco di montaggio. Il sensore consente di monitorare le operazioni eseguite dall’utente: il 
segnale in output dal dispositivo viene elaborato da un calcolatore, che dal confronto con un 
segnale di riferimento, è in grado di determinare se l’operazione è stata portata a termine in modo 
corretto o se è sopraggiunto un errore. 
La Realtà Aumentata guida, passo dopo passo, l’operatore nello svolgimento delle sue mansioni, 
segnalando eventuali errori e “suggerendo” le azioni correttive da mettere in pratica per 
l’eliminazione dei difetti. 
     A questo scopo è stato necessario portare avanti un’analisi approfondita di diversi aspetti legati 
alla procedura di assemblaggio, come la sequenza d’esecuzione delle operazioni, le istruzioni da 
impartire agli operatori, la scelta degli strumenti da utilizzare e la creazione dello scenario in 
laboratorio. 
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1 Descrizione della stazione di montaggio 
1.1 Descrizione del banco di montaggio 
     Il banco di montaggio, mostrato in Figura 93, è stata realizzato all’interno del laboratorio SIP, nel 
dipartimento di Ingegneria dell’Energia, dei Sistemi, del Territorio e delle Comunicazioni 
dell’Università degli Studi di Pisa. 
La postazione è stata realizzata a fine sperimentale e, ad oggi, non trova applicazione in alcuna 
organizzazione reale.   
 
 
 
Figura 93. Banco di montaggio 
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Il banco di montaggio è stato realizzato nel modo seguente:  
 è stato realizzato un piano di montaggio in compensato; 
 al di sotto del piano di montaggio è stato fissato un sensore di forza in posizione centrale; 
 4 box (contenenti i tre oggetti e le viti necessarie per l’assemblaggio del complessivo) 
vengono fissati  al di sopra del piano di compensato, in modo da risultare posizionati 
simmetricamente rispetto all’asse x del sensore e nel semipiano delle ascisse negative (si 
rimanda alla Figura 94 per una più chiara visione della direzione degli assi); 
 il piano di lavoro è stato dotato di un’area adibita allo stoccaggio degli utensili; 
 una griglia forata viene fissata al di sopra del piano di compensato e posizionata nella parte 
di piano corrispondente al semipiano positivo delle ascisse; 
 sono stati uniti cinque profilati per realizzare una struttura di supporto su cui posizionare la 
telecamera necessaria alla rilevazione delle immagini reali per l’applicazione AR; 
 sulla struttura di supporto sono posizionate due lampade a intensità regolabile, per 
garantire un livello di illuminazione appropriato della postazione di lavoro; 
 è stato fissato un monitor accanto alla postazione di lavoro, su cui visualizzare la procedura 
AR implementata. 
 
Le posizione occupate dai contenitori e dalla griglia forata sono tali da non occupare il punto di 
origine degli assi del sensore: se così non fosse, il sensore non sarebbe in grado di rilevare valori 
relativi ai momento applicato, perché in tal caso il braccio della forza risulta nullo. 
In Figura 94 viene riportata una vista dall’alto e laterale del piano di lavoro. 
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Figura 94.Piano di lavoro: vista dall’alto e vista laterale 
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     La postazione è stata utilizzata per simulare lo svolgimento di un’attività di assemblaggio 
manuale, allo scopo di permettere l’analisi di operazioni basilari come il sollevamento, il 
posizionamento e l’avvitatura dei diversi componenti del complessivo.  
Per la simulazione del processo è stato preso in considerazione un assieme, riportato in Figura 95, 
costituito da tre componenti, indicati come: 
 oggetto 1; 
 oggetto 3; 
 oggetto 4. 
 
Figura 95. Assieme utilizzato nella simulazione del processo di montaggio 
Ciascuno dei componenti indicati è identificato tramite una lettera (nello specifico “a” e  “b”) e 
ciascuna superficie di ciascuno degli oggetti da assemblare riporta una sigla identificativa, 
necessaria ai fini della definizione della posizione e dell’orientamento dell’oggetto durante il 
montaggio. In Figura 96 è riportata una rappresentazione dei componenti dell’assieme completa di 
tutte le indicazioni appena descritte. 
Nello specifico all’interno del banco di assemblaggio sono a disposizione dell’operatore i seguenti 
componenti: 
 oggetto 1: due unità; 
 oggetto 3: due unità; 
 oggetto 4: due unità; 
 viti: cinque unità. 
OGGETTO 4 
OGGETTO 3 
OGGETTO 1 
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Figura 96. Componenti 
Oggetto 1 
Oggetto 3 
Oggetto 4 
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1.2 Descrizione del processo di montaggio 
 
     Il processo di montaggio considerato è composto da quattro step: 
1. posizionamento dell’oggetto 1 sulla piastra forata; 
2. fissaggio dell’oggetto 1 sulla piastra forata; 
3. posizionamento dell’oggetto 3; 
4. posizionamento dell’oggetto 4. 
 
Il montaggio viene considerato corretto quando gli elementi risultano posizionati come mostrato in 
Figura 97. 
 
 
Figura 97. Configurazione di montaggio "corretta" 
 
In Figura 97 sono riportati anche la posizione relativa dell’operatore e l’orientamento della terna 
cartesiana di riferimento.  
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Le operazioni elementari che l’operatore deve svolgere per realizzare un corretto assemblaggio del 
complessivo sono le seguenti: 
1. L’operatore preleva l’oggetto 1 dal box 1 (Figura 98).  
 
Figura 98. Prelievo oggetto 1 
2. L’operatore appoggia l’oggetto 1 sulla piastra forata presente all’interno del banco di 
montaggio (Figura 99). 
 
Figura 99. Posizionamento oggetto 1 
La posizione è corretta quando: 
 i fori dell’oggetto si trovano in corrispondenza dei fori C13, H8, H13 ; 
 il pezzo viene poggiato sulla faccia   e presenta la faccia    rivolta verso l’alto; 
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 Il pezzo è posizionato con il lato La rivolto verso l’operatore. 
 
3. L’operatore preleva una vite dal box 2 (Figura 100). 
 
Figura 100. Prelievo vite 
4. La vite  viene inserita manualmente in uno dei fori presenti sull’oggetto 1 (Figura 101). 
 
Figura 101. Posizionamento vite 
Ai fini di un corretto montaggio è necessario rispettare le seguenti indicazioni: 
 si inserisce la vite nel foro C13 (o H8); 
 si inserisce la vite in H8 (o C13); 
 si inserisce la vite in H13. 
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Ciascuno dei posizionamenti indicati viene effettuato immediatamente dopo il sollevamento 
di ciascuna vite: pertanto dopo che una vite è stata inserita in uno dei fori indicati, è 
necessario prelevare un’altra vite (step 4) per poter proseguire. 
 
5. Viene prelevato l’utensile (brugola di diametro 5mm) dal box utensili (Figura 102). 
 
 
Figura 102. Prelievo utensile 
 
6. L’operatore effettua il pre-serraggio delle viti nello stesso ordine con cui queste sono state 
inserite nei fori dell’oggetto 1 (Figura 103). 
 
 
Figura 103. Pre-serraggio vite 
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7. L’operatore effettua il serraggio delle viti nello stesso ordine con cui queste sono state 
inserite nei fori dell’oggetto. 
 
8. L’operatore preleva l’oggetto 3 dal box 3 (Figura104). 
 
 
Figura 104. Prelievo oggetto 3 
 
9. L’operatore posiziona l’oggetto 3  all’interno della cava presente sull’oggetto 1 (Figura 105). 
 
 
Figura 105. Posizionamento oggetto 3 
La posizione corretta in cui deve essere posizionato l’oggetto 3 prevede : 
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 l’oggetto 3 è poggia sull’oggetto 1 con la faccia    (la faccia    è rivolta verso l’alto);  
 l’oggetto 3 presenta il lato La rivolto verso l’operatore. 
 
10. L’operatore preleva l’oggetto 4 dal box 4 (Figura 106). 
 
 
Figura 106. Prelievo oggetto 4 
 
11. L’operatore posiziona l’oggetto 4 all’interno della cava presente sull’oggetto 3, esercitando 
una pressione tale da assicurare l’inserimento dell’oggetto 4 nella sua sede (Figura 107). 
 
Figura 107. Posizionamento oggetto 4 
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     Il processo appena descritto è rappresentato nel flowchart riportato in Appendice A. A titolo di 
esempio, in Figura 108 è riportata una sezione del flowchart relativa al prelievo e al posizionamento 
dell’oggetto 1. 
 
Figura 108. Flowchart: "prelievo e posiionemento oggetto 1" 
Il diagramma rappresenta la successione delle operazioni da compiere per portare a termine 
l’assemblaggio del complessivo considerato. Il flowchart non è costituito da una mera sequenza di 
operazioni, ma include punti decisionali, ritorni al passo precedente, possibilità di seguire vie 
alternative, etc. 
In questo modo è, quindi, possibile prendere in considerazione il maggior numero di situazioni 
possibili che l’utente si troverà a fronteggiare.. 
2 Definizione degli errori di montaggio 
     Osservando le parti coinvolte nel processo di assemblaggio descritto nel paragrafo 1.2, si nota 
come i fattori rilevanti ai fini della “buona riuscita” del montaggio del complessivo, siano: 
1. posizionamento dell’oggetto nell’area di lavoro; 
2. orientamento dell’oggetto nell’area di lavoro. 
     Un’operazione corretta può essere effettuata in diversi modi: tutte queste modalità di 
esecuzione rientrano in un insieme denominato “insieme dei modi corretti”. 
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     Si consideri a titolo di esempio l’operazione “prelievo dell’oggetto 1”: l’esecuzione di questa 
operazione è considerata “corretta”, ogni volta che l’oggetto 1 viene prelevato dal contenitore 1, 
indipendentemente dalla posizione dell’oggetto all’interno del box. 
     Gli errori più probabili associati a un’operazione corretta rientrano in un insieme denominato 
“insieme dei probabili errori”:  ad esempio, l’insieme dei probabili errori relativo all’operazione 
“prelievo oggetto 1”, è composto dalle seguenti attività, mostrate in Figura 109: 
 prelievo di una vite dal box 2; 
 prelievo dell’oggetto 3 dal box 3; 
 prelievo dell’oggetto 4 dal box 4. 
 
 
Figura 109. “Insieme dei probabili errori” associati all’operazione prelievo dell’oggetto 1 
Inoltre, alla luce di quanto detto finora, è evidente come un errore possa manifestarsi in varie 
modalità: in questo caso si parla di “insieme dei modi errati”. Nel caso dell’operazione “prelievo 
dell’oggetto 1”, l’insieme dei probabili errori è costituito dal prelievo di qualsiasi altro oggetto 
presente sulla postazione di montaggio, ovvero dalla presa di una vite, dell’oggetto 3  o dell’oggetto 
4. Ciascuno di questi oggetti può assumere diversi posizioni all’interno del box in cui è contenuto: il 
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prelievo  di una vite, dell’oggetto 3 o dell’oggetto 4, in una delle diverse posizioni in cui sono 
contenuti nei rispettivi box, rappresenta l’insieme dei modi errati. 
     La tabella seguente (Tabella 1) riporta un elenco di tutti i possibili errori associati al processo di 
montaggio considerato. 
Tabella 1. Classificazione degli errori  
Operazione di montaggio 
Sigla di 
identificazione 
dell’errore 
Descrizione dell’Errore 
Prelievo oggetto 1 
   Prelievo di una vite dal box 2 
   Prelievo dell’oggetto 3 dal box 3 
   Prelievo dell’oggetto 4 dal box 4 
Posizionamento oggetto 1 
1.1 Oggetto 1 posizionato troppo in BASSO 
1.2 Oggetto 1 posizionato troppo in ALTO 
1.3 Oggetto 1 posizionato troppo a DESTRA 
1.4 Oggetto 1 posizionato troppo a SINISTRA 
1.5 Faccia errata (  ) rivolta verso l’operatore 
1.6 Faccia errata (  ) rivolta verso l’operatore 
1.7 Faccia errata (  ) rivolta verso l’operatore 
1.8 Faccia errata (  ) rivolta verso l’operatore 
Prelievo vite 
   Prelievo dell’oggetto 1 dal box 1 
   Prelievo dell’oggetto 3 dal box 3 
   Prelievo dell’oggetto 4 dal box 4 
Posizionamento manuale vite in 
C13  
2.1 Vite inserita in H13 
2.2 Vite inserita in H8 
Posizionamento manuale vite in 
H8 
2.3 Vite inserita in H13 
Posizionamento manuale vite in 
H13 
 
 
Pre-serraggio viti 
2.4 
Serraggio troppo “stretto”: intensità eccessiva 
della coppia applicata 
2.5 Sequenza di avvitatura errata 
Serraggio viti 
2.6 
Serraggio troppo “stretto”: intensità eccessiva 
della coppia applicata 
2.7 Sequenza di avvitatura errata 
Prelievo oggetto 3 
   Prelievo dell’oggetto 1 dal box 1 
   Prelievo di una vite dal box 2 
   Prelievo dell’oggetto 4 dal box 4 
Posizionamento oggetto 3 3.1 Faccia errata (  ) rivolta verso l’operatore 
Prelievo oggetto 4 
   Prelievo dell’oggetto 1 dal box 1 
   Prelievo di una vite dal box 2 
   Prelievo dell’oggetto 3 dal box 3 
Posizionamento oggetto 4 4.1 
Oggetto 4 non inserito nella sede: pressione 
esercitata insufficiente 
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Nello specifico la Tabella 1 descrive gli errori che un operatore può commettere durante lo 
svolgimento dell’assemblaggio del complessivo nel caso in cui si assuma che la sequenza “corretta” 
di posizionamento e serraggio delle viti sia C13- H8-H13. Tuttavia il fissaggio tramite avvitatura 
dell’oggetto 1 sulla piastra forata può essere eseguito anche nella sequenza H8-C13-H13: la tabella 
relativa al caso appena descritto è riportata in Appendice B. 
Inoltre è possibile che l’operatore durante l’esecuzione dell’operazione “posizionamento oggetto 1” 
non si limiti a commettere solo uno degli errori indicati: dalle simulazioni del processo realizzate è 
emerso come spesso l’errore commesso nel  posizionamento dell’oggetto 1 sia il risultato della 
combinazione di due (se non tre) degli errori descritti in Tabella 1. In Appendice B è riportata, 
pertanto, anche una classificazione completa degli errori associati all’attività “posizionamento 
oggetto 1” . 
     La postazione di montaggio in analisi è dotata di un sistema di rilevazione dell’errore, che 
consente di monitorare lo svolgimento delle attività eseguite dall’operatore, a partire dalle 
rilevazioni ottenute tramite un sensore di forza.  
     L’efficacia di un sistema basato sull’impiego di un sensore di forza ai fini del monitoraggio di un 
processo di assemblaggio è già stato oggetto di studio: questo lavoro di tesi prende a riferimento 
quanto emerso dalle prove sperimentali oggetto del lavoro di tesi “Studio preliminare sull’impiego 
di un sensore di forza per individuare gli errori di montaggio sulle linee di produzione” [50], 
sviluppato sempre all’interno del laboratorio SIP, nella facoltà di Ingegneria dell’Università degli 
Studi di Pisa. Questo lavoro puntava a testare l’efficacia di un sensore di forza nella rilevazione degli 
errori di montaggio: a questo scopo, sono state effettuate una serie di prove utilizzando il 
complessivo, descritti nel paragrafo 1.2.  
Nello specifico sono stati misurati i valori di forze e momenti applicati durante lo svolgimento delle 
operazioni di assemblaggio del complessivo: le rilevazioni hanno avuto per oggetto sia le operazioni 
portate a termine in modo corretto, sia gli errori che possono essere commessi dall’operatore. In 
questo modo è stato possibile definire: 
 una regola di identificazione, che permetta di determinare con chiarezza se l’operazione è 
eseguita in maniera “corretta” o “errata”; 
 una regola di identificazione che, in caso di “azione errata”, permetta di determinare con 
chiarezza che tipo di errore è stato commesso; 
 determinare l’efficacia del sensore nel discriminare un’azione “corretta” da un errore. 
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Per discriminare un “errore” da un’ “azione corretta” è necessario che, almeno un range dei valori 
caratteristici3 assunti da una variabile in caso di “azione corretta”, sia distinto4 dal range rilevato in 
caso di errore.  
     Dagli studi effettuati è emerso che il sensore rappresenta uno strumento di monitoraggio 
affidabile per la maggior parte delle attività analizzate; gli errori che non possono essere individuati 
utilizzando esclusivamente il sensore come strumento di monitoraggio sono i seguenti: 
 “posizionamento dell’oggetto 1 sulla piastra forata” nelle posizioni 17, 20, 22 e 24 illustrate 
in Tabella 3 in Appendice B; 
  “fissaggio dell’oggetto 1 sulla piastra forata”, secondo una sequenza di avvitatura diversa 
da quella indicata come corretta nel paragrafo 1.2; 
 “posizionamento dell’oggetto 3 nella cava presente sull’oggetto1 ”: in questo caso il sensore 
non è in grado di distinguere il posizionamento corretto e quelli errati. 
3 Descrizione dell’applicazione di AR 
     Dopo aver analizzato attentamente i singoli passi di ogni procedura e aver individuato tutti i 
possibili errori associati alle diverse operazioni descritte nel flowchart, è opportuno determinare  
quali istruzioni fornire all’operatore per portare a termine il montaggio in modo corretto e sicuro. 
La postazione di montaggio in analisi è dotata di un sistema di rilevazione dell’errore, che consente 
di monitorare lo svolgimento delle attività eseguite dall’operatore, a partire dalle rilevazioni 
ottenute tramite un sensore di forza.  
Le operazioni dell’operatore sono guidate, passo dopo passo, da un applicazione che sfrutta la 
tecnologia AR: l’applicazione di AR mostra all’operatore quali azioni effettuare e come eseguirle per 
portare correttamente a termine il processo di montaggio considerato. Nel momento in cui il 
sensore rileva un errore, il calcolatore modifica il flusso della procedura AR in modo tale da 
mostrare all’operatore le azioni da mettere in atto per correggere l’errore commesso. In questa 
sede, l’attenzione è stata focalizzata sullo sviluppo dell’applicazione di AR: non sono, pertanto, stati 
presi in esame tutti quegli aspetti legati alla programmazione della componente software del 
sistema.  
                                                          
3
 Intervallo in cui ricadono valor massimo, minimo e medio della variabile, valutato tramite tre rilevazioni effettuate per 
ciascun “modo corretto” di una operazione elementare (o “modo errato” se ci si riferisce a “errori probabili”). 
 
4
 Un range è distinto da un altro se i due non si intersecano e non sono compresi l’uno nell’altro. 
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Lo sviluppo dell’applicazione è stata portata avanti nel modo seguente:  
1. definizione dei contenuti virtuali e testuali da associare a ciascuna operazione;  
2. posizionamento dei markers all’interno della postazione di lavoro e impostazione del 
Multiple Marker;  
3. creazione dei contenuti virtuali;  
4. implementazione della procedura AR.  
    Per la realizzazione di un’applicazione AR, da applicare ai fini del supporto del processo di 
montaggio preso in considerazione, è stato scelto il software Unifeye ® Development Kit (SDK), 
prodotto dall’azienda Metaio. 
3.1 l software “Unifeye SDK - METAIO” 
     Per la realizzazione di un’applicazione AR, da applicare ai fini del supporto del processo di 
montaggio preso in considerazione, è stato scelto il software Unifeye ® Development Kit (SDK), 
prodotto dall’azienda Metaio. In Figura 110 è riportata l’interfaccia del software Unifeye-SDK, 
Metaio. 
 
 
Figura 110. Interfacca Unifeye-SDK 
 
     L’interfaccia utente del software è strutturata nel modo seguente: 
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 la parte centrale dell’interfaccia utente è occupata dal flusso video registrato dalla 
telecamera; 
 la parte superiore è occupata dai diversi menu a disposizione dell’utente; 
 la parte destra è occupata dagli strumenti che consentono l’associazione dei contenuti 
virtuali al sistema di tracciatura scelto;  
 la parte inferiore dell’interfaccia è dedicata ai sistemi a disposizione dell’utente per la 
cattura di video e immagini. 
In Figura 111 è riportata un’immagine che illustra l’interfaccia software. 
 
 
 
 
 
Figura 111. Dettagli interfaccia Unifeye-SDK 
3.2 Definizione dei contenuti virtuali e testuali da associare a ciascuna 
operazione 
     La scelta della tipologia di istruzioni da fornire all’operatore in relazione al processo considerato, 
richiede un’analisi approfondita: l’operatore deve avere abbastanza elementi per capire cosa fare, 
ma la sua visuale deve essere impegnata in maniera ragionevole dai contenuti virtuali, in modo da 
permettergli di vedere l’ambiente reale. In pratica, è necessario risolvere il trade-off tra 
completezza dell’istruzione e spazio occupato dai contenuti.     La disposizione dei contenuti deve 
MENÙ A 
DISPOSIZIONE 
DELL’UTENTE 
SISTEMI PER LA 
CATTURA DI 
VIDEO/IMMAGINI 
STRUMENTI  PER 
L’INSERIMENTO 
DEI CONTENUTI 
VIRTUALI 
FLUSSO VIDEO 
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essere tale da permetterne una chiara interpretazione da parte dell’utente, senza però limitare la 
visione dell’ambiente circostante. È necessario determinare la disposizione ottimale di tutti 
contenuti selezionati per ciascuna istruzione: nello specifico, si devono scegliere quali contenuti 
visualizzare, la loro disposizione e tutti quegli accorgimenti che riguardano l’aspetto estetico-
funzionale dell’interfaccia. È per questo motivo che per operazioni semplici ci si limita a sovrimporre 
alla visuale dell’operatore solo istruzioni testuali; per l’indicazione di una determinata posizione in 
cui collocare un componente si utilizza una freccia e per indicare la disposizione dei pezzi si fa 
ricorso a una riproduzione virtuale dell’oggetto.  
A questo proposito è necessario identificare i parametri che rendono più o meno comprensibili le 
immagini e le istruzioni testuali visualizzate sul display; i fattori da definire ai fini di chiara 
comprensioni da parte dell’utente delle indicazioni fornite sono i seguenti: 
 scelta della combinazione di colori per il testo e per lo sfondo per la presentazione di 
istruzioni testuali e degli elementi virtuali; 
 tipo e dimensione di istruzioni testuali e elementi virtuali; 
 percentuale di area occupata da testo e immagini; 
 posizione ottimale di testo e immagini. 
3.3 Posizionamento dei markers all’interno della postazione di lavoro     
     Come anticipato già anticipato nel precedente capitolo, l’operazione di tracking riveste un ruolo 
di primaria importanza nell’implementazione della tecnologia AR, perché consente di ottenere la 
posizione e l'orientamento nello spazio dell’utente e di allineare correttamente l'immagine virtuale 
a quella reale. 
Per lo sviluppo dell’applicazione  AR è stato scelto, in questo caso, un sistema di tracciatura di tipo 
ottico, basato sul riconoscimento di markers.  
L’algoritmo su cui è basato il funzionamento di questa tipologia di dispositivi tracking è piuttosto 
semplice: basta pensare che, posizionando un solo marker  all’interno dell’area di lavoro, è possibile 
effettuare il tracking lungo 6 GDL.  
Il principio di funzionamento di un sistema di tracking marker-based si articola nei seguenti sette 
steps: 
1. acquisizione delle immagini tramite una videocamera: la videocamera trasmette le immagini 
rilevate al software di AR installato sul computer; 
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2. si verifica se tra le immagini rilevate dalla videocamera è presente un marker: i marker 
vengono individuati sfruttando il netto contrasto tra il bordo nero all’interno e il bordo 
bianco all’esterno del marker stesso; 
3. il programma determina posizione e orientamento del marker; 
4. il marker è messo a confronto con i dati contenuti in un archivio dedicato e identificato; 
5. in base all’inclinazione della superficie su cui è posizionato il marker, si calcola l’inclinazione 
da associare ai contenuti virtuali da inserire sulla scena; 
6. il modello 3D dell’oggetto virtuale viene estratta da un archivio dedicato; 
7. si sovrappongono gli oggetti virtuali al flusso video acquisito al punto 1. 
In Figura 112 è riportato lo schema di funzionamento dell’algoritmo di marker tracking: 
 
Figura 112. Tracking marker-based: algoritmo di marker tracking 
 
     All’interno del banco di montaggio, sviluppato nel presente lavoro di tesi, sono stati posizionati 
tre markers. Nello specifico i markers sono stati disposti sul piano di lavoro in modo da consentire 
l’operazione di tracking e la visualizzazione dei contenuti virtuali anche nel caso in cui la 
videocamera fosse in grado di individuare un solo marker sul piano di lavoro, perché gli altri coperti 
almeno in parte da un movimento dell’operatore. Questo risultato è stato raggiunto tramite 
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l’impostazione di un marker multiplo tramite la funzione “Multiple Markers” messa a disposizione 
dell’utente dal software Unifeye-SDK.  
I diversi markers da utilizzare nell’applicazione di AR vengono innanzitutto inseriti all’interno della 
funzione di Marker Tracking Configuration presente nell’interfaccia Unifeye-SDK: questi marker 
vanno a definire il Market Set associato all’applicazione AR da implementare. 
Il marker multiplo è costituito da un insieme di marker ordinati in una precisa sequenza (Unifeye 
segue l’ordine di inserimento dei diversi  markers all’interno del Market Set): il primo marker 
inserito nel Marker Set prende il nome di Master Marker. 
Il software Unifeye allinea i contenuti virtuali in relazione alla posizione del Master Marker: se il 
Master Marker non è visualizzato dalla videocamera, i contenuti virtuali vengono posizionati sulla 
scena in relazione alla posizione del secondo marker presente nel Marker Set. 
Per evitare problemi di allineamento dei contenuti virtuali con la scena rilevata dalla videocamera, 
sono stati modificati i dati di off-set dei markers componenti il marker multiplo in modo tale che, 
indipendentemente dal marker rilevato dall’algoritmo di maker tracking, i contenuti virtuali siano 
disposti sempre in relazione alla posizione del Master Marker. 
In Figura 113 è riportata la disposizione dei markers sul piano di lavoro.  
 
Figura 113. Posizione dei markers all'interno del piano di lavoro 
 
MASTER MARKER 
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3.4  Creazione dei contenuti virtuali 
 
     Allo scopo di evitare (o ridurre) eventuali errori da parte dell’operatore, è necessario, per 
rendere intuitivo lo strumento utilizzato, progettare un’interfaccia che proprio grazie alla sua 
semplicità e chiarezza faccia in modo che il dispositivo sia adatto allo scopo per cui viene creato. 
Per lo studio dell’interfaccia grafica si è partiti dal presupposto che i contenuti presentati tramite 
l’interfaccia grafica debbano risultare comprensibili per qualsiasi operatore, sia esperto, sia 
completamente inesperto. L’obiettivo che ci si pone è strutturare l’interfaccia in modo tale da 
“costringere” l’operatore a porre attenzione a quelle operazioni del processo che potrebbero 
portare a un eventuale scarto o difetto all’interno del pezzo, fornendogli ad esempio delle 
procedure guidate che indichino gli eventuali procedimenti e comportamenti da seguire in presenza 
di un componente montato in maniera errata. 
L’interfaccia prevede  che sullo schermo siano visualizzate i seguenti elementi:  
1. istruzioni: sono brevi indicazione testuali che appaiono appena l’operatore inquadra il 
marker e che gli indicano quale operazione svolgere per il montaggio del componente; 
2. elementi virtuali: sono i contenuti virtuali che si sovrappongono alle immagini reali 
inquadrate dalla telecamera; rappresentano l’elemento di maggiore innovazione e uno 
strumento molto efficace e intuitivo che chiarifica le operazioni che l’operatore deve 
svolgere passo dopo passo, “guidandolo” nel corretto montaggio del componente. 
 
Nella procedura sviluppata per il supporto dell’assemblaggio del complessivo, si è scelto di utilizzare 
un contenuto testuale per tutte le operazioni, per conferire maggiore chiarezza e univocità 
all’istruzione.  
In primis è stato effettuato uno studio preliminare dei colori: sono stati selezionati  quei colori che, 
combinati tra loro, restituissero la maggiore chiarezza e leggibilità delle istruzioni fornite e che non 
risultassero fastidiosi all’operatore, evitando, quindi, dove possibile di usare colori troppo accesi. In 
particolare è stata prestata particolare attenzione alla scelta della combinazione fra il colore dello 
sfondo delle caselle di testo e il colore del testo delle istruzioni che appaiono sullo schermo; dopo 
varie prove, si è optato per il risultato seguente: 
 in bianco su sfondo blu sono riportate le istruzioni da seguire ai fini di un corretto 
assemblaggio del complessivo; 
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 in bianco su sfondo rosso vengono segnalate le informazioni relative ad un errore 
commesso; 
 in nero su sfondo giallo sono riportate le indicazioni relative alle azioni correttive da 
applicare per la correzione dell’errore commesso. 
     Per selezionare tipo e dimensioni del carattere sono state effettuate una serie di prove, allo 
scopo di individuare una modalità di presentazione delle indicazioni tale da attirare l’attenzione 
visiva dell’operatore e, al contempo, non “occupare” una superfice troppo estesa del display. Le 
istruzioni testuali sono, pertanto, state disposte nella parte superiore dell’interfaccia grafica in 
posizione centrale. 
     Nello sviluppo della procedura di montaggio sono state seguite le seguenti linee guida per la 
creazione dei contenuti virtuali da associare alle istruzioni da impartire all’operatore: 
1. le operazioni di prelievo sono state indicate tramite una freccia posizionata in modo tale da 
indicare la posizione del box da cui prelevare il componente all’interno del banco di 
montaggio; 
2. le operazioni di posizionamento e orientamento del pezzo sono state indicate tramite una 
riproduzione virtuale dell’oggetto posizionato all’interno della area di lavoro in moda tale da 
indicare in maniera univoca come disporre il componente; nel caso di operazioni 
particolarmente complesse sono state fornite indicazioni aggiuntive tramite: 
 frecce; 
 animazioni 3D dei componenti, che con il loro movimento simulino come posizionare 
esattamente i pezzi; 
3. le operazioni di avvitatura sono state indicate tramite: 
 una freccia indicante il verso della rotazione da effettuare; 
 un’animazione dello strumento con cui eseguire l’operazione, che con il suo 
movimento chiarifichi all’utente come svolgere l’attività in esame; 
4. la corretta esecuzione di un’operazione è stata segnalata tramite: 
 un segnale visivo di conferma; 
 un segnale sonoro di conferma; 
5. gli errori vengono segnalati tramite: 
 un segnale visivo, rappresentata da una “croce rossa lampeggiante”; 
 un segnale sonoro. 
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Tutti gli elementi virtuali utilizzati nella procedura sono stati realizzati utilizzando il software 
SolidWorks. In Tabella 2 è riportata una rappresentazione dei modelli virtuali relativi ai componenti 
dell’assieme da montare e agli strumenti da utilizzare; mentre in Tabella 3 sono riportati gli 
elementi virtuali maggiormente utilizzati nel presente lavoro per fornire all’operatore le istruzioni di 
montaggio. 
Tabella 2. Oggetti virtuali 
Oggetto Reale Foto Oggetto Virtuale 
Oggetto 1 
 
 
 
 
Oggetto 3 
 
 
Oggetto 4 
 
 
 
 
Brugola 
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Tabella 3. Indicatori virtuali 
Indicatore Modello virtuale 
Segnale di errore 
 
Freccia 
 
Freccia associata ad un’azione 
correttiva 
 
Freccia associata ad un 
rotazione 
 
 
Le operazioni che l’operatore deve effettuare per portare a termine il processo di montaggio sono 
state rappresentate tramite animazioni 3D dei componenti, in cui il movimento impresso all’oggetto 
virtuale mostra all’operatore come svolgere una determinata attività. Le animazioni sono state  
realizzate utilizzando il software 3D Studio Max.  
Nello specifico sono state realizzate le seguenti animazioni: 
 traslazione dell’oggetto 1 lungo l’asse X; 
 traslazione dell’oggetto 1 lungo l’asse Y; 
 rotazione di 90° in verso orario dell’oggetto 1 attorno l’asse Z;  
 rotazione di 180° in verso orario dell’oggetto 1 attorno l’asse Z;  
 rotazione di 90° in verso anti-orario dell’oggetto 1 attorno l’asse Z;  
 rotazione di 180° in verso orario dell’oggetto 1 attorno l’asse Y; 
 rotazione di 90° in verso anti-orario dell’oggetto 3 attorno l’asse Z; 
 rotazione in verso orario di una brugola attorno l’asse Z per simulare l’operazione di 
avvitatura; 
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 rotazione in verso anti-orario di una brugola attorno l’asse Z per simulare l’operazione di 
svitatura. 
Lo step successivo ha avuto per oggetto la definizione della posizione più consona in cui collocare gli 
elementi virtuali sulla scena inquadrata dalla videocamera. Dopo aver effettuato una serie di prove, 
è risultato piuttosto evidente come la configurazione più efficace fosse rappresentata dalla 
sovrapposizione dell’elemento virtuale al componente reale. 
     Per l’implementazione della procedura con il software Unifeye ci si è avvalsi di uno strumento 
che fa parte delle utility del software: il Workflow Engine 2.0. 
Questo tool si basa su l’applicazione di una serie di action, costruite con il linguaggio C  e archiviate 
in una memoria dedicata, che definiscono delle azioni già implementate da richiamare 
graficamente. Le action costituiscono l’elemento base da cui partire per costruire il workflow 
possono essere: 
 Azioni predefinite, già caricate dagli sviluppatori del software; 
 Azioni registrate, usando l’Unifeye GUI tool ActionRecorder, uno strumento disponibile 
nell’interfaccia grafica principale che consente di eseguire una serie di operazioni in 
sequenza, registrarle e riusarle nel Workflow Engine. 
Il workflow viene realizzato collegando tra loro diverse action: ciascuna  action contiene dei 
parametri da specificare in base alla funzione a cui essa è associata. 
L’interfaccia grafica dello strumento il Workflow Engine 2.0  è riportata  in Figura 114.  
 
 
Figura 114. Interfaccia del Workflow Authoring GUI 
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Nello specifico: 
 l’elenco delle action è disposto sulla sinistra, corredato da una casella per la ricerca 
dell’azione e una per la sua descrizione; 
 al centro è posizionata la finestra di lavoro. 
 la barra degli strumenti è disposta in alto, e contiene: 
a. Recent workflow: funzione che permette di visualizzare i workflow realizzati di 
recente; 
b. New, Open, Save, Save As: funzione che permette di creare un nuovo workflow, 
importare un workflow da una o salvarne uno; 
c. Resources: funzione che permette di tenere in memoria immagini, simboli, file .wrl, 
foto, da richiamare nelle azioni, evitando di fornire ogni volta la path dell’oggetto da 
scegliere; 
d. System Connections: funzione che permette di avviare o mettere in pausa il 
workflow; 
e. Action Paths: funzione che permette di individuare il percorso della cartella dove 
sono memorizzate tutte le action visualizzate nello spazio a sinistra; 
f. Quit: funzione che permette di interrompere il workflow; 
g. Run Script: funzione che permette di eseguire e visualizzare la procedura. 
Tra le action presenti le più utilizzate sono state le seguenti: 
 Load camera: carica la webcam da utilizzare; 
 Load geometry: carica una geometria di tipo .wrl; 
 Display message: inserisce un messaggio di testo, con sfondo regolabile sia in dimensione 
che colore, e consente anche la scelta della dimensione del carattere e del suo colore. 
 Play wav sound: permette di riprodurre un suono di tipo  . wav; 
 Remove message: permette di eliminare dalla scena un messaggio di testo; 
 Remove geometry: permette di eliminare dalla scena una geometria di tipo . wrl; 
 Loadbitmap: carica un’immagine. 
La procedura deve iniziare necessariamente con l’action “Special Start Action”, che appare già di 
default nella finestra di lavoro appena viene aperto il programma; poi, trascinando le  action 
all’interno della finestra di lavoro, e collegando il riquadro blu, indicato con “Finished”, presente 
sulla destra di un action con quello, indicato con “Start”, presente sulla sinistra della action 
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successiva, è possibile realizzare il workflow. Il workflow procede quindi seguendo le linee blu che 
collegano le diverse action. 
Tramite la finestra “connection” è possibile inoltre comunicare al software quando un’action deve 
essere eseguita, ovvero: 
 se contemporaneamente alla precedente (non selezionando alcuna connessione); 
 dopo un click del mouse; 
 dopo aver premuto un tasto della tastiera; 
 automaticamente dopo un certo intervallo temporale, da indicare in millisecondi. 
In Figura 115 è riportata un esempio di collegamento tra due actions. 
 
Figura 115. Collegamento tra due actions 
 
La procedura di collegamento appena descritta deve avvenire per attivare ciascun action inclusa nel 
workflow. In Figura 116 è riportato, a titolo di esempio, un workflow implementato tramite lo 
strumento Workflow Authoring GUI. 
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Figura 116. Esempio di worflow sviluppato tramite lo strumento Workflow Authoring GUI 
 
     L’applicazione sviluppata nel presente lavoro di tesi fa uso principalmente di due action, ovvero: 
1. LoadGeometry: utilizzata per la sovrapposizione degli oggetti virtuali agli oggetti reali e per 
simulare la loro corretta collocazione; 
2. DisplayMessage: utilizzata per l’inserimento delle caselle di testo. 
Non è stato necessario includere action in grado di associare un movimento alle geometrie caricate, 
perché le animazioni sono state inserite nel file. wrl associato alla geometria stessa. 
3.5 Implementazione della procedura di AR per la gestione degli errori di 
montaggio 
 
     Il processo di montaggio analizzato nel presente lavoro di tesi è composto dai seguenti quattro 
step (analizzati nel dettaglio all’interno del paragrafo 1.2): 
1. posizionamento dell’oggetto 1 sulla piastra forata; 
2. fissaggio dell’oggetto 1 sulla piastra forata; 
3. posizionamento dell’oggetto 3; 
4. posizionamento dell’oggetto 4. 
 
Per ciascuna delle fasi indicate è impossibile individuare una serie di errori peculiari: per questo 
motivo ogni step del processo di assemblaggio è stato analizzato con cura, al fine di determinare 
quali misure mettere in atto per prevenire l’errore umano o, quantomeno, ridurne gli effetti 
riscontrabili sul prodotto finito.  
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Nel seguito viene riportata una sequenza della procedura AR sviluppata, relativa all’operazione di 
“prelievo e posizionamento dell’oggetto 1”. Le immagini descrivono: 
 come la AR riesca a “guidare” l’operatore nell’esecuzione delle operazioni di montaggio, 
indicando di volta in volta al lavoratore quali operazioni svolgere; 
 come il sistema di gestione dell’errore implementato sulla postazione di montaggio 
modifichi le indicazioni fornite all’utente a seconda del tipo di errore commesso. 
Le immagini seguenti mostrano sia un errore associato al prelievo dell’oggetto 1, sia un errore nel 
posizionamento di quest’ultimo sulla piastra (Errore 27, Tabella 3, Appendice B), allo scopo di 
evidenziare come la procedura sviluppata nel presente lavoro di tesi sia in grado di supportare 
l’operatore nell’esecuzione delle opportune azioni correttive.  
Nello specifico: 
 la Figura 117 mostra le istruzioni fornite all’operatore in corrispondenza dell’operazione di 
“prelievo oggetto 1”; 
 
 
Figura 117. Prelievo oggetto 1 
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 la Figura 118 mostra le istruzioni fornite all’operatore in corrispondenza dell’operazione di 
“gestione dell’errore associato al prelievo dell’oggetto 1” in termini di segnalazione 
dell’errore; 
 
 
Figura 118. Gestione errore prelievo oggetto 1: segnalazione errore 
 
 la Figura 119 mostra le istruzioni fornite all’operatore in corrispondenza dell’operazione di 
“gestione dell’errore associato al prelievo dell’oggetto 1” in termini di indicazione dell’azione 
correttiva da eseguire; 
 
 
Figura 119. Gestione errore prelievo oggetto 1: indicazione azione correttiva 
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 la Figura 120 mostra il segnale fornito all’operatore nel momento in cui l’operazione di 
prelievo viene portata a termine con successo; 
 
 
Figura 120. Indicazione del corretto completamento dell’operazione 
 
 la Figura 121 mostra le istruzioni fornite all’operatore in corrispondenza dell’operazione di 
“posizionamento oggetto 1”; 
 
Figura 121. Posizionamento oggetto 1: indicazione della corretta posizione del componente 
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 la Figura 122 mostra le istruzioni fornite all’operatore in corrispondenza dell’operazione di 
“gestione dell’errore associato al posizionamento dell’oggetto1” in termini di segnalazione di 
un errore di posizionamento del componente; 
 
 
Figura 122.Gestione errore di posizionamento: segnalazione errore 
 
 la Figura 123 mostra le istruzioni fornite all’operatore in corrispondenza dell’operazione di 
“gestione dell’errore associato al prelievo dell’oggetto 1” in termini di indicazione dell’azione 
correttiva da eseguire; 
 
 
Figura 123. Gestione errore di posizionamento: indicazione azione correttiva 
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 la Figura 124 mostra le istruzioni fornite all’operatore in corrispondenza dell’operazione di 
“gestione dell’errore associato al posizionamento dell’oggetto1” in termini di segnalazione di 
un errore di orientamento del componente; 
 
 
Figura 124. Gestione errore di orientamento: segnalazione errore 
 
 la Figura 125 mostra le istruzioni fornite all’operatore in corrispondenza dell’operazione di 
“gestione dell’errore associato al prelievo dell’oggetto 1” in termini di indicazione dell’azione 
correttiva da eseguire; 
 
 
Figura 125. Gestione errore di orientamento: indicazione azione correttiva 
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 la Figura 126 mostra le istruzioni fornite all’operatore in corrispondenza dell’operazione di 
“gestione dell’errore associato al posizionamento dell’oggetto1” in termini di segnalazione di 
un errore di posizionamento del componente sopraggiunto in seguito alle operazioni svolte 
ai fini della correzione dell’errore; 
 
 
Figura 126. Gestione errore di posizionamento: segnalazione errore 
 
 la Figura 127 mostra le istruzioni fornite all’operatore in corrispondenza dell’operazione di 
“gestione dell’errore associato al prelievo dell’oggetto 1” in termini di indicazione dell’azione 
correttiva da eseguire; 
 
 
Figura 127. Gestione errore di posizionamento: indicazione azione correttiva 
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 la Figura 128 mostra il segnale fornito all’operatore nel momento in cui l’operazione di 
posizionamento viene portata a termine con successo. 
 
Figura 128. Indicazione del corretto completamento dell’operazione 
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Conclusioni  
 
      
     A conclusione della rassegna fatta in questo lavoro di tesi sulle cause alla base dell’errore umano 
e sullo stato dell’arte dei sistemi di prevenzione e gestione dell’errore nei sistemi di montaggio 
manuale, è possibile effettuare alcune considerazioni. 
     Le operazioni di assemblaggio richiedono all’operatore di prestare attenzione a più elementi del 
processo contemporaneamente (ad esempio, componenti da assemblare, istruzioni, etc.) e di 
eseguire azioni differenti, simultaneamente, con entrambe le mani.  La “teoria delle risorse 
multiple”, proposta da D.C. Wickens, suggerisce che un calo delle prestazioni può essere dovuto 
all'interferenza tra le risorse cognitive coinvolte nel processo. 
Per supportare nella maniera più efficace possibile l’operatore durante il processo di assemblaggio, 
è  necessario fornirgli le informazioni relative ad una determinata operazione al momento giusto, 
nel posto giusto e con contenuti che variano in relazione alla complessità dei compiti, in modo da 
condizionare l’allocazione delle risorse attentive verso le attività salienti del processo considerato.   
     Paragonati ai sistemi convenzionali di visualizzazione delle informazioni, come istruzioni di lavoro 
cartacee o multimediali, i sistemi basati sulla Realtà Aumentata consentono di visualizzare i 
contenuti relativi solo all’informazione di cui l’operatore ha bisogno e di semplificare (o combinarle 
con altre attività) le operazioni secondarie, come la lettura delle istruzioni di assemblaggio. La AR 
consente, inoltre, di ridurre i movimenti della testa e degli occhi, migliorare la percezione dello 
spazio e di commettere, pertanto, meno errori. 
     La Realtà Aumentata rappresenta, pertanto, un valido mezzo per la fase di addestramento del 
personale e consente di raggiungere la conformità del proprio Sistema-Qualità relativamente ai 
contenuti del paragrafo 6.2.2, della norma UNI EN ISO 9001:2008, relativi alla competenza, alla 
consapevolezza e all'addestramento del personale.  Questa tecnologia, infatti, permette una 
sistematicità dell’insegnamento che non è presente in altri metodi come, ad esempio, 
l’affiancamento. Durante l’addestramento, gli operatori hanno la possibilità  di lavorare in prima 
persona sui dispositivi in oggetto: questa condizione agevola la memorizzazione delle istruzioni, 
della collocazione degli elementi e dei metodi di interazione con questi.  
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Nello specifico, la Realtà Aumentata offre vantaggi soprattutto quando una grossa porzione del 
tempo di assemblaggio è impiegato per la ricerca delle informazioni, quando i lavoratori devono 
gestire frequenti cambiamenti di operazioni di lavoro, ma anche quando il compito da eseguire è 
molto complesso, e richiede un gran numero di istruzioni. Lo sviluppo di un sistema che faccio uso 
della tecnologia AR per il supporto dell’operatore consente, infatti, di mitigare l’effetto che i PSFs 
hanno sul lavoratore stesso, riducendo il numero di errori e migliorandone, pertanto, i livelli di 
performance.  
     L’obiettivo del presente lavoro di tesi è stato sperimentare l’implementazione di una 
metodologia AR ad un caso reale, per valutare se la Realtà Aumentata possa effettivamente essere 
considerata una tecnica efficace ai fini dell’eliminazione dell’errore umano nei processi di 
assemblaggio manuale. Nello specifico, il presente lavoro si è focalizzato sulla realizzazione di una 
postazione di assemblaggio che possa supportare l’operatore nello svolgimento delle sue mansioni 
tramite AR. La postazione di montaggio è stata dotata di un sistema sensoriale, allo scopo di 
monitorare i movimenti compiuti dall’operatore. L’elemento chiave del sistema è costituito da un 
sensore di forza: per ogni attività eseguita, è possibile determinare se l’operatore stia eseguendo, o 
meno, un’azione “corretta”. 
     Associare tutti i vantaggi appena descritti in relazione all’impiego della Realtà Aumentata in 
ambito industriale con un sistema in grado di rilevare ed identificare i diversi errori che possono 
avere luogo all’interno di un processo di montaggio, è stata una “mossa vincente”. 
Dalle prove effettuate in laboratorio è emerso che tutti gli errori rilevati dal sistema vengono 
“corretti” dall’utente e il processo viene, nella maggior parte dei casi, portato a termine con 
successo. Questo perché l’attenzione dell’utente in caso di errore viene tempestivamente “attirata” 
tramite un segnale sonoro: l’utente nota  il segnale  di “avvertimento” rilasciato dal sistema e 
immediatamente visualizza sul display della postazione le azioni da eseguire passo dopo passo per 
la correzione dell’errore commesso.  
Il limite di questa postazione di montaggio è strettamente legato all’incapacità del sensore di 
rilevare e identificare alcuni tipi di errore: il sensore risulta efficace circa nel 70% dei casi analizzati. 
Gli errori che non possono essere individuati utilizzando esclusivamente il sensore come strumento 
di monitoraggio sono i seguenti: 
 “posizionamento dell’oggetto 1 sulla piastra forata” nelle posizioni 17, 20, 22 e 24 illustrate 
in Tabella 3 in Appendice B; 
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  “fissaggio dell’oggetto 1 sulla piastra forata”, secondo una sequenza di avvitatura diversa 
da quella indicata come corretta nel paragrafo 1.2 del Capitolo 5; 
 “posizionamento dell’oggetto 3 nella cava presente sull’oggetto1 ”: in questo caso il sensore 
non è in grado di distinguere il posizionamento corretto e quelli errati. 
Sarebbe opportuno in futuro, tentare di risolvere questo problema per garantire l’esecuzione di un 
processo totalmente esente da difetti.  
Inoltre, sebbene il display di cui è dotata la postazione di lavoro riesca a fornire delle prestazioni 
video all’altezza delle aspettative, generando sovrimpressioni perfettamente leggibili, con una 
definizione più che adeguata e senza compromettere in alcun caso la consultabilità delle 
informazioni proiettate, in futuro potrebbe essere interessante provare ad utilizzare altre tipologie 
di dispositivi di visualizzazione per determinare quale strumento risulti essere il più efficace. 
Il display utilizzato non consente, infatti, una totale immersione dell’operatore nell’ambiente AR, 
oltre a “costringere” quest’ultimo a distogliere lo sguardo dall'area di montaggio: per ovviare a 
questi problemi si potrebbe, ad esempio, utilizzare dispositivo di tipo see-through. 
     In conclusione si può, pertanto, affermare che la tecnologia AR rappresenti uno strumento 
efficace per il miglioramento dell’integrazione del fattore umano nei sistemi di assemblaggio, ai fini 
dell’eliminazione degli errori all’interno del processo di montaggio. 
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Appendice A 
 
 
Flowchart 
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Prelievo e posizionamento dell’oggetto 1. 
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Prelievo delle viti e fissaggio dell’oggetto 1 sulla piastra forata 
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Prelievo e posizionamento dell’oggetto 3 
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Prelievo e posizionamento dell’oggetto 4 
 
 
 
 
  
 182 
 
Appendice B 
 
 
Tabelle di classificazione degli errori di 
assemblaggio. 
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Tabella di classificazione degli errori di assemblaggio in caso di sequenza di 
posizionamento e serraggio delle viti sia C13- H8-H13 
Operazione di montaggio 
Sigla di 
identificazione 
dell’errore 
Descrizione dell’Errore 
Prelievo oggetto 1 
   Prelievo di una vite dal box 2 
   Prelievo dell’oggetto 3 dal box 3 
   Prelievo dell’oggetto 4 dal box 4 
Posizionamento oggetto 1 
1.1 Oggetto 1 posizionato troppo in BASSO 
1.2 Oggetto 1 posizionato troppo in ALTO 
1.3 Oggetto 1 posizionato troppo a DESTRA 
1.4 Oggetto 1 posizionato troppo a SINISTRA 
1.5 Faccia errata (  ) rivolta verso l’operatore 
1.6 Faccia errata (  ) rivolta verso l’operatore 
1.7 Faccia errata (  ) rivolta verso l’operatore 
1.8 Faccia errata (  ) rivolta verso l’operatore 
Prelievo vite 
   Prelievo dell’oggetto 1 dal box 1 
   Prelievo dell’oggetto 3 dal box 3 
   Prelievo dell’oggetto 4 dal box 4 
Posizionamento manuale vite in 
C13  
2.1 Vite inserita in H13 
2.2 Vite inserita in H8 
Posizionamento manuale vite in 
H8 
2.3 Vite inserita in H13 
Posizionamento manuale vite in 
H13 
 
 
Pre-serraggio viti 
2.4 
Serraggio troppo “stretto”: intensità eccessiva 
della coppia applicata 
2.5 Sequenza di avvitatura errata 
Serraggio viti 
2.6 
Serraggio troppo “stretto”: intensità eccessiva 
della coppia applicata 
2.7 Sequenza di avvitatura errata 
Prelievo oggetto 3 
   Prelievo dell’oggetto 1 dal box 1 
   Prelievo di una vite dal box 2 
   Prelievo dell’oggetto 4 dal box 4 
Posizionamento oggetto 3 3.1 Faccia errata (  ) rivolta verso l’operatore 
Prelievo oggetto 4 
   Prelievo dell’oggetto 1 dal box 1 
   Prelievo di una vite dal box 2 
   Prelievo dell’oggetto 3 dal box 3 
Posizionamento oggetto 4 4.1 
Oggetto 4 non inserito nella sede: pressione 
esercitata insufficiente 
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Tabella di classificazione degli errori di assemblaggio in caso di sequenza di 
posizionamento e serraggio delle viti sia H8-C13-H13 
Operazione di montaggio 
Sigla di 
identificazione 
dell’errore 
Descrizione dell’Errore 
Prelievo oggetto 1 
   Prelievo di una vite dal box 2 
   Prelievo dell’oggetto 3 dal box 3 
   Prelievo dell’oggetto 4 dal box 4 
Posizionamento oggetto 1 
1.1 Oggetto 1 posizionato troppo in BASSO 
1.2 Oggetto 1 posizionato troppo in ALTO 
1.3 Oggetto 1 posizionato troppo a DESTRA 
1.4 Oggetto 1 posizionato troppo a SINISTRA 
1.5 Faccia errata (  ) rivolta verso l’operatore 
1.6 Faccia errata (  ) rivolta verso l’operatore 
1.7 Faccia errata (  ) rivolta verso l’operatore 
1.8 Faccia errata (  ) rivolta verso l’operatore 
Prelievo vite 
   Prelievo dell’oggetto 1 dal box 1 
   Prelievo dell’oggetto 3 dal box 3 
   Prelievo dell’oggetto 4 dal box 4 
Posizionamento manuale vite in 
H8  
2.1 Vite inserita in H13 
2.2 Vite inserita in H8 
Posizionamento manuale vite in 
H8 
2.3 Vite inserita in H13 
Posizionamento manuale vite in 
H13 
 
 
Pre-serraggio viti 
2.4 
Serraggio troppo “stretto”: intensità eccessiva 
della coppia applicata 
2.5 Sequenza di avvitatura errata 
Serraggio viti 
2.6 
Serraggio troppo “stretto”: intensità eccessiva 
della coppia applicata 
2.7 Sequenza di avvitatura errata 
Prelievo oggetto 3 
   Prelievo dell’oggetto 1 dal box 1 
   Prelievo di una vite dal box 2 
   Prelievo dell’oggetto 4 dal box 4 
Posizionamento oggetto 3 3.1 Faccia errata (  ) rivolta verso l’operatore 
Prelievo oggetto 4 
   Prelievo dell’oggetto 1 dal box 1 
   Prelievo di una vite dal box 2 
   Prelievo dell’oggetto 3 dal box 3 
Posizionamento oggetto 4 4.1 
Oggetto 4 non inserito nella sede: pressione 
esercitata insufficiente 
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Tabella di classificazione degli errori di assemblaggio associati all’operazione 
“posizionamento oggetto 1” 
Sigla di identificazione dell’errore Descrizione dell’Errore 
1.1 Oggetto 1 posizionato troppo in BASSO 
1.2 Oggetto 1 posizionato troppo in ALTO 
1.3 Oggetto 1 posizionato troppo a DESTRA 
1.4 Oggetto 1 posizionato troppo a SINISTRA 
1.5 Faccia errata (Fb) rivolta verso l’operatore 
1.6 Lato errato (Lb) rivolta verso l’operatore 
1.7 Lato errato (Lc) rivolta verso l’operatore 
1.8 Lato errato (Ld) rivolta verso l’operatore 
1.9 
 Oggetto 1 posizionato troppo in BASSO 
 Faccia errata (Fb) rivolta verso l’operatore 
1.10  Oggetto 1 posizionato troppo in BASSO 
 Lato errato (Lb) rivolta verso l’operatore 
1.11  Oggetto 1 posizionato troppo in BASSO 
 Lato errato (Lc) rivolta verso l’operatore 
1.12  Oggetto 1 posizionato troppo in BASSO 
 Lato errato (Ld) rivolta verso l’operatore 
1.13  Oggetto 1 posizionato troppo in ALTO 
 Faccia errata (Fb) rivolta verso l’operatore 
1.14  Oggetto 1 posizionato troppo in ALTO 
 Lato errato (Lb) rivolta verso l’operatore 
1.15  Oggetto 1 posizionato troppo in ALTO 
 Lato errato (Lc) rivolta verso l’operatore 
1.16  Oggetto 1 posizionato troppo in ALTO 
 Lato errato (Ld) rivolta verso l’operatore 
1.17  Oggetto 1 posizionato troppo a DESTRA 
 Faccia errata (Fb) rivolta verso l’operatore 
1.18  Oggetto 1 posizionato troppo a DESTRA 
 Lato errato (Lb) rivolta verso l’operatore 
1.19  Oggetto 1 posizionato troppo a DESTRA 
 Lato errato (Lc) rivolta verso l’operatore 
1.20  Oggetto 1 posizionato troppo a DESTRA 
 Lato errato (Ld) rivolta verso l’operatore 
1.21  Oggetto 1 posizionato troppo a SINISTRA 
 Faccia errata (Fb) rivolta verso l’operatore 
1.22  Oggetto 1 posizionato troppo a SINISTRA 
 Lato errato (Lb) rivolta verso l’operatore 
1.23  Oggetto 1 posizionato troppo a SINISTRA 
 Lato errato (Lc) rivolta verso l’operatore 
1.24  Oggetto 1 posizionato troppo a SINISTRA 
 Lato errato (Ld) rivolta verso l’operatore 
1.25  Oggetto 1 posizionato troppo in BASSO 
 Faccia errata (Fb) rivolta verso l’operatore 
 Lato errato (Lb) rivolta verso l’operatore 
1.26  Oggetto 1 posizionato troppo in BASSO 
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 Faccia errata (Fb) rivolta verso l’operatore 
 Lato errato (Lc) rivolta verso l’operatore 
1.27  Oggetto 1 posizionato troppo in BASSO 
 Faccia errata (Fb) rivolta verso l’operatore 
 Lato errato (Ld) rivolta verso l’operatore 
1.28  Oggetto 1 posizionato troppo in ALTO 
 Faccia errata (Fb) rivolta verso l’operatore 
 Lato errato (Lb) rivolta verso l’operatore 
1.29  Oggetto 1 posizionato troppo in ALTO 
 Faccia errata (Fb) rivolta verso l’operatore 
 Lato errato (Lc) rivolta verso l’operatore 
1.30  Oggetto 1 posizionato troppo in ALTO 
 Faccia errata (Fb) rivolta verso l’operatore 
 Lato errato (Ld) rivolta verso l’operatore 
1.31  Oggetto 1 posizionato troppo a DESTRA 
 Faccia errata (Fb) rivolta verso l’operatore 
 Lato errato (Lb) rivolta verso l’operatore 
1.32  Oggetto 1 posizionato troppo a DESTRA 
 Faccia errata (Fb) rivolta verso l’operatore 
 Lato errato (Lc) rivolta verso l’operatore 
1.33  Oggetto 1 posizionato troppo a DESTRA 
 Faccia errata (Fb) rivolta verso l’operatore 
 Lato errato (Ld) rivolta verso l’operatore 
1.34  Oggetto 1 posizionato troppo a SINISTRA 
 Faccia errata (Fb) rivolta verso l’operatore 
 Lato errato (Lb) rivolta verso l’operatore 
1.35  Oggetto 1 posizionato troppo a SINISTRA 
 Faccia errata (Fb) rivolta verso l’operatore 
 Lato errato (Lc) rivolta verso l’operatore 
1.36  Oggetto 1 posizionato troppo a SINISTRA 
 Faccia errata (Fb) rivolta verso l’operatore 
 Lato errato (Ld) rivolta verso l’operatore 
 
  
 187 
 
Bibliografia 
 
1. Feature-based assembly modeling and sequence generation. Tiam-Hock Enga, Zhi-Kui Ling, 
Walter Olson, Chuck McLean,  Computers & Industrial Engineering 36 (1999) 17-33. 
2. Assembly system design and operations for product variety. S.J. Hu, J. Ko b, L. Weyand, H.A. 
ElMaraghy, T.K. Lien, Y. Koren, H. Bley, G. Chryssolouris, N. Nasr g, M. Shpitalni, CIRP Annals-
Manufacturing Technology 60 (2011) 715–733 
3. Constraints analysis and evaluation of manual assembly. Ziyun Ding, Bernard Hon, CIRP 
Annals - Manufacturing Technology 62 (2013) 1–4 
4. Presenting information in manual assembly. Peter Thorvald, 2011 
5. Human errors. A taxonomy for describing human malfunction in industrial installations. Jens 
Rasmussen, Journal of Occupationai Accidents, 4 (1982) 311-333 
6. Human cognition in manual assembly: Theories and applications. Sonja Stork, Anna Schubö, 
Advanced Engineering Informatics 24 (2010) 320–328 
7. A multi-dimensional measure for determining the complexity of manual assembly operations. 
Michael F. Zaeh, Mathey Wiesbeck, Sonja Stork, Anna Schubo 
8. State-of-the-Art Report. Behind Human Error: Cognitive Systems, Computers, and Hindsight- 
David D. Woods, Leila J. Johannesen, Richard I. Cook, M.D.Nadine B. Sartor.  
9. Auditory and visual distractor decrement in older worker manual assembly task learning: 
impact of spatial reasoning, field independence, and level of education. S. F. Wiker, D. J. 
Schwerha, and M. Jaraiedi, Human Factors and Ergonomics in Manufacturing, Vol. 19 (4) 
300–317 (2009) 
10. Analysis and Control of Human Error. Shi Wenwen , Jiang Fuchuan, Zheng Qiang, Cui Jingjing, 
Procedia Engineering 26 (2011) 2126 – 2132 
11. PERE: Evaluation and Improvement of Dependable Processes. Robin Bloomfield, John 
Bowers, Luke Emmet, Stephen Viller 
 188 
 
12. Application of human error theories for the process improvement of Requirements 
Engineering. Milene Elizabeth Rigolin Ferreira Lopes, Carlos Henrique Quartucci Forster, 
Information Sciences 250 (2013) 142–161 
13. Computer-aided tracking of body motions using a c.c.d.-image sensor. W. Brugger, Morris 
Milner 
14. Reducing Human Error by Improvement of Design and Organization. T. Dalijono, J. Castro, K. 
Lowe and H.J. Loher 
15. Assembly quality method: a tool in aid of product strategy, design, and process 
improvements. Kurt A. Beiter, Brent Cheldelin, Kosuke Ishii, Proceedings of DETC 2000, 2000 
ASME Design Engineering Technical Conferences, September 10 - 13, 2000, Baltimore, MD 
16. Can technology eliminate human error? A. G. Foord and W. G. Gulland 
17. Effect of distractors, age, and level of education upon psychomotor task learning. Diana J. 
Schwerha, Steven F. Wiker, Majid Jaraiedi, International Journal of Industrial Ergonomics 37 
(2007) 801–809 
18. Application of human error criticality analysis for improving the initiator assembly process. 
Fan-Jang Yu, Sheue-Ling Hwang, Yu-Hao Huang, Jinn-Sing Lee, International Journal of 
Industrial Ergonomics 26 (2000) 87-99 
19. Multiple resources and mental workload. Christopher D. Wickens 
20. Multiple resources and performance prediction. Christopher D. Wickens 
21. Identification and validation of cognitive design principles for automated generation of 
assembly instructions. Julie Heiser, Doantam Phan, Maneesh Agrawala, Barbara Tversky, and 
Pat Hanrahan 
22. Prototyping and Design for Assembly Analysis using multimodal virtual environment. Rakesh 
Gupta 
23. Relations between complexity, quality and cognitive automation in mixed-model assembly. . 
Å. Fast-Berglunda, T. Fässberga, F. Hellmanb, A. Davidssonc, J. Stahre, Journal of 
Manufacturing Systems 32 (2013) 449– 455 
24. The effect of job rotation during assembly on the quality of final product. George Michalos, 
Sotiris Makris, George Chryssolouris,  CIRP Journal of Manufacturing Science and Technology 
6 (2013) 187–197 
25. A new cell production assembly system with human–robot cooperation. M. Morioka, S. 
Sakakibara, CIRP Annals - Manufacturing Technology 59 (2010) 9–12 
 189 
 
26. Quantitative evaluation of automatic parts delivery in “AttentiveWorkbench” supporting 
workers in cell production. Masao Sugi, Ippei Matsumura, Yusuke Tamura, Makoto Nikaido, 
JunOta, Tamio Arai, Kiyoshi Kotani, Kiyoshi Takamasu, Hiromasa Suzuki, Akio Yamamoto, 
Yoichi Sato, Seiichi Shin, and Fumihiko Kimura. 
27. Assembly work execution and materials kit functionality in parallel flow assembly systems. 
Lars Medbo, International Journal of Industrial Ergonomics 31 (2003) 263–281 
28. Using Poka Yoke (Mistake Proofing Devices) to Ensure Quality. P. C. Bayers 
29. Production management system in an assembly plant by terrestrial magnetism sensors. 
Yoshitoshi Murata, Nobuyoshi Sato, Shouichi Odashima 
30. Activity recognition using a wrist-worn inertial measurement unit: a case study for industrial 
assembly lines. Heli Koskimaki, Ville Huikari, Pekka Siirtola, Perttu Laurinen, Juha Roning 
31. “CAD model based virtual assembly simulation, planning and training”. Ming C. Leu, Hoda A. 
ElMaraghy, Andrew Y.C. Nee, Soh Khim Ong, Michele Lanzetta, Matthias Putz, Wenjuan Zhu, 
Alain Bernard, CIRP Annals - Manufacturing Technology 62 (2013) 799–822 
32. Development of new concepts and software tools for the optimization of manual assembly 
systems. K Felhann, S. Junker 
33. A virtual reality-based experimentation environment for the verification of human-related 
factors in assembly processes. George Chryssolouris, Dimitris Mavrikios, Dimitris Fragos, 
Vassiliki Karabatsou 
34. Progettazione e sviluppo di un sistema programmabile di Visione Artificiale e Realtà 
Aumentata a controllo e supporto di procedure di manipolazione pianificate. Alessandro La 
Rosa 
35. Augmented reality aided interactive manual assembly design. Z. B. Wang, S. K. Ong, A. Y. C. 
Nee 
36. Virtual Training for a Manual Assembly Task. Richard J. Adams, Daniel Klowden, Blake 
Hannaford  
37. Evaluating the iterative development of VR/AR human factors tools for manual work. Paul M. 
Listona, Alison Kaya, Sam Cromiea, Chiara Levaa, Mirabelle D’Cruzb, Harshada Patelb, Alyson 
Langleyc, Sarah Sharplesc, and Susanna Aromaac 
38. Suggestions on the applicability of visual instructions with see-through head mounted 
displays depending on the task. Miwa Nakanishi, Kei-ichiro Taguchi, Yusaku Okada, Applied 
Ergonomics 42 (2010) 146e155 
 190 
 
39. Augmented reality applications in design and manufacturing. A.Y.C. Nee, S.K. Ong, G. 
Chryssolouris, D. Mourtzis, CIRP Annals - Manufacturing Technology 61 (2012) 657–679 
40. Augmented assembly technologies based on 3D bare-hand interaction. S.K. Ong, Z.B. Wang, 
CIRP Annals - Manufacturing Technology 60 (2011) 1–4 
41. Integrating Augmented Reality in the Assembly Domain - Fundamentals,Benefits and 
Applications. G. Reinhart, C. Patron 
42. Virtual and Augmented Reality Technologies for Product Realization.S. C-Y. Lu, M. Shpitalni, 
Rajit Gadh. 
43. Human Factor Requirements for Applying Augmented Reality to Manuals in Actual Work 
Situations. Miwa Nakanishi, Mugihiko Ozeki, Toshiya Akasaka, and Yusaku Okada 
44. Human Error Quantification Using Performance Shaping Factors in the SPAR-H Method. 
52nd Annual Meeting of the Human, Factors and Ergonomics Society, Harold S. Blackman, 
David I. Gertman, Ronald L. Boring, September 2008 
45. Human Worker Activity Recognition in Industrial Environments.Bastian Hartmann 
46. Worker Behavior Interpretation for Flexible Production. Bastian Hartmann, Christoph 
Schauer and Norbert Link 
47. Seminar Distributed Systems: Assistive Wearable Technology. Stephan Koster 
48. Design for poka-yoke assembly an approach to prevent assembly issues. G. Estrada, J. 
Lloveras and C. Riba 
49. La Realtà Aumetata quale tecnica avanzata di qualità nell’interazione umana nei sistemi di 
produzione. Viviana Chimienti 
50. Studio preliminare sull’Impiego di un Sensore di Forza per Individuare gli Errori di Montaggio 
sulle Linee di Produzione. Federica Adani 
51. Manuale di raccomandazioni ergonomiche per le postazioni di lavoro metalmeccaniche. E. 
Attaianese, G. Duca  
52. Psicologia Cognitiva. R. J. Sternberg 
53. Gestione Integrata della Produzione. Gino Dini 
54. Sistemi di produzione – Fattori competitivi, organizzazione, tecnologia. 
55. Modelli di Sistemi di Produzione. 
56. Engineering Psychology and Human Performance. C.D. Wickens, J.G. Holland 
57. Reduction of test and maintenence human errors by analyzing task characteristics and work 
conditions. J. Kim, J. Park, Progress in Nuclear Energy 58 (2012) 89-99 
 191 
 
58. La gestione della qualità nelle organizzazioni. R. Mirandola, G. Carmignani, L. Bonechi 
 
 
