In this paper we study the local boundedness of local minima of anisotropic scalar integral functionals of Calculus of Variations with general growth conditions.
Introduction
In this paper we study the local boundedness of local minima of anisotropic scalar integral functionals of Calculus of Variations with general growth conditions.
Let us consider the open subset Ω ⊂ R N and u : Ω → R we stady the local boundedness of local minimaof the following functional Our first result is the following Caccioppoli's Inequality. Theorem 1. (Caccioppoli's Inequality) If u is a local minimum of (1.1) then there exist two positive real numebers C 1,Cacc and R 0 such that for every x 0 ∈ Ω, every , R with 0 < < R < min R 0 ,
and every k ∈ R we have
where
Φ i (t), for t ≥ 0.
To get the boundedness of the local minimizers of (1.1) we need the fully anisotropic Sobolev inequality introduced in [7] . If Φ i : R + → R + are Nfunctions we defineΦ
If we assume 
for every λ > 1, t > 0.where
, and
. Moreover by Remark 3 and Proposition 2 we get λrΦ(t) ≤Φ(λt) ≤ λmΦ(t) and 1
. By (1.6) we get
The following theorem is given in [7] .
Theorem 2. Assume (1.5) then there exists a positive constant K, depending only on N , such that
Besides we will make the following hypothesis. H-1): m max <r * and there exist two real positive constant s γ and c 2 such that 1 < γ < mmax r * and (H (t)) γ ≤ cB (t) for t ≥ 0 (1.9)
where m max = max {m 1 , ..., m N }.
) and (H-1); if u is a local minimum of (1.1), then there exist two positive real numebers C 1 and R 0 such that for every x 0 ∈ Ω, every R with 0 < R < min R 0 ,
The class to which the precedent result can be applied it is very vast and it improves the results gotten in [11 -14, 22 -32, 35 -39, 41, 42 and 44] . Not only, as shown in [23, 24 and 26 -28 ] Theorem 1 and Theorem 3 are the starting points to get results of regularity for the local minimizers of the functional (1.1), such results are object of papers in preparation [30 and 31] .
Theorem 3 is applied to the following examples:
with 1 < p i < min {N,p * }, where For exemple the function Φ p,β (t) = t p ln β (1 + t), for p > 1 and β ≥ 0 or p = 1 and β > 0, is a N-function.
Actually, only the growth at infinity really matters in the definition of Nfunction.
Indeed, given a continuous and convex function
there exist a N-function Φ and t 0 > 0 such that for every t > t 0 there holds
The function A is called principal part of the N-function Φ. For exemple there exists a N-function Φ such that Φ (t) = t ln(t) near infinity or there exists a N-function Φ such that Φ (t) = t ln(t) near infinity.
Definition 2. If Φ 1 and Φ 2 are two N-functions we say that Φ 1 dominates Φ 2 near infinity if there exists positive constants κ and t 0 such that
Definition 3. If Φ 1 and Φ 2 are two N-functions we say that Φ 1 and Φ 2 are equivalent near infinity (Φ 1 ∼ Φ 2 ) if and only if there exists positive constants κ 1 , κ 2 and t 0 such that
< +∞ then Φ 1 and Φ 2 are equivalent near infinity. Let us introduce two important classes of N-functions.
The N-functions Φ ∈ m 2 are characterized by the following result. Lemma 1. Let Φ be a N-function and letΦ + be its right derivative. For m > 1 the following properties are equivalent:
t m is nonincreasing on (0, +∞). Proof. Refer to [33] and [43] .
The N-functions Φ ∈ ∇ r 2 are characterized by the following result. Lemma 2. Let Φ be a N-function and letΦ − be its left derivative. For r > 1 the following properties are equivalent:
t r is nondecreasing on (0, +∞). Proof. Refer to [33] and [43] .
Remark 2. We observe that
for every s ∈ (0, +∞) and λ > 1. Let
for every w ∈ (0, +∞) and λ > 1. Let us put
for every s ∈ (0, +∞) and λ > 1. If Φ is a N-function of class ∇ r 2 globally in (0, +∞), then we have λ r Φ (t) ≤ Φ (λt) for every t ∈ (0, +∞) and λ > 1. Let us put t = s λ then we have
for every s ∈ (0, +∞) and λ > 1. Let us put s = Φ −1 (w)
Proof. It follows using Lemma 1, Lemma 2 and Remark 3.
Remark 4. LetΦ be the weak derivative of Φ then it follows thaṫ
for every t > 0. Moreover, using Lemma 1 (ii) and Lemma 3 of [27] we get
for every a, b > 0.
Definition 8. We say that the N-function Φ satisfies the -condition if there exist positive constants c 9 and t 0 such that
for every t, s ≥ t 0 . If t 0 = 0 we say that Φ satisfies globally the -condition (Φ ∈ in (0, +∞)).
The functions Φ ∈ 2 ∩ ∇ 2 and the functions Φ ∈ in (0, +∞) are somehow almost-homogeneous, this ownership has been used in [23, 26, 39 and 41] . Let us consider the N-functions
(2.7)
We observe that Φ 1 and Φ 2 satisfy the -condition globally in [0, +∞); moreover Φ 1 and Φ 2 belong to the class 2 ∩ ∇ 2 globally in [0, +∞). The function Φ 3 satisfy -condition for all t ≥ t 0 but Φ 3 / ∈ ∇ 2 . The function
For further details refer to [1] , [4 -7] , [10 -12] , [15 -17] , [22 -41] 
where ∂ i u are the weak derivatives of u for i = 1, ..., N .
are Banach spaces with the following norms
We observe that if Φ (t) = t p , with p > 1, then u Φ,Ω = u p,Ω , where [4 -7] , [10 -12] , [15 -17] , [22 -41] and [43 -44] . Let Φ be a N-function then there exists a real valued function p defined on [0, +∞) and having the following properties: 
The N-functions Φ and Φ are complementary N-functoins.
Particularly from the relationship (2.1) of the Definition 2 we get the following Young inequality ab ≤ Φ (a) + Φ (b) (2.8) and
for every a, b > 0. Moreover we have the following Hölder Inequality
for every u ∈ L Φ (Ω) and every v ∈ LΦ (Ω), [for dettails refer to 1, 33 and 43 ]. Proof. Refer to [33] and [43] .
Proof. Refer to [33] and [43] .
Caccioppoli Inequalities
In order to proof the Caccioppoli inquality (1.3) we need the following Lemma.
Lemma 3. Let (k, ·) be a nonnegative bounded function defined in [τ 0 , τ 1 ], τ 0 ≥ 0. Suppose that for all t, s with τ 0 ≤ t < s ≤ τ 1 we have
where A, B, θ are nonnegative constants, 0 ≤ θ < 1, Φ is a N-function and Φ ∈ m 2 with m > 1. Then for all , R, τ 0 ≤ < R ≤ τ 1 we have
where c is a constant depending only on θ and m.
Proof. See Lemma 9 of [27] .
Lemmas 3 generalizes the Lemma 6.1 of [21] . If u is a local minimum of (1.1) then
for every ϕ ∈ X and supp(ϕ) ⊂ Ω. Let us choose ϕ = η , where η ∈ C ∞ 0 Q s+t
2
.and η = 1 on Q s and |∇η| ≤ c t−s .on Q s+t 2 , then we get
Using lemma 1 (i) it foollowṡ
for i = 1, ..., N , by (2.9) and (3.4) we get
Using (3.3), (2.8) and (3.5) we have
Moreover it follows
ε N and we get
and, since m N > 1, it follows
Using Lemma 3 it follows
Particolary we get the following Caccioppoli inequality
Let R be the function defined by
then we have the following Caccioppoli inequality
In this paragraph we will show the Theorem 3. Particularly we need the following Lemma. , we have
and consequently, in particular, we have
Proof. Refer to Lemma 7.1 of [21] .
Let us consider the function H defined by 
.and
, then we get
for every a ∈ (0, 1) and 0 < θ ≤ 1. Since
there exists R 0 > 0 such that
(4.11) Usin the fully anisotropic Sobolev inequality (1.8) it follows
we get
Using (4.7), (4.13) and (4.14) it follows
wherek >h. Using (4.6), (2.3) and (4.15) we get 
