Fault diagnosis of pumping unit system has long been a challenging issue owing to the system that exhibits nonlinearity, coupled parameters and time-varying in the production process. In this paper, a novel fault diagnosis method based on dynamic axis nucleation kernel partial least squares (DANKPLS) is proposed for pumping unit. First, the multiple dichotomous regression (MDR) model is established to reflect the hidden dynamic relationship between variables efficiently. Then, a novel axis nucleation kernel partial least squares method is proposed to map the principal axis into a high-dimensional space. In particular, the correlation of the data can be further and clearly represented. Finally, the proposed method is applied to the pumping unit system. Experimental results show the effectiveness and favorable diagnosis rate in false alarm and missing alarm.
I. INTRODUCTION
Pumping unit systems are the most common artificial lift methods used in oil production. The oil production process of the pumping unit is a complex industrial system, where many unknown factors exist in the process of sucker rods moving thousands of meters below the surface. In the oil production process, pumping unit systems are not stable and many kinds of faults will occur. Faults can result reduction of oil production, stop production and even damage to the equipment. However, the complex down-hole conditions of oil well make it harder to diagnose pumping unit faults. Therefore, it is a challenging and important issue to establish a precise and effective fault diagnosis model for pumping unit systems.
In practical oil production, indicator diagram, which is a closed curve with load and displacement throughout a stroke, has been the main tool to monitor the down-hole operating conditions of pumping unit. In traditional fault diagnosis of pumping unit, engineers usually analyze the shape of indicator diagram to judge the down-hole operating condition.
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However, the diagnostic accuracy is dependent on the experience of the engineer.
In recent years, many advanced methods have been used to achieve intelligent identification of the indicator diagram. These methods include rough set theory [1] , artificial neural networks [2] , [3] , support vector machine [4] , [5] , and so on. However, these methods mainly use the load and displacement data to diagnose the down-hole operating conditions. Nowadays, as information construction in oilfield developed, oilfield enterprises have accumulated a large amount of production data, including voltage, current, oil press, produced fluid volume, power factor, pump efficiency, etc. These production data make it possible to analyze the fault of pumping unit.
In the past few decades, multivariate statistical process monitoring (MSPM) has a stronger ability to interpret the correlation between variables, which making process monitoring and fault diagnosis more accurate [6] , [7] . MSPM for fault diagnosis mainly includes principal component analysis (PCA) [8] - [12] , independent component analysis (ICA) [13] - [15] and partial least squares (PLS) [16] - [19] . These methods extract potential features from a large number of input and output data to diagnose faults in industrial processes. Compared with PCA, PLS uses the input variable to interpret and predict the output variable to select the feature vector, where invalid noise in the regression can be removed effectively. Meanwhile, PLS can extract fewer components to explain more variable related issues. In order to identify and diagnose the fault diagnosis of pumping unit, the key is to realize the mapping from the fault symptom to the fault space. However, the production process of oil well exhibits nonlinearity, coupled parameters and time-varying, it is difficult to establish an accurate fault diagnostic model for pumping unit using the PLS algorithm [20] .
To address the nonlinear problem of process data, Rosipal and Trejo [21] proposed a nonlinear kernel PLS (KPLS) method, where nonlinear input data are mapped into a high-dimensional feature space. Hence, there is a linear structure between the process data. Zhou et al. [22] proposed improved KPLS algorithm to improve the detection accuracy of quality-related faults and reduce the false positive rate of quality-independent faults. Zhang et al. [23] proposed a dynamic kernel partial least squares (DKPLS) to improve the dynamic characteristics of related faults and make data more connected. In [24] , a full-kernel PLS (T-KPLS) algorithm is proposed for nonlinear quality-related process monitoring, where the input space is divided into four parts. In [25] , an improved KPLS method based on optimal preference matrix is developed to solve the problem of misinterpretation of principal components. The optimal preference matrix is used to adjust the distribution of process variables and the eigenvalues of covariance matrices. In [26] , a distributed fault diagnosis method based on multi-block KPLS was proposed to monitor large-scale industrial processes. In [27] , a time-slice batch process monitoring methods was developed to solve the problem of linear and nonlinear variables. Besides, kernel function based PLS in [28] , hybrid kernel function based PLS in [29] and multi-scale KPLS in [30] and among others [31] - [33] .
Although the standard KPLS and its extension methods are widely used to monitor and diagnose industrial faults, these problems remain need to be addressed: 1) In the KPLS model, the static mathematical models constructed by offline data does not reflect the strong correlation between data, and the changes of potential characteristics associated with variables are not represented. 2) Owing to the time-varying characteristics and the multiple correlations of variables of the industrial parameter, the correlative characteristics between variables cannot be completely extracted using KPLS, which leads to high false alarm rate and low diagnosis accuracy.
Inspired by above analysis of MSPM, a novel dynamic axis nucleation kernel partial least squares (DANKPLS) algorithm is developed for fault diagnosis in the pumping unit system. First, the dynamic model of input and output variables is established based on the multiple dichotomous regression (MDR) model. Then, strong dynamic correlation characteristics of input and output variables are established, respectively. It can reflect the hidden dynamic relationship between variables efficiently. Furthermore, data are mapped into another high-dimensional feature space by kernel principal axis mapping method. It can make the maximum variant information between data and the maximum correlative degree. Therefore, the correlation of the data can be further and clearly represented. Experimental results show the effectiveness and favorable diagnosis rate in false alarm and missing alarm.
The rest of this paper is organized as follows. In Section II introduces in brief the basic principle of the KPLS algorithm. In Section III, the multiple dichotomous regression methodology is proposed. Section IV presents the DANKPLS fault diagnosis model. In Section V, the proposed algorithm is applied to the actual production data of the pumping unit, and the experiments and results are discussed in detail. Finally, the conclusion is provided in Section VI.
II. PRELIMINARIES A. KPLS ALGORITHM
In the KPLS algorithm, the input and output variables are decomposed to the following form:
where t i is the principal component of KPLS and i is the number of the principal component, which is determined by cross-validation. φ i (x) andF i are the residuals of the input and output variables, respectively. The normalized loading vector is denoted by:
where w i cannot be calculated directly since the mapping function φ i (x) is unknown. Using the expression K = φ i (x)φ i (x) T allows the scores vector to be represented by:
The residual φ i (x) is defined as follows:
By combining (4), it follows that
This residual is used for computing the next latent variable. The basic KPLS algorithm is shown in detail in Algorithm 1:
B. MULTIPLE DICHOTOMOUS REGRESSION MODEL
Multivariable nonlinear data X ∈ R n×m are divided into input data X a ∈ R n×c and output data Y ∈ R n×z , where input data and output data are temporal correlation data [34] . Meanwhile, the current moment and the past moment are temporal correlation. Then, MDR model is proposed to reflect the
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hidden dynamic relationship between input data and output data. The basic idea of this method is to establish multiple regression models for input data and output data, respectively. The dynamic multivariate augmented matrices X aP and Y are obtained respectively, and then the two matrices are combined into a matrix D . Input data X a can be represented as a multivariate model as follows:
, · · · , (k − P) can reflect the dynamic relationship of variables. The order coefficient of P is determined by statistical hypothesis, generally P = 1 or 2 .
When order P is determined in MDR, the augmented matrix X aP of original data X a can be expressed as follows:
Similarly, output data Y can be expressed as follows as multiple regression:
where β 1 , β 2 , · · · , β P is the regression coefficient and is
, · · · , (k 1 − ) can reflect the dynamic relationship of variables. Hence, the augmented matrix Y of output data Y can be expressed as follows:
According to construct augmented matrix of input data and output data, the corresponding matrix space can reflect the dynamic relationship between variables. Finally, the two augmented matrices are combined into a dynamic spread see (10) , as shown at the bottom of this page.
Therefore, D can make the data have dynamic characteristics and can provide a good mathematical model for subsequent axis nucleation kernel partial least squares analysis.
III. THE PROPOSED METHOD A. DANKPLS ALGORITHM
In section 2, a new augmented matrix D can be obtained based on the MDR method; the new input data D have good dynamic performance. In this section, DANKPLS is developed to establish the fault diagnosis model.
The augmented matrix D is normalized. For the input matrix D = {x 1 , x 2 , x 3 , · · · , x n } n×m1 of the training samples, the kernel function inner product matrixK can be constructed asK
where i = 1, 2, · · · , n, j = 1, 2, · · · , n, c is a constant. Then, we havē
where E = 1 n[1, 1, · · · , 1] ∈ R n×n , the normalized axis nuclear w k can be expressed by
According to (5) ,K can be expressed as
Similarly, an augmented matrix is constructed for the test sample, and then the kernel function inner product matrixK 1 can be constructed as
Algorithm 2 DANKPLS Algorithm 1: establish multiple dichotomous regression matrix: X aP , Y ; 2: initialize: k = 1, Y k = Y , u k = Y k ; 3: calculate the axis vevtor of w k =K u k / K u k ; 4: calculate the Input vector score matrix of t k =K w k ; 5: calculate the input vector load matrix: P k = Y T t k ; 6: calculate u k after iteration: u k = Y P k ; 7: repeat steps 3-5 to obtain the converged t k ; 8: calculate the residual information for matricesK and Y :
According to the above steps, the DANKPLS algorithm is shown in detail in Algorithm 2.
B. FAULT DETECTION BASED ON DANKPLS
In DANKPLS, T 2 and SPE statistics are used to detect the fault. The T 2 statistic reflects the change of the variable in the principal space, which is defined as:
where 1 is the inverse of the covariance of the score matrix.
is the critical point of F distribution under the condition that the test level is α and the degrees of freedom is i and n − i.
The SPE statistic reflects the change in the projection of the sample vector in the residual space, which is defined as:
where ψ k =K u k t T kK u k andK is the test kernel matrix. Confidence limit can be calculated by its approximate distribution:
where h 0 = 1 − 2θ 1 θ 3 3θ 2 2 and θ i = m j=i+1 λ t j , t = 1, 2, 3. λ j is the jth eigenvalue of the covariance matrix S corresponding to D .
The fault detection and diagnosis steps based on the DANKPLS algorithm include offline principal component model establishment, online fault detection and diagnosis. First, the normalized original data were divided into two groups of X and Y variables, and then the MDR models were established to obtain augmented matrices X aP and Y . The hidden dynamic relationship of variables can be obtained. Secondly, axis nucleation KPLS model was constructed, so that more potential variables could be separated in the process of data projection. The correlation of the data can be further and clearly represented. Finally, the obtained model is used to analyze the test data, and the obtained principal element is used for fault diagnosis. The specific steps of the algorithm flow chart are shown in Fig. 1 .
IV. SIMULATION RESULTS
In this section, actual production data of oil wells in the Dagang oil field in China are used to show the effectiveness and performance of our proposed algorithm. Based on practical experience, 41 input variables and 9 output variables are used to diagnose faults, including 22 production variables (such as load, voltage, current, oil press, produced fluid volume, power factor, pump efficiency, three-phase current, three-phase voltage and three-phase power, etc.) and 19 feature points of indicator diagram. In this paper, indicator diagram feature is extracted by Fourier transform [35] , and 19 feature points are extracted from indicator diagram. Hence, 41 variables of pumping unit are used to diagnose faults.
Aiming at the typical faults of pumping unit are studied experimentally, includes the gas interference (fault 1), Up-stroke pump bumping (fault 2), Liquid shock (fault 3), Parted rod (fault 4) and insufficient liquid supply (fault 5).
We selected 1000 sets of data for each type of fault as experimental data from March 1, 2015 to December 30, 2016 . The training dataset consists of 500 sets of data, and the test dataset consists of 500 sets of data. Among the training dataset, the first 250 datasets are normal samples, and the second 250 datasets are fault samples. In the test dataset, the first 300 datasets are normal, and the second 200 datasets are fault samples. Compared with KPLS and DKPLS algorithms, the validity of DANKPLS algorithm is verified. Experimental results show that the effectiveness of the proposed algorithm. Fig. 2 shows experimental results in T 2 and SPE of fault 1. From Fig. 2a , we can see that both T 2 and SPE of KPLS can detect the fault at the 300th sample point. However, for T 2 large fault samples exceed the confidence limit. The FAR is high, and the fault detection cannot be performed well. In Fig. 2b , we can observe that DKPLS detected the fault at the 310th sample point. When the fault occurs, DKPLS algorithm cannot detect the fault immediately, which resulting in high rate of missing report (MR) in the beginning. In Fig. 2c , both T 2 and SPE of DANKPLS can detect the fault at the 300th sample point. Compared with Fig. 2a and Fig. 2b , we can see that the DANKPLS approach leads to a better performance than KPLS and DKPLS.
When the T 2 statistic or SPE statistic exceeds the confidence limit, it means that an abnormal situation has occurred in the process. However, it is impossible to determine which part of the process is fault from the T 2 statistic monitoring plots and the SPE statistic monitoring plots. Meanwhile, it is necessary to locate the fault source. The contribution plots method can calculate the contribution of each process variable for the T 2 and SPE. The contribution of the statistics is calculated and plotted as a histogram. It can be determined which part of the process has fault. By comparing the contribution rate of each variable, the fault source can be located. Therefore, contribution plots have played an important role in the process monitoring.
The rate of contribution of jth variables x j to SPE statistic can be expressed as [36] :
wherex j is the normalized variables x j ,x j = TP T j = xP j P T j is the reconstructed value ofx j .
Similarly, the rate of contribution to T 2 statistic can be formulated as follows:
(1) Find principal component variables r(r ≤ a) that satisfy t 2 λ i > T 2 a a; (2) The rate of contribution of jth variable x j to T 2 statistic can be expressed as (20) where t i is the ith score vector, λ i is the eigenvalue of the corresponding matrix, a is the principal component, T 2 a is the confidence limit, p ij is the ith row jth column element of the principal component matrix.
The contribution plots are generally represented by a histogram. From Fig. 3a , it can be seen that biggest contributor variables of T 2 and SPE are variable 36 and variable 28, respectively. It is obvious that biggest contributor variables of T 2 and SPE are variable 32 and variable 28 in Fig. 3b and variable 23 and variable 28 in Fig. 3c , respectively. Based on practical experience, the statistic of T 2 is caused by the variable 23 and SPE is caused by the variable 28 in fault 1, namely, the fault caused by the voltage and current. We can conclude that the proposed MDR model can excavate the hidden variables of data and make the correlation between data more closely. Therefore, the location of fault variable is more accurate by using axis nucleation.
For fault 2, the fault diagnosis result is shown in Fig. 4 . From Fig. 4a , we can see that T 2 and SPE can detect faults at 300 in KPLS. There are many normal samples exceed the confidence limit in the SPE. In Fig.4b , it can be seen that the SPE can successfully detect the fault at the 300th sample point. However, for T 2 the normal sample value exceeds the confidence limit. Therefore, the FAR is high, and the fault detection cannot be performed well. In Fig. 4c , it is obvious that the fault can be successfully detected at the 300th sample point and the fault diagnosis effect is remarkable. Fig. 5 shows the contribution rate of fault 2. From Fig. 5a , we can see that biggest contributor variables to T 2 and SPE statistic are variable 32 and variable 10, respectively. The variables that contribute biggest to T 2 and SPE statistics in Fig.5b are variable 38 and variable 11, respectively. In Fig. 5c , it can be seen that biggest contributor variables of T 2 and SPE are variable 6 and variable 11, respectively. In fault 2, the statistic of T 2 is caused by the variable 6 and SPE is caused by the variable 11. We can conclude that the location of fault variable of the proposed algorithm is more accurate than the KPLS and DKPLS.
When we calculate the FAR and MR in the multi-fault classification, other fault samples are considered to be ''normal samples''. Therefore, MR is defined as the ratio of the number of ''normal samples'' of failures to the total number of failure samples, FAR is the ratio of the number of ''fault samples'' identified as normal to the total number of normal samples. Table 1 shows the FAR and MR results in fault 1, fault 2, fault 3, fault 4 and fault 5. Compared with KPLS and DKPLS algorithms, the fault detection accuracy of DANKPLS is higher. We can conclude that the proposed algorithm provides a better FAR and MR in comparison with KPLS and DKPLS. 
V. CONCLUSION
In this paper, we have developed a novel fault diagnosis method based on DANKPLS for pumping unit. First, to reflect the hidden dynamic relationship between variables, the MDR model is established. Then, axis nucleation KPLS method is proposed to map the principal axis into a high-dimensional space. The proposed algorithm is applied to the pumping unit of Dagang oil field in China. Experimental results show that the proposed DANKPLS algorithm can provide better monitoring performance than KPLS and DKPLS methods. 
