This paper proves Harnack's inequality for solutions to a class of quasilinear subelliptic differential equations. The proof relies on various embedding theorems into nonisotropic Lipschitz and BMO spaces associated with the vector fields X 1 , . . . , Xm satisfying Hörmander's condition. The nonlinear subelliptic equations under study include the important p-sub-Laplacian equation, e.g.,
Introduction
One of the main purposes of this paper is to show various embedding theorems into nonisotropic Lipschitz and BMO spaces associated with the vector fields satisfying Hörmander's condition. The other, more importantly, is to apply some of our new theorems proved here to study the local regularity of certain classes of nonlinear subelliptic PDE formed by vector fields. These nonlinear subelliptic equations studied here include the important p-sub-Laplacian as a special case.
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Let Ω be a bounded, open and pathconnected domain in R n , and let X 1 , . . . , X m be a collection of C ∞ real vector fields defined in a neighbourhood of the closure Ω of Ω. For a multi-index α = (i 1 , . . . , i k ), denote by X α the commutator [X i1 , [X i2 , . . . , [X i k−1 , X i k ]], . . . , ] of length k = |α|. Throughout this paper we assume that the vector fields satisfy Hörmander's condition: there exists some positive integer s such that {X α } |α|≤s span the tangent space of R d at each point of Ω. We can define a metric as follows: An admissible path γ is a Lipschitz curve γ : [a, b] → Ω such that there exist functions c i (t), a ≤ t ≤ b, satisfying m i=1 c i (t) 2 ≤ 1 and γ (t) = m i=1 c i (t)X i (γ(t)) for almost every t ∈ [a, b] . Then a natural metric on Ω associated to X 1 , . . . , X m is defined by The metric ball is defined by B(ξ, r) = {η : (ξ, η) < r}. This metric is equivalent to the various other metrics defined in the work of NagelStein-Wainger [NSW] . Note that the Lebesgue measure is doubling with respect to the metric balls as shown in [NSW] . Thus (Ω, ) is a homogeneous space.
By the Rothschild-Stein lifting theorem (see [RoS] ), the vector fields
where T is the unit ball in R N −d by adding extra variables so that the resulting vector fields are free, i.e., the only linear relation between the commutators of order less than or equal to s at each point ofΩ are the antisymmetric and Jacobi's identity. Let G(m, s) be the free Lie algebra of steps with m generators, that is the quotient of the free Lie algebra with m generators by the ideal generated by the commutators of order at least s + 1. Then {X α } |α|≤s are free if and only if d = dim G(m, s). We also define Q = s j=1 jm j where m j is the number of linearly independent commutators of length j. This integer Q is called the homogeneous dimension associated with the vector fields.
We now define the Sobolev space (Ω) . Let us review briefly the known results on embedding theorems, especially Poincaré type inequality for vector fields satisfying Hörmander's condition. We refer the interested reader to, e.g., [CDG1] , [FGW] and [L1] , for the embedding theorems of Sobolev type (i.e., the functions under consideration are assumed to be with compact support). For embedding theorems on groups, we refer the reader to [FS] , [Kra] , [Va] and [VS-CC] . For nonsmooth vector fields, extensive study has been given in [Fr] , [FrL] , [FrS] and [FGuW] .
Theorem. Let E ⊂⊂ Ω, 1 ≤ p < ∞, then there exist some q = q(p) ≥ p and constants r 0 > 0, C > 0, c ≥ 1, such that for any metric balls B = B(x, r) with cB = B(x, cr) ⊂ Ω, x ∈ E, and any f ∈ Lip 1 (B), the following inequality holds
provided 0 < r < r 0 , where C, c, r 0 depend only on E, Ω, f B may be taken to be
Such an inequality was first proved by D. Jerison [Jer] for all 1 ≤ p < ∞ and q = p. The same inequality in the setting of subelliptic operators was proved by Jerison and Sanchez-Calle in [JeS] . After the work of [Jer] and [JeS] , the author of the present paper improved the result in [J] for p > 1 and extend it to weighted case ([L1]- [L2] ). Especially, when 1 < p < Q, it is shown in [L1] and [L2] that q can be taken as 1 ≤ q ≤ Qp Q−p . We remark here that by the Rellich-Kondrachov compact embedding theorem for vector fields satisfying Hörmander's condition (see, e.g., [L4] ) and together with a well-known compactness argument (see, e.g., [L5] ), one can recapture the proof of the Poincaré inequality with 2B on the right side for all 1 ≤ q < pQ Q−p except the endpoint q = Qp Q−p . However, such a Poincaré inequality usually involves a constant C possibly depending on the ball B in general.
When p = Q, the following inequality was shown in [L3] that for all balls B with cB ⊂ Ω:
where A > 0, C > 0 and c ≥ 1 are absolute constants provided that f ∈ Lip 1 (B) is not constant.
All the Poincaré type inequalities proved so far are with the restriction
However, if we consider embedding theorems on the
Campanato-Morrey spaces, we will get inequalities with larger differences f (y) dy be the average over the ball B of the function f . We define the following two types of Campanato-Morrey norms:
where the sup is taken over all the balls B = B(x, r) with cB = B(x, cr) ⊂ Ω with x ∈ E ⊂⊂ Ω for some subset K and ρ(B) = r (the radius of the ball B) ≤ R. It is easy to see that two elements of L p,λ can be identified if they only differ by a constant.
We also define the space
where the sup is taken in the same sense as above. Then one of the main theorems proved in [L3] is the following: Recently, Franchi, Wheeden and the author showed in [FLW] that a Poincaré inequality holds when p = 1 and q = Q Q−1 (when p = q = 1, the result was due to Jerison [Jer] ). We mention that this endpoint result for p = 1 contains certain important geometric information. Indeed, applying this Poincaré inequality, we also derived a relative isoperimetric inequality ( [FLW] ). A new representation formula was derived in [FLW] which improves the one obtained in [L1] . Results in [FLW] also sharpen the exponents given in those inequalities in [L1] - [L2] .
One of the main goals of this paper is to show some new embedding theorems for Hörmander's vector fields which will complement the theorems mentioned above. The current theorems shown here together with the previously known ones will give a fairly complete picture of embedding theorems for vector fields of Hörmander's type. More importantly, we will employ these new theorems to prove a Harnack inequality for a certain class of quasilinear subelliptic differential equations formed by vector fields satisfying Hörmander's condition.
We first state the embedding theorems. From now on, we use frequently |Xf| to express 
provided that one of the metric balls B(x, (x, y)) and B (y, (y, x) ) is contained in Ω. 
We remark here that Theorems (1.2) and (1.3) do not involve the homogeneous dimension Q, both the theorems and proofs work in more general settings, say, for Grushin or nonsmooth vector fields (see [FGuW] ). By employing the above theorems when 1 < p < ∞, we shall establish certain Harnack inequalities for weak solutions, subsolutions, and supersolutions of quasilinear second order subelliptic partial differential equations of the form
where X * j is the adjoint of X j , which is not necessarily a vector field in general; u(x) is assumed to be in W 1,p loc (Ω). As a special case of our theorems, we will be able to obtain the local regularity for the well-known sub-Laplacian.
The Harnack inequality will be established under certain structural assumptions on the equation (1.4) (see Theorems (3.9), (3.13), (3.15) and Corollary (3.11) in Section 3).
We now let u, η) ) and B(x, u, η) be, respectively, vector and scalar measurable functions defined on Ω × R × R m , where Ω is a domain in R n .
The structure of the equation (1.4) throughout this paper will be assumed to satisfy the following:
are nonnegative measurable functions satisfying certain integrability properties which will be described in Section 3. Such type of equations when
. . , n) in R n have been studied in the literature (see [Ser] , [GiT] , [Tru] , [Zie] ). We point out here that the equation (1.4) has been studied in [CDG1] when p is restricted to 1 < p ≤ Q under the assumption of b 0 = 0. Our theorems proved in this paper include all 1 < p < ∞ and also b 0 = 0. Moreover, the results in [CDG1] require higher integrability conditions on the coefficients a i (x)(i = 1, 2, 3, 4), b j (x)(j = 1, 2, 3) than the ones given here (see Section 3 for details). For example, by our theorems in Section 3 the solutions of, e.g., the following very simple equation for all 1 < p < ∞ satisfies a uniform Harnack inequality:
, A is a constant; B, C and D are in appropriate function spaces which will be specified below. We should also mention that when 1 < p ≤ Q we shall assume the solutions are a priori bounded (when b 0 = 0 such an assumption can be dropped, see Section 3) while when p > Q the local boundedness and Hölder continuity of the solutions follows by the embedding Theorem (1.1) proved in this paper without obtaining Harnack inequality first. However, one still needs to prove the Harnack inequality for p > Q because Hölder continuity of the solutions does not lead to this.
We also remark that the proofs of the Harnack inequalities for the solutions of the equation (1.4) rely on Sobolev embedding theorems (see for example [L1] , [FGW] ) and embedding theorems into Lipschitz and BMO spaces proved here. We will also need to adapt the well-known Moser's iteration argument [Mos] to our nonlinear subelliptic case. For G. Lu elliptic Euclidean case, we refer the interested reader to [LaU] , [Mos] , [Nas] , [Ser] , [GiT] , [Tru] , [Zie] and references therein. Our Harnack inequalities extend to the subelliptic context results due to J. Serrin, N. Trudinger, Ladyzhenskaya and Ural'tseva (see [Ser] , [Tru] , [LaU] ). We also mention that subelliptic variational problems have been studied by Xu in [X1] .
The organization of the paper is as follows: Section 2 contains the proofs of the embedding theorems which will be needed in proving the Harnack inequality. Section 3 devotes the proof of the Harnack inequality, Hölder continuity, and estimates of the solutions at the boundary.
We will use the letters C, c, etc., to denote the absolute constants and may differ from line to line.
Proofs of Theorems (1.1), (1.2) and (1.3)
We recall again that by the Rothschild-Stein lifting theorem (see [RoS] ) the vector fields
There is also a metric˜ :Ω ×Ω → R + associated with the lifted vector fieldsX 1 , . . . ,X m . We note that the Lebesgue measure of the ball |B(ξ, r)| ≈ r Q , where Q is the homogeneous dimension of G, and B(ξ, r) is the metric ball in (Ω,˜ ). Thus (Ω,˜ ) is a homogeneous space in the sense of Coifman and Weiss. We should mention the proofs given in this section are not the simpliest ones.
The following lemma is necessary in order to show Theorem (1.1).
Lemma 2.1. Given any metric ballB ⊂Ω and any Lipschitz continuous functionf ∈ Lip 1 (Ω). Then there exist constants c ≥ 1 and C ≥ 1 such that for any ξ ∈B and any constant C 0 the following is true:
) is the metric distance associated to the lifted vector fields {X
This lemma was essentially proved in [L1] (Lemma (3.2) in [L1] ). In [L1] it was shown that there is a constant CB such that
But we can show such a constant CB can be replaced byfB. Moreover, if we replace the functionf byf −C 0 , we will get Lemma (2.1). Actually in the proof below we will take C 0 =f cB .
Remark. In the above representation formula, it contains the HardyLittlewood maximal function and also the zero order term |f −C 0 |. Such a formula is good enough for most L p estimates for p > 1 as demonstrated in [L1] - [L3] . The proof of Theorem (1.1) given below by using this formula is interesting itself when we get rid of the Maximal function by using the boundedness of the maximal function in L p norm and control the terms containing the zero-order term |f − C 0 | by using the known Poincaré inequality from L p to L p . (See the similar argument in [L3] .) Of course, the proof can be much simplified by using the new representation formula obtained in [FLW] . We thought the proof of Theorem (1.1) given below may have its own interest.
Before we start to prove the Theorems (1.1), (1.2) and (1.3), we briefly explain how the proofs go. We will first prove the theorems for free vector fields {X i } and the functionsf defined onΩ. Secondly, for any function f defined on Ω which satisfies the assumptions in the theorems associated with the vector fields {X i }, we define the new functionf (ξ) =f (x, t) = f (x) for x ∈ Ω and ξ ∈Ω and we prove for so definedf it satisfies the conditions associated with the lifted vector fields {X i }. Thirdly, we then show the conclusions of the theorems for so definedf will lead to the conclusions for the original function f .
We also mention that on the nilpotent Lie group some similar results to our Theorem (1.1) were derived in [Fol] , [SC] , [Cou] and [Kra] .
Proof of Theorem (1.1):
We first show that the theorem holds for f ∈ Lip 1 (Ω). The general case follows by an argument of approximation. Given any ballB ⊂Ω, and anyf ∈ W 1,p (Ω) Lip 1 (Ω), p > Q. LetfB = 1 |B| Bf (η) dη. Taking C 0 =f cB in Lemma (2.1), then by Lemma (2.1), for any ξ ∈B,
In the above we have used the Hölder's inequality in the second inequality, the L p boundedness of the Hardy-Littlewood maximal function in the third inequality and also the Poincaré inequality in the fourth inequality. So sup
Then for ξ, η ∈B,
Now let ξ, η ∈Ω, and set
Now given any function f ∈ W 1,p (Ω) and p > Q, and any metric ball B = B(x 0 , r) ⊂ Ω, and any x, y ∈ B, we can define the ball B =B((x 0 , 0), r) ⊂Ω. Then ξ = (x, 0) and η = (y, 0) ∈ cB. If we set f (ξ) = f (z) for all ξ = (z, t) ∈Ω, z ∈ Ω, then by the above formula
We now consider any x, y ∈ Ω. If we assume that either B = B (x, ρ(x, y) ) or B = B (y, ρ(x, y) ) is contained in Ω, we then get
Therefore, the assertions in Theorem (1.1) follow. The compact embedding follows easily from the Ascoli-Arzela Theorem. We omit the details here.
We now turn to the proof of Theorem (1.2). We first state the following lemma:
Lemma 2.2. Given any metric ballB =B(ξ 0 , r) ⊂Ω and any Lipschitz continuous functionf ∈ Lip 1 (Ω). Then there exist constants c ≥ 1 and C ≥ 1 such that for any ξ ∈B the following is true:
For general free vector fields of Hörmander type, this lemma is a recent result showed in [FLW] (even for the original vector fields, the above formula was also proved in [FLW] , but we do not need that version here). We also remark here that such a representation formula for functions compactly supported in the ball is immediate by the fundamental solution estimate for the sum of squares (see [FeS] , [FeP] , [NSW] , [San] ).
Since we do not have the adapted "Polar Coordinates" in the setting of Hörmander vector fields, we will prove the theorem by cutting the kernel on metric "annulus".
Proof of Theorem (1.2):
We only prove the theorem for the case p = 1. The general case for p > 1 follows by the Hölder inequality by observing that 1
Given any metric ballB =B(ξ 0 , R) ⊂Ω. Note for any ξ ∈B,B ⊂ B(ξ, cR)
for some absolute constant c ≥ 1. Then by Lemma (2.2) for any ξ ∈B,
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Therefore, for any ξ, η ∈B,
where R = ρ(B).
Reasoning as in the proof of Theorem (1.1), we can actually show
For any given ball B ⊂ Ω and function f ∈ W 1,p (Ω), as in the proof of Theorem (1.1), we define the new functionf (ξ) =f (x) for ξ = (x, t) ∈Ω, where x ∈ Ω, and the ballB. It is easy to check that the condition for the function f
for all balls B R ⊂ Ω for the original vector fields will lead to the same condition for the functionf defined by f
for all ballsB R ⊂Ω. Thus arguing as in the proof of Theorem (1.1), we get the desired result.
Proof of Theorem (1.3):
There are several ways to derive this lemma. One simplest way is to use the L p to L p Poincaré inequlity, and then use the known John-Nirenberg Theorem. But we will give the proof here without using the known Poincaré inequlity at all.
Again, we will cut the kernel on the metric annuli. Recall for ξ ∈B = B(ξ 0 , R) ⊂Ω the following holds:
Note for any given q ≥ 1 we have,
The last inequality above follows by the Hölder inequality. We also note
On the other hand, by noticingB ⊂B(ξ, cR) for any ξ ∈B, we get
This inequality holds for all q ≥ 1, thus we have shown that
provided µ (independent ofB andf ) is not too large. The above inequality says
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For any given function f and ball B = B(x 0 , r) ⊂ Ω, we defineB = B((x 0 , 0), r) ⊂Ω,f (x, t) = f (x). By using the following fact proved in [NSW] R l χB (y, t)dt ≤ C |B| |B| we will get from (2.3)
The Harnack inequalities
We will establish in this section certain Harnack inequalities for weak solutions, subsolutions, and supersolutions of quasilinear second order subelliptic partial differential equations of the form (1.4) under the structural conditions (3.1) below on the equation (1.4).
We recall that x = (x 1 , . . . , x n ), η = (η 1 , . . . , η m ) denote vectors in R n and R m respectively and Xu = (X 1 u, . . . , X m u) and A(x, u, η) = (A 1 (x, u, η), . . . , A m (x, u, η) ) and B (x, u, η) denote, respectively, vector and scalar measurable functions defined on Ω × R × R m , where Ω is a domain in R n .
are nonnegative measurable functions satisfying certain integrability properties which will be described below. We now define the notion of solutions, subsolutions and supersolutions of the equations (1.4). A function u(x) is said to be a weak solution (subsolution, or supersolution) of (1.4) in Ω if u(x) ∈ W 1,p loc (Ω) and
We note here that if (3.2) holds for all φ(
loc , then a standard argument of approximation will show that it still holds for all φ(x) given in the definition.
We now let (ρ) be a smooth function defined for ρ > 0 and such that (ρ) → 0 as ρ → 0. We also define the space
We assume the functions a i (x), b j (x) in the structure condition (3.1) in such space with certain (ρ). More precisely, we will assume when p < Q that
and
and we in this case set B = B 3ρ (x 0 ) and (3.4)
Remark. If we only assume (ρ) > 0 satisfies a certain Dini condition, i.e., 1 0 (ρ) ρ dρ < ∞, then the proofs of all the theorems below still hold with minimal modifications.
Besides the embedding theorems proved in Section 1, we also need the following lemma to prove the Harnack inequality.
Q norm is small then this lemma still holds as one can see from the proof given below.
Proof: We first assume p < Q. Given each fixed small enough r > 0. Then we can find a partition of unity of the domain Ω. More precisely, there exists a finite sequence of metric balls
We note that we have used the following Sobolev inequality since u i (x) has support in B i (see, for example, Theorem C in [L1] )
If we replace the constant Cr αp by > 0 we will get our proof. We note the precise constant C(r, p, Q, α) can be calculated.
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Theorem 3.9. Suppose that u(x) is a nonnegative weak solution of (1.4) in a metric ball
where
For the standard Harnack inequality stated below to hold, we need to assume that a 3 (x), a 4 (x), b 3 (x) = 0.
Corollary 3.11. Suppose that u(x) is a nonnegative weak solution of (1.4) in a metric ball
The special case of our theorem, i.e., b 0 = 0 has been found in [CDG1] when 1 < p ≤ Q, but with stronger assumptions on the coefficients a i (x) and b j (x). In this case b 0 = 0, we do not need to assume the boundedness of u(x) provided that the functions in the structure conditions (3.1) do not depend on M (since b 0 M = 0). We treat all the cases 1 < p < ∞ here in a unified way. One of the main features is the availability of the new embedding theorem proved in this paper.
For the weak supsolutions of (1.4) we have the following weak Harnack inequality.
Theorem 3.13. Suppose that u(x) is a weak supsolution of (1.4) in a metric ball
For the weak subsolutions of (1.4) we have the following estimate:
We remark here that Theorem (3.15) also holds for p = 1 as one can see from the proof below. It is clear that Theorem (3.9) is a consequence of Theorems (3.13) and (3.15).
The proofs of the above theorems adapt the well-known iteration argument of Moser [Mos] . More closely related arguments can be found in [Ser] , [GiT] , [Tru] and citeZie. We now define the functional
Consequently, the inequalities (3.10), (3.14) and (3.16) may be written as
Before we prove all the Harnack inequalities we first make the following reductions. We define
Thus u(x) will satisfy an equation of the form (1.4)
where A (x, u, η) and B(x, u, η) satisfies the following conditions:
Therefore this reduces the structure conditions to the cases a 3 (x) = b 3 (x) = a 4 (x) = 0, i.e., m(ρ) = 0. For simplicity we will also drop the "bar" from A, B, u(x) , a 1 (x), a 2 (x), b 2 (x) and simply write A, B, u(x) ,
Proof of Theorem (3.9) : We assume with no loss of generality that
where q = 0 and ξ(x) ≥ 0, ξ(x) ∈ C ∞ 0 (B 3ρ ) will be specified later. By (3.21), we have
where Xf = (X 1 f, . . . , X m f ) is the subelliptic gradient vector for the given function f . Substituting (3.21) and (3.22) into (3.2) we get
The above · stands for the inner product. In the following calculations, it will be understood that q > 0 when u satisfies the hypothesis of Theorem (3.15) and that q < 0 when u satisfies the hypothesis of Theorem (3.13).
By employing the structure condition (3.20) and together with (3.23), we get We note here that r 1 , r 2 , ρ are comparable, and also note that the Lebesgue measure is doubling with respect to the metric balls by the work of [NSW] . Thus by taking t-th root of both sides of (3.30) and setting s = pt = p + q − 1, we will get the following for positive s
while for negative s we get
We now fix some s 0 > 0 and define
We assume s 0 is so selected that no s j will coincide with p − 1 for otherwise s = s j = p − 1 and q = 0. Therefore 1 + |q| −1 < C for all j.
By (3.31) we obtain (3.33)
We have used the fact that χ > 1 and then the corresponding series in the above converges. If we let j → ∞ we will get
It is clear then for any s 0 = γ > p − 1, (3.34) holds and then we have shown Theorem (3.15). Actually, Theorem (3.15) also holds when p = 1 because in the above proof s 0 is allowed to be any positive number.
Suppose now that u(x) is a supersolution, (3.33) holds for any s 0 > 0 and s j < p − 1 and thus 
where v is as in (3.28) when q = p − 1. Thus Theorem (3.9) and (3.13) will follow from Theorem (1.3) in Section 1.
One application of the above theorem is the Hölder continuity of the weak solutions of (1.4).
Theorem 3.37. Suppose that u(x) is a weak solution of (1.4) in Ω which is also locally bounded. Then u(x) is Hölder continuous in Ω and if
for all B ρ ⊂ B ρ0 and some α > 0, and
The proof of the above theorem is fairly standard and we omit the details.
We now consider the estimates of the solutions at the boundary of the certain domains.
Let S be a subset of ∂Ω and u(x) ∈ W We now introduce the notion of a "regular point" on the boundary ∂Ω. A point x 0 ∈ ∂Ω is called "regular" if there exists a positive constant ρ 0 = ρ(x 0 ) such that for all ρ ≤ r 0 (3.43) |B ρ (x 0 )\Ω| ≥ θ 0 |B ρ (x 0 )|.
If every point of ∂Ω is regular we say ∂Ω is regular, and it is called "uniformly regular" if ρ 0 and θ 0 can be selected independent of x 0 . We also state a theorem which is an extension of Theorem (3.37) to the boundary. All the proofs of the above Theorems (3.41)-(3.46) follow by modifying the proofs of corresponding Theorems (3.9)-(3.15) and (3.37) and we omit the details. One needs to assume that all the vector fields are well defined and satisfying the Hörmander's condition in a larger domain Ω 1 containing Ω so that all the embedding theorems hold for those balls considered in the theorems.
After the paper was written and first circulated (with a slightly longer title) in February 1994, we learnt that some related work on Poincare estimates has also been obtained in [BM] , [MS] , [Cou2] , [HK] . A Poincaré type inequality with |f (x) − f B | replaced by |f (x) − f (x 0 )| for solutions to subelliptic quasilinear equations studied in the current paper has been given in [L5] for p ≥ 1 and in [BKL] for p < 1, among other things. We also became aware of the work [HH] for Harnack estimates on Carnot groups in conjunction with the quasiregular mappings, and the interior regularity for subelliptic systems [XZ] , and isoperimetric inequality independently derived in [CDG2] similar to that in [FGW] .
