Spinal metastasis, a metastatic cancer of the spine, is the most common malignant disease in the spine. In this study, we investigate the feasibility of automated spinal metastasis detection in magnetic resonance imaging (MRI) by using deep learning methods. To accommodate the large variability in metastatic lesion sizes, we develop a Siamese deep neural network approach comprising three identical subnetworks for multi-resolution analysis and detection of spinal metastasis. At each location of interest, three image patches at three different resolutions are extracted and used as the input to the networks. To further reduce the false positives (FPs), we leverage the similarity between neighboring MRI slices, and adopt a weighted averaging strategy to aggregate the results obtained by the Siamese neural networks. The detection performance is evaluated on a set of 26 cases using a free-response receiver operating characteristic (FROC) analysis. The results show that the proposed approach correctly detects all the spinal metastatic lesions while producing only 0.40 FPs per case. At a true positive (TP) rate of 90%, the use of the aggregation reduces the FPs from 0.375 FPs per case to 0.207 FPs per case, a nearly 44.8% reduction. The results indicate that the proposed Siamese neural network method, combined with the aggregation strategy, provide a viable strategy for the automated detection of spinal metastasis in MRI images. Keywords: deep learning, Siamese neural network, multi-resolution analysis, spinal metastasis, magnetic resonance imaging 23 disease (e.g. involving single or multiple segments). However, despite the 24 advantages mentioned above, the manual detection of spinal metastasis in 25 3 MRI is time-consuming and tedious considering the large number of slices in 26 each MRI sequence, as well as the large number of MRI sequences usually 27 acquired for each patient. Therefore, it is now becoming essential to develop 28 computerized algorithms for automated detection of spinal metastases in 29 MRI sequences. 30
Introduction
1 Spinal metastasis, a metastatic cancer to the spine, is a malignant process 2 in the spine. It is 25 to 35 times more common than any other malignant 3 diseases in the spine [1] and affects more than 100,000 individuals in the 2.1. Motivation
114
As previously mentioned in Section 1, there is considerable variability in 115 vertebral size. Such variability results in great variations in the sizes of the 116 metastatic lesions, thus yielding the difficulty in the metastatic lesion detec-117 tion. In Figure 1 , we provide examples of metastatic lesions with different 118 sizes, in which each image window represents a region of 55 × 79 mm 2 . As 119 can be seen, the size of the metastatic lesion varies hugely, in which the first 120 lesions cover almost 55 mm in width, while the last lesions only has less than 121 half of 55 mm in width.
122
In real application, such variability as mentioned above poses a major The goal is to make sure that when metastatic lesions are present, they are 137 salient in at least two image patches. Furthermore, in order to control the 138 number of parameters and regularize the overall model, we use the same 139 parameters in the networks associated with each resolution. 140 More precisely, to incorporate the input of the three image patches into 141 a unified classification framework, we use a Siamese neural network. The In the development phase, we experimented with subnetworks by using 168 many other architectures and in Figure 2 we only report the one with the 169 best performance. The architecture of the subnetworks has a sequence of 170 1, 2, and 2 convolutional layers before the first three max-pooling layers, 171 respectively. In one experiment, for instance, we started from an architecture 172 with a sequence of 1, 1, and 1 convolutional layers for subnetworks, and then 173 we gradually increased the number of convolutional layers and stopped when 174 no further improvement was observed.
175
Convolutional layers are the core layers for feature learning and extrac-176 tion. Each convolutional layer produces a feature map by convolving its input 177 with a set of convolutional kernels. Mathematically, let x be the input, y k 178 be the k th feature map in output, and w k (k = 1, 2, · · · , K, where K is the 179 number of convolutional kernels) be the k th convolutional kernel, then the 180 convolutional layer can be described by:
where * denotes the convolution operation and b k is the bias. Usually, there 182 are several convolutional kernels in each convolutional layer (i.e. K > 1).
183
In Figure 2 , the number of convolutional kernels corresponds to the number 184 preceding the symbol "@" in the line at the top. For example, 16 convolu- reducing the size of the feature maps by nearly 50%; the second type of 211 max-pooling layer produces its output by considering a feature map and its 212 next feature map at the same location, thus reducing the number of feature 213 maps by half. In this study, the first type is used for the first three max-214 pooling layers, and the second type is used for the last max-pooling layer.
215
In Figure 2 , the size of the feature maps is displayed in the top line, right then the objective function can written as:
where w denotes all the weight parameters in the model and λ is a constant 238 which controls the trade-off between the classification error on the training 239 samples and the complexity of the model.
240
To further reduce the potential for overfitting, we use dropout [37, 38] , 241 which can be viewed as a regularization technique. Dropout randomly drops 242 neural units during training to prevent any unit from being too reliant on 243 any other unit (unit co-adaptation). In this study, dropout with probability 244 0.5 is applied to the first fully connected layer. Finally, to increase the number of training samples, we use a data aug-295 mentation strategy. Data augmentation has been shown to be effective in 296 many cases [18, 39] . To preserve the resolution of the image patches, we 297 consider the following two data augmentation strategies for the samples in Examination of MRI sequences reveals that slice may vary greatly but 321 neighboring slices tend to be very similar. Based on this observation, for the 322 i th slice and location (x, y) in an MRI sequence, we generate an aggregated 323 likelihood using a weighted convex combination as follows:
where N(i) denotes the neighboring slices of the i th slice and α j is the weight 325 of the j th slice. The weights must be positive and satisfy j∈N(i) α j = 1 and 326 α i > α j , j = i. The constraint α i > α j , j = i indicates that when obtaining 327 the aggregated likelihood map for the i th slice, more emphasis should be put 328 on its likelihood map l i as compared to the likelihood maps l j of its neighbors.
329
In this study, for a slice under consideration, we consider its previous and 330 18 next slices as neighboring slices used for aggregation. When the slice is the 331 first or last slice in the MRI sequence, its next two slices or previous two slices 332 are considered as its neighboring slices. In the experiments, we considered 333 identical weights for both of the neighboring slices. We did a grid search on 334 the weights of the slice on the values 1/3, 0.4, 0.5, and 0.6. In the end, the 335 best performance was obtained at 0.4, thus the weight of the slice and its 336 two neighboring slices were set to be 0.4, 0.3, and 0.3 respectively.
337
Finally, a threshold is applied to the aggregated likelihood map for spinal 338 metastasis detection. To further reduce the number of FPs, detected regions 339 of size smaller than 5 cm 2 are considered to be FPs and are removed from 340 the list of positives. The use of 5 cm 2 is based on two observations: 1) the 341 average abnormal segment area in the dataset is 5.07 cm 2 , as described in 342 Section 3.1; and 2) the proposed method tends to produce detected regions 343 that are larger than those marked by radiologists, as shown in Figures 6 the cases under consideration were carefully selected based on confined dis-365 ease in only one or two vertebral body segments. Among these cases, the area 366 of the smallest abnormal segment was 1.65 cm 2 , the area of the largest abnor-367 mal segment was 9.54 cm 2 , and the average area of the abnormal segments 368 was 5.07 cm 2 .
369
The metastatic lesions in each MRI slice were identified and manually 370 traced by an experienced radiologist, and the boundary of the vertebral bod-371 ies were marked manually by two of the authors of this study. In each case 372 there are a total of 13 sagittal images covering the entire spine and, depend-373 ing on the size of the lesion, the radiologist selected 3-7 slices that contained 374 the lesion and manually outlined the metastatic lesions.
375
To facilitate the spinal metastasis detection, all the MRI slices are trans-376 formed into resolutions of 0.5 mm/pixel, 1 mm/pixel, and 2 mm/pixel for 377 multi-resolution analysis. In the development phase, we also considered the In our experiments, to get an overall evaluation performance for the whole 386 dataset, we applied a case-based 10-fold cross-validation procedure as follows.
387
The dataset was first randomly divided into 10 equally-sized subsets; in each 388 run, a subset is hold out for performance evaluation (i.e. "testing subset") 389 and the remaining data is randomly partitioned into two subsets, one con- The purpose of such case-based FROC analysis is to accommodate for the 433 fact that it is the same lesions that are under evaluation for the different 434 slices of the different MRI sequences associated with a given case. The case-435 based analysis is used in general to avoid any potential bias introduced by 436 differences in the number of MRI slices and MRI sequences, although in this 437 particular study, only one MRI sequence is available for each case.
438
To accommodate for the variations associated with the distribution of 439 the cases and to facilitate statistical comparison, we apply a bootstrapping 
Results

444
In Figure 5 , we show the FROC curve obtained by the proposed approach, 445 both with and without the aggregation procedure for comparison purpose.
446
As can be seen, the FROC curve is noticeably improved when information In Figure 6 , we show an example of three consecutive slices from an MRI 457 sequence (top) and their corresponding aggregated likelihood maps (bottom).
458
To demonstrate the corresponding detections, we apply a threshold of 0.6, Finally, to demonstrate the effectiveness of the multi-resolution approach, 472 in Figure 5 , for comparison purposes, we also show the best detection perfor-473 26 mance achieved by the single resolution method, using the patch size 55 × 79 474 at image resolution 1 mm/pixel. The slice-based aggregation method was 475 applied as well. As can be seen, the FROC curve of the proposed multi-476 resolution approach is noticeably higher than the single resolution method. 
Limitations
500
The results from this study indicate that the proposed approach can de- would benefit from the initialization of seed points provided by the proposed 527 approach. It must be noted, however, that the development and evaluation 528 of accurate segmentation methods would face even greater data challenges, 529 as not only it would require more curated data, but the curation process itself 530 would pose great challenges (e.g. a reader study). This is because different 531 29 radiologists may easily agree on the presence or absence of a lesion but, when 532 present, may disagree on its precise boundaries. per case, a nearly 44.8% reduction. Taken together, these results show that 546 the proposed Siamese neural network with the aggregation strategy has the 547 potential for providing the basis for an automated accurate spinal metastasis 548 detection system that can be clinically deployed. The approach and its eval-549 uation will greatly benefit in the future from the aggregation and curation 550 of larger datasets. 
