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ALGEBRAIC STRUCTURES ON GROTHENDIECK GROUPS OF
A TOWER OF ALGEBRAS
N. BERGERON AND H. LI
Abstract. The Grothendieck group of the tower of symmetric group algebras
has a self-dual graded Hopf algebra structure. Inspired by this, we introduce
by way of axioms, a general notion of a tower of algebras and study two
Grothendieck groups on this tower linked by a natural paring. Using repre-
sentation theory, we show that our axioms give a structure of graded Hopf
algebras on each Grothendieck groups and these structures are dual to each
other. We give some examples to indicate why these axioms are necessary. We
also give auxiliary results that are helpful to verify the axioms. We conclude
with some remarks on generalized towers of algebras leading to a structure of
generalized bialgebras (in the sense of Loday) on their Grothendieck groups.
1. Introduction
In 1977, L. Geissinger realized Sym (symmetric functions in countably many
variables) as a self-dual graded Hopf algebra [6]. Using the work of Frobenius and
Schur [21], this can be interpreted as the self-dual Grothendieck Hopf algebra of the
tower of symmetric group algebras
⊕
n≥0CSn. Since then, we have encountered
many instances of combinatorial Hopf algebras. In each instance, we study a pair
of dual Hopf algebras, and find that this duality can be interpreted as the duality
of the Grothendieck groups of an appropriate tower of algebras. For example, C.
Malvenuto and C. Reutenauer established the duality between the Hopf algebra
of NSym (noncommutative symmetric functions) and the Hopf algebra of QSym
(quasi-symmetric functions) [13]. Later, D. Krob and J. -Y. Thibon showed that
this duality can be interpreted as the duality of the Grothendieck groups associated
with
⊕
n≥0Hn(0) the tower of Hecke algebras at q = 0 [9]. More recently, it was
shown that if one uses
⊕
n≥0HCln(0) the tower of Hecke-Clifford algebras at q = 0,
then one gets a similar interpretation for the duality between the Peak algebra and
its dual [2]. In [19] Sergeev constructed semi-simple super algebras Sen (n ≥ 0) and
a characteristic map from the super modules of Se=
⊕
nSen to Schur’s Q-functions
Γ = C[p1, p3, . . .] ⊆Sym. The space Γ is a self-dual graded Hopf subalgebra of Sym.
In [7] the tower of 0-Ariki-Koike-Shoji algebras
⊕
n≥0Hn,r(0) is shown to be related
to the Mantaci-Reutenauer descent algebras [15], and their duals, a generalization
of quasi-symmetric functions, are introduced by Poirier [18].
Our present goal is to describe a general setting that includes all the examples
above. We study the relationship between some graded algebrasA and the algebraic
structure on their Grothendieck groups G0(A) and K0(A). More precisely, A =
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(
⊕
n≥0An, ρ) is a graded algebra where each homogeneous component An is itself
an algebra (with a different product). We will call A a tower of algebras if it
satisfies some axioms given in Section 3.1. This list of axioms implies that their
Grothendieck groups are graded Hopf algebras. Moreover, our axioms allow us to
define a paring and to show that the corresponding Grothendieck groups are graded
dual to each other. We also discuss how to weaken our axioms and still get similar
results. This is core of our paper and is found in Section 3.
In Section 5 we discuss how our axioms may be adapted to verify that the
Grothendieck groups G0(A) and K0(A) have a structure of generalized bialgebra
in the sense of Loday [11]. This leads to the notion of generalized towers of al-
gebras. In Section 2 we recall some definitions and propositions about bialgebras
and Grothendieck groups. In Section 4 we give some examples. We also give some
general results that are helpful to check the axioms.
2. Notations and Propositions
We give s brief review of the theory of bialgebras [6] and Grothendieck groups [4]
which will be useful for later discussion.
Definition 2.1. Let K be a commutative ring. A K-algebra B is a K-module with
multiplication π : B⊗KB → B and unit map µ : K → B satisfying the associativity
and the unitary property. We denote this algebra by the triple (B, π, µ).
A K-coalgebra C is a K-module with comultiplication ∆ : C → C⊗C and counit
map ǫ : C → R satisfying coassociativity and counitary property. We denote this
coalgebra by the triple (C,∆, ǫ).
If a K-module B is simultaneously an algebra and a coalgebra, it is called a
bialgebra provided these structures are compatible in the sense that the comulti-
plication and counit are algebra homomorphisms. We denote this bialgebra by the
5-tuple (B, π, µ,∆, ǫ).
A K-linear map γ : H → H on a bialgebra H is an antipode if for all h in H ,
Σhiγ(h
′
i) = ǫ(h)1H = Σγ(hi)h
′
i when ∆h = Σhi⊗h
′
i. A Hopf algebra is a bialgebra
with an antipode.
Definition 2.2. An algebra B is a graded algebra if there is a direct sum decom-
position B =
⊕
i≥0 Bi such that π(Bp ⊗Bq) ⊆ Bp+q, and µ(K) ⊆ B0.
A coalgebra C is a graded coalgebra if there is a direct sum decomposition C =⊕
i≥0 Ci such that ∆(Cn) ⊆
⊕
(Ck ⊗ Cn−k) and ǫ(Cn) = 0 if n ≥ 1.
A bialgebra H =
⊕
n≥0Hn over K is called graded connected if H0 = K1H . It
is well known that a graded connected bialgebra is a Hopf algebra [14].
For H =
⊕
n≥0Hn a graded bialgebra, its graded dual H
∗gr =
⊕
n≥0H
∗
n is also
a graded bialgebra if all Hn are finitely generated and H
∗
i ⊗H
∗
k
∼= (Hi ⊗Hk)
∗ for
all i and k.
We now recall the definition of Grothendieck groups. Let B be an arbitrary
algebra. Denote
Bmod = the category of all finitely generated left B-modules,
P(B) = the category of all finitely generated projective left B-modules.
Definition 2.3. Let C be one of the above categories. Let F be the free abelian
group generated by the symbol (M), one for each isomorphism class of modules M
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in C. Let F0 be the subgroup of F generated by all expressions (M) − (L) − (N)
arising from all short exact sequences
0→ L→M → N → 0
in C. The Grothendieck group K0(C) of the category C is defined by the quotient
F/F0. For M ∈ C, we denote by [M ] its image in K0(C). We then set
G0(B) = K0(Bmod) and K0(B) = K0(P(B)).
Now let B be a finite-dimensional algebra over a field K. Let {V1, · · · , Vs} be
a complete list of nonisomorphic simple B-modules. Then their projective cov-
ers {P1, · · · , Ps} is a complete list of nonisomorphic indecomposable projective
B-modules [1]. With these lists, we have
Proposition 2.4.
G0(B) =
s⊕
i=1
Z[Vi] and K0(B) =
s⊕
i=1
Z[Pi].
Let A be an algebra and B ⊆ A a subalgebra, or more generally let ϕ : B → A
be an injection of algebra preserving unities. Let M be a (left) A-module and N a
(left) B-module. Then the induction of N from B to A is IndABN = A⊗BN a (left)
A-module and the restriction of M from A to B is ResABM = HomA(A,M) a (left)
B-module. In the case of ϕ : B → A, the expression A ⊗B N is the tensor A ⊗ N
modulo the relations a⊗ bn ≡ aϕ(b)⊗ n, and the left B-action on HomA(A,M) is
defined by bf(a) = f(aϕ(b)), for f ∈ HomA(A,M) and b ∈ B.
3. Grothendieck Groups of a Tower of Algebras
We now present our axiomatic definition of a tower of algebras. The starting
ingredient is a graded algebra A = (
⊕
n≥0An, ρ), such that each homogeneous com-
ponent is itself a finite dimensional algebra. For all n,m ≥ 0, we require the maps
ρn,m obtained from the products ρ restricted to An⊗Am to be injective homomor-
phisms of algebras (preserving unities). Our axioms will allow us to define a notion
of induction and restriction on the Grothendieck groups G0(A) =
⊕
n≥0G0(An)
and K0(A) =
⊕
n≥0K0(An). This will be the basic construction to put a structure
of graded dual Hopf algebras on G0(A) and K0(A).
3.1. Tower of Algebras (Preserving unities). Let A = (
⊕
n≥0An, ρ) be a
graded algebra. We call it a tower of algebras over field K = C if the following
conditions are satisfied:
(1) An is a finite-dimensional algebra with unit 1n, for each n. A0 ∼= K.
(2) The (external) multiplication ρm,n : Am ⊗ An → Am+n is an injective homo-
morphism of algebras, for all m and n (sending 1m ⊗ 1n to 1m+n ).
(3) Am+n is a two-sided projective Am ⊗ An-module with the action defined by
a · (b ⊗ c) = aρm,n(b ⊗ c) and (b ⊗ c) · a = ρm,n(b ⊗ c)a, for all m,n ≥ 0, a ∈
Am+n, b ∈ Am, c ∈ An and m,n ≥ 0.
(4) For every primitive idempotent g in Am+n, Am+ng ∼=
⊕
(Am ⊗ An)(e ⊗ f) as
(left) Am ⊗ An-modules if and only if gAm+n ∼=
⊕
(e ⊗ f)(Am ⊗ An) as (right)
Am ⊗An-modules for the same index of idempotents (e ⊗ f)’s in Am ⊗An.
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(5) The following equality holds for G0(A) =
⊕
n≥0G0(An) (or equivalently for
K0(A) =
⊕
n≥0K0(An))
[Res
Am+n
Ak⊗Am+n−k
Ind
Am+n
Am⊗An
(M ⊗N)]
=
∑
t+s=k[I˜nd
Ak⊗Am+n−k
At⊗Am−t⊗As⊗An−s(Res
Am
At⊗Am−t
M ⊗ ResAnAs⊗An−sN)]
for all 0 < k < m+ n, M an Am-module and N an An-module, or M a projective
Am-module and N a projective An-module. Here the twisted induction
I˜nd
Ak⊗Am+n−k
At⊗Am−t⊗As⊗An−s(M1 ⊗M2)⊗ (N1 ⊗N2)
= (Ak ⊗Am+n−k)
⊗˜
At⊗Am−t⊗As⊗An−s
((M1 ⊗M2)⊗ (N1 ⊗N2)).
This is the usual tensor quotient by the (twisted) relations
(a⊗ b)⊗ [(c1 ⊗ c2) · (w1 ⊗ w2)⊗ (d1 ⊗ d2) · (u1 ⊗ u2)]
≡ [aρt,s(c1 ⊗ d1)⊗ bρm−t,n−s(c2 ⊗ d2)]⊗ (w1 ⊗ u1 ⊗ w2 ⊗ u2).
Condition (1) guarantees that their Grothendieck groups are graded connected.
Conditions (2) and (3) insure that the induction and restriction are well defined
on G0(A) and K0(A). The duality follows from (4). Finally (5) gives an ana-
logue of Mackey’s formula. This gives us the compatibility relation between the
multiplication and comultiplication that we will define on G0(A) and K0(A).
3.2. Induction and Restriction on G0(A). For M a left Am-module and N a
left An-module, letM⊗N be the left Am⊗An-module defined by (a⊗b) ·(w⊗u) =
aw⊗ bu, for a ∈ Am, b ∈ An, w ∈M and u ∈ N. We define induction on G0(A) as
follows:
im,n : G0(Am)
⊗
G0(An) → G0(Am+n)
[M ]⊗ [N ] 7→ [Ind
Am+n
Am⊗An
M ⊗N ].
For the restriction, we define
rk,l : G0(Ak+l) → G0(Ak)
⊗
G0(Al)
[N ] 7→ [Res
Ak+l
Ak⊗Al
N ].
Proposition 3.1. i and r are well defined on G0(A).
Proof. If d :M1 →M2 and δ : N1 → N2 are isomorphisms, then
Am+n
⊗
Am⊗An
(M1 ⊗N1) ∼= Am+n
⊗
Am⊗An
(M2 ⊗N2)
with the map
(1 ⊗Am+n (d⊗ δ))(a⊗ w ⊗ u)
def
= a⊗ (d(w) ⊗ δ(u)).
This is well defined since
(1⊗Am+n (d⊗ δ))(a ⊗ (bw ⊗ cu)) = a⊗ (d(bw) ⊗ δ(cu)) = a⊗ (bd(w) ⊗ cδ(u))
= aρ(b⊗ c)⊗ (d(w) ⊗ δ(u)) = (1⊗Am+n (d⊗ δ))(aρ(b ⊗ c)⊗ (w ⊗ u)).
Hence [Ind
Am+n
Am⊗An
M1 ⊗ N1] = [Ind
Am+n
Am⊗An
M2 ⊗ N2]. Without loss of generality,
assume [M ] = [M ′] + [M ′′]. So there is a short exact sequence
0→M ′ →M →M ′′ → 0.
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Since N is a finitely generated left An-module, it is a projective K-module. We
have
0→M ′ ⊗N →M ⊗N →M ′′ ⊗N → 0
exact as K-modules (also exact as Am ⊗ An-modules). Since Am+n is a (right)
projective Am ⊗An-module, we have
0→ Am+n ⊗Am⊗An (M
′ ⊗N)→ Am+n ⊗Am⊗An (M ⊗N)
→ Am+n ⊗Am⊗An (M
′′ ⊗N)→ 0
exact. Hence
[Ind
Am+n
Am⊗An
M ⊗N ] = [Ind
Am+n
Am⊗An
M ′ ⊗N ] + [Ind
Am+n
Am⊗An
M ′′ ⊗N ].
Similarly,
[Ind
Am+n
Am⊗An
M ⊗N ] = [Ind
Am+n
Am⊗An
M ⊗N ′] + [Ind
Am+n
Am⊗An
M ⊗N ′′]
for [N ] = [N ′] + [N ′′]. Hence i is well defined on G0(A) by induction.
Now we show that r is well defined. Given that HomAn(An,M)
∼= M for any
An-module M we have that if N1 ∼= N2 then HomAn(An, N1)
∼= N1 ∼= N2 ∼=
HomAn(An, N2). That is [Res
An
Ak⊗Al
N1] = [Res
An
Ak⊗Al
N2]. Without loss of general-
ity, assume [N ] = [N ′] + [N ′′]. So there is a short exact sequence
0→ N ′ → N → N ′′ → 0
of An-modules. Then we have
0→ HomAn(An, N
′)→ HomAn(An, N)→ HomAn(An, N
′′)→ 0
exact as Ak ⊗Al-modules. Hence
[ResAnAk⊗AlN ] = [Res
An
Ak⊗Al
N ′] + [ResAnAk⊗AlN
′′]
and again r is well defined by induction on G0(A). 
We can now define a multiplication and a comultiplication using i and r and
define a unit and a counit on G0(A) as follows:
π : G0(A)
⊗
G0(A)→ G0(A)
where π|G0(Ak)
N
G0(Al) = ik,l
∆ : G0(A)→ G0(A)
⊗
G0(A)
where ∆|G0(An) =
∑
k+l=n rk,l
µ : Z→ G0(A)
where µ(a) = a[K] ∈ G0(A0), for a ∈ Z
ǫ : G0(A)→ Z
where ǫ([M ]) =
{
a if [M ] = a[K], where a ∈ Z,
0 otherwise.
In Section 3.5 we will prove the associativity of π, the unity of µ, the coassocia-
tivity of ∆ and the counity of ǫ.
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3.3. Induction and Restriction on K0(A). As before, we define induction and
restriction on K0(A):
i′m,n : K0(Am)
⊗
K0(An) → K0(Am+n)
[P ]⊗ [Q] 7→ [Ind
Am+n
Am⊗An
P ⊗Q],
and
r′k,l : K0(Ak+l) → K0(Ak)
⊗
K0(Al)
[R] 7→ [Res
Ak+l
Ak⊗Al
R].
Proposition 3.2. i′ and r′ are well defined on K0(A).
Proof. The proof is similar to Proposition 3.1 we only need to show here that
Ind
Am+n
Am⊗An
P ⊗Q = Am+n
⊗
Am⊗An
(P ⊗Q) is a projective Am+n-module. Assume
that P ⊕ P ′ ∼= (Am)
s and Q⊕Q′ ∼= (An)
t for some s and t. Since
Am+n ⊗Am⊗An (P ⊗Q)
⊕
Am+n ⊗Am⊗An (P
′ ⊗Q)
⊕
Am+n ⊗Am⊗An ((Am)
s ⊗Q′)
∼= Am+n
⊗
Am⊗An
((Am)
s ⊗ (An)
t) ∼= Am+n
⊗
Am⊗An
(Am ⊗An)
st
∼= (Am+n
⊗
Am⊗An
(Am ⊗An))
st ∼= (Am+n)
st,
we have that Ind
Am+n
Am⊗An
P ⊗Q is a projective Am+n-module.
Assume R⊕R′ ∼= (An)
s for some s. Then there is a split short exact sequence
0→ R→ (An)
s → R′ → 0.
Since HomAn(An,M)
∼=M as Ak⊗Al-modules for any k+l = n and any An-module
M , the short sequence
0→ HomAn(An, R)→ HomAn(An, (An)
s)→ HomAn(An, R
′)→ 0
is exact and split. That means
HomAn(An, (An)
s) ∼= HomAn(An, R)⊕HomAn(An, R
′)
as Ak ⊗ Al-modules. Since HomAn(An, A
s
n)
∼= Asn and An is a projective (left)
Ak ⊗Al-module, so is (An)
s. From above, it follows that
HomAn(An, R)⊕HomAn(An, R
′) ∼= (An)
s
as Ak ⊗ Al-modules, i.e., HomAn(An, R) is a summand of (An)
s. Therefore,
HomAn(An, R) is a projective Ak ⊗Al-module. 
Using i′ and r′ we also define a multiplication, a comultiplication, a unit and a
counit on K0(A).
π′ : K0(A)
⊗
K0(A)→ K0(A)
where π′|K0(Ak)
N
K0(Al) = i
′
k,l
∆′ : K0(A)→ K0(A)
⊗
K0(A)
where ∆′|K0(An) =
∑
k+l=n r
′
k,l
µ′ : Z→ K0(A)
where µ′(a) = a[K] ∈ K0(A0), for a ∈ Z
ǫ′ : K0(A)→ Z
where ǫ′([M ]) =
{
a if [M ] = a[K], where a ∈ Z,
0 otherwise.
In Section 3.5, we will see that the operations above have the desired properties.
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3.4. Pairing on K0(A)×G0(A). To show the duality between K0(A) and G0(A)
we define a pairing 〈 , 〉 : K0(A) ×G0(A)→ Z where
〈[P ], [M ]〉 =
{
dimK
(
HomAn(P,M)
)
if [P ] ∈ K0(An) and [M ] ∈ G0(An),
0 otherwise.
We also define 〈 , 〉 : (K0(A)⊗K0(A)) × (G0(A)⊗G0(A)) → Z where
〈[P ]⊗ [Q], [M ]⊗ [N ]〉
=


dimK
(
HomAk⊗Al(P ⊗Q,M ⊗N)
)
if [P ]⊗ [Q] ∈ K0(Ak)⊗K0(Al)
and [M ]⊗ [N ] ∈ G0(Ak)⊗G0(Al),
0 otherwise.
Proposition 3.3. 〈 , 〉 is a well-defined bilinear pairing on K0(A) ×G0(A) satis-
fying the following identities:
〈[P ]⊗ [Q], [M ]⊗ [N ]〉 = 〈[P ], [M ]〉〈[Q], [N ]〉,
〈π′([P ]⊗ [Q]), [M ]〉 = 〈[P ]⊗ [Q],∆[M ]〉,
〈∆′[P ], [M ]⊗ [N ]〉 = 〈[P ], π([M ]⊗ [N ])〉,
〈µ′(1), [M ]〉 = ǫ([M ]),
〈[P ], µ(1)〉 = ǫ′([P ]).
Proof. Assume [M ] = [M ′] + [M ′′]. We have 0 → M ′ → M → M ′′ → 0 a short
exact sequence. Since P is a projective module, the short sequence
0→ HomAn(P,M
′)→ HomAn(P,M)→ HomAn(P,M
′′)→ 0
is exact. Hence 〈[P ], [M ]〉 = 〈[P ], [M ′]〉+〈[P ], [M ′′]〉. If we assume [P ] = [P ′]+[P ′′],
then P ∼= P ′⊕P ′′ and we have HomAn(P,M)
∼= HomAn(P
′,M)⊕HomAn(P
′′,M).
Hence 〈[P ], [M ]〉 = 〈[P ′], [M ]〉+〈[P ′′], [M ]〉. Therefore 〈 , 〉 is a well-defined bilinear
pairing on K0(A) ×G0(A).
The identity 〈[P ] ⊗ [Q], [M ] ⊗ [N ]〉 = 〈[P ], [M ]〉〈[Q], [N ]〉 is clear from the iso-
morphism HomAk⊗Al(P ⊗ Q,M ⊗ N)
∼= HomAk(P,M) ⊗K HomAl(Q,N). For
〈π′([P ] ⊗ [Q]), [M ]〉 = 〈[P ] ⊗ [Q],∆[M ]〉 we use the Adjointness Theorem [4]. We
have
HomAk+l(Ind
Ak+l
Ak⊗Al
P ⊗Q,M) ∼= HomAk+l(Ak+l ⊗Ak⊗Al (P ⊗Q),M)
∼= HomAk⊗Al(P ⊗Q,HomAk+l(Ak+l,M))
∼= HomAk⊗Al(P ⊗Q,Res
Ak+l
Ak⊗Al
M),
which gives us
dimK
(
HomAk+l(Ind
Ak+l
Ak⊗Al
P ⊗Q,M)
)
= dimK
(
HomAk⊗Al(P ⊗Q,Res
Ak+l
Ak⊗Al
M)
)
.
Thus 〈i′k,l([P ]⊗ [Q]), [M ]〉 = 〈[P ]⊗ [Q], rk,l[M ]〉 and the desired identity follows.
To show 〈∆′[P ], [M ] ⊗ [N ]〉 = 〈[P ], π([M ] ⊗ [N ])〉, we need to prove the iden-
tity 〈r′k,l[P ], [M ] ⊗ [N ]〉 = 〈[P ], ik,l([M ] ⊗ [N ])〉, for all [P ] ∈ K0(Ak+l), [M ] ∈
K0(Ak) and [N ] ∈ G0(Al). This is not as straightforward as before. Here we need
the equality
dimK
(
HomAk+l(P,Ak+l ⊗Ak⊗Al (M ⊗N))
)
= dimK
(
HomAk⊗Al(HomAk+l(Ak+l, P ),M ⊗N)
)
. (3.1)
Clearly, without lost of generality we can restrict our attention to indecomposable
projective modules P . For such a P , there is a primitive idempotent g ∈ Ak+l such
that P ∼= Ak+lg. We know that for any finite-dimensional algebra B over K, M
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a left B-module and e a primitive idempotent, we have HomB(Be,M) ∼= eM as
vector spaces (see [16]). Hence
dimK
(
HomAk+l(Ak+lg,Ak+l⊗Ak⊗Al (M ⊗N))
)
= dimK
(
gAk+l⊗Ak⊗Al (M ⊗N)
)
.
To prove (3.1), we expect that
dimK
(
gAk+l ⊗Ak⊗Al (M ⊗N)
)
= dimK
(
HomAk⊗Al(Ak+lg ↓Ak⊗Al ,M ⊗N)
)
.
Since gAk+l ∼=
⊕
(e⊗f)(Ak⊗Al) as a (right) Ak⊗Al-module for some idempotents
(e⊗ f)’s in Ak ⊗Al, we have
gAk+l ⊗Ak⊗Al (M ⊗N)
∼=
⊕
(e⊗ f)(Ak ⊗Al)⊗Ak⊗Al (M ⊗N)
∼=
⊕
(e⊗ f)(M ⊗N).
At the same time from condition (4) Ak+lg ∼=
⊕
(Ak⊗Al)(e⊗f) as a (left) Ak⊗Al-
module for the same idempotents (e ⊗ f)’s in Ak ⊗Al. Hence
HomAk⊗Al(Ak+lg ↓Ak⊗Al ,M ⊗N)
∼= HomAk⊗Al(
⊕
(Ak ⊗Al)(e⊗ f),M ⊗N)
∼=
⊕
(e ⊗ f)(M ⊗N).
Therefore (3.1) holds.
We know µ′(1) = [K] and
dimK
(
HomK(K,M)
)
=
{
a if [M ] = a[K], where a ∈ Z,
0 otherwise,
therefore 〈µ′(1), [M ]〉 = ǫ([M ]). Similarly, 〈[P ], µ(1)〉 = ǫ([P ]). 
Let {V1, · · · , Vs} be a complete list of nonisomorphic simple An-modules. Then
the set of their projective covers {P1, · · · , Ps} is a complete list of nonisomorphic
indecomposable projective An-modules. The proposition below is well known (see
[4]).
Proposition 3.4. 〈[Pi], [Vj ]〉 = δi,j for 1 ≤ i, j ≤ s.
3.5. Main Result 1.
Theorem 3.5. (1) π and π′ are associative. Hence
(
G0(A), π, µ
)
and
(
K0(A), π
′, µ′
)
are algebras.
(2) ∆ and ∆′ are coassociative. Hence
(
G0(A), ∆, ǫ
)
and
(
K0(A), ∆
′, ǫ′
)
are
coalgebra.
(3) If G0(A) satisfies the condition (5), then ∆ and ǫ are algebra homomorphisms
and G0(A) is a connected graded Hopf algebra, as is K0(A) by duality. Equivalently,
the same results holds if instead K0(A) satisfies the condition (5).
Proof. (1) We only need to show the associativity of π. The associativity of π′
follows from Prop. 3.3 and 3.4. From the associativity of ρ it is straightforward to
verify that
Ind
Al+m+n
Al+m⊗An
(Ind
Al+m
Al⊗Am
L⊗M)⊗N
= Al+m+n Al+m⊗An((Al+m
⊗
Al⊗Am
(L⊗M))⊗N)
= Al+m+n
⊗
Al⊗Am⊗An
(L⊗M ⊗N)
= Al+m+n
⊗
Al⊗Al+n
(L⊗ (Am+n
⊗
Am⊗An
(M ⊗N)))
= Ind
Al+m+n
Al⊗Am+n
L⊗ (Ind
Am+n
Am⊗An
M ⊗N).
Hence il+m,n · (il,m ⊗ 1n) = il,m+n · (1l ⊗ im,n) and the associativity of π follows.
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(2) Again we only need to show the coassociativity of ∆, that is, (rl,m ⊗ 1) ·
rl+m,n = (1⊗ rm,n) · rl,m+n. From the definition of r we have
Res
Al+m⊗An
Al⊗Am⊗An
Res
Al+m+n
Al+m⊗An
V = HomAl+m⊗An(Al+m ⊗An,HomAl+m+n(Al+m+n, V ))
∼= HomAl+m+n(Al+m+n ⊗Al+m⊗An (Al+m ⊗An), V )
and
Res
Al⊗Am+n
Al⊗Am⊗An
Res
Al+m+n
Al⊗Am+n
V = HomAl⊗Am+n(Al ⊗Am+n,HomAl+m+n(Al+m+n, V ))
∼= HomAl+m+n(Al+m+n ⊗Al⊗Am+n (Al ⊗Am+n), V ).
Now we want to show that
HomAl+m+n(Al+m+n ⊗Al+m⊗An (Al+m ⊗An), V )
∼= HomAl+m+n(Al+m+n ⊗Al⊗Am+n (Al ⊗Am+n), V ) (3.2)
as Al ⊗Am ⊗An-modules. In fact, Al+m+n ⊗Al+m⊗An (Al+m ⊗An)
∼= Al+m+n as
Al+m+n-(Al+m⊗An)-bimodules and Al+m+n⊗Al⊗Am+n (Al⊗Am+n)
∼= Al+m+n as
Al+m+n-(Al⊗Am+n)-bimodules. Hence (3.2) holds as Al⊗Am⊗An-modules with
the action defined by ((a⊗ b⊗ c) · f)(d) = f(dρl,m,n(a⊗ b⊗ c)) for a ∈ Al, b ∈ Am,
c ∈ An, d ∈ Al+m+n and f ∈ HomAl+m+n(Al+m+n, V ). This completes the proof.
(3) Without loss of generality, we suppose G0(A) satisfies the identity in condi-
tion (5). For [M ] ∈ G0(Am), [N ] ∈ G0(An), we know that
∆(π([M ]⊗ [N ])) =
m+n∑
k=0
[
HomAm+n(Am+n, Am+n⊗Am⊗An (M⊗N)) ↓Ak⊗Am+n−k
]
.
We use “↓Ak⊗Am+n−k” to remind us that the module should be viewed as an Ak ⊗
Am+n−k-module. On the other hand, we have in A⊗A the following product
∆[M ]∆[N ] =
∑m+n
k=0
∑
t+s=k[
(Ak ⊗Am+n−k)
⊗˜
At⊗Am−t⊗As⊗An−s
(
HomAm(Am,M)⊗HomAn(An, N)
)]
.
To prove that ∆ is an algebra homomorphism we need ∆(π([M ] ⊗ [N ])) =
∆[M ]∆[N ]. For this it is enough to show the equality of the corresponding terms
for all 0 ≤ k ≤ m+ n in the expressions above. When k = 0, A0 ∼= K we have[
HomAm+n(Am+n, Am+n ⊗Am⊗An (M ⊗N)) ↓A0⊗Am+n
]
=
[
HomAm+n(Am+n, Am+n ⊗Am⊗An (M ⊗N))
]
=
[
Am+n ⊗Am⊗An (M ⊗N)
]
=
[
(A0 ⊗Am+n)
⊗˜
A0⊗Am⊗A0⊗An
(M ⊗N)
]
=
[
(A0 ⊗Am+n)
⊗˜
A0⊗Am⊗A0⊗An
(
HomAm(Am,M)⊗HomAn(An, N)
)]
.
A similar computation holds for k = m+n. For 0 < k < m+n, the equality follows
from our condition (5):
[Res
Am+n
Ak⊗Am+n−k
Ind
Am+n
Am⊗An
(M ⊗N)]
=
∑
t+s=k[I˜nd
Ak⊗Am+n−k
At⊗Am−t⊗As⊗An−s(Res
Am
At⊗Am−t
M ⊗ ResAnAs⊗An−sN)]
We have that (G0, π, µ,∆, ǫ) is a graded bialgebra, hence a graded Hopf algebra.
By duality K0(A) is also a graded Hopf algebra. 
Now we are in the position to state our first main result:
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Theorem 3.6. If A is a tower of algebras satisfying conditions (1)-(5), then we
can construct on their Grothendieck groups G0(A) and K0(A) a bialgebra structure
as above. Moreover, (G0, π, µ,∆, ǫ) and (K0, π
′, µ′,∆′, ǫ′) are dual to each other as
connected graded bialgebras.
3.6. Tower of Algebras (not Preserving unities) and Result 2. In [3], we
consider a semi-tower of algebras with ρ not preserving unities. If we weaken the
condition of ρ and modify the definitions of induction and restriction we can still
get results similar as above. We include only a sketch of the ideas; the details can
be found in [10].
The usual definitions of induction and restriction as in Section 2 may cause
problems when ρ does not preserve the unities. For this we need to find a weaker
definition. Let ϕ : B → A be an algebra injection not necessarily preserving unities.
Let M be a left A-module. We let ResABM = {x ∈ M | ϕ(1)x = x} ⊆ M be a
submodule. For x ∈ ResABM and b ∈ B the action is defined by ϕ(b)x. When ϕ
preserves the unities, clearly this definition agrees with the one in Section 2. For
induction, we have to be careful only in the case of projective modules. Assume
that P is an indecomposable left B-modules (we extend our definition linearly).
Hence P ∼= Be for some primitive idempotent e ∈ B. We let IndABP = Aϕ(e).
Again, when ϕ preserves the unities, it is straightforward to check that this agrees
with the definition of induction in Section 2.
With this in hand, one can adapt all the steps in Section 3.2, 3.3 and 3.4 to
obtain
Theorem 3.7 ([10]). If A is a tower of algebras satisfying conditions (1)-(5),
then we can construct on their Grothendieck groups G0(A) and K0(A) a bialgebra
structure as above. Moreover, (G0, π, µ,∆, ǫ) and (K0, π
′, µ′,∆′, ǫ′) are dual to each
other as graded bialgebras.
4. Examples
In this section, we verify that
⊕
n≥0CSn and
⊕
n≥0Hn(0) satisfy all the ax-
ioms listed in Section 3.1. They are towers of algebras and we already know that
their Grothendieck groups are dual Hopf algebras, respectively. We also give an
example of graded algebra which do not satisfy all the axioms and consequently,
its Grothendieck groups are not dual Hopf algebras.
4.1. Examples Satisfying All the Axioms.
Example 4.1. Let A = (
⊕
n≥0An, ρ) with An = CSn, where Sn is the n-
permutation group, and
ρm,n : CSm ⊗ CSn → CSm+n,
where ρm,n(σ⊗ τ) = σ(1)σ(2) · · · σ(m)(m+ τ(1))(m+ τ(2)) · · · (m+ τ(n)). We use
the one line notation of permutations. For example, ρ2,3(21 ⊗ 312) = 21534. It is
clear that ρ preserves unities and satisfies associativity. It is also easy to check that
ρ is injective and preserves multiplication.
Now since CSn is a semi-simple algebra, we know that CSm+n is a two-sided
projective CSm ⊗ CSn-module.
For finite group G, simple left modules are obtained from primitive idempotents
g ∈ CG. It is easy to show that the left module Gg is isomorphic to the right
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module gG (look at their characters). The condition (4) for A = (
⊕
n≥0An, ρ) is
thus satisfied. Condition (5) is just the Mackey Theorem [21].
Hence A =
⊕
n≥0CSn is a tower of algebras and since CSn is a semi-simple alge-
bra we have that the Grothendieck group G0(A) = K0(A) is a self-dual graded Hopf
algebra. The characteristic map ch: G0(A) → Λ, where ch([V ] =
∑
µ z
−1
µ trX
V
µ pµ,
is then an isomorphism of graded Hopf algebras between G0(A) and Λ the Hopf
algebra of symmetric functions (see [12]).
Remark 4.2. The Sergeev algebra Sen is the cross product of symmetric group
Sn and the Clifford algebra Cliffn [19], which is a semisimple superalgebra. Here
consider the Grothendieck groups in categories of finitely generated supermodules
and finitely generated projective supermodules over these superalgebras. One can
modify our axioms to sit in the category of supermodules over superalgebras. Its
Grothendieck groupsG0 andK0 coincide and have the Hopf algebra structure which
is self-dual. It is possible to check that this tower satisfies the modified conditions
(1)-(5). And
⊕
n≥0 Sen is a tower of superalgebras.
Example 4.3. Let A = (
⊕
n≥0Hn(0), ρ) be the direct sum of Hecke algebras [9]
where ρ is defined by ρm,n(Ti ⊗ 1) = Ti and ρm,n(1 ⊗ Tj) = Tj+m. The Ti for
1 ≤ i ≤ m− 1 are the generators of Hm(0) satisfying
T 2i = −Ti,
TiTj = TjTi |i− j| > 1,
TiTi+1Ti = Ti+1TiTi+1.
It is easy to check that ρ preserves unities and satisfies associativity. Since the
Ti’s satisfy the braid relations, one can associate to each permutation σ ∈ Sn the
element Tσ in Hn(0) defined by Tσ = Ti1 · · ·Tir , where si1 · · · sir is an arbitrary
reduced decomposition of σ and si is the simple transposition (i, i + 1). The set
{Tσ| σ ∈ Sn} forms a basis for Hn(0) and the multiplication of basis elements is
determined by:
TiTσ =
{
Tsiσ if ℓ(siσ) = ℓ(σ) + 1
−Tσ if ℓ(siσ) = ℓ(σ)− 1.
Here ℓ(σ) is the length of a reduced expression for σ.
In Sm+n, we denote by X(m,n) the set of minimal length coset representatives
of Sm+n/Sm × Sn. We have Sm+n =
⊕
τ∈X(n,m)
τ(Sm × Sn). Moreover, our
choice of representative implies that ℓ(τσ) = ℓ(τ) + ℓ(σ), for all τ ∈ X(n,m) and
σ ∈ Sm ×Sn [8]. This implies that
Hm+n(0) =
⊕
τ∈X(n,m)
Tτ (Hm(0)⊗Hn(0)).
Therefore, when we consider Hm+n as a right Hm(0)⊗Hn(0)-module it is a direct
sum of (m+n)!/m!n! copies of Hm(0)⊗Hn(0). Hence Hm+n(0) is a right projective
Hm(0)⊗Hn(0)-module. Analogously, Hm+n(0) is a left projective Hm(0)⊗Hn(0)-
module.
Now consider HN (0). To check the axiom (4) we need to better understand
the simple modules and projective indecomposable modules of HN (0). For this we
need to recall some results from [9, 17]. For i ∈ [1, N − 1], let ✷i = 1 + Ti. These
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elements satisfy the relations
✷
2
i = ✷i,
✷i✷j = ✷j✷i |i− j| > 1,
✷i✷i+1✷i = ✷i+1✷i✷i+1.
In particular, the morphism defined by Ti −→ ✷i is an involution of HN (0). Since
the ✷i’s also satisfy the braid relations, one can associate to each permutation
σ ∈ SN the element ✷σ of HN (0) defined by ✷σ = ✷i1 · · ·✷ir , where si1 · · · sir is
an arbitrary reduced decomposition of σ.
For a composition I = (i1, . . . , ir) of n, the corresponding ribbon diagram of I
consists of n boxes with i1 boxes in the first row, i2 boxes in the second row, · · · ,
ir boxes in the rth row and the first box in the next row is under the last one in
the previous row. We denote by I¯ = (ir, . . . , i1) its mirror image and by I ˜ its
conjugate composition, ie., the composition obtained by writing from right to left
the lengths of the columns of the ribbon diagram of I. For example, let I = (3, 1).
Then I¯ = (1, 3) and I˜= (2, 1, 1). The corresponding ribbon diagrams are
There are 2N−1 simple and 2N−1 indecomposable projective HN -modules. They
can be realized as minimal left ideals and indecomposable left ideals of HN (0)
respectively. All the simple modules are of dimension 1.
To describe the generators of the simple and indecomposable projective HN -
modules, we associate with a composition I of N two permutations α(I) and ω(I)
of SN defined by
• α(I) is the permutation obtained by filling the columns of the ribbon dia-
gram of shape I from bottom to top and from left to right with the numbers
1, 2, . . . , N ;
• ω(I) is the permutation obtained by filling the rows of the ribbon diagram
of shape I from left to right and from bottom to top with the numbers
1, 2, . . . , N .
For example, consider the composition I = (2, 2, 1, 3) of 8. The fillings of the
ribbon diagram of shape I corresponding to α(I) and ω(I) are
1 3
2 6
5
4 7 8
7 8
5 6
4
1 2 3
α(2, 2, 1, 3) = 13265478 ω(2, 2, 1, 3) = 78564123
Let I = (i1, . . . , ir) be a composition and σ ∈ SN . The descent set of σ is
Des(σ) = {i : σ(i) > σ(i + 1)} and we also define D(I) = {i1, i1 + i2, . . . , i1 +
· · · + ir−1}. The descent class DI = {σ ∈ SN : Des(σ) = D(I)} is the interval
[α(I), ω(I)] in the weak order on SN (see [9] Lemma 5.2).
The simple HN (0)-modules are indexed by all compositions of N . The simple
HN (0)-module associated to a composition I is given by the minimal left ideal
CI = HN (0)ηI , where ηI = Tω(I¯)✷α(I e ). These modules form a complete system
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of simple HN (0)-modules and
TiηI =
{
−ηI if i ∈ D(I),
0 if i /∈ D(I).
We associates to I an indecomposable projective HN (0)-module MI such that
MI/rad(MI) ∼= HN (0)ηI . This module is realized as the left ideal
MI = HN (0)νI ,
where νI = Tα(I)✷α(I¯ e ). A basis of MI is given by {Tσ✷α(I¯ e ) : σ ∈ [α(I), ω(I)]}.
The family (MI)|I|=N forms a complete system of projective indecomposableHN (0)-
modules, and HN (0) =
⊕
|I|=N MI .
Remark 4.4. The results above are remarkable, specially considering the fact that
the νI are not the minimal idempotents of HN (0); this is an open problem in
general. The νI are not even idempotent in general. For example, let I = (2, 1).
Then I¯ ˜= (1, 2), α(I) = 132 = s2 and α(I¯ ˜ ) = 213 = s1. ν2I = T2✷1T2✷1 =
T2(1+T1)T2(1+T1) = (T2+T2T1)(T2+T2T1) = T
2
2 +T
2
2T1+T2T1T2+T2T1T2T1 =
−T2−T2T1+T2T1T2−T2T1T2 = −T2−T2T1 = −T2(1+T1) = −T2✷1 = −νI 6= νI .
From [17], we know that HN (0)Tα(I)✷α(I¯ e ) ∼= HN (0)✷α(I¯ e )Tα(I) as left ideals
(also as left modules). Denote by “−1” the anti-morphism of HN (0) which re-
verses the order of the product of the generators in all monomials. For instance,
(Ti1 · · ·Tir )
−1 = Tir · · ·Ti1 , i.e., (Tσ)
−1 = Tσ−1 . This identity also holds when we
replace Ti by ✷i. Since α(I)
−1 = α(I) we have HN (0)νI ∼= HN (0)ν
−1
I . Similarly,
νIHN (0) ∼= ν
−1
I HN (0) as right modules.
Let gI be a primitive idempotent such that HN (0)gI ∼= HN (0)νI . Obviously g
−1
I
is also a primitive idempotent in HN (0) with g
−1
I HN (0)
∼= ν−1I HN (0)
∼= νIHN (0).
If HN (0)gI ∼=
⊕
(Hk(0)⊗Hl(0))(eJ ⊗ fL) where k + l = N , eJ and fL are primi-
tive idempotents in Hk(0) and Hl(0) respectively, then at the same time we have
g−1I HN (0)
∼=
⊕
(e−1J ⊗f
−1
L )(Hk(0)⊗Hl(0)). To show axiom (4) we need an auxiliary
result:
Proposition 4.5. Let H be a self-injective algebra and g be an element in H such
that Hg is a projective H-module. Then Hg ∼= Hν as H-modules for some ν ∈ H
if and only if there exist a, b, c, d ∈ H such that aν = gb, cg = νb, acg = g, caν =
ν, gbd = g and νdb = ν.
Proof. Suppose that there exist a, b, c, d ∈ H such that aν = gb, cg = νb, acg =
g, caν = ν, gbd = g and νdb = ν. Define φ : Hg → Hν as a (left) H-module
homomorphism by φ(g) = aν. Then φ(cg) = cφ(g) = caν = ν. Define ψ : Hν →
Hg as a (left)H-module homomorphism by ψ(ν) = cg. Since (φ◦ψ)(ν) = φ(ψ(ν)) =
φ(cg) = cφ(g) = caν = ν and (ψ ◦ φ)(g) = ψ(φ(g)) = ψ(aν) = aψ(ν) = acg = g,
ψ = φ−1 and φ is an isomorphism from Hg to Hν.
Conversely, suppose that H is a self-injective algebra, g is an element in H
such that Hg is a projective H-module. Let φ : Hg → Hν be a (left) H-module
isomorphism. Then φ(g) = aν and φ−1(ν) = cg for some a, c ∈ H. Hence ν =
φ(cg) = cφ(g) = caν and g = φ−1(aν) = aφ−1(ν) = acg. Since H is self-injective,
i.e., an H-module is projective if and only if it is injective [1], Hν is an injective
module and φ : Hg → Hν can be extended to a homomorphism from H to Hν
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such that the following diagram
Hg ⊂ ✲ H
Hν
φ
❄✛
∃!
φ
is commutative. For convenience we also write the homomorphism φ : H → Hν.
Similarly, φ−1 : Hν → Hg can be extended to a homomorphism φ−1 : H → Hg.
Let φ(1) = b and φ−1(1) = d for some b, d ∈ H . Then aν = φ(g) = gφ(1) = gb,
cg = φ−1(ν) = νφ−1(1) = νd, ν = φ(cg) = φ(νd) = νdφ(1) = νdb and g =
φ−1(aν) = φ−1(gb) = gbφ−1(1) = gbd. 
Since HN (0) is self-injective [5], we have
Corollary 4.6. If HN (0)gI ∼= HN (0)νI for some primitive idempotent gI ∈ HN (0),
then HN (0)g
−1
I
∼= HN (0)νI , i.e., HN (0)gI ∼= HN (0)g
−1
I . Similarly gIHN (0)
∼=
g−1I HN (0).
Proof. Since HN(0)gI ∼= HN (0)νI there exist a, b, c, d ∈ HN (0) such that aνI = gIb,
cgI = νId, acgI = gI , caνI = νI ,, gIbd = gI and νIdb = νI . Applying “
−1”
to these equations we get d−1ν−1I = g
−1
I c
−1, b−1g−1I = ν
−1
I a
−1, d−1b−1g−1I =
g−1I , b
−1d−1ν−1I = ν
−1
I , g
−1
I c
−1a−1 = g−1I and ν
−1
I a
−1c−1 = ν−1I . Setting a
′ =
d−1, b′ = c−1, c′ = b−1 and d′ = a−1 we obtain the equations needed to show that
HN (0)g
−1
I
∼= HN (0)ν
−1
I
∼= HN (0)νI . 
Hence, condition (4) holds.
Next we prove the identity in condition (5) for G0(A). First we need to introduce
the definition of shuffle. Let A be a totally ordered alphabet. A∗ denotes the set of
all finite-length words formed from the elements in A. The shuffle is the bilinear
operation of N〈A〉 [9] denoted by ⊔⊔ and recursively defined on words by the
relations
1⊔⊔ u = u⊔⊔ 1 = u,
(au)⊔⊔ (bv) = a(u⊔⊔ bv) + b(au⊔⊔ v),
where 1 is the empty word, u, v ∈ A∗ and a, b ∈ A. One can show that ⊔⊔ is
associative. For convenience, we also denote u⊔⊔ v the set of all words occur in the
sum of the shuffle. For instance,
21⊔⊔ 34 = 2134 + 2314 + 2341 + 3214 + 3241 + 3421.
It also means that 21⊔⊔ 34 = {2134, 2314, 2341, 3214, 3241, 3421}.
From Proposition 5.7 in [9], let I and J be compositions of m and n. Let also
σ ∈ S[1,m] and τ ∈ S[m+1,m+n] such that Des(σ) = D(I) and Des(τ) = D(J).
Then
[Ind
Hm+n(0)
Hm(0)⊗Hn(0)
CI ⊗ CJ ] =
∑
ω∈σ ⊔⊔ τ
[CC(ω)],
where C(ω) denotes the composition associated with the descent set of ω.
Proposition 4.7. The following identity holds
a1 · · ·am ⊔⊔ b1 · · · bn
=
∑k
i=0(a1 · · ·ai ⊔⊔ b1 · · · bk−i)(ai+1 · · ·am ⊔⊔ bk−i+1 · · · bn)
for any 0 ≤ k ≤ m.
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Proof. We proceed by induction. When k = 0, we have the trivial identity
a1 · · · am ⊔⊔ b1 · · · bn = (1⊔⊔ 1)(a1 · · · am ⊔⊔ b1 · · · bn).
For k = 1, we obtain the defining recursion of shuffle:
a1 · · · am ⊔⊔ b1 · · · bn
= (1⊔⊔ b1)(a1 · · · am ⊔⊔ b2 · · · bn) + (a⊔⊔ 1)(a2 · · · am ⊔⊔ b1 · · · bn).
For k > 1 we start with
a1 · · · am ⊔⊔ b1 · · · bn = a1(a2 · · ·am ⊔⊔ b1 · · · bn) + b1(a1 · · · am ⊔⊔ b2 · · · bn)
and use the induction hypothesis to get
a1(a2 · · ·am ⊔⊔ b1 · · · bn) + b1(a1 · · · am ⊔⊔ b2 · · · bn)
= a1
∑k+1
i=1 (a2 · · ·ai ⊔⊔ b1 · · · bk+1−i)(ai+1 · · ·ai ⊔⊔ bk+1−i+1 · · · bn)
+b1
∑k
i=0(a1 · · · ai ⊔⊔ b2 · · · bk+1−i)(ai+1 · · · ai ⊔⊔ bk+1−i+1 · · · bn)
= b1(1⊔⊔ b2 · · · bk+1)(a1 · · ·am ⊔⊔ bk+2 · · · bn)
+
∑k
i=1 a1(a2 · · · ai ⊔⊔ b1 · · · bk+1−i)(ai+1 · · · ai ⊔⊔ bk+1−i+1 · · · bn)
+
∑k
i=1 b1(a1 · · · ai ⊔⊔ b2 · · · bk+1−i)(ai+1 · · · ai ⊔⊔ bk+1−i+1 · · · bn)
+a1(a2 · · · ak+1 ⊔⊔ 1)(ak+2 · · · am ⊔⊔ b1 · · · bn)
= (1⊔⊔ b1 · · · bk+1)(a1 · · ·am ⊔⊔ bk+2 · · · bn)
+
∑k
i=1(a1 · · · ai ⊔⊔ b1 · · · bk+1−i)(ai+1 · · · ai ⊔⊔ bk+1−i+1 · · · bn)
+(a1 · · · ak+1 ⊔⊔ 1)(ak+2 · · · am ⊔⊔ b1 · · · bn)
=
∑k+1
i=0 (a1 · · ·ai ⊔⊔ b1 · · · bk+1−i)(ai+1 · · · ai ⊔⊔ bk+1−i+1 · · · bn).

This implies that condition (5) holds for G0(A).
Remark 4.8. Consider the direct sum of 0-Hecke-Clifford algebras [2] HCln(0), n ≥
0, which are superalgebras. Here again it is possible to check that this tower
satisfies the modified conditions (1)-(5) to show that
⊕
n≥0HCln(0) is also a tower
of superalgebras.
4.2. An example not satisfying Condition (5). If one considers a direct sum
of algebras that does not satisfy condition (3) then the induction and restriction
may not be well defined. If it does not satisfy condition (4), then its Grothendieck
groups are graded Hopf algebras respectively but not necessarily dual to each other.
Hence we are mostly interested in finding structure that satisfies all our axioms but
(5). We give some in [10] but the simplest one was given to us by F. Hivert:
Example 4.9. Let An = C[Z/2Z]
⊗n and ρm,n : C[Z/2Z]
⊗m ⊗ C[Z/2Z]⊗n →
C[Z/2Z]⊗(m+n) be the identity map. It is clear that this tower satisfies all conditions
(1)-(4). It does not satisfy Condition (5). To see this, we know that there are two
simple A1-modules T , the trivial module and S, the sign module. They are also
indecomposable projective A1-modules. Any simple (or indecomposable projective)
An-module is an n-tensor product of T ’s and S’s. To see that (5) is not satisfied in
general, consider the left hand side of the formula
[ResA2A1⊗A1Ind
A2
A1⊗A1
(T ⊗ S)] = [ResA2A1⊗A1(T ⊗ S)] = [T ⊗ S].
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But the right hand side is
[I˜nd
A1⊗A1
A0⊗A1⊗A1⊗A0(Res
A1
A0⊗A1
T ⊗ ResA1A1⊗A0S)]
+ [I˜nd
A1⊗A1
A1⊗A0⊗A0⊗A1(Res
A1
A1⊗A0
T ⊗ ResA1A0⊗A1S)] = [S ⊗ T ] + [T ⊗ S].
These are not equal.
Remark 4.10. The algebra A = (
⊕
An, ρ) above does not satisfy our condition (5)
and its Grothendieck groups G(A) and K(A) are not Hopf algebra in the strict
sense. Yet, in this case G0(A) and K0(A) are generalized bialgebras in the sense of
Loday [11]. the multiplication π and the comultiplication ∆ satisfies a very simple
compatibility relation. Let ∆ˆ(x) = ∆(x)− 1⊗ x− x⊗ 1. Then
∆ˆ ◦ π = Id⊗ Id+ (π ⊗ Id) ◦ (Id⊗ ∆ˆ) + (Id⊗ π) ◦ (∆ˆ⊗ π). (4.1)
At the module level, this is equivalent to the following requirement:
(5)’ In G0(A) we have
[Res
Am+n
Ak⊗Am+n−k
Ind
Am+n
Am⊗An
(M ⊗N)]
=


[
(Id⊗ Ind
Am+n−k
Am−k⊗An
)((ResAmAk⊗Am−kM)⊗N)
]
if k < m,[
M ⊗N
]
if k = m,[
(IndAkAm⊗Ak−m ⊗ Id)(M ⊗ (Res
An
Ak−m⊗Am+n−k
M))
]
if k > m.
This is easy to check for G0(A). It is thus a self-dual bialgebra satisfying the
compatibility relation (4.1).
5. Concluding remarks
In the last example of Section 4, we encountered a graded algebra that satisfies
our conditions (1)–(4) but not (5). Yet, following Loday [11], we still have an
interesting (generalized) bialgebra structure on its Grothendieck groups. We have
given an alternative axiom, (5)’, that shows that we get the kind of algebra satisfying
the compatibility relations (4.1).
This open the door to many avenues. The conditions (1)–(4) on a graded algebra
A are essential to make sure that we can define a structure of graded algebra and of
graded coalgebra on G0(A) and K0(A) with duality. Then one may ask what kind
of compatibility one can get between the induction and the restriction. In this sense
there are many alternatives to our condition (5). It would be interesting to find
what is the required condition for each of the generalized bialgebras of [11] and to
give examples for each cases. One can also define different kinds of inductions and
restrictions to allow for different kind of operations on the Grothendieck groups of
the tower. This is left to future work.
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