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Abstract
We consider the problem of optimal portfolio selection under forward investment
performance criteria in an incomplete market. Given multiple traded assets, the
prices of which depend on multiple observable stochastic factors, we construct a large
class of forward performance processes with power-utility initial data, as well as the
corresponding optimal portfolios. This is done by solving the associated non-linear
parabolic partial differential equations (PDEs) posed in the “wrong” time direction,
for stock-factor correlation matrices with eigenvalue equality (EVE) structure, which
we introduce here. Along the way we establish on domains an explicit form of the
generalized Widder’s theorem of Nadtochiy and Tehranchi [NT15, Theorem 3.12]
and rely hereby on the Laplace inversion in time of the solutions to suitable linear
parabolic PDEs posed in the “right” time direction.
1 Introduction
In this paper we study the optimal portfolio selection problem under forward
investment criteria in incomplete markets, specifically stochastic factor models. Our
setup is that of a continuous-time market model with multiple stocks whose growth
rates and volatilities are functions of multiple observable stochastic factors following
jointly a diffusion process. The incompleteness arises hereby from the imperfect
correlation between the Brownian motions driving the stock prices and the factors.
The factors themselves can model various market inputs, including stochastic inter-
est rates, stochastic volatility and major macroeconomic indicators, such as inflation,
GDP growth or the unemployment rate.
The optimal portfolio problem in continuous time was originally considered by
Merton in his pioneering work [Mer69], [Mer71], and is commonly referred to as
the Merton problem. In this framework an investor looks to maximize her expected
terminal utility from wealth acquired in the investment process within a geometric
Brownian motion market model. Good compilations of classical results can be found
in the books [Duf10], [KS98]. As fundamental as this setup is, it has two important
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drawbacks. First, the investor must decide on her terminal utility function before
entering the market, and thereby cannot adapt it to changes in market conditions.
Second, before settling on an investment strategy, the investor must firmly set her
time horizon. That is, the portfolio derived in this framework is optimal only for
one specific utility function over one time horizon.
External factors such as the economic cycle, natural disasters, and the political
climate can lead to dynamic changes in one’s level of risk aversion. This would change
the terminal utility function, thereby affecting the optimal portfolio allocation. Even
if the terminal utility function stays the same, the investor might decide to exit the
market at an earlier or a later time than originally planned. For two investment
horizons 0 < T1 < T2 there is no natural relation between the two respective optimal
portfolios. Thus, if the investor initially decided to stay in the market until time
T1, but later on decided to continue the investment activities until time T2, she
would have to either incur significant transaction costs to rebalance her portfolio,
or continue investing at a suboptimal level of expected utility from terminal wealth.
In both cases she would regret her past decisions, thereby making the classical
approach terminal time inconsistent. We call performance criteria terminal time
consistent if the optimal dynamic portfolio on the time interval [0, T2] restricted to
the interval [0, T1] yields the optimal dynamic portfolio on the time interval [0, T1].
Finding such criteria is essential in solving portfolio optimization problems with
an uncertain investment horizon. For this purpose forward investment performance
criteria were introduced and developed in [MZ06] and [MZ07], as well as in [HH07].
Instead of looking to optimize the expectation of a deterministic utility function
at a single terminal point in time, this approach looks to maximize the expectation of
a stochastic utility function at every single point in time. Forward performance pro-
cesses (FPPs) capture the time evolutions of such stochastic utility functions. They
are increasing and strictly concave in the wealth argument, intrinsically incorporate
the randomness stemming from the market, and most importantly yield terminal
time-consistent investment strategies. Other than completely specifying the market
and the factors that affect it, the only piece of information a portfolio manager needs
is the investor’s initial utility function. The portfolio manager can infer the shape
of this function (or, equivalently, the level of risk aversion) by observing the return
targets and the error bounds around them set by the investor.
A comprehensive description of all FPPs remains a challenging open problem.
Much work towards this goal has been carried out throughout the last ten years, see
[BRT09], [EKM13a], [EKM13b], [HH07], [MZ10c], and [Zit09] for some important
results. In [MZ10c], Musiela and Zariphopoulou proposed a construction of FPPs
by means of solutions to a stochastic partial differential equation (SPDE). The
SPDE can be thought of as the forward stochastic analogue of the Hamilton-Jacobi-
Bellman (HJB) equation that arises in the optimization of the expected utility from
terminal wealth. Every classical solution of this SPDE which is increasing and
strictly concave in the wealth argument is a local FPP, but no existence theory for
such SPDEs is available, and additional conditions (to be checked on a case-by-case
basis) are needed to ensure that the local FPP is a true FPP. The key novelty and
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difficulty in dealing with this SPDE is the introduction of the forward volatility
process. It reflects the investor’s uncertainty about her preferences in the future
and is subject to her choice. To find all the FPPs characterized by the SPDE,
one would have to find all forward volatility processes, along with initial utility
functions, for which the SPDE has a classical solution. The case of zero forward
volatility yields time-monotone FPPs, and was extensively discussed in [MZ10a]
and [MZ10b]. In [EKM13a] and [EKM13b], El Karoui and M’rad find a functional
representation of the forward volatility for which, given an initial utility function and
a wealth process satisfying certain regularity conditions, the SPDE has a classical
solution. Moreover, if the solution is a true FPP, it renders the chosen wealth process
optimal. This is an important result, as it helps to infer investors’ performance
criteria from the portfolios they pick in a given market. Here, we are concerned
with the complementary problem of constructing an FPP and an associated optimal
portfolio for an investor entering a new market equipped with her initial utility
function.
We consider factor-driven market models and FPPs into which the randomness
enters only through the underlying stochastic factors. Assuming such a form, with
a compatible forward volatility process, the SPDE mentioned above reduces to an
HJB equation set in the “wrong” time direction. We will call its classical solutions
factor-form local FPPs if they are increasing and strictly concave in the wealth
argument. In a complete market one can use the Fenchel-Legendre transform to
linearize the HJB equation, and arrive at a linear second-order parabolic PDE set
in the “wrong” time direction (see [NT15]). In an incomplete market no such lin-
earizing transformation is available in general. To the best of our knowledge, the
only exception is the special case of power utility in a one-factor market model,
where a linearization is possible through a distortion transformation, as discovered
in [Zar01] for the Merton problem, and used for the construction of FPPs in [NT15],
[NZ14], and [SSZ16]. We show that for a multiple factor market model with a special
stock-factor correlation matrix structure (see Assumption 2.6 below) the distortion
transformation still simplifies the HJB equation to a linear second-order parabolic
equation set in the “wrong” time direction.
Motivated by such a simplification in one-factor market models, Nadtochiy and
Tehranchi [NT15, Theorem 3.12] exhibited a characterization of all positive solutions
to such linear parabolic equations. Their theorem constitutes a generalization of the
celebrated Widder’s theorem (see [Wid63]), which describes all positive solutions
of the heat equation set in the “wrong” time direction. The generalized Widder’s
theorem reveals that positive solutions of a linear second-order parabolic equation
set in the “wrong” time direction must be linear combinations of exponentially scaled
positive eigenfunctions for the corresponding elliptic operator according to a positive
finite Borel measure. Moreover, each solution is uniquely identified with a pairing
of the eigenfunctions and the measure.
In our first main theorem (Theorem 2.11) we give a new version of [NT15, The-
orem 3.12] on domains in the multiple stocks multiple factor setup with an initial
utility function of power type to describe a new class of FPPs. Note that generalized
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Widder’s theorems do not provide a way to construct the pairings of the eigenfunc-
tions and the measure. Our second set of results (see Theorem 2.14 and Remark
2.15) addresses this issue: in Theorem 2.14 we give the Laplace transform of the
measure in terms of the solution to a linear parabolic equation set in the “right”
time direction, and we provide a method (see Remark 2.15) of finding the only pos-
sible corresponding eigenfunctions as well. Thus, we indeed obtain a large explicit
class of FPPs.
The rest of the paper is structured as follows. In Section 2 we state our main
results, postponing their proofs to later sections. In Section 3 we introduce relevant
facts about FPPs and subsequently prove Theorem 2.11. In Section 4 we show
Theorem 2.14, summarize some results from the theory of linear elliptic operators,
and use them to establish Propositions 2.18, 2.23 and 2.24. In Section 5 we discuss
the Merton problem within the framework of our market model. Lastly, in Section 6
we discuss the meaning of the main assumption in Theorem 2.11 (Assumption 2.6).
2 Main results
2.1 Model
Consider an investor with initial capital X0 = x > 0 aiming to invest in a
market with n ≥ 1 stocks, the prices of which follow a process S, and a riskless
bank account with zero interest rate. The stock prices depend on an observable
k-dimensional stochastic factor process Y taking values in D ⊆ Rk, and are driven
by a dW -dimensional standard Brownian motion W . The factor process Y is itself
driven by a dB-dimensional standard Brownian motion B, whose correlation withW
is given by a matrix corr(W,B) = (ρij)
dW ,dB
i,j=1 with singular values in [0, 1]. Without
loss of generality we assume that dW ≥ n (see [Kar97, Remark 0.2.6]). The investor’s
filtration (Ft)t≥0 is generated by a pair (S, Y ) of processes satisfying
dSit
Sit
= µi(Yt) dt+
dW∑
j=1
σji(Yt) dW
j
t , i = 1, 2, . . . , n, (2.1)
dYt = α(Yt) dt+ κ(Yt)
T dBt, (2.2)
Bt = ρ
TWt +A
TW⊥t , (2.3)
where the superscript T denotes transposition and W⊥ is a dW⊥-dimensional stan-
dard Brownian motion independent of W . We write µ for (µ1, µ2, . . . , µn)
T and σ
for (σij)
dW ,n
i,j=1 throughout.
For the convenience of the reader we summarize the dimensions of all the quan-
tities we have introduced thus far:
µ(·)− n× 1, σ(·)− dW × n, Wt − dW × 1,
α(·) − k × 1, κ(·)− dB × k, Bt − dB × 1,
ρ− dW × dB , A− dW⊥ × dB , W⊥t − dW⊥ × 1.
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Note that there is no loss of generality in using the representation (2.3) for the
standard Brownian motion B, since we can let A be the square root of the positive
semidefinite matrix IdB − ρTρ (recall that the singular values of ρ belong to [0, 1]),
and dW⊥ = dB .
Assumption 2.1. The functions µ : D → Rn, σ : D → RdW×n are continuous, the
stochastic differential equation (SDE) (2.2) possesses a unique weak solution, and
the columns of ρ belong to the range of left-multiplication by σ(y) for all y ∈ D.
Remark 2.2. Under Assumption 2.1 it holds σ(y)σ(y)−1ρ = ρ for all y ∈ D, where
σ(y)−1 is the Moore-Penrose pseudoinverse of σ(y). Indeed, σ(y)σ(y)−1σ(y) = σ(y),
so that the columns of σ(y) (and consequently the vectors in their span, that is, the
range of the left-multiplication by σ(y)) are invariant under the left-multiplication
by σ(y)σ(y)−1. This is true, in particular, if σ(y) has rank n for all y ∈ D.
Our investor dynamically allocates her wealth in the market using a self-financing
trading strategy that at any time t ≥ 0 yields a portfolio allocation πt = (π1t , . . . , πnt )
among the n stocks with the associated wealth process
dXpit
Xpit
= (σ(Yt)πt)
Tλ(Yt) dt+ (σ(Yt)πt)
T dWt, X
pi
0 = x, (2.4)
where λ(Yt) = (σ(Yt)
T )−1µ(Yt) is the Sharpe ratio. Apart from the self-financeability,
we impose additional conditions on the trading strategies to ensure that their wealth
processes Xpi are well-defined by (2.4).
Definition 2.3. An Ft-progressively measurable self-financing trading strategy is
called admissible if its portfolio allocation π among the n stocks fulfills
∀ t ≥ 0 :
ˆ t
0
∣∣πTs σ(Ys)Tλ(Ys)∣∣ ds <∞ and ˆ t
0
∣∣σ(Ys)πs∣∣2 ds <∞ (2.5)
with probability one. In this case, we write π ∈ A.
Next, we define (local) forward performance processes, which capture how the
utility functions of an investor evolve over time as she continues to invest in the
financial market above. Part of the definition is an optimality criterion for portfolio
allocations π ∈ A that reflects the dynamic programming principle time-consistent
optimal portfolio allocations π∗ ∈ A must satisfy.
Definition 2.4. An Ft-progressively measurable U·(·) : [0,∞) × (0,∞) → R is
referred to as a (local) forward performance process (FPP) if
(i) with probability one, all functions x 7→ Ut(x), t ≥ 0 are strictly concave and
increasing,
(ii) for each π ∈ A, the process Ut(Xpit ), t ≥ 0 is an (Ft)t≥0 (local) supermartingale,
(iii) there exists an optimal π∗ ∈ A for which Ut(Xpi∗t ), t ≥ 0 is an (Ft)t≥0 (local)
martingale.
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2.2 Separable power factor form FPPs in EVE models
We consider (local) FPPs of factor-form into which the randomness enters only
through the stochastic factor process, that is,
Ut(x) = V (t, x, Yt), t ≥ 0 (2.6)
for a deterministic function V : [0,∞) × (0,∞) ×D → R. To be able to construct
functions V such that the corresponding U·(·) is a (local) FPP in the generality of
the setup (2.1), (2.2) we focus on the situation when the initial utility function is of
product form and a power function in the wealth variable:
U0(x) = V (0, x, Y0) = γ
γ x
1−γ
1− γ h(Y0) for some γ ∈ (0,∞)\{1}. (2.7)
Remark 2.5. The crucial simplification arising from the structure in (2.7) lies in
its propagation to positive times. In fact, we will construct (local) FPPs of the form
Ut(x) = V (t, x, Yt) = γ
γ x
1−γ
1− γ g(t, Yt), (2.8)
where g is continuously differentiable in t (its first argument) and twice continuously
differentiable in y (the second argument). We propose to call them separable power
factor form (local) FPPs.
We are able to characterize all separable power factor form local FPPs under
the next assumption on the correlation matrix ρ = corr(W,B).
Assumption 2.6. For some p ∈ [0, 1],
ρTρ = p IdB . (2.9)
Remark 2.7. For any orthonormal dB × dB matrix O, we may replace κ(·) by
Oκ(·) and B by B˜ = OB in (2.2) without changing the dynamics of the pair (S, Y ).
Since B˜ is a dB-dimensional standard Brownian motion and corr(W, B˜) = O
TρTρO
is diagonal for an appropriate choice of O, we could have assumed without loss
of generality from the very beginning that ρTρ is diagonal. Thus, the only true
restriction imposed by Assumption 2.6 lies in the equality of the eigenvalues of ρTρ.
We refer to market models that satisfy the condition (2.9) as eigenvalue equality
(EVE) models. Note that for EVE models, since ρ is a dW ×dB-matrix, at least one
of the following two has to hold true:
(i) dW ≥ dB,
(ii) p = 0.
Finally, we remark that when dB = 1, ρ
Tρ is a scalar, so that Assumption 2.6 holds
automatically. Section 6 is devoted to a further discussion of EVE models.
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2.3 Characterizing the FPPs
In order to describe our construction of separable power factor form FPPs, we
need to introduce some quantities related to linear elliptic operators of the second
order. Consider on C2(D) such an operator
L = 1
2
k∑
i,j=1
aij(y)
∂2
∂yi∂yj
+
k∑
i=1
bi(y)
∂
∂yi
+ P (y) (2.10)
under the following assumption.
Assumption 2.8. The operator L is locally uniformly elliptic with locally η-Ho¨lder
continuous and globally bounded coefficients. That is, with a(·) = (aij(·))ki,j=1 and
b(·) = (b1(·), b2(·), . . . , bk(·))T , there exists an η ∈ (0, 1) such that, for any bounded
subdomain D′ of D satisfying D′ ⊂ D,
(i) infy∈D′, |v|=1 v
Ta(y)v > 0,
(ii) ‖a‖η,D′ , ‖b‖η,D′ , ‖P‖η,D′ <∞, where ‖f‖η,D′ = supx,y∈D′,x 6=y |f(x)−f(y)||x−y|η ,
and
(iii) supy∈D |a(y)|, supy∈D |b(y)|, supy∈D |P (y)| <∞.
Remark 2.9. Whenever D = Rk and conditions (i)-(iii) in Assumption 2.8 hold
with Rk instead of D′ and D′, they are also fulfilled in their original form. Moreover,
in this case, the SDE (2.2) has a unique weak solution (see [KS91, Chapter 5,
Remarks 4.17 and 4.30]).
We define the Ho¨lder space C2,η(D) ⊂ C2(D) as the subspace consisting of
functions whose second-order partial derivatives are locally η-Ho¨lder continuous (in
the same sense as in condition (ii) of Assumption 2.8). Next, we introduce the sets
of positive eigenfunctions for the operator L, which correspond to eigenvalues ζ ∈ R,
and are normalized at some fixed y0 ∈ D:
CL−ζ(D) =
{
ψ ∈ C2,η(D) : ψ(·) > 0, ψ(y0) = 1, (L − ζ)ψ = 0
}
. (2.11)
Moreover, we let SL(D) be the spectrum of L associated with positive eigenfunctions:
SL(D) =
{
ζ ∈ R : CL−ζ(D) 6= ∅
}
. (2.12)
Finally, we call a functional Ψ : SL(D)×D → (0,∞) such that Ψ(ζ, ·) ∈ CL−ζ(D)
for all ζ ∈ SL(D), a selection of positive eigenfunctions, and recall the definition of
Bochner integrability in this setting.
Definition 2.10. Given a positive finite Borel measure ν on SL(D), we refer to a se-
lection of positive eigenfunctions Ψ : SL(D)×D → (0,∞) as ν-Bochner integrable if,
for all compact K ⊂ D, ´
SL(D)
‖Ψ(ζ, ·)‖K ν(dζ) <∞, where ‖f‖K = supy∈K |f(y)|.
We are now ready to state our first main result.
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Theorem 2.11. Suppose the market model (2.1), (2.2), the correlation matrix ρ,
and the linear elliptic operator of the second order L in (2.10) with the coefficients
a(·) = κ(·)T κ(·), b(·) = α(·) + Γκ(·)T ρTλ(·), P (·) = Γ
2q
λ(·)Tλ(·), (2.13)
where Γ = 1−γγ and q =
1
1+Γp , satisfy the Assumptions 2.1, 2.6, and 2.8, respectively.
Then:
(i) For any positive finite Borel measure ν on SL(D) and a ν-Bochner integrable
selection of positive eigenfunctions Ψ : SL(D) ×D → (0,∞) the unique sepa-
rable power factor form local FPP U·(·) with the initial condition
U0(x) = γ
γ x
1−γ
1− γ
(ˆ
SL(D)
Ψ(ζ, Y0) ν(dζ)
)q
(2.14)
is given by
Ut(x) = γ
γ x
1−γ
1− γ
(ˆ
SL(D)
e−tζΨ(ζ, Yt) ν(dζ)
)q
. (2.15)
Moreover, any π∗ that solves
σ(Yt)π
∗
t =
1
γ
(
λ(Yt) + qρκ(Yt)
´
SL(D)
e−tζ (∇yΨ)(ζ, Yt) ν(dζ)´
SL(D)
e−tζ Ψ(ζ, Yt) ν(dζ)
)
(2.16)
is an associated optimal portfolio.
(ii) Given a function h : D → (0,∞), there exists a local FPP of separable power
factor form with the initial condition
U0(x) = γ
γ x
1−γ
1− γ h(Y0)
q (2.17)
if and only if there exists a positive finite Borel measure ν on SL(D) and a ν-
Bochner integrable selection of positive eigenfunctions Ψ : SL(D)×D → (0,∞)
such that
h(y) =
ˆ
SL(D)
Ψ(ζ, y) ν(dζ). (2.18)
In this case, the local FPP of separable power factor form and the corresponding
optimal portfolios are given by (2.15) and (2.16), respectively.
Remark 2.12. We note that the equation (2.16) for optimal portfolios π∗ does not
involve the initial wealth x. This is a consequence of the local FPP being of separable
power factor form. In the setting of the Merton problem, the same statement is true
(and well-known) for terminal utility functions of power form.
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Remark 2.13. A solution to the optimal portfolio equation (2.16) can be obtained
as follows. Since σ(·)−1 = (σ(·)T σ(·))−1σ(·)T , one can write λ(·) = (σ(·)T )−1µ(·) as
σ(·)(σ(·)T σ(·))−1µ(·). In addition, by Assumption 2.1 and the Borel selection result
of [Bog07, Theorem 6.9.6], one can find a measurable ς : D → Rn×dB satisfying
σ(·)ς(·) = ρ, which renders
π∗t =
1
γ
(
(σ(Yt)
Tσ(Yt))
−1µ(Yt) + qς(Yt)κ(Yt)
´
SL(D)
e−tζ (∇yΨ)(ζ, Yt) ν(dζ)´
SL(D)
e−tζ Ψ(ζ, Yt) ν(dζ)
)
(2.19)
a solution of (2.16).
Part (ii) of Theorem 2.11 shows that, once a portfolio manager has an estimate
for an investor’s level of risk-aversion γ and the functional dependence (encoded
by h) of her current utility function on the value Y0 of the factor process, he can
extrapolate the future values of her utility function according to (2.15) and acquire
a portfolio fulfilling (2.16) (e.g. the portfolio in (2.19)) on her behalf, provided h is
of the form (2.18). It is therefore crucial to understand which functions h admit the
representation (2.18) and to be able to determine the pairings (Ψ, ν) for such.
2.4 Finding selections of positive eigenfunctions Ψ and measures ν
The next set of results addresses the problem of solving the equation (2.18) for
the pairing (Ψ, ν), when it exists. The equation (2.18) stems from a further gener-
alization of the generalized Widder’s theorem of Nadtochiy and Tehranchi [NT15,
Theorem 3.12] (see Theorem 3.4 below) and, thus, our results can be viewed as yield-
ing explicit versions of such theorems. The following theorem is also of independent
interest, as it relates the pairing (Ψ, ν) arising in the positive solution of a linear
second-order parabolic PDE posed in the “wrong” time direction to the solution of
the same PDE posed in the “right” time direction.
Theorem 2.14. Let L satisfy Assumption 2.8 and let h ∈ C2,η(D) be a positive
function such that
(t, y) 7→ E[h(Zt)1{τ>t} ∣∣Z0 = y] (2.20)
is locally bounded on [0, ǫ] ×D for the weak solution Z of the SDE associated with
L0 := L − P (y) and ε > 0, where τ is the first exit time of Z from D. Then, there
exists a classical solution to
∂tu+ Lu = 0 on [−ε, 0]×D, u(0, ·) = h. (2.21)
Moreover, for a positive finite Borel measure ν on SL(D) and a ν-Bochner integrable
selection of positive eigenfunctions Ψ : SL(D) ×D → (0,∞) the function h can be
expressed as
´
SL(D)
Ψ(ζ, ·) ν(dζ) if and only if, for every y ∈ D, the function u(·, y)
on (−ε, 0] is the Laplace transform of the measure Ψ(ζ, y) ν(dζ), that is,
u(t, y) =
ˆ
SL(D)
e−ζtΨ(ζ, y) ν(dζ), t ∈ (−ε, 0]. (2.22)
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In this case, it holds, in particular,
u(t, y0) =
ˆ
SL(D)
e−ζt ν(dζ), t ∈ (−ε, 0]. (2.23)
Remark 2.15. Theorem 2.14 reveals that, whenever a pairing (Ψ, ν) exists, it can
be inferred by finding the measure ν through a one-dimensional Laplace inversion
of u(·, y0) (recall that the values of the Laplace transform on a non-trivial interval
determine the underlying positive finite Borel measure, see [Bil12, Section 30]) and
then the functions Ψ(·, y), y ∈ D\{y0} from u(·, y), y ∈ D\{y0} through additional
one-dimensional Laplace inversions.
As a by-product we obtain the following uniqueness result for linear second-order
parabolic PDEs posed in the “wrong” time direction by combining the generalized
Widder’s theorem on domains (Theorem 3.4 below) with Theorem 2.14 and the
uniqueness of the Laplace transform (see [Bil12, Section 30]).
Corollary 2.16. For any operator L satisfying Assumption 2.8 and positive h ∈
C2,η(D) such that the function in (2.20) is locally bounded on a non-trivial cylinder
[0, ε] ×D, there is at most one positive solution u˜ of the problem
∂tu˜+ Lu˜ = 0 on [0,∞)×D, u˜(0, ·) = h. (2.24)
Remark 2.17. We stress that Corollary 2.16 is not an immediate consequence of
the generalized Widder’s theorem on domains (Theorem 3.4) by itself. The lat-
ter does ensure that every pairing (Ψ, ν) corresponds to exactly one positive so-
lution u˜ of (2.24). However, it is not clear a priori whether the representation
h =
´
SL(D)
Ψ(ζ, ·) ν(dζ) is unique for all functions h with the property (2.20). Theo-
rem 2.14 and the uniqueness of the Laplace transform (see [Bil12, Section 30]) show
that this representation is, indeed, unique.
For arbitrary operators relatively little is known about the sets of positive eigen-
functions CL−ζ(D). Nevertheless, in certain situations additional information on
the sets CL−ζ(D) is available and can be exploited to find the selection of positive
eigenfunctions Ψ for a given function h by a finite number of Laplace inversions.
Proposition 2.18. Let L satisfy Assumption 2.8, then
ζc(D) := inf
{
ζ ∈ R : ζ ∈ SL(D)
} ∈ SL(D). (2.25)
If, in addition, the potential P is constant and L0 := L − P is such that the corre-
sponding solution of the generalized martingale problem on D (see [Pin95, Section
1.13]) is recurrent, then ζc(D) = −P and |CL−ζc(D)(D)| = 1.
Remark 2.19. The quantity ζc(D) of (2.25) is commonly referred to as the critical
eigenvalue of the operator L on D.
The structure of the eigenspaces CL−ζ(D) can differ widely depending on the
choice of the dimension k, the restrictions on the operator L, and the domain D.
The case k = 1 corresponds to having a single factor and leads to eigenspaces of
dimension at most 2.
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Proposition 2.20. Suppose L satisfies Assumption 2.8 on a domain D ⊂ R. Then,
the number of extreme points of the convex set CL−ζ(D) is 2 for all ζ > ζc(D) and
belongs to {1, 2} for ζ = ζc(D).
Remark 2.21. Proposition 2.20 reveals that, in the setting of Theorem 2.14 with
k = 1, one can determine the pairing (Ψ, ν) via a three-step procedure: first, one
recovers ν by a one-dimensional Laplace inversion of u(·, y0); second, one finds
Ψ(ζ, y1) ν(dζ) by a one-dimensional Laplace inversion of u(·, y1) for an arbitrary
y1 ∈ D\{y0}; third, for all ζ ≥ ζc(D), one solves the second-order linear ordinary
differential equation for Ψ(ζ, ·) with the obtained boundary conditions at y0 and y1
to end up with the selection Ψ.
When k ≥ 2, the variability in the dimensionality of the eigenspaces is illustrated
by the following two scenarios, in which the eigenspaces have dimensions 1 and ∞,
respectively.
Definition 2.22. A potential P (·) on Rk is called principally radially symmetric if
P = P0 + P1, (2.26)
where the functions P0 and P1 are locally integrable to power d for some d > k/2,
with P0 being radially symmetric (P0(y) = P˜0(|y|) for some P˜0), and P1 vanishing
outside of a compact set.
Proposition 2.23. Consider a positive φ ∈ C2,η(Rk) with bounded ∇φφ and ∆φφ ,
as well as an operator L˜ := ∆ + P (y) on Rk with a locally η-Ho¨lder continuous
bounded principally symmetric potential P (·). Then, L := 1φ L˜φ has the property
|CL−ζ(Rk)| = 1 for any ζ > ζc(Rk) such thatˆ ∞
1
tk−3g0(t)2
(ˆ ∞
t
s1−kg0(s)−2 ds
)
dt =∞, (2.27)
where g0 is the unique solution of
g′′0 (r) +
k − 1
r
g′0(r) +
(
ζ − P˜0(r)
)
g0(r) = 0 on (0,∞), g0(r) = 1 + o(r) as r ↓ 0.
(2.28)
In the situation of Proposition 2.23, we must pick Ψ(ζ, ·) as the unique element
of CL−ζ(Rk). On the other hand, in the case of a multidimensional factor process
on a bounded domain D with a Lipschitz boundary, the eigenspaces are infinite-
dimensional.
Proposition 2.24. Let D ⊂ Rk, k ≥ 2 be a bounded domain with a Lipschitz
boundary and L satisfy (i)-(iii) in Assumption 2.8 with D instead of D′ and D′.
Then, the convex set CL−ζ(D) has infinitely many extreme points for all ζ > ζc(D).
Thus, one cannot assert that the number of extreme points of CL−ζ(D) is finite
in the generality of Assumption 2.8. Therefore, the procedure of Remark 2.15 cannot
always be reduced to a finite number of Laplace inversions. In such cases, we propose
to determine the selection Ψ on a finite number of grid points y ∈ D.
11
Forward Performance Processes
3 Proof of Theorem 2.11 and a new Widder’s theorem
The goal of this section is to prove Theorem 2.11. Recall that we are interested in
separable power factor form local FPPs defined in Remark 2.5. We start by focusing
on the function V and give a sufficient condition for V (t, x, Yt) to be a local FPP.
Proposition 3.1. Under Assumption 2.1 let V : [0,∞)×(0,∞)×D → R be contin-
uously differentiable in t (its first argument) and twice continuously differentiable in
x and y (the second and third arguments). Suppose further that V is strictly concave
and increasing in x and a classical solution of the HJB equation
∂tV + LyV − 1
2
|λ∂xV + ρκ∂x∇yV |2
∂xxV
= 0 on [0,∞) × (0,∞)×D, (3.1)
where Ly is the generator of the factor process Y . Then, V (t, x, Yt) is a local FPP.
Moreover, the corresponding optimal portfolio allocations π∗ among the n stocks are
of a feedback form and characterized by
σ(Yt)π
∗
t = −
λ(Yt) ∂xV (t,X
pi∗
t , Yt) + ρκ(Yt) ∂x∇yV (t,Xpi
∗
t , Yt)
Xpi
∗
t ∂xxV (t,X
pi∗
t , Yt)
. (3.2)
Proof. For the former statement, one only needs to repeat the derivation of [SSZ16,
equation (1.6)] mutatis mutandis and to use σ(·)σ(·)−1ρ = ρ (see Remark 2.2).
For the latter statement, we apply Itoˆ’s formula to V (t,Xpit , Yt) and substitute
1
2
|λ∂xV+ρκ ∂x∇yV |2
∂xxV
for ∂tV +LyV to conclude that the drift coefficient of V (t,Xpit , Yt)
is the negative of
1
2
∣∣∣∣λ(Yt)∂xV (t,Xpit , Yt)+ρκ(Yt)∂x∇yV (t,Xpit , Yt)(−∂xxV (t,Xpit , Yt))1/2 −Xpit σ(Yt)πt(−∂xxV (t,Xpit , Yt))1/2
∣∣∣∣2.
(3.3)
The process V (t,Xpit , Yt) is a local martingale if and only if the expression in (3.3)
vanishes, which happens if and only if (3.2) holds.
Remark 3.2. The process V (t, x, Yt) of Proposition 3.1 is a true FPP if V (t,X
pi
t , Yt)
is a true supermartingale for every π ∈ A and a true martingale for every optimal
portfolio allocation π∗ of (3.2). In view of Fatou’s lemma, the supermartingale prop-
erty is fulfilled if infs∈[0,t] V (s,Xpis , Ys) is integrable for all t ≥ 0 and π ∈ A. The mar-
tingale property is valid if the diffusion coefficients ∂xV (t,X
pi∗
t , Yt)X
pi∗
t (σ(Yt)π
∗
t )
T ,
∇yV (t,Xpi∗t , Yt)κ(Yt)T of V (t,Xpi
∗
t , Yt) are dt×dP-square integrable on each [0, t]×Ω.
The HJB equation (3.1) is a fully non-linear PDE and one does not expect to
find explicit formulas for its solutions in general. However, for initial conditions of
separable power type and under the Assumption 2.6, the HJB equation (3.1) can be
linearized.
Proposition 3.3. Let Assumption 2.6 be satisfied, Γ = 1−γγ , and q =
1
1+Γp . Then,
the HJB equation (3.1) with an initial condition V (0, x, y) = γγ x
1−γ
1−γ h(y)
q, where
12
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h > 0, has a classical solution in separable power form, V (t, x, y) = γγ x
1−γ
1−γ g(t, y),
with g > 0 if and only if there exists a positive solution to the linear PDE problem
∂tu+ Lu = 0 on [0,∞) ×D, u(0, ·) = h (3.4)
posed in the “wrong” time direction. Hereby, L is the linear elliptic operator of
the second order with the coefficients of (2.13). In that case, the two solutions are
related through
V (t, x, y) = γγ
x1−γ
1− γ u(t, y)
q. (3.5)
Proof. Since we are looking for solutions of the HJB equation (3.1) in separable
power form, we plug in the ansatz V (t, x, y) = γγ x
1−γ
1−γ g(t, y) to arrive at
∂tg + Lyg + Γ
2
λTλg + ΓλTρκ∇yg + Γ(∇yg)κ
T ρTρκ∇yg
2g
= 0, g(0, ·) = hq. (3.6)
Next, we employ the distortion transformation g(t, y) = u(t, y)q and get the PDE
quq−1∂tu+
1
2
k∑
i,j=1
(κTκ)ij
(
quq−1∂yi,yju+ q(q − 1)uq−2(∂yiu)(∂yju)
)
+
Γ
2
q2uq−2(∇yu)TκTρTρκ∇yu+ q
(
α+ ΓκTρTλ
)T
uq−1∇yu+ Γ
2
λTλuq = 0,
(3.7)
equipped with the initial condition u(0, ·) = h. Moreover, the assumed positivity of
g translates to u > 0, so that we can divide both sides of (3.7) by uq−1. In addition,
we insert the identity ρTρ = pIdB of Assumption 2.6 to end up with
∂tu+
1
2
k∑
i,j=1
(κTκ)ij∂yiyju+
(
α+ ΓκTρTλ
)T∇yu+ Γ
2q
λTλu
+
1
2u
(q + Γpq − 1)(∇yu)TκTκ∇yu = 0.
(3.8)
The crucial observation is now that the non-linear term in the PDE (3.8) drops out
thanks to q = 11+Γp . Hence, u is a positive solution of (3.4). The converse follows
by carrying out the transformations we have used in the reverse order.
Proposition 3.3 reduces the task of finding solutions of the HJB equation (3.1)
in separable power form to solving the linear PDE problem (3.4) set in the “wrong”
time direction. The latter has been studied in [Wid63] with L being the Laplace
operator on Rk and in [NT15] for more general linear second-order elliptic operators
on Rk. We establish subsequently a further generalization of [NT15, Theorem 3.12]
that allows for linear second-order elliptic operators on arbitrary domains D ⊂ Rk.
Theorem 3.4. Under Assumption 2.8 a function u : {(0, y0)} ∪ ((0,∞) × D) →
(0,∞) is a classical solution of ∂tu+Lu = 0 with u(0, y0) = 1 if and only if it admits
the representation
u(t, y) =
ˆ
SL(D)
e−tζ Ψ(ζ, y) ν(dζ), (3.9)
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where ν is a Borel probability measure on SL(D) and Ψ : SL(D) × D → (0,∞) is
a ν-Bochner integrable selection of positive eigenfunctions. In this case, the pairing
(Ψ, ν) is uniquely determined by the function u.
Proof. We can adapt the proof of [NT15, Theorem 3.12] to the situation at hand.
Consider any subdomain D′ ⊂ D satisfying y0 ∈ D′ and D′ ⊂ D. We endow the
space of continuous functions on {(0, y0)}∪((0,∞)×D′) with the topology of uniform
convergence on the compact subsets of the sets{
(t, y) ∈ [0,∞) ×D′ : t ≥ c|y − y0|2
}
, c > 0. (3.10)
Next, we repeat the proofs of [NT15, Theorem 3.6, Lemmas 3.7, 3.9, 3.10, and
Theorem 3.11] and the necessity part of the proof of [NT15, Theorem 3.12], just
replacing their Rn by our D′ and the Harnack’s inequality employed therein by the
one in [Lie96, Chapter VII, Corollary 7.42], to deduce that every function u as in
the statement of the theorem can be expressed as
ˆ
R
e−tζ ΨD′(ζ, y) νD′(dζ) for (t, y) ∈ {(0, y0)} ∪ ((0,∞) ×D′)→ (0,∞), (3.11)
with a Borel probability measure νD′ on R and ΨD′(ζ, ·) ∈ CL−ζ(D′), ζ ∈ supp(νD′).
This conclusion for a sequence of the described subdomains D′ increasing to D
and the uniqueness of the Laplace transform (see [Bil12, Section 30]) imply that
(3.11) applies with the same ν and Ψ(ζ, ·) ∈ CL−ζ(D′), ζ ∈ supp(ν) for all D′ in
the sequence, so that (3.9) and the uniqueness of the pairing (Ψ, ν) readily follow.
Conversely, proceeding as in the sufficiency part of the proof of [NT15, Theorem
3.12] we find that, for every subdomain D′ as above, the right-hand side of (3.9) is a
classical solution of ∂tu+Lu = 0 on {(0, y0)}∪((0,∞)×D′) with u(0, y0) = 1. Picking
a sequence of subdomains D′ increasing to D as before we obtain the sufficiency part
of Theorem 3.4.
We now have all the ingredients needed to prove Theorem 2.11.
Proof of Theorem 2.11. (i). Take a pairing (Ψ, ν) as specified in point (i) of the
theorem. By Proposition 3.1 it is enough to provide a classical solution V (t, x, y) =
γγ x
1−γ
1−γ g(t, y) of the HJB equation (3.1) with the properties as in that proposition
and satisfying the initial condition
V (0, x, y) = γγ
x1−γ
1− γ
(ˆ
SL(D)
Ψ(ζ, y) ν(dζ)
)q
, (x, y) ∈ (0,∞) ×D. (3.12)
In view of Proposition 3.3, such a function V can be constructed by solving
∂tu+ Lu = 0 on [0,∞)×D with u(0, ·) =
ˆ
SL(D)
Ψ(ζ, ·) ν(dζ) (3.13)
and inserting the solution u into the right-hand side of (3.5). By Theorem 3.4, the
solution u of (3.13) is given by the right-hand side of (3.9).
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Conversely, for a separable power factor form local FPP γγ x
1−γ
1−γ g(t, Yt) and a
portfolio allocation π ∈ A, we apply Itoˆ’s formula to γγ (Xpit )1−γ1−γ g(t, Yt) and infer
from the conditions (ii) and (iii) in Definition 2.4 that the resulting drift coefficient
must be non-positive for all π ∈ A and equal to 0 for any maximizer π∗ ∈ A.
Equating the maximum of the drift coefficient over all π ∈ A to 0 we end up
with the PDE in (3.6) for g. Moreover, the proof of Proposition 3.3 reveals that the
function u associated with g via g(t, y) = u(t, y)q solves the problem (3.4) with h(·) =´
SL(D)
Ψ(ζ, ·) ν(dζ). At this point, the identity (2.15) follows from Theorem 3.4.
Finally, the characterization (2.16) of the optimal portfolios is a direct consequence
of (3.2) and (2.15).
(ii). Arguing as in the second half of the proof of part (i) we deduce that, for any
separable power factor form local FPP γγ x
1−γ
1−γ g(t, Yt) with the initial condition of
(2.17), the function g is a classical solution of the problem (3.6). The substitu-
tion g(t, y) = u(t, y)q and Theorem 3.4 show the necessity and sufficiency of the
representation (2.18). We conclude as in the second half of the proof of part (i).
4 Proof of Theorem 2.14 and further ramifications
4.1 Proof of Theorem 2.14
We start our analysis of the pairing (Ψ, ν) by establishing Theorem 2.14.
Proof of Theorem 2.14. Let D′ ⊂ D be a bounded subdomain with a C3 boundary
∂D′ ⊂ D and ψ : D′ → [0, 1] be a thrice continuously differentiable function with
compact support in D′. Then, by [LSU68, Chapter IV, Theorem 5.2] the problem
∂tuD′ + LuD′ = 0 on [−ε, 0] ×D′, uD′ |[−ε,0]×∂D′ = 0, uD′(0, ·) = hψ (4.1)
(posed in the “right” time direction) has a unique classical solution with η-Ho¨lder
continuous ∂tuD′ , ∂yiyjuD′ in the y variable,
η
2 -Ho¨lder continuous ∂tuD′ , ∂yiyjuD′ in
the t variable, and 1+η2 -Ho¨lder continuous ∂yiuD′ in the t variable. In particular,
uD′ obeys the Feynman-Kac formula
uD′(−t, y) = E
[
e
´ t
0
P (Zs) ds (hψ)(Zt)1{τD′>t}
∣∣∣Z0 = y], (t, y) ∈ [0, ε] ×D′, (4.2)
where τD′ is the first exit time of Z from D
′.
Using the described construction for a sequence of subdomains D′ and functions
ψ increasing to D and 1D, respectively, we arrive at the monotone limit
u(−t, y) = E
[
e
´ t
0
P (Zs) ds h(Zt)1{τD>t}
∣∣∣Z0 = y], (t, y) ∈ [0, ε] ×D (4.3)
of uD′ , which is locally bounded on [0, ε] × D by assumption. Thanks to this and
the local regularity estimate in [LSU68, Chapter IV, Theorem 10.1] we can extract a
subsequence of uD′ converging uniformly together with ∂tuD′ , ∂yiuD′ , and ∂yiyjuD′
on every fixed set [−ε, 0]×D′. Thus, u is a classical solution of the problem (2.21).
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Now, assume h =
´
SL(D)
Ψ(ζ, ·) ν(dζ). In view of [Pin95, Chapter 4, Theorem 3.2
and Exercise 4.16] (see also Section 4.2 for more details), the elements of SL(D) are
bounded below, so that the function u˜(t, y) =
´
SL(D)
e−ζtΨ(ζ, y) ν(dζ) is well-defined
on [0,∞)×D. By Theorem 3.4, the function u˜ is a classical solution of
∂tu˜+ Lu˜ = 0 on {(0, y0)} ∪ ((0,∞) ×D). (4.4)
Moreover, the function
v(t, y) =
{
u(t, y) for (t, y) ∈ [−ε, 0] ×D,
u˜(t, y) for (t, y) ∈ (0,∞) ×D (4.5)
is a classical solution of the PDE ∂tv + Lv = 0 on [−ε,∞) ×D. Indeed, on the set
([−ε, 0) ∪ (0,∞)) ×D this PDE holds by construction, whereas
∂tu˜(0, y) = lim
t↓0
∂tu˜(t, y) = − lim
t↓0
Lu˜(t, y) = −Lu˜(0, y), y ∈ D (4.6)
by the interior Schauder estimate of [NT15, Theorem 6.2].
The Harnack’s inequality in [Lie96, Chapter VII, Corollary 7.42] enables us to
apply Theorem 3.4 to the function
v˜ : {(0, y0)} ∪ ((0,∞) ×D)→ (0,∞), (t, y) 7→ v(t− ε, y)
v(−ε, y0) (4.7)
and find a Borel probability measure ν˜ on SL(D) and a ν˜-Bochner integrable selection
of positive eigenfunctions Ψ˜ : SL(D)×D → (0,∞) such that
v˜(t, y) =
ˆ
SL(D)
e−tζ Ψ˜(ζ, y) ν˜(dζ). (4.8)
In particular, for (t, y) ∈ (0,∞) ×D,
ˆ
SL(D)
e−(t+ε)ζ Ψ˜(ζ, y) ν˜(dζ) = v˜(t+ ε, y) =
v(t, y)
v(−ε, y0) =
´
SL(D)
e−ζtΨ(ζ, y) ν(dζ)
v(−ε, y0) .
(4.9)
Plugging in first y = y0, then y ∈ D\{y0}, and relying on the uniqueness of the
Laplace transform (see [Bil12, Section 30]) we read off ν˜(dζ) = e
εζ
v(−ε,y0) ν(dζ) and
Ψ˜ = Ψ from (4.9). Hence, for (t, y) ∈ (−ε, 0] ×D,
u(t, y) = v(t, y) = v(−ε, y0) v˜(t+ ε, y) = v(−ε, y0)
ˆ
SL(D)
e−(t+ε)ζ Ψ˜(ζ, y) ν˜(dζ)
=
ˆ
SL(D)
e−ζtΨ(ζ, y) ν(dζ),
(4.10)
as desired. In the special case of y = y0, we obtain (2.23).
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4.2 Preliminaries on positive eigenfunctions
As a preparation for the proofs of Propositions 2.18, 2.20, 2.23 and 2.24, we recall
some facts about the sets SL(D) and CL−ζ(D), ζ ∈ SL(D) from positive harmonic
function theory. Throughout the subsection we let L satisfy Assumption 2.8.
Definition 4.1 (Green’s measure). Consider the solution Z of the generalized mar-
tingale problem on D associated with L0 = L − P (y) (see [Pin95, Section 1.13]).
If
D′ 7→ E
[ˆ ∞
0
e
´ t
0
P (Zs) ds 1D′(Zt) dt
∣∣∣∣Z0 = y] <∞ (4.11)
for all bounded subdomains D′ ⊂ D with D′ ⊂ D and y ∈ D, then the positive Borel
measure defined by (4.11) is called a Green’s measure for L on D. The density
G(y, z) of a Green’s measure G(y, ·), if it exists, is referred to as a Green’s function.
By [Pin95, Chapter 4, Theorem 3.1 and Exercise 4.16] for the operators L − ζ,
ζ ∈ R, we have the next proposition.
Proposition 4.2. If ζ ∈ R is such that a Green’s function exists for L − ζ, then
CL−ζ(D) 6= ∅.
We proceed to the corresponding classification of the operators L − ζ, ζ ∈ R.
Definition 4.3. An operator L − ζ on D is described as
(i) subcritical if it possesses a Green’s function,
(ii) critical if it is not subcritical, but CL−ζ(D) 6= ∅,
(iii) and supercritical if it is neither critical nor subcritical.
Thus, we are interested in the values of ζ for which L−ζ is subcritical or critical,
that is, ζ ∈ SL(D). As it turns out, SL(D) is a half-line under Assumption 2.8.
Proposition 4.4 ([Pin95], Chapter 4, Theorem 3.2 and Exercise 4.16). There exists
a critical eigenvalue ζc = ζc(D) ∈ R such that L − ζ is subcritical for ζ > ζc,
supercritical for ζ < ζc, and either critical or subcritical for ζ = ζc.
When the potential P is non-positive, more information about the classification
of the operator L is available.
Proposition 4.5 ([Pin95], Chapter 4, Theorem 3.3). For an operator L with P ≤ 0
one of the following holds:
(i) P ≤ 0, P 6≡ 0, and L is subcritical,
(ii) P ≡ 0, the solution of the generalized martingale problem on D associated with
L is transient, and L is subcritical,
(iii) P ≡ 0, the solution of the generalized martingale problem on D associated with
L is recurrent, and L is critical.
Remark 4.6. When γ > 1, the potential term in (2.13) is non-positive. This, put
together with Proposition 4.5, yields 0 ∈ SL. Thus, [0,∞) ⊂ SL by Proposition 4.4.
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4.3 Proofs of Propositions 2.18, 2.20, 2.23 and 2.24
At this point, we can read off Propositions 2.18, 2.20, and 2.23 from appropriate
results in [Mur86] and [Pin95].
Proof of Proposition 2.18. By Propositions 4.2 and 4.4,
inf
{
ζ ∈ R : ζ ∈ SL(D)
}
= ζc(D) ∈ SL(D). (4.12)
If P is constant and the solution of the generalized martingale problem on D for
L−P is recurrent, then L−P is critical by Proposition 4.5, and hence, ζc(D) = −P .
In this case, [Pin95, Chapter 4, Theorem 3.4] yields |CL−ζc(D)(D)| = 1.
Proof of Proposition 2.20. It suffices to put together Proposition 4.4 with [Pin95,
Chapter 4, Remark 2 on p. 149, Theorem 3.4, and Exercise 4.16].
Proof of Proposition 2.23. Note that, for any ζ ≥ ζc(Rk) and f ∈ CL−ζ , one has
φf ∈ CL˜−ζ . Therefore, it is enough to prove |CL˜−ζ | = 1, ζ > ζc(Rk), which is
readily obtained by combining Proposition 4.4 with [Mur86, Theorem 5.3].
In the context of Proposition 2.24, the structure of the sets CL−ζ(D), ζ > ζc(D)
has been described in [Anc78, Theorems 6.1 and 6.3], which we briefly recall for the
convenience of the reader.
Definition 4.7 (Minimal eigenfunction). A function ψ ∈ CL−ζ(D) is referred to as
minimal if ψ˜ ≤ ψ implies ψ˜ = ψ for all ψ˜ ∈ CL−ζ(D).
Proposition 4.8 ([Anc78], Theorems 6.1 and 6.3). In the setting of Proposition
2.24, every minimal element ψ ∈ CL−ζ(D) has the property limz→y ψ(z) > 0 for
exactly one point y ∈ ∂D and is uniquely determined by y. In addition, for every
ψ ∈ CL−ζ(D), there exists a unique Borel probability measure ξ on ∂D such that
ψ(·) =
ˆ
∂D
ψy(·) ξ(dy), (4.13)
where ψy is the minimal function associated with y.
Proposition 2.24 is a direct consequence of Proposition 4.8.
Proof of Proposition 2.24. The uniqueness of the Borel probability measure ξ in the
representation (4.13) shows that the extreme points of CL−ζ(D) are precisely the
minimal functions ψy, y ∈ ∂D. Clearly, |{ψy : y ∈ ∂D}| = |∂D| =∞.
5 Merton problem in stochastic factor models
In this section, we consider the framework of the Merton problem, in which an
investor aims to maximize her expected terminal utility from the wealth acquired
through investment:
sup
pi∈A
E[υT (X
pi
T , YT )]. (5.1)
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Thereby, the time horizon T and the utility function υT are chosen once and for
all at time zero. It is well-known (see e.g. [FS06, Section IV.3]) that the dynamic
programming equation for the Merton problem within the Markovian diffusion model
(2.1), (2.2) takes the shape of the HJB equation
∂tV + LyV − 1
2
|λ∂xV + ρκ∂x∇yV |2
∂xxV
= 0. (5.2)
In contrast to the preceding discussion, here the HJB equation is equipped with a
terminal condition V (T, ·, ·) = υT and, hence, posed in the backward (“right”) time
direction. It turns out that, under Assumption 2.6, we can reduce the backward
problem to a linear second order parabolic PDE posed in the “right” time direction,
provided that the terminal utility function is of separable power form: υT (x, y) =
γγ x
1−γ
1−γ gT (y), and that appropriate technical assumptions hold.
Theorem 5.1. Let γ ∈ (0, 1). Suppose the market model (2.1), (2.2), the correlation
matrix ρ, and the linear elliptic operator of the second order L with the coefficients
a(·) = κ(·)T κ(·), b(·) = α(·) + Γκ(·)T ρTλ(·), P (·) = Γ
2q
λ(·)Tλ(·) (5.3)
satisfy the Assumptions 2.1, 2.6, and 2.8, respectively, where Γ = 1−γγ and q =
1
1+Γp .
Suppose further that the Sharpe ratio λ(·) is bounded, the weak solution Z of the SDE
associated with L0 = L− P (y) remains in D, and the terminal utility function is of
separable power form υT (x, y) = γ
γ x1−γ
1−γ h(y)
q, with an h ∈ C2,η(D) bounded above
and below by positive constants and such that
(t, y) 7→ ∇y E
[
e
´ t
0
P (Zs) ds h(Zt)
∣∣Z0 = y] (5.4)
is bounded on [0, T ] × D. Then, the value function for the corresponding Merton
problem V (t, x, y) = suppi∈A E[υT (XpiT , YT ) |XpiT = x, YT = y] can be written as
V (t, x, y) = γγ
x1−γ
1− γ u(t, y)
q. (5.5)
Hereby, u is a classical solution of the linear PDE problem
∂tu+ Lu = 0 on [0, T ]×D, u(T, ·) = gT . (5.6)
Moreover, every portfolio allocation π∗ fulfilling
σ(Yt)π
∗
t =
1
γ
(
λ(Yt) + qρκ(Yt)
∇yu(t, Yt)
u(t, Yt)
)
(5.7)
is optimal.
Proof. By the classical verification paradigm (see e.g. [FS06, Chapter IV, proof of
Theorem 3.1]), it is enough to show that for every portfolio allocation π ∈ A the
process V (t,Xpit , Yt), t ∈ [0, T ] is a supermartingale, and that for every solution π∗
of (5.7) the process V (t,Xpi
∗
t , Yt), t ∈ [0, T ] is a martingale.
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We follow the proof of Proposition 3.3 in the reverse direction and find that
g(t, y) := u(t, y)q is a classical solution of the problem (3.6), whereas the function
V defined by (5.5) is a classical solution of the HJB equation (5.2) with V (T, ·, ·) =
υT . For any π ∈ A, we may now apply Itoˆ’s formula to V (t,Xpit , Yt) and replace
∂tV +LyV by 12 |λ∂xV+ρκ ∂x∇yV |
2
∂xxV
to see that the drift coefficient of V (t,Xpit , Yt) is the
negative of the expression in (3.3) and, in particular, non-positive. Hence, the local
martingale part of V (t,Xpit , Yt) is bounded below by −V (0, x, y) and, consequently,
a supermartingale. Thus, V (t,Xpit , Yt) is a supermartingale as well.
Next, we deduce from the proof of Theorem 2.14 that u(t, y) admits the stochastic
representation
u(t, y) = E
[
e
´ T−t
0
P (Zs) ds h(ZT−t)
∣∣∣Z0 = y] (5.8)
(recall that Z remains in D by assumption). In addition, our further assumptions
imply that ∇yu is bounded on [0, T ] ×D, and that u is bounded above and below
by positive constants on [0, T ] ×D. Together with the boundedness of the Sharpe
ratio λ(·) and of κ(·) (see Assumption 2.8(iii)) this yields the boundedness of σ(Yt)π∗t
via (5.7). Finally, the drift coefficient of V (t,Xpi
∗
t , Yt) vanishes and the quadratic
variation of its local martingale part computes to
ˆ t
0
γ2γ (Xpi
∗
s )
2−2γ |σ(Ys)π∗s |2 +
γ2γq2
(1− γ)2 (X
pi∗
s )
2−2γ u(s, Ys)2q−2 |κ(Ys)∇yu(s, Ys)|2
+
2γ2γq
1− γ (X
pi∗
s )
2−2γ u(s, Ys)q−1 (σ(Ys)π∗s)
Tρκ(Ys)∇yu(s, Ys) ds.
(5.9)
The expectation of the latter integral is finite for all t ∈ [0, T ], since σ(Ys)π∗s and
u(s, Ys)
q−1κ(Ys)∇yu(s, Ys) are bounded, while supt∈[0,T ] E[(Xpi∗t )2−2γ ] < ∞ thanks
to the boundedness of σ(Ys)π
∗
s and λ(Ys) in
Xpi
∗
t = x exp
(ˆ t
0
(σ(Ys)π
∗
s)
Tλ(Ys) ds+
ˆ t
0
(σ(Ys)π
∗
s)
T dWs − 1
2
ˆ t
0
|σ(Ys)π∗s |2 ds
)
.
(5.10)
We conclude that V (t,Xpi
∗
t , Yt) is a true martingale.
6 Discussion of EVE assumption
This last section is devoted to a thorough investigation of Assumption 2.6 that
plays a key role in the proof of Theorem 2.11. It is instructive to start with the
two extreme cases corresponding to taking p = 1 and p = 0 therein, respectively.
Suppose first that A = 0 in (2.3), in other words, the components of the Brownian
motion B driving the factors are given by linear combinations of the components
of the Brownian motion W driving the stock prices. We can then reparametrize
the model such that B = W , ρ = IdW , and ρ
Tρ = IdW . Consequently, Assumption
2.6 holds with p = 1. The resulting market is complete, and we find ourselves in
the framework of [NT15, Section 2.3]. It is therefore not surprising that the HJB
20
Forward Performance Processes
equation (3.1) can be reduced to a linear PDE, even though the linearization in
Proposition 3.3 differs from the one in [NT15, Section 2.3]. On the other hand,
when ρ = 0 in (2.3), the Brownian motions B and W become independent, leading
to an incomplete market. Nonetheless, Assumption 2.6 is still satisfied with p = 0.
Thus, the linearization in Proposition 3.3 goes far beyond the complete market setup.
More generally, Assumption 2.6 can be put to use as follows. In practice, the
correlation matrix ρ can have hundreds or thousands of entries, and hence, might be
difficult to estimate accurately in its entirety. However, one can attempt to obtain a
less noisy estimate by projecting an estimate for ρ onto the submanifold of dW × dB
matrices fulfilling Assumption 2.6. Restricting the attention to the non-trivial case
dW ≥ dB (see Remark 2.7), with the exception of the zero matrix, the latter matrices
can be written uniquely as rQ, where r ∈ (0, 1] and Q has orthonormal columns,
thereby forming a
(
1 + dW (dW−1)2 − (dW−dB)(dW−dB−1)2
)
-dimensional submanifold of
R
dW×dB . As it turns out, the most tractable projection onto this submanifold is
that with respect to the Frobenius norm (also known as the Hilbert-Schmidt norm)
on RdW×dB .
6.1 Choice of r and Q
Let us equip the space RdW×dB with the Frobenius norm:
|A|F =
( dW∑
i=1
dB∑
j=1
a2ij
)1/2
=
(
traceATA
)1/2
. (6.1)
For an estimate ρ̂ of ρ, we are able to find a constant r and a matrix with orthonormal
columns Q that minimize the distance defined by the Frobenius norm.
Proposition 6.1. Consider the minimization problem
min |ρ̂− rQ|F such that r ∈ [0, 1], QTQ = IdB . (6.2)
Then, r∗ = trace(ρ̂
T ρ̂)1/2
dB
and Q∗ = ρ̂(ρ̂T ρ̂)−1/2 are the minimizers.
Proof. Equivalently, consider the problem
min |ρ̂− Q˜|2F such that Q˜T Q˜ = r2IdB (6.3)
for fixed r ∈ [0, 1] and minimize over r ∈ [0, 1] subsequently. Applying the method
of Lagrange multipliers with a dB × dB Lagrange multiplier matrix Λ we get
2(Q˜− ρ̂) = Q˜(Λ + ΛT ) ⇐⇒ Q˜(2IdB − Λ− ΛT ) = ρ̂. (6.4)
Passing to the transpose on both sides of the last equation, taking the product of
the resulting equation with the original equation, and recalling the constraint we see
r2(2IdB − Λ− ΛT )2 = ρ̂T ρ̂ ⇐⇒ r(2IdB − Λ− ΛT ) = (ρ̂T ρ̂)1/2, (6.5)
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where (ρ̂T ρ̂)1/2 is a dB × dB square root of the matrix ρ̂T ρ̂. Together with (6.4) and
the notation (ρ̂T ρ̂)−1/2 for the inverse of (ρ̂T ρ̂)1/2 this yields
Q˜ = rρ̂(ρ̂T ρ̂)−1/2. (6.6)
Plugging the formula for Q˜ back into the objective function we are left with the
minimization problem
min
r∈[0,1]
∣∣ρ̂− rρ̂(ρ̂T ρ̂)−1/2∣∣2
F
⇐⇒ min
r∈[0,1]
(
trace(ρ̂T ρ̂)− 2r trace(ρ̂T ρ̂)1/2 + r2dB
)
.
(6.7)
Consequently, the optimal r is trace(ρ̂
T ρ̂)1/2
dB
, that is, the average of the singular values
of ρ̂, whereas Q˜ should be picked according to (6.6).
6.2 Choice of p
If one is only interested in the parameter p from Assumption 2.6, then it is most
natural to minimize |ρ̂T ρ̂− pIdB | for a selection of a norm | · | on RdB×dB . When | · |
is the operator norm (also known as the spectral radius or the Ky Fan 1-norm),
|ρ̂T ρ̂− pIdB | = max
1≤i≤dB
|θi − p|, (6.8)
where θ1 ≤ θ2 ≤ · · · ≤ θdB are the ordered eigenvalues of ρ̂T ρ̂ (or, equivalently, the
ordered squared singular values of ρ̂). In this case, |ρ̂T ρ̂ − pIdB | is minimized by
p =
θ1+θdB
2 . When | · | is the Frobenius norm,
|ρ̂T ρ̂− pIdB | =
( dB∑
i=1
|θi − p|2
)1/2
, (6.9)
which is smallest for p =
θ1+θ2+···+θdB
dB
. When | · | is the trace norm (also known as
the nuclear norm or the Ky Fan dB-norm),
|ρ̂T ρ̂− pIdB | =
dB∑
i=1
|θi − p|. (6.10)
The minimizer p for the latter is the median of {θ1, θ2, . . . , θdB}.
6.3 Example: affine factor models
We conclude by illustrating the use of the EVE assumption in the framework of
affine market models with non-negative factors. In that situation, both the forward
investment problem and the Merton problem can be reduced to the solution of
a system of Riccati ordinary differential equations (ODEs). Consider the affine
specialization of the factor model (2.1)-(2.3):
dSit
Sit
= µi(Yt) dt+
dW∑
j=1
σji(Yt) dW
j
t , i = 1, 2, . . . , n, (6.11)
dYt = (M
TYt + w) dt+ κ(Yt)
T dBt, (6.12)
Bt = ρ
TWt +A
TW⊥t , (6.13)
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where M has non-negative off-diagonal elements, w ∈ [0,∞)k, and µ(·), σ(·), κ(·),
ρ are such that
λ(y)Tλ(y) = µ(y)T
(
σ(y)
)−1(
σ(y)T
)−1
µ(y) = Λy + λ0, (6.14)
κ(y)Tκ(y) = diag(L1y1, L2y2, . . . , Lkyk) with L1, L2, . . . , Lk > 0, (6.15)
Γκ(y)T ρTλ(y) = NT y + c. (6.16)
Remark 6.2. The condition (6.15) is necessary for the process Y of (6.12) to be
[0,∞)k-valued and affine (see [FM09, Theorem 3.2]). Conversely, the SDE (6.12)
with volatility and drift coefficients satisfying (6.15) has a unique weak solution,
which is affine and takes values in [0,∞)k (see [FM09, Theorem 8.1]).
Suppose now that the initial utility function for the forward investment problem
or the terminal utility function for the Merton problem is of separable power form
with h(y) = exp(HT y + h0). Under the EVE assumption, the HJB equation (3.1)
arising in the two problems can be transformed into the linear second-order parabolic
PDE of (3.4) (see the proof of Proposition 3.3), which in the setting of (6.11)-(6.16)
amounts to
∂tu+
1
2
k∑
i=1
Liyi∂yi,yiu+y
T (M+N)∇yu+(w+c)T∇yu+ Γ
2q
(ΛT y+λ0)u = 0. (6.17)
Inserting the exponential-affine ansatz u(t, y) = exp(Φ(t)T y +Θ(t)) we obtain
yT Φ˙(t)+ Θ˙(t)+
1
2
k∑
i=1
LiyiΦ
2
i + y
T (M +N)Φ(t)+ (w+ c)TΦ(t)+
Γ
2q
(ΛT y+λ0) = 0.
(6.18)
Equating the linear and the constant terms in y to 0 leads to the following system
of Riccati ODEs:
Φ˙i(t) +
1
2
LiΦi(t)
2 +
k∑
j=1
(M +N)ijΦj(t) +
Γ
2q
Λi = 0, i = 1, 2, . . . , k, (6.19)
Θ˙(t) + (w + c)TΦ(t) +
Γ
2q
λ0 = 0. (6.20)
We note that Θ is completely determined by the solution Φ of the system (6.19).
The latter can be solved numerically in general and, for special kinds of M and N ,
even explicitly. For example, when M and N are diagonal the system (6.19) splits
into k one-dimensional Riccati ODEs:
Φ˙i(t) +
1
2
LiΦi(t)
2 + (Mii +Nii)Φi(t) +
Γ
2q
Λi = 0, i = 1, 2, . . . , k. (6.21)
These ODEs can be solved by a separation of variables and subsequent integration.
For instance, when γ > 1 and Λi > 0 for all i, the discriminants Di := (Mii+Nii)
2−
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Li
Γ
qΛi associated with the quadratic equations
1
2Liz
2 + (Mii +Nii)z +
Γ
2qΛi = 0 are
positive, resulting in the roots
z+,i =
−Mii −Nii +
√
Di
Li
, z−,i =
−Mii −Nii −
√
Di
Li
. (6.22)
The general solution of (6.21) then becomes
Φi(t) =
z+,i − χi z−,i e−
√
Dit
1− χi e−
√
Dit
, i = 1, 2, . . . , k, (6.23)
and one can find the constants χi by setting Φ(·) to H at time 0 (for the forward
investment problem) or at the terminal time (for the Merton problem).
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