In this work, the existence of positive solutions to a non-linear elliptic system of fourth order with positive parameters is studied. We establish an existence of an interval of parameters such the system has at least two positive solutions. The behaviour of energy corresponding to these positive solutions, with respect to the real parameters is proved.
Introduction
We consider the system with Navier boundary conditions is the first eigenvalue of ∆ 2 q in Ω (cf. Drábek and Ôtani, 2001 ). The fourth-order equation of non-linearity furnishes a model to study travelling waves in suspension bridges; therefore, this becomes very significant in physics. For p = 2, ∆ 2 2 = ∆ 2 = ∆.∆ is the iterated Laplacian that multiplied with positive constant appears often in Navier-Stokes equations as being a viscosity coefficient.
Problems with combined concave and convex non-linearities were studied by several authors (cf. Ambrosetti et al., 1994; Bartsch and Willem, 1995; Boccardo et al., 1995; Bonder and Rossi, 2001; Bonder and Rossi, 2002; El Hamidi, 2004b; Korman, 2002; Talbi and Tsouli, 2011) . For the non-linear elliptic systems, we refer to Alves and de Figueiredo (2002) , Alves et al. (2000) , Bozhkov and Mitidieri (2003) , Clément et al. (1992) , El Hamidi (2004a), Vélin (2003) and to the survey article (de Figueiredo, 2000) . In Drábek and Ôtani (1997) , the authors studied the existence of positive solutions to a perturbed eigenvalue problem involving the p-Laplacian operator. Bozhkov and Mitidieri (2003) have generalised the results of Drábek and Ôtani (1997) to a perturbed eigenvalue system involving p-and q-Laplacian operators.
System (P λ,µ ) was studied by Adriouch and El Hamidi (2006) in the case of p-and q-Laplacian operators, the authors showed non-local existence and multiplicity results with respect to the parameters via the extraction of Palais-Smale sequences in the Nehari manifold.
In this paper, we extend this method to our system (P λ,µ ). We prove that (P λ,µ ) has at least two positive solutions when the pair of parameters (λ, µ) belongs to a subset of R 2 which will be specified below.
Let us put X = X p × X q . X is reflexive and separable Banach space endowed with the norm
For solutions of (P λ,µ ), we understand critical points of the Euler-Lagrange functional E λ,µ ∈ C 1 (X) defined by:
We introduce the modified Euler-Lagrange functional E λ,µ defined on R × X p × R × X q by:
Preliminary results
In this work, we are interested by nontrivial positive solutions u ≡ 0 and v ≡ 0 to Problem (P λ,µ ). Since the functional E λ,µ is even in s and t, we limit our study for s > 0, t > 0 and for (u, v) ∈ (X p \ {0}) × (X q \ {0}).
Lemma 2.1: For every
2 → E λ,µ (s, u, t, v) has exactly two critical points (resp. one critical point) for 0 < λ < λ(u, v) (resp. λ = λ (u, v) ). This function has no critical point for λ > λ(u, v).
Proof: Let (u, v) be an arbitrary element of (X p \ {0}) × (X q \ {0}).
A direct computation gives ∂ t E λ,µ (s, u, t, v) = 0 if and only if
where
and r = (α + 1)− (β + 1) .
(2.1)
We have u, v) ) and decreasing on (s µ (u, v), +∞) and attaints its maximum for s = s µ (u, v), where
A direct computation leads to u, v) has two positive zeros (resp. one positive zero) and has no zero if λ ∈ (λ(u, v), +∞). Thus, if λ ∈ (0, λ(u, v)), the function s ∈ (0, +∞) → ∂ s E λ,µ (s, u, t(s), v) has two positive zeros denoted by s 1 (u, v) and
It follows that the real-valued function s ∈ (0, +∞) → E λ,µ (s, u, t(s), v) achieves its unique local minimum at s = s 1 (u, v) and its unique local maximum at s = s 2 (u, v), which ends the proof.
Hereafter, we will denote
Proof: The inequality (1.2) implies that there is a constant δ > 1 such that
, then by the Hölder inequality, we get
(2.5)
Throughout the rest, we suppose that
Let S = S p × S q , where S p and S q are the unit spheres of X p and X q , respectively. It is interesting to notice that for every γ > 0, δ > 0, it holds u, t, v) .
It follows that
By the virtue of (2.8), (2.9), (2.10) and (2.11), we get
Lemma 2.3: The sequences (U
Proof: Let (u n , v n ) ∈ S be a minimising sequence of (2.12) [resp. (2.13)].
i We know that
and
By (2.14), we have
Suppose that there is a subsequence of (U
On the other hand, using the continuous embedding
, as n goes to +∞. By (2.15), we obtain
We remember the Young's inequality:
Using the Young's inequality and (1.4), for every ε ∈ (0, 1), we have (1 + o n (1)) ∆U 1 n p p as n goes to + ∞.
By (2.15) and the fact that E λ,µ (U
Hence, using the hypothesis (1.3), lim
We show in the same way that lim sup
ii Suppose that there is a subsequence still denoted by (U
we obtain
and by (2.15) we conclude lim
Put lim n→+∞ u n = u 1 and lim n→+∞ v n = v 1 . We have ∆u 1 = 1 and ∆v 1 = 1.
By the Hölder inequality and the Sobolev injection theorem, there exist two constants c 1 (Ω, p, q) and c 2 (Ω, p, q) such that
It follows that
On the other hand, there is w ∈ S q such that R(u 1 , w) > 0. Hence
Furthermore, since R(u 1 , w) > 0, we get
which is impossible. Finally, suppose that there is a subsequence, still denoted by (U 
By the Hölder inequality and the Sobolev injection theorem, there is a constant c 3 (Ω, p, q) such that
and consequently, (p − p 1 ) ≤ (r − p 1 )(α + 1)c(Ω, p, q) ∆U 2 n α+1−p p |∆V 2 n β+1 q which converges to 0 as n goes to +∞ because in the hypothesis (1.3) we have α + 1 > p. This contradicts the fact p > p 1 .
Lemma 2.4: For every
Proof: Let (u n , v n ) ∈ S be a minimising sequence of (2.12). We know that ∆U
Using the Hölder inequality, the Sobolev injection theorem and the fact that p 1 < p < r, there exists c > 0 such that
On the other hand, by Lemma 2.3, we know that lim sup
Lemma 2.5:
We have
where a 1 (λ, µ) and a 2 (λ, µ) are defined by (2.12) and (2.13), respectively.
Proof: It is well known that the Dirichlet problem −∆u = f in Ω and u = 0 in ∂Ω is uniquely solvable in
and for any k ∈ (1, +∞), then for every (u, v) ∈ (X p \ {0}) × (X q \ {0}) there is (w 1 , w 2 ) ∈ (X p \ {0}) × (X q \ {0}) such that −∆w 1 = |∆u| and − ∆w 2 = |∆v| which implies that w 1 ≥ |u| ≥ 0 and w 2 ≥ |v| ≥ 0. Since R(u, v) ≤ R(w 1 , w 2 ), we get
Using the fact that s → E λ,µ (s, w 1 , t(s), w 2 ) is decreasing on (0, s 1 (w 1 , w 2 )), we get
and since w 1 ≥ |u| and w 2 ≥ |v|, we obtain
Hence we conclude that
Since w 1 ≥ |u|, w 2 ≥ |v| and the function
Finally, we have showed that for every
where −∆w 1 = |∆u| and −∆w 2 = |∆v|. Furthermore, by (2.12) and (2.13), we conclude that
Lemma 2.6: Let (u n , v n ) be a minimising sequence of (2.17) (resp. of (2.18), then
Proof: We will show this lemma only for the sequence (U
can be done in the same way.
We know that for λ ∈ (0,λ(µ)), lim
Notice that for every (u, v) ∈ (X p \{0}) × (X q \{0}), the gradient (resp. the Hessian determinant) of E λ,µ with respect to s and t at (s, t) = (s 1 (u, v), t 1 (u, v)) is equal to zero (resp. is strictly negative), so the implicit function theorem implies that (u, v) → s 1 (u, v) and (u, v) → t 1 (u, v) are C 1 since E λ,µ is. Let us introduce the C 1 functional A defined on S by:
Using the Ekeland variational principle (Ekeland, 1974) on the complete manifold (S, . ) to the functional A, we get
where T (un,vn) S denotes the tangent space to S at the point (u n , v n ). Recall that T (un,vn) S = T un S p × T vn S q , where T un S p (resp. T vn S q ) is the tangent space to S p (resp. S q ) at the point u n (resp. v n ).
For every (ϕ, ψ) ∈ T (un,vn) S, one has
Similarly, we get
Furthermore, consider the maps
Similarly, for every (v, ψ) ∈ (X q \ {0}) × X q , one has
Applying the Hölder inequality, we get for every
In the same manner, we get
From Lemma 2.3, there is a positive constant C such that
It follows that for every
We conclude easily that
where * is the norm on the dual space of X.
3 Positive solutions and the behaviour of their energy Theorem 3.1:
Proof: We will use the notations of the previous lemmas. Consider a non-negative minimising sequence (u n , v n ) ⊂ S of (2.17). It is known from Lemma 2.6 that lim 
Passing if necessary to a subsequence, there are U 1 ∈ X p and V 1 ∈ X q such that
wherep andq are given in (2.16). By the Hölder inequality, one has
On the other hand,
is a non-trivial solution of system (P λ,µ ) verifying by Lemmas 2.3 and 2.5 U 1 ≥ 0, V 1 ≥ 0 in Ω and U 1 ≡ 0, V 1 ≡ 0. Furthermore, s 1 (u n , v n ) = ∆U Furthermore, for every (u, v) ∈ (X p \ {0}) × (X q \ {0}) and for every s ∈ (0, +∞) \ {s 0 (u, v)}, G λ0(u,v),µ (s, u, v) < 0. Hence, s →Ẽ λ0(u,v),µ (s, u, t(s), v), (s > 0), attains its unique maximum for s = s 0 (u, v).
We affirm that 0 < λ 0 (u, v) < λ (u, v) . Indeed, sense the function (0, 1) → R t → ln t 1 − t is increasing, then for every real numbers x, y such that 0 < x < y < 1, one has In the particular case, x = p 1 r and y = p r , we get 0 < p 1 r p r r−p 1 r−p < 1, and therefore 0 < λ 0 (u, v) < λ(u, v). Then we obtain s 2 (u, v, λ 0 (u, v), µ) = s 0 (u, v). Put t 0 (u, v) = t 2 (u, v, λ 0 (u, v), µ).
On the other hand, it is clear that the functional λ 0 (u, v) is weakly lower semicontinuous on (X p \ {0}) × (X q \ {0}). Thus, the valuê
is achieved on (X p \ {0}) × (X q \ {0}). Since λ 0 (u, v) is 0-homogeneous in u and v, we can assume that there is some (u * , v * ) ∈ S such thatλ 0 (µ) = λ 0 (u * , v * ).
Case 0 < λ <λ 0 (µ) : By (3.1), for every (u, v) ∈ (X p \ {0}) × (X q \ {0}), we havẽ E λ,µ (s 0 (u, v), u, t(s 0 (u, v)), v) > 0. But s →Ẽ λ,µ (s, u, t(s), v), (s > 0) attains its
