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1 Einleitung 
1.1 Methodenentwicklung in der organischen Chemie 
Die Methodenentwicklung, welche in der organischen Chemie seit jeher eine 
Schlüsseldisziplin darstellt, verfolgt hauptsächlich zwei Ziele. Zum einen versucht sie, neue 
Reaktionswege zu bisher unzugänglichen Zielverbindungen zu erschließen, zum anderen 
Synthesen von bekannten Produkten zu verbessern.[1] Letzteres kann durch die Entwicklung 
alternativer Syntheserouten ausgehend von anderen Ausgangsstoffen oder durch die 
Steigerung der Effizienz bestehender Prozesse geschehen.[2–5] 
Auf diese Weise werden immer mehr Zielverbindungen in wenigeren und sichereren 
Schritten, in höheren Ausbeuten mit geringerer Abfallproduktion verfügbar. Dabei gehen die 
Synthesen von breit verfügbaren Basischemikalien und zunehmend auch von 
nachwachsenden Rohstoffen aus. Es stellt sich nun die Frage, ob es eine Möglichkeit gibt, wie 
die hohen Anforderungen an chemische Reaktionen, wie funktionelle Gruppentoleranz, hohe 
Selektivität, Nachhaltigkeit durch Vermeidung von Neben- und Abfallprodukten sowie hohe 
Wirtschaftlichkeit, erfüllt werden können. Ein Ansatzpunkt, um diese Frage zu beantworten, 
ist der Einsatz der Katalyse in der Methodenentwicklung in der organischen Chemie.[6,7] 
1.2 Katalyse 
Nachdem Davy 1817 erstmalig einen katalytischen Vorgang beschrieb[8] und Berzelius 1835 
den Begriff der Katalyse einführte,[9] definierte Ostwald 1894 einen Katalysator:[10] „Somit ist 
ein Katalysator ein Stoff, welcher die Geschwindigkeit einer chemischen Reaktion ändert, 
ohne seinerseits in den Endprodukten dieser Reaktion zu erscheinen.“ Der Katalysator ändert 
folglich nicht die Lage des chemischen Gleichgewichts, sondern nur die Geschwindigkeit 
seiner Einstellung. 
Ein Katalysator vermittelt eine chemische Reaktion, indem er die Eduktmoleküle 
nacheinander zu den Produktmolekülen umsetzt. Dabei durchläuft der Katalysator bei jeder 
Umsetzung einen Zyklus, aus dem er jeweils unverändert hervorgeht und somit selbst nicht 
verbraucht wird. Eine wichtige Kennzahl eines Katalysators ist das Verhältnis aus Stoffmenge 
an Produkt, die pro Stoffmenge an Katalysator erzeugt werden kann, welches als katalytische 
Produktivität (engl. 'turnover number', TON) bezeichnet wird. Eine weitere bedeutende 
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Kenngröße ist die Anzahl der Umsetzungen pro Zeiteinheit, welche Wechselzahl (engl. 
'turnover frequency', TOF) genannt wird und ein Maß für die katalytische Effizienz darstellt. 
Im Vergleich zur unkatalysierten Reaktion eröffnet der Einsatz von Katalysatoren alternative 
Reaktionspfade. Dies hat zwei Konsequenzen. Zum einen können mit Katalysator andere 
Produkte aus denselben Edukten gebildet werden als ohne Katalysator, oder die 
Produktselektivität einer Reaktion kann geändert werden. Zum anderen sind die 
Aktivierungsbarrieren eines alternativen Reaktionspfades meist niedriger, was zu höheren 
'turnover frequencies' und damit höheren Reaktionsgeschwindigkeiten führt.[11] Somit können 
meist auch unreaktivere Reaktanden eingesetzt werden, was ohne Katalysator oft nicht 
möglich ist, oder die Reaktionstemperatur kann reduziert werden. 
Das Gebiet der Katalyse lässt sich in die drei Teilgebiete homogene Katalyse,[12] heterogene 
Katalyse[13,14] und Biokatalyse[15–17] unterteilen. Bei der homogenen Katalyse befinden sich 
Edukte und Katalysator in derselben Phase, meist im flüssigen Medium. Wichtige 
Unterklassen sind die Übergangsmetallkatalyse,[18] bei welcher durch Liganden koordinierte 
Übergangsmetalle den Katalysator darstellen und die Organokatalyse,[19,20] bei welcher der 
Katalysator ein kleines, metallfreies organisches Molekül ist. Bei der heterogenen Katalyse 
befinden sich Edukte und Katalysator in unterschiedlichen Phasen. In der Regel handelt es 
sich um einen Festphasenkatalysator an dem die Edukte in flüssiger oder gasförmiger Phase 
reagieren, häufig bei höheren Temperaturen und Drücken. In der Biokatalyse stellen Enzyme 
den Katalysator dar. Oft besteht dieser aus Proteinen und setzt die Edukte in wässriger Lösung 
um. 
Die große Bedeutung der Katalyse zeigt sich durch die Vergabe etlicher Nobelpreise auf 
diesem Gebiet. Für seine Pionierarbeiten zur Katalyse wurde Ostwald 1909 der Nobelpreis für 
Chemie verliehen.[21] Weitere Erfinder katalytischer Reaktionen wurden ebenfalls mit dem 
Nobelpreis für Chemie geehrt, darunter Ziegler und Natta 1963 für Polymerisations-
katalysatoren,[22] Fischer und Wilkinson 1973 für sogenannte Sandwich-Katalysatoren,[23] 
Knowles, Noyori und Sharpless 2001 für enantioselektive Katalysen,[24] Chauvin, Grubbs und 
Schrock 2005 für Metathesekatalysatoren[25] sowie Heck, Negishi und Suzuki 2010 für 
Palladium-katalysierte Kreuzkupplungsreaktionen (Schema 1).[26] 
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1
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−MX
+
R = Aryl, Vinyl, Alkyl, ...
R1 = Aryl, Acyl, Alkyl, ...
M = B, Zn, Sn, Si, Mg, ...
X = Cl, Br, I, OTs, OMs, OTf, N2
+, OCOR, ...
1.2-31.2-1 1.2-2
Pd-Katalysator
(Base, Additive)
 
Schema 1. Palladium-katalysierte Kreuzkupplungsreaktionen. 
Die enorme Relevanz der Katalyse zeigt sich weiterhin durch die vielfältige Anwendung 
katalytischer Prozesse in industriellem Maßstab. Heutzutage wird bei schätzungsweise 
80–90% der großindustriellen Synthesen in mindestens einem Reaktionsschritt ein 
Katalysator eingesetzt.[27–29] Die Tendenz dabei ist steigend. Jährlich werden Produkte im 
Wert von mehr als 400 Mrd. Euro unter dem Einsatz von Katalysatoren hergestellt (Stand 
2008).[12] Dabei beträgt das ständig wachsende jährliche Marktvolumen der Katalysatoren ca. 
25 Mrd. Euro.[30] Die bedeutendsten katalytischen Verfahren sind die Synthese von 
Ammoniak aus den Elementen (Haber-Bosch-Verfahren, 1913), die Oxidation von 
Ammoniak zu Stickstoffmonoxid (Ostwald-Verfahren, 1915), die Kraftstofferzeugung aus 
Kohlenmonoxid und Wasserstoff (Fischer-Tropsch-Synthese, 1938), die Polymersynthese 
(Ziegler-Natta-Verfahren, 1955), die Acetaldehydsynthese durch Oxidation von Ethylen 
(Wacker-Verfahren, 1960) und die Synthese höhere Alkene (SHOP-Prozess, 1977).[31] 
In den letzten Jahrzehnten wurden etliche katalytische Reaktionen entwickelt, um nicht nur 
Basischemikalien, sondern auch komplexe chemische Verbindungen aufzubauen,[32–35] 
darunter pharmakologische Wirkstoffe, Pflanzenschutzmittel, Duft- und Aromastoffe sowie 
andere Feinchemikalien. Die Entwicklung neuer katalytischer Transformationen ist jedoch 
alles andere als trivial, da die Reaktionsmechanismen komplexer katalytischer Reaktionen oft 
wenig verstanden sind, so dass Erklärungen und Vorhersagen von Reaktionsergebnissen meist 
schwierig sind. Häufig existieren mehrere vernetzte Katalysezyklen mit ähnlichen 
Aktivierungsbarrieren, so dass geringe Änderungen der Reaktionsbedingungen zu großen 
Änderungen der Reaktionsverläufe führen.[36] Es stellt sich somit die Frage, ob es eine 
Möglichkeit für eine zielgerichtete Methodenentwicklung in der organischen Chemie gibt. 
Die Antwort auf diese Frage ist die rationale Katalysatorentwicklung mit Hilfe von 
DFT-Rechnungen. 
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1.3 Rationale Katalysatorentwicklung mit Hilfe von DFT-Rechnungen 
Die rationale Katalysatorentwicklung unter Einsatz von DFT-Rechnungen stellt eine 
attraktive Alternative zur klassischen Katalysatorentwicklung mit Hilfe des sogenannten 
Katalysatorscreenings dar. Beim Screening werden verschiedene Reaktionsparameter 
nacheinander systematisch variiert, bis die optimalen Reaktionsbedingungen gefunden sind. 
Speziell im Bereich der Übergangsmetallkatalyse ist dieses Vorgehen aufgrund der großen 
Anzahl an Metallen, Liganden und Additive sehr erfolgreich.[37] Es lässt sich jedoch nur dann 
effektiv anwenden, wenn alle benötigten Chemikalien verfügbar und nur einfache 
Arbeitstechniken erforderlich sind. Müssen beispielsweise die Startmaterialien synthetisiert 
und viele Lösungsmittel getrocknet werden und muss beispielsweise unter Luft- und 
Feuchtigkeitsausschluss gearbeitet werden, so führt dies zu einem erhöhten Zeit- und 
Arbeitsaufwand. Speziell, wenn für jedes einzelne Screening-Experiment ein 
maßgeschneiderter Ligand synthetisiert werden muss, bricht die Effektivität des Screenings 
drastisch ein. Daher ist als Alternative zum Screening eine rationale Katalysatorentwicklung 
von großer Bedeutung.[38] 
Die rationale Entwicklung neuer, katalytischer Synthesemethoden lässt sich mit Hilfe von 
DFT (Dichtefunktionaltheorie)-Rechnungen bewerkstelligen. Hierbei muss zunächst der 
Reaktionsmechanismus der betrachteten Reaktion aufgeklärt werden. Anschließend können 
durch Betrachtung des geschwindigkeitsbestimmenden Schritts Voraussagen für effizientere 
Katalysatoren getroffen werden. Das Vorgehen bei dieser Methode wird im Folgenden 
ausführlich geschildert. 
Um zu einem detaillierten Verständnis des Reaktionsmechanismus zu gelangen, wird 
zunächst mit Hilfe von DFT-Rechnungen das Energieprofil des Katalysezyklus der 
betrachteten Reaktion berechnet. Dazu werden Geometrien und Energien aller Edukte, 
Produkte, Katalysatoren, Intermediate und Übergangszustände berechnet. Für viele Spezies 
müssen dabei mehrere Isomere, meistens Konformere (Rotamere), aber auch 
Konfigurationsisomere oder Konstitutionsisomere berechnet und miteinander verglichen 
werden. Durch sogenannte IRC (engl. 'intrinsic reaction coordinate')-Rechnung (für Details 
siehe Kapitel 5.3.2, Seite 106) wird dann festgestellt, welche Überganszustände die 
verschiedenen Intermediate miteinander verbinden. Die so identifizierten Reaktionspfade 
werden dann miteinander verglichen, und der energetisch günstigste Katalysezyklus wird 
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aufgestellt. Nun kann der geschwindigkeitsbestimmende Schritt identifiziert werden. Er stellt 
den langsamsten Elementarschritt mit der höchsten Aktivierungsbarriere in der Katalyse dar. 
Um nun Voraussagen zur Entwicklung eines effizienteren Katalysators zu machen, ist im 
Wesentlichen der geschwindigkeitsbestimmende Schritt von Bedeutung, denn eine 
Beschleunigung eines anderen Elementarschritts würde nicht die Zeit zum Durchlaufen eines 
Katalysezyklus verkürzen und damit nicht die Wechselzahl, welche ein Maß für die 
Katalysatoreffizienz ist, erhöhen. 
Die freie Aktivierungsenthalpie Δ‡ des geschwindigkeitsbestimmenden Schritts wird nun 
mit anderen Metallen oder Liganden berechnet. In diesem virtuellen Screening werden dann 
über die Eyring-Gleichung[39] 
   	

‡  
die absoluten Geschwindigkeitskonstanten  für die jeweiligen Metall/Ligand-Kombinationen 
berechnet. Die Division durch die absolute Geschwindigkeitskonstante des ursprünglichen 
Katalysatorsystems liefert die relativen Geschwindigkeitskonstanten. Letztere ist dann für das 
ursprünglichen Katalysatorsystems genau Eins. Relative Geschwindigkeitskonstanten größer 
als Eins lassen auf effizientere Katalysatorsysteme für die betrachtete Reaktion schließen, die 
größte relative Geschwindigkeitskonstante auf den effizientesten. 
Auf diese Weise lassen sich neue effizientere Katalysatoren identifizieren, die dann 
synthetisiert und in der Katalyse getestet werden können. Die Reaktionen sollten im 
Optimalfall mit um die berechneten Faktoren gesteigerte Reaktionsgeschwindigkeiten 
ablaufen oder eine Absenkung der Temperatur unter Erhalt der Katalysatoraktivität tolerieren. 
Diese Absenkung kann nach einer Faustregel grob abgeschätzt werden, die besagt, dass sich 
die Geschwindigkeit einer Reaktion verdoppelt, wenn die Temperatur um 10 °C erhöht wird. 
Beispielsweise sollte eine berechnete relative Geschwindigkeitskonstante von zwei folglich 
eine Temperaturabsenkung um 10 °C ermöglichen, eine von vier eine Temperaturabsenkung 
um 20 °C. 
Ein im Vergleich zur Eyring-Theorie recht neuer Ansatz zur Abschätzung der katalytischen 
Effizienz von Katalysatorsystemen ist das von Amatore und Jutand vorgestellte 'energetic 
span'-Modell,[40] welches von Kozuch und Shaik noch weiterentwickelt wurde.[41] Es besagt, 
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dass die größtmögliche Reaktionsgeschwindigkeit und damit die höchste 'turnover frequency' 
des Katalysezyklus bei der niedrigsten freien Enthalpiespanne vorliegt, welche die Differenz 
der freien Enthalpien zwischen dem höchsten Übergangszustand und dem niedrigsten 
Intermediat des gesamten Katalysezyklus darstellt. Für eine rationale Katalysatorentwicklung 
nach diesem Konzept müssten nicht die am geschwindigkeitsbestimmenden Schritt beteiligten 
Spezies, sondern der höchste Übergangszustand und das niedrigste Intermediat des 
Katalysezyklus mit anderen Metall/Ligand-Kombinationen berechnet werden. Eine geringere 
freie Enthalpiespanne ließe dann auf eine höhere Katalysatoreffizienz schließen. 
Die Anwendung des 'energetic span'-Modells in der rationalen Katalysatorentwicklung bringt 
jedoch Nachteile in seiner praktischen Anwendbarkeit mit sich. Dies ist vor allem der Fall, 
wenn im Katalysezyklus weitere Spezies mit ähnlichen Energien wie der höchste 
Übergangszustand oder das niedrigste Intermediat auftreten. Würde beispielsweise bei der 
Berechnung des höchsten Übergangszustands mit einer anderen Metall/Ligand-
Kombinationen die freie Enthalpie unter die eines anderen Übergangszustands fallen, so 
würde nun ein anderer Übergangszustand der höchste sein, der jeweils wiederum neu 
berechnet werden müsste. Gleiches trifft für die Intermediate zu. Im Gegensatz zur rationalen 
Katalysatorentwicklung auf Grundlage der Eyring-Theorie, bei der nur Reaktand und 
Übergangszustand des geschwindigkeitsbestimmenden Schritts neuberechnet werden müssen, 
müssten beim 'energetic span'-Modell möglicherweise mehrere Spezies neuberechnet werden, 
um sicherzustellen, dass sich mit anderen Katalysatoren der höchste Übergangszustand und 
das niedrigste Intermediat nicht ändern. 
Bisher wurden DFT-Rechnungen in zahlreichen Fällen eingesetzt, um erfolgreich 
Reaktionsmechanismen aufzuklären, oft auch in Kombination mit spektroskopischen oder 
massenspektrometrischen Experimenten und Katalyseversuchen. Sehr häufig gelang es jedoch 
nicht, aus diesen Erkenntnissen Leitstrukturen für effizientere Katalysatorsysteme abzuleiten. 
Beispielsweise konnten Gooßen, Koley und Thiel den kompletten Reaktionsmechanismus der 
Palladium-katalysierten Suzuki-Kupplung von Carbonsäureanhydriden 1.3-1 mit 
Arylboronsäuren 1.3-2 zu Arylketonen 1.3-4 mit Hilfe von DFT-Rechnungen aufklären 
(Schema 2).[42,43] Es zeigte sich, dass ein komplexes Netzwerk mehrerer miteinander 
verknüpfter Katalysezyklen existiert, die jeweils sehr ähnliche Energieprofile aufweisen. 
Auch innerhalb der Zyklen sind die Aktivierungsbarrieren einzelner Reaktionsschritte von 
vergleichbarer Höhe. Somit können geringfügige Änderungen des Katalysatorsystems den 
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geschwindigkeitsbestimmenden Schritt verschieben. Es ist zum Beispiel bekannt, dass 
elektronenarme Phosphine wie Triphenylphosphin die Aktivierungsbarriere der reduktiven 
Eliminierung absenken und die der oxidativen Addition erhöhen, wohingegen 
elektronenreiche Phosphine wie Trimethylphosphin gegenteilig die Aktivierungsbarriere der 
reduktiven Eliminierung erhöhen und die der oxidativen Addition absenken.[44,45] Somit war 
es in diesem Fall nicht möglich, durch rationale Katalysatorentwicklung mit Hilfe von 
DFT-Rechnungen, welche sich auf die am geschwindigkeitsbestimmenden Schritt beteiligten 
Spezies beschränken, Voraussagen für effizientere Katalysatorsysteme zu treffen. Vielmehr 
hätte die überwiegende Mehrzahl der Intermediate und Übergangszustände für jeden 
potentiellen Katalysator neu berechnet werden müssen, was keinen Vorteil gegenüber dem 
klassischen Katalysatorscreening gebracht hätte. 
O
O
O
B(OH)
2
Ph
O
Ph
O
OB(OH)
2
+ +
 
Pd(OAc)2
PMe3
1.3-31.3-1 1.3-2 1.3-4  
Schema 2. Suzuki-Kupplung von Carbonsäureanhydriden mit Arylboronsäuren. 
Ein Beispiel für eine erfolgreiche rationale Katalysatorentwicklung wurde von Li und 
Gevorgyan präsentiert.[46] DFT-Rechnungen waren hierbei in der Lage, die Regioselektivität 
einer 2- bzw. 3-Silylfuransynthese in Abhängigkeit des verwendeten Goldkatalysators korrekt 
vorauszusagen. Auch sind Beispiele rationaler Katalysatorentwicklung im Bereich der 
heterogenen Katalyse bekannt, die von Mpourmpakis und Vlachos in einem Übersichtsartikel 
zusammengefasst wurden.[47] 
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2 Ziele der Arbeit 
Die Zielsetzung dieser Arbeit bestand im Einsatz von DFT-Rechnungen zum mechanistischen 
Verständnis und zur rationalen Entwicklung homogenkatalytischer Reaktionen. 
In einem ersten Projekt sollte ein Katalysatorsystem entwickelt werden, welches es 
ermöglicht, die Reaktionstemperatur der decarboxylierenden Kreuzkupplung deutlich 
abzusenken und die Anwendungsbreite der Reaktionen auszudehnen. Dies sollte die 
Etablierung der decarboxylierenden Kreuzkupplung als alternatives, nachhaltiges 
Synthesekonzept zur regioselektiven C–C- und C–Heteroatom-Bindungsknüpfung ausgehend 
von kostengünstigen, einfach handhabbaren, leicht lagerbaren sowie luft- und 
wasserunempfindlichen Carbonsäuren als Startmaterialien vorantreiben. Langfristiges Ziel ist 
es, dadurch klassische Synthesewege mit beispielsweise stöchiometrischem Einsatz teurer 
Organometallspezies zu ersetzen. Somit hätte die decarboxylierende Kreuzkupplung das 
Potential, Anwendung im industriellen Maßstab zu finden. 
Aufgrund erster Hinweise, dass die Extrusion von Kohlendioxid geschwindigkeits-
bestimmend ist, sollten zunächst effizientere Decarboxylierungskatalysatoren entwickelt 
werden. Hierbei sollten DFT-Rechnungen zur Voraussage von Leitstrukturen eingesetzt 
werden, um die aufwendige und zeitraubende Synthese maßgeschneiderter Liganden zu 
vermeiden. Basierend auf den Berechnungen sollten neue Strukturvorschläge für effizientere 
Decarboxylierungskatalysatoren gemacht werden, deren Anwendbarkeit in der 
Protodecarboxylierung überprüft werden sollte, mit dem Ziel, die Reaktionstemperatur 
deutlich absenken zu können. 
Die Erkenntnisse aus der Protodecarboxylierungsreaktion sollten anschließend auf die weitaus 
komplexere decarboxylierende Kreuzkupplung übertragen werden, mit dem Ziel, auch diese 
bei wesentlich niedrigeren Temperaturen durchführen und das Substratspektrum erweitern zu 
können. Sollte dies so einfach nicht gelingen, wäre ein detailliertes Verständnis des 
Reaktionsmechanismus der decarboxylierenden Kreuzkupplung unabdingbar. Hierzu müssten 
alle Elementarschritte mit Hilfe DFT-Rechnungen untersucht, verschiedene Reaktionspfade 
miteinander verglichen und der energetisch günstigste Katalysezyklus aufgestellt werden. 
Dies sollte dann die Identifikation des geschwindigkeitsbestimmenden Schritts mit dem Ziel 
einer rationalen Katalysatorentwicklung ermöglichen. 
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In einem zweiten Projekt sollte die mechanistische Untersuchung der Ru-katalysierten 
Hydroamidierung terminaler Alkine durch Einsatz von DFT-Rechnungen unterstützt werden. 
Nachdem bereits durch Isotopenmarkierungsexperimente und diverse spektroskopische und 
spektrometrische Methoden drei von fünf potentiellen Reaktionsmechanismen ausgeschlossen 
werden konnten, erlaubten die experimentellen Ergebnisse die Eingrenzung auf einen der 
verbliebenen Katalysezyklen. 
Da nur begrenzte Informationen über die Konfigurationen der Intermediate verfügbar waren, 
war das Ziel, mit Hilfe von DFT-Rechnungen, zu überprüfen, ob es sich bei den Intermediaten 
um stabile Minima handelt und zu klären, welche räumliche Anordnung der Liganden am 
günstigsten ist. Ferner sollte der Koordinationsmodus des Alkins während der Reaktion 
untersucht und geklärt werden, wie die Regio- und Stereochemie kontrolliert wird. Die 
gewonnenen Erkenntnisse sollten einen Leitfaden für die zukünftige rationale Entwicklung 
effizienterer Hydroamidierungskatalysatoren darstellen. 
In einem dritten Projekt sollten DFT-Rechnungen dazu dienen, Beiträge zum mechanistischen 
Verständnis der Palladium-katalysierten Isomerisierung von Allylestern zu Enolestern zu 
liefern. Aufgrund der Vermutung, dass ein Palladiumhydrid-Komplex die katalytisch aktive 
Spezies darstellt, sollte die Bildung verschiedener Palladiumhydrid-Spezies ausgehend vom 
homodinuklearen Palladiumkatalysator [Pd(µ-Br)(PtBu3)]2 untersucht werden, mit dem Ziel, 
die katalytisch aktive Spezies der Reaktion zu identifizieren. 
Dies sollte dazu dienen, Aufschluss über die einzigartige Reaktivität des homodinuklearen 
Palladiumkatalysators zu erlagen. Die Ergebnisse sollten einen Wegweiser für kommende 
Entwicklungen Palladium-katalysierter Doppelbindungsisomerisierungsreaktionen darstellen. 
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3 Ergebnisse und Diskussion 
3.1 Kupfer- und Silber-katalysierte Protodecarboxylierung von Carbon-
säuren 
Die Carbonsäuregruppe zählt zu den am häufigsten vorkommenden funktionellen Gruppen in 
organischen Verbindungen. Aufgrund ihrer strukturellen Vielfältigkeit und ihrer geringen 
Kosten stellen Carbonsäuren attraktive Substrate für die organische Synthese dar. In den 
letzten Jahren wurde eine Vielzahl verschiedener übergangsmetallkatalysierter 
Transformationen ausgehend von Carbonsäuren entwickelt.[48–50] Hierzu zählen unter anderem 
decarboxylierende Kupplungsreaktionen, welche regioselektive C–C- und C–Heteroatom-
Bindungsknüpfungen erlauben und nachhaltige Alternativen gegenüber bestehenden 
abfallintensiven Prozessen darstellen, die teure und empfindliche Organometallverbindungen 
einsetzen.[51–53] In redox-neutralen decarboxylierenden Kreuzkupplungen findet die Kupfer-
katalysierte Extrusion von Kohlendioxid aus Carbonsäuren statt, und das Kohlenstoffatom, 
welches die Carbonsäuregruppe getragen hatte, bildet dann regioselektiv eine Bindung mit 
einem elektrophilen Kohlenstoff- oder Heteroatom unter Palladium-Katalyse.[54] 
Die praktische Anwendbarkeit dieser Transformationen ist jedoch durch die Notwendigkeit 
sehr hoher Reaktionstemperaturen und durch die Toleranz eines nur kleinen 
Substratspektrums eingeschränkt. Da aus experimentellen Beobachtungen geschlossen wurde, 
dass die Extrusion von Kohlendioxid den geschwindigkeitsbestimmenden Schritt darstellt,[55] 
besteht das Ziel in der Entwicklung effizienterer Decarboxylierungskatalysatoren, um die 
Reaktionstemperaturen absenken und die Anwendungsbreite der Reaktionen ausdehnen zu 
können. Die Protodecarboxylierung stellt eine ideale Testreaktion für die Entwicklung 
effizienterer Cokatalysatoren für decarboxylierende Kreuzkupplungen dar, da sie leicht 
durchzuführen und mechanistisch relativ gut verstanden ist. 
Zu Beginn dieser Arbeiten war der Reaktionsmechanismus der übergangsmetallkatalysierten 
Protodecarboxylierung von Carbonsäuren 3.1-1 bereits bekannt.[56,57] Der Katalysezyklus, 
welcher nur aus zwei Schritten, der Decarboxylierung und der Protolyse, besteht, ist in 
Schema 3 dargestellt. In der Entwicklung der Cu/Pd-katalysierten decarboxylierenden 
Kreuzkupplung zeigte sich, dass bereits Spuren von Wasser zur Bildung der freien Arene 
3.1-2 führen.[55] In späteren Arbeiten stellte sich heraus, dass dies ebenfalls bei der Ag/Pd-
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katalysierten decarboxylierenden Kreuzkupplung der Fall ist.[58] Daher kann davon 
ausgegangen werden, dass im Katalysezyklus der Kupfer- und Silber-katalysierten 
Protodecarboxylierung (Schema 3) die Protolyse einen sehr schnellen Reaktionsschritt 
darstellt und somit die Decarboxylierung geschwindigkeitsbestimmend ist. 
Bei dem Einsatz von Gold als Katalysatormetall lässt sich die gegenteilige Reaktivität 
beobachten. Da hier die Protolyse geschwindigkeitsbestimmend ist, gelang es Nolan et al. 
durch Gold-vermittelte Decarboxylierung von Carbonsäuren Aryl–Gold-Komplexe zu 
synthetisieren, die in der Gegenwart von Wasser stabil sind.[59] Erst durch die Verwendung 
von Adamantan-1-carbonsäure als Additiv war die Entwicklung einer Gold-katalysierten 
Protodecarboxylierung von Carbonsäuren möglich.[60] 
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Schema 3. Reaktionsmechanismus der übergangsmetallkatalysierten Protodecarboxylierung. 
Zunächst wurde damit begonnen, den Decarboxylierungsschritt von 2- und 
4-Fluorbenzoesäure, einer reaktiven und einer unreaktiven aromatischen Carbonsäure, mit 
DFT-Rechnungen zu untersuchen. Da bekannt ist, dass die Extrusion von Kohlendioxid 3.1-5 
nur über einen einzigen Übergangszustand verläuft,[56,57] mussten lediglich die Geometrien 
von Edukt 3.1-3, Übergangszustand 3.1-6 und den Produkten 3.1-4 sowie 3.1-5 optimiert und 
deren Energien berechnet werden (Schema 4). Dies wurde zunächst für den derzeit besten 
Decarboxylierungskatalysator,[55,56,61–66] ein System bestehend aus Kupfer(I) und 
1,10-Phenanthrolin, durchgeführt. Die Untersuchung des Reaktionsschritts mit 
unterschiedlichen Substituenten in 4- und 7-Position des 1,10-Phenanthrolinliganden erlaubte 
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die Berechnung der freien Reaktionsenthalpien, der freien Aktivierungsenthalpien und der 
relativen Geschwindigkeitskonstanten für die verschiedenen Katalysatoren. Eine geringere 
berechnete Barriere und somit höhere Geschwindigkeitskonstante sollte für eine höhere 
Katalysatoreffizienz sprechen oder eine Absenkung der Temperatur unter Erhalt der 
Katalysatoreffizienz erlauben. 
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Schema 4. Decarboxylierung mit 4,7-disubstituierten 1,10-Phenanthrolinliganden. 
Für die Kupfer-basierten Katalysatorsysteme wurden sowohl für 2- als auch für 
4-Fluorbenzoesäure die niedrigsten Aktivierungsbarrieren und damit die höchsten relativen 
Geschwindigkeitskonstante für Phenanthrolinliganden mit elektronenschiebenden 
Substituenten berechnet (Table 1 und Table 2 in ChemCatChem). Die Ergebnisse der 
DFT-Rechnungen wurden daraufhin mit Katalyseversuchen zur Protodecarboxylierung 
verglichen, um festzustellen, ob die DFT-Rechnungen geeignet sind, Voraussagen für die 
Katalysatoreffizienz treffen zu können. Tatsächlich konnte mit 4,7-Dimethoxyphenanthrolin 
die höchste Ausbeute für die Decarboxylierung von 2-Fluorbenzoesäure verzeichnet werden 
(81% statt 65% für unsubstituiertes 1,10-Phenanthrolin, Table 3 in ChemCatChem). Bei der 
Reaktion von 4-Fluorbenzoesäure brach die Ausbeute auf 6% ein. Dies lässt sich durch die 
mangelnde thermische Stabilität von 4,7-Dimethoxy-1,10-phenanthrolin erklären, welches in 
der Protodecarboxylierung von para-substituierten Benzoesäuren den sehr hohen 
Reaktionstemperaturen von 170 °C über 16 Stunden ausgesetzt ist, statt den 2 Stunden wie bei 
ortho-substituierten Benzoesäuren. Für die Decarboxylierung von 4-Fluorbenzoesäure ist 
4,7-Diphenyl-1,10-phenanthrolin der aktivste Ligand, vermutlich da er die größte thermische 
Stabilität besitzt und sich nicht bereits nach wenigen Stunden bei 170 °C zersetzt. 
Durch den Vergleich der DFT-Rechnungen mit den Experimenten konnte gezeigt werden, 
dass die theoretischen Betrachtungen die Reaktivität der Katalysatoren zumindest für ortho-
substituierte Benzoesäuren richtig voraussagen. Jedoch war der zu erwartende und 
beobachtete Reaktivitätsgewinn viel zu klein, um die Reaktionstemperatur deutlich absenken 
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zu können. Deshalb wurde daraufhin die Berechnung von der Variation des Liganden hin zur 
Variation des Katalysatormetalls verlagert. 
Für einen Decarboxylierungskatalysator mit Silber als Zentralmetall und N-Methyl-
2-Pyrrolidon (NMP) als Ligand wurden für ortho-substituierte Benzoesäuren deutlich 
niedrigere Aktivierungsbarrieren und wesentlich höhere Reaktionsgeschwindigkeiten 
berechnet (Table 1 in ChemComm, Table 4 in ChemCatChem). Diese Voraussagen erwiesen 
sich als zutreffend und erlaubten die Entwicklung einer Protodecarboxylierung mit einem 
Katalysatorsystem bestehend aus AgOAc und K2CO3 in NMP, welches die 
Protodecarboxylierung von ortho-substituierten Benzoesäuren 3.1-1 bereits bei 120 °C 
erlaubt, 50 °C niedriger als die des Kupfer-basierten Systems (Schema 5). 
CO
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H
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H
R + CO2
10 mol% Ag2CO3
15 mol% K2CO3
NMP, 120 °C, 16 h
NMP = N-Methyl-2-pyrrolidon
3.1-2 3.1-53.1-1
 
Schema 5. Silber-katalysierte Protodecarboxylierung von Carbonsäuren. 
Die Ergebnisse der Silber-katalysierten Protodecarboxylierung von Carbonsäuren wurden 
zunächst in einer 'communication' in Chemical Communications veröffentlicht, bevor ein 
Vergleich der Kupfer- und Silber-katalysierten Protodecarboxylierung von Carbonsäuren in 
einem 'full paper' in ChemCatChem publiziert wurde. Sämtliche Ergebnisse können den 
englischsprachigen Originaltexten beider Veröffentlichungen entnommen werden, die im 
Folgenden abgedruckt sind. 
Beide Publikationen entstanden im Rahmen von Kooperationsprojekten. Dabei wurden alle 
DFT-Rechnungen allein von mir geplant, durchgeführt und ausgewertet. Die durch meine 
Ergebnisse getroffenen Vorrausagen bildeten anschließend die Grundlage für experimentelle 
Arbeiten, welche aus Katalyseversuchen, der Entwicklung des Katalysatorsystems und der 
Bestimmung der Anwendungsbreite der Reaktion bestanden und von Frau Prof. Dr. Nuria 
Rodríguez, Herrn Dr. Christophe Linder und Herrn Dr. Paul P. Lange durchgeführt wurden. 
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„L. J. Gooßen, C. Linder, N. Rodríguez, P. P. Lange, A. Fromm, Chem. Commun. 2009, 
7173−7175: Silver-Catalysed Protodecarboxylation of Carboxylic Acids. DOI: 
10.1039/B912509D. − Reproduced by permission of The Royal Society of Chemistry.“ 
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„Reprinted with permission from L. J. Gooßen, N. Rodríguez, C. Linder, P. P. Lange, A. 
Fromm, ChemCatChem 2010, 2, 430−442: Comparative Study of Copper- and Silver-
Catalyzed Protodecarboxylations of Carboxylic Acids. DOI: 10.1002/cctc.200900277. 
Copyright © 2010 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.“ 
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Nach Erreichen des Ziels, Katalysatoren für Protodecarboxylierungsreaktionen zu entwickeln, 
die eine Absenkung der Reaktionstemperatur auf 120 °C ermöglichen, gelang es anschließend 
Gooßen et al., diese neuen Silber-basierten Decarboxylierungskatalysatoren in der 
decarboxylierenden Kreuzkupplung für die Biarylsynthese anzuwenden.[58] Aufgrund der sehr 
hohen Affinität von Silberverbindungen zu Halogenidionen müssten bei der 
decarboxylierenden Kreuzkupplung von Arylhalogeniden stöchiometrische Mengen an Silber 
eingesetzt werden. Da Triflatanionen kaum an Silber koordinieren, bildeten vorhergehende 
Arbeiten zur Kupplung von Aryltriflaten[1,66] den Ausgangspunkt für den Einsatz von Silber-
basierten Decarboxylierungsmediatoren in katalytischen Mengen. Basierend auf den 
Ergebnissen zur Silber-katalysierten Protodecarboxylierung war es nun möglich, eine Ag/Pd-
katalysierte decarboxylierende Kreuzkupplung von Aryltriflaten 3.1-8 mit aromatischen 
Carboxylaten 3.1-7 zu entwickeln, die bei einer Reaktionstemperatur von lediglich 130 °C 
abläuft (Schema 6). Die große Anwendungsbreite dieser Reaktion wurde an 26 Beispielen 
verdeutlicht. 
CO
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R
Ar
RTfOAr+ + CO2
3 mol% PdCl2
9 mol% PPh3
5 mol% Ag2CO3
20 mol% 2,6-Lutidin
NMP, 130 °C, 16 h
Tf = Triflylgruppe
NMP = N-Methyl-2-pyrrolidon
3.1-93.1-7 3.1-53.1-8
 
Schema 6. Ag/Pd-katalysierte decarboxylierende Kreuzkupplung bei 130 °C. 
3.2 Der Mechanismus der Cu/Pd-katalysierten decarboxylierenden Kreuz-
kupplung 
Nachdem es gelungen war, die Reaktionstemperatur der decarboxylierenden 
Kreuzkupplungen mit Hilfe eines Ag/Pd-basierten Katalysatorsystemen deutlich abzusenken, 
bestand das nächste Ziel in der Entwicklung eines Cu/Pd-basierten Katalysatorsystems, 
welches die Reaktion bei ähnlich niedrigen Temperaturen ermöglicht. 
Durch experimentelle Beobachtungen ist bekannt, dass bei den ersten Cu/Pd-katalysierten 
decarboxylierenden Kreuzkupplungen von aromatischen Carboxylaten mit Arylhalogeniden, 
die bei 160 °C abliefen, der Decarboxylierungsschritt geschwindigkeitsbestimmend war.[55] In 
Protodecarboxylierungsreaktionen ermöglichten weiterentwickelte Decarboxylierungs-
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katalysatoren bereits Temperaturen von lediglich 100–120 °C.[67,68] In der Kreuzkupplung mit 
Aryltriflaten und Arylmesylaten sind jedoch weiterhin Temperaturen von 150 °C 
erforderlich.[1,66,69,70] Daraus lässt sich folgern, dass der Decarboxylierungsschritt nicht 
notwendigerweise geschwindigkeitsbestimmend ist. 
Um nun durch rationale Katalysatorentwicklung Leitstrukturen für effizientere 
Katalysatorsysteme zu ermitteln, war zunächst ein detailliertes Verständnis des komplexen 
Reaktionsmechanismus von zentraler Bedeutung. Daher wurde der in Schema 7 dargestellte 
Katalysezyklus der Cu/Pd-katalysierten decarboxylierenden Kreuzkupplungen eingehend mit 
Hilfe von DFT-Rechnungen untersucht. Dies wurde für 2- und 4-Fluorbenzoat durchgeführt. 
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Schema 7. Berechnete Katalysezyklen der decarboxylierenden Kreuzkupplung. 
Die Ergebnisse der DFT-Rechnungen ergaben, dass in Abhängigkeit des aromatischen 
Carboxylats die Decarboxylierung oder die Transmetallierung geschwindigkeitsbestimmend 
sein kann. Bemerkenswert ist, dass in der Transmetallierung zunächst die Bildung eines 
bimetallischen Cu−Pd-Addukts erforderlich ist. Dieser Teilschritt ist zwar leicht exotherm, 
jedoch stark endergonisch, so dass er einen Großteil zur Gesamtaktivierungsbarriere beiträgt. 
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Aus diesen Ergebnissen ließ sich schlussfolgern, dass der Einsatz von verbrückenden, 
bidentaten Liganden, welche dazu fähig sind, die beiden Katalysatormetalle in räumliche 
Nähe zueinander zu bringen, die Reaktion begünstigen sollte. Tatsächlich war es möglich, 
durch Verwendung eines P,N-Liganden eine Cu/Pd-katalysierte decarboxylierende 
Kreuzkupplung von aromatischen Carboxylaten 3.2-5 mit Aryltriflaten 3.2-16 bei nur 100 °C 
zu entwickeln (Schema 8), was einer Absenkung der Reaktionstemperatur um 50 °C 
entspricht. 
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Schema 8. Decarboxylierende Kreuzkupplung mit P,N-Liganden bei tiefen Temperaturen. 
Die Ergebnisse zur Untersuchung des Mechanismus der Cu/Pd-katalysierten 
decarboxylierenden Kreuzkupplung wurden im Journal of the American Chemical Society 
veröffentlicht. Sämtliche Ergebnisse können dem englischsprachigen Originaltext der 
Veröffentlichung entnommen werden, die im Folgenden abgedruckt ist. 
Die Veröffentlichung entstand im Rahmen eines Kooperationsprojekts. Hierbei wurde der 
Reaktionsmechanismus der Cu/Pd-katalysierten decarboxylierenden Kreuzkupplung von mir 
aufgeklärt, indem die Geometrien aller Edukte, Produkte, Katalysatoren, Intermediate und 
Übergangszustände optimiert wurden. Durch IRC-Rechnungen wurden die Übergangzustände 
verifiziert und anschließend die Reaktionspfade aufgestellt. Alle Frequenzrechnungen und 
'single point energy'-Rechnungen sowie die Identifizierung des geschwindigkeits-
bestimmenden Schritts unter Anwendung des 'energetic span'-Konzepts auf einen 
vereinfachten Katalysezyklus wurden in enger Kooperation mit Herrn Prof. Dr. Christoph van 
Wüllen durchgeführt. Die durch die DFT-Rechnungen getroffenen Vorrausagen erlaubten die 
Entwicklung einer Cu/Pd-katalysierten decarboxylierenden Kreuzkupplung mit P,N-Liganden 
bei nur 100 °C, die von Frau Dipl.-Chem. Dagmar Hackenberger durchgeführt wurde. Daher 
wird die Veröffentlichung JACS 2014 auch einen Teil ihrer Dissertation bilden. 
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„Reprinted with permission from A. Fromm, C. van Wüllen, D. Hackenberger, L. J. Gooßen, 
J. Am. Chem. Soc. 2014, 136, 10007−10023: Mechanism of Cu/Pd-Catalyzed Decarboxylative 
Cross-Couplings: A DFT Investigation. DOI: 10.1021/ja503295x. Copyright 2014 American 
Chemical Society.“ 
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Nach der Veröffentlichung der optimierten Reaktionsbedingungen der Cu/Pd-katalysierten 
decarboxylierenden Kreuzkupplung mit P,N-Liganden bei 100 °C in JACS 2014 wurde die 
Anwendungsbreite der Reaktion von Gooßen, Thiel und Niedner-Schatteburg et al. 
untersucht. Weiterhin lieferten ESI-MS-Studien Hinweise auf die Fähigkeit des verwendeten 
P,N-Liganden, Kupfer und Palladium gleichzeitig zu koordinieren. Eine Publikation dieser 
Ergebnisse ist gerade in Vorbereitung.[71] 
Zwischenzeitlich gelang es Gooßen et al., die Cu/Pd-katalysierte decarboxylierende 
Kreuzkupplung auch auf den Einsatz von Alkenylhalogeniden auszuweiten.[72] Dies erlaubt 
die Synthese von Arylalkenen, verbreiteten Strukturmotiven von Naturstoffen, biologisch 
aktiven Substanzen und funktionellen Wirkstoffen, ausgehend von aromatischen 
Carbonsäuren bei nur 130 °C. 
3.3 Mechanistische Untersuchung der Ru-katalysierten Hydroamidierung 
terminaler Alkine 
Das Strukturelement der Enamide kommt in Naturstoffen mit interessanten biologischen 
Eigenschaften sowie in pharmazeutischen Wirkstoffen,[73] die antibiotische,[74] 
anthelmintische,[75] antimykotische und zytotoxische[76–78] sowie Antitumor-Aktivität[79,80] 
zeigen, vor. Weiterhin können Enamide als vielseitige synthetische Intermediate, besonders in 
perizyklischen und photochemischen Reaktionen für die Darstellung von Heterozyklen,[81] 
sowie in [4+2]-Zykloadditionen,[82,83] Kreuzkupplungsreaktionen,[84] Heck-Olefinierungen,[85] 
enantioselektiven Additionen[86,87] oder asymmetrischen Hydrierungen,[88,89] eingesetzt 
werden. 
Da traditionelle Enamidsynthesen oft harsche Reaktionsbedingungen verlangen, zur Bildung 
von E/Z-Produktgemischen führen oder teure und schlecht verfügbare Ausgangsstoffe 
erfordern, hat sich in den letzten Jahren die Addition von Amiden 3.3-1 an terminale Alkine 
3.3-2, die sogenannte Hydroamidierung, als besonders zweckdienliche Synthese für Enamide 
3.3-3 entwickelt (Schema 9). Da bei dieser Transformation alle Atome aus den Edukten im 
Produktmolekül enthalten sind und somit keine Koppelprodukte als Abfall entstehen, zeichnet 
sich die Hydroamidierung als besonders nachhaltig aus. 
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Schema 9. Addition von Amiden an terminale Alkine. 
Innerhalb der letzten Jahre wurde eine Reihe an Ruthenium-katalysierten Reaktionen zur 
Addition verschiedener N-Nukleophile wie Amide, Thioamide und Imide an interne Alkine 
entwickelt, die alle eine hohe Chemo-, Regio- und Stereoselektivität aufweisen. 
Bemerkenswert ist, dass alle Varianten mit anti-Markovnikov-Selektivität ablaufen. Obwohl 
die Hydroamidierung mittlerweile einen hohen Entwicklungsstand besitzt und in der 
organischen Chemie breite Anwendung, unter anderem in der Synthese zahlreicher 
Naturstoffe, gefunden hat, ist ihr Reaktionsmechanismus immer noch Gegenstand von 
Spekulationen. Daher war es das Ziel dieser Arbeit, den Koordinationsmodus des Alkins 
während der Reaktion zu untersuchen und zu klären, wie die Regio- und Stereochemie 
kontrolliert wird. Dies soll am Beispiel der E-selektiven Addition sekundärer Amide an 
terminale Alkine erfolgen. 
Insgesamt fünf potentielle Katalysezyklen wurden mit verschiedenen mechanistischen 
Studien und Kontrollexperimenten untersucht. Dabei kamen Isotopenmarkierungs-
experimente, bei denen das Amid oder das Alkin mit Deuterium markiert waren, 
Bestimmungen von kinetischen Isotopeneffekten mittels in situ IR-Spektroskopie, in situ 1H-, 
2H-, 13C- 31P-, H,P-HMQC- und P,P-COSY-NMR- sowie in situ ESI-MS- und ESI-MS-CID-
MS-Experimente zum Einsatz. Basierend auf diesen Untersuchungen konnten drei potentielle 
Reaktionsmechanismen ausgeschlossen werden. Die Gesamtheit der Ergebnisse erlaubte die 
Schlussfolgerung, dass die Hydroamidierung nach dem in Schema 10 vorgeschlagenen 
Katalysezyklus abläuft. 
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Schema 10. Katalysezyklus der E-selektiven Hydroamidierung von 1-Hexen und 2-
Pyrrolidon. 
Die Intermediate im vorgeschlagenen Katalysezyklus wurden größtenteils durch ESI-MS- und 
teilweise durch NMR-Experimente identifiziert. Da nur eingeschränkte Erkenntnisse über die 
Konfigurationen der Intermediate vorlagen, war das Ziel meines Beitrags zu diesem 
Forschungsprojekt, mit Hilfe von DFT-Rechnungen, zu überprüfen, ob es sich bei den in 
Schema 10 dargestellten Strukturen um stabile Minima handelt und zu klären, welche 
räumliche Anordnung der Liganden am günstigsten ist. 
Tatsächlich konnte für jedes durch ESI-MS-Experimente postuliertes Intermediat ein stabiles 
Minimum gefunden werden. Die Geometrien der berechneten Strukturen sind in Schema 10 
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abgebildet. Zunächst wird am Präkatalysator 3.3-4 ein neutraler 1,5-Cyclooctadienligand 
(cod, 3.3-7) durch einen ebenfalls neutralen Tri-n-butylphosphinliganden (3.3-5) oder 
4-(Dimethylamino)-pyridinliganden (DMAP, 3.3-6) ersetzt. Der RuII-Komplex 3.3-8 reagiert 
mit weiterem PnBu3 in einer reduktiven Allylierung zum Ru
0-Katalysator 3.3-11 unter 
Bildung des Phosphorylids 3.3-9 und Isobuten (3.3-10). Der Katalysezyklus beginnt mit der 
oxidativen Addition von 2-Pyrrolidon (3.3-12) unter Bildung des pseudo-oktaedrischen RuII–
Hydridkomplexes 3.3-13. Austausch eines DMAP-Liganden gegen 1-Hexen (3.3-14) führt zur 
RuII-Spezies 3.3-15. Nun insertiert das Alkin in die Ru–H-Bindung, während der DMAP-
Ligand wieder gebunden wird. Unter Abspaltung von PnBu3 lagert der Ru
II–Vinylkomplex 
3.3-16 in einer 1,2-Hydridwanderung zum RuIV–Hydrid–Vinylidenkomplex 3.3-17 um. Der 
nukleophile Angriff des Amidliganden an das Vinylidenkohlenstoffatom führt unter 
Koordination von PnBu3 zur Ru
II–Hydridspezies 3.3-18. Eine reduktive Eliminierung setzt das 
Enamid 3.3-19 frei und regeneriert den Katalysator. 
Insgesamt konnten die Ergebnisse der DFT-Rechnungen die Schlussfolgerungen der 
experimentellen mechanistischen Studien unterstützen. Die DFT-Rechnungen bestätigen, dass 
alle postulierten Intermediate stabile Minima sind und keines davon eine unrealistische hohe 
Energie besitzt. Die Umlagerung zum RuIV–Hydrid–Vinylidenkomplex 3.3-17 unter 
1,2-Hydridverschiebung erklärt die Beschränkung der Hydroamidierung auf terminale Alkine 
und der Angriff des Stickstoffnukleophils an das Vinylidenkohlenstoffatom ihre anti-
Markovnikov-Selektivität. 
Die Ergebnisse der mechanistischen Untersuchung der Ru-katalysierten Hydroamidierung 
terminaler Alkine wurden im Journal of the American Chemical Society veröffentlicht. 
Sämtliche Ergebnisse können dem englischsprachigen Originaltext der Veröffentlichung 
entnommen werden, die im Folgenden abgedruckt ist. 
Die Veröffentlichung entstand im Rahmen eines Kooperationsprojekts mit der Arbeitsgruppe 
von Herrn Professor Dr. Dr. G. Niedner-Schatteburg. Die Deuteriummarkierungsexperimente 
und die Experimente zur Bestimmung kinetischer Isotopeneffekte wurden von Herrn Dr. 
Kifah S. M. Salih durchgeführt. Alle ESI-MS-Experimente wurden gemeinsam von Herrn Dr. 
Matthias Arndt und Herrn Dr. Fabian Menges durchgeführt. Die DFT-Rechnungen zum 
mechanistischen Verständnis der Hydroamidierung wurden von mir durchgeführt. Alle 
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restlichen Versuche inklusive der NMR-Experimente wurden von Dr. Matthias Arndt 
durchgeführt.  
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„Reprinted with permission from M. Arndt, K. S. M. Salih, A. Fromm, L. J. Goossen, F. 
Menges, G. Niedner-Schatteburg, J. Am. Chem. Soc. 2011, 133, 7428−7449: Mechanistic 
Investigation of the Ru-Catalyzed Hydroamidation of Terminal Alkynes. DOI: 
10.1021/ja111389r. Copyright 2011 American Chemical Society.“ 
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Nachdem die Ursache der Regioselektivität der Hydroamidierung geklärt werden konnte, 
beschäftigten sich Gooßen und Koley et al. mit dem Ursprung der Kontrolle der 
Stereoselektivität.[90] Aus Experimenten ist bekannt, dass der Katalysator (cod)Ru(met)2 in 
Gegenwart von Tri-n-butylphosphin und 4-(Dimethylamino)-pyridin (DMAP) E-konfigurierte 
Enamide liefert, während bei Zugabe von Bis-(dicyclohexylphosphino)-methan (dcypm) Z-
konfigurierte Enamide gebildet werden. Mit Hilfe von DFT-Rechnungen wurden nun 
ausgehend von Ru(PnBu3)2(DMAP)2 und Ru(dcypm)2 jeweils zwei Katalysezyklen inklusive 
aller Übergangszustände berechnet. Beide Reaktionspfade ausgehend von 
Ru(PnBu3)2(DMAP)2 führten zum E-Enamid. Dies war auch für einen der Reaktionspfade 
ausgehend von Ru(dcypm)2 der Fall. Der zweite Katalysezyklus, welcher das flachere 
Energieprofil aufwies, führte jedoch zum Z-Enamid. Diese Erkenntnisse stehen in sehr guter 
Übereinstimmung mit den experimentellen Befunden und sollen nun als Basis für die 
zukünftige rationale Entwicklung effizienterer Hydroamidierungskatalysatoren dienen. 
In den letzten Jahren wurde eine Vielzahl neuer Reaktionsprotokolle von Hydroaminierungs- 
und Hydroamidierungsreaktionen veröffentlich. Diese wurden von Gooßen et al. in einem 
Übersichtsartikel zusammengefasst, der gerade zur Veröffentlichung angenommen wurde.[91] 
3.4 Pd-katalysierte Synthese von Enolestern aus Allylestern 
Die Entwicklung neuer Synthesemethoden für Enolester stellt ein attraktives Forschungsziel 
dar, da Enolester wichtige Vorstufen für eine Reihe verschiedener organischer Reaktionen 
sind.[92–103] Die katalytische Isomerisierung von Allylestern 3.4-3 zu Enolestern 3.4-4 
(Schema 11) ist eine attraktive Alternative gegenüber bestehenden Verfahren, da Allylester 
einfach durch die Veresterung von Carbonsäuren 3.4-1 mit Allylalkohol (3.4-2) gewonnen 
werden können. 
O
O
R O
O
ROH
O
R OH
Kat.
+
H+
3.4-1 3.4-2 3.4-3 3.4-4  
Schema 11. Synthese von Enolester durch katalytische Isomerisierung. 
Aufgrund der schwachen thermodynamischen Triebkraft der Doppelbindungsisomerisierung 
und der Tendenz vieler Übergangsmetallkatalysatoren, in die C(allyl)–O-Bindung zu 
insertieren,[104] sind die meisten Isomerisierungskatalysatoren jedoch nicht in der Lage, diese 
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Reaktion zu bewerkstelligen. Arbeiten, von Mingos, Vilar und Hartwig zeigten, dass der 
homodinukleare Palladiumkatalysator [Pd(µ-Br)(PtBu3)]2 unter besonders milden 
Bedingungen Palladium(II)hydrid-Komplexe bilden kann.[105–107] Da bekannt ist, dass Metall-
Hydrid-Spezies in Hydrometallierungsreaktionen an Doppelbindungen addieren können,[108–
111] wurde [Pd(µ-Br)(PtBu3)]2 von uns in der Isomerisierung von Allylestern untersucht. Es 
gelang, mit diesem Katalysator eine effiziente Synthesemethode zu entwickeln, deren breite 
Anwendbarkeit in der Darstellung einer Vielzahl an Enolestern demonstriert werden konnte 
(Table 1 in OrgLett). In 1-Position verzweigte Enolester konnten weiterhin als Substrate für 
enantioselektive Hydrierungen zur Synthese chiraler enantiomerenreiner Ester eingesetzt 
werden (Scheme 3 in OrgLett).[112] 
Das Ziel meines Beitrags zu diesem Forschungsprojekt war es, Einsichten in den 
Reaktionsmechanismus der Palladium-katalysierten Isomerisierung von Allylestern zu 
Enolestern zu erlangen und die katalytisch aktive Spezies der Reaktion zu identifizieren. 
Aufgrund der Vermutung, dass ein Palladiumhydrid-Komplex die katalytisch aktive Spezies 
darstellt, wurden freie Standardreaktionsenthalpien für die Bildung verschiedener 
Palladiumhydrid-Spezies ausgehend vom homodinuklearen Palladiumkatalysator 
[Pd(µ-Br)(PtBu3)]2 (3.4-5) berechnet (Schema 12). Keine der betrachteten Reaktionen war 
exergonisch. Die geringste freie Standardreaktionsenthalpie wurde für die Bildung der 
Palladiumhydrid-Spezies 3.4-6 zusammen mit dem Palladiumkomplex 3.4-7 berechnet 
(14.9 kcal mol–1). Die Dimerisierung von zwei Molekülen 3.4-7 zum homodinuklearen 
Palladiumkomplex 3.4-9 ist exergonisch (–18.0 kcal mol–1), was die Bildung von 3.4-6 + 
½ 3.4-9 auf 5.9 kcal mol–1 reduziert. 
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Schema 12. Vorgeschlagene Aktivierung des homodinuklearen Palladiumkatalysators. 
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Dies legte die Vermutung nahe, dass 3.4-6 die katalytisch aktive Spezies darstellt. Beim 
Versuch, diese mit in situ 1H- und 31P-NMR-Spektroskopie in einer Reaktionsmischung 
nachzuweisen, konnten nur Resonanzsignale für den oxidierten Komplex 3.4-9 gefunden 
werden, vermutlich weil 3.4-6 aufgrund seiner hohen Aktivität sehr schnell weiterreagiert. Bei 
der Zugabe von zusätzlichem Tri-tert-butylphosphin im Überschuss konnte der Bis(tert-
butylphosphino)palladiumhydrid-Komplex 3.4-8 abgefangen und durch ein Triplet bei 
–15.6 ppm im 1H-NMR nachgewiesen werden,[105] was die Vermutung von 3.4-6 als 
katalytisch aktive Spezies unterstützt. 
Ein möglicher Reaktionsmechanismus der Isomerisierung ausgehend von Palladiumhydrid-
Spezies 3.4-6 würde mit der Insertion des Allylesters 3.4-3 in die Pd–Hydrid-Bindung des 
Katalysators beginnen. Eine folgende β-Hydrideliminierung würde den Enolester 3.4-4 
freisetzen und den Pd–Hydrid-Katalysator regenerieren. 
Die Ergebnisse der Palladium-katalysierten Synthese von Enolestern aus Allylestern wurden 
in Organic Letters veröffentlicht. Sämtliche Ergebnisse können dem englischsprachigen 
Originaltext der Veröffentlichung entnommen werden, die im Folgenden abgedruckt ist. 
Die Veröffentlichung entstand im Rahmen eines Kooperationsprojekts. Hierbei wurden die 
Optimierung des Katalysatorsystems, die Ermittlung der Anwendungsbreite der Reaktion, die 
experimentellen mechanistischen Untersuchungen sowie die asymmetrischen 
Hydrierungsreaktionen von Frau Dr. Patrizia Mamone durchgeführt. Herr Dr. Matthias F. 
Grünberg entdeckte die Reaktivität von [Pd(µ-Br)(PtBu3)]2 in der Doppelbindungs-
isomerisierung. Er synthetisierte drei Ausgangsverbindungen, führte damit die 
Isomerisierungsreaktionen durch und isolierte die entsprechenden Enolester. Herr Dr. Bilal A. 
Khan synthetisierte zwei chirale Ester durch asymmetrische Hydrierung der entsprechenden 
verzweigten Enolester. Alle DFT-Rechnungen zum mechanistischen Verständnis und zur 
Identifizierung der katalytisch aktiven Spezies wurden von mir durchgeführt.  
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„Reprinted with permission from P. Mamone, M. F. Grünberg, A. Fromm, B. A. Khan, L. J. 
Gooßen, Org. Lett. 2012, 14, 3716−3719: [Pd(µ-Br)(PtBu3)]2 as a Highly Active 
Isomerization Catalyst: Synthesis of Enol Esters from Allylic Esters. DOI: 
10.1021/ol301563g. Copyright 2012 American Chemical Society.“ 
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Die mechanistischen Untersuchungen sind aufgrund verbleibender offener Fragen noch nicht 
abgeschlossen. Zum einen wurden mit Hilfe der DFT-Rechnungen lediglich Intermediate und 
keine Übergangszustände berechnet, so dass nur die freien Standardreaktionsenthalpien, nicht 
aber die freien Standardaktivierungsenthalpien für die Bildungen verschiedener potenzieller 
katalytisch aktiver Spezies berechnet werden konnten, was Voraussagen über die relativen 
Geschwindigkeiten konkurrierender Reaktionen erlauben würde. 
Bisher ungeklärt ist auch die einzigartige Reaktivität des homodinuklearen 
Palladiumkatalysators [Pd(µ-Br)(PtBu3)]2. In Kontrollexperimenten konnte Frau Dr. Patrizia 
Mamone zeigen, dass in situ gebildete Koordinationsverbindungen monometallischer 
Palladiumpräkatalysatoren mit Tri-tert-butylphosphin nur äußerst geringe Ausbeuten in der 
Isomerisierungsreaktion liefern (Table S1 in der 'supporting information' von OrgLett). Somit 
stellt sich die Frage, ob tatsächlich ein monometallischer oder doch ein bimetallischer 
Palladium–Hydrid-Komplex die katalytisch aktive Spezies darstellt. Letztlich wäre auch noch 
denkbar, dass eine Palladiumspezies, die überhaupt kein Hydrid trägt, die katalytisch aktive 
Spezies darstellt.[113] 
Aufgrund dieser ungeklärten Fragen planen Gooßen und Koley, die mechanistischen 
Untersuchungen, bei denen unter anderem wieder DFT-Rechnungen zum Einsatz kommen 
sollen, in einem Kooperationsprojekt fortzusetzen. 
In nachfolgenden Arbeiten von Gooßen et al. bildete die Palladium-katalysierte 
Doppelbindungsisomerisierung die Grundlage für die Entwicklung des Konzepts der 
isomerisierenden Olefinmetathese. Dies konnte für die Synthese von Olefinverschnitten mit 
definierten Kettenlängenverteilungen aus Fettsäuren,[114] von Styrolen aus natürlich 
vorkommenden Allylbenzolen[115] und von Tsetsefliegenlockstoffen aus 
Cashewnussschalenextrakt eingesetzt werden.[116] Auch Schoenebeck et al. untersuchten 
weiter die katalytischen Eigenschaften des homodinuklearen Palladiumkatalysators 
[Pd(µ-Br)(PtBu3)]2. Sie beschrieben mechanistische Studien von Suzuki-Kupplungen
[117,118] 
sowie Halogenaustauschreaktionen[119,120] und fassten ihre Ergebnisse in einem 
Übersichtsartikel zusammen.[121] 
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4 Zusammenfassung und Ausblick 
Im Rahmen dieser Arbeit wurden DFT-Rechnungen zum mechanistischen Verständnis und 
zur rationalen Entwicklung homogenkatalytischer Reaktionen eingesetzt. 
Im ersten Projekt konnten mit Hilfe von DFT-Rechnungen effizientere Katalysatorsysteme für 
Protodecarboxylierungsreaktionen und decarboxylierende Kreuzkupplungen durch rationale 
Katalysatorentwicklung identifiziert werden. Hierzu wurde die Decarboxylierung von 2- und 
4-Fluorbenzoesäure mit DFT-Rechnungen untersucht. Zunächst sagten die Rechnungen keine 
deutlich erhöhten Reaktionsgeschwindigkeiten für Katalysatorsysteme bestehend aus 
Kupfer(I) und verschiedenen 4,7-disubstituierten 1,10-Phenanthrolinliganden voraus. Weitere 
Berechnungen prognostizierten hingegen stark erhöhte Effizienz für Silber-basierte 
Katalysatoren in der Decarboxylierung von ortho-substituierten Benzoesäuren. Tatsächlich 
konnte daraufhin für diese Carbonsäuren ein Katalysatorsystem bestehend aus AgOAc und 
K2CO3 in NMP entwickelt werden, welches die Protodecarboxylierung bereits bei 120 °C 
ermöglicht, 50 °C niedriger als die des Kupfer-basierten Systems. 
Die Erkenntnisse ließen sich in der Arbeitsgruppe Gooßen weiterhin auf die 
decarboxylierende Kreuzkupplung übertragen. Es gelang die Entwicklung eines Ag/Pd-
basierten Katalysatorsystems für die Biarylsynthese ausgehend von Benzoesäuren und 
Aryltriflaten bei Reaktionstemperaturen von nur 130 °C. 
Im Folgenden war es möglich, durch den Einsatz von DFT-Rechnungen den 
Reaktionsmechanismus der decarboxylierenden Kreuzkupplung aufzuklären und Voraussagen 
für ein effizienteres Cu/Pd-basiertes Katalysatorsystem zu treffen. Nachdem durch 
experimentelle Beobachtungen klar wurde, dass der Decarboxylierungsschritt nicht 
notwendigerweise geschwindigkeitsbestimmend sein muss, wurde der komplette 
Katalysezyklus der decarboxylierenden Kreuzkupplung eingehend mit Hilfe von 
DFT-Rechnungen untersucht. In Abhängigkeit des Benzoats wurde die Decarboxylierung 
oder die Transmetallierung als geschwindigkeitsbestimmend identifiziert. Da in der 
Transmetallierung zunächst die Bildung eines bimetallischen Cu−Pd-Addukts erforderlich ist, 
wurde gefolgert, dass die Verwendung von verbrückenden, bidentaten Liganden die Reaktion 
begünstigen sollte. In der Tat konnte durch Einsatz eines P,N-Liganden eine Cu/Pd-
katalysierte decarboxylierende Kreuzkupplung von aromatischen Carboxylaten mit 
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Aryltriflaten bei nur 100 °C entwickelt werden, was einer Absenkung der 
Reaktionstemperatur um 50 °C entspricht. 
Zukünftige Weiterentwicklungen der Cu/Pd-katalysierten decarboxylierenden Kreuzkupplung 
zielen auf die Überwindung der Beschränkung auf ortho-substituierte Benzoate und den 
Ersatz der teuren Aryltriflate durch günstigere Arylhalogenide. Arbeiten hierzu sind bereits 
im Gange. 
Im zweiten Projekt wurde der Reaktionsmechanismus der Ruthenium-katalysierten 
Hydroamidierung terminaler Alkine eingehend untersucht. Nachdem durch Isotopen-
markierungsexperimente, Bestimmungen von kinetischen Isotopeneffekten mittels in situ IR-
Spektroskopie und verschiedene in situ NMR- sowie ESI-MS-Experimente drei von fünf 
potentiellen Reaktionsmechanismen ausgeschlossen werden konnten, erlaubten die 
experimentellen Ergebnisse die Eingrenzung auf einen der verbliebenen Katalysezyklen. 
Mit Hilfe von DFT-Rechnungen wurde daraufhin bestätigt, dass es sich bei den postulierten 
Intermediaten um stabile Minima handelt. Das Auftreten einer Ru–Hydrid–Vinylidenspezies 
lieferte die Erklärung, warum die Hydroamidierung auf terminale Alkine beschränkt ist. Der 
nukleophile Angriff des Amidliganden an das Vinylidenkohlenstoffatom erklärt die anti-
Markovnikov-Selektivität der Reaktion. Nachdem Gooßen und Koley et al. in einer weiteren 
Untersuchung den Einfluss der Liganden auf die Stereoselektivität der Hydroamidierung 
aufklären konnten, ist nun der Grundstein für die zukünftige rationale Entwicklung 
effizienterer Hydroamidierungskatalysatoren gelegt. 
Im dritten Projekt konnten Erkenntnisse zum Reaktionsmechanismus der Palladium-
katalysierten Isomerisierung von Allylestern zu Enolestern und Hinweise auf die katalytisch 
aktive Spezies der Reaktion erlangt werden. Zunächst gelang mit dem homodinuklearen 
Palladiumkatalysator [Pd(µ-Br)(PtBu3)]2 die Entwicklung einer effizienten Synthese zur 
Darstellung einer großen Bandbreite diverser Enolester. In 1-Position verzweigte Enolester 
dienten anschließend als Substrate für enantioselektive Hydrierungen zur Synthese 
enantiomerenreiner chiraler Ester. 
Aufgrund experimenteller Beobachtungen, die nahelegten, dass ein Palladiumhydrid-
Komplex die katalytisch aktive Spezies darstellt, wurde die Bildung verschiedener 
Palladiumhydrid-Spezies ausgehend vom homodinuklearen Palladiumkatalysator 
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[Pd(µ-Br)(PtBu3)]2 mit Hilfe von DFT-Rechnungen untersucht. Hierbei konnte der 
Palladiumhydrid-Komplex [Pd(Br)(H)(PtBu3)] als die vermutlich katalytisch aktive Spezies 
identifiziert werden. Aufgrund seiner hohen Reaktivität konnten in in situ NMR-
Experimenten lediglich ein oxidiertes Dimer und ein Abfangprodukt mit überschüssigem Tri-
tert-butylphosphin nachgewiesen werden. 
In zukünftigen Arbeiten soll durch kinetische Untersuchungen die Reaktionsordnung der 
Isomerisierung ermittelt werden. Dies soll dazu beitragen, Aufschluss darüber zu gewinnen, 
ob tatsächlich ein monometallischer oder ein bimetallischer Komplex die katalytisch aktive 
Spezies darstellt. 
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5 Theoretischer Teil 
5.1 Die Theorie der DFT-Rechnungen 
5.1.1 Die Hohenberg-Kohn-Theoreme 
Schon 1964 erbrachten Hohenberg und Kohn den Beweis, dass die Elektronendichte eines 
molekularen Systems eindeutig den Hamiltonoperator bestimmt und somit auch alle anderen 
Eigenschaften des Systems vorgibt.[122] Sie konnten zeigen, dass das attraktive 
Wechselwirkungspotential zwischen Elektronen und Kernen, welches auch als externes 
Potential  bezeichnet wird, bis auf eine Konstante ein eindeutiges Funktional der 
Elektronendichte  des Grundzustandes ist. Da  wiederum eindeutig den 
Hamiltonoperator bestimmt, ist der Vielteilchen-Grundzustand ebenfalls ein eindeutiges 
Funktional der Elektronendichte . Dieser Beweis wird als erstes Hohenberg-Kohn-
Theorem bezeichnet. 
Weiterhin konnten Hohenberg und Kohn zeigen, dass das Funktional , welches die 
Grundzustandsenergie des Systems beschreibt, nur genau dann die niedrigste Energie liefert, 
wenn  die wahre Grundzustandselektronendichte  ist. Dieses Variationsprinzip wird 
zweites Hohenberg-Kohn-Theorem genannt. Es gilt allerdings nur für das exakte, wahre 
Funktional . Dieses ist aber genauso unzugänglich wie die exakte Lösung der 
Vielteilchen-Schrödingergleichung. Hohenberg und Kohn geben jedoch in ihrer 
Veröffentlichen keine Anhaltspunkte, wie das Funktional  zur Berechnung der Energie 
konstruiert werden könnte. Ziel ist es folglich, Näherungen für das Funktional  zu 
finden. 
5.1.2 Die Kohn-Sham-Gleichung 
Bereits 1965 unterbreiteten Kohn und Sham einen Vorschlag, wie die Hohenberg-Kohn-
Theoreme in die Praxis umgesetzt werden können.[123] Ausgangspunkt ihrer Überlegungen 
war ein System aus  nicht-wechselwirkenden Elektronen, die sich in einem effektiven, 
zunächst unbekannten Potential  bewegen. Es gelang ihnen, eine Gleichung 
herzuleiten, die der Hartree-Fock-Gleichung sehr ähnlich ist: 
 	"#  $#	"# 
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Diese Gleichung wird Kohn-Sham-Gleichung genannt. Dabei ist   der Einelektronen-
Kohn-Sham-Operator: 
  %12(
) *  
	"# sind die sogenannten Kohn-Sham-Orbitale und $#	 deren Eigenenergien. Obwohl die 
Kohn-Sham-Orbitale nicht den traditionellen Molekülorbitalen entsprechen, können sie 
qualitativ als solche interpretiert werden.[124–127] Die Elektronendichte des Grundzustandes ist 
als Summe der Betragsquadrate der Kohn-Sham-Orbitale definiert: 
  ++|	"#, .)|  
/
0
#
 
Das Potential lässt sich als Ableitung der Energie nach der Elektronendichte ausdrücken. Die 
Energie liefert das Funktional : 
 
1
1  
Das Funktional 2, welches den Zusammenhang zwischen der Energie und der 
Elektronendichte herstellt, wenn man die Wechselwirkung der Elektronen wieder 
berücksichtigt, lautet: 
2    * 3 * 24 * 256 
Es ist ebenso wie der Hamiltonoperator eine Summe verschiedener Terme, die hierbei durch 
Funktionale gebildet werden. Dabei beschreibt das Funktional   die kinetischen 
Energie, 3 die Wechselwirkungsenergie der Elektronen untereinander und 24 
die Kern-Elektronen-Wechselwirkungsenergie. Das Funktional 256 enthält die nicht-
klassische Austausch- (engl. 'exchange') und Korrelationswechselwirkung (engl. 'correlation') 
sowie den Anteil der kinetischen Energie, welcher nicht durch das nicht-wechselwirkende 
System berücksichtigt ist. Während für die ersten drei Funktionale mathematisch exakte 
Ausdrücke existieren, ist das exakte Austausch-Korrelations-Funktional unbekannt. 
Bis zu diesem Punkt ist noch keine Näherung erfolgt. Während die Hartree-Fock-Gleichungen 
auf der MO-Näherung beruhen, welche die Wellenfunktion als eine einzige Slater-
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Determinante ansetzt, ist dagegen die Kohn-Sham-Gleichung so exakt wie die unlösbare 
Vielteilchen-Schrödingergleichung. Erst durch eine Näherung für das Austausch-
Korrelations-Funktional 256 wird eine Näherung eingeführt. Setzt man dann die vier 
Terme für die vier Funktionale ein, erhält man einen Satz gekoppelter 
Integrodifferentialgleichungen, die sich wie die Hartree-Fock-Gleichungen iterativ durch eine 
SCF-Prozedur lösen lassen. Ziel der Dichtefunktionaltheorie ist folglich, eine möglichst gute 
Näherung der Schrödingergleichung zu bilden. Zu diesem Zweck sind immer bessere 
Näherungen für das Austausch-Korrelations-Funktional erforderlich. 
5.1.3 Näherungen für das Austausch-Korrelations-Funktional 
Die erste Näherung, die für das Austausch-Korrelations-Funktional gemacht wurde, ist der 
Fall des hypothetischen einheitlichen Elektronengases, bei dem die Elektronendichte überall 
denselben Wert hat. Diese Näherung wird 'local density approximation' (LDA) genannt. Hier 
lässt sich das Austausch-Korrelations-Funktional in eine Summe aus einem 
Austauschfunktional und einem Korrelationsfunktional zerlegen. Für das Austauschfunktional 
ist ein exakter Ausdruck bekannt. Er wird als Slater-Austausch bezeichnet und mit S 
abgekürzt. Für das Korrelationsfunktional entwickelten Vosko, Wilk und Nusair 1980 eine 
Näherung, die mit VWN[128] abgekürzt wird. Kombiniert man diese beiden Funktionale, so 
erhält man das Austausch-Korrelations-Funktional SVWN. 
Es ist eine sehr drastische Näherung, die Elektronendichte als konstant anzunehmen, da 
molekulare Systeme dem Fall des einheitlichen Elektronengases nicht im Entferntesten Nahe 
kommen. Erstaunlicherweise liefert diese Näherung Energien, die denen aus Hartree-Fock 
(HF)-Rechnungen recht ähnlich sind, letztere aber auch nicht in ihrer Genauigkeit übertreffen. 
Der nächste Schritt war es, für die nicht-homogene, wahre Elektronendichte nicht nur die 
Elektronendichte  an einem bestimmten Punkt  heranzuziehen, sondern die Dichte auch 
mit Informationen zu ihrem Gradienten ( zu versehen. Dies wird 'generalized gradient 
approximation' (GGA) genannt. Diese Näherung für die Elektronendichte lässt sich als 
Taylorreihenentwicklung interpretieren, die im Fall von LDA nur den Term 0. Ordnung 
enthält und im Fall von GGA nach dem Term 1. Ordnung abgebrochen wird. 
Bekannte Beispiele für GGA-Funktionale sind das 1986 von Becke veröffentlichte 
Austauschfunktional, das mit B oder B86[129] abgekürzt wird, und das 1988 von Lee, Yang 
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und Parr vorgestellte Korrelationsfunktional LYP.[130] Die Kombination dieser beiden 
Funktionale ergibt das Austausch-Korrelations-Funktional BLYP. 
Es kann auch ein LDA-Austauschfunktional mit einem GGA-Korrelationsfunktional oder 
umgekehrt kombinieren werden. Es resultiert dann z.B. SLYP oder BVWN. 
Da bei HF-Rechnungen die Austauschenergie der Slater-Determinante exakt berechnet 
werden kann, kam die Idee auf, für DFT-Methoden die exakte HF-Austauschenergie zu 
verwenden und nur für den Teil der Austauschenergie, der im HF-Modell fehlt, eine 
Näherung heranzuziehen. Dies führte allerdings zu Problemen, die ohne ins Detail zu gehen, 
nicht erläutert werden können, aber bei Koch und Holthausen nachgelesen werden 
können.[131] 1993 löste Becke dieses Problem, indem er das Austauschfunktional als eine 
Linearkombination aus exaktem HF-Austausch und LDA-Austausch ansetzte.[132] Derartige 
Funktionale werden als DFT/HF-Hybridfunktionale bezeichnet. Becke nutzte drei Parameter, 
die er so wählte, dass sein Funktional optimale Werte für den sogenannten Gaussian-2 (G2)- 
Molekülsatz lieferte. Aufgrund der Verwendung von drei Parametern wird dieses Funktional 
mit B3 abgekürzt. 1994 schlugen Stephens et al. vor, das B3-Austauschfunktional mit dem 
LYP-Korrelationsfunktional zum Austausch-Korrelations-Funktional B3LYP[133] zu 
kombinieren. 
5.2 Die Wahl der Rechenmodelle 
Unter einem Rechenmodell versteht man eine eindeutig definierte und universell einsetzbare 
Methode, um Eigenschaften von chemischen Systemen zu berechnen.[134] Ein Rechenmodell 
setzt sich generell aus einer Rechenmethode und einem Basissatz zusammen. Jede derartige 
einzelne Paarung von Rechenmethode und Basissatz repräsentiert eine andere Näherung der 
Schrödingergleichung. Deshalb ist die Wahl des Rechenmodells immer ein Kompromiss aus 
ihrer Genauigkeit und ihrem zeitlichen Rechenaufwand. 
Da eine Geometrieoptimierung viel mehr Zeit in Anspruch nimmt als das Berechnen der 
Energie einer vorgegebenen Geometrie (SPE-Rechnung, engl. 'single point energy 
calculation'), ist es sinnvoll, zunächst die Geometrie mit einem weniger genauen 
Rechenmodell zu optimieren und anschließend die Energie der optimierten Struktur noch 
einmal mit einem besseren Modell zu berechnen, da davon auszugehen ist, dass sich die 
Geometrie einer Struktur beim Wechsel von einem weniger genauen Rechenmodell zu einem 
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besseren nur geringfügig ändert, die 'single point energy' jedoch stärker vom Rechenmodell 
abhängt. Die Konvention für die Angabe der Rechenmodelle ist wie folgt: 
Energie-Methode/Energie-Basissatz//Geometrie-Methode/Geometrie-Basissatz. 
Beispielsweise bedeutet B3LYP/6-311+G(2d,p)//B3LYP/6-31G(d), dass zuerst die 
Geometrieoptimierung mit B3LYP und dem Basissatz 6-31G(d) durchgeführt und danach die 
Energie mit B3LYP und der Basis 6-311+G(2d,p) berechnet wird. 
5.2.1 Die Wahl der Rechenmethode 
Die in dieser Arbeit betrachteten Systeme bestehen aus bis zu 150 Atomen. Hartree-Fock 
(HF)-Rechnungen wären zwar mit relativ geringem Rechenaufwand durchführbar, allerdings 
wären die Ergebnisse nicht zufriedenstellend, da die HF-Methode die Korrelationsenergie 
nicht berücksichtigt, was zu falschen Geometrien und Energien führt. Coupled-cluster (CC)-, 
quadratic configuration interaction (QCI)- oder Møller-Plesset Störungstheorie 
(MPn)-Rechnungen sind zwar in der Lage, einen Teil der Korrelationsenergie zu erfassen, ihr 
Rechenaufwand wäre jedoch viel zu hoch. Einzelne Rechnungen würden Wochen oder 
Monate dauern. Die Methode der Wahl stammt daher aus der Dichtefunktionaltheorie (DFT). 
Dichtefunktionalmethoden können ebenfalls einen Teil der Korrelationsenergie erfassen, ihr 
Rechenaufwand ist jedoch wesentlich geringer. 
Aus den vielen verfügbaren Dichtefunktionalmethoden wurde das Hybridfunktional 
B3LYP[130,132,133,135] gewählt. Hybridfunktionale konnten seit ihrer Einführung einen 
beispiellosen Erfolg verzeichnen.[136] Insbesondere entwickelte sich B3LYP zum einem der 
beliebtesten und weitest verbreiteten Funktionale. Gerechtfertigt wurde dieser erstaunliche 
Erfolg durch überraschend gute Leistungen von B3LYP bei zahllosen chemischen 
Anwendungen, einschließlich solcher auf dem schwierigen Gebiet der offenschaligen 
Übergangsmetallchemie.[131] Auch in Untersuchungen von Gooßen und Thiel, die der 
vorliegenden Arbeit vorangegangen waren, konnten Berechnungen mit B3LYP 
experimentelle Befunde bestätigen.[56] 
5.2.2 Die Wahl der Basissätze für die Geometrieoptimierungen 
Der kleinste Basissatz, mit welchem bei Geometrieoptimierungen vernünftige Strukturen 
berechnet werden können, ist 6-31G(d).[134,137–142] Zu Beginn dieser Arbeiten wurden mit 
B3LYP/6-31G(d) erste Geometrieoptimierungen durchgeführt. Damals stand für Rechnungen 
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ausschließlich der Linux-Cluster des Rechenzentrums der TU Kaiserslautern (siehe Kapitel 
5.4 Verwendete Hardware, Seite 107) zur Verfügung. Die Moleküle, die im ersten Projekt 
dieser Arbeit untersucht wurden, bestanden aus etwa bis zu 40 Atomen. Für Strukturen, die 
ein Minimum darstellen, belief sich die Rechenzeit auf ein bis zwei Tage, bei denen, die einen 
Übergangszustand darstellen, auf akzeptable zwei bis vier Tage. Da in folgenden Projekten 
auch größere Moleküle berechnet werden sollten und zur Vergleichbarkeit der Ergebnisse der 
Basissatz beibehalten werden sollte, wurde kein größerer Basissatz als 6-31G(d) gewählt, da 
die Rechenzeit nicht linear mit der Anzahl der Atome ansteigt. 
Ist N die Zahl der Basisfunktionen, so steigt die Rechenzeit mit Nx, wobei x je nach 
Rechenmethode zwischen 3 und 7 liegt. Da die Zahl der Basisfunktionen mit größerem 
Basissatz und steigender Zahl der Elektronen, die wiederum von der Zahl und Art der Atome 
abhängt, zunimmt, steigt folglich die Rechenzeit überproportional mit der Zahl der Atome an. 
Beispielsweise würde bei der Berechnung eines Moleküls mit 60 statt 40 Atomen die 
Rechenzeit nicht um das Eineinhalbfache, sondern mindestens um das Dreifache ansteigen. 
Dies war für 6-31G(d) gerade noch vertretbar. Bei einem größeren Basissatz wäre die 
Rechenzeit viel zu stark angestiegen. Auf dem Linux-Cluster des Rechenzentrums hätten 
Geometrieoptimierung dann bereits Wochen in Anspruch nehmen können. Die rasante 
Weiterentwicklung der Rechenleistung von Hochleistungsclustern in den letzten Jahren und 
insbesondere die Möglichkeit der parallelen Nutzung etlicher Rechenknoten für nur eine 
einzige Rechnung waren zu Beginn dieser Arbeit noch nicht abzusehen. Heutzutage könnte 
man für Geometrieoptimierungen dieser Molekülgröße problemlos auch größere Basissätze 
wählen. 
Bei der Berechnung von anionischen Strukturen, wie sie nur in JACS 2014 vorkommen, 
wurde der Basissatz 6-31+G(d)[141,143,144] verwendet, da bekannt ist, dass bei negativ 
geladenen Systemen eine diffuse Basisfunktion wichtig ist, um korrekte Geometrien zu 
erhalten.[134] Für die Übergangsmetalle Kupfer, Silber, Palladium und Ruthenium wurde 
anstelle des Pople-Basissatzes der jeweilige Pseudobasissatz Stuttgart RSC 1997 ECP[145,146] 
verwendet. Hierbei wird für die inneren Elektronen (Cu: 10, Ag, Pd, Ru: 28) ein skalar-
relativistisches effektives Kernpotential (engl. 'effective core potential', ECP) verwendet, 
während nur die äußeren Elektronen mit einem double-ζ-Basissatz beschrieben werden. Der 
Einsatz der Pseudobasissätze mit ECP hat zwei Gründe: Erstens führt dies zu einer 
Rechenzeitersparnis, da die kernnahen Elektronen nicht explizit berechnet werden, und 
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zweitens ermöglicht die Verwendung von Pseudobasissätzen, parametrisch relativistische 
Effekte zu erfassen. Dies ist bei den Metallen der 2. und 3. Übergangsmetallreihe besonders 
von Bedeutung, da hier aufgrund der hohen Kernladung die innersten Elektronen im 
Bohrschen Atommodell mit Bahngeschwindigkeiten kreisen, die der Lichtgeschwindigkeit so 
nahe kommen, dass relativistische Effekte nicht mehr vernachlässigt werden können. Da der 
Valenzbasissatz bereits diffuse Funktionen enthält, musste er für die Berechnungen von 
Anionen in JACS 2014 nicht mehr verändert werden. 
5.2.3 Die Wahl der Basissätze für die 'single point energy'-Rechnungen 
Die Genauigkeit von Rechenmodellen wurde von Curtiss, Raghavachari, Trucks und Pople 
am sogenannten Gaussian-2 (G2)-Molekülsatz untersucht und quantifiziert.[147] Hierzu 
wurden 125 Rechnungen thermochemischer Größen durchgeführt und mit experimentell 
ermittelten Werten verglichen. Die wichtigste Größe, um die Genauigkeit eines 
Rechenmodells zu charakterisieren, ist die mittlere absolute Abweichung (engl. 'mean 
absolute deviation', MAD). Sie gibt den Mittelwert der Beträge der Differenzen zwischen den 
berechneten und experimentell ermittelten Werten an. Die Standardabweichung (engl. 
'standard deviation', SD) der Differenzen zwischen den berechneten und experimentell 
ermittelten Werten ist ein Maß dafür, wie stark die Werte um den Mittelwert streuen. Diese 
beiden Größen sowie die größte positive Abweichung (engl. 'largest positive error', LPE) und 
die größte negative Abweichung (engl. 'largest negative error', LNE) sind in Tabelle 1 für 
ausgewählte Rechenmodelle aufgeführt. 
Tabelle 1. Genauigkeiten verschiedener Rechenmodelle: MAD, SD, LPE und LNE in 
kcal / mol.[147] 
Rechenmodell MAD SD LPE LNE 
B3LYP/6-31G(d)//B3LYP/6-31G(d) 7.9 9.5 12.2 –54.2 
B3LYP/6-31+G(d,p)//B3LYP/6-31G(d) 4.0 4.2 17.6 –33.9 
B3LYP/6-311+G(2d,p)//B3LYP/6-31G(d) 3.2 3.0 13.6 –20.1 
B3LYP/6-311+G(3df,2df,2p)//B3LYP/6-31G(d) 2.7 2.6 12.5 –9.3 
MP2/6-311+G(2d,p)//B3LYP/6-31G(d) 8.9 7.8 29.7 –39.2 
HF/6-311+G(2d,p)//B3LYP/6-31G(d) 46.6 40.5 9.1 –174.6 
 
Bei allen in Tabelle 1 aufgeführten Beispielen wurde die Geometrieoptimierung mit 
B3LYP/6-31G(d) durchgeführt. Die Genauigkeit der Rechenmodelle steigt mit wachsendem 
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Basissatz für die 'single point energy'-Rechnungen mit B3LYP an. Sie ist mit 6-311+G(2d,p) 
wesentlich höher (MAD = 3.2 kcal / mol) als mit 6-31G(d) (MAD = 7.9 kcal / mol). Zu 
Beginn dieser Arbeit wurde der zeitliche Rechenaufwand einer SPE-Rechnung mit 
B3LYP/6-311+G(2d,p) auf einem SMP-Rechenknoten mit zwei Prozessorkernen des Linux-
Clusters des Rechenzentrums der TU Kaiserslautern (siehe Kapitel 5.4 Verwendete Hardware, 
Seite 107) ermittelt, indem mit diesem Modell eine Rechnung an einem Testmolekül mit 22 
Atomen durchgeführt wurde. Die Rechenzeit belief sich nur auf eine halbe Stunde. Die 
Rechnung an einem weiteren Testmolekül mit 61 Atomen dauerte hingegen schon einen Tag, 
was noch als akzeptabel eingestuft werden kann. Um zu ermitteln, ob eine Rechnung mit 
6-311+G(3df,2df,2p) auch noch in akzeptablem zeitlichen Rahmen durchführbar ist, wurde 
die Rechnung mit diesem Basissatz am Testmolekül mit 22 Atomen wiederholt. Die 
Rechnung dauerte mit einer Stunde etwa doppelt so lang. Die entsprechende Rechnung an 
dem Testmolekül mit 61 Atomen würde wegen des 'non linear scalings' nicht das Doppelte, 
sondern ein Vielfaches von einem Tag in Anspruch nehmen. Da dies für eine SPE-Rechnung 
einen sehr langen Zeitraum darstellt und nicht in Relation mit der Steigerung der Genauigkeit 
von 6-311+G(2d,p) zu 6-311+G(3df,2df,2p) steht, wurden alle 'single point energy'-
Rechnungen mit dem Basissatz 6-311+G(2d,p)[148–150] durchgeführt. 
In Tabelle 1 sind zum Vergleich auch die Genauigkeiten der Rechenmethoden MP2 und HF 
in Kombination mit dem Basissatz 6-311+G(2d,p) aufgeführt. Die MP2-Methode liefert 
wesentlich schlechtere Ergebnisse als B3LYP, obwohl sie einen höheren Rechenaufwand 
besitzt. Die HF-Methode versagt auch mit diesem großen Basissatz völlig, da sie die 
Korrelationsenergie nicht berücksichtigt. 
Da 6-311+G(2d,p) bereits diffuse Funktionen enthält, musste der Basissatz für die 
Berechnungen von Anion in JACS 2014 nicht mehr erweitert werden. Für die 
Übergangsmetalle Kupfer, Silber, Palladium und Ruthenium wurde wieder anstelle des Pople-
Basissatzes der entsprechende Pseudobasissatz Stuttgart RSC 1997 ECP verwendet. Für die 
Rechnungen in JACS 2014 wurde für Kupfer und Palladium die Qualität des Valenzanteils 
des Basissatzes von double-ζ- auf triple-ζ-Niveau erhöht. Hierzu wurden die d-Funktionen des 
ursprünglichen Basissatzes von [411] zu [3111] leicht dekontrahiert, und es wurde ein 
einzelner Satz von f-Funktionen (aus der def2-TZVP-Basis,[151] ηf(Cu) = 2.233, 
ηf(Pd) = 1.24629) für beide Elemente hinzugefügt. 
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5.2.4 Die Wahl der Skalierungsfaktoren für die Frequenzrechnungen 
Die meisten Rechenmodelle machen bei der Berechnung der IR-Schwingungsfrequenzen und 
der thermischen Korrekturen zur Berechnung der Gesamtenergie inklusive 
Nullpunktsschwingungsenergie sowie der freien Enthalpie systematische Fehler. Wong[152] 
sowie Scott und Radom[153] berechneten von 122 Molekülen jeweils die IR-Frequenzen. 
Anhand des Mittelwerts der Abweichungen der 1066 berechneten IR-Frequenzen im 
Vergleich zu den experimentellen Werten ermittelten sie einen Skalierungsfaktor. Für 
B3LYP/6-31G(d) berechnete Wong f = 0,9613, Scott und Radom fanden f = 0,9614. Für 24 
bzw. 25 Moleküle führten sie entsprechende Rechnungen für die thermischen Korrekturen 
durch, welche Skalierungsfaktoren von f = 0,9804 bzw. f = 0,9806 ergaben. Die ermittelten 
Skalierungsfaktoren liegen jeweils sehr dicht beieinander. Auch weitere Skalierungsfaktoren 
sind in der Literatur zu finden.[154–156] Jedoch konnten keine Skalierungsfaktoren für 
B3LYP/6-31+G(d) gefunden werden. Die Skalierungsfaktoren für HF/6-31G(d) und 
HF/6-31+G(d) sind allerdings nahezu identisch.[153] Scheinbar hat die diffuse Basisfunktion 
keinen großen Einfluss auf die Skalierungsfaktoren. Deshalb wurden für B3LYP/6-31+G(d) 
dieselben Skalierungsfaktoren wie für B3LYP/6-31G(d) verwendet. 
In den Rechnungen zu den Publikationen ChemComm, ChemCatChem, JACS 2011 und 
OrgLett wurden in Gaussian (siehe Kapitel 5.5 Verwendete Software, Seite 108) keine 
Skalierungsfaktoren spezifiziert. Deshalb wurden die IR-Schwingungsfrequenzen 
nachträglich mit Wongs Skalierungsfaktor f = 0,9613 und die thermischen Korrekturen mit 
dem Skalierungsfaktor f = 0,9804 skaliert. In den Rechnungen von JACS 2014 wurden die 
IR-Frequenzen direkt in Gaussian mit Wongs Skalierungsfaktor f = 0,9613 skaliert. Da 
Gaussian die thermischen Korrekturen dann mit den bereits skalierten IR-Frequenzen 
berechnet, ist ein nachträgliches Skalieren der thermischen Korrekturen nicht mehr 
notwendig. 
5.2.5 Die Wahl des Lösungsmittels 
In den Publikationen ChemComm, ChemCatChem, JACS 2011 und OrgLett wurden die 
Geometrien und Energien aller Strukturen lediglich in der Gasphase berechnet. In JACS 2014 
sollten die Rechnungen den experimentellen Bedingungen noch genauer entsprechen. Deshalb 
wurden hier zusätzlich Rechnungen mit unverändertem Basissatz durchgeführt, in denen der 
Einfluss des Lösungsmittels als polarisierbares Kontinuum berücksichtigt wurde. 
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Als Lösungsmittel wurde N-Methyl-2-pyrrolidon (NMP) gewählt, da es sich in der 
decarboxylierenden Kreuzkupplung als bestes Lösungsmittel herausgestellt hat.[54,55] Als 
Lösungsmittelmodell wurde das 'conductor-like screening solvation model'[157,158] (COSMO) 
gewählt, da es besonders gut für sehr polare Lösungsmittel wie NMP (ε = 32.55) geeignet ist. 
COSMO ist in Gaussian 09 (siehe Kapitel 5.5 Verwendete Software, Seite 108) als 
'conductor-like polarizable continuum model'[159,160] (CPCM) implementiert. 
Zunächst wurden Geometrieoptimierungen mit diesem Lösungsmittelmodell ausgehend von 
den optimierten Gasphasenstrukturen gestartet. Bei kleineren Molekülen verliefen diese 
problemlos, bei größeren Strukturen und vor allem bei Übergangszuständen konvergierten die 
Geometrieoptimierungen jedoch häufig nicht. Da aber alle Strukturen mit dem gleichen 
Rechenmodell berechnet werden müssen, wurde beschlossen, die Geometrieoptimierungen 
ohne Lösungsmitteleinfluss durchzuführen und nur zusätzliche 'single point energy'-
Rechnungen mit dem Lösungsmittelmodell an den optimierten Gasphasenstrukturen 
durchzuführen. 
5.2.6 Die Wahl der Temperaturen und Konzentrationen 
Die Ergebnisse der 'single point energy'-Rechnungen hängen nur von den Geometrien der 
berechneten Strukturen und nicht von Temperatur oder Druck (in der Gasphase) 
beziehungsweise Konzentration (in Lösung) ab, die thermischen Korrekturen zur Berechnung 
der freien Enthalpien hingegen schon. Diese werden unter den Näherungen des idealen Gases, 
des harmonischen Oszillators und des starren Rotators berechnet. 
Alle Rechnungen in ChemComm, JACS 2011 und OrgLett wurden in Gaussian (siehe Kapitel 
5.5 Verwendete Software, Seite 108) in der Gasphase unter Standardbedingungen für 
Temperatur und Druck durchgeführt. Diese sind T = 298.15 K und p = 101 325 Pa. Der 
angegebene Druck entspricht nach dem idealen Gasgesetz einer Konzentration 
c = n / V = p / (R T) von 40.9 mmol / L. In ChemCatChem wurden die Kupfer-katalysierten 
Decarboxylierungsreaktionen sowohl bei 298.15 K (25 °C) als auch bei der 
Reaktionstemperatur von 443.15 K (170 °C) und die Silber-katalysierten 
Decarboxylierungsreaktionen bei 298.15 K (25 °C) sowie der Reaktionstemperatur von 
393.15 K (120 °C) berechnet. Bei diesen Gasphasenrechnungen wurde der Standarddruck 
verwendet. In JACS 2014 wurden alle Rechnungen bei der Reaktionstemperatur von 443.15 K 
(170 °C) durchgeführt. Da typische Experimente, wie sie in den Rechnungen untersucht 
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wurden, etwa 1 mmol Reaktand in 2 mL Lösungsmittel enthalten, wurde eine Konzentration 
von 0.5 mol / L, die einem Druck von 1 844 115 Pa entspricht, gewählt. Da die 
Katalysatorkonzentration etwa um einen Faktor 20 geringer ist, wurde ein Druck von 
101 325 Pa für alle Spezies, die Kupfer und/oder Palladium enthalten, verwendet. 
Experimentell bestimmte Löslichkeiten von CO2 in NMP
[161] zeigen, dass unter den 
Reaktionsbedingungen der Stoffmengenanteil von CO2 / NMP deutlich unter 0.01, 
wahrscheinlich bei etwa 0.001 liegt, wenn man Temperatur und Druck extrapoliert. Dies 
bedeutet, dass ein Großteil des CO2 die NMP-Lösung verlässt. Die verbleibende 
CO2-Konzentration in der Reaktionslösung entspricht etwa einem Partialdruck von 
101 325 Pa für ein ideales Gas. Deshalb wurde dieser Druck für CO2 in den Rechnungen in 
JACS 2014 gewählt. 
5.2.7 Empirische Dispersionskorrekturen 
Es ist bekannt, dass Dichtefunktional-Methoden Dispersionswechselwirkung (London-Kräfte) 
vernachlässigen oder stark unterschätzen.[162] Eine Methode, diese zu berechnen, stand zu den 
Zeitpunkten der Entstehungen von ChemComm, ChemCatChem, JACS 2011 und OrgLett auf 
den Linux-Clustern an der TU Kaiserslautern (siehe Kapitel 5.4 Verwendete Hardware, Seite 
107) noch nicht zur Verfügung. In JACS 2014 wurden die Dispersionswechselwirkungen 
durch Hinzufügen von empirischen Dispersionskorrekturen, welche die Beiträger aller 
Atompaare aufsummieren, in den 'single point energy'-Rechnungen einberechnet. Hierbei 
wurden Grimmes D3-Parameter[163] für alle Minima und Übergangszustände verwendet. Es 
zeigte sich, dass die für verschiedene Moleküle unterschiedlichen 
Dispersionswechselwirkungen großen Einfluss auf die berechneten freien Aktivierungs- und 
Reaktionsenthalpien haben. Durch deren Berücksichtigung wird die Energie eines 
Übergangszustands oder Begegnungskomplexes gegenüber der von zwei einzelnen 
Fragmenten stark abgesenkt. Auch wird die Energie eines kompakten Übergangszustandes im 
Vergleich zu einem losen Begegnungskomplex erniedrigt.  
5.3 Identifizierung von Minima und Übergangszuständen 
5.3.1 Identifizierung durch Frequenzrechnungen 
Mit Hilfe einer Frequenzrechnung kann nachgewiesen werden, ob die optimierte Geometrie 
einer Struktur ein Minimum oder einen Übergangszustand darstellt. Enthält das IR-Spektrum 
keine einzige imaginäre Schwingungsfrequenz, so ist die berechnete Struktur ein Minimum 
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auf der Potentialhyperfläche (PES, engl. 'potential energy surface'). Enthält das IR-Spektrum 
genau eine imaginäre Schwingungsfrequenz, so ist die berechnete Struktur ein 
Übergangszustand (Sattelpunkt 1. Ordnung auf der PES). Die Elongation der Normalmode 
der imaginären Schwingungsfrequenz entlang der Reaktionskoordinate kann Aufschluss 
darüber geben, ob der Übergangszustand zur betrachteten Reaktion gehört, also Reaktand und 
Produkt miteinander verbindet. Enthält das IR-Spektrum mehr als eine imaginäre 
Schwingungsfrequenz, so handelt es sich um einen Sattelpunkt höherer Ordnung. Treten für 
die Struktur (Minimum oder Übergangszustand) mehr imaginäre Schwingungsfrequenzen auf, 
als erwartet wurde, muss die Geometrieoptimierung mit veränderter Startgeometrie 
wiederholt werden. 
Zu beachten ist, dass diese Identifizierung von Minima und Übergangszuständen nur dann 
funktioniert, wenn die Frequenzrechnung mit demselben Rechenmodell wie die 
Geometrieoptimierung durchgeführt wird. Wird für die Frequenzrechnung ein anderer 
Basissatz verwendet, so treten fast immer mehrere imaginäre Schwingungsfrequenzen mit 
niedrigen Wellenzahlen auf. 
5.3.2 Verifizierung der Übergangszustände durch IRC-Rechnungen 
Ob ein Übergangszustand zur betrachteten Reaktion gehört, kann anhand der Normalmode 
der imaginären Schwingungsfrequenz aus der Frequenzrechnung nur grob abgeschätzt 
werden. Am zuverlässigsten kann diese Frage mit einer IRC (engl. 'intrinsic reaction 
coordinate')-Rechnung[164–167] beantwortet werden. Dabei wird der vom Übergangszustand 
hinunterführende Reaktionspfad auf der Potentialhyperfläche untersucht. Die Rechnung 
beginnt beim Sattelpunkt und folgt dem Pfad in beide Richtungen. Hierbei wird die 
Geometrie an jedem Punkt des Pfades bei festgehaltener Reaktionskoordinate optimiert. Auf 
diese Art werden schließlich Geometrien für einen Reaktanden und ein Produkt erhalten, die 
mit den erwarteten Strukturen verglichen werden können. Die IRC-Rechnung verbindet 
folglich definitiv diese zwei Minima durch einen Reaktionspfad, der durch den 
Übergangszustand auf der PES verläuft. 
Die IRC-Rechnung kann somit bestätigen, dass der Übergangszustand den Reaktanden und 
das Produkt miteinander verbindet. Es ist jedoch nicht auszuschließen, dass noch ein weiterer 
Pfad auf der PES existiert, der Reaktand und Produkt über einen anderen Übergangszustand 
miteinander verbindet, welcher eine niedrigere Energie besitzt. 
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5.4 Verwendete Hardware 
Alle Rechnungen wurden entweder auf Rechenknoten des Linux-Clusters des 
Rechenzentrums, der insgesamt 86 Prozessorkerne bereitstellt oder auf Rechenknoten der 
Linux-Cluster „lc“ mit 196 oder „theo“ mit 896 Prozessorkernen der Fachrichtung 
Theoretische Chemie der Technischen Universität Kaiserslautern durchgeführt. Die 
Architektur des Linux-Clusters des Rechenzentrums ist in Tabelle 2 dargestellt, die der Linux-
Cluster der Fachrichtung Theoretische Chemie in Tabelle 3 und Tabelle 4. 
Tabelle 2. Architektur des Linux-Clusters des Rechenzentrums. 
Rechenknoten CPU-Kerne Hauptspeicher / GB CPU-Takt / GHz 
29 2 2 2.2 
9 2 4 2.2 
1 2 16 2.2 
2 4 32 3.0 
 
Tabelle 3. Architektur des Linux-Clusters „lc“ der Fachrichtung Theoretische Chemie. 
Rechenknoten CPU-Kerne Hauptspeicher / GB CPU-Takt / GHz 
5 4 16 2.6 
2 8 32 2.3 
1 8 32 3.0 
2 8 48 2.7 
1 8 64 3.0 
4 12 72 2.9 
1 16 256 2.6 
2 32 128 2.4 
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Tabelle 4. Architektur des Linux-Clusters „theo“ der Fachrichtung Theoretische Chemie. 
Rechenknoten CPU-Kerne Hauptspeicher / GB CPU-Takt / GHz 
24 8 64 2.8 
2 32 32 2.4 
4 32 64 2.6 
7 64 256 2.3 
1 64 512 2.3 
 
Die meisten Rechnungen wurden als Mehrprozessorrechnungen auf einem einzelnen 
SMP-Knoten (Symmetrisches Multiprozessorsystem) durchgeführt. In seltenen Fällen wurden 
Rechnungen über MPI (engl. 'Message Passing Interface') über mehrere Rechenknoten 
verteilt. 
5.5 Verwendete Software 
Alle Rechnungen dieser Arbeit wurden mit der 64 bit-Version von Gaussian 03[168] oder 
Gaussian 09[169] durchgeführt. Alle 'single point energy'-Rechnungen in JACS 2014, in denen 
die Lösungsmittelbeiträge und die empirischen Dispersionskorrekturen mitberechnet wurden, 
wurden ausschließlich mit Gaussian 09 durchgeführt. Zum Erstellen der Startgeometrien 
wurde das Programm MOLDEN[170] und zum Darstellen der optimierten Geometrien das 
Programm GaussView[171] verwendet. 
5.6 Durchführung der Rechnungen 
In folgenden Unterkapiteln sind die Durchführungen der verschiedenen Rechnungen 
beschrieben. Detaillierte Angaben sind auch in den entsprechenden 'supporting informations' 
zu den jeweiligen Publikationen zu finden (siehe Kapitel Struktur der Dissertation, Seite v). 
5.6.1 Geometrieoptimierungen 
Alle Geometrieoptimierungen von Intermediaten (Minima) und Übergangszuständen 
(Sattelpunkte) wurden mit B3LYP und den in Kapitel 5.2.2 genannten Basissätzen unter 
Verwendung von sphärische Basisfunktionen (5 d- und 7 f-Funktionen) in der Gasphase 
durchgeführt. Dabei wurden grundsätzlich alle Bindungslängen und Winkel optimiert. Zum 
Auffinden der Übergangszustände wurde zuerst ein „relaxed potential energy surface scan“ 
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durchgeführt, bei dem die Reaktionskoordinate an verschiedenen definierten Punkten konstant 
gehalten wurde, während alle anderen Freiheitsgrade optimiert wurden. In diesen Scans wurde 
eine Serie von Strukturen optimiert, in welchen die Reaktionskoordinate schrittweise 
verändert wurde. Die Struktur mit der höchsten Energie wurde anschließend als Startpunkt für 
die STQN ('synchronous transit-guided quasi-Newton')-Methode[172,173] verwendet, um den 
Überganszustand zu lokalisieren. 
5.6.2 Frequenzrechnungen 
Alle Frequenzrechnungen wurden grundsätzlich in der Gasphase mit demselben 
Rechenmodell wie die zugehörigen Geometrieoptimierungen durchgeführt. Für die einzelnen 
Atome wurde jeweils das in der Natur am häufigsten vertretene Isotop gewählt. Die 
Skalierungsfaktoren sind in Kapitel 5.2.4 angegeben. Die Werte für Temperatur und Druck 
sind in Kapitel 5.2.6 zu finden. 
5.6.3 'Single point energy'-Rechnungen 
Alle 'single point energy'-Rechnungen wurde mit B3LYP und den in Kapitel 5.2.3 genannten 
Basissätzen unter Verwendung von sphärische Basisfunktionen (5 d- und 7 f-Funktionen) in 
der Gasphase durchgeführt. In JACS 2014 wurde für jede Struktur eine zweite 'single point 
energy'-Rechnung durchgeführt, welche die Lösungsmittelbeiträge (siehe Kapitel 5.2.5) und 
die empirischen Dispersionskorrekturen (siehe Kapitel 5.2.6) berücksichtigt. 
5.6.4 IRC-Rechnungen 
Alle IRC-Rechnungen[164–167] wurden grundsätzlich in der Gasphase mit demselben 
Rechenmodell wie die zugehörigen Geometrieoptimierungen durchgeführt. Sie verfolgten den 
Reaktionspfad generell in beide Richtungen. Ausgehend von den beiden erhaltenen Strukturen 
wurde anschließend jeweils eine Geometrieoptimierung gestartet. Falls hierbei neue 
Intermediate auftraten, wurden die diese verbindenden Übergangszustände nach der in Kapitel 
5.6.1 beschriebenen Vorgehensweise lokalisiert und neue IRC-Rechnungen durchgeführt, 
solange bis der Reaktionspfad komplettiert war. 
5.7 Energien und Geometrien der berechneten Strukturen 
Die Gesamtenergien aus den 'single point energy'-Rechnungen sowie die unskalierten 
thermischen Korrekturen aus den Frequenzrechnungen sind für alle Minima und 
Übergangszustände in den 'supporting informations' der Publikationen angegeben (siehe 
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Kapitel Struktur der Dissertation, Seite v). Alle Energien sind in Hartree aufgeführt 
(Eh = 627,509391 kcal / mol). Die optimierten Geometrien aller Minima und 
Übergangszustände sind jeweils als kartesische Koordinaten in den 'supporting informations' 
der Publikationen angegeben. 
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