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ABSTRACT
We propose a closed-loop control algorithm for
vortex shedding in a separated diffuser. We intro-
duce pulses of zero-net-mass injection (consecutive
blowing and suction) together with an inverse vor-
tex imaging method. This method estimates the cir-
culation of a vortex in the separated region based
on pressure at a limited number of observer points
at the wall. The closed-loop algorithm determines
when to start the pulse so that the vortex is pinched
off with a size which minimizes the stagnation pres-
sure loss. We examine the proposed method in a
simplified flow by performing direct numerical sim-
ulations of two-dimensional diffusers. In order to
investigate the robustness of the closed-loop con-
trol algorithm, we impose high frequency acoustic
disturbance upstream of the separation point. The
disturbances significantly reduce the effectiveness of
open-loop control compared to the case where no ex-
ternal disturbances are added. By using closed-loop
control, however, performance is once again substan-
tially recovered in the presence of disturbances.
INTRODUCTION
To control vortex shedding from a bluff body, a va-
riety of closed-loop control methods has been stud-
ied. The main components of a control strategy may
be separated into three parts: the sensor and flow
identification, the control algorithm, and the actua-
tion. Various issues related to the three components
have been studied in past; in particular, suppression
of vortex shedding from a cylinder has been exten-
sively investigated as a model problem.
In early work (Ffowcs Williams & Zhao 1989;
Roussopoulos 1993; Park, et al. 1994; and others),
algorithms were designed so that the motion at the
peak vortex-shedding frequency was stabilized based
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on the phase information from sensors in the wake
without attempting to identify the flow structures.
More recently, reduced-order-modeling has been in-
troduced to represent the flow dynamics (c.f. Glezer,
et al. (1989) and Berkooz (1993) for general stud-
ies). For example, Gillies (1998) used the Proper Or-
thogonal Decomposition (POD) to describe the wake
motion and suppressed vortex shedding in computa-
tions by placing sensors in the wake to identify the
POD modes. Singh, et al. (2001) also used POD and
performed simulations of optimal closed-loop con-
trol with the information about the full flow-field.
Min & Choi (1999) computationally demonstrated
(sub)optimal closed-loop control based on the infor-
mation only on the cylinder surface. All these meth-
ods, however, required substantial computation to
identify the instantaneous flow structure and/or to
solve dynamical equations; hence, they need to be
simplified for real-time closed-loop control.
In addition to POD, other structure identifica-
tion techniques, such as stochastic estimation and
wavelet analysis, have been investigated (c.f. Bon-
net, et al. 1998). In particular, Chang, et al. (1999),
Naguib, et al. (2001), and Murray & Ukeiley (2003)
proposed to identify the flow structures using sur-
face pressure. These statistical approaches required
the information from full flow-field measurements as
input. For real-time closed-loop control in practical
configurations, however, we need a technique that
only requires a limited number of sensor inputs and
uses a computationally fast model of the dynamics.
Closed-loop control has also been applied to inter-
nal flows. Kwong & Dowling (1994) successfully sup-
pressed the unsteady motion at the peak frequency
in diffusers by using mass injection; however, the
pressure recovery was not improved. It has been doc-
umented in past that large-scale unsteadiness causes
significant stagnation pressure loss in diffuser flows
(Reneau, et al. 1967; and others). Periodic mass in-
jection near the separation point (i.e. synthetic jet)
was shown to enhance diffuser performance by Ami-
tay, et al. (2002) and Narayanan & Banaszuk(2003).
1
AIAA Paper 2004-0577
-2.4 -2.0 -1.6 -1.2 -0.8 -0.4 0 0.4 0.6
0
0.4
0.8
1.2
1.6
2.0
Centerline
Freestream
External
Disturbance
Observer Points
Inverse Algorithm
Mass Injection
Figure 1: Schematic of the closed-loop control.
The mechanism of stagnation pressure loss due to
vortex shedding was modeled by Suzuki, Colonius,
& Pirozzoli (2003). These studies have indicated
that the key to reduce the stagnation pressure loss
is to tune the forcing frequency so that the separated
boundary layer is pinched off into vortices with an
optimal size (i.e. circulation). The key change in
the flow physics is a redistribution of the circulation
rather than suppression of separation.
In this paper, we propose closed-loop control for
vortex shedding and flow separation in a diffuser
by introducing an inverse vortex imaging method
(Suzuki & Colonius 2003). Using least square opti-
mization, this identification method can detect the
position and circulation of a vortex based on pres-
sure at a limited number of points on the wall; hence,
unlike previous flow reconstruction techniques, no
database of the flow-field is necessary a priori. For
actuation we issue pulses of zero-net-mass injection
(consecutive blowing and suction) in the bound-
ary layer near the separation point. We first seek
the actuation frequency that minimizes the stag-
nation pressure loss without external disturbances
(i.e. open-loop control). From the optimal frequency
case, we define a threshold circulation of pinched-
off vortices. In closed-loop control, we monitor the
circulation of the growing vortex using the inverse
imaging method, and activate a pulse only when
the circulation exceeds the threshold value. Thus,
a closed-loop is established on the time-scale of vor-
tex shedding. A schematic diagram of the proce-
dure is given in figure 1. The proposed algorithm
is examined by performing direct numerical simu-
lation (DNS) in two-dimensions. The robustness
of the closed-loop control is demonstrated against
time-harmonic acoustic disturbances imposed in the
boundary layer upstream of the separation point.
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Figure 2: Simple two-dimensional diffuser model.
The outline of the paper is as follows: In the next
section, the model of a planar diffuser (Suzuki, Colo-
nius, & Pirozzoli 2003) and the inverse vortex imag-
ing method (Suzuki & Colonius 2003) are reviewed.
Next, the procedures of the numerical simulations
including the models of the actuator and the ex-
ternal disturbance are presented. Subsequently, the
closed-loop control is examined, and the results are
discussed.
MODEL OF VORTEX SHEDDING
IN A PLANAR DIFFUSER
First, we review the model of vortex shedding in a
two-dimensional diffuser (Suzuki, Colonius, & Piroz-
zoli 2003). This model explains the mechanisms of
separation control using unsteady mass injection and
motivates our strategies for closed-loop control.
VORTEX SHEDDING FREQUENCY
We consider an incompressible and inviscid flow
and assume that the flow is symmetric about the
centerline in a diffuser and transversely-sheared at
the inlet and the exit (refer to figure 2 for the
flow configuration). Accordingly, circulation accu-
mulated per unit time due to the net vorticity flux
is given by
dΓ
dt
=
u21(0)− u
2
2(0)
2
, (1)
where u1 and u2 are the inlet and exit velocities, re-
spectively (the argument ‘(0)’ denotes that the ve-
locity is evaluated at y = 0, i.e. at the centerline).
We assume that the accumulated circulation forms
a vortex in the separated region, and it is pinched off
when the velocity of the outer radius of the vortex
exceeds αu1(0). Using Stokes’ theorem, the time
period of vortex shedding can be then calculated as
TM→0shed ≈
α
1− λ
2pih1
(
h2
h1
)2
u1(0)
(
1 + h2h1
) , (2)
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where h1 and h2 are the inlet and exit heights, re-
spectively. λ denotes the rate of absorption of cir-
culation from the wall relative to (1). In unforced
flows, the parameters were found to be α ≈ 1 and
λ ≈ 0.1 in the previous DNS study (Suzuki, Colo-
nius, & Pirozzoli 2003).
STAGNATION PRESSURE LOSS
Stagnation pressure loss can be now estimated us-
ing (2). Assuming that the vortex is radially sym-
metric, the stagnation pressure loss across a diffuser
averaged in time and over the cross section can be
obtained as
(pt1 − pt2)
M→0
total ≈
ρu21
2
(
h2
h1
− 1
)2
(
h2
h1
)2
×
[
p∗w − pw
p∗w − p1
+
αβ(1− λ)
1− ακ
h2
h1
+ 1
8
]
, (3)
where
pw ≡
1
h2 − h1
∫ h2
h1
pwall dy , (4)
p∗w ≡ p1 +
ρu21
2
h2
h1
− 1
h2
h1
, (5)
β ≡
8pi
Γ2
∫ ∞
−∞
∫ τ
∞
∫ ∞
−∞
vω dydxdτ , (6)
and
κ(
h2
h1
,
h3
h1
) ≡ −
pi
4
(
h2
h1
− 1
)
1
tan(pi h3h1
h1
h2
)
. (7)
Here h3 denotes the distance from the centerline to
the vortex center and β is defined so that β = 1
for the Oseen vortex (Oseen 1912). p∗w corresponds
to the possible highest time-averaged pressure pro-
jected on the wall. The first term in (3) corresponds
to the steady loss associated with the static pressure
distribution on the wall in the separated region, and
the second term to the unsteady loss caused by vor-
tex shedding. The contribution from vortex shed-
ding becomes comparable to the steady part as the
convective velocity of the vortex decreases.
Although (3) is developed for natural vortex shed-
ding, the formula can be applied to actively con-
trolled cases by varying the parameters. In particu-
lar, if we pinch off vortices with a smaller size by pe-
riodically forcing the boundary layer, we can reduce
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Figure 3: Schematic of the model problem.
α and suppress the substantial part of the unsteady
stagnation pressure loss. Another key parameter , λ,
also strongly depends on α. This then leads to the
observation which is the key to our control strategy:
closed-loop control causing “optimal-sized” vortices
to be pinched off should lead to minimum stagnation
pressure loss.
INVERSE IMAGING METHOD
To exploit the connection between the actuation,
the size of the shed vortices, and the stagnation pres-
sure loss, we introduce an inverse vortex imaging
method (Suzuki & Colonius, 2003). This method
can detect the position and circulation of a vor-
tex (or vortices) from pressure histories at a lim-
ited number of points. We summarize this inverse
method in this section.
INVERSE ALGORITHM
Suppose that we know the exact solution of the
pressure field generated by a vortex in a flow as a
function of its circulation, Γ, and position, (x0, y0).
We express this pressure as p(Γ, x0, y0;x, y), but
eventually use a simple potential flow model as a
surrogate for this pressure. We presume that time
dependent pressure data are available at Nm ob-
server points (1 ≤ m ≤ Nm) and express them as
q(t, xm, ym) (see figure 3). Now, we wish to find the
set of parameters, Γ and (x0, y0), which best matches
the pressure data to the solution by the following
cost function of a least square type:
J(t,Γ, x0, y0) =
Nm∑
m=1
[
w1(Γ, x0, y0; q)|p(Γ, x0, y0;xm)− q(t, xm)|
2
+w2(Γ, x0, y0; q˙)|p˙(Γ, x0, y0;xm)− q˙(t, xm)|
2
]
. (8)
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The first term in (8) primarily determines the posi-
tion of the vortex in the streamwise direction and the
second term that in the transverse direction. Here,
we simply set the weight functions w1 and w2 so
that the relative errors from both terms are equal
and they depend only on the measured data (see
Suzuki & Colonius (2003) for the detail).
To minimize J , we differentiate (8) with respect
to Γ. This must satisfy
∂J
∂Γ
= 2
Nm∑
m=1
[
w1
∂p
∂Γ
(p− q) + w2
∂p˙
∂Γ
(p˙− q˙)
]
m
= 0 ,
(9)
where the subscript m indicates that the quantity
is evaluated at the mth observer position. Equation
(9) gives the estimated circulation, Γ∗, if the vortex
is located at (x, y) = (x0, y0). Substituting Γ
∗ into
(8), we can compute the cost function at each point
and map it on the (x0, y0) domain. Thus, we create a
“vortex image map” on which the local minimum of
J(t,Γ∗, x0, y0) indicates the vortex position. Figures
4 and 5 show an example of a vortex image map
generated from DNS and the corresponding vorticity
contour in a two-dimensional channel flow (Suzuki &
Colonius 2003). Here, Nm = 10 observer points were
used. The centroid of the vortex was detected within
0.03H in this case.
MODIFICATION OF ALGORITHMS FOR
CLOSED-LOOP FLOW CONTROL
In a plane channel, a simple potential flow solu-
tion can be used as a surrogate for p(Γ, x0, y0;x, y),
as shown the previous examples (figures 4 and 5).
In more complicated flow configurations, such as a
diffuser in the present study, the potential solution
for a point vortex may not be available in a simple
formula. Instead, we approximate the potential so-
lution by a family of simple functions with several
parameters.
We consider a diffuser shape in which the coordi-
nate in the streamwise direction is given by ξ and
that in the transverse direction by η (see figure 6).
By inspection, the position of the pressure minimum
approximately gives the ξ coordinate and the width
of this pressure deficit strongly depends on the η co-
ordinate. In addition, as the circulation increases,
the pressure deficit increases. From such observa-
tions, we construct an approximate potential solu-
tion on the upper wall using the following formula:
p˜ (a, b, c; Γ, ξ0, η0; ξm) ≡ p¯(ξm)−
aΓc
b(1− η0)
e
−
(ξm−ξ0)
2
b2(1−η0)
2 ,
(10)
y
x
2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4
0
0.2
0.4
0.6
0.8
1
Figure 4: Image map of a vortex created using the
inverse algorithm (Suzuki & Colonius 2003). Con-
tours of −J corresponding to figure 5 are drawn.
The detected position is denoted by •, and the ob-
server points are denoted by ◦.
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Figure 5: Detected vortex position using the inverse
algorithm with vorticity contours (Suzuki & Colo-
nius 2003). The estimated circulation is Γ = 0.759
as opposed to Γ = 0.909 from DNS. The vortex cen-
troid is denoted by ∗. The rest of the notation is the
same as figure 4.
where p¯(ξm) denotes the pressure at the m
th ob-
server when a vortex is absent.
To determine the free parameters, a, b, and c, we
sample the solutions. By using the potential solu-
tions for a point vortex with several different combi-
nations of Γ and (ξ0, η0), we minimize the following
cost function:
J˜(a, b, c) ≡
Nn∑
n=1
$n
Nm∑
m=1
|p˜ (a, b, c; Γn, (ξ0)n, (η0)n; ξm, ηm)
−p (Γn, (ξ0)n, (η0)n; ξm, ηm) |
2 , (11)
where Nn denotes the number of samples, p is again
4
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the potential solution, and the weight function is de-
fined as $n ≡ (
∑Nm
m=1 |p (Γn, (ξ0)n, (η0)n; ξm, ηm) −
p¯(ξm)|
2)−1 for convenience. Determining a, b, and c,
we can use p˜ instead of p in (8) and follow the same
procedure to create vortex image maps.
Note that the time derivative, ˜˙p, could be similarly
approximated by some model function. However, to
eliminate the iteration process for (9), we define the
cost function without the time derivative term, i.e.
the second term in (8). As a result, we can directly
obtain the optimum circulation as
Γ =


∑
m
a
b(1−η0)
e
−
(ξm−ξ0)
2
b2(1−η0)
2 (p¯− q)m∑
m
a2
b2(1−η0)2
e
−2
(ξm−ξ0)
2
b2(1−η0)
2


1/c
. (12)
This technique can substantially reduce computa-
tional time; hence, it is useful for real-time closed-
loop flow control.
When we keep track of the vortex position and
circulation over time, we can take the flow dynam-
ics into account by using the information from the
previous time step; accordingly, we can suppress the
random errors associated with each detection pro-
cess. Based on the model of a diffuser described in
the previous section, we state the dynamics of the
vortex in the separated region as follows:
dξ
dt
=
[
uξ +
Γ
4h1 tan(piη)
] ∣∣∣∣dζdz
∣∣∣∣ , (13)
dη
dt
= 0 , (14)
dΓ
dt
=
u21 − u
2
2
2
, (15)
where z ≡ x + iy and ζ ≡ ξ + iη, uξ denotes the
velocity of the potential solution without a vortex,
and the conformal mapping is normalized so that
dζ
dz → 1 as ξ → −∞. The second term in (13) is
calculated from the induced velocity of the mirror-
image vortices (c.f. section 1.5 in Saffman (1992)).
Accordingly, we estimate the position and circula-
tion of the vortex as
ξi+1 = r
[
ξi +
dξ
dt
∆t
]
+ (1− r)ξinvi+1 , (16)
ηi+1 = r
[
ηi +
dη
dt
∆t
]
+ (1− r)ηinvi+1 , (17)
Γi+1 = r
[
Γi +
dΓ
dt
∆t
]
+ (1− r)Γinvi+1 , (18)
where the subscript denotes the time step, and
the weight factor, r, must be taken so that r ·
max
[
eigenvalues of (I +∆t ∂u∂x )
]
< 1 (we took r =
0.9 to satisfy this condition in this study). Here,
the first term is given from the prediction based on
the vortex dynamics and the second term from the
detection using the inverse algorithm.
NUMERICAL PROCEDURES
To demonstrate the capabilities of the proposed
control algorithm, we performed direct numerical
simulations (DNS). Here, we summarize the numeri-
cal method and auxiliary procedures for implement-
ing the closed-loop control. The full details of the
numerical methods and a discussion of limitations
are given in Suzuki, Colonius, & Pirozzoli (2003).
DIRECT NUMERICAL SIMULATION
We solved the compressible Navier-Stokes equa-
tions to simulate unsteady, laminar diffuser flows in
two-dimensions. We used the fourth order Runge-
Kutta scheme for time marching and the sixth or-
der Pade´ scheme for spatial derivatives of interior
points with lower order closures (third and fourth
order) at the inflow, exit, and wall boundaries. A
two-dimensional diffuser shape (figure 7) was gen-
erated by conformal mapping. Among a variety of
diffuser area ratios considered in the previous work,
a representative case with an area ratio of h2/h1 = 2
is focused in the present study. 601×151 grid points
were used in the x and y directions, respectively. A
symmetry condition was assumed at y = 0. Non-
reflecting boundary conditions were imposed at both
inflow and exit together with a “sponge” buffer zone
(Freund 1997), in which the flow-field was forced to
relax toward the initial solution.
The momentum thickness of the inlet laminar
boundary layer was set to be δb.l. = 0.10h1. The in-
let Reynolds number and Mach number were Re =
5
AIAA Paper 2004-0577
σ
y
/h
1
x/h1
0
1
2
0
0.5
1
-3 -2 -1 0 1 2 3 4 5
Figure 7: A computational grid on the top and the
strength of the sponge term on the bottom. Every
fifth grid point is shown, and the thicker lines denote
the sections where the stagnation pressure loss was
measured.
4000 and M1 = 0.4, respectively. By varying pa-
rameters, we verified that the effects of compress-
ibility and the Reynolds number on the large-scale
flow patterns are minimal in a time-averaged sense
in the previous study.
MODELED ACTUATOR
To simulate the actuator, we artificially forced the
right hand side of the Navier-Stokes equations in a
small region of the boundary layer. This idealized
model is chosen primarily for computational simplic-
ity, but the essential features of typical synthetic
actuation are captured, as shown by Suzuki, Colo-
nius, & Pirozzoli (2003). The forcing terms were
distributed using a narrow Gaussian shape function
with deviations of σx/h1 = 0.08 and σy/h1 = 0.01
in the x and y directions, respectively. The center
was positioned at (x/h1, y/h1) = (−1.50, 1.04).
The actuation velocity was
ujet(t) = 0.9a1
(ft)int − fjett
σt
exp
[
−
(fjett− (ft)int)
2
σ2t
]
,
(19)
where
(ft)int ≡ [integer part of (fjett− 0.5)] + 1 . (20)
Here a1 is the speed of sound at the inlet, σtu1/h1 =
5.03×10−2, and the subscript ‘jet’ denotes the value
of the actuator. See figure 11 for the temporal
wave form. Thus, as the forcing frequency increases,
the effective blowing/suction period becomes corre-
spondingly shorter. In the closed-loop cases, the
actuation velocity profile was maintained, and the
only the interval was modulated as mentioned be-
fore. Note that although we also tested an opposite
phase of actuation, i.e. suction followed by blow-
ing, it was found to be less effective than “blowing
followed by suction” (about 10% less in terms of im-
provement of stagnation pressure loss).
EXTERNAL DISTURBANCES
For the external disturbance, we imposed a
time-harmonic acoustic source at the frequency of
fT.H.h1/u1 = 0.517 at (x/h1, y/h1) = (−2.40, 0.97)
(refer to figure 1). This frequency is approximately
five times as high as the natural vortex shedding fre-
quency and was found to significantly deteriorate the
performance of the open-loop forcing. The forcing
was achieved by the terms on the right hand side of
the Navier-Stokes equations within a small region in
an analogous way to the actuator discussed above.
The amplitude of pressure generated by this source
was approximately |∆p/p1| ∼ 3×10
−4 near the sep-
aration point. Refer to Suzuki & Lele (2003) for
the detailed procedures of the local acoustic forcing
(Ap ∼ 2.5× 10
−3 in their (3.2)–(3.4)).
INVERSE METHOD
To measure pressure over time, we distributed
12 observer points on the wall slightly downstream
of the separation point with a spacing of 0.1h1 in
the x direction (see figure 8). By subtracting the
freestream pressure given by the potential solution,
we processed only the fluctuation part. Likewise,
the freestream convective velocity, uξ in (13), was
calculated from the potential solution. The pressure
data were sampled at the computation time step of
∆tu1/h1 = 3.2 × 10
−2. The target domain is de-
picted in figure 8, and the resolution of detection
was set to be ∆ξ = ∆η = 0.01.
To define the approximated solution for a curved
shape of the diffuser, the free parameters in (10) were
determined from the potential solutions. Note that
to use the fast algorithm, c = 2 was chosen and only
a and b were determined according to the method
described before: Solutions at nine sample points
(depicted in figure 8) times three values of circula-
tion (Γ/(u1h1) = 0.333, 0.667, and 1.333), i.e. a total
of 27 samples, were were solved. Subsequently, the
pressure profiles at the observer points were com-
puted based on the unsteady Bernoulli’s equation,
and they were substituted into (11); as a result,
a = 5.48 × 10−3, b = 0.600, and c = 2 were de-
termined.
Although we used the estimator-corrector and the
fast algorithm to reduce uncertainty of prediction
and computational cost, respectively, these modifi-
cations cause to deteriorate the accuracy of predic-
tion. Figure 8 shows the comparison of the vortex
trajectories: one obtained from DNS and the others
6
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Figure 8: Points defined for the inverse algorithm:
◦ on the wall, observer points; ∗, points where the
sample solutions were computed. Vortex trajecto-
ries: ——, local vorticity peaks given from DNS;
+ + +, the prediction using the fast inverse algo-
rithm; − − −, that with the estimator-corrector.
The position at which the pulse injection starts is
indicated by • on the vorticity peak trajectory and
by © on the estimated one. The target domain is
denoted by · · · · ·.
from the prediction with and without the estimator-
corrector. The accuracy substantially decreases as
the vortex grows and moves downstream, mainly be-
cause its distribution is elongated in the flow direc-
tion. Since the simplified algorithm eliminates the
time-dependence, the estimate in the transverse di-
rection becomes poor in particular. However, as dis-
cussed later, the accuracy of the prediction is not
crucial in the closed-loop algorithm as long as the
trend of the error is consistent with the open-loop
case.
CLOSED-LOOP ALGORITHM
The closed-loop control is designed so that a pulse
is issued when the estimated circulation exceeds the
threshold value (Γ/(u1h1) = 1.26 as discussed be-
low). The estimator-corrector was activated only
when the circulation was monotonically increasing
(the minimum duration of tu1/h1 = 0.16) and
the estimated position is inside the target domain.
In addition, actuation was started only when the
estimator-corrector was activated. To avoid staring
actuation during the previous action, a minimum
time interval of tu1/h1 = 3.2 was taken.
RESULTS AND DISCUSSION
OPEN-LOOP CONTROL
WITHOUT DISTURBANCE
When the flow includes no external disturbances,
periodic actuation (i.e. open-loop forcing) with suf-
ficient amplitude induces frequency locking. In fact,
the stagnation pressure profiles in figure 9 clearly
exhibit it. To determine the optimal size of the
separation vortex, we ran six different forcing fre-
quencies with a fixed momentum coefficient (Cµ ≡
(u2jethjet)/(u
2
1h1) = 1.3×10
−3) without external dis-
turbances. Figure 10 shows that fjeth1/u1 = 0.20
gives the minimum stagnation pressure loss. Ac-
cordingly, monitoring the blowing/suction velocity
and the circulation of the vortex over time with
the inverse imaging method in the optimal case, we
determine the threshold value of circulation to be
Γ/(u1h1) = 1.26, at which the actuation should start
(see figure 11). This information is used for closed-
loop control. We also note that the stagnation pres-
sure loss is halved at the optimal frequency relative
to the unforced case.
SIMULATIONS WITH DISTURBANCE
We now show the results for time-harmonic exter-
nal disturbances. Figure 12 compares the stagnation
pressure profiles between the open-loop and closed-
loop cases. In the open-loop case, the inflow distur-
bance disrupts frequency locking: The troughs in the
exit stagnation pressure repeat with nearly the same
interval, but their widths and depths vary. This in-
dicates that the sizes of the convective vortices are
not uniform. As a result, the stagnation pressure
loss increases to ∆pt/(ρu
2
1/2) = 0.167 as opposed
to ∆pt/(ρu
2
1/2) = 0.123 in the non-disturbance case
(figure 9). In particular, vortex paring causes signif-
icant stagnation pressure loss as reported by Suzuki,
Colonius, & Pirozzoli (2003) and Narayanan & Ba-
naszuk (2003).
When the closed-loop control is activated, fre-
quency locking is nearly recovered, and the stag-
nation pressure loss is improved to ∆pt/(ρu
2
1/2) =
0.137. This effect is clearly observed in the phase
relations between the actuator velocity and the esti-
mated circulation in figure 13. Comparing with 11,
phase locking is disrupted when the open-loop con-
trol is applied; in contrast, the closed-loop control is
able to recovery frequency locking after a couple of
transient cycles. Thus, the closed-loop control can
adjust the forcing frequency to that of the external
disturbance. It should be noted that although the
estimate based on the fast inverse algorithm is not
accurate, we expect that the actual circulation of
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Figure 9: Comparison of stagnation pressure profiles
in a non-disturbance operation. Stagnation pressure
averaged over the inlet cross section (x = −2) is
denoted by − − −, and that over the exit (x = 3) is
——. The forcing frequency is fjeth1/u1 = 0.2 (the
optimal).
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Figure 10: Stagnation pressure loss in non-
disturbance operations. The horizontal line denotes
the unforced case. The data were taken after the
section averaged stagnation pressure loss became pe-
riodic as denoted by arrows in figure 9.
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Figure 11: Phase relation between the injection ve-
locity (denoted by ——) and the estimated circula-
tion (denoted by · · · · ·) of separation vortices at the
optimal frequency (fjeth1/u1 = 0.2). The threshold
value of circulation is denoted by ◦.
the pinched-off vortices in the closed-loop operation
is approximately equal to that in the case without
the disturbances.
CONCLUSIONS
This study has demonstrated the capabilities of a
proposed closed-loop control for vortex shedding in a
diffuser using DNS. We have introduced an inverse
imaging method which detects the circulation of a
vortex growing near the separation point. We have
designed the closed-loop algorithm so that zero-net-
mass injection near the separation point pinches off
the vortex with a size that minimizes the stagnation
pressure loss. The closed-loop control can almost
recover frequency locking, which is disrupted when
the external disturbances are added during open-
loop control. As a result, stagnation pressure loss
is substantially improved.
This inverse method can extract an instantaneous
flow-field only from information at a limited num-
ber of points on the boundary. Thus, it is relevant
to various applications for closed-loop flow control,
including detection of streamwise vortices from trail-
ing edges or on a delta wing, and a large-scale vor-
tex in a cavity. To capture more complicated flow
structures or to improve the accuracy, we can intro-
duce more parameters in the cost function although
the convergence of optimization tends to become less
stable and to require more computation.
Unlike optimal closed-loop algorithms proposed in
past, the current technique only requires a simple
phase relation in terms of one parameter, i.e. cir-
culation. In the inverse-imaging process, however,
the estimated position of the vortex is also available.
Because several input parameters, such as the tem-
poral wave-form of injection, are not fully optimized,
we may be able to further improve the closed-loop
control performance by investigating detailed flow
physics of separation control.
Although we have performed the closed-loop con-
trol on the time-scale of vortex shedding, its fre-
quency could be very high for practical flow configu-
rations, and we must modulate the input parameters
over several cycles or develop a closed-loop algorithm
in the frequency domain. However, even in the fre-
quency domain, the same idea should be applica-
ble to reduce the stagnation pressure loss. Namely,
counter to previous studies, this study indicates that
we should design the control law so that the closed-
loop algorithm tries to concentrate the unsteady mo-
tions at an optimal frequency, rather than cancel-
ing disturbances at the natural peak frequency. It
should be emphasized that the stagnation pressure
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Figure 12: Comparison of stagnation pressure pro-
files when the time-harmonic disturbance is im-
posed: (a) open-loop control; (b) closed-loop con-
trol. Notation is the same as figure 9.
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Figure 13: Phase relations between the actuator ve-
locity and the estimated circulation when the time-
harmonic disturbance is imposed: (a) open-loop con-
trol; (b) closed-loop control. Notation is the same
as figure 11.
loss is most reduced when frequency locking is in-
duced.
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