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We consider the minimum permanents and minimising matrices
on the faces of the polytope of doubly stochastic matrices whose
nonzero entries coincide with those of, respectively,
Um,n =
[
In Jn,m
Jm,n 0m
]
and Vm,n =
[
In Jn,m
Jm,n Jm,m
]
.
Here Jr,s denotes the r × smatrix all of whose entries are 1, In is the
identity matrix of order n and 0m is them × m zero matrix.
We conjecture that Vm,n is cohesive but not barycentric for 1 < n <
m + √m and that it is not cohesive for nm + √m. We prove that
it is cohesive for 1 < n < m + √m andnot cohesive forn 2m and
conﬁrm the conjecture computationally for n < 2m 200.We also
show that Um,n is barycentric.
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1. Introduction and preliminaries
LetΩn be the polytope of n × n doubly stochastic matrices, that is, the n × n nonnegativematrices
whose rowand column sums are all equal to 1. The permanent of an n × nmatrixA = [aij] is deﬁned by
per A = ∑
σ
a1σ(1) · · · anσ(n)
where σ runs over all permutations of {1, 2, . . . , n}.
Let D = [dij] be an n × n nonnegative matrix with per D > 0, and let
Ω(D) = {[xij] ∈ Ωn|xij = 0 whenever dij = 0}.
ThenΩ(D) is a face ofΩn, and since it is nonempty and compact,Ω(D) contains at least oneminimising
matrix Y such that per Y  per X for all X ∈ Ω(D).
Let Jr,s denote the r × smatrix all of whose entries are 1, In the identitymatrix of order n and 0m the
m × m zero matrix. In this paper, we study minimising matrices on the faces Ω(Um,n) and Ω(Vm,n),
where
Um,n =
[
In Jn,m
Jm,n 0m
]
and Vm,n =
[
In Jn,m
Jm,n Jm,m
]
.
If per D > 0 then the barycenter b(D) of Ω(D) is given by
b(D) = 1
per D
∑
P D
P,
where the summation extends over the set of all permutationmatrices Pwith P D. Brualdi [1] deﬁned
an n-square (0, 1) matrix D to be cohesive if there is a matrix Z in the interior of Ω(D) for which
per Z = min{per X|X ∈ Ω(D)}. He deﬁned an n-square (0, 1)matrixD to be barycentric if per b(D) =
min{per X|X ∈ Ω(D)}.
Since b(D) always falls in the interior of Ω(D), being barycentric is a stronger property than being
cohesive. We will consider the question of which values of parameters m, n make Um,n and Vm,n
barycentric, cohesive, or neither. In Section 2 we prove that Vm,n is cohesive for 1 < n < m + √m
and not cohesive for n 2m. In Section 3 we show that Um,n is barycentric.
Our results contribute towards solution of two problems from Minc’s well-known catalogue of
unsolved problems on permanents (see [2] for the most recent update). Problems 14 and 15 in Minc’s
list ask for a characterisation of cohesive and barycentric matrices, respectively. These problems were
originally posed by Brualdi [1], who determined theminimisingmatrix onΩ(V1,n). Minc had resolved
the face Ω(Vm,2) in [4]. Song [5,7] determined the minimum permanent on Ω(Vm,3), while the faces
Ω(V2,n) and Ω(V3,n) were resolved by Song [6] and Song et al. [8,9], respectively. Taken together, the
prior literature determines the minimising matrices of Ω(Vm,n) form < 4 or n < 4.
Recall that an n × n nonnegativematrix is said to be fully indecomposable if it contains no k × (n −
k) zero submatrix for 1 k < n. We will use the following well-known Lemma from [3].
Lemma 1.1. Let D = [dij] be an n × n fully indecomposable (0, 1) matrix, and suppose Y = [yij] is a
minimising matrix on Ω(D). Then Y is fully indecomposable and
per Y(i|j) = per Y if dij = 1 and yij > 0,
per Y(i|j) per Y if dij = 1 and yij = 0.
As usual, for any matrix M and lists L1 and L2 of row and column indices, respectively, M(L1|L2)
denotes the submatrix formed by omitting the rows L1 and columns L2 fromM.
Terms of the form 00 occurring in our calculations should always be interpreted as 1.
2. The minimising matrices of Ω(Vm,n)
In this section, we consider the minimum permanents and minimising matrices on the faces
Ω(Vm,n). Throughout this section, we assume thatm, n 2.
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Let Y be a minimising matrix on Ω(Vm,n). Since the lastm rows and lastm columns of Vm,n are the
same, we can use the averaging method on those rows and columns of Y (by Theorem 1 in Minc [4]).
Without loss of generality, we may therefore assume Y = [yij] is a minimising matrix of the form:
yij =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
xi if i = j n,
0 if i n and j n and i /= j,
ai if i n and j > n,
aj if i > n and j n,
x if i > n and j > n.
(1)
Note that Y is doubly stochastic so xi = 1 − mai for 1 i n. Since Vm,n is fully indecomposable, it
follows from Lemma 1.1 that Y is also fully indecomposable. In particular ai > 0 for all i, although it is
plausible that xi = 0 for some i or that x = 0.
We next consider the possible choices of {ai} in (1), i.e. those that minimise per Y .
Theorem 2.1. The minimising matrix Y has a1 = a2 = · · · = an.
Proof. Without loss of generality we assume that a1  a2  · · · an and hence x1  x2  · · · xn.
Aiming for a contradiction, assume that an > a1. Let
p0 = per Y(1, n|1, n),
p1 = per Y(1, n, n + 1|1, n, n + 1),
p2 = per Y(1, n, n + 1, n + 2|1, n, n + 1, n + 2).
If xn > 0 then by Lemma 1.1, we have that
x1p0 + m2a21p1 = per Y(n|n) = per Y = per Y(1|1) = xnp0 + m2a2np1
and hence
p0 = m
2(a2n − a21)
x1 − xn p1 = m(a1 + an)p1. (2)
Also, as a1 > 0,
per Y = per Y(1|n + 1),
= ma1per Y(1, n + 1|1, n + 1),
= ma1
(
xnp1 + (m − 1)2a2np2
)
.
and similarly per Y = man
(
x1p1 + (m − 1)2a21p2
)
, which leads to
(m − 1)2p2 = anx1 − a1xn
a1an(an − a1)p1 =
p1
a1an
.
However, expanding per Y along the ﬁrst and nth rows we ﬁnd
per Y = x1xnp0 + m2a2nx1p1 + m2a21xnp1 + m2(m − 1)2a21a2np2, (3)
= (1 − ma1)(1 − man)m(a1 + an)p1 + m2a2n(1 − ma1)p1
+ m2a21(1 − man)p1 + m2a1anp1,
= mp1(a1 + an − ma1an). (4)
Note that although (2) is only valid for xn > 0 we are free to substitute it in (3) in the case xn = 0 as
well, since in that case p0 is being multiplied by 0. Examining (4) we see that by varying a1, an while
preserving a1 + an we could decrease per Y unless a1 = an. By assumption, Y is a minimising matrix
so a1 = an, from which the result follows. 
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In light of Theorem2.1, for anygivenvalues ofm andn,weare leftwith aonevariable optimisation to
ﬁnd theminimisingmatrix inΩ(Vm,n) since Y is now determined by the value of x in (1). Let Ax = [aij]
be the (n + m) × (n + m) matrix deﬁned by
aij =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1
n
(n − m + m2x) if i = j n,
0 if i n and j n and i /= j,
x if i > n and j > n,
1
n
(1 − mx) otherwise.
(5)
Note that Ax is doubly stochastic provided x ∈
[
0, 1
m
]
whenm n, or x ∈
[
m−n
m2
, 1
m
]
in the casem > n.
Wenext consider theproblemofﬁnding x in the stated range thatminimisesper Ax (andhence satisﬁes
per Ax = per Y).
Theorem 2.2. For n 2m and x > 0 we have per Ax > per A0 and thus A0 is the unique minimising
matrix in Ω(Vm,n). In contrast, for n < m + √m it is never the case that A0 is a minimising matrix in
Ω(Vm,n).
Proof. Ifm > n thenA0 is not evendoubly stochastic, and ifm = n thenA0 is not fully indecomposable.
So by Lemma 1.1 we may assume that n > m. From (5) we have
per Ax =
m∑
i=0
(
m
i
)2 i!n!(m − i)!
(n − m + i)!x
i
(
1
n
(1 − mx)
)2m−2i (1
n
(n − m + m2x)
)n−m+i
,
=
m∑
i=0
(
m
i
)
n!m!
(n − m + i)! nn+m−i x
i(1 − mx)2m−2i(n − m + m2x)n−m+i. (6)
In particular,
per A0 = n!m! (n − m)
n−m
(n − m)! nn+m , (7)
and hence
per Ax
per A0
=
m∑
i=0
(
m
i
)
ni(n − m)!
(n − m + i)!x
i(1 − mx)2m−2i
(
1 + m
2x
n − m
)n−m
(n − m + m2x)i,

(
1 + m
2x
n − m
)n−m m∑
i=0
(
m
i
)
(1 − mx)2m−2i
(
nx − mx + m2x2
)i
,
=
⎛
⎝(1 + m2x
n − m
) n−m
m
⎞
⎠
m (
(1 − mx)2 + nx − mx + m2x2
)m
,
(1 + mx)m(1 − mx + 2m2x2)m,
= (1 + m2x2 + 2m3x3)m,
whenever n 2m. The ﬁrst statement of the theorem follows.
Next, consider x → 0 in (6), where
per Ax = n!m!(1−mx)
2m(n−m+m2x)n−m
(n−m)!nn+m +
m2n!(m−1)!(n−m)n−m+1
(n − m + 1)!nn+m−1 x + O(x
2)
= n!m!(n − m)
n−m
(n − m)!nn+m
[
1 − m2x + mn(n − m)
(n − m + 1)x
]
+ O(x2).
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It follows that when n(n − m) < (n − m + 1)m (or in other words, n < m + √m), per Ax < per A0
for small positive x. This proves the second statement in the Theorem. 
For m n we know x ∈ [0, 1/m]. Having examined the situation at the lower end of that interval,
we now turn our attention to the upper end.
Theorem 2.3. A1/m is not a minimising matrix of Ω(Vm,n) for m n.
Proof. From (6) there is a polynomial q(x) such that
per Ax = m! n−nxm(n − m + m2x)n + (1 − mx)2 q(x).
Thus the derivative of per Ax at x = 1/m is 2m!m2−m. Not only is per Ax increasing at x = 1/m, but
in fact the rate of increase depends only onm. 
Next we consider similar questions for the casem n.
Theorem 2.4. Vm,n is cohesive for m n.
Proof. From (5), we have
per Ax = m!
2
n2n
n∑
i=0
(
n
i
)
ni
(m − n + i)! (n − m + m
2x)i(1 − mx)(2n−2i)xm−n+i (8)
for x ∈
[
m−n
m2
, 1
m
]
. In particular, we have
per A(m−n)/m2 = m!
2(m − n)m−n
(m − n)!m2m and per A1/m =
m!
mm
.
Therefore,
per A1/m
per A(m−n)/m2
= m
m(m − n)!
m!(m − n)m−n > 1
for 0 < nm, and A1/m cannot be a minimising matrix.
Now consider that
per Ax = m!
n2n
(
(1 − mx)2nxm−n
(m − n)! +
n2(1 − mx)2n−2xm−n+1
(m − n + 1)! (n − m + m
2x)
)
+(n − m + m2x)2 r(x),
for some polynomial r(x). Therefore the derivative of per Ax at x = (m − n)/m2 is
− m!
(m − n + 1)! (m − n)
m−nm2−2m.
In particular, it is negative so A(m−n)/m2 is not a minimising matrix either. 
Combining Theorems 2.2–2.4, we have:
Corollary 2.5. Vm,n is cohesive for n < m + √m but not for n 2m.
For the cases not covered by this corollary, i.e. m + √m n < 2m, we have demonstrated that
per Ax is increasing at both end points of the interval
[
m−n
m2
, 1
m
]
but it remains to be determined
whether the minimum actually occurs at x = (m − n)/m2. As reported below, we have investigated
this question computationally form 100.
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For nm, the barycenter of Vm,n is located at Aβ where
β =
∑m
i=1
(
n
n − m + i
)(
m − 1
i − 1
)2
(i − 1)!(m − i)!2
∑m
i=0
(
n
n − m + i
)(
m
i
)2
(i − 1)!(m − i)!2
=
∑m
i=0 i ((n − m + i)!(m − i)!i!)−1
m2
∑m
i=0 ((n − m + i)!(m − i)!i!)−1
.
The value of per b(Vm,n) can then be calculated from (6). For n < m, the barycenter is located at Aβ ′
where
β ′ = m − n
m2
+
∑n
i=0 i ((m − n + i)!(n − i)!i!)−1
m2
∑n
i=0 ((m − n + i)!(n − i)!i!)−1
and the value of per b(Vm,n) can then be calculated from (8).
In order to investigate small cases not covered by the preceding theory, two of the authors inde-
pendently wrote programs for the computer algebra systems Maple and Mathematica. The results of
their computations agreed and are as follows.
Let P(x) = per Ax and let P′(x) denote its derivative. For 2 n < m 100, we found that P′(x) has
no rational roots in the interval [(m − n)/m2,∞) and that P(x) is increasing at the barycenter. Either
of these facts shows that Vm,n is not barycentric in these cases although we know from Corollary 2.5
that it is cohesive.
For 2m n < 2m 200, we found that P(x) is increasing at the barycenter and that P′(x) has no
nonnegative rational roots when n /= m + √m. If n = m + √m the only nonnegative rational root is
x = 0. Again, either fact shows that Vm,n is not barycentric.
For 2 < m + √m n < 2m 200, P(x) is monotone increasing throughout the interval [0, 1/m].
Once again, the only case in which P′(x) has a root in this interval is for n = m + √m and this root
occurs at x = 0.
Taken together with Corollary 2.5, this data suggests the following conjecture.
Conjecture 2.1. Vm,n is cohesive but not barycentric for 1 < n < m + √m, while for nm + √m, Vm,n
is not cohesive and A0 is a minimising matrix.
3. The face Ω(Um,n)
We ﬁnish by determining the minimum permanent and minimising matrix on the face Ω(Um,n).
Note that for Ω(Um,n) to be nonempty we require nm.
Relying on Brualdi [1] for the case m = 1 and using a proof identical to that of Theorem 2.1 for
m 2 we get:
Theorem 3.1. For any nm the unique minimising matrix in Ω(Um,n) is A0.
By symmetry it is obvious that b(Um,n) = A0 and thus we also have:
Corollary 3.2. Um,n is barycentric for any nm.
The minimum permanent is given by (7).
Corollary 3.3. For any nm the minimum permanent in Um,n is
per A0 = per b(Um,n) = n!m! (n − m)
n−m
(n − m)! nn+m .
For example, the minimum permanent on Ω(U4,n) is
per b(U4,n) = 4! · (n − 1)(n − 2)(n − 3)(n − 4)
n−4
nn+3
,
which is also the minimum permanent on Ω(V4,n) for n 6.
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