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Abstract
Motivated by the fact that intelligent traffic control systems have become inevitable demand to cope with the risk of traffic
congestion in urban areas, this paper develops a distributed control strategy for urban traffic networks. Since these networks contain
a large number of roads having different directions, each of them can be described as a multi-agent system. Thus, a coordination
among traffic flows is required to optimize the operation of the overall network. In order to determine control decisions, we describe
the objective of improving traffic conditions as a constrained optimization problem with respect to downstream traffic flows. By
applying the gradient projection method and the minimal polynomial of a matrix pair, we propose algorithms that allow each road
cell to determine its control decision corresponding to the optimal solution while using only its local information. The effectiveness
of our proposed algorithms is validated by numerical simulations.
I. INTRODUCTION
Traffic congestion becomes more complicated in urban areas and impacts negatively to economy, human health and environment
[1], [2]. It is because urban areas are usually centers of population and economics. The traffic demands increase dramatically
while the road infrastructures are difficult or even impossible to extend. Dealing with this situation, the problem of urban traffic
network control has attracted more and more attention from both the transportation research community and the control system
society. Since urban traffic networks usually consist of many roads and intersections, control decisions for an intersection influence
to other intersections and roads. It is also very difficult to predict future traffic behaviors because of inevitable uncertainty in
the historical collected data (influenced by weather conditions, accidents, and drivers’ decisions). So, dynamical traffic control
strategies are required to improve traffic conditions of the whole traffic network [3], [4].
Among many possible methods to coordinate traffic flows through an intersection, regulating traffic lights is the most popular
and easiest to implement in real practice. In order to alleviate the risk of traffic congestion, many control approaches are
proposed [5]–[11]. Their main targets are focused on optimizing some measure of interest (vehicle distribution, time delay and
total throughput). In these works, Cell Transmission Model (CTM) [12], [13] is used to establish a proper urban traffic network
model since it is not only accurate in describing traffic’s evolution over time and space but also simple to compute.
In consideration of the communication structure of controllers, traffic network management strategies are grouped into
centralized [5]–[9] or distributed [10], [11] systems. The prominent characteristic of a centralized system is the existence of
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Fig. 1: Graph representation for traffic network of 2× 2 intersections.
a crucial centralized controller, which gathers information of overall network to make control decisions. On the contrary, a traffic
network is controlled by the cooperation of many local controllers in the case of distributed setup. Each local controller decides
the control actions for a part of the network based on its local information. To overcome the challenge pertaining to large-scale
nature and uncertain collected data of an urban traffic network, distributed approaches are considered to be more effective than
the centralized one. The distributed approaches have several key properties:
• moderate computation and information transfer load: since local controllers require only their local information, the cost
for information collecting is reduced and the risk of executing huge size data is avoided. Moreover, the computation load
of a local controller may not increase even when the size of the network increases.
• dynamically reacting to changes: since information transfer load is small, the delay time of information collecting is
reduced significantly. On-going traffic data affect quickly control decisions of local controllers. Then the reliability and
efficiency is increased in the distributed strategies.
• scalable and robust: it is not necessary to reprogram all local controllers when the traffic network structure varies. In
addition, even though a local controller fails, others are able to work independently.
In our conference version [14], we developed a distributed traffic control strategy for an urban traffic network consisting
of many consecutive intersections. We formulated the traffic problem as a constrained Economic Dispatch Problem (EDP) and
proposed a distributed algorithm to estimate an optimal distribution of vehicles for each road cell. A consensus value computation
technique proposed in [15] was applied with the assumption that every road cell knows the minimal polynomial of the weighted
matrix associated with the communication graph. This paper is to generalize the work in [14] by considering a general network
and relaxing the requirement of information about overall graph. We consider an urban traffic network whose physical graph is
required to be weakly connected (i.e., its underlying graph is connected). To assess traffic conditions, we consider an objective
function of vehicles distribution and downstream traffic flows of road cells in the considered traffic network. The control variables
we choose are downstream traffic flows since they are proportional to the active (green) time of roads and convenient for higher
level controllers (for example, an intersection or an area) to synthesize their control decisions. In order to guarantee the feasibility
of control decisions, constraints for traffic volumes, traffic flows and traffic light operation are required to be satisfied. Thus, we
formulate control objective as a constrained optimization problem. Applying the gradient projection method and the properties of
the minimal polynomial of a matrix pair, we propose a distributed online cooperative algorithm for every road cell to determine
its control decision corresponding to the optimal solution for overall network. We first provide a centralized approach solving
the traffic control objective problem. Taking the advantage of gradient projection method, we prove that the optimal solution
is asymptotically achieved. Then, we show how each road cell determines its control decision with only its local information.
Based on minimal time consensus technique developed in [15]–[17], we propose an algorithm to compute the converged values
of a time-invariant linear nonhomogeneous system in a minimum-time. This minimum-time algorithm enhances a distributively
implementable capacity of our proposed method. Finally, we provide a distributed traffic control for urban networks.
We outline the remainder of this paper as follows. In Section II, we use CTM to describe urban traffic networks in multi-agent
system perspective and formulate our interest as a constrained optimization problem in Section III. By analyzing the primal
problem and the dual problem, Section IV develops an iterative update for estimating the optimal solution using the gradient
projection method. We also provide a proof of convergence in this section. In Section V, we first propose an algorithm for
minimum-time final value computation and then provide a distributed traffic control for urban networks. Section VI includes
numerical simulations to validate our proposed algorithms and Section VII contains the concluding remarks.
II. URBAN TRAFFIC NETWORK MODEL
This paper employs Cell Transmission Model (CTM [12], [13]) to characterize traffic’s evolution of road cells over time and
space.
A. Physical graph representation
We use a directed graph P = (J ,R) to illustrate the physical topology of the traffic network. Road cells are conveniently
identified with the links in the set R = {1, 2, . . . , N}. For a road cell i ∈ R, we use σ(i) and τ(i) to represent its source node
and its sink node, respectively. The direction of vehicles moving in this road cell is from σ(i) to τ(i). Every node in the set
J = {I1, · · · , IM} corresponds to an intersection which is a cross-over of roads having different directions. For convenience,
we use O to denote a virtual node representing the outside of the considered traffic network. It includes external inputs from
which the vehicles come and outputs to which the vehicles need to go. Then σ(i), τ(i) ∈ J ∪ {O} for all i ∈ R. Let N−i and
N+i denote the set of downstream neighbors and the set of upstream neighbors of road cell i:
N−i = {j ∈ R : τ(i) = σ(j)},
N+i = {j ∈ R : σ(i) = τ(j)}.
In other words, the set N−i consists of roads cells receiving vehicles from road cell i and the set N+i includes all roads cells
from which vehicles can move into the road cell i. We use Ii to denote the set of road cells in R which have the same sink
node as the road cell i (including itself)
Ii = {j ∈ R : τ(j) = τ(i), }
i.e., road cells in Ii join to the same intersection. For two road cells j, k ∈ R, we say k is reachable from j or j can reach to k
if there exists at least one directed sequence links {i1, i2, . . . , in} such that i1 = j, in = k and τ(it) = σ(it+1), t = 1, . . . , n−1.
In this paper, we consider an urban traffic network whose physical topology satisfies the following assumption.
Assumption 1: Any road cell i ∈ R is reachable from at least one source road cell j ∈ R where σ(j) = O; and any road cell
i ∈ R can reach to at least one destination road cell k ∈ R where τ(k) = O.
For better understanding of the physical topology representation and notations, we consider one example as shown in Fig. 1a.
The network consists of 24 links and 4 intersections, R = {1, 2, . . . , 24}, J = {I1, I2, I3, I4}. We use gray arrows to illustrate
roads in R, use squares to represent internal intersections in J and use black/white circles to represent external inputs/outputs
(node O) of the considered network. In the figure, for example, road cells 1 and 8 receive exogenous inflow from outside
into the network, σ(1) = σ(8) = O and τ(1) = τ(8) = I1; road cells 2 and 5 send vehicles to outside of the network,
σ(2) = σ(5) = I1 and τ(2) = τ(5) = O; road cells 6, 9, 11 and 12 are adjacent to intersections as σ(6) = I2, σ(12) = I3,
σ(9) = σ(9) = I1, τ(6) = τ(12) = I1, τ(9) = I2 and τ(11) = I3. For road cell 6, we have N−6 = {2, 5, 11},N+6 = {3, 7, 14}
and I6 = {1, 6, 8, 12}.
B. Dynamic model
Let t be the cycle index and assume all signalized intersections have a common cycle time T . The discrete-time dynamical
model of a road cell i ∈ R is given by the following conservation equation.
ρi(t+ 1) = ρi(t) +
∑
j∈N+i
ψji(t) + µi(t)− ψi(t) (1)
where ρi(t) is the traffic volume (the number of vehicles) of road cell i at time tT , ψji(t) is the traffic flow departing from road
cell j ∈ N+i and entering road cell i, µi(t) is the exogenous inflow entering road cell i from outside of the considered network
and ψi(t) =
∑
j∈N−i ψij(t) is the downstream traffic flow leaving road cell i in the duration time [tT, (t+ 1)T ].
The turning preference matrix R(t) = [rij(t)] ∈ RN×N is defined by
ψij(t) = rij(t)ψi(t), i, j ∈ R.
We have rij(t) =
 ≥ 0, τ(i) = σ(j)= 0, otherwise and ∑k∈N−i rik(t) = 1.
Remark 1: R(t) is usually considered as known information at the beginning of each cycle of (1) (e.g., in [8], [9], [11]).
This assumption is acceptable since drivers usually tend to choose the lane depending on their turning choices, rij(t) could
be achieved empirically or by measurements. The simplest estimation model for turning ratios is based on vehicle counts at
the entrance and exit of lanes. They can be also measured by turning ratio sensors (counting sensor, video sensors, Bluetooth
and Wifi detector) installed on intersections [18]–[20]. Other strategies are the use of data recollection campaigns to construct a
database of average routing behavior. Besides that, various methods estimate the turning proportions relying on prior historical
knowledge of arrival flows [21], [22].
Although recent advancement of sensing and information technology increases the high accuracy of collected data, it is
impossible to predetermine the turning ratios and exogenous inflows exactly. The assumption that these measurements depend on
a given probability distribution is also impractical. In this paper, we make assumption that they are given with small uncertainty.
Let rij(t) and rij(t) be the upper and lower bounds of possible values of turning split ratio rij(t) and let r
∗
ij(t) be the nominal
value measured or estimated by road cell i. If there is no uncertainty or the measurement is accurate, rij(t) = rij(t) = r
∗
ij(t).
But the uncertainty cannot be avoided due to unpredictable situations and events such as weather conditions, accidents or drivers’
decision change. For the exogenous inflow µi(t), we define µi(t), µi(t) and µ
∗
i (t) similarly.
Assumption 2: At the beginning of every cycle t, each road cell i ∈ R can estimate r∗ij(t), rij(t), rij(t), µ∗i (t), µi(t), µi(t)
and
P
(
rij(t) = r
∗
ij(t)
) P (rij(t) 6= r∗ij(t))
P
(
rij(t) ∈ [rij(t), rij(t)]
)
= 1,
P (µi(t) = µ
∗
i (t)) P (µi(t) 6= µ∗i (t))
P
(
µi(t) ∈ [µi(t), µi(t)]
)
= 1
where P (x) is the the probability of x, rij(t)− rij(t) and µi(t)− µi(t) are small.
In another words, we assume that each road cell i estimates the turning split ratio of vehicles go from i to j as r∗ij(t)
and its exogenous inflows as µ∗i (t). These values may be incorrect but the correct ones are in the ranges [rij(t), rij(t)] and
[µ
i
(t), µi(t)] respectively. For every road cell i where τ(i) ∈ J , r∗ij(t)’s need to satisfy
∑
j∈N−i r
∗
ij(t) = 1 but
∑
j∈N−i
rij(t) < 1,∑
j∈N−i
rij(t) > 1.
C. Traffic physical constraints
To guarantee the feasibility, it is necessary to require traffic volumes, ρi(t)’s, and traffic downstream flows, ψi(t)’s traffic
constraints for road capacity and traffic lights’ operation.
ρ
ρcgρcr
d(ρ)
s(ρ)
Fig. 2: The supply and demand functions, and flow capacity on a road cell i.
1) Road capacity constraints: Let di(ρi) be the demand function of road cell i ∈ R representing the upper bound of the
downstream flow departing from i when its volume is ρi, and let si(ρi) be the supply function, which corresponds to the upper
bound on the upstream flow entering into this road cell. It is required that
∑
j∈N+i
ψji(t) + µi(t) ≤ si(ρi(t)), ψi(t) ≤ di(ρi(t)).
Furthermore, the demand function di is supposed to be non-decreasing and the supply function si is supposed to be non-increasing
(an example shown in Fig.2). For each road cell i, there exists a congestion volume ρcgi such that si(ρi) = 0,∀ρi ≥ ρcgi and a
critical volume ρcri where si(ρ
cr
i ) = di(ρ
cr
i ). So, ρi(t) needs to be smaller than its congestion volume and bigger than zero, i.e.,
0 ≤ ρi(t) ≤ ρcgi for all t > 0. Following Assumption 2, we have∑
j∈N+i
rji(t)ψj(t) ≤
∑
j∈N+i
ψji(t) ≤
∑
j∈N+i
rji(t)ψj(t)
ρi(t+ 1) ≥ ρi(t) + µi(t) +
∑
j∈N+i
rji(t)ψj(t)− ψi(t)
ρi(t+ 1) ≤ ρi(t) + µi(t) +
∑
j∈N+i
rji(t)ψj(t)− ψi(t)
Then, we need to have the physical constraint requirements as follows:
∑
j∈N+i
rji(t)ψj(t) ≤ si(ρi(t))− µi(t) (2a)
ρi(t) + µi(t) +
∑
j∈N+i
rji(t)ψj(t)− ψi(t) ≥ 0 (2b)
ρi(t) + µi(t) +
∑
j∈N+i
rji(t)ψj(t)− ψi(t) ≤ ρcgi (2c)
2) Traffic light constraint: Let ωi be the average duration for one vehicle to exit from the road cell i and enter to the intersection
τ(i). So, for a downstream traffic flow ψi(t), the green (active) duration Gi(t) for the road cell i in t-th cycle is required to
satisfy
Gi(t) ≥ ψi(t) max
j∈N−i
{rij(t)}ωi.
Define vi(t) = maxj∈N−i {rij(t)}ωi. If τ(i) ∈ J , the set Ii consists of road cells which have different directions but use the
same intersection. So, the following inequality ∑
j∈Ii
ψj(t)vj(t) ≤ T.
is required to hold since the road cells in Ii can not use the intersection τ(i) at the same time. The fact vj(t)ψj(t) ≤ T implies
ψj(t) ≤ T (vj(t))−1 for all j.
III. PROBLEM STATEMENT
A. Traffic objective
The main target of large scale urban traffic network control problem is to minimize the following objective function:
Φ(K) =
K+1∑
t=1
n∑
i=1
Φi(t)
where Φi(t) is the objective function of downstream traffic flow exiting from road cell i and its traffic volume at t-th cycle and
K is the number of cycles. From spatiotempral property of objective function, the problem of minimizing Φ(K) can be divided
into K sub-problems of finding ρi(t)’s and ψi(t)’s to be arg min
∑N
i=1 Φi(t) with t = 1, . . . ,K. The objective function Φi may
be quadratic functions [5], [6] or have a linear form [10]. To have some physical meaning, Φi(t) could be chosen as
(
ρi(t+1)
ρcgi
)2
to minimize the risk of congestion or as Tρi(t+ 1) to minimize the total travel time. One can also choose Φi(t) = kiψi(t) with
negative weight ki to maximize downstream traffic flows. Or we can use Φi(t) = (ρi(t+ 1)− ρcri )2 to achieve a given desired
volume. In this paper, we propose the following general objective function:
Φi(t) = ai(ρi(t+ 1))
2 + biρi(t+ 1) + ci + wiψi(t) (3)
where ai, bi, ci, wi are parameters known only by road cell i.
From the model (1), we have the following matrix form equation
ρ(t+ 1) = ρ(t) + µ(t)−GT (t)ψ(t)
where ρ(t) = [ρ1(t), · · · , ρN (t)]T , µ(t) = [µ1(t), · · · , µN (t)]T , ψ(t) = [ψ1(t), · · · , ψN (t)]T and the matrix G(t) = [gij(t)] ∈
RN×N is defined by
gij(t) =

1 j = i
−rij(t) j ∈ N−i
0 otherwise
(4)
We have G(t) = IN − R(t) and it is a positive definite matrix because of Lemma 1.
Lemma 1: The matrix R(t) has the spectral radius less than 1.
Proof: According to the Gerschgorin circles theorem, we have all eigenvalues of R(t) lie within the union of the N circles
defined by
|z − rii(t)| ≤ −|rii(t)|+
N∑
j=1
|rij(t)|, i = 1, . . . , N
From the definition of the turning preference matrix, we have rii(t) = 0 for all i ∈ R and the sum
∑N
j=1 |rij(t)| equals to one
if τ(i) ∈ J or to zero if τ(i) = O. This means
|κ| ≤ 1,
for every eigenvalue κ of the matrix R(t). Let u =
[
u1 u2 . . . uN
]T
be the eigenvector corresponding to eigenvalue κ,
we have
ri1(t)u1 + ri2(t)u2 + · · ·+ riN (t)uN = κui
for all i ∈ R. Consider the case of |κ| = 1, then
|κui| = |ui| = |ri1(t)u1 + ri2(t)u2 + · · ·+ riN (t)uN |
≤ |ri1(t)||u1|+ |ri2(t)||u2|+ · · ·+ |riN (t)||uN |
Since rij(t) ≥ 0 for all i, j ∈ R, we have
|ui| ≤ ri1(t)|u1|+ ri2(t)|u2|+ · · ·+ riN (t)|uN | (5)
Let i∗ be the index where |ui∗ | = max {|uj |, j ∈ R} and |ui∗ | > 0. We have
|ui∗ | = ri∗1(t)|ui∗ |+ ri∗2(t)|ui∗ |+ · · ·+ ri∗N (t)|ui∗ |.
because
∑N
j=1 ri∗j(t) = 1. It implies
∑N
j=1 ri∗j(t)(|uj |− |ui∗ |) ≤ 0. Because ri∗j(t) > 0 if j ∈ N−i∗ and ri∗j(t) = 0 if j /∈ N−i∗ ,
the inequality (5) holds for i∗ if and only if |uj | = |ui∗ | for all j ∈ N−i∗ . Then we generalize that for all j which is reachable
from i∗, we have |uj | = |ui∗ |.
By Assumption 1, there exists j∗ where τ(j∗) = O such that |uj∗ | = |ui∗ |. Since rj∗k(t) = 0 for all k ∈ R, (5) implies
|uj∗ | ≤ 0 or u∗j = 0. That means max {|ui|, i ∈ R} = 0 or ui = 0 for all i = 1, . . . , N . This contradicts with the assumption u
is an eigenvector of R(t).
Thus, |κ| < 1 for all eigenvalues of R(t).
Since G(t) is a nonsingular matrix, the desired traffic volumes of road cells can be reached by regulating their downstream
traffic flows.
B. Problem statement
Denoting xi = ρi(t+ 1), fi = ψi(t) and x0i = ρi(t) + µi(t), the objective function at t-th cycle is given by
Φ =
N∑
i=1
(
aix
2
i + bixi + ci + wifi
)
(6)
and the dynamical model (1) can be rewritten as
xi = x
0
i +
∑
j∈N+i
rjifj − fi (7)
From constraints (2) and the definition of demand function, we have constraints of road capacity as follows
fi −
∑
j∈N+i
rjifj ≤ xi (8)
∑
j∈N+i
rjifj − fi ≤ xi (9)
0 ≤ fi ≤ f i (10)∑
j∈N+i
rjifj ≤ si (11)
and the constraint for traffic light of an intersection is rewritten as
∑
j∈Ii
vjfj ≤ T (12)
where rji = rji(t), rji = rji(t), rij = r
∗
ij(t), xi = ρi(k) + µi(k), xi = ρ
cg
i − ρi(k) − µi(k),f i = min
{
di(ρi(k)), T v
−1
i
}
,
vi = maxj∈N−i {rij}ωi and si = si(ρi(k)). It is noted that these parameters are constant for the given cycle t and known to the
road cell i. The equality condition (7) is for nominal case of the traffic flow, without any uncertainties. In order to consider the
uncertainties in the estimation and measurements, the lower and upper bounds of turning ratios are used in (8), (9) and (11) to
maintain the smooth operation of traffic network.
Let D be the set of {fi}i=1,...,N where the inequalities (8), (9), (10), (11), (12) hold strictly for all i = 1, . . . , N . Then D
contains the set of the downstream traffic flows which satisfy all physical constraints. For a feasibility of solution, we make the
following assumption.
Assumption 3: The set D is nonempty.
Formally, the objective of traffic control problem is to solve the following constrained optimization problem at the beginning
of t-th cycle
min
x1,...,xN ,f1,...,fN
Φ in (6)
s.t. (7), (8), (9), (10), (11), (12)
(13)
Since traffic networks are usually large scale and collected traffic data include inevitable uncertainties, traffic behaviors are very
difficult to predict. Consequently, effective traffic control strategies are required not only to be able to improve traffic behavior but
also to be smartly reacting to changes in the local regions. Compared to a centralized control system, a distributed architecture
achieves better scalability and robustness. In this setup, road cells need to communicate together to optimize overall cooperation
of whole traffic network. From equations (7-12), one road cell i ∈ R requires its own information and its neighbors’ to check
feasibility constraints of decision control variable fi. Thus, it is is natural to make the following assumption on communication
topology.
Assumption 4: The road cell i can communicate with other road cells in the sets N−i ∪N+i ∪ Ii.
Let G = (V, E) be the communication graph of the traffic network where V is the set of local controllers and E characterizes
communication links in the traffic network. Matching to the physical topology P = (R,J ), we have the node set V = R and
the edge set E = {(i, j) : i, j ∈ V, σ(j) = τ(i) or τ(j) = σ(i) or τ(j) = τ(i)} for the communication graph (see Fig.1b).
The main purpose of this paper is sated as follows.
Problem 1: For a given traffic network satisfying Assumption 1, 2, 3 and 4, develop a control strategy which can be
implemented for every road cell i ∈ R such that it uses only local information from j ∈ N−i ∪ N+i ∪ Ii to determine its
control variables fi corresponding to the optimal solution of the problem (13)
IV. GRADIENT PROJECTION METHOD
A. Primal problem and equivalent dual problem
The Lagrangian function of the problem (13) is given by
L =
N∑
i=1
(
aix
2
i + bixi + ci + wifi
)
+
N∑
i=1
ζi
x0i + ∑
j∈N+i
rjifj − fi − xi

+
N∑
i=1
λi
fi − ∑
j∈N+i
rjifj − xi
+ N∑
i=1
θi
−fi + ∑
j∈N+i
rjifj − xi

+
N∑
i=1
αi (−fi) +
N∑
i=1
βi
(
fi − f i
)
+
N∑
i=1
νi
 ∑
j∈N+i
rjifj − si
+ N∑
k=1
γi
∑
j∈Ii
vjfj − T

where ζi, λi, θi, αi, βi, νi and γk are Lagrange multipliers. We denote x = [x1, · · · , xN ]T , f = [f1, · · · , fN ]T and stack the
multipliers into vectors as ζ = [ζ1, · · · , ζN ]T and η = [ηT1 , · · · ,ηTN ]T where ηi = [λi, θi, αi, βi, νi, γTi for i = 1, . . . , N , then
the Lagrangian function can be described in the form of L = L(x, f, ζ,η). It is noteworthy that the partial derivative ∇ζL
coincides with the equality constraint (7) and does not depend on multiplier η, the partial derivative ∇ηL corresponds to the
inequality constraint (8)-(12) and does not depend on multiplier ζ. So, we have
L(x, f, ζ,η) = Φ(x, f) + ζT∇ζL(x, f, ζ) + ηT∇ηL(x, f,η)
For simplicity, denote x0 = [x01, · · · , x0N ]T , A = diag(a1, . . . , aN ), b = [b1, . . . , bN ]T , c = [c1, . . . , cN ]T and w =
[w1, . . . , wN ]
T , we can write x = x0 −GT f and Φ = xTAx + bT x + cT + wT f. Then, we have
Φ =
(
x0 −GT f
)T
A
(
x0 −GT f
)
+ bT
(
x0 −GT f
)
+ cT + wT f
= fTGAGT f +
(
−2(x0)TAGT − bTGT + w
)
f + (x0)TAx0 + cT
Observe that the objective function is also a quadratic function of downstream traffic flows f. Moreover, the constraint functions
in (13) are affine. So, (13) has a unique optimal solution under Assumption 3. Let xopt, fopt, ζopt ηopt be the optimal solution
of (13), we have the following necessary and sufficient conditions for optimality:
∇xL(xopt, fopt, ζopt,ηopt) = 0, (14)
∇fL(xopt, fopt, ζopt,ηopt) = 0, (15)
∇ζL(xopt, fopt, ζopt) = 0, (16)
∇ηL(xopt, fopt,ηopt) ≤ 0, (17)
ηopt ≥ 0, (18)
diag
(
ηopt
)∇ηL(xopt, fopt,ηopt) = 0 (19)
The above equations are Karush–Kuhn–Tucker conditions of the problem (13). The equations (14) and (15) are stationary
conditions. The derivative of the Lagrangian function with respect to variables xi’s and fi’s are required to be zero at the optimal
solution. The equations (16) and (17) are equality and inequality constraints. For the multipliers corresponding to inequality
constraints, they are necessary to be nonnegative and satisfy the complementary slackness condition (19). In (19), diag (ηopt)
is a diagonal matrix whose main diagonal terms consist of elements of the vector ηopt.
Let F be a subset of R2N where the equality constraint (7) hold for all i = 1, . . . , N .
F = {(x, f) : x = x0 −GT f}
It is no doubt that F is convex and the following constrained optimization is equivalent to the problem (13)
min
(x,f)∈F
Φ(x, f) in (6)
s.t. (8), (9), (10), (11), (12)
(20)
We have the Lagrangian function of the problem (20) as
Le(x, f,η) = Φ(x, f) + ηT∇ηL(x, f,η)
and define the dual function Ψ(η) = inf(x,f)∈F Le(x, f,η). Then, the dual problem corresponging to the constrained optimization
problem (20) is
max
η≥0
Ψ(η)
Under Assumption 3, (20) satisfies Assumption 5. According to Proposition 1 given in the Appendix-A, there exists at least one
Lagrange multiplier η∗ such that
η∗ = arg max
η≥0
Ψ(η) ≥ 0, and Φ∗ = inf
(x,f)∈F
Le(x, f,η∗)
where Φ∗ is the optimal value of (20). Moreover, if
diag (η∗)∇ηLe(x∗, f∗,η∗) = 0 (21)
where (x∗, f∗) = arg min(x,f)∈F Le(x, f,η∗), then (x∗, f∗) is the optimal solution of the primal problem (20) as stated in
Proposition 2 (see Appendix-A). That means (x∗, f∗) = (xopt, fopt) because the problem (13) has a unique optimal solution
and so is the problem (20). Since ∇ζL(x, f, ζ) = 0 for all (x, f) ∈ F , we have inf(x,f)∈F Le(x, f,η) ≡ inf(x,f)∈F,ζ L(x, f, ζ,η)
for all η. It implies
η∗ = arg max
η≥0
inf
(x,f)∈F,ζ
L(x, f, ζ,η) (22)
and there is a vector ζ∗ such that
(x∗, f∗, ζ∗) = arg min
(x,f)∈F,ζ
L(x, f, ζ,η∗) (23)
B. Finding Lagrangian mulitplier based on the gradient projection method
Fixing η and taking the derivative of the Lagrangian function with respect to the traffic volumes, the traffic downstream flows
and Lagrangian multipliers corresponding to equality constraints, we have
∂L
∂xi
=2aixi + bi − ζi (24a)
∂L
∂fi
=− ζi +
∑
j∈N−i
rijζj + hi(η) (24b)
∂L
∂ζi
=x0i +
∑
j∈N+i
rjifj − fi − xi (24c)
where hi(η) = wi + λi −
∑
j∈N−i
rijλj − θi +
∑
j∈N−i
rijθj − αi + βi +
∑
j∈N−i
rijνj +
∑
j∈Ii
vjγj .
Let x∗(η), f∗(η) and ζ∗(η) be the optimal solution of inf(x,f)∈F L(x, f, ζ,η) for a given η. From the optimality conditions
which are obtained by equalizing the right-hand sides of (24) to zero, we have
Gζ∗(η) = h(η) (25)
x∗i (ζ
∗
i ) =
ζ∗i − bi
2ai
(26)
GT f∗(η) = x0 − x∗(η) (27)
where h(η) = [h1(η), · · · , hN (η)]T ∈ RN . From the definition of hi, we can rewrite h = Hη + w with a proper matrix H.
Since G is a nonsingular matrix, the optimal traffic flow vector can be described in a linear form:
f∗(η) = G−T (x0 − x∗(η)) = Pη + p (28)
where P = −0.5G−TA−1G−1H and p = G−T x0 + 0.5G−TA−1b−G−Tw. It is easy to check that all the element matrices in
the matrix P have finite norm; so we have its norm δ = ||P|| <∞. Thus, it holds
||f∗(η(1))− f∗(η(2))|| = ||P(η(1) − η(2))|| ≤ δ||η(1) − η(2)||.
Since x∗(η), f∗(η), ζ∗(η) are continuous function with respect to η, we have Ψ(η) = L(x∗(η), f∗(η), ζ∗(η),η) is also
continuous and
∇ηΨ(η) =∂L(x
∗(η))
∂x
∂x∗(η)
∂η
+
∂L(f∗(η))
∂f
∂f∗(η)
∂η
+
∂L(ζ∗(η))
∂ζ(η)
∂ζ∗(η)
∂η
+∇ηL(η)
From (25), (26) and (27), we have ∂L∂x (x
∗(η)) = ∂L∂f (f
∗(η)) = ∂L∂ζ (ζ
∗(η)) = 0. This implies ∇Ψ(η) = ∇ηL(η). The partial
derivatives of the Lagrangian function with respect to multipliers corresponding to the following inequality constraints are given
as follows:
∂L
∂γi
=
∑
j∈Ii
vjf
∗
j − T (29a)
∂L
∂νi
=
∑
j∈N+i
rjif
∗
j − si (29b)
∂L
∂λi
=f∗i −
∑
j∈N+i
rjif
∗
j − xi (29c)
∂L
∂θi
=− f∗i +
∑
j∈N+i
rjif
∗
j − xi (29d)
∂L
∂αi
=− f∗i (29e)
∂L
∂βi
=f∗i − f i (29f)
So, ∇Ψ(η) also has the linear form of ∇Ψ(η) = Qf∗(η) + q where ||Q|| = % <∞. The following inequality holds
||∇Ψ(η(1))−∇Ψ(η(2))|| ≤ %||f∗(η(1))− f∗(η(2))|| ≤ %δ||η(1) − η(2)||
Moreover, the function Ψ(η) is concave or −Ψ(η) is convex. According to Proposition 3, under the gradient projection update
law (30)
η(k + 1) = max {0,η(k) + ∇Ψ(η(k))} (30)
with a step size  < 2%δ , we have limk→∞ η(k) = η
∗ where
η∗ = max {0,η∗ + ∇Ψ(η∗)}
= max {0,η∗ + ∇ηL(x(η∗), f(η∗),η∗)}
(31)
From the above analysis, we propose the update rule (32)-(33) to estimate the optimal solution fopt.
f(k + 1) = Pη(k) + p (32)
η(k + 1) = max {0,η(k) +  (Qf(k + 1) + q)} (33)
Theorem 1: An optimal solution of the constrained minimization problem (13) is asymptotically achieved by applying the
update rule (32)-(33) with a sufficiently small  in the sense:
fopt = lim
k→∞
f(k).
Proof: In (32), f(k + 1) = f∗(η(k)) is the optimal solution of the subproblem min(x,f)∈F,ζ L(x, f, ζ,η(k)). So, (33) is
coincided with the gradient projection update law (30). As k goes to infinite, η(k) converges to η∗.
Let η∗i be the i-th element of the vector η
∗ and let ∇i be the i-th element of the vector ∇ηL(x(η∗), f(η∗),η∗). From (31),
we have η∗i ≥ 0 and
∇i = max{0, η∗i + ∇i},  > 0 (34)
for all i. If η∗i > 0, the equation (34) holds if and only if ∇i = 0. If η∗i = 0, the equation (34) holds if and only if ∇i ≤ 0.
These facts imply that η∗i∇i = 0 and ∇i ≤ 0 for all i. So, (x∗(η∗), f∗(η∗), ζ∗(η∗),η∗) satisfies (17), (18),(19).
In addition, the equations (26), (25), (27) guarantee the condition (14), (15),(16), respectively. Thus, all KKT conditions are
satisfied or (x∗(η∗), f∗(η∗), ζ∗(η∗),η∗) is the optimal solution of (13).
For more detail, we provide Algorithm 1 as the process of the centralized method to find the optimal solution of (13). The
stopping criteria can be chosen as
||η(k + 1)− η(k)|| < ∆
for a sufficiently small ∆.
Algorithm 1 Centralized algorithm to solve Problem 1.
1: Input: Parameters of road cells i ∈ R: ai, bi, wi, di and rij , rij , rij , j ∈ N+i .
2: Output: Optimal solution fopt.
3: Initialization:
4: Construct the matrices P,Q and vectors p,q.
5: η ← 0 and choose  < 2||P||.||Q|| .
6: Iterative update:
7: while the stopping criteria is not satisfied do
8: f∗ ← Pη + p
9: η ← max {0,η +  (Qf∗ + q)}
10: end while
11: Finish algorithm: fopt ← f∗
V. DISTRIBUTED ALGORITHM FOR TRAFFIC CONTROL
Before describing a distributed version of Algorithm 1, we first design a distributed algorithm which can be applied for a
finite-time solving (25) and (27) to reduce the running time of the while loops.
A. Minimum-time final value computation
The analysis in this subsection is similar to the minimal time consensus method presented in [15]–[17]. However, different
from these works, we are not restrict to a consensus problem where discrete state matrix is a stochastic matrix. Instead, we
consider the discrete-time model
x(l + 1) = Mx(l) + m, t ≥ 1 (35a)
yr(l) = eTn [r]x(l). (35b)
where M ∈ Rn×n is strictly stable, m ∈ Rn is a constant vector and en[r] is an n-dimensional vector with all elements being
zero except the r-th element being one. In (35), x ∈ Rn is a variable vector and yr is an observer corresponding to the r-th
element in x. Let z(l) = x(l+ 1)− x(l) be the difference between two consecutive iterations. From (35), it is easy to verify that
z(l + 1) = Mz(l)
Notice that zr(l+ i) = eTn [r]M
iz(k) = yr(l+ i+1)−yr(l+ i). Since M has only stable eigenvalues, we have liml→∞ z(l) = 0n.
It implies the convergence for yr(l), i.e., y∞r = liml→∞ yr(l), exists.
For a matrix pair [M, eTn [r]], there exists the minimal polynomial qr(t) = tςr+1 +
∑ςr
i=0 Θit
i with minimum degree ςr +1 ≤ n
that satisfies eTn [r]qr(M) = 0
T
n . So, we have
eTn [r]qr(M)z(l) = 0 = e
T
n [r]
ςr+1∑
i=0
ΘiMiz(l), Θςr+1 = 1.
The above equation is equivalent to
0 =Θ0[yr(l + 1)− yr(l)] + Θ1[yr(l + 2)− yr(l + 1)] + · · ·+ Θdr [yr(l + ςr + 1)− yr(l + ςr)]+
+ [yr(l + ςr + 2)− yr(l + ςr + 1)]
or yr(l)Θ0 +yr(l + 1)Θ1 + · · ·+yr(l + ςr + 1)Θςr+1 = const for all l ≥ 0. Thus, the final value of observer (35)b is computed
as
y∞r =
yr(1)Θ0 + yr(2)Θ1 + · · ·+ yr(ςr + 2)Θςr+1
Θ0 + Θ1 + · · ·+ Θςr+1
. (36)
Let q(t) be the polynomial of the matrix M. We have q(t) =
∏n
i=1(t − κi) where κi is an eigenvalue of M. Then one
is not a root of q(t). In [15], the minimal polynomial qr(t) divides the minimal polynomial of M. That means all roots of
qr(t) are also roots of q(t). It guarantees that all roots of qr(t) are different from one or the denominator of (36) is nonzero,
qr(1) = Θ0 + Θ1 + · · ·+ Θςr+1 6= 0.
In [17], Yuan et al. developed an algorithm to calculate the coefficients Θ’s using only observations yr’s. The key idea is to
find the first defective Hankel matrix given in (37).
Hzr [l] =

zr(0) zr(1) · · · zr(l)
zr(1) zr(2) . . . zr(l + 1)
...
...
. . .
...
zr(l) zr(l + 1) . . . zr(2l)
 (37)
Algorithm 2 Minimum-time computation of the final value.
1: Input: Successive observations of yr(i), l = 0, 1, . . . .
2: Output: Final value y∞r .
3: Initialization: l = 1
Y← 1
zr(0)
, c← zr(1), s← zr(2)− (zr(1))
2
zr(0)
.
4: First defective Hankel detection loop:
5: while s 6= 0 do
6: l← l + 1
7: Y←
[
Y + Ycs−1cTY −Ycs−1
−s−1cTY s−1
]
8: c← [ zr(l) · · · zr(2l − 1) ]T
9: s← zr(2l)− cTYc
10: end while
11: Coefficients computation Θ←
[ −Yc
1
]
.
12: Final value computation
13: k ← 0, Dr ← l − 2, γ ← Θ, y∞r ← (36)
We here provide Algorithm 2 to determine the first index l where Hzr [l] looses its rank and the corresponding normalized kernel
Θ. That means
rank(Hzr [l]) = rank(Hzr [l + h]), h = 1, 2, . . . (38)
Hzr [l]Θ = 0. (39)
Denote cl =
[
zr(l) zr(l + 1) · · · zr(2l − 1)
]T
and Zl = Hzr [l], we have
Zl =
 Zl−1 cl
cTl zr(2l)
 for l > 1 (40)
Consider the Schur complement sl = zr(2l)− cTl Z−1l−1cl, it is easy to verify that if sk 6= 0 and Zk−1 is full rank, then the matrix
Zk is nonsingular and its inverse matrix is given as
Z−1l =
 Z−1l−1(Il + cls−1l cTl Z−1l−1) −Z−1l−1cls−1l
−s−1l cTl Z−1l−1 s−1l
 (41)
It implies that Zl will not loose the rank until sl = 0. Or, the minimum index l∗ where sl∗ = 0 determines the first defective
Hankel matrix. From (40), we have [
Θ0 Θ1 · · · Θl∗−1
]T
= −Z−1l∗−1cl∗ (42)
sine Zl∗Θ = 0 and Θl∗ = 1.
Remark 2: Since Algorithm 2 requires only observations yr(l), it can run in parallel with the updated process (35).
B. Main algorithm
Recalling that G = I−R where R is a strictly stable matrix, the equations (25) and (27) can be solved by applying the Jacobi
method as follows.
ζ(l + 1) = Rζ(l) + h(η(k))
f(l + 1) = RT f(l) + x0 − x∗(η(k))
We have liml→∞ ζ(l) = ζ∗(η(k)) and limk→∞ f(l) = f∗(η(k)). Another advantage of the Jacobi method is allowing the road
cells to choose initial estimation states arbitrarily. The detailed formulations of this application for each road cell i ∈ R are
given as
ζi(l + 1) =
∑
j∈N−i
rijζj(l) + hi(η(k)) (43)
fi(l + 1) =
∑
j∈N+i
rjifj(l) + x
0
i − x∗i (η(k)) (44)
Now from the determined multipliers corresponding to equality constraints ζ∗i (η(k))’s and downstream traffic flows f
∗
i (η(k))’s,
the multipliers corresponding to the inequality constraints ηi’s are updated by (45).
λi(k + 1) = max
0, λi(k) + 
f∗i (η(k))− ∑
j∈N+i
rjif
∗
j (η(k))− xi
 (45a)
θi(k + 1) = max
0, θi(k) + 
−f∗i (η(k)) + ∑
j∈N+i
rjif
∗
j (η(k))− xi
 (45b)
αi(k + 1) = max {0, αi(k)− f∗i (η(k))} (45c)
βi(k + 1) = max
{
0, βi(k) + 
(
f∗i (η(k))− f i
)}
(45d)
νi(k + 1) = max
0, νi(k) + 
 ∑
i∈N+i
rjif
∗
j (η(k))− si
 (45e)
γi(k + 1) = max
0, γi(k) + 
∑
j∈Ii
vjf
∗
j (η(k))− T
 (45f)
Note that update rules (43), (44), (45) requires information of road cell i and its neighboring road cells in N+i ∪N−i ∪ Ii.
Moreover, by applying Algorithm 2, to each road cell i we are able to estimate coefficient vectorsΘ(ζi) = [Θ(ζi)0 ,Θ
(ζi)
1 , · · · ,Θ(ζi)ςi , 1]T
and Θ(fi) = [Θ(fi)0 ,Θ
(fi)
1 , · · · ,Θ(fi)ς′i , 1]
T such that
ζ∗i (η(t)) =
ςi+1∑
j=0
Θ
(ζi)
j ζi(l + j)
ςi+1∑
j=0
Θ
(ζi)
j
(46)
f∗i (η(t)) =
ς′i+1∑
j=0
Θ
(fi)
j fi(l + j)
ς′i+1∑
j=0
Θ
(fi)
j
(47)
with the data of ζi(l)’s obtained in (43) (resp., fi(l)’s obtained in (44)). In [23], Charalambous et al. show that there exists a set
of initial states (ζi(0)’s, fi(0)’s) of measure zero for which Θ is different from Θ(ζi) (resp., Θ(fi)). The main reason for which
the algorithm fails is because the Hankel matrix (37) loses rank for the first time too early. Although it is hard to characterize
such the set of initial states, practical techniques to alleviate the problem are available; see, e.g. Remark 7 and Remark 8 in [23].
We here suggest a strategy to deal with this issue. That is, once a road cell has finished Algorithm 2, it uses the determined
vector Θ to compute the final state as in (36) and sends this value to its neighbors with a special flag. By this way, every road
cell knows the final values belonging to itself and its neighbors’. Then, it can check whether its local equation ((43) or (44)) is
satisfied. If there is any violation determined by a road cell i, it sends a special message to notify its neighbors to run Algorithm
2 again with other initial states.
Algorithm 3 Proposed control strategy running in the beginning of cycle.
1: Initialize: Apply Algorithm 2
2: Determine Θ(ζi),Θ(fi) and number Di, D′i.
3: Dmax = max
{
{Di}i=1,...,N , {D′i}i=1,...,N
}
4: Iterative update:
5: Initialization k = 0,ηi(0)← 0
6: while the stop criteria is not satisfied do
7: Run (43) and (44) in Dmax times, then compute
8: ζ∗i (η(k))← (46),
9: x∗i (η(k))← (26),
10: f∗i (η(k))← (47).
11: ηi(k + 1)←(45)
12: k ← k + 1
13: end while
14: Finish algorithm fopti ← fi(k)
Finally, we summarize our analysis in this section as Algorithm 3 which is our main result. Since this algorithm is a distributed
version of Algorithm 1, its correctness is guaranteed by Theorem 1.
Theorem 2: By applying Algorithm 3, each road cell i is able to determine its downstream traffic flow corresponding to i-th
element in the optimal solution of problem (13) by using only local information.
It is noteworthy that Algorithm 3 has key properties of distributed strategies. At the beginning of each cycle, the data of
current traffic conditions are used to determine downstream traffic flows. The computational load of each road cell i ∈ R does
not depend on the size of the network and it is required to communicate with some special road cells, which have same sink
node or source node as i. Moreover, if there is any structural change at one road cell (added or removed), only this road cell and
its neighbors need to be reprogrammed. In the case one road cell j cannot be used due to accident or other reasons, Algorithm
3 is still applicable for remaining road cells with the setup of the turning split ratio rij(t) = 0 for all i ∈ R.
VI. NUMERICAL SIMULATION
In this section, some numerical simulations are conducted to validate our proposed algorithms by using MATLAB.
Fig. 3: Simulation results for normal inflow level case. Yellow bars are cost measurements applied Algorithm 3 and mazarine
bars are corresponding to fixed time strategy.
Fig. 4: Simulation results for high input level case. Yellow bars are cost measurements applied Algorithm 3 and mazarine bars
are corresponding to fixed time strategy.
To evaluate the effectiveness of Algorithm 3, we apply it for the traffic network consisting of 2 × 2 intersections shown in
Fig. 1. The obtained results are compared with traffic behaviors under fixed time control strategy, where green duration times of
intersections are constant in all cycles. The objective function of road cell i ∈ R is considered as
Φi(ρi(k), ψi(k)) = ai
∑
i∈R
ai(ρi(k))
2 + wiψi(k)
where ai = 0.55 if σ(i) = O and ai = 0.5 otherwise; wi = −20 if τ(i) = O and wi = −10 otherwise (negative weight for the
purpose of maximizing). It is a weighted sum of the vehicles volume squared and the downstream traffic flow for each road cell.
Assume that traffic congestion volumes ρcgi = 300 for all i and the exogenous inflow entering into road cell i, where σ(i) = O,
is
µi(t) = Qin[1 + 0.1rand()]
where Qin corresponds to inflow level.
The traffic behaviors we choose to compare are the averaged cost for vehicle distributions, which is
∑
i∈R ai(ρi(k))
2/
∑
i∈R ρi(k),
and the sum of the downstream traffic flow of destination road cells i’s where τ(i) = O, i.e., the total outflows or the vehicles
throughput of traffic network. In the case of normal level Qin = ρ
cg
i /3, simulation results are given in Fig. 3. The left figure
represents the averaged cost for vehicle distributions of some time cycles from 1 to 100, and the right one corresponds to the
total outflows. We see that although the vehicles throughput of traffic network in two strategies are almost similar, Algorithm
3 is shown to improve vehicle distribution condition. This reduces the risk of congestion and increase the smooth operation of
overall traffic network. Fig. 4 are simulation result for high level case where Qin = ρ
cg
i /2. By applying Algorithm 3, traffic
conditions are shown to be improved significantly in both criteria for vehicle distribution and total vehicle throughput of the
traffic network.
Fig. 5: The evolution of Lagrangian multiplier η.
Consider the operation of while loop in Algorithm 3, the main problem is to update iteratively multiplier η of inequality
constraints in (13). We illustrate the evolution of η in 60-th cycle as in Fig.5. The difference of η(k + 1) − η(k) is very tiny
after about 100 steps or ηopt and the optimal solution of (13) is estimated with sufficient accuracy by running about 100 while
loops.
We determine the maximum number Dmax of updates (44) (or (43)) required by one road cell applying Algorithm 2 for the
traffic network of m×n intersections (shown in Fig. 6). To check the advantage of using Algorithm 2, we compare these upper
bounds with the necessary number of update (44)(or (43)) to have sufficient closed solution of (25) (or (27), resp.). TABLE I
shows comparison result for some m’s and n’s. By applying Algorithm 2, the running time of each while loop (in Algorithm 3)
is reduced significantly as the size of traffic networks increases.
I1,1 I1,2 I1,n−1 I1,n
I2,1 I2,2 I2,n−1 I2,n
Im,1 Im,2 Im,n−1 Im,n
Fig. 6: Graph representation for traffic network of m× n intersections.
m = 2
n = 2 5 10 20 30 45 60
(43) or (44) 15 26 35 40 42 42 42
Algorithm 2 14 24 28 30 30 32 32
m = 5
n = 2 5 10 20 30 45 60
(43) or (44) 26 58 84 90 98 112 128
Algorithm 2 24 30 34 34 36 38 40
m = 10
n = 2 5 10 20 30 45 60
(43) or (44) 35 84 125 145 152 159 157
Algorithm 2 28 34 44 46 48 52 56
m = 20
n = 2 5 10 20 30 45 60
(43) or (44) 40 90 145 192 268 368 456
Algorithm 2 30 34 46 56 78 98 118
TABLE I: Comparison of observation times used with and without Algorithm 2.
VII. CONCLUSION
The traffic management is always a crucial problem in human life and affects (directly or indirectly) to economics, society,
politics and environment. To cope with large-scale traffic network, this paper proposed a distributed control strategy to coordinate
the traffic flows. We used discrete-time Cell Transmission Model (CTM) to describe the dynamic nature of road cells and
formulated the control objective as a constrained minimization problem in a multiagent perspective. Under our proposed
algorithms, every road cell uses only local information to determine its control decision (downstream traffic flow) to improve
the traffic conditions in the overall network. We showed that the obtained downstream traffic flows are feasible in the sense that
they satisfy all physical constraints.
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APPENDIX
In this part, we provide some mathematical background for our analysis.
A. Convex optimization
Consider the nonlinear constrained problem
min
x∈X
φ(x)
s.t. gi(x) ≤ 0, i = 1, . . . , p
(48)
under convexity and interior point assumptions as follows.
Assumption 5 (Assumption 5.3.2 [24]): The set X is a convex subset of Rn and the function φ : Rn → R, gj : Rn → R are
convex over X . In addition, there exists a vector x¯ ∈ X such that gi(x¯) < 0, i = 1, . . . , p.
We have the Lagrangian function as
L(x,µ) = φ(x) + µT g(x)
Define the dual function by ϕ(µ) = infx∈X L(x,µ), then the associated dual problem of (48) is given as follows.
max
µ≥0
ϕ(µ) (49)
Let φ∗ and ϕ∗ be the optimal value of the primal problem (48) and the dual problem (49), respectively. From the definition,
we have ϕ∗ ≤ φ∗ in general. Moreover, if the primal problem (48) satisfies conditions stated in Assumption 5, the existence of
Lagrange multiplier is guaranteed.
Proposition 1 (Proposition 5.3.2 [24]): Let Assumption 5 hold for the problem (48). Then φ∗ = ϕ∗ and there exists at least
one Lagrange multiplier µ∗ where
µ∗ ≥ 0 and φ∗ = inf
x∈X
L(x,µ∗)
When the Lagrange multiplier µ∗ is determined, the optimal solution of (48) is verified by the following proposition.
Proposition 2 (Proposition 5.1.11 [24]): Let µ∗ be a Lagrange multiplier having the properties given in Proposition 1. Then
x∗ is a global minimum of the primal problem if and only if x∗ is feasible and
x∗ = arg min
x∈X
L(x,µ∗)
µ∗jgj(x
∗) = 0, j = 1, . . . , p
B. Gradient projection methods
Consider the constrained optimization problem
min φ(x)
s.t. x ∈ X
(50)
where X is a nonempty and convex subset of Rn and φ : Rn → R is continuously differentiable over X . The gradient projection
method is a feasible direction method of the form
xk+1 = xk + αk(x¯k − xk)
where x¯k = [xk − k∇φ(xk)]+. Here, [·]+ denotes projection on the set X , αk ∈ (0, 1] is a stepsize, and k is a positive scalar.
The simplest choice for the stepsize αk and the scalar k are αk = 1 and k =  = const. Under this setup, the convergence of
estimation xk to the stationary point x˜ where [x˜− ∇φ(x˜)]+ = x˜ is sated as in Proposition 3.
Proposition 3 (Proposition 2.3.2 [24]): Let xk be a sequence generated by the gradient projection method with αk = 1 and
k =  for all k. Assume that for some constant L > 0, we have
||∇φ(x)−∇φ(y)|| ≤ L||x− y||,∀x, y ∈ X .
Then, if 0 <  < 2L , every limit point of {xk} is stationary.
