Personalization in marketing aims at improving the shopping experience of customers by tailoring services to individuals. In order to achieve this, businesses must be able to make personalized predictions regarding the next purchase. That is, one must forecast the exact list of items that will comprise the next purchase, i. e., the so-called market basket. Despite its relevance to firm operations, this problem has received surprisingly little attention in prior research, largely due to its inherent complexity. In fact, stateof-the-art approaches are limited to intuitive decision rules for pattern extraction, so that repeat purchases or co-purchases can be identified. However, the simplicity of the pre-coded rules impedes performance, since decision rules operate in an autoregressive fashion: the rules can only make inferences from past purchases of a single customer without taking into account the knowledge transfer that takes place between customers.
INTRODUCTION
Understanding and predicting consumer decision-making has been subject to extensive research. The outcome of the decision-making process forms a multi-category shopping basket which comprises the complete set of items that an individual consumer has purchased together, i. e., the so-called market basket [6] . Both online and offline merchants were traditionally interested in understanding the composition of customers' market baskets, since it enables them to gain valuable insights that can inform personalized marketing and targeted cross-selling programs. These efforts were strengthened in the recent wave of personalization in marketing and has fostered a variety of predictive applications. As a result, firms aim at predicting personalized market baskets from the next purchase of individuals, based on which they improve customer service, supply chain management, or assortment optimization [1] . Despite the prosperous outlook for firm operations, actual works on forecasting market baskets are scarce.
The problem of predicting market baskets entails clear differences from other prediction tasks in marketing. To this end, forecasting techniques have been applied to sales [3, 4, 28] , yet where, different from market basket predictions, purchases are aggregated across stores. Specifically, sales forecasting involves a multivariate time series as input, where the output is then a single value denoting the overall sales volume. Hence, this prediction task is considerably simpler than inferring the dynamic nature of subsets with variable size. Because of this difference, sales forecasting has been approached by feature-based classifiers and recurrent neural networks [13, 17] ; however, these methods are not applicable to the outcome variable in our research. When making predictions with regard to assortments, recent works have been concerned with item-level predictions [11] , where the purchases for a single product are predicted and not a complete basket. User-level predictions of purchases [15] are limited to a single time series as input, as well as a univariate output, whereas market baskets must be modeled as a dynamic set. Ranking, such as in (session-based) recommender systems, orders candidate items by the probability of purchase [9, 10] ; however, this task is merely supposed to re-arrange a list of items [20, 27] , thus failing to provide a subset. Altogether, it becomes evident that the specific nature of predicting market baskets is subject to unique characteristics.
Problem statement: The problem of predicting market baskets refers to identifying the exact set of items a customer will purchase in her next transaction [7] . Formally, we consider a retailer with n available items for purchase, which are given by I = {i 1 , . . . , i n }. Furthermore, the retailer has already served a set of k customers C = {c 1 , . . . , c k } for who purchase histories have been recorded.
The objective is then to infer the next purchase for a given customer c. Additional information for this customer c is available, namely, the ordered sequence of previously purchased market baskets, i. e.,
. . , m c , represents the basket composition and m c is the number of past transactions. Analogously, the complete set of purchase histories across the whole customer base 1, . . . , k is given by B = {B 1 , B 2 , . . . , B k }. Note that the size of the market basket b i c and the length of the purchase history are variable, and depend on both i and m c . Given the purchase history B c of customer c with m c transactions, the market basket prediction returns the expected basket b * c ⊆ I . This should provide the exact set b m c +1 c of items that customer c will purchase with the next transaction m c + 1. In this sense, not a single item is returned but it is supposed to be a subset of I . Therefore, only identical matches between items of b * c and b m c +1 c count as correct predictions.
The stated problem is naturally challenging: market baskets are highly variable and subject to few recurrent patterns due to repeated purchases or co-purchases. At the same time, the number of available items for purchase, n, will be substantially larger than the average size of a market basket, i. e., b i c ≪ n, thus turning into an extreme subset selection problem. This problem thus forbids a straightforward application of recurrent neural networks or ranking approaches which is why prior research has struggled with this type of prediction. In general, predictions usually involve only a single-valued output, whereas, in market basket predictions, the output is given by a subset. Needless to say, predictions of subsets are generally rare.
The common approach to predicting market baskets draws upon association rules. Generally, these encode certain repeated purchases or co-purchases into simple decision rules, such as, e. g., IF { pizza, beer } THEN { painkiller }, where the then-clause states the expected subsequent purchase. The generation of association rules is commonly based on the Apriori algorithm [2] or variants thereof. In keeping with this, recent methods build upon extensive domain knowledge, together with manual feature rule engineering, in order to devise tailored means for finding higher-order purchase patterns [6] . Although intuitive, we argue that there is considerable capacity for improvement, so that a higher prediction performance can be attained:
(1) The proposed prediction rules are all based on exact product matching; i. e., for decision rules, the products "white wine" and "red wine" are completely different as rules cannot learn an implicit hierarchical structure from the data. However, presumably, the inherent similarity between some products (i. e., substitutes) is also responsible for a similar influence on subsequent purchases. (2) Rules are autoregressive in the sense that they can only make inferences from past purchases of a single customer without taking into account the knowledge transfer that takes place between customers. (3) Rule-based approaches fail to provide a measurement for the predictability of the next market basket. However, this is often required by merchants, as such decision support should target only customers with sufficient confidence in the prediction. Proposed prediction algorithm: 1 . In order to address the aforementioned limitations, we propose a novel prediction algorithm that is tailored to market baskets. Specifically, our algorithm allows to identify co-occurrences between shopping histories from different customers. Furthermore, each product is represented by a multi-dimensional (embedded) vector in order to learn similarity structures among the assortment. For this reason, we develop an algorithm that performs similarity matching across all shopping histories, B. Formally, our proposed algorithm is given by a combination of k-nearest neighbor and subsequence dynamic time warping (kNN-SDTW) that operates on embedded product vectors. This form of sequence-based similarity matching is computed according to the Wasserstein distance. Thereby, we interpret market baskets as probability distributions of products from an assortment. We further develop an efficient lower bound of the Wasserstein distance with theoretical guarantees. These components together allow us to make accurate inferences with regard to future market baskets.
Theoretical properties: Our algorithmic advances are also manifested in both the computational complexity and lower bounds of the Wasserstein distance. On the one hand, we perform subsequence matching based on the dynamic time warping algorithm, i. e., subsequential dynamic time warping (SDTW), in order to accelerate the computation of distances between shopping histories. In fact, the computational cost of our algorithm SDTW is O(n (m + 1)). This approximation is superior to a straightforward application of dynamic time warping, which attains merely O(n 2 m). On the other hand, we propose a tight lower bound for the p-Wasserstein distance (p ≥ 1). The resulting algorithm requires O(l 2 ) computations as compared to O(l 3 log l) for the naïve computation, where l denotes the number of unique items in the market baskets under consideration.
Evaluation: The effectiveness of our prediction algorithm is evaluated based on three real-world datasets, which vary in size between 9,000 and over 60,000 customers. We also adapt to the specific needs of offline and online retailers by evaluating our prediction algorithms across multiple levels of granularity, namely, aisle-level and product-level. Overall, we find consistent improvements of our learning algorithm over association rules and naïve heuristics from practice. While our approach outperforms baseline models by 2.54 % on a multi-category dataset comprising of groceries, it multiplies the ratio of correct predictions by a factor of 4.0 for a dataset covering food, office supplies and furniture.
Contributions: There are only a few studies on predicting market baskets and these are limited to the theoretical shortcomings of association rule learning; hence, we advance the literature in the following directions:
(1) We aim to overcome the current limitations in market basket prediction: our novel prediction algorithm can learn hidden structures among products; it can draw upon the complete database of trajectories during prediction time and thus leverages cross-customer knowledge. In contrast to the state-of-the-art, our numerical experiments establish that our algorithm can successfully learn the underlying structure. This is best seen in the fact that we have a several magnitudes higher rate of exact predictions, implying that simple rules are ineffective for encoding the structure behind sequential purchases of market baskets. (2) This work provides the first combination of dynamic time warping for subsequence matching and the Wasserstein distance. The latter provides a natural similarity score that can relate subsets of different sizes to one another. (3) We achieve scalability by deriving a fast variant of subsequence matching based on dynamic time warping with an explicit lower bound, thus giving rise to a tight p-Wasserstein bound.
THE PROPOSED PREDICTION ALGORITHM FOR MARKET BASKETS
We introduce the following mathematical notation. Given a sequence B = [b 1 , . . . , b m ], we then refer to a subsequence of B that spans from the i s -th to the i e -th item via B[i s :
Analogously, we use B[i] as a short-hand form for b i .
Overview
Our approach performs along four steps (see Fig. 1 ):
(1) Product embeddings: First, we build item embeddings, where each item is represented by a multi-dimensional vector with similar items being closer together (in terms of cosine similarity). For instance, "white wine" and "red wine" are mapped on a representation that is in closer proximity than "white wine" and "apples". (2) Wasserstein-based purchasing similarity: Next, we utilize the Wasserstein distance in order to compute distances between market baskets. This allows us to compute distances over sets with a variable number of items. Later, it reveals another benefit, as it allows us to interpret a market basket as a probability distribution over products from a given assortment. In this sense, the distance between two market baskets is then defined by the minimum cost of turning one probability distribution of products into the other. As we shall see later, we suggest an efficient approximation scheme via a lower bound in order to accelerate the computation and, only if the lower bound is promising, perform an exact computation. Figure 1 : Schematic process for predicting the next market basket. At deployment, we first locate the most similar (sub-)sequences among all purchase histories in the customer base. This yields candidate products based on which we predict next purchase. Depending on the estimated similarity from the Wasserstein distance being below a threshold τ , the candidate vector is used or the process reverts to a simple heuristic instead.
(3) Most similar purchasing histories: Based on the Wasserstein distance, we build a k-nearest neighbor sequence matching by employing a subsequence dynamic time warping (i. e., kNN-SDTW). This approach computes distances between sequences of market baskets. This further gives a numerical score that describes the predictability of a customer's market basket.
Our model builds upon a k-nearest neighbor algorithm which locates the most similar purchase histories as follows. Given is the purchase history B c of a customer c for whom we want to predict the next market basket. Mathematically, we then try to find a similar (potentially subsequential) purchase history B d [i s : i e ] across all customers d ∈ {1, . . . , k}, where i s and i e denote the customer-specific start and end of the subsequence, respectively. Given the most similar purchase history, we now have B d [i e + 1] as a set of potential items that customer c will purchase in the next transaction. (4) Market basket prediction: Finally, we can make a prediction of the next market basket. Here we simply choose the next market basket from the most similar purchase histories; however, with a small adaptation. We again compute the Wasserstein distance and, if that exceeds a threshold τ , revert to a fallback prediction. In other words, we leverage the fact that our algorithm knows in which situations the sequence matching is uncertain. If the threshold τ is exceeded, we predict the top-n c items from the purchase history B c , where n c is the number of the items in the previous purchase, i. e., |b m c c |.
Our approach advances the body of research in the following directions. First, we utilize product vectors to model similarity between products. Second, we measure the distance between market baskets (i. e., sets of product embeddings) based on the Wasserstein distance. Finally, we apply an extension of dynamic time warping in order to locate the most similar customer (i. e., the nearest neighbors). The following sections describe each step in detail.
Item Embeddings
Our model builds upon item embeddings, i. e., multi-dimensional vectors that represent products in a vector space in which similar products are closer to each other (according to cosine similarity). Mathematically, the embeddings translate the high-dimensional sparse vectors that denote products in one-hot fashion into a lowerdimensional dense vector. In order to compute these item embeddings, we adapt neural embeddings which were originally introduced in natural language processing [18] . The method aims at finding item representations that capture the relation between an item to other items that are present in the same market basket. Formally, we maximize the log probability as follows. Given a market basket b i c ⊆ I , we aim at maximizing
where p, q refer to products in the market basket b i c ⊆ I . Here Pr(p | q) denotes the softmax function
with u p ∈ R m and v q ∈ R m being latent vectors corresponding to the target and context representation of product p. By averaging u p and v q , we obtain an m-dimensional vector -the embedding vector of product p. The choice of the hyperparameter m is detailed in our online appendix.
Wasserstein Distance
Embeddings link to the distance between products, while we now define a distance between market baskets. Note that two market baskets comprise a different number of products (i. e., m and n) and their sizes must not necessarily be the same (i. e., m n). Hence, we require a distance over variable-size sets.
2.3.1 Definition. Following [24] , we adapt the Wasserstein distance to our setting. Let X = {x 1 , . . . , x m } and Y = {y 1 , . . . , y n } refer to two market baskets which are given by a different set of product embeddings. Then the Wasserstein distance of order p ≥ 1 is defined as
where d is a metric and C is an m × n transportation matrix with elements c i j that satisfy
n j=1
However, this corresponds to a setting with an empty market basket, which does not appear in our work. Fig. 2 illustrates the idea underlying the choice of the Wasserstein distance. It is favorable in our scenario of measuring similarity between market baskets, as it can measure similarities between a varying number of products. For instance, Fig. 2 illustrates a market basket B which contains "Sprite" and "Coca Cola Cherry". The latter is related to "Coca Cola" from market basket A, yet it is Figure 2 : Two market baskets A and B with no overlapping items and different sizes. Common distance measures would return a large distance between the two baskets. In contrast, the Wasserstein distance between A and B suggests that both are fairly similar, as it can learn products that act as substitutes (as indicated by dashed arrows).
not included in this market basket. Therefore, both market baskets A and B share not overlapping items and, on top of that, are of different size. However, their Wasserstein distance over product embeddings suggests that they are fairly similar.
The best average time complexity of solving the Wasserstein distance is O(l 3 log(l)), where l denotes the number of unique items in the union X ∪ Y [19] . This time complexity renders applications infeasible that require large-scale comparisons such as ours. In fact, we later need to compute distances among thousands of market baskets and, hence, we suggest an efficient computation scheme in the following.
Lower
Bound of the Wasserstein Distance. Instead of computing the exact Wasserstein distance for each sample, we first compute a lower bound. This allows us to eliminate candidate sequences when searching for similar purchase histories and, as we shall see later, is responsible for considerably reducing the runtime. Following [14] , we develop a lower bound to d (p) W (X, Y ) but generalize their finding to arbitrary Wasserstein distances in the following lemma.
and
where d is a metric.
Proof. In the following, we prove the first lower bound, as the second follows analogously. Let us assume a simplified definition of the Wasserstein distance where we remove the constraint given by Eqn. (5) . This yields the optimization problem
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Intuitively, this must be a lower bound, as all solutions to the original Wasserstein distance remain a feasible solution despite removing the constraint.
In the following, we show the solution for d (p)
is also the solution ford
. LetC be any feasible matrix for Eqn. (9) with elementsc i j , then
2.3.3 Computation Scheme. By leveraging the previous lemma, we come up with the following approach for approximating the Wasserstein distance. That is, we compute a lower bound LB and, only if that is promising, compute the exact Wasserstein distance. A trivial approach would be based directly on the above lemma and obtain a corresponding lower bound by considering either the first or the second constraint, i. e., LB 1 and LB 2 . For a vector x i , these bound are obtained by computing the nearest neighbor via
where the nearest neighbor search in the second is simply reversed. By taking the maximum of the two lower bounds, we obtain an even tighter lower bound
If the lower bound LB * between two baskets X and Y exceeds the distance of previous nearest neighbors, we skip computation of the exact Wasserstein distance. Overall, we significantly reduce the computation time in comparison to the original O(l 3 log(l)) for the exact Wasserstein distance, while our nearest neighbor search is superior in the sense that it achieves a time complexity of O(l 2 ).
Wasserstein-Based Dynamic Time Warping
We have previously measured the distance between individual market baskets, while we now proceed by extending it to distances between sequences of market baskets. Specifically, we now are interested in locating similar purchase histories. For this purpose, we utilize dynamic time warping and review its naïve form in the following. Afterwards, we extend it to subsequences, while we finally combine it with a k-nearest neighbor procedure.
Dynamic Time Warping has proven to be an exceptionally powerful distance measuring device for time series [12, 25] . It is an algorithm for measuring similarity between two temporal sequences where events occur at different speeds. This is addressed by "warping" sequences non-linearly in the time dimension in order to determine a measure of similarity independent of certain non-linear variations in time. Mathematically, its distance between two sequences is the sum of the matched objects from the sequences after the two sequences have been optimally mapped.
The abovementioned arguments make the dynamic time warping framework a natural choice for measuring similarities between purchasing histories. Customers alike might make repeat purchases at different repeat rates. On top of that, might even exchange the original item against a different product which acts as a substitute. 
According to dynamic time warping, the distance between them, d DTW (B c , B d ), is determined by a matrix D ∈ R n×m . For i = 1, . . . , n and j = 1, . . . , m, the element D i j of D is computed according to the recursive scheme
with
Evidently, naïve dynamic time warping can compute similarities even when the two sequences are related non-linearly. However, it has a particular caveat as both the first and last element of the sequences must be identical matches. This is not beneficial in our case: e. g., a younger customer with short purchase history might map well with only some recent time span of a customer with a much longer history. Hence, we now extend the similarity matching to subsequential cases. We are now left how subsequential matching can be accomplished. A trivial solution approach would be to consider all possible subsequences of B d , i. e., B d [i s : i e ] for 1 ≤ i s ≤ i e ≤ m. However, this approach would result in a time complexity of O(nm 2 ) that renders applications with large-scale data infeasible. Instead, we adapt the DTW algorithm to identify matching subsequences by utilizing star-padding [22] . The idea behind star-padding is to insert a special zero-distance value at the beginning of B c , i. e., it has zero distance to b i d for i = 1, 2, . . . , m. This translates into the following subsequential DTW algorithm: the distance d SDTW (B c , B d ) is determined by min i D in of matrix D, whose entries are computed Figure 3 : Example how subsequential dynamic time warping computes the distance between a given purchase history for customer c, i. e.,
, and potential subsequences of the purchase history of customer d, recursively via
for all i = 1, . . . , n and j = 1, . . . , m with
Here the use of star-padding [22] reduces computational complexity to O((n + 1)m) for deriving the minimum subsequence distance.
Prediction
After having introduced a tool for computing distances between purchase histories, we now proceed by stating how we derive a prediction of the next market basket for a customer.
k-Nearest
Neighbor Matching. Instead of making predictions from the most similar subsequence, we now suggest a classifier that leverages information from multiple similar subsequences based on k-nearest neighbor. In general, the input to the k-NN approach consists of one unknown datapoint and the k closest training examples in the feature space. After having identified the k closest samples, it is widespread to infer the prediction by taking the majority class within the set of the k neighbors. In order to utilize a nearest neighbor classifier for predicting market baskets, we adapt the method by making the following changes. First, we utilize the distance of the SDTW approach to define how close two samples are. Given a purchase history
as input, we then compute the prediction, i. e., the next market basket for a customer c, by considering all purchase histories B = {B 1 , B 2 , . . . , B k } for k customers. We solve
in order to find the closest (and potentially subsequential) purchase histories within the complete customer base. Note that this optimization problem is extended for the desired number of nearest neighbors.
For 1-nearest neighbor, the prediction for the next market basket is simply B i * [i * e + 1]. For k > 1, we take the most common items within the k market baskets, where the size of the predicted basket is determined by the nearest neighbor B i * [i * e + 1].
2.5.2
Similarity-Aware Prediction. Our Wasserstein-based approach has the advantage of returning a quantity of how similar the most similar purchase history is. We additionally leverage this in order to discard our predictions based on a look-up of similar purchase histories. Instead, we revert to a fallback prediction in the form of a straightforward heuristic that is often more reliable for such cases. This approach lets us exclude customers that have highly particular or unique habits and where such similarity scoring would otherwise fail. As a remedy, we then apply a simple heuristic for purchasing personal top-n items; cf. baselines later for details. Our above switch is based on a simple condition d
is a potential nearest neighbor and τ denotes a threshold. More precisely, we utilize our similarity-based prediction only as long as the k nearest neighbors have an average distance of below τ . Finally, the threshold τ presents a hyperparameter that is tuned as detailed in the online appendix.
NUMERICAL EXPERIMENTS 3.1 Performance Metrics
For each predicted market basket, we evaluate the agreement of the predicted basket and the real basket using the following metrics:
• Wasserstein distance: The Wasserstein distance is based on item embeddings and thus measures the degree to which the prediction is similar while accounting for products that act as substitutes. For instance, a market basket comprising "red wine" has a small Wasserstein distance to a market basket containing "white wine". • F1-score: The F1-score is defined as the harmonic mean of precision and recall and is a common metric for market basket comparison. • Jaccard coefficient: The Jaccard coefficient is the ratio of cooccurrences to non-co-occurrences between items of the predicted market basket and items of the true next market basket, i. e., between market basket b * and b. Formally, the Jaccard coefficient is defined by
where p is number of items in both b * and b; q is the number of items in b * and not in b; and r the number of items not in b * but in b. Note that the F1-score and the Jaccard coefficient measure the overlap by counting the exact matches between market baskets, whereas the Wasserstein distance introduces a probabilistic distance.
Datasets
In this work, we experiment with three public datasets: (1) Simplified Instacart: We retrieved the Instacart groceries dataset for analyzing market baskets. 2 This dataset includes 3,214,874 orders with 49,688 different products grouped into 134 categories (i. e., aisles). We first start with this simpler task where, due to the category-based aggregation, the available assortment becomes considerably smaller and where we expect only small differences over our baselines. We included this analysis intentionally in our paper as it later allows us to discuss strengths and weaknesses of our method. (2) Product-level Instacart: We use the same dataset but afterwards study it at the product level. This greatly increases the number of available items and, as we shall see later, immediately renders our baselines inferior. Here we report our results for the items that are among the 500 most frequently purchased products. (3) Ta-Feng grocery dataset: The Ta-Feng dataset is a prevalent baseline dataset in marketing analytics that covers products from food, office supplies, and furniture. 3 It contains 817,741 transactions that belong to 32,266 users and 23,812 items. Similarly to the previous dataset, we report our results for the items that are among the 500 most frequently purchased products. Our appendix lists additional summary statistics, as well as our preprocessing steps.
Considered Baselines
This section briefly summarizes our set of baseline models. Our choice was made in line with the status quo in prior literature [5, 21, 26, 29] as follows:
• Global top items: As a simple baseline, we compute the performance of a model that predicts the n c most frequently purchased items across all customers. Note that n c depends on the customer. • Personal top items: This baseline purchases the top-n c items from customer c. Hence, it adapts to the specific taste of customer c, but cannot recognize time variations. • Repurchase last basket: The next baseline method predicts a market basket that consists of products bought in the customer's previous purchase, i. e., for a sequence of market baskets
In contrast to the other models, this baseline predicts the size of the market as the size of the previous basket and is further capable to recognize simple autoregressive dynamics. • Association rules: A common approach to analyze market baskets are association rules [2, 6, 7] . In general, association rules are used for investigating products that are often purchased together. As we are interested in a prediction of future products, we adapt the association rule in the following way. For a sequence
of market baskets, we build the tuple of product pairs from the Cartesian product for all consecutive baskets, i. e.,
Then, we build the union of all sets of Cartesian products C = c C c and compute a matrix S ∈ N n×n , where S ab denotes the number of times, item a is in market basket b i c and b is in the subsequent market basket b i+1 c , i. e.the support of tuple (a, b) in C. Here n refers to the number of items in our assortment. The prediction of the next market basket of a sequence B c = [b 1 c , b 2 c , . . . , b m c ] is then given by the products that have been 3 http://www.bigdatalab.ac.cn bought most often after products from basket b m c have been bought.
Prediction Performance
3.4.1 Simplified Category-Based Instacart Purchases. Tbl. 1 lists predictive performance for our models when predicting market baskets on aisle level. Note that this is an artificial example where the complexity of the assortment was reduced in order to better understand the strengths and weaknesses of the different methods.
Our approach outperforms the former baselines in terms of the F1-score and, for all other metrics, it is fairly on par. As a direct implication, we see that such a small dataset with more repeat purchasing (due to the fact that products are combined into categories) is not favorable for our approach, since it can apparently not leverage the hierarchical structure from the item embeddings.
Model
Wasserstein F1-Score Jaccard distance coefficient Table 1 : Performance for prediction of next market basket on a simplified variant of the Instacart dataset, where products were aggregated at aisle level. Accordingly, the complexity of the task is reduced in comparison to the other productlevel datasets and, as expected, we observe a setting that is beneficial for the baselines. Best performance in bold.
Product-Level Instacart
Purchases. We now proceed to evaluate the model for predicting market baskets on product level. The corresponding results are detailed in Tbl. 2. Among the baseline models, predicting the personal top items of each customer performs best, outperforming the second best baseline by 18.73 % in terms of F1-score. When comparing with our simplified dataset from the previous section, we evidently note based on the dataset that a good solution is considerably more complex as the repeat purchase heuristic fails to identify an accurate structure. In contrast, our approach outperforms all baselines: it increases the prediction performance in terms of F1-score by 2.54 %. 
Sensitivity Analysis across Product Categories
Tbl. 4 lists prediction performance of our approach across different product categories. It enables us to judge whether product categories with strong customer loyalty and thus less likelihood of substitution effects can be better predicted. Evidently, the prediction of products from the categories "bakery" and "pets" achieves the highest prediction performance in terms of F1-score. In contrast, "snacks" and "alcohol" appear the hardest to predict. For instance, purchasing behavior of alcoholic beverages is known to be largely driven by price sensitivity and thus rare repeat purchasing with strong substitution effects. Table 4 : Sensitivity of the prediction performance by product category (sorted according to F1-score).
Computational Performance
We are now interested in comparing the runtime of the exact Wasserstein distance against our approximation scheme. The following results are based on an Intel Xeon Silver 4114 2.2 GHz processor with 10 cores and 64 GB RAM. Runtime: We find that computation of the lower bound is roughly twice as fast as the exact scheme when evaluating it on the on product-level Instacart product dataset (as it is the largest one). Here the timings amount to 152 vs. 67.5 microseconds.
Hitrate of lower bound: We also measured the hitrate of the lower bound which denotes the percentage of purchase histories that could be filtered out because the lower bound exceeded the Wasserstein distance to the closest candidates. For the previous dataset, we obtained a hitrate of 80.14 %. Hence, most candidates can be ignored without computing the exact Wasserstein distance. This result highlights that the lower bound is very tight to the actual Wasserstein distance.
Memory: As kNN-SDTW merely utilizes dynamic time warping to compute distances between short sequences representing purchase histories, the memory requirement is neglectable.
USE CASES FOR PERSONALIZED PURCHASE PREDICTIONS
Currently, there are three main application areas for market basket predictions:
Recommender systems: The majority of recommender systems currently used in real online shopping environments are based on collaborative filtering methods [8, 16, 23] . However, these methods usually produce only a list of items, out of which many are substitutes and rarely complementary. If complementary items are desired, our methods could help in offering not only a prediction of a single item but make suggestions of item bundles that are likely to be purchased together. For instance, a recommender system for cooking must suggest ingredients for a meal, for which the combination gives a nice taste. Hence, we provide a path to better identify complementary items for such settings.
Supply chain optimization: Online shopping platforms and even brick-and-mortar supplies have recently started to experiment with preemptive delivery, i. e., preparing products for shipping even though the product has not yet been officially sold. However, these approaches are limited to single-item shipments and can not yet handle item bundles. Here our method provides a remedy: it makes suggestions of the actual market basket that is desired and should be shipped (as opposed to a single item thereof).
Assortment optimization: When optimizing assortments, practitioners oftentimes focus on selecting products that are most profitable but ignore the importance of repeat purchases and particularly co-purchasing patterns. Here our approach can potentially provide new insights that help in obtaining a better understanding, as our approach allows online/offline store managers to simulate purchasing behavior while considering actual baskets. Hence, products that are bought together can be arranged appropriately, i. e., in close proximity.
DISCUSSION 5.1 Relationship to Literature
Personalized purchase predictions of market baskets are a challenging undertaking, which prohibits a naïve application of traditional machine learning frameworks. Recurrent neural networks are effective at learning sequences, yet they return an output vector of a fixed size and can thus not adapt to the variable size of market baskets. Ranking is commonly utilized when predicting a precision@k such as relevant when inferring subset of items, yet it lacks a rule that prescribes a cut-off point in order to determine the size of the market basket. Furthermore, it struggles with extreme size imbalances as in our case ( b m c ≪ n), merely orders items by purchase probability, and, therefore, does not learn substitution effects among items within a market basket (e. g., milk from brand B might be purchased due to a promotion and thus replaces brand A in the market basket).
Potential for Future Work
As other methods, ours is not free of limitations. In order to better understand the strengths and weaknesses of our method, we performed an additional numerical comparison on a simplified Instacart dataset where products were artificially aggregated across categories (i. e., aisles). Evidently, the small size of the assortment, the dominance of repeat purchases, and the lack of strong dynamics rule out potential benefits from our approach and thus let it appear on par with baselines. A potential explanation stems from the fact that the use of embeddings is almost redundant and that the aggregation cancels out any complex dynamics that could be captured by sequence matching. On the contrary, our proposed method is particularly strong on complex tasks with large assortments, showing that its performance is considerably superior. We also see that it is difficult for our method to capture complex substitution effects (especially, when these are driven by spontaneous purchases or price promotions as common for alcoholic beverages).
Concluding Remarks
This paper advances the existing literature on sales forecasting which is primarily studying purchase predictions at item or firm level, whereas we propose an innovative approach at basket level for personalized purchase predictions. Here the objective is to identify the exact set of items (i. e., the market basket) from a future purchase, while drawing upon past purchase histories as input. Our prediction algorithm entails several unique characteristics: (1) It is based on dense (embedded) vector representations of items in order to infer hidden structures among them, which eventually aids the identification of co-occurence patterns. (2) We propose to utilize the Wasserstein distance for this task based on which we measure the similarity between baskets. It implies intuitive interpretations and further quantifies predictability. (3) We perform cross-customer similarity matching. Thereby, we deliberately search for similar purchasing habits in the complete set of shopping trajectories. This thus facilitates a richer knowledge base and differs from the recurrent or autoregressive models in the literature which merely extrapolate the historic time series of an individual customer without information from other customers. (4) We develop a fast prediction algorithm based on k-nearest neighbor subsequential dynamic time warping, derive its computational complexity, and suggest a lower bound for the Wasserstein distance.
A RESEARCH METHODS A.1 Summary statistics
Tbl 5 lists the three datasets utilized for our experiments along with statistics about the size and complexity of the dataset. Table 5 : Summary statistics of the datasets (after preprocessing).
A.2 Preprocessing
We only consider customers that have a purchase history of at least ten market baskets, each with at least five items. Further, we split our datasets into training, validation and test set in ratios of 80 %, 10 %, and 10 %, respectively. In line with prior literature, we adopt a customer-level splitting strategy. That is, we split by customers, i. e., each customer is in one of the different sets but not in two.
For each customer c in the test set, we utilize the purchase history B c = b c 1 , . . . , b c m for identifying the customers with the closest purchase histories in our training set. By taking their next purchase as the gold standard, we then predict the next market basket of customer c in order to measure the performance.
A.3 Estimation Details
Our approach contains only very few parameters, which contribute to the robustness of our evaluation. All our hyperparameters are listed in Tbl. 6. In fact, our approach only involves three hyperparameters: (i) the embedding dimensions for products, (ii) the threshold τ that decides if to utilize a fallback prediction or our approach, and (iii) the number of k-nearest neighbors that we base our prediction on. The embedding dimension was set to 50 across all experiments as we found this already beneficial.
State-of-the-art methods [5, 21, 26, 29] must fix the size of the predicted basket. Here choices of n = 5 or n = 10 are common; however, we found that this impedes the performance given the large assortment in our experiments. Hence, we decided to introduce additional flexibility by making the size of the predicted market basket dynamic to the customer's personal behavior. Hence, all baselines, as well as the fallback heuristic in our proposed model, utilize a customer-specific size n c that amounts to the average basket size of the previous purchases from customer c.
Parameter
Tuning range Table 6 : Hyperparameters with tuning ranges. Note that the small number of hyperparameters contributes to the robustness of our approach, as well as our evaluation.
Our earlier descriptions were based on a Wasserstein distance with an arbitrary p ≥ 1. For our experiments, we now have to specify a choice: we utilize the ℓ 1 −Wasserstein distance (p = 1) for measuring similarities between market baskets.
