86 i. Data formatting 87 The data extracted from the research database needed: (1) to remove erroneous data due to 88 disconnection of the patient from the ventilator or the monitor, or due to transient 89 interventions such as suctioning;
(2) to remove the rows at which no ventilator setting 90 variables was modified; (3) to adapt data format for classifier training. The methodology to 91 format the data is described in S1 file. 92 93 Data categorization 94 SpO 2 levels at 5min were classified into three categories (Table 1 ). The thresholds were 95 selected according to clinical value: a SpO 2 < 92% is a target to increase oxygenation in 96 mechanically ventilated children [6] . The critical level of 85% SpO 2 is used as an alarm of 97 severe hypoxemia in intensive care [7] . 102 The data analysis showed a severe imbalance with most SpO 2 at 5min above 92%. This is 103 logical as caregivers want to maintain SpO 2 in normal range during child PICU stay. In such 104 condition, the classifier learns the majority class label (class 3) (Table 1 ) but doesn't learn the 105 minority class labels (class 1 and 2) [8] . The data balancing process aims to allow the 6 106 classifier to learn from all class equally. The data balancing process used in this study 107 included a combination of down-sampling and up-sampling techniques: to balance the three 108 classes of the data involved, a down-sampling of the SpO 2 class 3 using TOMEK algorithm [9] 109 and an over-sampling of SpO 2 class 1 and 2 using Synthetic Minority Oversampling 145 For a given number of classes K > 2, the cross-entropy error can be formulated as shown in 146 eq. 3, where (W i ) i is the matrix of weights between the neuron layers, r i is the target value. y i is 147 the value generated by the ANN, ie., its output.
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The outputs of the ANN are: 208
The F-score provides a single measure of classification performance of the model used.
209
210 Results and discussion 211 We developed and assessed the performances of two machine learning classifiers on four 212 different balanced datasets to predict SpO 2 at 5 min after a ventilator setting change (ie FiO 2 , 213 PEEP, Vt/Pressure), in 610 mechanically ventilated children. In Fig 4 and Table 2 , we report 214 the performances of these two classifiers. Using the classification performance metrics, the 215 bagged trees classifier trained on dataset #3 (see Fig 2) has yielded the best classification 216 performance on the test sets ( Table 2 ). The confusion matrix of the whole bagged trees 217 shows that SpO 2 at 5 min could correctly predict in 76% of class "1" data, 62% of class "2", 218 and 96% of class "3" (Fig 4) . This huge variation in classification performances of the three 219 class labels can be explained by the large variation in the numbers of observations available 220 for each of the class labels in the initial dataset that has limited the machine learning (Table   221 1 (Table 3) . As for the Bagged complex trees, the variation of the 237 number of complex trees did not yield significant changes in classification performance 238 (Table 4) . In agreement with previous studies regarding bagging being a better method for medical 252 data classification, tree Bagging fared better than the artificial neural network used in this 253 study [12] . It is noteworthy however that the gaps in performance results between the 254 training and testing confusion matrices are relatively higher in the case of bagged trees 255 model than in that of the artificial neural network ( Fig 5) . This seems to indicate that, 256 although the bagged trees model was capable of learning very well from the data, there's 257 still room for improvement in the generalization. The SMOTE algorithm is designed in such a 258 way that should theoretically not affect the generalization of the trained model. In cases of 259 extreme data imbalance, however, as is the case in this study, the over-sampling within the 260 data space of a given minority class label, used for increasing the cardinality of the class 261 label's set, is also likely to be extreme. This may render the data space of this class relatively 262 dense with respect to the rest of the data, made up of real data points of the studied patient 263 sub-population. This may potentially explain the classification model's relatively poor 289 developing algorithms domains, such as transport or finance, data are specifically collected 290 for research purposes. This is not the case in healthcare where the primary objective of data 291 collection systems is to document clinical activity, resulting in several issues to address in 292 data collection, data validation and complex data analysis [17] . As detailed in S1 file, a 293 significant amount of effort is needed, when data have been successfully archived and 294 retrieved, to transform the data into a usable format for research.
295 This study has several limitations. The limited row number reduced the SpO 2 classification 296 for machine learning predictive model to three clinically relevant classes. SpO 2 is a 297 continuous variable and the use of three class is probably insufficient, especially when high 298 SpO 2 range is suggested as potentially harmful [18, 19] . Instead of the classification model, 299 the next step could be to test regression models' performance. SpO 2 was predicted at 5min 300 after ventilator setting change, a clinically relevant delay. However, the delay between 301 ventilator setting change and oxygenation steady state is not well defined and vary from 1 to 
