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Abstract
We present a simple finite element method for the discretization of Reissner–
Mindlin plate equations. The finite element method is based on using the non-
conforming Crouzeix-Raviart finite element space for the transverse displace-
ment, and the standard linear finite element space for the rotation of the trans-
verse normal vector. We also present two examples for the discrete Lagrange
multiplier space for the proposed formulation.
Key words Reissner–Mindlin plate, Lagrange multiplier, biorthogonal system, Crouzeix-
Raviart element, a priori error estimates
AMS subject classification. 65N30, 74K20
1 Introduction
It is a challenge to design a simple finite element scheme for Reissner–Mindlin plate
equations, which does not lock when the plate thickness becomes close to zero. A
standard discretization normally does not provide a uniform convergence with re-
spect to the plate thickness. This problem is often referred to as locking. Many finite
element techniques are developed over the past twenty years to avoid locking and ob-
tain a uniform convergence with respect to the plate thickness [AF89, BF91, AB93,
CL95, Lov96, AF97, CS98, Bra96, FT00, Bra01, ACPC02, Lov05]. Most of these
finite element methods are either too complicated or too expensive to implement.
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In this paper, we present a very simple finite element method for Reissner–Mindlin
plate equations providing a uniform convergence with respect to the plate thickness.
We consider both simply supported and clamped boundary condition. Previously,
a simple finite element method for Reissner–Mindlin plate equations is presented
[Lam13b] for the case of clamped boundary condition, where we have enriched the
standard linear finite element space with element-wise bubble functions for the ap-
proximation of the transverse displacement to ensure the stability of the system.
In this paper, we show that the stability is ensured if we use the nonconforming
Crouzeix-Raviart finite element space to approximate the transverse displacement,
whereas other variables are discretized as in [Lam13b]. That means each component
of the rotation of the transverse normal vector is approximated by the standard
linear finite element, whereas we present two examples of the discrete Lagrange
multiplier space. The first one is based on the standard linear finite element space,
whereas the second one is based on a dual Lagrange multiplier space proposed in
[Woh01, KLPV01]. The main advantage of using a dual Lagrange multiplier space
is that it allows an efficient static condensation of the degrees of freedom associated
with the Lagrange multiplier space. This leads to a positive-definite system. An
iterative solver performs better for a positive-definite system than for a saddle point
system. Hence the dual Lagrange multiplier space leads to a more efficient numeri-
cal scheme. The case of clamped boundary condition is treated by using the idea of
mortar finite elements for the boundary modification [BD98, Lam13b].
We now want to point out some links of this present work with some previously
presented nonconforming finite element schemes for Reissner-Mindlin plate equa-
tions [AF89, AF97, Lov05]. For example, the finite element scheme presented in
[AF89] uses the nonconforming Crouzeix-Raviart finite element for the transverse
displacement, but each component of the rotation of the transverse normal vector is
approximated by the standard linear finite element space enriched with element-wise
bubble functions, and the Lagrange multiplier space is discretized by the space of
piecewise constant functions. We do not need to use bubble functions in our formu-
lation, and hence our finite element method is more efficient than this finite element
scheme.
The finite element scheme in [Lov05] uses the nonconforming Crouzeix-Raviart finite
element for the transverse displacement and each component of the rotation of the
transverse normal vector, whereas the Lagrange multiplier is approximated by the
space of piecewise constant functions. Since the Crouzeix-Raviart element is used
for each component of the rotation of the transverse normal vector, a stabilization is
introduced in order to achieve Korn’s inequality. Since we use a conforming approach
for the rotation of the transverse normal vector we do not need the stabilization for
our finite element scheme.
The rest of the paper is planned as follows. The next section briefly recalls the
Reissner–Mindlin plate equations in a modified form as given in [AB93]. We de-
scribe our finite element method and present assumptions on the discrete Lagrange
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multiplier space in Section 3. Section 4 is devoted to the presentation of two ex-
amples of the discrete Lagrange multiplier space for the simply supported boundary
condition, and we show the modification of the discrete Lagrange multiplier space
for the clamped boundary condition in Section 5. Finally, we apply static condensa-
tion of the Lagrange multiplier in Section 6 before drawing a conclusion in the last
section.
2 A mixed formulation of Reissner–Mindlin plate
Let Ω ⊂ R2 be a bounded region with polygonal boundary. We need the following
Sobolev spaces for the variational formulation of the Reissner–Mindlin plate with
the plate thickness t:
H1(Ω) = [H1(Ω)]2, H10(Ω) = [H10 (Ω)]2, and L2(Ω) = [L2(Ω)]2.
Since the regularity of the shear stress depends on the plate thickness t, we use the
Hilbert space for the shear stress depending on t. Let (H10(Ω))′ and (H1(Ω))′ be the
dual spaces of H10(Ω) and H1(Ω), respectively. Now we define the Hilbert space for
the shear stress as
Mt :=
{
{ζ ∈ (H10(Ω))′ : ‖|ζ‖|t <∞}, for the clamped boundary,
{ζ ∈ (H1(Ω))′ : ‖|ζ‖|t <∞}, for the simply supported boundary,
where the norm ‖| · ‖|t is defined as
‖|ζ‖|t =
{
‖ζ‖(H10(Ω))′ + ‖∇ · ζ‖H−1(Ω) + t‖ζ‖L2(Ω) for the clamped boundary,
‖ζ‖(H1(Ω))′ + ‖∇ · ζ‖H−1(Ω) + t‖ζ‖L2(Ω) for the simply supported boundary.
In order to get a unified framework for the clamped and simply supported boundary
of Reissner-Mindlin plate we define the space V for the transverse displacement as
V :=
{
H10(Ω), for the clamped boundary,
H1(Ω), for the simply supported boundary.
We consider the following modified mixed formulation of Reissner–Mindlin plate
equations proposed in [AB93]. The mixed formulation is to find (φ, u, ζ) ∈ V ×
H10 (Ω)×Mt such that
a(φ, u;ψ, v) +b(ψ, v; ζ) = `(v), (ψ, v) ∈ V ×H10 (Ω),
b(φ, u;η) − t2
λ(1−t2)(ζ,η) = 0, η ∈ Mt,
(1)
where λ is a material constant depending on Young’s modulus E and Poisson ratio
ν, and
a(φ, u;ψ, v) =
∫
Ω
Cε(φ) : ε(ψ) dx + λ
∫
Ω
(φ−∇u) · (ψ −∇v) dx,
b(ψ, v;η) =
∫
Ω
(ψ −∇v) · η dx, `(v) =
∫
Ω
g v dx.
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Here g is the body force, u is the transverse displacement or normal deflection of the
mid-plane section of Ω, φ is the rotation of the transverse normal vector, ζ is the
Lagrange multiplier, C is the fourth order tensor, and ε(φ) is the symmetric part of
the gradient of φ. In fact, ζ is the scaled shear stress defined by
ζ =
λ(1− t2)
t2
(φ−∇u) .
3 A finite element discretization
We consider a quasi-uniform triangulation Th of the polygonal domain Ω, where Th
consists of triangles where h denotes the mesh-size. Note that Th denotes the set of
elements. For an element T ∈ Th, let Pn(T ) be the set of all polynominals of degree
less than or equal to n ∈ N ∪ {0} in T . Let {xi}Ni=1 be the set of all vertices of the
triangulation Th, and Nh = {i}Ni=1. Let Eh be the set of all edges of elements in Th,
and [vh]e the jump of the function vh across the edge e.
We consider a nonconforming finite element space Sh for the transverse displacement,
where the continuity of a function vh ∈ Sh across an edge e ∈ Eh will be enforced
according to
Je(vh) :=
∫
e
[vh]e dσ = 0.
This is the standard nonconforming Crouzeix-Raviart finite elment space Sh [CR73]
defined as
Sh := {vh ∈ L2(Ω) : vh|K ∈ P1(K), K ∈ Th, Je(vh) = 0, e ∈ Eh}.
The finite element basis functions of Sh are associated with the mid-points of the
edges of triangles. To impose the homogeneous Dirichlet boundary condition on Γ
we define Wh as a subset of Sh where
Wh := {vh ∈ Sh :
∫
e
vh dσ = 0, e ∈ Eh ∩ Γ}.
As Wh 6⊂ H10 (Ω), we cannot use the standard H1-norm for an element in Wh. So we
define a broken norm on Wh as
‖vh‖1,h :=
√∑
T∈Th
‖vh‖21,T , vh ∈Wh,
and an element-wise defined gradient ∇h and divergence ∇h· as
∇huh|T = ∇(uh|T ), and ∇h · uh|T = ∇ · (uh|T ), on T, T ∈ Th.
4
We note that the standard linear finite element space enriched with element-wise
defined bubble functions to approximate the transverse displacement is used in
[AB93, Lam13b], which is a conforming approach. Our approach here is noncon-
forming for the transverse displacement since Wh 6⊂ H10 (Ω).
Each component of the rotation of the transverse normal vector is discretized by
using the standard linear finite element space
Kh := {qh ∈ H1(Ω) : qh|K = P1(K), K ∈ Th}, K0h := Kh ∩H10 (Ω).
The finite element space for the rotation of the transverse normal vector is
Vh :=
{
[Kh]
2, for the clamped boundary,
[K0h]
2, for the simply supported boundary.
3.1 Discrete Lagrange multiplier spaces
Let Mh ⊂ L2(Ω) be a piecewise polynomial space with respect to the mesh Th
used to discretize each component of the Lagrange multiplier ζ ∈Mt. The discrete
Lagrange multiplier space is defined as Mh := [Mh]
2. The Lagrange multiplier
ζ ∈ Mt is the shear stress, and the discrete space for the shear stress should have
the approximation property in the L2-norm. Hence we need
inf
µh∈Mh
‖v − µh‖L2(Ω) ≤ Ch|v|1,Ω, v ∈ H1(Ω).
ζhuhφh
Figure 1: Degrees of freedom for the finite element spaces
The finite element formulation is to find (φh, uh, ζh) ∈ Vh ×Wh ×Mh such that
ah(φh, uh;ψh, vh) +bh(ψh, vh; ζh) = `(vh), (ψh, vh) ∈ Vh ×Wh,
bh(φh, uh;ηh) − t
2
λ(1−t2)(ζh,ηh) = 0, ηh ∈ Mh,
(2)
where
ah(φh, uh;ψh, vh) =
∫
Ω
Cε(φh) : ε(ψh) dx + λ
∫
Ω
(φh −∇huh) · (ψh −∇hv) dx,
bh(ψh, vh;ηh) =
∫
Ω
(ψh −∇hvh) · ηh dx.
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In order to get stability and optimality of our finite element scheme we impose
the following assumptions on the discrete Lagrange multiplier space as in [AB93,
Lam13b].
Assumption 1. 1(i) dim Mh = dim Vh.
1(ii) There is a constant β > 0 independent of the triangulation Th such that
‖φh‖L2(Ω) ≤ β sup
µh∈Mh\{0}
∫
Ωµh · φh dx
‖µh‖L2(Ω)
, φh ∈ Vh. (3)
1(iii) The space Mh has the approximation property:
inf
µh∈Mh
‖µ− µh‖L2(Ω) ≤ Ch|µ|1,Ω, µ ∈ H1(Ω). (4)
1(iv) There exist two bounded linear projectors Qh : H10(Ω)→ Vh and Πh : H10 (Ω)→
Wh for which
bh(Qhψ,Πhv;ηh) = b(ψ, v;ηh), ηh ∈Mh.
If these assumptions are satisfied, we obtain an optimal error estimate for the finite
element approximation, see [AB93]. We immediately see that the bilinear forms
ah(·, ·), bh(·, ·) and the linear form `(·) are continuous with respect to the spaces
Vh ×Wh, Vh ×Wh ×Mh and Wh, respectively, where the broken norm ‖ · ‖1,h is
used for functions in Wh. Similarly, the coercivity of the bilinear form ah(·, ·) over
the space Vh×Wh also holds due to the Korn’s and Poincare´ inequality. Note that
the use of Crouzeix-Raviart element does not cause problem here as it is only used to
discretize the transverse displacement. Then under above assumptions we have the
following theorem from the theory of saddle point problems [BF91, Bra01, AB93].
The proof of the following theorem is quite similar to the convergence result in
[Lov05].
Theorem 1. Let (φ, u, ζ) ∈ V × W ×M be the solution (1) and (φh, uh, ζh) ∈
Vh×Wh×Mh of (2). Then under Assumptions 1(i)–(iv) there exists a constant C
independent of t and h such that
‖φ− φh‖1,Ω + ‖u− uh‖1,h + ‖|ζ − ζh‖|t ≤
Ch
(‖φ‖H2(Ω) + ‖u‖H2(Ω) + ‖ζ‖H(div ,Ω) + t‖ζ‖1,Ω) ,
where, we assume that φ ∈ H2(Ω), u ∈ H2(Ω) and ζ ∈ H1(Ω).
4 Simply supported boundary condition
We first consider the case of simply supported boundary condition. We consider two
examples of the discrete Lagrange multiplier space satisfying Assumptions 1(i)–(iv).
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4.1 First example for Mh
Let Mh := [Kh]
2. We can see that this example satisfies Assumptions 1(i)–(iii).
Now we prove that it also satisfies Assumptions 1(iv).
Theorem 2. There exist two bounded linear projectors Qh : H1(Ω) → Vh and
Πh : H
1
0 (Ω)→Wh for which
b(Qhψ,Πhv;ηh) = b(ψ, v;ηh), ηh ∈Mh. (5)
In order to prove Theorem 2 we use the following result proved in [Lam13a].
Lemma 3. There exists a consant β > 0 independent of the mesh-size h such that
sup
vh∈Vh
∫
Ω∇h · vh qh dx
‖vh‖1,h ≥ β‖qh‖0,Ω, qh ∈ Kh.
From the standard theory of saddle point problems this lemma implies the following
lemma [BF91, Bra01].
Lemma 4. Since the two spaces H10(Ω) and L20(Ω) satisfy the inf-sup condition
sup
u∈H10(Ω)
∫
Ω∇ · uµdx
‖u‖1,Ω, ≥ β‖µ‖L2(Ω), µ ∈ L
2
0(Ω),
where
L20(Ω) =
{
v ∈ L2(Ω) :
∫
Ω
v dx = 0
}
,
there exists a bounded linear projector Πh : H10(Ω)→ [Wh]2 such that∫
Ω
∇h ·Πhuµh dx =
∫
Ω
∇ · uµh dx, µh ∈ Kh ∩ L20(Ω).
The boundedness means that there exists a constant C independent of h such that
‖Πhu‖1,h ≤ C‖u‖1,Ω.
Let Πh : H
1
0 (Ω)→Wh be the scalar version of the projector Πh. Then this projector
Πh is bounded and has the following property [Lam13b].
Lemma 5. Let v ∈ H10 (Ω). The interpolation operator Πh satisfies∫
Ω
∇hΠhv · ηh dx =
∫
Ω
∇v · ηh dx, ηh ∈Mh.
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Now we present the proof of Theorem 2.
Proof. Let Qh : V→ Vh be the orthogonal projection. Then we have∫
Ω
Qhv ·wh dx =
∫
Ω
v ·wh dx, wh ∈Mh.
Moreover, from Lemma 5 we have∫
Ω
∇hΠhv · ηh dx =
∫
Ω
∇v · ηh dx, ηh ∈Mh.
Hence we have (5) :
b(Qhψ,Πhv;ηh) = b(ψ, v;ηh), ηh ∈Mh,
since
b(Qhψ,Πhv;ηh) =
∫
Ω
(Qhψ −∇hΠhv) · ηh dx =
∫
Ω
(ψ −∇v) · ηh dx.
Thus the theorem is proved.
4.2 Second example for Mh
Our second example of the discrete Lagrange space is based on a biorthogonal system
[Woh01, KLPV01, Lam06]. Let N be the number of vertices in the finite element
mesh, and {ϕ1, . . . , ϕN} be the finite element basis of Kh. We construct a space Mh
spanned by the basis {ξ1, . . . , ξN}, where the basis functions of Kh and Mh satisfy
a condition of biorthogonality relation∫
Ω
ξi ϕj dx = cjδij , cj 6= 0, 1 ≤ i, j ≤ N , (6)
where δij is the Kronecker symbol, and cj a scaling factor. The scaling factor can
be chosen so that
∫
T ξi dx =
∫
T ϕi dx.
The basis functions of Mh are also associated with the vertices of the finite element
mesh Th, and they are constructed locally on a reference element Tˆ . The local basis
functions of Mh on the reference triangle Tˆ := {(x, y) : 0 ≤ x, 0 ≤ y, x+ y ≤ 1} are
given by
ξˆ1 := 3− 4x− 4y, ξˆ2 := 4x− 1, and ξˆ3 := 4y − 1,
associated with its three vertices (0, 0), (1, 0) and (0, 1), respectively. Note that the
sum of all basis functions is one.
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The global basis functions for the space Mh are constructed by glueing the local
basis functions together in the same way as the global basis functions of Kh are
constructed. Such a biorthogonal system is first used in the context of mortar finite
elements [Woh01, KLPV01, Lam06]. Construction of basis functions ofMh satisfying
the biorthogonality and an optimal approximation property for a higher order finite
element space is considered in [Lam06]. We now prove Theorem 2 using the discrete
Lagrange multiplier space Mh := [Mh]
2. First we prove the following lemma.
Lemma 6. There exists a consant β > 0 independent of the mesh-size h such that
sup
vh∈Vh
∫
Ω∇h · vh qh dx
‖vh‖1,h ≥ β‖qh‖0,Ω, qh ∈Mh.
Proof. We consider an operator Ih : Mh → Kh such that
Ihµh =
N∑
i=1
ciϕi for µh =
N∑
i=1
ciξi.
We first note that the basis functions of Mh are constructed in such a way that∫
T
ξi dx =
∫
T
ϕi dx, 1 ≤ i ≤ N.
Let µh ∈Mh, and Ihµh ∈ Kh. Then
sup
vh∈Vh
∫
Ω∇h · vh µh dx
‖vh‖1,h = supvh∈Vh
∫
Ω∇h · vh Ihµh dx
‖vh‖1,h ≥ β‖Ihµh‖0,Ω.
The result follows by using the fact that ‖Ihµh‖20, ‖µh‖20 and
∑N
i=1 c
2
ih
2
i are equiva-
lent, where hi is the local mesh-size at the ith node of Th.
We can apply the standard theory of saddle point problems as in Lemma 4 to get
the following result.
Lemma 7. There exists a bounded linear projector Πh : H10(Ω)→ [Wh]2 such that∫
Ω
∇h ·Πhuµh dx =
∫
Ω
∇ · uµh dx, µh ∈ Kh ∩ L20(Ω).
Thus we have the existence of a bounded projector Πh : H
1
0 (Ω)→Wh as in our first
example as the scalar version of Πh.
Lemma 8. Let v ∈ H10 (Ω). The interpolation operator Πh satisfies∫
Ω
∇hΠhv · ηh dx =
∫
Ω
∇v · ηh dx, ηh ∈Mh.
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Now we present the proof of Theorem 2 for the second example of the discrete
Lagrange multiplier space.
Proof. Let Qh : V→ Vh be a quasi-projection defined as∫
Ω
Qhv ·wh dx =
∫
Ω
v ·wh dx, wh ∈Mh. (7)
This quasi-projection is well-defined due to Assumptions 1(i)–(ii). We note that for
the projection Πh from Lemma 8 we have
b(Qhψ,Πhv;ηh) =
∫
Ω
(Qhψ −∇hΠhv) · ηh dx =
∫
Ω
(ψ −∇v) · ηh dx,
which yields (5):
b(Qhψ,Πhv;ηh) = b(ψ, v;ηh), ηh ∈Mh.
Hence the theorem is proved.
5 Clamped boundary condition
It is more difficult to construct a discrete Lagrange multiplier space for the clamped
boundary condition. For example, for the discrete Lagrange multiplier space in
the first example above if we choose Mh = [Kh]
2 Assumption 1(i) is violated, and
if we choose Mh = [K
0
h]
2, Assumption 1(iii) is violated leading to a sub-optimal
approximation property. In order to satisfy Assumption 1(iii), the discrete Lagrange
multiplier space should contain constants in Ω, and this does not happen if we choose
Mh = [K
0
h]
2. While it may be possible to work around without Assumption 1(i)
we see two difficulties if we remove this assumption. The first difficulty is that
the analysis will be much more difficult. The second difficulty is that the Gram
matrix between the basis functions of Mh and Vh will not be a square matrix. If
the Gram matrix is not square, we cannot statically condense out the degrees of
freedom corresponding the Lagrange multiplier from the algebraic system.
We now propose a modification of the discrete Lagrange multiplier space [Lam13b]
to adapt to the situation of clamped boundary condition, which combines the idea of
mortar finite element techniques [BD98] with that of [AB93] to satisfy Assumptions
1(i) and 1(iii). The presented modification is exactly as in [Lam13b]. We repeat the
approach here for completeness.
We start with splitting the basis functions of Mh to two groups: basis functions
associated with the inner vertices of Th and basis functions associated with the
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boundary vertices in Th. Let L ∈ N with L < N be the number of inner vertices in
Th. Let
B1h = {ϕ1, ϕ2, · · · , ϕL}, and B2h = {ϕL+1, · · · , ϕN}
be the two sets of basis functions of Kh associated with the inner and boundary
vertices in Th, respectively. In the following, we assume that each triangle has at
least one interior vertex. A necessary modification for the case where a triangle has
all its vertices on the boundary is given in [BD98]. Let N , N0 and ∂N be the set
of all vertices of Th, the vertices of Th interior to Ω, and the vertices of Th on the
boundary of Ω, respectively. We define the set of all vertices which share a common
edge with the vertex i ∈ N as
Si = {j : i and j share a common edge},
and the set of neighbouring vertices of i ∈ N0 as
Ii = {j ∈ N0 : j ∈ Si}.
Then the set of all those interior vertices which have a neighbour on the boundary
of Ω is defined as
I =
⋃
i∈∂N
Ii, See Figure 5.
i0
i1
i0
i2
i4 i5
i6
i3
i1
i2
Ω is a rectangle.
Si0 = {i1, i2, i3, i4, i5, i6}, Ii0 = {i1, i2}
Figure 2: Examples for Si and Ii
The finite element basis functions {φ1, φ2, · · · , φL} for M˜h are defined as
φi =
{
ϕi, i ∈ N0\I
ϕi +
∑
j∈∂N∩Si Aj,iϕj , Aj,i ≥ 0, i ∈ I
.
We can immediately see that dim Mh = dim Vh. Moreover, if the coefficients Ai,j
are chosen to satisfy ∑
j∈Si
Ai,j = 1, i ∈ I,
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Assumptions 1(ii) and 1(iii) are also satisfied, see [BD98] for a proof. The vector
Lagrange multiplier space is defined as M˜h = [M˜h]
2. Since M˜h ⊂ Mh for both
examples we have the following theorem.
Theorem 9. There exist two bounded linear projectors Qh : H10(Ω) → Vh and
Πh : H
1
0 (Ω)→Wh for which
b(Qhψ,Πhv;ηh) = b(ψ, v;ηh), ηh ∈ M˜h.
6 Positive-definite formulation
Now we give a positive definition formulation for our finite element scheme. Let
Rh : L2(Ω)→Mh be the orthogonal projection defined as∫
Ω
Rhv · ηh dx =
∫
Ω
v · ηh dx, v ∈ L2(Ω)
for both examples of the discrete Lagrange multiplier space and both types of bound-
ary condition. Then the second equation of the discrete saddle point problem (2)
can be written as
ζh =
λ(1− t2)
t2
Rh(φh −∇huh).
Using this result in the first equation of (2) the positive-definite formulation is to
find (φh, uh) ∈ Vh ×Wh such that
A(φh, uh;ψh, vh) = `(vh), (ψh, vh) ∈ Vh ×Wh,
where
A(φh, uh;ψh, vh) =
∫
Ω
Cε(φh) : ε(ψh) dx + λ
∫
Ω
(φh −∇uh) · (ψh −∇hvh) dx +
λ(1− t2)
t2
∫
Ω
(ψh −∇hvh) · Rh(φh −∇huh) dx.
The disadvantage of this positive-definite system is that the action of Rh cannot
be efficiently computed. Now we present another way of getting a positive-definite
form for the second example of the discrete Lagrange multiplier space, which can be
efficiently computed. Note that the two sets of basis functions of Mh and Vh form
a biorthogonal system for the second example. Then the Gram matrix D associated
with these two sets of basis functions will be diagonal. Then putting vh = 0 in the
first equation of the saddle point system (2), we have∫
Ω
Cε(φh) : ε(ψh) dx + λ
∫
Ω
(φh −∇huh) ·ψh dx +
∫
Ω
ψh · ζh dx = 0.
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Note that the Gram matrix D is associated with the inner product
∫
Ωψh · ζh dx.
Thus with suitable choices of matrices A and B, the algebraic form of this equation
becomes
Aφh + B
Tuh + Dζh = 0.
This equation can be solved for ζh as
ζh = −D−1
(
Aφh + B
Tuh
)
.
Thus we can statically condense out the Lagrange multiplier ζh from the saddle
point system. This leads to a reduced and positive definite system. Hence an
efficient solution technique can be applied to solve the arising linear system.
7 Conclusion
We have presented a new finite element method for Reissner-Mindlin plate equa-
tions using nonconforming Crouzeix-Raviart finite element basis functions for the
transverse displacement, and the standard linear finite element for the rotation of
the transverse normal vector. We have also shown two examples of the discrete La-
grange multiplier space for the presented finite element approach. We note that the
second example for the discrete Lagrange multiplier space provides a more efficient
numerical method as the degrees of freedom corresponding to the Lagrange multi-
plier can be statically condensed out from the system in this case just by inverting
a diagonal matrix.
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