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INTRODUCTION
The first clear record of the notion of a spin structure on a manifold is con-
tained in Haefliger’s paper [28] which also identifies the obstruction to the ex-
istence of such structure with the vanishing of the first Stiefel-Whitney class of
the manifold. Similar results are also present in works by Frenkel and Dedecker
([22] and [17] treat the problem of the extension of a structure group in the
broader setting of sheaf cohomology, in the spirit of [27]). In the physics lit-
erature this notion appeared quite late despite the pioneering works [20] and
[57] aiming at defining the Dirac equation on curved Lorentzian manifolds.
The reason is to be sought in the fact that the global character of spinors was
not of primary concern when such early attempts were considered. See [50]
and [52] for a nice exposition of the history of spinors and spin structures.
In sections 1.7 and 3.1 we shall present several definitions of a spin struc-
ture and illustrate differences and similarities among them. Before that, we
start by giving a concise account of various bundle theory concepts needed to
introduce spin structures. This account will serve the dual purpose of setting
notation and proving some results which are needed for our discussion.
In Chapter 2 we introduce metrics on vector bundles and analyse the re-
lationship among isometry classes, frame bundles and path-components of
metrics. In particular, we prove Theorem 2.22 which is new to the best of our
knowledge.
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In Chapter 3 the issue of general covariance of spinor fields (for brevity:
spinors) and related objects is reconsidered. This question has in fact at least
two aspects regarding the transformation rules with respect to two different
(though intrinsically related) operations: a change of coordinate system, and
a diffeomorphism. In physics literature one can sometimes find statements
like “spinors transform as ‘spinors’ with respect to the former and as scalars
with respect to the latter”. While these statements can in a certain sense be
justified, they are meaningful only after introducing certain mathematical struc-
tures and determining their transformation properties, as we shall explain in
the next sections.
Even though in principle one usually works with vector (bilinear) or ten-
sor (multilinear) combinations of spinors, or even with invariants (scalars)
like the Lagrangian, a transformation rule of spinor fields is really needed if
one wants to treat them as independent variables (e.g. with respect to some
variational principle).
However a subtlety with spinors, as compared to tensors, is that one needs
to work with particular double covers of the groups we are accustomed to in
the case of tensors. The global mathematical constructs needed for this task
have been developed in the second half of the last century [28], [2], [39], via the
notion of spin structure. The notion of a spin structureσ is topological in na-
ture, but for our purposes it is here considered as an auxiliary tool to the def-
inition of spinors and, as such, it requires a Riemannian metric g to be spec-
ified on a given (oriented) smooth manifold M . More precisely one needs a
prolongation of the principal SOn bundle SOg (M ) of oriented g -orthonormal
frames to the group Spinn . Then there is the associated space of smooth
spinor fields Sσ,g and the Hilbert space Hσ,g = L2(Sσ,g , volg (M )). It should
be stressed that the notion of spin structure is not only sufficient, but in fact
necessary for the consistency of the definition of spinor fields in the following
sense: given a principal Spinn -bundle P on M , it corresponds to some spin
structure on M (i.e. there is some equivariant bundle map m : P → SOg (M ))
if and only if T M is isomorphic (as a vector bundle) to P ×Spinn Rn . In other
words, if we demand spinors to project down to tensor fields we end up intro-
2
INTRODUCTION
ducing spin structures.
The question of the change of coordinates is then translated to the trans-
formation rules under the change of a local orthonormal frame and corre-
sponding change of the local spinor frame. We shall understand such a change
as an automorphism of the tangent bundle, the related automorphism of the
bundle of frames, and its lift to a spin structure. It should be mentioned that
a large automorphism (i.e. not belonging to the connected component of the
group of automorphisms) may require however a change of the spin structure
σ. Concerning the question of diffeomorphisms, it is its derivative (tangent
map) that plays the role of the automorphism in question.
In all these cases we shall be able to give a transformation rule of spinor
fields, i.e. define a new spinor field. This new spinor field, unless the auto-
morphism respects the metric (so the diffeomorphism is an isometry), will
in general be a spinor field associated to a different metric, namely the pull
back of the original metric. More precisely, we are able to give the compo-
nents of the new spinor field with respect to the transformed frame (or more
precisely transformed spinor frame). We should stress at this point that re-
maining solely in the aforementioned framework does not permit to describe
the components of a given one and the same spinor field with respect to two
linear frames which are orthonormal with respect to two different metrics1.
This becomes possible however if the theory allows spinors with an infinite
number of components (which carry a faithful representation of a double cov-
ering of the oriented general linear group). Such an extension is not usually
appreciated (see however [45], [44]).
As far as the group Diff+(M ) of orientation preserving diffeomorphisms of
M is concerned, it acts both on g (by a pull-back) and on [σ] (by a suitably
defined pull-back f ∗σ). We shall show that any f ∈ Diff+(M ) lifts (in exactly
two ways) to a unitary operator from Hσ,g to H f ∗σ, f ∗g . This provides a kind
of a unitary implementation (in a sense that we shall specify) of the action
of a certain double covering ÞDiff+σ(M ) of the subgroup Diff+σ(M ) of Diff+(M )
preserving the spin structureσ, so in particular of the connected component
1Actually conformally related frames can still be treated.
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of Diff+(M ). Moreover we prove that the canonically defined Dirac operator
is shown to be equivariant with respect to these actions, so in particular its
spectrum is invariant under the diffeomorphisms.
In this thesis we work with smooth (oriented) manifolds and use component-
free notation, the usual spinor or vector indices can be easily inserted. We
take the components of spinors as usual numbers, but our discussion applies
in the anticommuting (Grassmann) case as well.
We now turn our attention to the noncommutative part of this thesis.
In noncommutative geometry spaces are traded for algebras. The main
idea can be traced back to the Gelfand-Naimark duality established in the
1943 paper [23] between the category of compact Hausdorff spaces – and con-
tinuous functions between them – and the category of commutative unital
C ∗-algebras – and unital ∗-homomorphisms between them (compare also the
sheaf theoretic approach to algebraic geometry started around the same pe-
riod of time, or even the earlier concept of group algebra developed by Emmy
Noether in the 1920s). Loosely speaking, relaxing the commutativity assump-
tion on the algebraic side should then correspond to a generalization of the
concept of a compact Hausdorff space (although strictly speaking this is a
generalization of the category of such spaces). Noncommutative geometry
focuses on spin Riemannian manifolds to achieve a generalization which is
akin in spirit to the Gelfand-Naimark duality, even though to date it has been
investigated mainly at the level of objects. As a candidate for the objects in this
correspondence Connes has introduced the notion of a spectral triple. This is
basically an algebra together with a Hilbert representation and a self-adjoint
operator, together with certain axioms suggested by the commutative case
(see Section 4.2 below for a precise definition). Moreover, other additional
properties (dimension, regularity, reality, first order, orientation, smoothness,
see [10], [26], [11]) again suggested by the commutative case can be used to
characterise the commutative spectral triples of manifolds among all com-
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mutative spectral triples. These further properties have been formulated for
noncommutative spectral triples [10]. They are satisfied e.g by the noncom-
mutative torus, and part of them holds for various quantum groups.
The composition of not necessarily commutative spectral triples corre-
sponding to the Cartesian product of manifolds is of relevance for construc-
tion of a would-be tensor category, but also bears interest for some applica-
tions in theoretical physics. Classically, spinors on product manifolds have
been considered for instance in Kaluza-Klein type models, see e.g. [56] and
subsequent generalizations to supergravity and string theories. As an exam-
ple on the noncommutative side instead, the almost commutative spectral
triple corresponding to the standard model of particle physics [7] is a tensor
product of a canonical commutative spectral triple with a finite dimensional
noncommutative one. Moreover the tensor product with a spectral triple of
complex dimension is used in the Connes-Marcolli treatment [11] of dimen-
sional renormalization of quantum fields.
In Chapter 4 we study in more detail the behaviour under tensor product
of one of the additional properties, namely the reality axiom. This axiom is
much more important in the noncommutative case as it is there employed in
the formulation of few of the other axioms.
We carefully analyse all the possibilities and note that in even dimensions
there are always two real structure operators J , that differ by multiplication by
the grading operator. None of them should be preferred as they are perfectly
on the same footing. This leads to a richer table of their possible tensor prod-
ucts, which we study systematically, completing the results of [54] (see also
[46]) obtained for the even-even case and the even-odd (or odd-even) case.
We construct also the tensor product of two odd real spectral triples (that re-
quires a doubling of the tensor product of the Hilbert spaces). When dealing
with odd spectral triples we are careful about the two inequivalent represen-
tations of gamma matrices (Clifford algebra).
Composing two even-dimensional Dirac operators we consider two choices,
which differ by using the chirality operator (grading) either of the first or of the
second space. The two operators thus obtained are unitarily equivalent if no
5
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other requirements are imposed, but this is no longer the case when bound-
aries are present ([6]). Moreover, the first expression is relevant for the com-
position of an even dimensional space with an odd dimensional one, while
the second expression is relevant for the composition of an odd dimensional
space with an even dimensional one.
For concreteness, we provide the explicit formulae for the eigenvalues and
eigenvectors in terms of those of the individual components. Furthermore,
we also analyse few of the additional conditions (axioms) like dimension, reg-
ularity, first order and orientation.
Note. The content of Chapters 3 and 4 corresponds to the following papers
respectively:
• [14] Dirac operator on spinors and diffeomorphisms, L. Dabrowski and
G. Dossena, to be published in Class. Quantum Grav. Preprint available
at http://arxiv.org/abs/1209.2021
• [13] Product of real spectral triples, L. Dabrowski and G. Dossena, Vol. 8,
No. 8 (2011) 1833–1848, Int. J. Geom. Methods Mod. Phys.
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1 A CONCISE ACCOUNT OF BUNDLE
THEORY
What follows is a terse account of the part of bundle theory we need for our
purposes. One can use [30], [47], [32], [29] as references. Most of the re-
sults in this chapter can be found there. In some cases we provide proofs for
known results either for the sake of completeness or, sometimes, because they
slightly differ from the accounts in the existing literature.
We shall use basically the theory of smooth manifolds and Lie groups as
presented e.g. in [55], [4]. In particular, a smooth n-manifold M is a con-
nected second countable Hausdorff topological space equipped with a smooth
structure, that is a maximal C∞ atlas of charts. Here a chart is an injective map
U
φ−→ ΩU ⊂ Rn from an open subset U ⊂M onto some open subset ΩU ⊂ Rn .
As usual, two charts are compatible if their transition functions are C∞ and
an atlas is a collection of pairwise compatible charts whose domains cover M .
Any open subset U ⊂ M inherits a smooth structure by restriction of charts
and it follows by the definition that each map U
φ−→ ΩU is a diffeomorphism
with respect to their corresponding smooth structures.
Remark 1.1. The familiar definition just sketched is somewhat redundant:
we might as well take M as a set from the start and induce a topology on it by
declaring a subset S ⊂M open if for each chart (U ,φ) of a chosen atlas belong-
9
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ing to the maximal atlas the setφ(S ∩U ) is open inRn . The global topological
properties required in the familiar definition above (connectedness, second
countability, Hausdorffness) are then to be viewed as conditions on any atlas
defining the smooth structure. See [4] for a beautiful account of this approach
to manifolds.
Remark 1.2. Many aspects of the theory of bundles are topological in nature
and can be developed in the continuous case. However, since we shall even-
tually apply them to smooth manifolds and smooth bundles (where the Dirac
equation belongs), the following treatment will present the theory mainly for
the smooth case. Switching to the continuous case is mostly done by sub-
stituting all occurrences of the words “smooth” and “diffeomorphic” with the
words “continuous” and “homeomorphic” respectively, and by substituting
all smooth manifolds with topological manifolds or with sufficiently nice topo-
logical spaces (e.g. CW complexes). The use of more general spaces is also
possible in the context of Dold’s approach (see [18] and Appendix 1 in [30]).
1.1 FIBER BUNDLES
We now briefly review the notion of a fiber bundle. The theory of fiber bundles
is ubiquitous in classical geometry and in most of the geometrical aspects of
theoretical physics. It is hard to overestimate its importance.
Definition 1.3. A surjective smooth map E
pi−→ B between manifolds is a (smooth)
fiber bundle with base space B , total space E and typical fiber F if there are a
smooth manifold F and an open cover {Uα | α ∈ A} of B together with diffeo-
morphisms Uα×F ψα−→pi−1(Uα) such that (pi◦ψα)(x , y ) = x . The map pi is called
the projection of the bundle. The closed subspace Fx :=pi−1(x )⊂ E , which in-
herits from E a smooth structure making it diffeomorphic to F , is called the
fiber over x ∈ B . The total space E is the disjoint union of all the fibers Fx
when x runs over B .
For simplicity of notation, when no confusion arises we will indulge in the
slight abuse of calling a fiber bundle by its total space.
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Definition 1.4. Given two fiber bundles E
pi−→ B and E ′ pi′−→ B ′ with typical
fibers F and F ′ respectively, a morphism from E to E ′ is a smooth map m : E →
E ′ such that there is a smooth map µ: B → B ′ satisfying µ ◦pi = pi′ ◦m (i.e.
fibers are mapped into fibers). It is clear that an isomorphism of fiber bundles
is a diffeomorphism between the total spaces such that µ ◦pi = pi′ ◦m where
µ: B → B ′ is a diffeomorphism between the base spaces. When B = B ′ and
µ = idB , a morphism will be called a based-morphism (of fiber bundles over
B).
A fiber bundle is then a generalization of the familiar Cartesian product
of manifolds. Any fiber bundle based-isomorphic to B × F → B , where the
projection is onto the first factor, is called a trivial bundle1. In our definition
then a fiber bundle is locally trivial, and the diffeomorphismsψα as in Defini-
tion 1.3 are called local trivializations. For our purposes we can safely ignore
bundles which are not locally trivial. Moreover, the local triviality condition
allows us to use the powerful techniques of homotopy theory as we shall see.
1.2 VECTOR BUNDLES
Among the fundamental examples of fiber bundles stands the notion of a vec-
tor bundle.
Definition 1.5. A (real or complex) vector bundle is a fiber bundle such that
each fiber has a structure of a (real or complex) vector space. Morphisms
are just fiber bundle morphisms which preserve the vector space structure on
each fiber. Analogously for the notion of a based-morphism. The dimension
of the fiber as a vector space is called the rank of the vector bundle.
Since in this and the next few sections we shall be concerned with real vector
bundles only, we drop the real/complex qualification for the time being.
We record without proof a well known useful result (see [41], Lemma 2.3).
1Some authors distinguish between a trivial bundle and a trivializable one: both are bun-
dles isomorphic to the product bundle but the former has a choice of isomorphism singled
out, the latter has not.
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Lemma 1.6. Given vector bundles E → B and E ′→ B of same rank n , a based-
morphism of fiber bundles f : E → E ′ which restricts to a vector space isomor-
phism on each fiber is a based-isomorphism of vector bundles.
We recall a few examples of vector bundles.
Example 1.7. The primary example is the tangent bundle T M
pi−→ M of a
smooth n-manifold M . It is a rank n vector bundle over M . Its total space
is the set of all tangent vectors at x ∈M when x runs over M . The projectionpi
assigns to each tangent vector its point of tangency on M . The topological and
smooth structures are defined on T M by local trivializations U×Rn →pi−1(U )
so as to make them diffeomorphisms, where U ⊂M is a domain of a chart of
M . It is important to note that the tangent bundle is a functor from the cate-
gory of smooth manifolds (and smooth maps between them) and the category
of smooth vector bundles. This means that to each map f : M →M ′ there is
associated a corresponding morphism T f : T M → T M ′ of vector bundles, and
this association is functorial. We shall use this fact later.
Example 1.8. Another related example is the normal bundle of an embedded
submanifold M ⊂M ′ of a Riemannian manifold M ′.
Example 1.9. All natural constructions of linear algebra (dual vector space,
tensor product, direct sum, symmetric and anti-symmetric tensor product)
give rise to corresponding constructions for a vector bundle. In particular
when we apply these to the tangent bundle of a manifold we obtain funda-
mental objects used in geometrical accounts of classical mechanics and rela-
tivity theory (tensor fields, etcetera).
In Chapter 2 we shall need, along with the usual one given by based-iso-
morphisms, a stronger notion of equivalence between vector bundles2. We
present it here.
2It is possible to define an analogous stronger notion of equivalence for fiber bundles as
well, but we shall not need it.
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Definition 1.10. Given two rank n vector bundles E0 and E1 over a paracom-
pact space B , they are homotopic if there is a rank n vector bundle E over
B × [0, 1] such that E  B ×{i }= E i for i = 0, 1, where we identify B ×{i } ' B .
The following well known and fundamental lemma shows that being ho-
motopic is not weaker than being based-isomorphic.
Lemma 1.11. Given a vector bundle E over B×[0, 1], where B is paracompact
(e.g. a smooth manifold), the restrictions of E to the subspaces B × {0} and
B ×{1} are based-isomorphic vector bundles (identifying B ×{0} ' B ×{1} '
B).
Proof. E.g. see Theorem 4.3 and Corollary 4.6 on pp.29–30 in [30].
In fact, in general being homotopic is strictly stronger than being based-
isomorphic, as the following example shows.
Example 1.12. Given the trivial rank 2 vector bundle S1×R2→S1 and a natural
number k ∈ N, consider the line subbundle L k defined by its corresponding
Gauss map Φk : S1 → RP1, θ 7→ [cos kθ : sin kθ ] where [x : y ] are homoge-
neous coordinates inRP1. In other words, it is a line inR2 rotating around the
origin while we move around S1. Notice that k 6= k ′ implies that Φk and Φk ′
correspond to different elements in pi1(RP1)' pi1(S1)' Z. Also notice that L k
is trivial if and only if k is even, a nowhere vanishing section being given by
θ 7→ (cos kθ , sin kθ ). By the well known fact that on S1 there are only two iso-
morphism classes of line bundles, one represented by the trivial bundle and
the other one represented by the Möbius bundle, we deduce that L k ' L k ′ if
and only if k = k ′ mod 2. However, for k 6= k ′ the line bundles L k and L k ′ are
not homotopic. Indeed, given the projection p : S1×[0, 1]→S1, assume there is
a line bundle L on p ∗(S1×R2) such that L S1×{0}= L k and L S1×{0}= L k ′ .
Then the corresponding Gauss map ΦL : S1× [0, 1]→RP1 determines a homo-
topy between Φk and Φk ′ as elements of pi1(RP1), which implies k = k ′ as we
observed before. Another way to interpret this example is the following: the
tautological line bundle γ1(R3) → RP2 is universal for 1-dimensional mani-
folds, and the line bundles L 2k and L 2k+1 correspond to the two elements in
13
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pi1(RP2)'Z/2Z. On the other hand, the tautological line bundle γ1(R2)→RP1
is universal only for 0-dimensional manifolds.
1.3 PRINCIPAL BUNDLES
We now give the definition of a principal bundle and illustrate it by relevant
examples.
Definition 1.13. Given a smooth manifold M and a real Lie group G , a princi-
pal G -bundle over M is a fiber bundle P
pi−→M with typical fiber F =G together
with a smooth right action P×G → P such that the bundle P admits local triv-
ializations Uα×G ψα−→pi−1(Uα)with the propertyψα(x , ab ) =ψα(x , a )b for each
x ∈Uα and each a ,b ∈G .
Definition 1.14. Given two principal bundles P
pi−→ B and P ′ pi′−→ B ′ of groups G
and G ′ respectively and ρ : G →G ′ a morphism of Lie groups, a ρ-morphism
from P to P ′ is a morphism m : P→ P ′ of fiber bundles together with the con-
dition m (u g ) =m (u )ρ(g ) for each u ∈ P and each g ∈G . When B = B ′ and
µ = idB , we call it a based-ρ-morphism. When B = B ′, µ = idB , G =G ′, and
ρ = idG , we call it a based-G -morphism (of principal G -bundles over B).
As in the case of a fiber bundle, there is the notion of a trivial principal
bundle: this is any principal G -bundle based-G -isomorphic to the bundle
given by the Cartesian product B×G pi−→ B and projection pi on the first factor,
plus the global action B×G×G → B×G simply given by (x , g , h) 7→ (x , g h). We
can then rephrase part of Definition 1.13 by saying that a principal G -bundle
is locally trivial.
In a few words, a principal bundle is a fiber bundle whose typical fiber is
a Lie group G acting globally (and freely) on the total space and such that the
local trivializations are equivariant with respect to this action. The action is
automatically free, in our definition, thanks to the local triviality. Notice also
that G acts freely and transitively on each fiber. In conclusion, a principal
bundle should not be confused with simply a fiber bundle whose typical fiber
is a Lie group: the global action is part of the data.
14
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Another way to view a principal bundle is by considering a so called princi-
pal homogeneous G -space or G -torsor. These are just fancy names for a group
G who forgot where its identity element is. In other words, it is a space which
is acted upon freely and transitively by a group G . A principal bundle can then
be viewed as a locally trivial bundle of G -torsors, i.e. a locally trivial bundle
where each fiber has a structure of a G -torsor and the local trivializations pre-
serve this structure. The global action is simply the action of G on each fiber.
The local triviality condition ensures the continuity (or smoothness) of the
global action.
If B = B ′, µ ∈ Diff(B ), G = G ′, and ρ ∈ Aut(G ) then the global action
severely restricts the notion of a ρ-morphism: indeed any such morphism
is automatically an isomorphism. In the literature this result is usually shown
in the special case of a based-G -morphism, i.e. ρ = idG and µ= idB , so it may
be worthwhile to spell out a proof for this slightly more general case.
Proposition 1.15. Given two principal G -bundles P
pi−→ B and P ′ pi′−→ B over the
same base space B and given ρ ∈ Aut(G ), consider a ρ-morphism m : P→ P ′.
If µ∈Diff(B ), then m is a ρ-isomorphism.
Proof. Let us consider the case of trivial bundles first. Given m : B ×G → B ×
G as in the claim, there are a smooth map f : B → G and a diffeomorphism
µ: B→ B such that m (x , g ) = (µ(x ), f (x )ρ(g )). The inverse is then given by
m−1(x , g ) = (µ−1(x ),ρ−1( f (µ−1(x ))−1 g ))
whereρ−1 is the inverse automorphism (i.e. ρ−1 ◦ρ =ρ ◦ρ−1 = idG ), µ−1 : B→
B is the inverse diffeomorphism and f (x )−1 is the inverse of f (x ) as an ele-
ment of G . For the general case simply apply the above argument to local
trivializations.
In the special case of ρ = idG and µ= idB we obtain the following result.
Corollary 1.16. A based-G -morphism between principal G -bundles is an iso-
morphism.
15
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Another important fact for principal bundles is the equivalence between
the existence of a (global) section and triviality. We record it here.
Proposition 1.17. A principal G -bundle P
pi−→ B admits a section if and only if
it is trivial.
Proof. If it is trivial then it surely admits a section. If σ : B → P is a section,
the map B ×G → P given by (x , g ) 7→σ(x )g is a based-G -morphism, hence a
based-G -isomorphism by Corollary 1.16.
We now present two examples of principal bundles that we shall need later
on.
Example 1.18. Recall that a basis of a vector space of dimension n is an or-
dered set of n linearly independent vectors. Given a rank n vector bundle
E
pi−→ B , for each x ∈ B we can consider the set of all bases ex = (ex ,1, . . . ex ,n )
of Ex , also called frames in this context. The frame bundle F r (E )
pi′−→ B of the
vector bundle E
pi−→ B is the principal GLn -bundle whose total space is the
collection F r (E ) of all frames of Ex = pi−1(x ), as x runs over B , equipped with
the subspace topology of the Whitney sum ⊕n E . Its projection is pi′(ex ) = x
and its (right) action is ex g = (
∑
j ex ,j g j 1, . . . ,
∑
j ex ,j g j n ). In particular, this
construction applies to the case when the vector bundle is the tangent bun-
dle T M →M of some smooth n-manifold M . In this case the frame bundle
inherits a smooth structure, becoming a smooth principal GLn -bundle over
M .
Example 1.19. Another example of a principal bundle is offered by the theory
of covering spaces. A covering is a fiber bundle E
p−→ B whose typical fiber
F is a discrete countable space and whose total space E is connected. An
automorphism of a covering is a self-diffeomorphism f : E → E of the total
space such that p ◦ f = p , i.e. it does not move the fibers. A covering space
such that the group of all automorphisms of the coverings acts transitively on
the fibers is then a principal bundle (and called a regular covering, or Galois).
A typical example is U (1)
p−→ U (1), p (z ) = z n with n ∈ N>0. In this case the
group of automorphisms is isomorphic to Z/nZ and the action is given by
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e iθ · [k ] = e i (θ+2pik/n ), where [k ] = k mod n . Another simple example is R p−→
U (1), p (θ ) = e iθ . In this case the group is isomorphic to Z and the action of
n ∈ Z is given by x 7→ x + 2pin . The first homotopy groups pi1(E ) and pi1(B )
provide a very effective way to establish when a covering is Galois. Indeed, it
is possible to prove that E
p−→ B is Galois if and only if p∗(pi1(E )) is normal as
a subgroup of pi1(B ), where p∗ is the map that sends a homotopy class [γ] of
pi1(E ) to the homotopy class [p ◦γ] of pi1(B ). In particular, every covering of a
manifold B with Abelian pi1(B ) is Galois.
1.4 ASSOCIATED BUNDLES AND STRUCTURE GROUPS
The notion of an associated bundle will shed some light on the role principal
bundles have in the theory of fiber bundles.
Definition 1.20. Given a principal G -bundle P
pi−→ B and a left action λ: G ×
F → F of a Lie group G on a manifold F , we define the fiber bundle P×λF pi′−→ B
whose total space is (P×F )/∼where (u , v )∼ (u g ,λ(g −1, v )) for any g ∈G and
whose projection is pi′[(u , v )] =pi(u ). The typical fiber of P×λF is F . We agree
to call associated (to the pair (P,λ)) any fiber bundle E based-isomorphic to
P ×λ F . In this case we say G is a structure group for E .
Remark 1.21. The use of a left action is just conventional: any right action
ρ : F ×G → F , (y , g ) 7→ ρ(y , g ) becomes a left action by defining (g , y ) 7→
ρ(y , g −1).
If a fiber bundle E → B is associated to a pair (P,λ) for some principal bun-
dle P and action λ: G × F → F , we can somehow decouple the study of E into
the study of P and of λ separately. The following simple examples illustrate
this idea.
Example 1.22. If P → B is a trivial principal bundle and λ: G × F → F is any
left action, then the associated bundle P ×λ F is trivial. In order to see it, let
us choose a global section s : B → P whose existence is guaranteed by Propo-
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sition 1.17. Then a based-isomorphism of P×λ F to the trivial bundle B ×F is
given by [(s (x )g , v )] 7→ (x ,λ(g , v )).
Example 1.23. Somewhat dual to the previous example: if λ is the trivial ac-
tion, i.e. λ(g , v ) = v for each g ∈ G , and P pi−→ B is any principal G -bundle,
then P ×λ F is trivial. The isomorphism is given by [(u , v )] 7→ (pi(u ), v ).
If F carries more structure (e.g. a vector space structure) and the G -action
preserves it, then P ×λ F can be given this structure fiberwise. A precise treat-
ment of this point in full generality is beyond the scope of this work. We shall
limit ourselves to when F is a vector space. The vector space structure on each
fiber of P ×λ F is then defined by r [(u , v )] + r ′[(u ′, v ′)] = [(u , r v + r ′λ(g , v ′))]
where r, r ′ ∈ R and u ′ = u g for a unique g ∈ G . We agree to extend the at-
tribute of associated bundle and structure group to this case: so a structure
group of a rank n vector bundle E must come together with a linear represen-
tation on Rn .
To appreciate the usefulness of “decoupling” a fiber bundle into some prin-
cipal bundle P and some action λ, we need the following definition.
Definition 1.24. Given a principal G -bundle P→ B and a morphism ρ : G ′→
G , where G and G ′ are topological or Lie groups, a (G ′,ρ)-structure of P (or
simply a G ′-structure or a ρ-structure when the various ingredients are un-
derstood) is a principal G ′-bundle P ′→ B together with a based-ρ-morphism
m : P ′→ P . Whenρ is injective (resp. surjective) the pair (P ′, m ) is also called a
G ′-reduction (resp. G ′-prolongation) of P , the morphismρ being understood.
Remark 1.25. A principal bundle P might not admit some (G ′,ρ)-structures.
For instance, ifρ : G ′→G is the trivial morphism, i.e. ρ(g ′) = 1G for all g ′ ∈G ′,
then the existence of aρ-structure m : P ′→ P is equivalent to the triviality of P
(one way is clear; for the other one, simply consider the global section defined
by x 7→m (u ′) for any u ′ ∈ P ′).
We can now state the following proposition.
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Proposition 1.26. Assume E is a fiber bundle which is associated to (P,λ) for
some principal G -bundle and some left action λ: G × F → F . If (P ′, m ) is a
(G ′,ρ)-structure of P for some ρ : G ′ → G , then E is associated to the pair
(P ′,λ ◦ ρ) where – with a little abuse of notation – we indicate by λ ◦ ρ the
G ′-action on F given by (g ′, v ) 7→λ(ρ(g ′), v ).
Proof. The map P ′×λ◦ρ F → P ×λ F given by [(u ′, v )] 7→ [(m (u ′), v )] is well de-
fined. Indeed, [(u ′g ′,λ(ρ(g ′−1)v, ))] 7→ [(m (u ′)ρ(g ′),λ(ρ(g ′−1), v ))] = [(m (u ′), v )].
One can check that it is a based-isomorphism of fiber bundles. By compos-
ing with the based-isomorphism P ×λ F → E , which exists by assumption, we
obtain the result.
It is then clear that a bundle E → B can be associated to more than one
pair (P,ρ). It can also have more than one structure group. For instance, a
fiber bundle is trivial if and only if it has the trivial group among its structure
groups.
The concepts of an associated bundle and of a structure group for a vector
bundle will be essential ingredients of subsequent sections.
1.5 VECTOR BUNDLES AND PRINCIPAL GLn -BUNDLES
The frame bundle construction provides a bridge between vector bundles and
principal GLn -bundles. This bridge can be made into an equivalence of cate-
gories as follows. First of all, recall that a groupoid is a category whose mor-
phisms are isomorphisms.
Definition 1.27. We write PrinGLn (B ) for the category of principal GLn -bundles
over B and principal based-GLn -morphisms between them. We write Vectn (B )
for the category of rank n vector bundles over B and based-morphisms be-
tween them.
Corollary 1.16 shows that PrinGLn (B ) is a groupoid. On the other hand,
there are based-morphisms between same rank vector bundles which are not
based-isomorphisms of vector bundles (for instance, the trivial morphism
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which assigns the zero vector to each vector, fiberwise). However, given a cat-
egory C , we can always consider its maximal subgroupoid C× obtained by
discarding all morphisms which are not isomorphisms. Let us then consider
the maximal subgroupoid Vectn (B )×.
The frame bundle construction can be promoted to a functor F r : Vectn (B )×
→ PrinGLn (B ) by the following observation: to each based-isomorphism E f−→
E ′ of vector bundles we can associate a based-GLn -morphism of principal
GLn -bundles F r (E )
F r ( f )−−→ F r (E ′) by
F r ( f )(e1, . . . , en ) = ( f (e1), . . . , f (en )) .
Since f is a vector space isomorphism on each fiber, this definition is well
posed. One can check that this makes F r a functor.
The pseudo inverse functor, which we indicate by F r−1 for lack of a better
name, is given as follows. Let us consider the identity representation id: GLn →
GLn viewed as a left action of GLn onRn and for each object P
pi−→ B of PrinGLn (B )
construct the associated bundle F r−1(P) = P ×idRn .
Any based-GLn -morphism P
m−→ P ′ of principal GLn -bundles over B gives
a vector bundle based-isomorphism F r−1(P) F r
−1(m )−−−−→ F r−1(P ′) defined by
F r−1(m )([(u , v )]) = [(m (u ), v )] .
One can check that this is well defined and it is indeed a vector bundle based-
isomorphism, with inverse given by [(u ′, v )] 7→ [(m−1(u ′), v )]. Hence F r−1 :
PrinGLn (B )→Vectn (B )× is a functor.
Theorem 1.28. Vectn (B )× and PrinGLn (B ) are equivalent categories.
Proof. The functors F r and F r−1 provide the equivalence. First, consider
F r−1◦F r . There is an isomorphism F r (E )×idR→ E given by [(e , v )] 7→ e i vi , the
naturality being clear. Second, consider F r ◦F r−1 and call l i the canonical ba-
sis ofRn . There is an isomorphism F r (P×idRn )→ P given by [u , l i ]i=1,...,n 7→ u .
Again the naturality is clear.
By this equivalence we obtain at once the following corollaries.
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Corollary 1.29. There is a bijective correspondence between based-isomor-
phism classes of rank n vector bundles and based-GLn -isomorphism classes
of principal GLn -bundles. In particular, two frame bundles F r (E ) → B and
F r (E ′)→ B are based-GLn -isomorphic if and only if the vector bundles E → B
and E ′→ B are based-isomorphic.
Corollary 1.30. For each vector bundle E → B there is a group isomorphism
Aut(E )'Aut(F r (E )), the group structure being given by composition of auto-
morphisms within their respective categories.
Notice that by Theorem 1.28 any vector bundle has GLn as a structure
group, and any vector bundle is the associated bundle of some principal GLn -
bundle (namely its frame bundle). Moreover, a vector bundle E is trivial if and
only if we can reduce its structure group to the trivial group. Indeed, a reduc-
tion to the trivial group is equivalent to a global section of the frame bundle
F r (E ) and, by Proposition 1.17, the existence of a global section is equivalent
to the triviality of F r (E ), which in turn is equivalent to the triviality of E by
Corollary 1.29.
1.6 ORIENTABILITY OF VECTOR BUNDLES
We recall that for a n-dimensional vector space V an orientation is a choice of
an equivalence class of bases, where two bases (e1, . . . , en ) and (e ′1, . . . , e ′n ) are
called equivalent if their transition matrix has positive determinant. When a
choice of orientation has been made, any basis belonging to the chosen class
is called oriented.
Proposition 1.31. On any n-dimensional vector space there are precisely two
orientations. Given a basis e , exchanging any two elements of e changes the
orientation.
Proof. Suppose two bases e ′ and e ′′ do not lie in the equivalence class of a
third basis e . Since any ordered pair of bases possesses a transition matrix (ei-
ther with positive or negative determinant), we can write e = e ′g and e = e ′′h
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with det g < 0 and det h < 0. Then e ′g = e ′′h, that is e ′ = e ′′h g −1. Since
det(h g −1) > 0, it follows that e ′ and e ′′ lie in the same equivalence class. For
the second part of the statement, just observe that the transition matrix be-
tween e and the basis e ′ obtained from e by exchanging two elements has
determinant −1.
For vector bundles the notion of orientability is as follows.
Definition 1.32. A rank n vector bundle E
pi−→ B is called orientable if an ori-
entation can be defined on each fiber in such a way that each x ∈ B has a
neighbourhood U ⊂ B admitting n sections s i : U → E with the property that
(s1(y ), . . . , sn (y )) is an oriented basis of Ey for each y ∈U . A vector bundle with
a choice of orientation is called oriented.
There is another way to look at the orientability of a vector bundle which
makes use of its frame bundle.
Theorem 1.33. An orientation of a rank n vector bundle E is equivalent to
a (GL+n , ι)-reduction of its frame bundle, where ι : GL
+
n ,→ GLn is the obvious
inclusion of GL+n = {g ∈GLn | det g > 0} into GLn .
Proof. Assume E is oriented. The set of its oriented frames F r+(E ) is a princi-
pal GL+n -bundle with action on fibers simply obtained by restricting the usual
action to GL+n . The inclusion map F r
+(E ) ,→ F r (E ) is clearly an injective
based-ι-morphism, hence a (GL+n , ι)-reduction of F r (E ). Conversely, assume
there is a principal GL+n -bundle P→ B and a based-ι-morphism m : P→ F r (E ).
Then the image m (P) ⊂ F r (E ) defines an orientation on E . Indeed, for each
x ∈ B consider a local trivialization of P on some neighbourhood U ⊂ B of
x and take any section sU : U → P . Then m ◦ sU : U → F r (E ) selects a basis
of Ey for each y ∈ U and its orientation is independent of the chosen sec-
tion: any other section s ′U is related to sU by s ′U (y ) = sU (y )φ(y ) for some map
φ : U →GL+n , hence m (s ′U (y )) =m (sU (y )) ι(φ(y )) =m (sU (y ))φ(y ). Having de-
fined orientations on each fiber of E , any local section m ◦sU can be viewed as
a set of linearly independent local sections s i of E such that (s1(y ), . . . , sn (y ))
lies in the orientation class selected by m (P).
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The analog of Proposition 1.31 for vector bundles is the following.
Proposition 1.34. On any orientable vector bundle E → B there are precisely
2|pi0(B )| orientations. When B is connected, any based-automorphism of E
either preserves or reverses the orientation.
Proof. See Section 4.4 in [29].
1.7 SPIN STRUCTURES
In the preceding section we have seen that an orientation of a vector bundle
E → B amounts to a reduction of its structure group from GLn to its connected
component GL+n . This can be viewed as a way to pass from a structure group
with pi0(GLn ) = Z/2Z to a structure group with pi0(GL+n ) = 0 while keeping all
higher homotopy groups unchanged: pik (GL+n ) ' pik (GLn ) for k ≥ 1. In topo-
logical terms this counts as a simplification: for instance, any orientable line
bundle is trivial (over a paracompact space; the converse is also true, inde-
pendently of the base space).
Given a locally path-connected topological space X , we say it is n-connected
if pik (X ) = 0 for 0≤ k ≤ n and pik (X ) 6= 0 for k = n +1. By Proposition 1.17 it is
not hard to prove that, when G is a n-connected topological group, a principal
G -bundle over a CW complex B is trivial over the (n+1)-skeleton of B . This in
turn implies the triviality over the (n+1)-skeleton of any of its associated bun-
dles. From this point of view, then, the existence of a (G ′,ρ)-structure with G ′
n-connected has remarkable consequences on the topology of a fiber bundle.
In particular, when B has sufficiently low dimension the fact that a fiber bun-
dle E → B admits a G ′-structure with G ′ sufficiently more highly connected
implies the triviality of E . In other words, if dim B = k then the existence of a
G ′-structure for E → B , with G ′ some (k − 1)-connected group, would imply
at once the triviality of E .
In the case of a rank n vector bundle E , the next step would consist in find-
ing a 1-connected group G such that pik (G )'pik (GL+n ) for k ≥ 2, together with
a morphism ρ : G → GL+n (this morphism guarantees, via Proposition 1.26,
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that G is a structure group for E ). Clearly, the universal covering group of
GL+n is such an object (for the general definition see Appendix B).
Remark 1.35. Surprising as it may seem, the homotopy groups of GL+n are
usually hard to compute and their complete understanding is still lacking.
They are isomorphic to the homotopy groups of SOn by the homotopy equiva-
lence given by the Gram-Schmidt procedure, and the latter groups are related
to the homotopy groups of spheres by viewing SOn+1 as the total space of a
principal SOn -bundle over Sn , where SOn ⊂ SOn+1 and the action is given by
right multiplication (see Example 3.65 in [55] for details about this bundle).
The cases n = 1, 2 are somewhat special: GL+1 is contractible hence pik (GL
+
1 ) =
0 for k ≥ 1; GL+2 is homotopy equivalent to SO2 ' S1 hence pi1(GL+2 ) = Z and
pik (GL+2 ) = 0 for k ≥ 2.
By the general theory of covering spaces, the universal covering of a space
X has |pi1(X )| many sheets. Since pi1(GL+1 ) = 0, pi1(GL+2 ) = Z and pi1(GL+n ) =
Z/2Z for n ≥ 3, we see that for n ≥ 3 the universal covering is 2-sheeted. This
suggests the following definition.
Definition 1.36. Given a oriented rank n vector bundle E → B , a spin struc-
ture on E is a (ÞGL+n ,ρn )-structure of F r+(E ), whereÞGL+n ρn−→GL+n is the 2-sheeted
covering group of GL+n as defined in Appendix B. Two spin structures (P, m )
and (P ′, m ′) on E are equivalent if there is a based-ÞGL+n -morphism P f−→ P ′
such that m =m ′ ◦ f .
We record here some fundamental results (see e.g. [36], [25], [12]).
Proposition 1.37. A oriented rank n vector bundle E → B admits a spin struc-
ture if and only if its second Stiefel-Whitney class w2(E ) vanishes. There is a
free and transitive action of H 1(B ,Z/2Z) on the set of equivalence classes of
spin structures on E . In particular, H 1(B ,Z/2Z) enumerates the inequivalent
spin structures on E .
By the above discussion, it is not surprising that for a rank n ≥ 3 vector
bundle E → B there is an equivalent definition in terms of trivializations of E
over skeleta of B .
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Proposition 1.38. Given a oriented rank n vector bundle E → B of rank n ≥ 3,
a spin structure on E is the same as a trivialization of E over the 2-skeleton of
B .
Proof. See Section 5.6 in [25].
Notice that, sincepi2(GL+n ) = 0 as every Lie group, we can automatically ex-
tend a trivialization over the 2-skeleton to a trivialization over the 3-skeleton.
In particular, if dim(B ) ≤ 3 a rank n ≥ 3 vector bundle over B admits a spin
structure if and only if it is trivial.
A slight inconvenience of Definition 1.36 is that it uses groups which are
“larger” than necessary. In Chapter 3 we shall present other equivalent defini-
tions based on the concept of a metric on E → B . Metrics will be introduced
in Chapter 2.
Remark 1.39. As a side note we remark that the idea of “unwrapping” the
structure group of a vector bundle does not end at the level of spin structures.
Since, as already observed, pi2(ÞGL+n ) = 0 we are led to consider a 3-connected
group G with a morphism G →ÞGL+n inducing isomorphisms on the higher
homotopy groups. If G were a Lie group, the general theory would imply G
to be contractible (see [36]) leading to trivial bundles directly. Instead, we
can look at topological groups. Such a G has actually been considered (see
[48] for the original paper and [31] for some information) and called Stringn ,
and a manifold admitting such a structure is called a string manifold. String
structures are related to the Hoehn-Stolz conjecture about the existence of
positive Ricci curvature metrics.
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2 METRICS, ISOMETRIES, AND
FRAME BUNDLES
In this chapter we introduce metrics of general signature on vector bundles
and explore the corresponding category. In particular, we are interested in
studying the effect of changing a metric η on a fixed vector bundle E (we
have in mind the problem of studying all metrics on the tangent bundle of
a manifold). In this setting, we shall clarify the relationship among Eη, its
frame bundle F r (Eη), and the path-component of η in the space of metrics.
We shall see that all these notions can be translated in terms of a splitting of
E . The analysis then shows that there is a natural bijection between the set
of isomorphism classes of Eη and the set of isomorphism classes of its frame
bundle F r (Eη), while the set of path-components of metrics on E is generally
larger (the special case of positive definite metrics stands alone, in that there
is only one isomorphism class of Eη and one path-component of metrics). A
few examples and applications are given. Most of the material in this chap-
ter is classical, even though a unified discussion of these matters seem to be
missing in the literature. Theorem 2.16 (or its generalization 2.22) appears to
be new, to the best of our knowledge.
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2.1 METRICS ON VECTOR BUNDLES AD SPLITTINGS
The familiar notion of an inner product (i.e. a non-degenerate symmetric bi-
linear form) on a vector space can be extended as well to the vector bundle
setting.
Definition 2.1. Given two non-negative integers p ,q ∈ N summing to n , a
(p ,q )-metric η on a rank n vector bundle E
pi−→ B is a smooth assignment of an
inner product ηx : Ex×Ex →R of signature (p ,q ) for each x ∈ B , where p is the
number of positive eigenvalues of any representative matrix for ηx , and q is
the number of negative ones. We agree to call Euclidean a metric of signature
(n , 0), anti-Euclidean a metric of signature (0, n ), and Lorentzian a metric of
signature (1, n −1).
It is well known that every vector bundle (whose base space is paracom-
pact) admits a Euclidean metric. Now let us fix a rank n vector bundle E
pi−→ B
and consider the linear space of sections of the bundle ⊗2E ∗→ B . The subset
of Euclidean metricsMn ,0(E ) inherits the structure of an open positive con-
vex cone. In particular, given any two Euclidean metrics η,η′ ∈Mn ,0(E ), the
assignment [0, 1]3 t 7→ (1−t )η+tη′ is a path inMn ,0(E ) from η to η′. We shall
use this fact in the next proposition. Before that, we need to briefly recall a
classical result and to introduce the notion of a splitting of a vector bundle.
Lemma 2.2. Two symmetric bilinear forms on a finite dimensional vector
space can be simultaneously diagonalized when one of them is positive defi-
nite.
Sketch of proof. Consider the inner product space defined by the positive def-
inite form and apply the spectral theorem to the other symmetric bilinear
form.
Definition 2.3. A splitting of a vector bundle E → B is an ordered pair of its
vector subbundles N ⊂ E → B and M ⊂ E → B such that E = N ⊕M as
bundles. N and M are the parts of the splitting. Two such splittings N ⊕M
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and N ′ ⊕M ′ are called equivalent if there are two vector bundle based-iso-
morphisms f : N → N ′ and g : M → M ′. Equivalently, there is a vector bun-
dle based-automorphism m : E → E which sends each part of the first split-
ting onto each part of the second splitting (respecting the order of the pair).
Two equivalent splittings are called homotopic if the based-isomorphisms in
the definition of equivalence just given can be strengthen to be homotopies.
Equivalently there is a vector bundle E˜ over B × [0, 1] with a splitting which,
when restricted to B × {0} and B × {1}, coincides with each of the two split-
tings of E . If E = N ⊕M is a splitting of E whose parts have rank p and q
respectively, then the splitting is also called a (p ,q )-splitting. Moreover, if η
is a (p ,q )-metric on E such that its restrictions to each part of the splitting
have definite signatures (p , 0) and (0,q ) respectively, and such that the two
parts are η-orthogonal, then the splitting is said to be η-adapted. When deal-
ing with η-adapted splittings, we agree to order the splitting by the sign of the
metric on each part: if N⊕M is η-adapted, and η is positive definite on N and
negative definite on M , we then choose (N , M ) as ordering. Homotopies and
equivalences of η-adapted splittings must then respect this ordering.
Proposition 2.4. Given a (p ,q )-metricη on E → B , there is aη-adapted (p ,q )-
splitting of E and any twoη-adapted (p ,q )-splittings of E are homotopic (hence
also equivalent).
Proof. We shall break the proof into three parts.
1. We first prove that a choice of a Euclidean metric on E → B defines a
η-adapted (p ,q )-splitting of E . Choose a Euclidean metric β on E →
B . For each x ∈ B consider the two symmetric bilinear forms βx and
ηx on Ex . Since βx is positive-definite, by Lemma 2.2 we can simul-
taneously diagonalize βx and ηx with respect to some basis {e i } of Ex .
Now consider the linear isomorphism mx := (fηx )−1 ◦fβx : Ex → Ex wherefβx : Ex → E ∗x and fηx : Ex → E ∗x are the dual maps given by v 7→ βx (v, ·)
and v 7→ ηx (v, ·) respectively (they are invertible because of the non-
degeneracy of the metrics). In an arbitrary basis the operator mx has
the expression m i j = ηi kβj k , so in the basis {e i } it becomes diagonal
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with positive and negative eigenspaces coinciding with the correspond-
ing eigenspaces for ηx . The splitting is then defined by the positive and
negative eigenspaces of mx as x runs over B .
2. We then prove that, even though the splitting constructed in point 1
depends on the choice of a Euclidean metric on E , its homotopy class
(and hence also its equivalence class) is independent of it. Choose two
Euclidean metrics βi on E (i = 0, 1) and apply the construction of point
1 above to obtain splittings E = E 0+⊕E 0− = E 1+⊕E 1−. The path t 7→βt = (1−
t )β0+tβ1 defines a Euclidean metric β onpi∗E → B×[0, 1], the pullback
bundle of E → B under the projection pi: B × [0, 1]→ B . On pi∗E we can
also consider the pullback pi∗η, which is again a (p ,q )-metric, and we
then repeat the construction of point 1 with respect to pi∗E , pi∗η and β
to obtain a splitting of pi∗E which obviously coincides with E i+⊕E i− over
B ×{i } (i = 0, 1).
3. We finally prove that any η-adapted (p ,q )-splitting of E can be con-
structed as we did in point 1. Given an η-adapted (p ,q )-splitting E =
E+⊕E−, take any two Euclidean metricsβ+ andβ− on E+ and E− respec-
tively. Then the splitting E+⊕E− arises via the construction of point 1 by
using the Euclidean metric defined by β (v, w ) =β+(v+, w+)+β−(v−, w−)
where v = v+⊕v−, w =w+⊕w− with v+, w+ ∈ E+ and v−, w− ∈ E−.
Remark 2.5. The proposition above is basically Theorem 8.11 in [32].
The following is a sort of converse of Proposition 2.4.
Proposition 2.6. Given a (p ,q )-splitting E =N ⊕M , there is a (p ,q )-metric η
on E such that N ⊕M is a η-adapted (p ,q )-splitting.
Proof. Take any Euclidean metrics βN and βM on N and M respectively, and
define η(v, w ) := βN (vN , wN )−βM (vM , wM ) where v = vN + vM and w =wN +
wM with vN , wN ∈N and vM , wM ∈M .
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Let us now consider the problem of enumerating the path-connected com-
ponents of the space Mp ,q (E ) of (p ,q )-metrics on a given rank p + q vector
bundle E → B . We have the following classical theorem (see §40 in [47] for a
slightly different approach).
Theorem 2.7. There is a bijection between the set of path-components ofMp ,q (E )
and the set of homotopy classes of rank p subbundles of E .
Proof. In the cases (p ,q ) = (n , 0) and (p ,q ) = (0, n ) the claim holds true: since
positive definite or negative definite metrics form a positive convex cone in
the space of sections of ⊗2E → B (see Section 2.1), it follows that there is only
one path-component; in both cases there is only one homotopy class of rank
p subbundles of E : either E itself or the rank 0 bundle. Let then p and q be
both nonzero and fix a Euclidean metric β on E . We define a bijection be-
tween the setMp ,q (E ) and the set of rank p subbundles of E and then show it
descends to a well defined bijection on equivalence classes, where the equiva-
lence is by path-components and by homotopic subbundles respectively. The
bijection is as follows: given a p -subbundle N0 ⊂ E pi−→ B we construct a (p ,q )-
metric η0 on E by considering the β-orthogonal decomposition N0⊕N⊥0 and
defining η0(v, w ) = β (v ′, w ′)− β (v ′′, w ′′), where v = v ′ ⊕ v ′′ ∈ N0 ⊕N⊥0 and
w = w ′⊕w ′′ ∈ N0⊕N⊥0 . The inverse operation is as in Proposition 2.4: take
a (p ,q )-metric η0 and define N0 = E+ where E+⊕E− is the (p ,q )-splitting de-
fined by the positive and negative eigenspaces of (fη0)−1 ◦ eβ . We now show
that this bijection descends to equivalence classes. Assume N0 and N1 are
homotopic, hence there is a p -subbundle N ⊂ j ∗E j ∗pi−→ B × [0, 1] such that
N  B ×{i }= L i , i = 0, 1 (here j : B× [0, 1]→ B denotes the projection onto the
first factor). There is a j ∗β-orthogonal decomposition j ∗E =N⊕N⊥. The met-
ric defined byη(v, w ) = (j ∗β )(v ′, w ′)−(j ∗β )(v ′′, w ′′), where v = v ′⊕v ′′ ∈N⊕N⊥
and w = w ′⊕w ′′ ∈ N ⊕N⊥, is a (p ,q )-metric on j ∗E which restricts to ηi on
(j ∗pi)−1(B ×{i }), i = 0, 1. Evaluating η on each p -subbundle (j ∗pi)−1(B ×{t })'
E for each t ∈ [0, 1] gives a path in Mp ,q (E ) joining η0 to η1. Conversely,
let η: [0, 1] → Mp ,q (E ) be a path of (p ,q )-metrics such that η(0) = η0 and
η(1) = η1. By viewing η as a (p ,q )-metric on j ∗E
j ∗pi−→ B × [0, 1] we decompose
31
2. METRICS, ISOMETRIES, AND FRAME BUNDLES
j ∗E into positive and negative eigenvalues of (eη)−1 ◦gj ∗β . Clearly the positive
part restricts to Ni on (j ∗pi)−1(B ×{i }), i = 0, 1 and the proof is complete. It is
also clear that the induced bijection on equivalence classes is independent of
a choice of β .
Remark 2.8. It can be proven that the homotopy class of a (p ,q )-splitting is
completely determined by the homotopy class of one of its two parts. In other
words, given splittings N0 ⊕M 0 and N1 ⊕M 1 of E → B , if N0 and N1 are ho-
motopic then M 0 and M 1 are homotopic. This implies that Theorem 2.7 is ac-
tually equivalent to the (only apparently) weaker statement: “There is a bijec-
tion between the set of path-components ofMp ,q (E ) and the set of homotopy
classes of (p ,q )-splittings of E ”. We might ask what corresponds to equiva-
lence classes of (p ,q )-splittings instead. The answer will be given in Section
2.2.
2.2 CLASSIFICATION OF FRAME BUNDLES, AND SOME
APPLICATIONS
We are now in a good position to discuss vector bundles with (p ,q )-metrics,
their frame bundles and the relationship between the two. To ease notation
we shall write Eη→ B for a vector bundle E → B with a (p ,q )-metric η on it.
Definition 2.9. Given two rank n vector bundles Eη→ B and E ′η′→ B where η
and η′ are (p ,q )-metrics, an isometry from Eη to E ′η′ is a morphism f : E → E ′
of vector bundles such that η′( f v, f w ) = η(v, w ) for each v, w ∈ E . Analo-
gously we define a based-isometry as an isometry which is a based-morphism.
Remark 2.10. Notice that an isometry restricts to an isomorphism of vector
spaces on each fiber. Moreover, by Lemma 1.6 a based-isometry is automati-
cally a based-isomorphism of vector bundles.
In analogy with Section 1.5 we now make the following definition.
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Definition 2.11. We write PrinOp ,q (B ) for the category of principal Op ,q -bundles
over B and principal based-Op ,q -morphisms between them. We write Vectp ,q (B )
for the category of rank p +q vector bundles over B with (p ,q )-metrics and
based-isometries between them.
Remark 2.12. By Remark 2.10 Vectp ,q (B ) is a groupoid.
Just as we did in Example 1.18, we can define the frame bundle of a vector
bundle with a metric as follows. Consider a vector bundle E → B with a (p ,q )-
metric η. In this case we can take the set of all η-orthonormal frames, defined
as bases (ex ,1, . . . , ex ,n ) of Ex such that η(ex ,i , ex ,j ) = εi j , where
εi j = diag(1, . . . , 1︸ ︷︷ ︸
p times
,−1, . . . ,−1︸ ︷︷ ︸
q times
) .
Notice that the first p vectors of a frame have squared length 1, while the last
q vectors have squared length −1. The resulting bundle is a principal Op ,q -
bundle, where Op ,q is the group of rank n matrices g such that g t εg = ε, the
diagonal matrix ε being defined as in the previous sentence.
We can therefore assign to each bundle Eη→ B its principal Op ,q -bundle of
η-orthonormal frames, and the associated bundle construction (see Section
1.4) with action induced by the inclusion Op ,q ,→ GLn can be used to recon-
struct Eη (up to natural isomorphism) from its frame bundle. In other words,
repeating the argument of Section 1.5 we obtain at once the following theo-
rem.
Theorem 2.13. Vectp ,q (B ) and PrinOp ,q (B ) are equivalent categories.
Again we have the following corollaries.
Corollary 2.14. There is a bijective correspondence between isomorphism
classes of rank n vector bundles over B with (p ,q )-metrics and isomorphism
classes of principal Op ,q -bundles over B . In particular, two frame bundles
F r (Eη)→ B and F r (E ′η′)→ B are isomorphic if and only if Eη→ B and E ′η′→ B
are isomorphic.
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Corollary 2.15. For each vector bundle with metric Eη → B there is a group
isomorphism Aut(Eη)'Aut(F r (Eη)), the group structure being given by com-
position of automorphisms within their respective categories.
Notice that introducing a (p ,q )-metric on a vector bundle E amounts to
restricting its structure group from GLp+q to Op ,q via the inclusion morphism
Op ,q ,→GLp+q . We shall not pursue this viewpoint here though.
The following theorem characterizes when two given (p ,q )-metrics de-
fined on the same vector bundle E → B have based-Op ,q -isomorphic principal
bundles of orthonormal frames. Equivalently, by Corollary 2.14 it classifies
the isometry classes of a vector bundle with respect to a signature (p ,q ).
Theorem 2.16. Given a rank p +q vector bundle E → B and (p ,q )-metrics η
and η′ on it, their respective principal Op ,q -bundles of orthonormal frames are
based-Op ,q -isomorphic if and only if some (hence all) of the η-adapted (p ,q )-
splittings are equivalent to some (hence all) of the η′-adapted (p ,q )-splittings.
Before presenting its proof we need the following lemma (see Theorem 8.8
in [32], or Problem 2-E in [41]).
Lemma 2.17. Let E → B and E ′→ B be two based-isomorphic vector bundles
of rank n . For any (n , 0)-metrics η on E and η′ on E ′ there is a based-isometry
Eη→ E ′η′ . The same holds true also for the case of (0, n )-metrics.
Proof. Let f : E → E ′ be a based-isomorphism of vector bundles and con-
sider on E the pullback metric β (v, w ) :=η′( f (v ), f (w )). This is a (n , 0)-metric
since β (v, v ) = η′( f (v ), f (v )) > 0 for each nonzero v ∈ E while 0 = β (v, v ) =
η′( f (v ), f (v )) implies f (v ) = 0, which in turn implies v = 0. As in the proof
of Proposition 2.4 we introduce the based-isomorphism defined fiberwise by
mx := (fβx )−1 ◦fηx : Ex → Ex . It satisfies β (m (v ), w ) = η(v, w ) for each v, w ∈ E
and its expression in any basis {e i } of Ex is m i j = β i kηj k . By Lemma 2.2
we can simultaneously diagonalize the matrices β i j and ηi j obtaining a di-
agonal matrix with strictly positive diagonal, hence mx is positive and we
can safely define
p
mx , which satisfies β (
p
m (v ),
p
m (w )) = η(v, w ). For a
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positive matrix M the operation M 7→ pM is smooth and by the local triv-
iality of E it follows that
p
m defines a based-automorphism of E into it-
self. Now define r := f ◦pm and compute: η′(r (v ), r (w )) = η′(( f ◦pm )v, ( f ◦p
m )w ) = β (
p
m (v ),
p
m (w )) = β (m (v ), w ) = η(v, w ). For the case of (0, n )-
metrics put α :=−η and α′ :=−η′ and apply the above to find r : E → E ′ such
that α′(r (v ), r (w )) = α(v, w ). Then −η′(r (v ), r (w )) = −η(v, w ) which means
η′(r (v ), r (w )) =η(v, w ).
Proof of Theorem 2.16. Assume F r (Eη) and F r (Eη′) are based-Op ,q -isomorphic
as principal bundles. By Corollary 2.14 there is some based-isometry f : Eη→
Eη′ . Now choose a η-adapted (p ,q )-splitting of E (which exists by Proposition
2.4), call it E η+⊕E η− = E , and define E η′+ := f (E η+), E η′− := f (E η−). Then E η′+ ⊕E η′− is
a η′-adapted (p ,q )-splitting of E : indeed, their sum is E because f is a vector
bundle isomorphism and, since η′( f (v ), f (w )) = η(v, w ) for each v, w ∈ E , it
follows that η′ restricted to E η
′
+ × E η′+ is Euclidean, η′ restricted to E η′− × E η′− is
anti-Euclidean and finally E η
′
+ and E
η′
− are η′-orthogonal. Clearly the restric-
tion f  E η+ is a based-isomorphism E η+ → E η′+ of vector bundles; analogously
for f  E η− : E η− → E η′− . Hence the splittings E η+ ⊕ E η− and E η′+ ⊕ E η′− are equiva-
lent. By Proposition 2.4 all η-adapted (p ,q )-splittings are homotopic, hence
equivalent by Lemma 1.11. In the same way, all η′-splittings are homotopic,
hence equivalent. By transitivity it follows that each η-adapted (p ,q )-splitting
is equivalent to each η′-adapted (p ,q )-splitting and this concludes the proof
of the “only if” part of the claim. Conversely, let E η+⊕ E η− and E η′+ ⊕ E η′− be η-
adapted and η′-adapted (resp.) (p ,q )-splittings of E such that there are vector
bundle based-isomorphisms f+ : E
η
+→ E η′+ and f− : E η−→ E η′− . The restrictions
η  E η+× E η+ and η′  E η′+ × E η′+ define two (p , 0)-metrics on E η+ and E η′+ respec-
tively. Analogously the restrictions η  E η− × E η− and η′  E η′− × E η′− define two
(0,q )-metrics on E η− and E
η′
− respectively. By applying the preceding Lemma
we obtain based-isometries r+ : E
η
+ → E η′+ and r− : E η− → E η′− . Finally the map
r : Eη → Eη′ defined by r (v ⊕w ) := r+(v ) + r−(w ) for each v ∈ E η+ and each
w ∈ E η− is a based-isometry. By Corollary 2.14 this means F r (Eη) and F r (Eη′)
are based-Op ,q -isomorphic.
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Remark 2.18. Theorem 2.16 generalizes to any signature the known fact that
any two Euclidean (or anti-Euclidean) metrics on the same vector bundle have
isomorphic frame bundles. Indeed when (p ,q ) = (n , 0) (or (p ,q ) = (0, n )) any
splitting is trivially E itself. We point out here that the Gram-Schmidt pro-
cedure, which can be applied to the Euclidean (or anti-Euclidean) case to
produce a map from the bundle of η-orthonormal frames to the bundle of
η′-orthonormal frames, is generally not an isomorphism of principal bundles
since it does not commute with the respective actions. Instead, it is so if and
only if η and η′ are conformally equivalent, as shown in Appendix A.
Remark 2.19. In some cases Theorem 2.16 and Proposition 2.6 easily allow
us to give an upper bound on the number of isomorphism classes of frame
bundles for a given rank p + q vector bundle E → B and a given signature
(p ,q ). Indeed, if we agree to call Vp (E ) the set of isomorphism classes of rank p
vector subbundles of E , then the cardinality of Vp (E )×Vq (E ) is such an upper
bound (hardly sharp, however). For instance, for the tangent bundle of the
2-torus T 2 this upper bound is 24 (here we are also using the fact that if the
Euler characteristic χ(M ) of a closed connected even dimensional manifold
M vanishes, then every line bundle over M can be realized as a line subbundle
of its tangent bundle, up to vector bundle isomorphism; see Theorem 2.1 in
[33]); this upper bound is further reducible to 4 by making use of the theory of
Stiefel-Whitney classes. As another example, on the 3-sphere S3 every vector
bundle is trivial, hence there is only one class of frame bundles for any metric
on any vector bundle E → S3 and this is true, in particular, for (1, 2)-metrics
on the tangent bundle; this should be compared with the number of path-
components of (1, 2)-metrics on the tangent bundle of S3, which by Theorem
2.7 is given by the number of homotopy classes of line fields. According to
Example 1.7 in [34], there are countably many of them.
As another application of the theory so far, we consider time-orientable
Lorentzian metrics. First we recall the definition.
Definition 2.20. A Lorentzian metric η on a vector bundle E → B is called
time-orientable when there exists a timelike smooth section, i.e. s : B → E
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such that η(s (x ), s (x ))> 0 for each x ∈ B .
Assume two Lorentzian metrics η and η′ on E are time-orientable, with
timelike sections s and s ′ respectively, and consider the line subbundles L
and L′ spanned by s and s ′ respectively. Given a Euclidean metric β on E ,
we find adapted (1, n −1)-splittings L⊕ L⊥ and L′⊕ L′⊥ which, by Proposition
2.4, specify the homotopy class of any η-adapted (resp. η′-adapted) splitting.
Since L and L′ are trivial, by Theorem 2.16 we deduce that the orthonormal
frame bundles for η and η′ are based-O1,n−1-isomorphic if and only if L⊥ and
L′⊥, which are rank n − 1 spacelike distributions on E , are based-isomorphic
vector bundles. We have then proven the following result.
Proposition 2.21. Any two time-orientable Lorentzian metrics on a rank n
vector bundle have based-O1,n−1-isomorphic frame bundles if and only if they
admit rank n −1 space-like distributions which are based-isomorphic as vec-
tor bundles.
Let us now reconsider the question of when two different metrics on the
same vector bundle give isomorphic frame bundles of orthonormal frames.
Theorem 2.16 gives the solution when both metrics have same signature (p ,q ).
When the metrics have different signatures some care is needed. The notion
of isomorphism for principal bundles that we are interested in is that of based-
G -isomorphism, hence G =G ′ and ρ = idG (see Definition 1.14). We are then
led to the question of when two different pairs (p ,q ) and (p ′,q ′) such that
p +q = p ′+q ′ = n give the equality Op ,q =Op ′,q ′ . Without loss of generality we
can assume p > p ′. If p ′ 6= 0 take any nontrivial R ∈O2 and consider the ma-
trix M which has R as the submatrix M i j for (i , j )∈ {p ′, p ′+1}×{p ′, p ′+1} and
M i j =δi j otherwise. A short computation shows that M ∈Op ,q and M 6∈Op ′,q ′ .
If p ′ = 0 a similar argument shows that for q 6= 0 the groups Op ,q and Op ′,q ′ are
different. The only case left is (p ,q ) = (n , 0) and (p ′,q ′) = (0, n ), which clearly
gives equal groups On ,0 = O0,n = On . Hence the only case when metrics of
different signature can have isomorphic frame bundles is when (p ,q ) = (n , 0)
37
2. METRICS, ISOMETRIES, AND FRAME BUNDLES
and (p ′,q ′) = (0, n ). Let then η and η′ be metrics on E of signature (n , 0) and
(0, n ) respectively. It is easy to check that the identity map idE : E → E gives
a based-On -isomorphism F r (E−η′)→ F r (Eη′). By composing with the based-
On -isomorphism F r (Eη)→ F r (E−η′) of Theorem 2.16 we deduce that F r (Eη)
and F r (Eη′) are based-On -isomorphic. We collect these findings in the follow-
ing theorem, which generalizes Theorem 2.16.
Theorem 2.22. Given a rank n vector bundle E → B and two metrics η and η′
of signatures (p ,q ) and (p ′,q ′) respectively, where p +q = p ′+q ′ = n, their re-
spective principal bundles of orthonormal frames are based-Op ,q -isomorphic
if and only if either both metrics have same signature (p ,q ) and equivalent
adapted (p ,q )-splittings, or the two metrics have signatures (n , 0) and (0, n ).
Also the treatment of Section 1.5 can be extended just as well to the case of
different signatures. There is an obvious isomorphism of categories Vectp ,q (B )'
Vectq ,p (B ) given by the assignment Eη 7→ E−η on objects and the identity on
morphisms. We can compose this isomorphism together with the equiva-
lences Vectp ,q (B )∼ PrinOp ,q (B ) and Vectq ,p (B )∼ PrinOq ,p (B ), thus obtaining the
equivalence PrinOp ,q (B )∼ PrinOq ,p (B ) according to the following diagram.
PrinOp ,q (B ) PrinOq ,p (B )
Vectp ,q (B ) Vectq ,p (B )
∼
∼
'
∼
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3 SPINORS AND
DIFFEOMORPHISMS
3.1 SPIN STRUCTURES REVISITED
As already noted earlier in Section 1.7, a slight inconvenience of Definition
1.36 is that it uses groups which are “larger” than necessary. Since B is para-
compact, we can pick up any Euclidean metric on E → B and reduce the
structure group from GL+n to SOn , which is compact. The covering map
ÞGL+n ρn−→
GL+n induces a 2-sheeted covering
1 Spinn
ρn−→ SOn , where Spinn := ρ−1n (SOn )
(obviously Spinn is isomorphic, as a Lie group, to the group of the same name
constructed through Clifford algebra).
Proposition 3.1. Given a oriented rank n vector bundle E → B with a Eu-
clidean metric η on it, a spin structure on E is equivalent to a (Spinn ,ρn )-
structure on F r+(Eη).
Sketch of proof. Given a (ÞGL+n ,ρn )-structure (P, m )on F r+(E ), consider the nat-
ural inclusion F r (Eη)⊂ F r (E ). Then (m−1(F r+(Eη)), m ) is a (Spinn ,ρn )-structure
(with principal action on m−1(F r+(Eη)) given by restricting the action of ÞGL+n ).
Conversely, given a (Spinn ,ρn )-structure (P, m ) on F r+(Eη), the bundle P×SpinnÞGL+n associated to P via the natural left action of Spinn on ÞGL+n , together with
1For notational simplicity we keep the name ρn for the map ρn  Spinn .
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the map m ′[u , g ] = [m (u ), g ], is a (ÞGL+n ,ρn )-structure (where the ÞGL+n -action
is given by [u , g ]h = [u , g h]). It can be proven that this construction defines a
bijection between equivalence classes (see [15] for details about this geomet-
ric proof; for a homotopic proof, see [42]).
As the names of the groups involved reveal, the definition in terms of Spinn
is more common than the one in terms of ÞGL+n . Although we shall still need
Spinn to define spinors (see Section 3.2), we opted for Definition 1.36 in order
to decouple the notion of a spin structure from that of a Euclidean metric in
view of subsequent investigations carried out in this chapter.
For vector bundles of rank n ≥ 4 there is a similar result by using Lorentz-
ian metrics.
Theorem 3.2. Given a rank n ≥ 4 vector bundle E → B with a time-oriented
and space-oriented Lorentzian metric η on it, a spin structure on E (relative to
the orientation of E induced by the orientations for time and space) is equiv-
alent to a (Spin01,n−1,ρn )-structure of F r+(Eη), where Spin
0
1,n−1
ρn−→ SO01,n−1 has
been introduced in Appendix B.
Proof. See §4 in [8] for a sketchy proof, and Chapter 8 in [42] for a rigorous
proof; the latter is also a beautiful and thorough account of the matter.
3.2 SPINORS
Hereafter we consider the above theory applied only to the case of the tangent
bundle T M of a manifold M . Following tradition, we call g a Euclidean2 met-
ric on T M instead of using greek letters. For notational simplicity, we shall put
F r (T M ) = GL+(M ) for the bundle of oriented frames and F r (T M g ) = SOg (M )
for the bundle of oriented g -orthonormal frames.
We start by describing some algebraic structures behind spinors of a finite
dimensional Euclidean space. They will be used to describe the structures on
2Called Riemannian in this context.
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typical fibers of various bundles we shall encounter on manifolds (alterna-
tively think of what happens at a point of a manifold).
Recall that a usual vector or tensor of Rn of type R , where R is some rep-
resentation of GLn in Rk , can be viewed as a map from the space F of ori-
ented linear frames in Rn to Rk , which is GLn -equivariant i.e. it intertwines
the canonical action of GLn on F with R . Equivalently, given any (positive
or negative) definite bilinear form (metric) g on Rn , one can work with the
space Fg of oriented g -orthonormal frames in Rn , that carries a natural ac-
tion of SOn . Then, we can regard a vector (or a tensor) as a map from Fg toRk ,
which is equivariant under (restriction of) the representation R to SOn .
For spinors one usually uses the (nontrivial) double cover ρn : Spinn →
SOn , and a free orbit F˜g of Spinn (called space of ‘spinor frames’ of Rn ) to-
gether with a 2:1 identification map η: F˜g → Fg , such that η(e˜ h) = η(e˜ )ρn (h),
where e˜ ∈ F˜g and h ∈ Spinn . Given a representation R : Spinn → GL(k ,C) of
Spinn we shall view a R-spinor of Rn as an R-equivariant map ψ from F˜g to
Ck . There is an obvious C-linear structure on the space of R-spinors.
Obviously the interesting case here is when R is not a tensor representa-
tion, i.e. does not descend to a representation of SOn . This is the case e.g. for
R =µ, where µ is the restriction to Spinn of the fundamental (also called spin)
representation of the Clifford algebra Cln . The carrier complex space of µ has
dimension k = 2n/2 for even n and k = 2(n−1)/2 for odd n .
Remark 3.3. Since Spinn is compact, by averaging over it we can consider
any of its representations (hence also µ) as being unitary with respect to a
suitable hermitian inner product. In the case of the standard metric and the
representation µ, this is just the standard inner product on Ck .
Hereafter we fix the spin representation R to beµ: Spinn →U (k ), k = 2[n/2],
and consider µ-spinors ψ : F˜g → Ck , i.e. ψ(u h) = µ(h−1)ψ(u ),∀u ∈ F˜g , h ∈
Spinn . The inner product is given in terms of the standard inner product in
Ck , as (ψ,φ) := (ψ(u ) |φ(u )) (the right hand side is independent of u ).
In order to liberate the setting from the dependence on the metric a nat-
ural temptation would be to use ρn : ÞGL+n → GL+n , as we did in Section 1.7
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(for notational simplicity we use the same letter ρn for the extension). This
extends the double cover Spinn → SOn and is a central extension of GL+n by
Z/2Z. Unfortunately ÞGL+n is not usually used as a ‘structure’ group for spinors,
for the reason that it is not a matrix group, i.e. it has only infinite-dimensional
faithful representations, while geometric objects are usually assumed to have
finite number of components. Instead, every finite-dimensional representa-
tion of ÞGL+n descends to a (tensor) representation of GL+n , at least for n ≥ 3 (see
Lemma 5.23 in [36]). Thus we have to stick to the subgroup Spinn and so the
space of spinors will be always labelled by a metric. Concretely, a spinor la-
belled by a metric g will be aµ-equivariant map from the orbit F˜g :=η−1(Fg )⊂
F˜ of Spinn to Rk . We shall however employ ÞGL+n , as well as its free orbit space
F˜ together with a 2:1 covering map η : F˜ → F , that intertwines the relative
actions, in order to define the transformation of spinors under an oriented
automorphism β ofRn . More precisely we can and shall lift β to an automor-
phism β˜ of F˜ and define the transformed spinor as
ψ′ =ψ ◦ β˜g ,
where β˜g is the restriction of β˜ to ÞFβ ∗g . The domain of ψ′, understood as an
equivariant map, is ÞFβ ∗g . Clearly the new spinorψ′ is labelled by the pullback
metric g ′ = β ∗ g . Note that the components of ψ′ with respect to the spinor
basis e˜ ′ are equal to the components of ψ with respect to the spinor basis
e˜ = β˜ (e˜ ′), i.e. ψ′(e˜ ′) = (ψ ◦ β˜ )(e˜ ′) = ψ(e˜ ). Moreover, since for any β there
are precisely two lifts β˜ (which differ just by a sign) we get actually a double
covering åAut+(Rn )'ÞGL+n of the group Aut+(Rn )'GL+n that acts on spinors.
In the next section we shall globalize the structures described so far.
As already noted in Section 3.1, in the literature the notion of a spin struc-
ture is usually formulated for a Riemannian manifold (M , g ) in terms of a prin-
cipal Spinn -bundle over M double covering the bundle SOg (M ) of oriented
g -orthonormal frames of M . Since in the following we shall vary the metric
g , we use the metric-independent definition as in Section 1.7 (we refer to [49]
for a nice survey about the two different definitions and their equivalence at
the topological level). An oriented manifold M is called spin if w2(M ) = 0 and
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sometimes we shall understand by this term a pair (M ,σ) with a given spin
structureσ on M .
Remark 3.4. A word of caution must be given: in some texts by a spin struc-
ture is understood an equivalence class of spin structures in our sense, i.e.ÞGL+n - or Spinn -prolongations (see e.g. [40] and [31] p.61). Moreover, some-
times it is not clearly stated if a prolongation is meant or rather an equivalence
class of prolongations, though this may be grasped from context. Clearly this
is crucial for the issue of proper parametrization, e.g. it is the set of equiva-
lence classes of spin structures on M which is known to be in bijective cor-
respondence with H 1(M ,Z/2Z) (see e.g. Theorem 8.2 in [12]). Note also the
difference with the case of reductions of the structure group – a reduction of
a principal G -bundle P to some subgroup G ′ ⊂G is a principal G ′-subbundle
P ′ ⊂ P . Two different reductions encode different information with respect to
the inclusion into P , even though they might be equivalent as reductions (the
equivalence is defined analogously as for prolongations). For instance two
different On -reductions of the principal GLn -bundle of frames over a mani-
fold M correspond to different Riemannian metrics on M , even though any
two such reductions are equivalent as explained in Chapter 2.
3.3 SPINOR FIELDS
Let (M , g ,σ) be a Riemannian spin manifold. Let R : Spinn → GL(k ,C) be a
(fixed) representation of Spinn . It is customary to call R-spinor field on M
an R-equivariant map ψ: Sping (M )→ Ck , where Sping (M ) is the total space
of the spin structure σ (here by spin structure we temporarily mean a Spinn -
prolongation of SOg (M ), i.e. we need the metric g ). By R-equivariance we
mean thatψ(u g ) =R(g −1)ψ(u ) for u ∈ Sping (M ) and g ∈ Spinn . As in Section
3.2 we are interested in those R that are not tensor representations, e.g. in the
unitary Dirac representation µ of Spinn in the complex space of dimension
k = 2[n/2]. We denote by Sσ,g the space of µ-spinor fields, often named Dirac
spinor fields, for the spin structure σ and the metric g . There is an obvious
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C-linear structure on Sσ,g induced by pointwise operations. Note that for dif-
ferent metrics we have a priori different spaces Sσ,g (see [49] for a geometric
description of a configuration space for both spinors and metrics).
An inner product on Sσ,g can be defined as follows: take a cover {(Uα, hα)}α∈A
of M which trivializes Sping (M ). Given ψ,φ ∈ Sσ,g consider the global func-
tion aψ,φ : M →C defined locally by
aψ,φ(x ) := (ψ(ux ) |φ(ux ))
where u : Uα → Sping (M )(Uα) is any local section of Sping (M ) (in writing u
we omit the dependency on the index α to simplify notation). Consider the
global (yet locally defined, α-dependency omitted) n-form e 1 ∧ · · · ∧ e n where
e j is the g -dual of e j :=ηg (u j ). Finally put:
〈ψ |φ〉σ,g :=
∫
M
aψ,φ e
1 ∧ · · · ∧ e n .
It is easy to see that the above definition does not depend on the trivialization.
Note that e 1 ∧ · · · ∧ e n = volg (M ), the g -volume form of M .
We then make the following definition.
Definition 3.5. The Hilbert space of spinorsHσ,g for a given spin structureσ
and metric g is the L2-completion of the inner product space (Sσ,g , 〈 | 〉σ,g ).
It is natural to investigate what happens to Hσ,g under a change of spin
structure. For equivalent spin structures the answer is given by the next propo-
sition.
Proposition 3.6. If we choose an equivalentÞGL+n -prolongationσ′ = (ÞGL+(M )′,η′),
the principal ÞGL+n -isomorphism m : ÞGL+(M )′→ÞGL+(M ) induces a unitary op-
erator U :Hσ,g →Hσ′,g given by
Uψ=ψ ◦m g
where m g =m η′−1(SOg (M )).
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Proof. The operator U is clearly linear. It is invertible with inverse given by
U−1ψ = ψ ◦ (m g )−1. To prove unitarity let us put ψ′ = ψ ◦m g . It is now
enough to observe that aψ′,φ′ = aψ,φ. From this we obtain 〈Uψ | Uφ〉 =∫
M
aψ′,φ′volg (M ) =
∫
M
aψ,φvolg (M ) = 〈ψ |φ〉.
Remark 3.7. Given two equivalent ÞGL+n -prolongations of GLM , there are ex-
actly two distinct principal isomorphisms between the two prolongations (this
is a consequence of the morphism ρn being a central extension of GLn by
Z/2Z). It follows that there is another unitary operator U− :Hσ,g → Hσ′,g ,
given by Uψ =ψ ◦m−g where m−g u = (m u )(−1) with {±1} = kerρn ⊂Z (ÞGL+n ).
Clearly, once the existence of an isomorphismHσ,g →Hσ′,g has been estab-
lished, any other isomorphism can be obtained by composing with a suitable
automorphism of Hσ,g . However, the operators U and U− are the only two
arising from principal morphisms as indicated above.
3.4 DIFFEOMORPHISMS AND SPIN STRUCTURES
We now study the interplay between orientation-preserving diffeomorphisms
of M and spin structures on M . Given a spin manifold (M ,σ) where σ =
(ÞGL+(M ),η), let us choose an orientation-preserving diffeomorphism f : M →
M and consider the natural lift of f to GL+(M ) given by applying the tan-
gent map of f to each element of each frame e ∈ GL+(M ). We denote such
a lift by the symbol T f . The pullback bundle T f ∗ÞGL+(M ), defined explicitly
by T f ∗ÞGL+(M ) = {(e , u ) ∈ GL+(M )×ÞGL+(M ) | T f (e ) = η(u )}, together with
the canonical map T f ∗η: T f ∗ÞGL+(M ) → GL+(M ) given by (T f ∗η)(e , u ) = e
is again a spin structure on M which we call f ∗σ. By construction the map
T f : GL+(M ) → GL+(M ) admits exactly two distinct lifts, given by ϕ±(e , u ) =
u (±1) where {±1} = kerρn ⊂ Z (ÞGL+n ). The following diagram illustrates the
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situation.
T f ∗ÞGL+(M ) ϕ± //
T f ∗η

ÞGL+(M )
η

GL+(M )
T f //

GL+(M )

M
f //M
Recall that the set ΣM of equivalence classes of spin structures on M is natu-
rally an affine space over theZ/2Z-vector space H 1(M ;Z/2Z). The assignment
Diff+(M )×ΣM → ΣM given by ( f , [σ]) 7→ [ f ∗σ] defines an affine representa-
tion ρ of Diff+(M ) on ΣM (see [15] for a proof). Moreover, the normal sub-
group Diff+0 (M ) ⊂ Diff+(M ) of diffeomorphisms which are homotopy equiva-
lent to the identity acts trivially on ΣM , hence ρ descends to a representation
of Ω(M ) =Diff+(M )/Diff+0 (M ) on ΣM .
3.5 DIFFEOMORPHISMS AND SPINORS
This section explores the relation between diffeomorphisms of M and the sys-
tem of spaces Hσ,g . Let us start with a spin structure σ = (ÞGL+(M ),η) of M
and a metric g on M . Given an orientation-preserving diffeomorphism f ∈
Diff+(M )we can consider the pullback metric f ∗g on M defined by ( f ∗g )(v, w ) =
g (T f v, T f w ). The map T f : GL+(M )→GL+(M ) restricts to a lift
T f g : SO f ∗g (M )→ SOg (M )
by construction. The pullback spin structure f ∗σ restricts to a Spinn -prolon-
gation of SO f ∗g (M ) by considering (T f ∗η)−1(SO f ∗g (M )) with Spinn -action ob-
tained by restricting the ÞGL+n -action on T f ∗ßGL+M to the subbundle
(T f ∗η)−1(SO f ∗g (M )) .
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There are exactly two lifts ϕ±g : (T f ∗η)−1(SO f ∗g (M )) → η−1(SOg (M )), given by
restriction of ϕ±. The following diagram illustrates the situation.
(T f ∗η)−1(SO f ∗g (M )) 
 // T f ∗ÞGL+(M ) ϕ± //
T f ∗η

ÞGL+(M )
η

η−1SOg (M )? _oo
SO f ∗g (M )
  // GL+(M )
T f //

GL+(M )

SOg (M )?
_oo
M
f //M
The next definition and proposition generalize the analysis in Section 3.3 to
the case of changing the metric from g to f ∗g .
Definition 3.8. For each of the two lifts ϕ± of T f we define a linear operator
Uϕ± :Hσ,g →H f ∗σ, f ∗g by
Uϕ±ψ=ψ ◦ϕ±f ∗g (3.1)
where ϕ±f ∗g =ϕ±  (T f ∗η)−1(SO f ∗g (M )).
Proposition 3.9. The operators Uϕ± defined above are unitary, that is they are
invertible and satisfy 〈Uϕ±ψ |Uϕ±φ〉 f ∗σ, f ∗g = 〈ψ |φ〉σ,g for eachψ,φ ∈Hσ,g .
Proof. Linearity is clear. The inverse is given by ψ 7→ ψ ◦ (ϕ±f ∗g )−1. For the
second part: let us consider ϕ+f ∗g , the case ϕ
−
f ∗g being analogous. Put ψ
′ :=
ψ◦ϕ+f ∗g ,φ′ :=φ ◦ϕ+f ∗g . An easy computation shows that aψ′,φ′ = aψ,φ ◦ f . Now
apply the formula for the invariance of integrals under pullback:
〈Uϕ+ψ |Uϕ+φ〉 f ∗σ, f ∗g =
∫
M
aψ′,φ′ e
′1 ∧ · · · ∧ e ′n
=
∫
M
(aψ,φ ◦ f ) e ′1 ∧ · · · ∧ e ′n
=
∫
M
f ∗

aψ,φ e
1 ∧ · · · ∧ e n
=
∫
M
aψ,φ e
1 ∧ · · · ∧ e n
= 〈ψ |φ〉σ,g
(3.2)
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where we used local sections e ′ : Uα→ SO f ∗g (M )(Uα) and e := T f e ′.
A remark similar to 3.7 holds here as well. In other words, the operators
Uϕ± are the only two unitary operatorsHσ,g →H f ∗σ, f ∗g which arise from some
principal morphism as above.
The above results permit to introduce a certain covering of the group of
diffeomorphisms. We restrict to the case of oriented diffeomorphisms pre-
serving a given spin structure.
Definition 3.10. Let Diff+σ(M ) be the subgroup of Diff
+(M ) consisting of dif-
feomorphisms which preserve the spin structure σ = (ÞGL+(M ),η). Define
the group ÞDiff+σ(M ) to consist of all principal ÞGL+n -morphisms ϕ : ÞGL+(M ) →ÞGL+(M ) closing the diagram:
ÞGL+(M ) ϕ //
η

ÞGL+(M )
η

GL+(M )
T f //

GL+(M )

M
f //M
where f runs over Diff+σ(M ), together with the multiplication given by compo-
sition of maps.
It is clear thatÞDiff+σ(M ) is a double cover of Diff+σ(M ) by the mappiσ(ϕ) = f .
The corresponding operators Uϕ± given by (3.1) implement – in a generalized
sense – the action on spinor fields of the double cover ÞDiff+σ(M ) of oriented,
spin structure preserving diffeomorphisms. This is however not an imple-
mentation in the strict sense, as we have not really an action on a fixed space
of spinors but rather the target space of spinors changes according to the pull
back action of f on the metric.
In order to get of a genuine action one should develop further our setting.
A possible way could be to consider the disjoint unionCσ =qgHσ,g where g
runs over all Riemannian metrics on M . The (right) action is then given by:
Cσ×ÞDiff+σ(M )→Cσ, (ψ,ϕ) 7→ψ ·ϕ :=ψ ◦ϕ f ∗g (3.3)
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whereψ∈Hσ,g , f =piσ(ϕ) and ϕ f ∗g =ϕ η−1(SO f ∗g (M )).
Remark 3.11. By Proposition 3.9, this action is ‘fiberwise unitary’ in the sense
that it is linear on each componentHσ,g , it is invertible and 〈ψ·ϕ |χ ·ϕ〉σ, f ∗g =
〈ψ |χ〉σ,g for eachψ,χ ∈Hσ,g .
In order to speak of a unitary action of ÞDiff+σ(M ) one should put a Hilbert
space structure on Cσ. It would be natural to view Cσ as a direct integral of
Hilbert spaces over the space Met(M ) of Riemannian metrics on M . We hope
it can be made rigorous using the following facts. First, Met(M ) is a positive
convex cone into the vector space of smooth symmetric (0, 2)-tensors on M .
The latter is naturally a Fréchet space by equipping it with the smooth topol-
ogy. The space Met(M ) is open in that space, hence it inherits the structure of
a Fréchet manifold. The tangent space of Met(M ) at some g ∈Met(M ) can be
identified with the vector space of smooth symmetric (0, 2)-tensors on M . A
Riemannian metric µ can be put on Met(M ) which is invariant under the ac-
tion of diffeomorphisms of M by pullback, g 7→ f ∗g . Given ϕ ∈ÞDiff+σ(M ),
we could then define for each ψ ∈ ∫ ⊕
Met(M )
Hσ,g dµ the element (Uϕψ)(g ) =
Uϕψ(piσ(ϕ−1)∗g ), where we denote by dµ the induced invariant measure on
Met(M ). The assignment ϕ 7→ Uϕ would then be a unitary action of ÞDiff+σ(M )
on the space of spinors with spin structureσ.
3.6 EQUIVARIANCE OF THE DIRAC OPERATOR
In order to define the Dirac operator one uses the lift of the covariant deriva-
tive associated to the Levi-Civita (metric preserving and torsion free) connec-
tion. Its local components with respect to an orthonormal frame e are given
explicitly by the Christoffel symbols
Γ(e (x ))j k l = c j k l + c j l k + c l k j (3.4)
where c i j k are the structure constants of the commutators (as vector fields)
[e i , e j ] = c i j k ek .
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Then for a givenσ and g on M the Dirac operator D is defined by its local
components, i.e. its action in the ’gauge’ e˜ on the local components ψ ◦ e˜ of
ψ∈Sσ,g as
(Dψ)(e˜ (x )) :=
∑
j
γj
 
Le j (x )+ 14
∑
k`
γkγ`Γ
(e (x ))
j k l
!
ψ(e˜ (x )),
where γj are the anticommuting gamma matrices and e = η ◦ e˜ . As it should,
up to a unitary equivalence the Dirac operator is independent on the choice
of a representation of the gamma matrices and of local orthonormal frames.
Proposition 3.12. The Dirac operator is equivariant, i.e.
D ′U±f =U
±
f D , (3.5)
where D ′ is the Dirac operator onH f ∗σ, f ∗g .
Denotingψ′ :=U±f ψwe can write (3.5) in the equivalent form as
D ′ψ′ = (Dψ)′ (3.6)
Proof. It is a matter of a straightforward check that (3.6) is satisfied. For that
evaluate both sides on e˜ ′(x ) using the fact thatLe ′j (ψ◦ f )(x ) =Le jψ( f (x )), that
the local Christoffel symbols in any orthonormal frame are given in terms of
commutators of the vectors constituting the frame and the commutators of f -
related frames are f -related, and the equality of local componentsψ′(e˜ ′(x )) =
ψ(e˜ ( f (x ))).
From the formula (3.6), which is already present (modulo a typo) in [12]
(p.101 at the bottom), follows that the eigenvalues (point spectrum) of the
Dirac operator are invariant under diffeomorphisms. Now using also Propo-
sition (3.9) we can state a stronger result:
Corollary 3.13. The spectrum of the Dirac operator is invariant under the dif-
feomorphisms.
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3.7 BRIEF ACCOUNT OF SOME OTHER APPROACHES
The relations between spinors, the Dirac equation and the metric has been
investigated by other authors (for the case of a fixed metric we mention the
beautiful and classical paper [37]). Now, recall that for any two Riemannian
metrics g 1 and g 2 on M we have the geometrically constructed principal based-
isomorphism m g 1,g 2 : SOg 1(M ) → SOg 2(M ) (see Chapter 2). A lift of this iso-
morphism to respective spin bundles makes possible to compare spinors and
the Dirac equation for different metrics. However, the two spin structures are
necessarily equivalent.
The paper [3] combines ideas in [1] and [15] to construct a “metric” Lie
derivative of spinor fields (see also the fundamental paper [35] for an early
study of a Lie derivative for spinors). As in [15], the metrics considered are
g and f ∗g . The isomorphism m g , f ∗g is used to project the tangent map of a
diffeomorphism f : M →M onto the same principal bundle SOg (M ); an anal-
ogous isomorphism between the two principal Spinn -bundles associated to g
and f ∗g is used to project the lift of f , thus realising an automorphism of the
same Spinn -bundle over f . This permits to define a Lie derivative of spinor
fields, which however does not induce the canonical Lie derivative on tensor
fields build from spinor fields. Its geometric nature has been clarified in [24].
The procedure above works however only for strictly Riemannian metrics and
spin-structure-preserving diffeomorphisms.
It is worth to mention that the canonical Dirac operator on Dirac spinor
fields provides a prominent example of a spectral triple, and of a noncommu-
tative Riemannian spin manifold in the framework of noncommutative ge-
ometry of Connes [9]. The results of this chapter fit well into this scheme and
can be interpreted as a unitary implementation of diffeomorphisms on spec-
tral triples. Concerning the additional requirements (axioms) for noncom-
mutative Riemannian spin manifolds [10], most of them are preserved under
diffeomorphisms in a straightforward manner. Only the axiom of projectiv-
ity and absolute continuity requires a comment. Namely it is easy to check
that the C∞(M )-modules of smooth spinor fields, equipped with the C∞(M )-
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valued hermitian form, are intertwined by the action of diffeomorphisms, i.e
(aψ) ◦ f˜± = ( f ∗a )(ψ ◦ f˜±).
3.8 FINAL REMARKS
In this chapter we have further developed the approach of [15] and [12] to
give a consistent definition of the transformation rules for spinor fields un-
der (the double cover of) diffeomorphisms and checked the covariance of the
Dirac operator. This requires however, as mentioned in the introduction, the
changing of the space of spinors according to the pull back action on metrics
and on spin structures labelling the spaces of spinors. In particular we are
able to give the components of the transformed spinor field with respect to
the transformed (spinor) linear frame, orthonormal with respect to the differ-
ent (pullback) metric. It should be stressed however that we cannot compare
the components of a given one and the same spinor field with respect to two
linear frames if they are not related by a orthonormal transformation (giving
a proper scaling dimension we could treat however conformally related met-
rics).
Since we have not employed an isomorphism between Hilbert spaces as-
sociated to different Riemannian metrics, we can not discuss in general the
behaviour of spinors under infinitesimal diffeomorphisms and the notion of
the Lie derivative on spinor fields along vector fields (unless they are Killing
vector fields).
Moreover, for simplicity we considered only the oriented diffeomorphisms,
the orientation changing diffeomorphisms in general would require the cov-
erings Pin± of the full orthogonal group. Some parts of our results hold as well
in the Lorenzian or pseudoriemannian case. The isomorphism ϕ should also
play an important role for a rigorous discussion of the variational aspects of
the theory (under a general variation of the metric), and thus for deriving the
equation of motions.
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4 PRODUCT OF REAL SPECTRAL
TRIPLES
4.1 COMMUTATIVE REAL SPECTRAL TRIPLE
In the following, the symbol Z≥1 will denote the set of strictly positive integers
and the symbol Z≥0 will denote the set of non-negative integers.
GAMMA MATRICES
For each n ∈ Z≥1 consider the irreducible (complex) representations of the
(complex) Clifford algebraC (Rn )of Euclidean spaceRn with negative-definite
metric. For even (resp. odd) n , let us denote by Γ(n ) (resp. Γ(n ,+) and Γ(n ,−))
a possible choice of sets of complex matrices generating the only irreducible
representation (respectively the only two irreducible representations) ofC (Rn ),
given by:
Γ(1,+) = {γ1(1,+)}
Γ(1,−) = {γ1(1,−)}
Γ(2m ) = {γ1(2m ), . . . ,γ2m(2m )}
Γ(2m+1,+) = {γ1(2m+1,+), . . . ,γ2m(2m+1,+),γ2m+1(2m+1,+)}
Γ(2m+1,−) = {γ1(2m+1,−), . . . ,γ2m(2m+1,−),γ2m+1(2m+1,−)} ,
(4.1)
55
4. PRODUCT OF REAL SPECTRAL TRIPLES
where γ1(1,±) =±i and for n = 2m (m ∈Z≥1), j = 1, . . . , m , each γµ(n ) (µ= 1, . . . , n)
is a 2m ×2m complex matrix given by
γ
j
(n ) = i σ3⊗ · · ·⊗σ3︸ ︷︷ ︸
m−j
⊗σ1⊗1⊗ · · ·⊗1︸ ︷︷ ︸
j−1
,
γ
m+j
(n ) = i σ3⊗ · · ·⊗σ3︸ ︷︷ ︸
m−j
⊗σ2⊗1⊗ · · ·⊗1︸ ︷︷ ︸
j−1
,
(4.2)
while for n = 2m +1 (m ∈Z≥1), k = 1, . . . , n −1 we put
γk(n ,±) = γ
k
(n−1) ,
γn(n ,±) =±i σ3⊗ · · ·⊗σ3︸ ︷︷ ︸
m
, (4.3)
where
1=
 
1 0
0 1
!
, σ1 =
 
0 1
1 0
!
, σ2 =
 
0 −i
i 0
!
, σ3 =
 
1 0
0 −1
!
(4.4)
(σ1, σ2 and σ3 are the so called Pauli matrices). Indeed, the gamma matrices
defined above anti-commute with each other and square to −1. Note that
they are anti-hermitean. Moreover we have chosen them so that for a given n
the first m are imaginary, the next m are real and γ2m+1(2m+1,±) is imaginary. The
properties discussed in the sequel do not depend on this choice up to unitary
equivalence of matrices.
Note also that
γ2m+1(2m+1,±) =±i (i )(m mod 2)γ1(2m )γ2(2m ) . . .γ2m(2m ) (4.5)
For even n we define the grading operator χ(n ) = σ3⊗ · · ·⊗σ3︸ ︷︷ ︸
n/2
. For odd n we
define also χ(n ,±) =±1. (In the sequel we shall often omit the lower indices to
simplify notation). Note that, for any n ∈Z≥1,
χ =αnγ1 · · ·γn , (4.6)
where αn = 1,−i , i , 1 if n = 0, 1, 2, 3 mod 4 respectively.
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DIRAC OPERATOR
The (free) Dirac operator on Rn is given by the formula
D =
n∑
µ=1
γµ
∂
∂ xµ
. (4.7)
where the gammas are as above. Note that, for even n ,
Dχ +χD = 0.
Note also that, for odd n , changing the representation Γ(2m+1,+) to Γ(2m+1,−) is
equivalent to changing the orientation of the manifold.
The ‘minimal coupling’ interaction with gauge fields, notably the electro-
magnetic potential Aµ, amounts to the substitution of the usual derivatives by
the covariant ones,
∇µ = ∂
∂ xµ
+ i e Aµ ,
where e is the charge.
As well known, the Dirac operator can be defined for a flat metric of arbi-
trary signature, and generalized to (pseudo) Riemannian spin manifolds with
the help of covariant derivative given by the Levi-Civita (spin) connection.
The elliptic or Riemannian case is extremely important and well studied in
mathematics. In theoretical physics the Lorentzian case describes the evolu-
tion of spinor fields (fermions), and is also useful in connection with general
relativity, modern versions of Kaluza-Klein theories, and (super) string the-
ory. Recently, A. Connes made the Dirac operator a fundamental ingredient
of a ‘spectral triple’ and of the notion of noncommutative (spin) manifold.
CHARGE CONJUGATION
In physics, the charge conjugation J of spinors exchanges the Dirac opera-
tors corresponding to charge e and −e , keeping invariant the other physical
quantities. However, we allow a possibility that J either commutes or anti-
commutes with the ‘neutral’ D given by (4.7). We shall indicate by a subscript
± these two options, which amount to demanding that
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J±γµ

∂
∂ xµ
+ i e Aµ

=±γµ

∂
∂ xµ
− i e Aµ

J± . (4.8)
The operators J± have to be C-antilinear, given by a composition of the
complex conjugation with a constant matrix C±, satisfying C±γµ = ±γµC±.
Hence, C+ should anti-commute with γµ for µ ≤m which are imaginary and
commute with γµ for m <µ≤ 2m which are real. By the uniqueness and anti-
commutativity of gamma matrices, such C+ is proportional to γ1γ2 · · ·γm if m
is even and to γm+1γm+2 · · ·γ2m if m is odd. It is just the other way for C−.
For Γ(2m ), this fixes the two solutions J± (up to a scalar multiple). Moreover,
J− is obtained by multiplying J+ with γ1 · · ·γ2m (up to a scalar multiple).
For Γ(2m+1,+) and for Γ(2m+1,−) we have to consider in addition the matrix
γ2m+1(2m+1,±), which is imaginary. Then the above (anti)-commutativity require-
ment selects J+ as the only solution if m = 1, 3 mod 4 (i.e. n = 3, 7 mod 8) and
J− if m = 0, 2 mod 4 (i.e. n = 1, 5 mod 8).
It can be checked that, with respect to the standard Hermitean scalar prod-
uct < , > on C2m , the charge conjugation is a C-antilinear isometry, that is
J J † = 1 = J † J , where the adjoint of a C-antilinear operator is defined by
< φ, J †ψ >=< ψ, Jφ >. This reduces the ambiguity of J± to be a scalar of
modulus 1.
The commutation relation of J± with D is by construction D J± = "′ J±D,
with "′ =+1 for J+ and "′ =−1 for J−. Next, the commutation relation with χ
(if n is even) is governed by "′′ = i n = (−1)n/2. A straightforward computation
gives (J±)2 = "1, where " (together with "′,"′′) is given by table 4.1 below.
Table 4.1: Connes’ selection in [11] is marked by •
n 0 2 4 6 0 2 4 6 1 3 5 7
ε + − − + + + − − + − − +
ε′ + + + + − − − − − + − +
ε′′ + − + − + − + −
• • • • • • • •
Notice that altogether there are twelve different possibilities, which can be
labeled by the so-called KO-dimension n ∈Z8 with the additional index ε′ if n
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is even (so for example the case (ε,ε′,ε′′) = (+,−,−) is labelled by 2−). We find
it notationally convenient to place this additional index also in the case of odd
n , though it is redundant there. (For pseudoeuclidean spaces the periodicity
modulo 8 holds for the signature p −q of the metric).
The geometrical significance of the charge conjugation J± is that it governs
the reduction of a spinc structure to a spin structure (the Lie algebra s p i n (n )
is generated by γµγν with µ < ν , which commute with J and so are invariant
under Ad J , while s p i n c (n ) is generated by s p i n (n ) and one more matrix i 1,
which anti-commutes with J ).
The operator in (4.7) is a first-order partial differential operator with ma-
trix coefficients. It acts on C∞(Rn ,C2m ). After completion to L2(Rn ,C2m ), D
becomes an unbounded self-adjoint operator. The ∗-algebra of smooth complex-
valued functions onRn (with pointwise operations) is represented on L2(Rn ,C2m )
as multiplication operators.
DIRAC OPERATOR ON CARTESIAN PRODUCT
Let n = n 1 + n 2 with n 1, n 2 ∈ Z≥1. It is straightforward to see that the Dirac
operator (4.7) onRn decomposes (up to unitary equivalences of matrices and
a suitable renaming of coordinates) into Dirac operators D1 onRn 1 and D2 on
Rn 2 as follows (1 and χ denote the relevant identity and grading matrices):
• if n 1 = 2m1 and n 2 = 2m2+1 (m1 ∈Z≥1, m2 ∈Z≥0)
D =
n 1∑
µ=1
γ
µ
(n 1)
⊗1 ∂
∂ xµ
+
n 2∑
ν=1
χ(n 1)⊗γν(n 2,±)
∂
∂ x n 1+ν
, (4.9)
(using (4.5) it is not difficult to see that the tensor product gamma ma-
trices appearing in (4.9) belong to the representation Γ(2m1+2m2+1,±), with
the index± identical to the one of γν(n 2,±), belonging to Γ(2m2+1,±); in other
words, the ±-type of the irreducible representation is preserved);
• if n 1 = 2m1+1 and n 2 = 2m2 (m1 ∈Z≥0, m2 ∈Z≥1)
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D =
n 1∑
µ=1
γ
µ
(n 1,±)⊗χ(n 2)
∂
∂ x n 2+µ
+
n 2∑
ν=1
1⊗γν(n 2)
∂
∂ x ν
, (4.10)
(again the ±-type of the irreducible representation is preserved);
• if both n 1 = 2m1 and n 2 = 2m2 (m1, m2 ∈ Z≥1) are even, both formulae
4.9 and 4.10 hold and are related by a unitary matrix;
• if both n 1 = 2m1+1 and n 2 = 2m2+1 (m1, m2 ∈Z≥0) are odd then
D =
n 1∑
µ=1
γ
µ
(n 1)
⊗1⊗σ1 ∂
∂ xµ
+
n 2∑
ν=1
1⊗γν(n 2)⊗σ2
∂
∂ x n 1+ν
. (4.11)
Moreover, we can take χ = 1⊗1⊗σ3 as grading.
4.2 DEFINITION OF A REAL SPECTRAL TRIPLE
The classical setting presented in section 4.1 was generalized by Connes to
the noncommutative case, which we now recall and supplement by keeping
all the twelve possibilities for the reality structure. We recall from [11]
Definition 4.1. A spectral triple (A,H , D) is given by an involutive unital alge-
bra A (overR orC) faithfully represented as bounded operators on a complex
separable Hilbert spaceH and by a self-adjoint operator D with compact re-
solvent such that for each a ∈ A the commutator1 [D, a ] has bounded exten-
sion.
A spectral triple is called even if the Hilbert space H is endowed with a
nontrivial Z2-grading χ which2 commutes with any a ∈ A and anticommutes
with D. Otherwise it is called odd.
The following definition is a modification of Definition 1.124 in [11] in or-
der to cover all the twelve possibilities as discussed in the previous section.
1We assume a domD ⊂ domD for each a ∈ A, so that [D, a ] is defined on domD.
2By definition χ is a self-adjoint unitary such that χ2 = idH and χ 6= ±idH . The Hilbert
space H can then be split into its eigenspaces H = H+ ⊕H−; by requesting [χ , a ] = 0 for
each a ∈ A this splitting is invariant under the action of A onH .
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Definition 4.2. A real structure of KO-dimension n ∈ Z8 on a spectral triple
(A,H , D) is an antilinear isometry J :H →H , with the property that
J 2 = ε, J D = ε′D J , and, if (A,H , D) is even, Jχ = ε′′χ J . (4.12)
Given n , the possibilities for arrays of numbers ε,ε′,ε′′ ∈ {±1} are given by the
tables in section 4.1. Moreover, the action of A satisfies the commutation rule
[a , J b ∗ J −1] = 0, ∀a ,b ∈ A (4.13)
and the operator D satisfies the order one condition
[[D, a ], J b ∗ J −1] = 0, ∀a ,b ∈ A. (4.14)
A spectral triple (A,H , D) endowed with a real structure J is called a real spec-
tral triple.
Remarks.
• usually we will omit to indicate the ∗-representation mapρ : A→B(H )
for simplicity;
• we recall that an antiunitary operator J is antilinear, bijective and (J u |J v ) =
(v |u );
• the map b 7→ J b ∗ J −1 is a representation of the opposite algebra A◦ on
B(H );
• equation (4.13) which says that AdJ sends A to its commutant is some-
times called the “zero order condition”;
• note that putting:
~ε±(n ) =

ε±(n ),ε′±(n ),ε
′′
±(n )

, (4.15)
(where n ∈Z8) we have the relation:
~ε−(n ) =−~ε+(n +2) . (4.16)
61
4. PRODUCT OF REAL SPECTRAL TRIPLES
4.3 PRODUCT OF REAL SPECTRAL TRIPLES
Following what happens in the commutative case, we shall produce a real
spectral triple of dimension n 1+n 2 out of two triples of dimensions n 1 and n 2
respectively. The new algebra is the tensor product algebra A = A1⊗A2, where
⊗ is the algebraic tensor product3 and the involution is defined component-
wise: (a ⊗b )∗ = a ∗⊗b ∗. It turns out that the other ingredients of the resulting
spectral triple depend on the parity of the two given triples.
EVEN-EVEN CASE
As the Hilbert space carrying the ∗-representation of A we take the Hilbert ten-
sor productH1⊗H2 and as the ∗-representation we take the tensor product
representation:
ρ1⊗ρ2 : A1⊗A2→B(H1⊗H2) . (4.17)
The representation ρ1 ⊗ρ2 is faithful whenever ρ1 and ρ2 are. The grading
operator is given by χ =χ1⊗χ2 (it is easy to check that it is unitary, squares to
idH1⊗H2 and commutes with every element of the product algebra A). As for
the Dirac operator, using χ1 or χ2 we take the following operators 4:
D =D1⊗ idH2 +χ1⊗D2 ,eD =D1⊗χ2+ idH1 ⊗D2 , (4.18)
both defined on the dense domain domD1⊗domD2. They are unitarily equiv-
alent: eD =UDU † , (4.19)
where (see [54])
U =
1
2
(idH1 ⊗ idH2 +χ1⊗ idH2 + idH1 ⊗χ2−χ1⊗χ2) . (4.20)
We now show that D is essentially self-adjoint by exhibiting an orthonormal
basis of eigenvectors. Self-adjointness is immediate if one Hilbert space is
3Over R if at least one of the two algebras is real, over C if both algebras are complex.
4The simplest choice D =D1⊗idH2+idH1⊗D2 has non-compact resolvent in general (e.g.
ker D is infinite dimensional if D2 =−D1 withH1 =H2 infinite dimensional).
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finite dimensional, so we assume both Hilbert spaces to be infinite dimen-
sional.
From the general theory of (linear unbounded) operators on a complex
separable Hilbert space we know that each Di has pure point spectrum con-
sisting of countably many real eigenvalues, each with finite multiplicity, and
the only limit point of their absolute values is +∞. Let
{vλ,mλ , v j± |λ∈σ(D1)/{0}, mλ = 1, . . . , Mλ, j± = 1, . . . , K± ∈Z≥0}
be an orthonormal basis of eigenvectors of D1, where σ(D1) is the spectrum
of D1, Mλ is the multiplicity of λ ∈σ(D1)/{0}, and finally {v j± | j± = 1, . . . K±} is
a basis of ker D1 consisting of eigenvectors of χ1 such that χ1v j± =±v j± . Note
that since D1 and χ1 anticommute, and χ1 is unitary, thenσ(D1) is symmetric
and Mλ =M−λ. Let {wµ,nµ |µ∈σ(D2), nµ = 1, . . . , Nµ ∈Z≥0} be an orthonormal
basis of eigenvectors of D2. Finally, let us consider the following vectors in
H1⊗H2:
u+λ,mλ,µ,nµ = cosθλµ(vλ,mλ ⊗wµ,nµ)+ sinθλµ(χ1vλ,mλ ⊗wµ,nµ) ,
u−λ,mλ,µ,nµ =−sinθλµ(vλ,mλ ⊗wµ,nµ)+ cosθλµ(χ1vλ,mλ ⊗wµ,nµ) ,
u j±,µ,nµ = v j± ⊗wµ,nµ ,
(4.21)
where λ ∈ σ(D1) ∩R>0, µ ∈ σ(D2), θλµ = 12 arctan µλ ∈ (−pi/4,pi/4) and j± =
1, . . . K±. Then the set
{u+λ,mλ,µ,nµ , u−λ,mλ,µ,nµ , u j±,µ,nµ |λ∈σ(D1)∩R>0, µ∈σ(D2), j± = 1, . . . , K±}
(4.22)
is an orthonormal basis of eigenvectors ofD, with corresponding eigenvalues
given by:
D(u±λ,mλ,µ,nµ) =±
p
λ2+µ2 u±λ,mλ,µ,nµ ,
D(u j±,µ,nµ) =±µ u j±,µ,nµ .
(4.23)
It can be easily seen that kerD = ker D1⊗ ker D2. From the existence of a
basis of eigenvectors forD we can promptly conclude that D ≡D (the closure
of D) is self-adjoint. From the analysis above it is clear that D is a self-adjoint
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operator with pure point spectrum consisting of countably many eigenvalues,
each with finite multiplicity, and the only limit point of their absolute values
is +∞. By the general theory, we conclude that D has compact resolvent.
By unitary equivalence, the basis for D gives a basis of eigenvectors of eD
with the same eigenvalues and multiplicities as those of D, so the analysis
above goes through and we conclude that eD ≡ eD is also self-adjoint with com-
pact resolvent.
It is easy to check that [D, a ] is defined on domD and extends to a bounded
operator for each a ∈ A1⊗A2 (using the condition [χ , a ] = 0). Analogously foreD.
From J1 and J2 we can construct J = J1 ⊗ J2, which is easily seen to be
antiunitary onH1⊗H2. Moreover we have
[a 1⊗a 2, J (b1⊗b2)∗ J −1] = [a 1⊗a 2, (J1⊗ J2)(b ∗1⊗b ∗2)(J −11 ⊗ J −12 )]
= [a 1, J1b ∗1 J
−1
1 ]⊗a 2 J2b ∗2 J −12 +
+ J1b ∗1 J
−1
1 a 1⊗ [a 2, J2b ∗2 J −12 ]
= 0 .
(4.24)
Labeling the ε-triples with n+ or n− according to the KO-dimension and
the J involved in the product, we get the following tables for the KO-dimension
and reality structure of the resulting triple (we distinguish the two cases for the
total Dirac operator, D or eD):
Remark 4.3. The two top blocks in table 4.2 correspond to the even-even
cases covered by Vanhecke’s paper [54].
EVEN-ODD CASE
The Hilbert spaceH , the ∗-representation of A onB(H ) and the reality struc-
ture J are the same as in the even-even case. Now we have only one nontrivial
grading operator though: we then choose D or eD from the previous construc-
tion, according to whether the even triple is the first one or the second one,
respectively. The basis of eigenvectors is again given by (4.22) (or by the anal-
ogous construction using χ2 instead of χ1). The argument for proving self-
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Table 4.2: D
1/2 0+ 2+ 4+ 6+ 0− 2− 4− 6−
0+ 0+ 2+ 4+ 6+
2+ 2+ 4+ 6+ 0+
4+ 4+ 6+ 0+ 2+
6+ 6+ 0+ 2+ 4+
0− 0− 2− 4− 6−
2− 2− 4− 6− 0−
4− 4− 6− 0− 2−
6− 6− 0− 2− 4−
Table 4.3: eD
1/2 0+ 2+ 4+ 6+ 0− 2− 4− 6−
0+ 0+ 4+ 2− 6−
2+ 2+ 6+ 4− 0−
4+ 4+ 0+ 6− 2−
6+ 6+ 2+ 0− 4−
0− 2+ 6+ 0− 4−
2− 4+ 0+ 2− 6−
4− 6+ 2+ 4− 0−
6− 0+ 4+ 6− 2−
adjointness and compactness of resolvent goes through exactly as before. For
the KO-dimension and reality structure of the resulting triple we obtain the
following tables:
Remark 4.4. Table 4.4 corresponds to the even-odd cases covered by Van-
hecke’s paper [54].
ODD-ODD CASE
In this case we have no nontrivial grading operator available. In order to over-
come this, motivated by the commutative situation, we consider the following
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Table 4.4: D
1/2 1− 3+ 5− 7+
0+ 3+ 7+
2+ 3+ 7+
4+ 7+ 3+
6+ 7+ 3+
0− 1− 5−
2− 5− 1−
4− 5− 1−
6− 1− 5−
Table 4.5: eD
1/2 0+ 2+ 4+ 6+ 0− 2− 4− 6−
1− 3+ 7+ 1− 5−
3+ 3+ 7+ 5− 1−
5− 7+ 3+ 5− 1−
7+ 7+ 3+ 1− 5−
construction:
A = A1⊗A2,
H = (H1⊗H2)⊗C2,
D =D1⊗ idH2 ⊗σ1+ idH1 ⊗D2⊗σ2,
J ± = J1⊗ J2⊗M±K ,
χ = idH1 ⊗ idH2 ⊗σ3,
(4.25)
where the σs are the Pauli matrices, M± are two complex matrices specified
by the table below and K is the complex conjugation operator defined for the
canonical basis of C2 (i.e., if (e1, e2) is the canonical basis, we have K (λe i ) =
λe i for every λ ∈ C). The representation is understood to be trivial on the C2
factor, i.e. ρ(a 1⊗a 2) =ρ1(a 1)⊗ρ2(a 2)⊗ idC2 .
Remarks. The entries in table 4.6 stand for the pair M+, M−. For convenience,
the identity matrix is called σ0. Note that this construction still works under
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Table 4.6: Odd-odd case
1/2 1− 3+ 5− 7+
1− σ2,σ1 σ3,σ0 σ2,σ1 σ3,σ0
3+ σ0,σ3 σ1,σ2 σ0,σ3 σ1,σ2
5− σ2,σ1 σ3,σ0 σ2,σ1 σ3,σ0
7+ σ0,σ3 σ1,σ2 σ0,σ3 σ1,σ2
any permutation of the Pauli matrices (e.g., one can takeD =D1⊗ idH2⊗σ1+
idH1 ⊗D2⊗σ3 and χ = idH1 ⊗ idH2 ⊗σ2). The table obtained considering only
the first element in each entry (i.e. M+) corresponds to the odd-odd cases
covered by Sitarz’s notes [46].
Calling n 1 = 2m1 + 1 and n 2 = 2m2 + 1 the dimensions of the two triples
involved, we have:
M+(n 1, n 2) =σj , j = 12

5+(−1)m2+1+2m1 mod 4 ,
M−(n 1, n 2) =σk , k = 12 (1+(−1)m2)+2m1 mod 4 .
(4.26)
Self-adjointness of D ≡D and compactness of its resolvent can be proven
by the same argument of section 4.3 with suitable changes. In particular the
eigenvectors u± are given by:
u+λ,mλ,µ,nµ =
1p
2
cosθλµvλ,mλ ⊗wµ,nµ ⊗

1
1

+
1p
2
sinθλµvλ,mλ ⊗wµ,nµ ⊗
−i
i

,
u−λ,mλ,µ,nµ =−
1p
2
sinθλµvλ,mλ ⊗wµ,nµ ⊗

1
1

+
1p
2
cosθλµvλ,mλ ⊗wµ,nµ ⊗
−i
i

.
(4.27)
4.4 FURTHER PROPERTIES AND THEIR PRESERVATION
UNDER PRODUCTS
We list here several additional axioms for a real spectral triple (A,H , D, J ) in-
troduced by Connes. See [26].
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• Dimension. There is a positive integer n such that |D |−n is infinitesimal
of order 1, where |D |−1 is the resolvent of the absolute value of D and to
be infinitesimal of order 1 means the sequence of eigenvalues decreas-
ingly ordered is O ( 1
n
).
• Regularity. The space A + [D, A] is contained in the smooth domain of
the derivation δ( ) = [|D |, ], where the smooth domain of δ is defined as
dom∞(δ) := ∩∞k=1dom(δk ) and the domain of δk is defined recursively
as dom(δk ) := {b ∈ dom(δ) | δ(b ) ∈ dom(δk−1)}, where dom(δ) is the set
of linear operators T onH such that T dom(|D |)⊂ dom(|D |) and [|D |, T ]
extends to a bounded operator onH .
• First order. The representation of A◦ implemented by J commutes with
[D, A].
• Orientation. There is a Hochschild cycle cn ∈ Zn (A, A ⊗ A◦) such that
piD(c ) = χ , where Cn (A, E ) := E ⊗A⊗n is the Hochschild chain complex,
b (e⊗a 1⊗· · ·⊗a n ) =∑n−1j=0 (−1)j e⊗· · ·⊗a j a j+1⊗· · ·⊗a n+(−1)n a n e⊗a 1⊗
· · ·⊗a n−1 is the Hochschild boundary map, Zn (E , A) is the A-bimodule of
Hochschild cycles and piD(c ) = τJ (a 0)[D,ρ(a 1)] · · · [D,ρ(a p )] where c =
a 0⊗a 1⊗· · ·⊗a p is an elementary n-chain of Cn (A, A⊗A◦) andτJ (a⊗b ) =
ρ(a )Jρ(b ∗)J −1.
We now check the preservation of stated properties under products.
• Dimension. Assume (A i ,Hi , Di , Ji , (χi ))i=1,2 are two real spectral triples
of dimensions n 1 and n 2 respectively. Independently of the parities of
the triples, the eigenvalues of D2 are given by the sum of the eigenvalues
of D21 and D
2
2, and this implies that the dimension of the product triple
is n 1+n 2 (see p. 486 in [26] for details).
• Regularity. For even spectral triples the result that the product of two
regular triples is regular is contained in [53], which uses the existence of
an algebra of generalized differential operators; this works also when at
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least one of the two triples is even and for the odd-odd case the argu-
ment still can be carried over.
• First order. Assume (A i ,Hi , Di , Ji ,χi )i=1,2 are two real spectral triples of
even dimension satisfying this property. Then the product (A,H , D, J ,χ)
satisfies it as well: indeed, taking a ,b ∈ A, where a = a 1⊗a 2, b =b1⊗b2
we compute:
[[D, a ] ,b ◦] =

D1⊗ idH2 +χ1⊗D2, a ,b ◦
=

D1⊗ idH2 , a+ χ1⊗D2, a ,b ◦
=

[D1, a 1]⊗a 2+χ1a 1⊗ [D2, a 2] ,b ◦
= [[D1, a 1]⊗a 2,b ◦]+ χ1a 1⊗ [D2, a 2] ,b ◦
=

[D1, a 1] ,b ◦1
⊗a 2b ◦2+χ1a 1b ◦1⊗[D2, a 2] ,b ◦2
= 0,
(4.28)
where b ◦ = J b ∗ J −1, where we have used the facts that the representa-
tions of A i and A◦i commute (this is part of the content of condition
5) and also that χi commutes with the representation of A i . Analo-
gously one can prove that the representations of A and A◦ commute,
i.e. [a ,b ◦] = 0. The same computation also applies for eD, and this con-
cludes the proof for the even-even case. For the even-odd case the com-
putations are analogous. For the odd-odd case we compute:
[[D, a ] ,b ◦] =

D1⊗ idH2 ⊗σ1+ idH1 ⊗D2⊗σ2, a ,b ◦
=

D1⊗ idH2 ⊗σ1, a 1⊗a 2⊗ idC2 ,b ◦1⊗b ◦2⊗ idC2+
+

idH1 ⊗D2⊗σ2, a 1⊗a 2⊗ idC2 ,b ◦1⊗b ◦2⊗ idC2
=

[D1, a 1]⊗a 2⊗σ1,b ◦1⊗b ◦2⊗ idC2

+
+

a 1⊗ [D2, a 2]⊗σ2,b ◦1⊗b ◦2⊗ idC2

=

[D1, a 1] ,b ◦1
⊗a 2b ◦2⊗σ1+
+a 1b ◦1⊗

[D2, a 2] ,b ◦2
⊗σ2
= 0,
(4.29)
69
4. PRODUCT OF REAL SPECTRAL TRIPLES
where we used the fact that the representations of A i and A◦i commute.
As before, checking that the representations of A and A◦ commute is
entirely analogous.
• Orientation. Given two Hochschild cycles a i ∈Zn i (A i , A i ⊗A◦i ), i = 1, 2,
where n i is the dimension of the algebra A i according to “condition 1”,
one can construct the Hochschild cycle a ∈ Zn (A, A ⊗ A◦) (where n =
n 1+n 2 and A = A1⊗A2) using the shuffle product (see [38], section 4.2).
Let us provide some details for the construction, following [38]. First
define5 the shuffle product×: Cn 1(A1)⊗Cn 2(A2)→Cn 1+n 2(A1⊗A2) of two
chains as follows:
(a 10, a
1
1, . . . , a
1
p )× (a 20, a 21, . . . , a 2q ) =∑
σ
(−1)σσ · (a 10⊗a 20, a 11⊗1, . . . , a 1p ⊗1, 1⊗a 21, . . . , 1⊗a 2q ), (4.30)
where
σ · (a 0, a 1 . . . , a n ) = (a 0, aσ−1(1), . . . , aσ−1(n )) (4.31)
and the sum is over all (p ,q )-shuffles, i.e. permutations of {1, . . . , p +q}
preserving the order of {1, . . . , p} and {p + 1, . . . , p +q} separately. Then
for the Hochschild boundary map ∂ the following formula holds:
∂ (x × y ) = ∂ (x )× y +(−1)|x |x × ∂ (y ) . (4.32)
From this formula it follows at once that the shuffle product of two Hoch-
schild cycles is again a Hochschild cycle. The orientation condition for
a triple now states that there is a Hochschild cycle c satisfying the fol-
lowing formula:
piD(c ) =χ , (4.33)
where the map piD is defined as:
piD(a 0⊗a 1⊗ · · ·⊗a p ) =τJ (a 0)[D,ρ(a 1)] · · · [D,ρ(a p )], (4.34)
5For the sake of generality, here we can take the first coefficient a 0 to be in some module
over A; we will be interested in the case where this module is A ⊗A◦.
70
4.4. Further properties and their preservation under products
where a 0 ∈ A⊗A◦ andτJ (a⊗b ) =ρ(a )Jρ(b ∗)J −1. Given two real spectral
triples of dimensions n 1 and n 2 respectively, we claim that if c j (j = 1, 2)
are Hochschild cycles satisfying piD j (c j ) = χj then the analogous cycle
on the product triple is given by
c = 1
r
c1× c2, (4.35)
where
r =
νn 1+n 2 , when n 1n 2 is eveniνn 1+n 2 , when n 1n 2 is odd ,
νn =
1
2
(n −1)n ,
(4.36)
where ν (n ) = 1
2
(n −1)n . In order to check formula (4.33) on the product
triple with c given by equation (4.35) we distinguish three cases depend-
ing on the parities involved:
Even-even. A simple computation shows that
[D,ρ1(a )⊗ idH2] = [D1,ρ1(a )]⊗ idH2
[D, idH1 ⊗ρ2(b )] =χ1⊗ [D2,ρ2(b )]
(4.37)
from which it follows that
piD(σ · (a 0⊗b0, a 1⊗1, . . . , a n 1 ⊗1, 1⊗b1, . . . , 1⊗bn 2)) =
=Πσ ·  τJ1(a 0), [D1,ρ1(a 1)], . . . , [D1,ρ1(a n 1)],χ1, . . . ,χ1⊗
⊗Π(τJ2(b0), [D2,ρ2(b1)], . . . , [D2,ρ2(bn 2)]),
(4.38)
where Πmeans algebra product of all the elements in the ordered
list. Since χ1 anti-commutes with D1 and commutes with ρ1(a )
for each a ∈ A1, rearranging all the n 2 operators χ1 side by side
produces a (−1)σ sign which cancels the same sign from the shuffle
product; moreover, since n 2 is even, we have χ1n 2 = idH1 ; therefore
we are left with a sum of 1
2
(n 1+n 2−1)(n 1+n 2) identical terms:
piD(c1× c2) = νn 1+n 2 piD1(c1)⊗piD2(c2)
= νn 1+n 2 χ1⊗χ2 .
(4.39)
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The same reasoning applies to eD with obvious modifications.
Even-odd. The previous argument carries over unaltered, but this time
we have χ1n 2 =χ1 since n 2 is odd. Then we get
piD(c1× c2) = νn 1+n 2 χ1piD1(c1)⊗piD2(c2)
= νn 1+n 2 χ1
2⊗χ2
= νn 1+n 2 idH1 ⊗ (±idH2)
=±νn 1+n 2 idH1 ⊗ idH2 ,
(4.40)
as expected. The same reasoning applies to the case where n 1 is
odd and n 2 is even, with obvious modifications.
Odd-odd. In this case a simple computation shows that
[D,ρ1(a )⊗ idH2 ⊗ idC2] = [D1,ρ1(a )]⊗ idH2 ⊗σ1
[D, idH1 ⊗ρ2(b )⊗ idC2] = idH1 ⊗ [D2,ρ2(b )]⊗σ2
(4.41)
from which it follows that
piD(σ · (a 0⊗b0, a 1⊗1, . . . , a n 1 ⊗1, 1⊗b1, . . . , 1⊗bn 2)) =
=τJ1(a 0)[D1,ρ1(a 1)] · · · [D1,ρ1(a n 1)]⊗
⊗τJ2(b0)[D2,ρ2(b1)] · · · [D2,ρ2(bn 2)])⊗
⊗Πσ · (1,σ1, . . . ,σ1︸ ︷︷ ︸
n 1 times
,σ2, . . . ,σ2︸ ︷︷ ︸
n 2 times
)
(4.42)
Since σ1σ2 = −σ2σ1 we can rearrange the σi s with all σ1s on the left and all
σ2s on the right, producing a (−1)σ sign which cancels the same sign from
the shuffle product; moreover since n 1 and n 2 are both odd we get σ
n 1
1 σ
n 2
2 =
σ1σ2 = iσ3, so we end up with
piD(c1× c2) = νn 1+n 2 piD1(c1)⊗piD2(c2)⊗ iσ3
= iνn 1+n 2 idH1 ⊗ idH2 ⊗σ3 .
(4.43)
Remark 4.5. The orientation axiom is consistent with the observation made
in section 4.1 for the classical setting, namely that changing the representa-
tion Γ(2m+1,+) to Γ(2m+1,−) is equivalent to changing the orientation of the man-
ifold. In the noncommutative setting, this translates into changing the sign of
the Hochschild cycle c in (4.33).
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4.5 FINAL COMMENTS
In this chapter we were concerned with unital spectral triples but the canoni-
cal Dirac operator on Rn (cf. section 4.1) is not of that type. The definition of
a nonunital spectral triple is slightly different, as well as the additional axioms
for it. In order to remain in the realm of unital spectral triples, as a commu-
tative compact case study we should take rather the flat torus with the trivial
spin structure. This however does not change the form (4.7) of the canonical
Dirac operator, but just supplements it with periodic boundary conditions.
It is worth mentioning that in our setup the metric and KO dimensions
need not be equal modulo 8. This is the case in some of the recent examples
of spectral triples [11] [7] [16], see also [5].
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A THE GRAM-SCHMIDT
PROCEDURE AND FRAME
BUNDLES
In this appendix we introduce the Gram-Schmidt procedure and show that it
provides an isomorphism of frame bundles for different Euclidean metrics η
and η′ on the same vector bundle E → B if and only if the two metrics are
conformally equivalent. This contrasts with a claim made in §5 of [19]. We
recall to the reader that such frame bundles are indeed isomorphic, but the
isomorphism is not given by the Gram-Schmidt procedure in general. Rather,
it is given by the square root of the based-automorphism ( eη′)−1 ◦ eη: E → E
(apply Lemma 2.17 to the case E ′ = E ).
Definition A.1. Given two (p ,q )-metrics η and η′ on a vector bundle E → B ,
they are called conformally equivalent if there is a strictly positive smooth
function λ: B → R>0, x 7→ λx , such that η′(vx , wx ) = λxη(vx , wx ) for each
vx , wx ∈ Ex and each x ∈ B .
Definition A.2. Given a n-dimensional real vector space V equipped with a
definite positive bilinear form ( | ): V ×V → R, the Gram-Schmidt procedure
assigns to each basis e of V an orthonormal basis e ′ defined recursively as fol-
lows. If the first j vectors of e are already orthonormal, the (j+1)-th vector e ′j+1
is defined by e ′j+1 := l j+1/
p
(l j+1 | l j+1)where l j+1 := e j+1−∑jk=1(e j+1 | ek )ek . In
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other words, to each vector we subtract the vector sum of its projections onto
each previous vector and we normalize the final result.
The Gram-Schmidt procedure gives an upper triangular matrix G ( | )e such
that eG ( | )e is orthonormal, where eG ( | )e = (e i (G ( | )e )i 1, . . . , e i (G ( | )e )i n ). Now, given
two Euclidean metrics η and η′ on a vector bundle E → B , we can apply
this procedure to their frame bundles as follows. Each η-orthonormal frame
ex ∈ Ex is a basis of the vector space Ex . Then exG η′ex is a η′-orthonormal frame
over x ∈ B . Hence we have a well defined map Gη,η′ : F r (Eη)→ F r (Eη′), and a
brief inspection of the algorithm shows that it is indeed smooth. The follow-
ing proposition clarifies when this smooth map is a based-On -morphism of
principal bundles.
Proposition A.3. Given two Euclidean metrics η and η′ on a vector bundle
E → B , the map Gη,η′ : F r (Eη)→ F r (Eη′) is a based-On -morphism of principal
bundles if and only if η and η′ are conformally equivalent.
Proof. The smooth map Gη,η′ is a based-On -morphism of principal bundles if
and only if Gη,η′(e R) =Gη,η′(e )R for each R ∈On , that is:
e R G η
′
e R = eG
η′
e R ∀e ∈ F r (Eη) , ∀R ∈On (A.1)
(round brackets suppressed because of associativity of the products involved).
Assume η′(vx , wx ) = λxη(vx , wx ) for some smooth strictly positive λ. By
looking at the Gram-Schmidt procedure it is straightforward to see that G η
′
ex =
λ−1/2x 1n for any ex ∈ F r (Eη), which clearly satisfies (A.1).
Now assume that Gη,η′ satisfies (A.1) and consider the SOn matrix
Rθ =
 fRθ 0
0 1n−2
!
where fRθ = cosθ −sinθ
sinθ cosθ
!
.
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We fix an arbitrary e ∈ F r (Eη) (subscript x understood) and compute the
first vector of equation (A.1) for R =Rθ :
(Ge Rθ )11[cosθ e1+ sinθ e2] = [(Ge )11 cosθ +(Ge )12 sinθ ]e1+(Ge )22 sinθ e2 .
Since e1 and e2 are linearly independent we can equate coefficients of both
sides. In particular for e2 we obtain
(Ge Rθ )11 = (Ge )22 ∀θ ∈ (0,pi)
hence (Ge Rθ )11 does not depend on θ . An elementary computation shows that
(Ge Rθ )11 is given by
(Ge Rθ )11 = [η
′(cosθ e1+ sinθ e2, cosθ e1+ sinθ e2)]−1/2
= [η′(e1, e1)cos2θ +η′(e2, e2)sin2θ +2η′(e1, e2)sinθ cosθ ]−1/2 .
A series expansion in θ → 0 gives
(Ge Rθ )11 =
1p
η′(e1, e1)

1− η′(e1, e2)
η′(e1, e1)
θ

+O (θ 2)
from which we get
η′(e1, e2) = 0 and η′(e1, e1) =η′(e2, e2) .
Since e ∈ F r (Eη) is arbitrary we can apply the above argument to any frame
obtained from e by permuting its elements, therefore we get
η′(eσ(1), eσ(2)) = 0 and η′(eσ(1), eσ(1)) =η′(eσ(2), eσ(2)) ∀σ ∈Sn .
Since Sn acts 2-transitively on {1, 2, . . . , n}, we conclude that
η′(e i , e j ) = 0 and η′(e i , e i ) =η′(e j , e j ) ∀i , j ∈ {1, 2, . . . , n}, i 6= j .
Finally, λx := η′(ex ,i , ex ,i )/η(ex ,i , ex ,i ) is a well-defined1 function λ: M → R
such thatη′(vx , wx ) =λxη(vx , wx ). Being a product of two smooth strictly pos-
itive functions, λ itself must be so and the proof is complete.
1λ does not depend on the choice of e : if µx := η′(eˆx ,i , eˆx ,i )/η(eˆx ,i , eˆx ,i ) for some eˆ ∈
F r (Eη) then η′(vx , wx ) =µxη(vx , wx ) =λxη(vx , wx ) therefore µ=λ.
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B COVERING GROUPS
Given a connected topological space B , a (connected) covering is a (connected)
space Y together with a continuous surjection p : Y → B such that each x ∈ B
has a neighbourhood U ⊂ B with the property that p is a homeomorphism on
each connected component of p−1(U ). Two coverings Y p−→ B and Y ′ p ′−→ B are
equivalent if there is a homeomorphism f : Y → Y ′ such that p = p ′ ◦ f . For a
sufficiently nice space B , its connected coverings are completely determined
(up to equivalence) by the set of conjugacy classes of subgroups of pi1(B ), by
the following theorem (see Theorem 79.2 in [43]).
Theorem B.1. Given two coverings Y
p−→ B, Y ′ p ′−→ B and points y ∈ Y , y ′ ∈ Y ′
such that p (y ) = p ′(y ′) = b where b ∈ B, the coverings are equivalent if and
only if the subgroups p∗(pi1(Y , y )) and p ′∗(pi1(Y ′, y ′)) are conjugate in pi1(B ,b ).
Given B and a subgroup H ⊂ pi1(B ,b ), we can construct a connected cov-
ering Y
p−→ B such that p∗(pi1(Y , y )) =H as follows. Consider the set P(B ,b ) of
paths α: [0, 1] → B such that α(0) = b and declare two paths α,β ∈ P(B ,b )
equivalent if [α ∗ β ] ∈ H , where ∗ denotes composition of paths, β is the
path β traced backwards, and square brackets denote the homotopy class.
The equivalence class of α is denoted by α]. The covering is then defined as
P(B ,b )/∼ → B with projection p given by P(B ,b )/∼ 3 α] 7→ α(1) ∈ B . The
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topology of P(B ,b )/∼ is defined by transferring the topology of B to P(B ,b )/∼
through the collection of bijections p  P(U ,α) where P(U ,α) = {(α ∗ δ)] |
δ : [0, 1]→U such that δ(0) =α(1)} and U ⊂ B is a path-connected neighbour-
hood of α(1). The number of sheets of the covering is given by the index of H
in pi1(B ,b ). When B is a topological group, this construction yields a topo-
logical group by defining the product α]β ] = (αβ )], where αβ : [0, 1]→ B is de-
fined by (αβ )(t ) =α(t )β (t ) and the last multiplication is by the group law of B .
This definition is well posed since, for any paths α,β ,γ,δ with α(1) = β (1) =
γ(0) =δ(0)we have the equality (αβ ) ∗ (γδ) = (α ∗γ)(β ∗δ), so if α] =α′] we get
[(αβ )∗ (α′β )] = [(α∗α′)(β ∗β )] = [α∗α′]∈H which means (αβ )] = (α′β )]. Since
p (α]β ]) = (αβ )(1) = α(1)β (1) = p (α])p (β ]), p becomes a homomorphism of
topological groups and this definition of group structure is the unique one
(up to a choice of the identity element in p−1(1)) making p a homomorphism
of topological groups (e.g. see [43]). When B is a Lie group, we can put a Lie
group structure on P(B ,b )/∼ by means of the maps p  P(U ,α). In this case p
becomes a homomorphism of Lie groups.
The case H = 1 clearly gives the universal covering group.
We now apply the general theory above to study the 2-sheeted coverings
of B =GL+n . The fundamental group is given by the following table.
n = 1 n = 2 n ≥ 3
pi1(GL+n ) 0 Z Z/2Z
By the above discussion, we deduce that the only 2-sheeted covering of
GL+1 is the trivial (hence non-connected) covering
ÞGL+1 'GL+1 ×Z/2Z ρ1−→GL+1 ,
with obvious componentwise group structure and projection. Since Z has
only one index 2 subgroup (the even integers), we deduce GL+2 has a unique
nontrivial 2-sheeted covering ÞGL+2 ρ2−→GL+2 . Finally, for n ≥ 3 GL+n has a unique
nontrivial 2-sheeted covering ÞGL+n ρn−→ GL+n and it is universal. It should be
noted that ÞGL+n (n ≥ 3) is not a matrix Lie group (e.g. see Lemma 5.23 in [36]).
When we apply the general theory to B = SOn , we obtain the so called
spin groups Spinn . When we apply it to B = O
0
p ,q = SO
0
p ,q , where 0 means
“connected component of the identity element”, we obtain Spin0p ,q which is
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the connected component of ρ−1(SOp ,q )⊂ÞGL+n (for p and q both greater than
2 it is already connected). In particular, Spin01,n−1→ SO01,n−1 is isomorphic to a
(unique for n ≥ 3) nontrivial double covering of SO01,n−1 (see [51] and [21] vol.1
p.518).
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