The aim of this study was to apply a statistical procedure to the selection of the most appropriate variables to introduce into the regression model. The approach is based on the "analysis of elements" proposed by Newton and Spurrell (4-7). With this procedure it is possible to evaluate the entity of the effects of the independent variables, both alone and in association, by means of their correlations.
In the present work, the procedure of Newton and Spurrell has been applied to 126 blood urea values obtained from a sample of a specified population. We evaluated the relative importance of four independent variables: sex, age, weight, and alcohol consumption. The specimens were collected according to the recommendations of the Expert Panel on the Theory of Reference Values (8), between 07:00 and 10:00 h, into Vacutainer Tubes. The specimens were immediately centrifuged and, if not hemolyzed, were stoppered and stored in the dark until analysis (at room temperature for no more than 2 h; otherwise at 4#{176}C for no more than 12 h with a maximum of 30 mm at room temperature before analysis).
Materials and Methods
We determined more than 30 analytes for each specimen, but to illustrate the validity of the method we present only the results for blood-serum urea. This was determined in an automated analyzer (Astra-il; Beckman Instruments, Fullerton, CA 92634), in which a urease-based procedure is used.
Statistical approach. From equation 1 we have: t-value with n-k-i degrees of freedom at a specified a significance level Equation 3 tests for a significant increase in the regression sum of squares due to l when all the other variables have already been included in the equation. Hence, equation 3 does not take into account the information common to the regression variables.
With the approach of Newton and Spurrell, we can analyze the variation accounted for by the regression equation as a sum of "basic elements": for each regression variable we can recognize the exclusive effect due to xj ("primary elements") and the effects induced by intercorrelations between k regressor variables on the dependent variable ("secondary elements"). For example, with two regression variables:
we have three elements:
A: primary element of x1 (regression sum of squares due to x1, once x2 has been included in the equation) B: primary element of x2 (regression sum of squares due tox2, once x1 has been included in the equation) AB: secondary element (effect on the regression sum of squares brought about by association between x1 and x2)
If only one variable is selected, the resulting regression sum of squares is equal to the sum of all the elements associated to it. For example, if x1 is selected:
and the regression sum of squares (RSS) is equal teA + AB. The introduction of x2 into the equation will increase RSS only by the quantity B, the quantity AB having already been included in association to x1.
Likewise, if x2 is selected:
The RSS is equal to B + AB, and the introductionof x1 will increase the RSS only by the quantity A. Because "primary elements" are the regression sum of squares, they are obviously always positive; "secondary elements," on the other hand, indicate the effect on the regression sum of squares brought about by a correlation Once a number p (p 'k) of independent variables has been selected, the remaining elements not associated to the chosen variables are added to the residual sum of squares.
Results
For our example we investigated the natural logarithm of urea (ln urea) as the dependent variable, and four independent variables: age, weight, sex, and alcohol consumption. The last two were categorical, dichotomic variables.
Urea values in sera ranged from 0.12 to 0.61 g/L (mean 0.33, SD 0.08 g/L).
(3)
The log-transformation was introduced to remove the positive skewness and kurtosis present in the original distribution of urea values and to account for the dependence of standard deviation on the mean (9,10). The validity of the assumptions of regression analysis (gaussianity and homoscedasticity of residuals) was assessed by graphical inspection of residuals. Both categorical variables were introduced into the model as "dummy" variables (assuming only values 1 or 0); this is known as "covariance model" (11).
Here we present a separate analysis for males as an example of the ambiguities that may occur in multiple regression analysis. In males there was a linear relationship between ln(urea) and the regression variables: age, weight, and alcohol consumption ( This and other ambiguities may be avoided by the use of "element analysis" ( Table 2 ). The most important variable is weight, its primary element being the largest; that is, inclusion of body weight gives the greatest improvement of the regression sum of squares when added last to the equation (rule 2 of Newton and Spurrell). Age, conversely, gave maximum reduction in the residual sum of squares (see last row of Table 2 ) when used alone in the equation (rule 1). Hence, age could be introduced first in the equation, because of its greater reliability as a physical parameter in routine medical practice. Alternatively, we could remove alcohol consumption from the equation, according to rule 2a of Newton and Spurrell [remove the variable with the smallest primary element], provided it is not statistically significant.
The variable to be introduced second is weight, and the third, alcohol consumption. From the final analysis of variance for males (Table 3) , we can conclude that the effect of drinking is not significant and that the effect of weight is not clear. The table of elements for the whole model (four independent variables) is shown in Table 4 . The simple regression for the four regression variables were all significant (last row of Table 4 ). From the list of elements we see that the r greatest contributions to regression are from age and sex.
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There is also a large, negative, second-order element associated with age and sex (AS -1.0731). Therefore, according to rule 4a of Newton and Spurrell, both should be introduced into the equation. On the other hand, nearly all the contribution of weight and alcohol consumption arises from their intercorrelations with age and sex. The final analysis of variance for quadruple regression is shown in Table 5 .
We concluded that only sex and age had to be introduced into the final regression model.In our sample the hi (serum For a woman of the same age we would have: ln (urea) = -1.262 -0.216 (1) + 0.006 (24) = -1.332 urea (g/L) = e'2 = 0.26 with 0.17-0.41 gIL as the reference interval.
In our sample, 120(95.2%) of the 126 selected adults were inside these predicted intervals. Although we did not validate our results with a new group of "normals," they agree well with known age and sex reference intervals obtained in a population sample of normal individuals.
Discussion and Conclusion
The Newton and Spurrell procedure seems to be particularly useful in the field of clinical biochemistry. By giving "elementary" information, it permits a careful analysis of all the information available on the studied phenomenon. This may be helpful in observational studies where it is difficult to control a priori relevant factors. With this procedure we may:
#{149} distinguish the variables that really affect the value of the analyte ("operationally-effective" vs "ineffective" variables)
#{149} evaluate the effect of the order in which the variables are introduced into the equation #{149} introduce into the model only those variables that are really necessary, selected not only according to statistical criteria, but also according to clinical and biochemical criteria (in view of reliability, costs,patient discomfort, etc.) Furthermore, the determination of the final simplified model doesnot require the evaluation of all possible subsets of regression generated by the original set of variables. Automatic calculating programs are available to estimate the elements of the analysis (12). A copy of the subroutine in FORTRAN is available on request from the authors or the Editorial Office of this journal.
