Some plants have better built-in" disturbance rejection capabilities than others, that is, their dynamic resilience controllability with respect to disturbance rejection is better. In the paper we consider controller independent disturbance measures for six classes of problems:
Introduction
The objective of this paper is to consider controllability" measures for disturbances often called loads". By the controllability" or dynamic resilience" of a plant w e mean the inherent control properties of the plant. That is, if a plant has poor controllability, then the responses for that plant will be poor no matter what controller we select to use.
Notation. In this paper we consider linear transfer function models on the form ys = Gsus + Gdsds 1 where u is the vector of manipulated inputs, d the vector of physical disturbances, and y is the vector of outputs controlled variables. The objective i s t o k eep the error e = y , r small, where r is the vector of reference signals setpoints. Gs and Gds are transfer matrices which need not be square. In many cases we consider a single disturbance at the time and d is a scalar, and in this case we write gd instead of Gd to show explicitly that it is a vector. Throughout the paper subscript i denotes a particular output, subscript j denotes a particular input, subscript k or no subscript denotes a particular disturbance, while subscript l denotes a set of variables. The linear feedback controller is denoted Cs. In the paper we refer to the loop transfer function L = GC, the sensitivity S = I + L ,1 , and the complimentary sensitivity T = LI + L ,1 . W e de ne the closed-loop bandwidth, E-mail: SKOGE@KJEMI.UNIT. NO, !B, as the lowest frequency where Lj! = 1, where is the minimum singular value. The Laplace variable s or frequency argument s = jwis usually omitted to simplify notation.
Surprisingly, the issue of disturbances has not been widely discussed in the general literature on controllability analysis. Of course, it has been known for a long time that disturbance rejection is an important property of the plant, and this issue has been discussed in detail for distillation columns e.g., McCune and Gallier, 1973 , Waller et al., 1988 , Skogestad and Morari, 1987b . However, there has been a lack of systematic tools for quantifying the e ect of disturbances. Morari 1983 considers the magnitude of the inputs needed for disturbance rejecetion, and argues that the minimum singular value of the plant, G, may provide a useful measure. However, he does not use any information about the disturbance model, gds. Stanley et al. 1985 introduced a dimensionless measure for disturbance which they called the Relative Disturbance Gain RDG. Morari et al. 1985 consider the allowed magnitude of disturbances to achieve feasible steady-state operation, and denote their measure the Resilency Index RI. Shimizu and Matsubara 1985 discuss the direction of combined disturbances in the frequency domain using the singular value decomposition. Skogestad and Morari 1987a present a similar analysis, but also consider the direction of an individual disturbance. They stress that in multivariable systems some disturbances may be di cult to reject if they are in the bad" direction compared to the direction of the plant, and to quantify this they introduce the disturbance condition number, dG. They also provide a performance interpretation of the RDG and extend it to non-zero frequencies. Perkins 1989 also considers frequency-dependent disturbances and uses the the magnitude of the disturbance transfer function, jgdj or Gd, as a measure of the expected output error in the absence of control. Luyben 1988 stresses that the choice of the control structure may strongly in uence the sensitivity t o disturbances. He introduceses the term eigenstructure" which has nothing to do with for eigenvalues for the control structure that has the best self-regulating properties. Hovd 1990 and Skogestad 1992 argue that for decentralized control one should use the Closed-loop disturbance gain CLDG rather than Gd when evaluating the e ect of disturbances.
The main topic of the paper is to present controllerindependent measures for evaluating a plant's sensitivity t o disturbances. In all cases we consider frequency-dependent measures, and the class of disturbances we shall consider is sinusoids djw with magnitude less than 1 at each frequency !.
Preliminaries
Vector norms. In this paper we will at each frequency study the magnitude of d, u and y. In most cases we shall assume d is a scalar, and it magnitude is then simply jdjwj, which is the absolute value of the complex number dj!. To e v aluate the magnitude of the vectors u and y we shall use either vector 2-norm or the vector in nitynorm, which for a complex vector y = y1; y 2; : : : ; y n T at a given frequency are de ned as kyk2 = The objective of this paper is to study the inherent control limitations of the plant, and we need measures that are independent of the controller. It is then clarifying to study the special case of perfect control Morari, 1983 . From which is identical to 6. Note that 9 is independent o f the controller, while the corresponding expression 5 for the control error is not: All interpretations and examples in this paper assume that appropriate scaling has been performed. The RGA has the advantage of being scaling independent, but for the other measures it is crucial that the variables are scaled properly. In general, the variables should be scaled to be within the interval -1 to 1, that is, their desired or expected magnitudes should be normalized to be less than 1 at each frequency. Recommended scalings:
Inputs u: Normalize uj with respect to its allowed range.
Outputs y: Normalize ei with respect to its allowed range. 
Results on disturbance measures
The main objective of this paper is to derive simple controller-independent measures, and we shall consider disturbance measures for six di erent problems.
5. where kd = 1 0 a n d d = 2 min . Scaling has been applied to gd, so this means that with no control, the effect of disturbances on the outputs at low frequencies is kd = 10 times larger than what we allow. Thus control is required, and since gd crosses 1 at a frequency !d kd= d = 0:5 rad min, the minimum bandwidth requirement for disturbance rejection using feedback control is !B 0:5 rad min. Waller et al. 1988 found that the disturbance parameter kd= d correlated well with the observed disturbance sensitivity for various distillation control con gurations.
Use of feedback control. we see that to achieve jyij!j 1 for a unit disturbance j kj!j = 1 , w e m ust require that the loop gain, jLij, is larger than the CLDG, j ikj at low frequencies where jLij 1. The frequency where j ikj!j crosses 1 gives the minimum bandwidth requirement i n l o o p i for this disturbance. It should be less than the bandwidth that can be achieved in practice, which will be limited by time delays, RHP zeros etc. A plot of j ikj!j will give useful information about which disturbances k are di cult to reject.
Disturbance sensitivity for system under partial control
The open-loop disturbance sensitivity for an output i and disturbance k is @yi=@dk u = gdik 30 We n o w w ant to nd the corresponding disturbance sensitivity with all the other outputs l 6 = i perfectly controlled.
For a square plant the following analytical expression is derived see appendix PD G ijk = @yi=@dk u j ;y l6 =i = G ,1 Gd ik= G ,1 ji 31
We denote this measure the partial disturbance gain PDG. The term partial is used since the system is only partially controlled. Note that we get a di erent v alue for each input uj left in manual and thus get an array of PDG's with 3 indices i, j and k. The PDG is a useful measure for cases where it may be di cult to reject disturbances in all outputs simultaneously, for example for plants with large RGA-elements, and one may w ant to consider having one output yi uncontrolled. For a particular disturbance, one should then check if there exists a particular pairing of yi and uj for which the PDG is less than 1 in magnitude. For simultaneous disturbances we should evaluate the worst overall e ect by taking for each pairing" the sum of element magnitudes. This gives rise to a combined PDG-matrix, denoted GPDG, with elements GPDG ij = X k j PD G ijkj
32
It it desirable to nd uncontrolled pairings" uj ,yi where the GPDG-element is less than 1.
For the case j = i that is, we h a ve paired up the uncontrolled output with the output we w ant in manual, the PDG is equal to the ratio between the CLDG and the corresponding RGA-element see Appendix:
Another measure that may b e o f i n terest is the relative change in disturbance sensitivity caused by controlling all the other outputs. This measure, denoted the partialrelative-disturbance gain PRDG, is de ned as the ratio between 31 and 30 For the case i = j the RPDG is equal to the ratio between the RDG and the RGA RPDG : @yi=@dk u i ;y l6 =i @yi=@dk u = ik iigdik = ik ii 34 Note that both the RDG and PRDG yield for an output i and a disturbance k the change in disturbance sensitivity caused by controlling all the other outputs perfectly. The di erence is that the PRDG = ik=ii yields the the change in open-loop disturbance gain with yi uncontrolled, whereas the RDG = ik yields the change in closed-loop disturbance gain with yi under decentralized control recall the discussion following 29.
Magnitude of inputs needed for rejecting disturbances
In words the problem we w ant to solve is the following:
Given speci cations on the control outputs, y, and a set of disturbances, nd the smallest possible inputs needed to reject the disturbance".
Speci ed control performance, kyk 1
Mathematically, the problem we w ant to solve is: For the case with one disturbance We h a ve not speci ed which norm to use. In general, we would prefer to use the in nity-norm for d. F or u we prefer to the in nity-norm when we are concerned about input constraints, and the 2-norm when we are concerned about not generating disturbances for other subprocesses. For y we m a y also use the in nity-norm or 2-norm.
Perfect control y = 0
Perfect control is possible when we h a ve at least as many inputs as outputs. Mathematically, for simultaneous disturbances the problem to solve i s Assume that the inputs have been scaled with respect to constraints. Then a frequency dependent plot of the elements of the matrix G ,1 Gd will show for which disturbances and which inputs constraints may be a problemthis will be the case if an element-magnitude is close to 1 or larger. If we h a ve several disturbances at the same time, then we m ust nd the worst-case combination of disturbances.
The solution to 37 using the in nity-norm for d and u is given by U min = kuk1 = kG ,1 Gdki1 39 where the induced in nity-norm of a matrix is equal to its largest row-sum.
It is also instructive to consider the input magnitude using the two-norm. For one disturbance with dj! = 1 we h a ve kuk2 = kG ,1 gdk2, and using 4 we get kgdk2 G k uk2 kgdk2 G 40 We see that the singular values of the plant provide bounds for the necessary input magnitude, but that the exact value will depend on the direction of the disturbance gd. Indeed, we m a y make the lower bound tight b y i n troducing into 38 the disturbance condition number, dG, and derive the necessary input magnitude for rejecting a particular disturbance: This does not mean that the incorrect" measures, such as 39, are completely useless when comparing alternative control con gurations, but the interpretation in terms of the input magnitudes is misleading. Speci cally, the comparison makes more sense if we i n terpret it from a feedback point of view, where a small change in the inputs is desired because it corresponds to a low-bandwidth controller. In this case it is of most interest to consider frequencies corresponding to the closed-loop bandwidth.
Output magnitudes in the presence of input limitations
The problem we w ant to solve is the following: "Given the requirement kuk 1 input constraints and a set of disturbances, how good control is possible how small can y be ?". In order words: What the best closed-loop disturbance sensitivity with input constraints. Mathematically, for the case with simultaneous disturbances we w ant t o n d Ymin = max d min u kyk s:t: kdk 1; kuk 1; y = Gu+Gdd 44 Again, di erent norms may be used on both u and y, and we usually prefer the in nity-norm on d.
Maximum disturbance range
This measure provides for linear plants a generalization of the Resilency Index RI of Morari et al. 1985 to take i n to account the disturbance model 2 , Gd, and extend it to non-zero frequencies. The objective is to nd the maximum disturbance range, denoted RI, such that for all kdk RI 45 we a c hieve feasible operation". Here we de ne feasible operation" as acceptable performance kyk 1 in spite of limitations on the inputs kuk 1. Mathematically, this problem may be solved by an iterative solution of 44 with kdk RI instead of kdk 1, and adjust RI until Ymin = 1. Alternatively, w e m a y solve 36 iteratively and adjust RI until Umin = 1. One may also de ne the feasible operation" in terms of perfect control, and compute for this case RI R I .
6 Example: LV-Distillation.
As an example we consider a distillation column controlled with the LV-con guration and with three disturbances related to the feed conditions in addition to possible distur- The column data are given by S k ogestad and Morari 1987a and scalings have been applied as follows: The outputs have been scaled such that the maximum allowed change in impurity is 100 in terms of linearized variables. The allowed input changes equal the nominal feed rate, i.e., correspond to a 37 change for L and a 31 change for V . The allowed changes for the disturbances are 1 A 20 change in feed rate F, 2 a 0.1 mole fraction unit change in feed composition zF , 3 a 10 change in the liquid fraction qF , and 4 and 5 the disturbances in the inputs equal 10 of their allowed changes i.e., 3.7 for L and 3.1 for V . and we note that disturbance 1 is in the most di cult direction, but it is far from being entirely in the bad" direction which w ould correspond to a value of dG equal to G = 141:7. It it desirable to nd uncontrolled pairings" uj ,yi where the GPDG-element is less than 1. In our case we see that for y1 uncontrolled with u1 in manual this is almost satis ed; Again we see that disturbance 1 is the worst. The input needed for rejecting the worst-case combination of disturbances is U min = kuk1 = kG ,1 Gdki1 = 0 :92 and since this value is less than 1 we do not reach input constraints even for the worst-case combination of disturbances. we already know that we can achieve y = 0 with kuk1 = 0:92, the solution is Ymin = kyk = 0 for all disturbances.
6. The maximum disturbance range is obtained by a n Here we nd again that disturbance 1 is the most di cult to reject. For simultaneous disturbances using 36 we get RI = kdk1 = 1 :86.
Discussion and Conclusion
The disturbance measures 3,4,5 and 6 do not make a n y assumption about the controller used, and they apply to both feedback and feedforward control. Speci cally, note that in 36 and 44 for the case with simultaneous disturbances, we minimize over u in the inner loop. Thus we get bound on the achievable performance for any control system. Note that these measures do not taking into account that control performance is limited by the presence of RHP-zeros, time delays, model uncertainty, etc. However, these e ects may be considered separately, and combined with the results from the disturbance analysis, when performing an overall analysis of controllability. We h a ve considered six problems related to disturbance sensitivity. Problem 1 simply involves the disturbance transfer matrix Gd, and frequency-dependent plots may b e used to identify the bandwidth requirements for the control system. The solution to problem 2 is the Closed-loop Disturbance Gain CLDG introduced by S k ogestad and Hovd 1990. The measures resulting from problems 3, 4 and 5 are new. Problem 2 and 3 di er in that it is assumed that the output in consideration is controlled in problem 2, while it is uncontrolled in problem 3. For problems 1 to 3 w e nd analytical solutions, whereas problems 4, 5 amd 6 i n volve n umerical max-min problems.
Appendix. Notation and proofs Here the notation A ij = aij denotes the ij'th element o f the matrix A, and a i the i'th element of the vector a.
Partial derivative notation: Consider a multivariable system with n + 1 degrees of freedom. In our case there may b e n input variables and 1 disturbance. Assume n of these degrees of freedom are kept constant, and collect these in the vector a. where the equality applies since we use deviation variables.
In a speci c case we m a y imagine specifying a combination of inputs and outputs, for example, if we set a equal to yi; u l6 =i, then this means that the single output yi and the n , 1 inputs ul6 =i are kept constant i.e., all n inputs are constant except input ui.
Results. 
