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Abstract 
The Weibull distribution is widely used for the parametric analysis of lifetime 
data. Ordinary application of the Weibull model implicitly assumes that all the 
individuals have the same risk of failure while observed risk factors are included into 
a regression model as covariates. However, in reality, there may exist unobserved 
risk factors, which cause heterogeneity between individuals. Ignoring the existence 
of heterogeneity will produce incorrect estimation in survival analysis. In the case 
of multivariate survival analysis, association among the lifetimes of components 
also needs to be considered. Possible situations are the survival times of members of 
the same family, or different components produced in the same batch. Therefore, a 
generalised form of the Weibull distribution, which is able to handle heterogeneity, 
is of great importance. 
A Weibull based random effects model, which is a mixture of Weibull distributions, 
is studied in this work. Conditional on a random effect, the lifetimes are independ- 
ent and are Weibull distributed. By assuming the random effect has a gamma, a 
positive stable or an inverse Gaussian distribution, corresponding Weibull based 
random effects models are obtained. Following an overall review of survival ana- 
lysis, the Weibull distribution and frailty models, an intensive discussion of the 
main features of the three Weibull based random effects models mentioned above 
are presented. In addition, the dependence structures of the three models are 
investigated and compared. Many useful association measures are proposed for 
describing the local and global association between the components. A two stage 
marginal estimation method based on the positive stable mixture of Weibull model 
is suggested. 
In the application of survival analysis, it is of interest to know if a model based 
on independent Weibull distribution is adequate or if a Weibull based random 
11 
effects model is more suitable. The other major part of this work focuses on the 
detection of heterogeneity in Weibull based random effects models. A score test 
and a likelihood ratio test based on the positive stable mixture of Weibull model are 
proposed. Their corresponding properties are investigated by asymptotic theory 
and simulation studies. Some other more straightforward diagnostic approaches 
and their features are also studied and compared with the score test and the 
likelihood ratio test. 
Throughout this thesis, three data sets are used to illustrate the proposed methods. 
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Chapter 1 
Introduction 
1.1 Background 
The Weibull distribution is probably the most widely used distribution in the para- 
metric modelling of lifetime data, such as the failure times in reliability, material 
strength data and survival data. The Weibull distribution has considerable flex- 
ibility, both in terms of the shape of the density function (positive or negative 
skewness) and the hazard function (monotonic increasing or decreasing). It has a 
closed form survivor function, which is convenient for likelihood based inference 
in the presence of right censoring. On the log-scale the Weibull distribution may 
be parameterised simply in terms of a location parameter and a scale parameter, 
which allows for a natural approach to incorporating covariate information. An- 
other merit of the Weibull distribution is that it is both a proportional hazards 
model and an accelerated life model. 
Standard methods of applying the Weibull model assume independence among 
individuals, while the possible risk factors on survival times may be considered 
as covariates in the model. However, in some situations the Weibull model might 
not include all the relevant risk factors, perhaps because we do not have detailed 
information on each individual, or we may not know that the risk factor is im- 
portant or even that the factor exists. Those common but unobserved risk factors 
create dependence among individuals. For example, in industry, fabrication of 
short fibres from the same parent fibre, or machine components produced in the 
same batch may be inherently similar. In a medical context, patients might share 
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some unobserved risk factors which affect their survival times. In epidemiological 
studies, members of the same family share both genetic and environmental factors. 
The same possibility is true for animals that have been born in the same litter. 
The dependence among individuals in a group, which is referred to as frailty or as a 
random effect, induces variability over and above that anticipated from a Weibull 
model. 
In recent years there has been considerable interest in the study of frailty mod- 
els. In particular, Weibull based random effects models, which can accommodate 
dependence and lead to a flexible generalisation of the Weibull distribution, have 
been considered by many authors, see Vaupel et al (1979), Hougaard (1984,1986a, 
1986b, 1991), Crowder (1985,1989), Clayton (1978,1985), Kimber (1990,1996), 
Oakes (1982a, 1989a, 1989b), Whitmore & Lee (1991), Shih & Louis (1995a) and 
Crowder & Kimber (1997). However, compared with well established statistical 
methods and applications of the Weibull distribution, the methodology and ap- 
plication of the Weibull based random effects models are less well developed. This 
work aims to investigate the properties of Weibull based random effects models 
from various aspects, and focuses on the exploration of testing for heterogeneity 
based on the Weibull based random effects models. Corresponding methods have 
been applied on some sets of real data from nutrition, medicine and reliability 
studies. 
1.2 Outline of the thesis 
In the remaining part of this chapter, some important concepts and results relating 
to survival analysis and the Weibull distribution are reviewed, and an outline of 
frailty models is given. In addition, three real data sets which are used for illustra- 
tion throughout the thesis are introduced. In Chapter 2, we present three tract- 
able Weibull based random effects models which are generated from independent 
Weibull distributions conditional on a random effect. Some of the features cor- 
responding to the three models are summarised and explored. The dependence 
structures of the three Weibull based random effects models are investigated and 
compared in Chapter 3. In Chapter 4, a two stage marginal approach to estimating 
the positive stable mixture of Weibulls model is introduced, and compared with 
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the method of maximum likelihood. In Chapters 5 to 7, we focus on the detection 
of heterogeneity in Weibull based random effects models, particularly for the pos- 
itive stable mixture of Weibulls model. A score test is derived and investigated in 
Chapter 5. A likelihood ratio test and its properties are discussed in Chapter 6. 
Some other diagnostic methods are explored in Chapter 7 and are compared with 
the score test and the likelihood ratio test. Finally, in Chapter 8, conclusions are 
given, and some possibilities for future research to extend the current work are 
suggested. 
1.3 Review of the Weibull distribution 
The Weibull distribution, see Weibull (1939,1951), is a natural starting point 
in the analysis of lifetime data. Throughout this section the main concepts and 
results for survival analysis and the Weibull distribution are reviewed. 
1.3.1 Preliminaries on lifetime distributions 
Numerous books are available that present lifetime analysis in various areas. Books 
such as Mann et al (1974) and Nelson (1982) are oriented more towards engineer- 
ing applications, while others, such as Lawless (1982) and Cox & Oakes (1984) 
are more in the medical context. Kalbfleisch & Prentice (1980) is an advanced 
text with particular emphasis on proportional hazards methods, while Martz & 
Waller (1982) focused on the Bayesian approaches for survival analysis. The book 
by Crowder et al (1991) has covered both the probability modelling and the stat- 
istical aspects of reliability/survival analysis by dealing with the statistics from a 
contemporary viewpoint. Ansell & Philips (1994) present some case studies on the 
reliability data from a practical standpoint. 
The time to the occurrence of some event which is of interest is referred to as the 
survival time. For example, the survival time may be the lifetime of a patient 
or time until recurrence of some disease of the patient. In another instance, the 
survival time perhaps may be the time to failure of a component in a system. 
Commonly, lifetime or survival data includes right censored observations due to 
the withdrawal of experimental subjects or the termination of the experiment. 
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For each censored observation, we only know that the subject's lifetime has ex- 
ceeded a given value. The exact lifetime remains unknown. Censored observations 
should not be ignored when analysing survival data, because, among other consid- 
erations, the longer-lived subjects are generally more likely to be censored. The 
statistical methodology must correctly use the censored observations, as well as 
the uncensored observations. 
Usually, a first step in the analysis of survival data is the estimation of the distri- 
bution of the failure times. The survivor function is used to describe the lifetimes 
of the population of interest. Assuming throughout that the survival time Y is 
always a non-negative continuous variable, the probability that an experimental 
subject from the population will have a lifetime exceeding y is 
S(y) = Pr(Y > y) 
where S(y) is the survivor function. The usual non-parametric estimation 
method on the survivor function is the product-limit method(also called the Kaplan- 
Meier method), see Kaplan & Meier (1958) or the life table method, see, for ex- 
ample, Chiang (1968). 
Some other functions closely related to the survivor function are the cumulative 
distribution function, F(y); the density function, f (y); the hazard func- 
tion(or failure rate function), h(y); and the cumulative hazard function, 
H(y). F(y) is the probability that a lifetime time is less than or equal to y, that 
is 
F(y) = Pr(Y < y) =1- S(y) 
The density f (y) is defined as 
f (y) _ 
dF(y) 
or f (y) 
dS(y) 
dy dy 
The hazard function h(y) specifies the instantaneous rate of failure at time y given 
that the individual survives up to time y, that is 
h(y) 
Pr(y<_Y<y+DylY>y) 
- 1i m 11111 
0-40 
f (y)/S(Y). 
O 
The cumulative hazard function H(y) is defined as 
H(y) = 
fy h(u)du. 
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The relationship between H(y) and S(y) is 
H(y) =- log S(y). 
The likelihood function in survival analysis is more complicated. If there are no 
right censored data, the likelihood function is only related to the density function 
f (y); otherwise, the likelihood function depends on both the density function and 
the survivor function. For example, suppose that censoring is random and that 
the observed survival time sample is y= (yi, ..., yam). Then the likelihood of the 
sample is proportional to the product of the event time densities and the survivor 
functions. 
n 
L(y) 
_f 
(yi)6iS(yi)1-6z, 
i=1 
where 5i is an indicator variable defined by 
0 if the ith observation is censored. (1.1) 
1 if the ith observation is uncensored. 
1.3.2 The Weibull distribution 
Survival time Y has a Weibull distribution, if, for y>0, the survivor function is 
S(y) = exp(-ýyO), 
or its hazard function is 
h(y) = ýOyO-17 
(1.2) 
where ý and 0 are positive parameters, and 0 is called the shape parameter. When 
0=1, Y has an exponential distribution with rate parameter e. One important 
feature of the Weibull hazard function is that it has a decreasing failure rate (DFR) 
for 0<1, constant failure rate for 0=1 (exponential) and an increasing failure 
rate (IFR) for 0>1. In particular, for 1<0<2, the hazard function increases 
slower than linearly; for 0=2, the hazard function is linear; and for q>2, the 
hazard increases faster than linearly, see Figure 1.1(b). 
The Weibull density is 
f (y) = ecy'-i exp(_ýyO), 
for y>0, and its cumulative distribution function is 
F(y) =1- exp(-ýyO)" 
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Figure 1.1: Density and hazard functions for the Weibull distributions, where 
ý=1, and 0 varies corresponding to 0.5,1.5,2.5 and 5.0 
Some Weibull densities are shown in Figure 1.1(a) . 
The mean and variance are given by 
E(Y) =- r(ý-1 + 1), 
and 
Var(Y) =ý-o{r(20-1+1) -r2(ß-1+1)}, 
where IF is the gamma function 
fuz_1e_udu F(z) = (1.3) 
When 0 is large (greater than 5, say), the mean and variance are approximately 
c- respectively. and 1.640 2 
1.3.3 Some generalisations of the Weibull distribution 
One generalisation of the Weibull distribution is to introduce a threshold parameter 
8, which means all lifetimes must exceed 8. The survivor function of this three- 
parameter Weibull distribution is 
S(y) = exp(-(y - e)0). (1.4) 
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Another generalisation of the Weibull model is the generalised extreme value dis- 
tribution. This may be used as a model for Y or log Y. In the first case the 
survivor function for Y is 
S(y) = exp{-[1 - ((y - (1.5) 
where i(> 0), a(> 0) and ((< 0) are parameters and y> (a/() + µ. This 
is actually a re-parameterisation of the three-parameter Weibull distribution in 
(1.4), where q_-, _, and 0= The limiting case as (-+ 0 is the 
Gumbel distribution, with survivor function 
S(y) = exp{- exp[(y - p)/or]}. (1.6) 
When used as a model for log Y the generalised extreme value distribution leads 
to the following survivor function for Y. 
S(y) = exP{-[1 - ((1ogy - (1.7) 
where y>0, and µ(>), a(> 0) and ((< 0) are parameters. The limiting case as 
C -+ 0 is equivalent to the Weibull distribution, and (1.7) reduces to (1.2) with 
µ=-q-'1ogeand or =0-1 
1.3.4 Models Based on the Weibull Distribution 
Suppose that covariates are represented quantitatively by a vector x. One simple 
form of Weibull model uses the survivor function 
S(y; x) = exp(-e., yO) 
where we let log ýx = xT, Q (log-linear model) and 0 is independent of x. This is a 
fully parametric model with parameters ß (regression coefficients) and 0 (Weibull 
shape parameter). The hazard function is h(y; x) = ýxoy0-1. 
Let So(y) = exp(-yO) be a baseline survivor function, then 
S(y; x) = exp(-exy0) = exp[-(e1/0y)0] = So(e/ y), 
thus, S(y; x) can be expressed as So(oaxy) with fax : -- ýx/o, an accelerated life 
model. Here fax is a positive function of x. The interpretation is that, compared 
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with some standardised system in which fax = 1, the lifetime is divided by a 
factor fax, or equivalently, the decay of the system is accelerated by a factor bax. 
Similarly, 
S(y; x) = exP(-e y0) = [exp(-y0)] ex = [So(y)1 X, 
thus, S(y; x) can also be expressed as [So (y)] VIP- with'px = ý, a proportional 
hazards model. Here, 'px is also a positive function of x. Consider the ratio of 
the two hazard functions at time y with different values of x, 
h(y; xi) 
_ 
eý, 
1 
h(y; x2) eX2 
which is independent of y. Therefore, the interpretation of this model is that the 
hazards at different x values are in constant proportion over time. 
Alternatively, the model can be presented in log form by 
logy = -1 1ogx +1V 
where V has a Gumbel distribution with survivor function exp(-e") on (-oo, +oo). 
Applying standard results for the Gumbel model, the mean and variance of log Y 
may be obtained as 
E(log Y) _ -1(log ex + 7), 
and 
Var(logY) = 7x2/(602), 
where 'y is Euler's constant. This representation also makes clear the role of 1/0 
as a scale constant for log Y. 
Within the framework of parametric models, there are a number of more general 
possibilities which could be considered. One possibility, see Crowder et al (1991), 
(1.8) 
is to extend S(y; x) and log Y in the form 
S(y; x) = exP(-e., yOx), logy =-1 1ogý +1Y Ox Ox 
(1.9) 
so that both ý and 0 depend on x. This may be appropriate when initial explor- 
atory analysis of the data suggests that the Weibull shape parameter is not the 
same everywhere. 
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There are also possible extensions that involve the three-parameter Weibull or gen- 
eralised extreme value distributions. For example, equation (1.4) may be extended 
to 
S(y; x) = exp[-e(y - 9_, )Ox] (1.10) 
where any of 0, ýx or 0x may be constant or may depend on x. Similarly, but not 
equivalently, the log-representation in equation (1.5) may be extended to give 
S(y; x) = exp[-{1 - ((logy - l-tx)/ax}-'/(-], (1.11) 
in which the limiting case (,, -+ 0 is Gumbel, but in general the distribution of 
log Y is extended from Gumbel to generalised extreme value. The motivation 
for using equation (1.11) as opposed to equation (1.10) is partly based on the 
knowledge that the generalised extreme value parametrisation is more stable than 
the traditional three-parameter Weibull parametrisation (Smith & Naylor, 1987). 
1.3.5 Estimation of the Weibull parameters 
Graphical method 
For the simplest Weibull model with uncensored observations, the parameters may 
be estimated roughly by graphical methods, see, for example, Lawless (1982) or 
Crowder et al (1991). Suppose that the lifetimes have been put in ascending 
order: y(l) < Y(2) < ... < y(n). 
The empirical survivor function may be defined as 
S(y(i)) 
=1-Zn. 5 . 
Since we have 
log {- log S (y) }=0 log y+ log ý, 
a plot of log {- log[1 - (i - 0.5) /n] } against log y(Z) should be roughly linear, if a 
Weibull model is appropriate for the data. Alternatively, the empirical survivor 
function may also be estimated in the forms such as, S(y(i)) = 1- n+l 
in practice. 
Furthermore, if the slope and intercept of the plot are a and b respectively, then 
rough estimates of ý and 0 are exp(b) and a respectively. These estimates may 
be used as starting values in an iterative scheme to obtain maximum likelihood 
estimates. Note that this method may be adapted in the presence of right censored 
observations. For a sample with r lifetimes observed and n-r right censored, the 
empirical survival function S (y(i)) can be evaluated by the r ordered observed 
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lifetimes y(l) < y(2) < ... < y(r). 
The S(y(i)) is undefined for the remaining n-r 
censored observations. 
Least squares method 
For simple linear regression, log ýx = , 
ßo + ßl x, with uncensored data, a plot of 
the observed log y against x should be a straight line with slope - and intercept 
The variance about this line is 7r2/(602). Thus an ordinary least squares 
fit will yield estimates of 00, , 
ßl and 0, though these are theoretically inefficient 
compared with maximum likelihood estimates. In the multiple regression case 
log ýx = xT, ß, one can similarly apply least squares methods to estimate ß and 0, 
and to make rough checks of model assumptions. Lawless (1982) made detailed 
comparisons between least squares and maximum likelihood fits for models of this 
form. 
Maximum likelihood method 
More generally, the method of maximum likelihood may be applied. The log- 
likelihood for a Weibull sample y= (y', ... 7 yn) is 
nn 
l (yi, 
... i Yn 
jý7 0) =r log ý+r log 0+ (0- 1) öi log y2 -ý Yf) 
Z-1 2-1 
where r= Ei1 b2, and b2 is the indicator variable for the right-censored lifetimes 
as defined in (1.1) . 
Thus, the first derivatives of 1 are 
äl rn Eye 
Z_1 
nn l=r+E 
SZ log yZ -e Yý log y2 
z-1 Z-1 
The maximum likelihood estimator of ý can be obtained explicitly by solving 
a'=0as 
r 
En Yi 
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Substitution into the equation a o= 0 yields the form 
nn r 
-}- (Si logyi -r 
i= yi 
log yi 
= 
00. i=1 En i=i Yi 
Therefore, the maximum likelihood estimator ý of 0 may be obtained from the 
numerical solution to the equation above. 
The second derivatives of 1 satisfy 
-ä2l r 
aý2 - ý2, 
(1.12) 
_ 
321 n 
ýýý _E yý 
log y2, (1.13) 
2=1 
al 
=r+ ýJ (log yZ)2. (1.14) a(ýl 0 
i=1 
The entries of the 2x2 observed information matrix can be evaluated by substi- 
tuting (, q) with their maximum likelihood estimates Then, according to 
standard asymptotic theory, the variance-covariance matrix of (ý, ý) can be estim- 
ated from the inverse of the observed information matrix. Maximum likelihood 
estimators are asymptotically efficient. The method is computationally straight- 
forward and the approximate standard errors may be evaluated easily. However, 
the method can yield highly biased estimates in small samples and/or with heavy 
censoring. 
On the other hand, if it is assumed that there is no censoring, the elements of the 
Fisher information matrix can be derived, 
021 
) E(- 
2=2, 
(1.15) 
E(- 
a2l 
)=1 (1 _'Y - 1og), (1.16) 
22 
E(- 
a 
2) 2 
log ý)2 + J. (1.17) a06 
The observed information matrix may also be evaluated from the Fisher inform- 
ation matrix by replacing (, q5) in (1.15)-(1.17) by their maximum likelihood es- 
timates (ý, ý) . 
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1.3.6 Assessing the goodness of fit of the Weibull distribu- 
tion 
Graphical methods 
Graphical methods are particularly valuable for checking the adequacy of the 
Weibull model. First, a quantile-quantile (QQ) plot can be applied. As mentioned 
in Section 1.3.5, a plot of log {- log[1 - (i - 0.5)/n]} against log y(i) should be 
roughly linear, if a Weibull model is appropriate for the data. As mentioned before, 
equivalently, log {- log[1 - (i - 0.5)/n]} may be replaced by log {- log[1 - i/(n + 1)]}. 
Secondly, the probability (PP) plot involves plotting 1-(i-0.5)/n against exp(-y(ý)), 
where (ý, ý) are the maximum likelihood estimates under the Weibull model. A 
straight line of unit slope through the origin is indicative of a good agreement 
between the Weibull model and data. Finally, a generalised residual plot by first 
taking logarithms of the observations is presented in Crowder et al (1991, Section 
4.7). 
Likelihood ratio test 
If we embed the proposed model in a more general alternative model, then the 
corresponding likelihood ratio test yields a goodness of fit test. In the Weibull 
context, we may test the adequacy of a Weibull model relative to a generalised 
extreme value model. The log likelihood ratio statistic LR = 2(l1 - lo) has an 
approximate x(l) null distribution, where 1o and ll are the maximised log likelihood 
values evaluated under the Weibull and the unrestricted model, respectively. 
Test based on EDF statistics 
We may also apply a goodness of fit test based on the empirical distribution func 
tion (EDF). Suppose that the lifetimes are put in ascending order y(1) < Y(2) < 
.. < y(,, ). The 
EDF is defined by 
F(y(i)) = 
n. 
A statistic measuring the vertical difference between F(y) and F(y) is called an 
EDF statistic. There are various commonly used tests based on EDF statistics. 
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For example, 
D+ = sup{F(y) - F(y)}, 
and 
D- = sup{F(y) - 
P(y)l. 
Some other well known EDF statistics are such as D, introduced by Kolmogorov 
(1933): 
D= sup JF(y) - F(y) I= max(D+, D-), 
a closely related statistic V, given by Kuiper (1960): 
D'+ D-) 
and the Watson (1961) statistic U2 defined by 
U2 =nf {F(y) - F(y) - [F(y) - F(y)]dF(y)}2dF(y). 
00 -00 
As stated in Section 1.3.3, the Weibull distribution becomes an extreme value 
(Gumbel) distribution (1.6) after the transformation X= log(Y). All the above 
EDF statistics may be calculated by evaluating F(x), and F(x), where F(x) is the 
EDF of the extreme value distribution, its parameters may be estimated by max- 
imum likelihood. D'Agostino (1986, Section 4.10), gives the upper tail percentage 
points for all these EDF statistics for the extreme value distribution. Hence, the 
test of the fitness of the Weibull distribution may be carried out by comparing the 
values in the tables with the calculated EDF statistics. 
EDF statistics are also available to handle the censored data. The versions of 
EDF concerning the censored cases and their corresponding tables of upper tail 
percentage points are given by D'Agostino (1986). 
1.4 Frailty Models 
The term `frailty' is introduced by Vaupel et al (1979) to describe an unobservable 
random effect associated with each individual. Frailty models are effective in 
extending the class of survival models and including dependence in multivariate 
survival distributions. 
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Several methods of modelling the frailty in survival data have been developed 
during recent years. The most well developed and widely applied model is the 
generalisation of the proportional hazards approach, which allows for the random 
effect as a multiplicative adjustment to a baseline hazard function, see Clayton 
(1985), Hougaard (1984) and Oakes (1989a). Anderson & Louis (1995) have pro- 
posed a scale change frailty model, which is similar to the proportional hazards 
frailty model, but incorporates unobserved random effects into the baseline haz- 
ard function to change the time scale. Rocha (1996) has suggested an alternative 
model, where frailty acts additively on the hazard function. 
The Weibull based random effects models which are discussed throughout this 
thesis refer to the generalisation of proportional hazard models with a Weibull 
baseline hazard function. Therefore, the following subsections focus on a review 
of a proportional hazards frailty model. 
1.4.1 Univariate frailty models 
In univariate survival analysis, the variability of lifetimes can be divided into two 
parts, one is observable risk factors which can be included into a model as covari- 
ates, the other is unobserved risk factors, which is frailty. Those individuals with 
larger frailty values are at higher risk of an event than those with lower frailty 
values. By introducing frailty into life table analysis, Hougaard (1984) has ex- 
plained the reason that a group of patients after an operation shows decreasing 
hazard, though each individual may have constant hazard. Aalen (1988) has ex- 
amined the impact of individual heterogeneity in univariate survival analysis in the 
medical context. He discusses a class of mixing distributions and extends Hou- 
gaard's model to allow for part of the population to be non-susceptible. Keiding 
et al (1997) present a case study and argue that accelerated failure models may 
be preferable in accounting for heterogeneity in univariate survival times due to 
`missing' (omitted, unrecorded) covariates. 
Let W be a non-negative random variable with density function g(w) and let 
h(y) be the baseline hazard function. Conditionally on the frailty W, the hazard 
function for the survival time y is 
h(yl W) = Wh(y) exP(1Tß)I 
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where x is the vector of observed covariates for each individual. The frailty W 
is defined as a random multiplicative factor acting on the hazard function. The 
model presents the population as a mixture where each individual has frailty W 
whereas the baseline hazard is common to all the individuals. 
Considering the simplest case without covariates, the conditional survivor function 
of y given W is obtained from 
S(ylW = w) = exp(- 
fy h(tlw)dt) 
0 
y 
= exp(-w 
0h(t)dt) - 
[B(y)]w, 
where B(y) denotes the baseline survivor function, say, B(y) = exp(- fo h(t)dt). 
Therefore, if random effect W has distribution function G(. ), the unconditional 
survivor function of y is 
00 
8(y) -f [B(y)]'dG(w) (1.18) 
00 
=f exp{-w(-logB(y))}dG(w) 
0 
= L(u) 
where L(u) denotes the Laplace transformation of u, and u=- log{B(y)}, which 
is the baseline cumulative hazard function. It is apparent that this unconditional 
survivor function can be extended to accommodate the situation with covariates. 
Many authors have discussed the identifiability and assumptions concerning the 
form of the frailty. Heckman & Singer (1984) demonstrate high sensitivity of results 
to alternative choices of finite mean frailty distribution. Elbers & Ridder (1982) 
study the conditions necessary to achieve identifiability of the frailty distribution 
in univariate data. Lancaster & Nickell (1980) note that ignoring frailty with finite 
mean would result in a bias towards zero in the parameter estimates. 
1.4.2 Multivariate frailty models 
Multivariate lifetime data arise when each study subject may experience several 
events or when there exists some natural or artificial grouping of subjects which 
induces dependence among lifetime of the same group. Examples in a medical 
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context are the sequence of tumour recurrences or infection episodes, the devel- 
opment of physical symptoms or disease in several organ systems, the occurrence 
of blindness in the left and right eyes. Examples in genetic studies involve the 
lifetimes among the family members with genetic disease. Examples in reliability 
studies include failure times of different types of component, repeated breakdowns 
of a certain type of machinery. A multivariate frailty model may be an effective 
way to accommodate association in correlated lifetime data. 
The generalisation of frailty models from univariate survival analysis to multivari- 
ate lifetime data analysis is immediate. Let Yj denote the survival time of indi- 
vidual i in group j, where i=1, ..., n, 
j=1, 
..., p. 
Suppose that, conditional on 
the frailty WZ, all individuals are independent and the hazard of Yj is Wh(y). 
Furthermore, we assume that the Wi are independent and identically distributed 
with distribution function G(w). The survivor function of Y1, ..., 
Yp conditional 
on W is given by 
S(y1,... 
, yyl W= w) = exp(- 2 JO 
ý' 
hj (tj I w) dtj) 
j=1 
p 
_ 
IILBj (yj)Jw, 
j=1 
where Bj (. ) denotes the baseline survivor function for group j, say, Bj (yj) _ 
exp (- fo' hj (tj) dtv) . This model represents that 
frailty W varies across the in- 
dividuals, but remains the same for each individual in the groups. The baseline 
hazard is common to all the individuals in the same group . Furthermore, the 
unconditional survivor function is given by 
S(yl,... 
, yp) =f 
fl [B(yj)]wdG(w) = L(u), (1.19) 
j=1 
where u= I3P=1 {- log B (y3) }, which is the sum of p cumulative hazard functions, 
and L(u) denotes the Laplace transformation of u. It is shown in Chapter 2 that 
the Weibull based random effects models are based on this expression. As in the 
univariate case, this model can be easily extended to accommodate the situation 
with covariates. 
Various published papers cover aspects of the study of multivariate frailty models. 
Clayton & Cuzick (1985) generalise the proportional hazards model to the prob- 
lern of bivariate lifetime data with unspecified marginal distributions which are 
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related by a single association, where gamma frailty is assumed. Oakes (1989a) 
extends the class of bivariate frailty models, which is presented as a subclass of the 
Archimedean copula distributions, to allow for negative association, and introduces 
a cross-ratio function to measure the association. Hougaard (1986b) considers a 
multivariate survival model with positive stable frailty. Pickles & Crouchley (1995) 
examine the performance of conditional and mixture likelihood approaches to es- 
timating bivariate frailty models, and conclude that the choice of a particular 
distribution for frailty is not critical for the estimation and testing of regression 
coefficients in survival models. Shih & Louis (1995) propose a graphical method 
for assessing the adequacy of a gamma frailty model. Again, Shih & Louis (1996) 
discuss the estimation of the association parameter by using non-parametric es- 
timation of marginal survival functions. Bandeen-Roche & Liang (1996) propose 
a family of frailty models that accounts for multiple levels of clustering of lifetime 
data. 
1.5 Examples 
Three examples related to various application areas are used in this thesis to 
illustrate the application of the methods proposed in later chapters. 
1.5.1 Infant nutrition data 
The original data source is from a study which was conducted in Madrid, Spain. 
The aim of the study was to investigate the feeding practices adopted by 344 
mothers whose children at the time of the study were aged between 3 and 19 
months. Most of the raw data collected from the study were in the form of event 
times, such as the age of the infant at which a certain food was first introduced or 
the age of the infant at which use of a certain type of milk feeding was stopped. 
Details of the study design and data collection may be found in van den Boom 
(1994). 
Since fish and egg are foods which are well known for being potentially allergenic, 
it is of interest to investigate the bivariate age distribution of first introduction 
of fish and egg. Table 1.1 lists the ages in months at which fish or egg were first 
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Figure 1.2: Age in months of introduction of fish and egg 
given to 55 infants aged 18 or 19 months in this study. This coherent subset of 
the data comprises the 55 oldest children and was selected in order to illustrate 
the methods on uncensored data. Data were rounded to the nearest half month 
or month. Strictly speaking, such data ought to be taken as interval censored. 
However, we will ignore this aspect in our discussion. Non-parametric univariate 
analysis was carried out on the full data by van den Boom et al (1995). However, it 
is natural to consider a Weibull based approach as a starting point of a parametric 
analysis. Indeed van den Boom et al (1995) found that a Weibull distribution gave 
a good fit to the age at which breast feeding ceased conditional on breast feeding 
being used at all. Kimber (1996) performed a heterogeneity test on the data after 
postulating a particular type of Weibull based random effects model. 
Initial examination of the data shows that the correlation between the log-transformed 
ages of introduction of fish and egg is p(log Yl, log Y2) = 0.4. A QQ plot, i. e. a 
plot of log{ - log (1- 
i o. 5) } against log y(i) for the ages of introducing fish and egg 
are displayed in Figure 1.2, which shows reasonable straight lines for both ages. 
Therefore, Weibull distributions provide adequate fits to the ages of introducing 
fish and egg. The Weibull maximum likelihood estimates for the age of introdu- 
cing fish are log 1= -8.817, and 01 = 4.166. The corresponding estimates for the 
age of introducing egg are log e= -9.064, and c2 = 3.815, respectively. These 
estimates were obtained by considering the marginal distributions separately. 
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Table 1.1: Age in months of introduction of fish and egg into the diets of 55 infants 
Fish Egg Frequency Fish Egg Frequency 
4.0 4.0 1 4.0 6.0 1 
5.0 10.0 1 5.0 12.0 1 
5.5 12.0 1 6.0 6.0 1 
6.0 7.0 1 6.0 8.0 2 
6.0 9.0 3 6.0 10.0 1 
6.0 11.0 1 6.0 12.0 2 
6.0 16.0 1 6.5 9.0 1 
7.0 7.0 5 7.0 9.0 3 
7.0 10.0 2 7.0 11.0 1 
7.0 18.0 1 8.0 7.0 1 
8.0 8.0 6 8.0 9.0 2 
8.0 10.0 1 8.0 12.0 1 
9.0 9.0 2 9.0 11.0 1 
9.0 12.0 1 9.0 13.0 1 
9.0 16.0 1 10.0 9.0 1 
10.0 10.0 1 10.0 12.0 1 
10.0 14.0 1 12.0 10.0 1 
12.0 12.0 3 
1.5.2 Repeated endurance exercise tests data 
The data in Table 1.2 give repeated exercise times (in seconds) to angina pectoris 
in patients with coronary heart disease. The data were originally presented by 
Danahy et al. (1977) to study the effect of high dose oral isosorbide dinitrate 
on exercise time until angina pectoris. 21 patients with coronary heart disease 
pedalled exercise bikes until they experienced angina. They were administered an 
oral dose of isosorbide dinitrate thereafter, and were required to return to the bike 
carrying on the exercise at 1 hour and 3 hours after drug treatment. One particular 
feature of this data is that the response times are censored for some of the cases. 
Table 1.2 shows that, of the 21 patients, seven did not experience angina when 
exercising 1 hour after treatment; four did not experience angina when exercising 3 
hours after treatment. These exercise times were censored because patients became 
too exhausted to continue. The other feature of these data is that each patient 
was given a different dose of drug, which allows investigation of the effect of dose 
on the time to onset of angina. Therefore, the dose of the drug is a covariate that 
might be considered. 
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Table 1.2: Exercise times to angina (in seconds) on occasions before and after oral 
isosorbide dinitrate 
0 hour 
Time 
1 hour 3 hours 
Dose 
(mm/kg) 0 hour 
Time 
1 hour 3 hours 
Dose 
(mm/kg) 
136 (445) (393) 0.58 250 306 206 0.34 
215 232 258 0.24 235 248 298 0.37 
129 121 110 0.38 425 580 613 0.32 
441 (504) (519) 0.41 208 264 210 0.37 
154 110 123 0.37 89 145 172 0.53 
250 230 264 0.24 147 403 290 0.44 
231 (540) 370 0.49 224 432 291 0.31 
152 (733) 492 0.20 417 (743) 566 0.24 
213 250 150 0.38 490 (559) (557) 0.27 
406 651 624 0.51 229 327 280 0.24 
265 (565) (504) 0.51 
Note: data in the brackets are censored 
Figure 1.3 shows the plots of log{ - log(1 -i 0'5) } against log y(i) for the exercise 
times before treatment, 1 hour and 3 hours after drug treatment, respectively. 
The plots looks reasonably linear, suggesting that a Weibull model fits the three 
marginals. Initial straight lines fits were obtained based on plotting the uncensored 
data points, as given in Figure 1.3, which yields slopes and intercepts as ý1 = 
2.82, log t= -15.88 for exercise times before treatment; 02 = 2.41, log 2= 
-14.05 for exercise times 1 hour after treatment; q3 = 2.42, log3 = -14.05 
for exercise times 3 hours after treatment, respectively. These values are used 
as initial values in iterative procedures obtaining maximum likelihood estimates. 
The Weibull maximum likelihood estimates for each exercise time are ý1 = 2.41, 
log ý1 = -13.65, ý2 = 1.61, log ý2 = -10.19,03 = 1.98, log 3= -11.96. These 
results ignore the covariate. A further treatment will be given in Section 5.5.2. 
1.5.3 Fibre failure strength data 
Table 1.3 contains a set of data on fibre failure strengths. The breaking strengths 
of fibre sections of length 5mm, 12mm, 30mm and 75mm, which are cut from the 
same fibre, are listed. The data has missing values which are indicated as zero 
representing any accidental breakage prior to testing. A Weibull based model for 
strength is a natural starting point, but there is concern about the possibility of 
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Table 1.3: Fibre failure strengths for fibre section of different lengths 
Fibre 
No. 5 
Length 
12 
(mm) 
30 75 
Fibre 
No. 5 
Length 
12 
(mm) 
30 75 
1 3.30 3.32 2.39 2.08 2 4.17 3.67 2.49 2.06 
3 4.19 4.27 3.16 2.05 4 3.64 2.41 2.20 1.80 
5 2.73 2.24 1.91 1.68 6 4.47 4.06 2.74 2.22 
7 3.29 3.08 2.44 2.37 8 3.55 2.35 2.38 2.37 
9 3.03 2.26 1.64 2.03 10 6.41 5.11 2.98 2.39 
11 5.16 4.60 2.99 2.30 12 4.92 3.03 2.80 2.30 
13 3.01 3.17 2.41 2.07 14 4.01 2.91 2.18 1.83 
15 5.09 3.87 2.24 2.09 16 4.65 3.82 2.59 2.48 
17 4.57 4.07 2.40 2.22 18 3.48 2.14 2.35 2.05 
19 3.05 2.96 1.91 2.20 20 3.60 2.92 2.42 2.09 
21 4.60 4.28 2.86 2.13 22 4.38 3.03 2.53 2.31 
23 3.50 3.46 2.56 2.13 24 4.43 4.26 2.63 2.16 
25 4.58 4.61 2.75 2.17 26 4.76 3.64 2.88 2.43 
27 4.64 3.20 2.52 2.35 28 2.65 2.01 1.87 2.12 
29 5.03 3.85 3.12 2.53 30 5.15 3.35 2.78 2.36 
31 3.35 2.91 2.50 2.07 32 3.62 3.31 2.50 2.08 
33 4.04 3.35 2.41 2.37 34 3.06 2.49 2.09 2.21 
35 4.55 2.67 2.40 2.28 36 3.23 2.27 1.92 2.12 
37 6.20 5.10 3.47 2.24 38 3.75 2.48 2.48 2.07 
39 3.33 2.23 2.33 2.13 40 3.47 2.51 0.0 1.76 
41 3.70 2.31 0.0 2.06 42 3.77 2.26 0.0 2.20 
43 0.0 2.37 0.0 0.0 44 0.0 2.39 0.0 0.0 
45 0.0 2.41 0.0 0.0 
extra variability in fibre strength. 
The results of an initial examination of the data are shown in Table 1.4, where 0o 
and log ýo are slopes and intercepts of the fitted straight lines based on the Weibull 
models. The maximum likelihood estimates from fitting the Weibull models sep- 
arately and their corresponding maximised log-likelihoods are also listed in the 
table. A further check on the suitability of the Weibull models are done by plot- 
fing log{ - log(1 - L--0-5) -5) } against log y(i) for each fibre failure strengths as shown 
in Figure 1.4. Clearly, the adequacy of the Weibull models is in some doubt, par- 
ticularly for the shorter fibre lengths in the lower tails of the distribution, though 
the variability in such plots is greatest in the tails (see Michael, 1983 and Kimber, 
1985). 
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Table 1.4: Summary results of the fibre failure strengths data 
yl Y2 Y3 y4 
N 42 45 39 42 
mean of y 4.0503 3.1781 2.4928 2.1657 
variance of y 0.7537 0.7096 0.1459 0.0344 
mean of log(y) 1.3772 1.1232 0.9017 0.7690 
variance of log(y) 0.0438 0.0667 0.0244 0.0078 
00 2.5022 2.0269 3.3519 5.9302 
log ýo -2.8687 -1.6993 -2.4453 -3.9830 
MLE of q 4.8216 4.04034 6.9614 13.6345 
MLE of log -7.1463 -5.0633 -6.7987 -11.0399 
log-likelihood -55.0317 -56.3477 -18.8276 12.13726 
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Figure 1.4: Fibre failure strengths for fibre section of different lengths 
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Chapter 2 
Weibull based random effects 
models 
2.1 Introduction 
An approach to generating Weibull based random effects models is to consider a 
mixture, either continuous or discrete, of the Weibull distribution as follows. In 
the univariate case, suppose that, given a quantity W, lifetime Y has a Weibull 
distribution with survivor function exp(-WýyO). Then, the unconditional survivor 
function of Y is 
S(y) = 
f°°exp(-wey)dG(w), (2.1) 
where G(. ) is the distribution function of random effect W, e(> 0) and 0(> 0) 
are Weibull parameters. Note that when 0=1, Y is conditionally exponentially 
distributed. The expression (2.1) is the special case of the frailty model in (1.19) 
where the baseline survivor function B(. ) is taken to be of Weibull form. 
The generalised form of Weibull based random effects model for the multivariate 
case is given similarly: conditional on a quantity W, suppose that random variables 
Y= (Y1,... , Yp) 
have joint survivor function 
S(yi,... 
, yplW = w) = exp(-ws), 
(2.2) 
where 
s=>ýjy', (2.3) 
j=1 
ýj and qj are Weibull parameters, with ýj > 0, cj > 0. That is, Y1,... , Yr, 
conditionally on W, are independent Weibull random variables. If W varies with 
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distribution function G(. ) on (0, oo), then the unconditional joint survivor function 
of Yl,..., Yp is 
00 
S(yl,... 
, yp) = fexp(-ws)dG(w), (2.4) 
Again, (2.4) is a special case of the multivariate frailty model in (1.19) where the 
baseline survivor functions Bj(. ) are taken to be of Weibull form. 
Different choices of G give rise to different unconditional survivor functions for Y. 
If G is an appropriate discrete distribution, a finite mixture distribution for Y is 
obtained. However, note that even a two-component mixture, the simplest possible 
such finite mixture, has four parameters. In the interest of parsimony we shall 
concentrate on simple continuous mixtures that lead to tractable unconditional 
survivor functions. In this chapter we exhibit and compare some of the features 
of Weibull based random effects models, in the cases in which G is a continuous 
distribution corresponding to a gamma distribution, a positive stable distribution 
and an inverse Gaussian distribution. 
2.2 Gamma mixture of Weibulls distribution 
The gamma mixture of Weibulls (GW) distribution, also called the multivariate 
Burr distribution, is one of the most tractable Weibull based random effects mod- 
els used in lifetime analysis. The univariate Burr distribution was originally given 
by Burr (1942) in the context of developing systems of distributions. The deriva- 
tion of the multivariate Burr (GW) as a gamma mixture of independent Weibull 
random variables is due to Takahasi (1965), who gives various properties for this 
multivariate distribution. The GW distribution is further developed by Crowder 
(1985), who applies the GW distribution as a standard model for repeated failure 
time measurements. 
Assuming random effect W follows a gamma distribution with shape parameter 
v and unit scale parameter, the joint survivor function of the GW distribution is 
obtained as 
S(yl, 
... , yý) = 
fOo 
exp(-ws)dG(w) 
00 
=Je -ws 
wv-le-w 
o r(v) 
dw = (1 + s)-v, (2.5) 
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time time 
Figure 2.1: Density and hazard functions for the Burr distribution, where v=2, 
ý=1, and 0 varies corresponding to 0.5,1.5,2.5 and 5.0 
where s was defined in (2.3). There is no loss of generality to have a unit gamma 
scale parameter since any other value may be absorbed in the ýj parameters. 
2.2.1 Univariate case 
In the univariate case, where p=1, the survivor function of Y becomes 
S(y) - (1 + 
W)-vI 
which is clearly not a Weibull distribution. Instead, it is known as a Burr distri- 
bution. Its density function 
f (yý = výgy0-1(1 + yl)-v-1 
is plotted in Figure 2.1(a) for various values of 0. The hazard function 
+&Výoy I 
is either decreasing(c < 1) or upturned bathtub shaped( > 1). The parameter v 
acts as a scaling parameter on the hazard function. Figure 2.1(b) shows a plot of 
the hazard function for various values of 0. 
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2.2.2 Multivariate case 
Density 
The joint density function for the p-variate GW distribution is of the form 
ppý 
_1 
p 
Oi -(v+P) f (y', 
... , yp) _ 
fl (v +- 1) fl (ýjojyj ) (1 +E ýjyj (2.6) 
j=1 j=1 j=1 
A contour plot of the density function for the bivariate case is given in Figure 
2.4(a). 
Hazard function 
There are various definitions of multivariate failure rate in the literature. Ac- 
cording to Brindly & Thompson (1972)'s definition of multivariate failure rate, a 
multivariate failure time distribution is IFR/DFR if 
q=P(Y>y+O1plY>y) 
is decreasing/ increasing in y for all 0>0; 1p here denotes (1, ... , 1). 
Crowder (1985) shows that, for the p-variate GW distribution, 
q= 
S(y1+O) ..., yp+0) 
S(yl,..., yp) 
11+Ejp=1ýj(yj +0)"Tv 
(l+Ep=1ýjy')-v 
Thus, q has log-derivatives 
Ok-1 
_ 
\y/C a 
1 jYj 
+ 0)Ok-1 
ayk 
(log q) _- výkOk Yk p O. i 1+ Ep=1 ýj (yj + 
for k=1, ... , p. 
For sufficiently large Yk this expression is positive, and tends to 
0 as Yk - oo; for small Yk, and ck > 1, it is negative. Hence for max(q k) >1 
the p-variate GW distribution can be neither IFR nor DFR. For max(q k) < 1, the 
p-variate GW distribution is DFR. 
Another form of the multivariate hazard rate defined by Johnson & Kotz (1972), 
is the conditional hazard function for Yk given Y>y 
hk (yk Y> y) =öö 0-lP(Yk Yk + DAY > y) _ -1)[log S(y)]/ayk. 
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The behaviour of the multivariate hazard rate is studied in the component variate 
Yk, and its conditional hazard. 
For the p-variate GW distribution, the conditional hazard function is 
hk (yk lY> y) = 
VGOkYk 
1+ Ep=1j 2JT 
which is decreasing in Yk, if Ok < 1; and upturned bathtub shaped, if Ok > 1. 
Marginal and conditional distributions 
Let yA(a x 1) and yB(b x 1) be complementary sub-vectors of y= (y,.... , yr), so 
that a+b=p. Furthermore, we denote SA = EA ýiyo' with summation just over 
those yj in YA. Therefore, the marginal survivor function of YA for the p-variate 
GW distribution is obtained by setting YB =0 in (2.5) 
SA(YA) _ (1 + sA)-v, (2.7) 
which is clearly of the GW distribution form in (2.5). 
In multivariate lifetime data analysis, the situation that data are only recorded if 
their survival time exceeds some known period is encountered sometimes. That 
is to say, a case is only accepted for the study if YB > yB. The conditional 
distribution of YA given that YB > YB is applied for dealing with this case. 
For the p-variate GW distribution, this conditional distribution of YA is of the GW 
form 
P(YA > YAJYB > YB) = 
S(_) 
+E ýjy", SB (YB) 
A 
(2.8) 
where ýj _ ýj/ (l + >B ýO ') is a modified parameter, see Crowder (1985). 
Distributions of minima 
Two types of minima are considered, see Crowder(1985). First, let SZ = min{Yj : 
j=1, ... , p}. 
Then SZ for the p-variate GW distribution has survivor function 
p 
8(w) +E ejwoj)-v 
j=1 
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which is of univariate Burr form when 01 = ... = 
OP 
. 
Secondly, suppose that Y1, ..., 
Y are independently and identically distributed, 
with Y= (Y1,.. ., 
Yp). Let SZ' = (1l , ... , 
cl ), where SZj = min{Yj :i= 
1, ... , n}, so that 
12' is the vector of componentwise minima. This would be rel- 
evant to a situation in which only the first event is observed for each component 
yj, e. g. a series of competitive trials among n subjects with only the winning 
performance recorded. 
SZý _ (Q11 ... ) 
Q' ) for the p-variate GW distribution has joint survivor function 
p 
)+Z ejWj0iI 1-nv S(W1, 
... 3 WP1 
1. 
j=1 
which is again of the GW form with v replaced by nv. 
Moments 
A general formula for joint moments of (Y1i ..., 
Yp) is now given. Let r1,..., rp 
be non-negative integers. In terms of the definition of the survivor function of 
Y= (Y1, ... , 
Yp) in (2.2), the moments of Yj 7 
(j = 1) ... , p), conditional on 
W are 
r ý rý 1 E(YW) = 
f°° 
yj wEjOjyj exp(-wEjyj )dyj 
fz r. 
_ ýj 
O3 w Oj I'(? + 1). of 
Therefore, the joint moments of Y1, ..., 
Yp are derived from 
E(Yi1... Yrp) = E{E(Yi1... YppIW)} 
p 
= E{fl E(Yjr' lW)} 
j=1 
rL 
_ {f ýj I'(r' + 1)}E(W-ýj=1 ) (2.9) 
j=1 
cj 
7 Since W follows a gamma distribution with density function g(w) 
= 
wV _lrý jý-w) 
we have 
00 
E(Yl 1 ... 
Yprp) ýj I'( rý + 1)} w-Ej=1 
m wv-i 
veXP(_w) 
dw 
I' j=l 0i 
r 
p_ 
{ý ýj "'r(r' + (2.10) 
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However, the above expression is valid only for v> EP=1 1. Specifically, the mean 
and variance of Yj can be obtained based on the results in (2.10), 
E(Yj) = výj + 1'V - 03 1), (2.11) 
Var(Yj) = výj 
20' {ß(20 1+1, v- 20 1) - vß2(03 
1+1, 
v- 03 
1)}, (2.12) 
where , Q(., .) is the Beta 
function. Similarly, the covariance of Y and Yj is given 
by 
Cov(Y, Yj) = 1/ i 
0x1ýj0j1 
l(l/+1ýßýýi 
1+17031+1)ý(Oi 1+031+2, 
0j 1) 
(2.13) 
Again, note that the parameter v must satisfy the condition that v> 20 1 and 
v>2q ' 
Since the GW model can be interpreted in terms of the log-times, Crowder(1985) 
has derived the joint and marginal moments of (log Y1, ..., 
log Yp). To avoid com- 
plexity, the moments have been derived in terms of the reduced vector cp, where 
Spy =- log ýj - cj log yj. Conditional on random effect W the cpj's are independ- 
ent with distribution functions exp(-We-`°i) for -oo < cps < oo. 
conditional joint moment generating function is 
pp 
M(zlw) = [J E[exp(zj(pj)lw] = fl{wzjF(1 - zj)} 
j=1 j=1 
and the unconditional joint moment generating function is 
M(z) _ {[J r(1 - zj)}E(Wj=1z') 
j=1 
{H I'(1 - zj)}F(v +E 
j=1 j=1 
Hence their 
(2.14) 
where z= (zl, ... , zp). 
The joint and marginal moments of (WI, ... , cop) can 
be 
obtained by differentiation of M(z) at z=0. For p=1, the first and second 
derivatives of M(z) are 
M' (z) = {r' (1- z)F(v + z) + F(1- z)F' (v + z) } /F(v), 
and 
m', (z) = 
{I'" (1 - z)F(v + z) + 2r' (1 - z)F' (v + z) + F(1 - z)F" (v + z) 
1 /I'(v). 
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Therefore, the first and second moments of cod are obtained as 
(VA) = M'(zj) 1 z, =o = 'Y + 
(v), 
and 
E(Wi )= M" (zj) 1 zj =0 = 72 +26- 27 (v) + 02(v) +ý ýý/ý" 
Then, 
2 
Var(cpj) =6 
Hence, the mean and variance of log Yj may be obtained from the above results. 
They are 
E(log Yj) = -c5ß'(1oge -'y+0(v)) (2.15) 
2 
Var(1og1 )_ -2(6 + ý(v)) (2.16) 
where O(z) = I''(z)/T(z), is the digamma function. Similarly, the covariance of 
log Y and log Yj is given by 
Cov (log Y, log Yj) _ 
0/ (U) 
Oi0j 
(2.17) 
2.3 Positive stable mixture of Weibulls distribu- 
tion 
Hougaard(1986b) has suggested a positive stable mixture of Weibulls (PSW) dis- 
tribution. Assuming that random effect W in (2.4) has a positive stable distribu- 
tion G(. ) over individuals with characteristic exponent v (0 <v< 1), see Feller 
(1971, Chapter XIII, Section 6), the joint survivor function of the p-variate PSW 
distribution is obtained as a Laplace transform 
S(yl, 
..., yp) = f°° exp(-ws)dG(w) = exp(-sv), (2.18) 
where s is as defined in (2.3). A justification for choosing the positive stable 
distribution occurs when the variation of random effect W arises from many small 
random contributions acting additively. 
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2.3.1 Univariate case 
For the univariate case, i. e. p=1, the survivor function of Y is 
8(yý = exp(-e'y'O), 
where 0<v<1. Therefore, the distribution of Y is another Weibull with 
parameters ý' = ýv and 0' = vq. That implies that the Weibull distribution 
may be regarded as a proper mixture of Weibull distributions. However, without 
additional information, it is impossible to detect heterogeneity of this type in 
general, purely on the basis of observed data. 
The hazard function is of the form 
h(y) = Evvg5 y" 
1 
The hazard is a DFR for vq5 < 1; constant for vq = 1; and an IFR for vo > 1. 
In particular, it is a DFR when 0<1, since 0<v<1. It also shows that if we 
start by assuming an exponential model, i. e. 0=1, the resulting random effects 
model is Weibull with shape parameter v. Hence a Weibull model with decreasing 
hazard may be regarded as a proper mixture of exponential variables. The density 
function of Y is 
f (y) = ývvcyvcb-l exp(- vy"o). 
Figure 2.2 shows the density and hazard functions for the univariate PSW distri- 
bution for various parameter values. 
2.3.2 Multivariate case 
Survivor function 
Crowder (1989) has extended the multivariate PSW distribution in (2.18) into a 
generalised form by introducing an extra parameter n>0. Its survivor function 
is defined as 
(Y1,. 
.., yp) = exp[, cv - 
(ic + s)"]. (2.19) 
When rc = 0, (2.19) yields (2.18). The non-zero ic in (2.19) significantly affects the 
behaviour of the distribution in some aspects. Crowder (1989) discusses this in 
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Figure 2.2: Density and hazard functions for univariate PSW distribution, where 
v=0.8, e=1, and 0 varies corresponding to 0.5,1.5,2.5 and 5.0 
detail. He also points out that, under certain conditions, v may take values greater 
than 1 for ic > 0, which allows both positive and negative association between Y. 
The parameter rc in (2.19) may be interpreted as a type of initial implicit condition 
in the distribution, see the following discussion in the context of the conditional 
distribution. 
Density function 
The density function of the generalised p-variate PSW distribution (2.19), is in- 
creasingly cumbersome as p>2. The general form of the density is 
f (yip 
... , yp) = 
(-1)p 'S(yl, 
..., yy)/ayi ... 
äyp = dl ... 
dd&S, (s)/asP, (2.20) 
where dj = äs/äyß = Ojýjy3""j-1 and S8(s) = exp[i" - (ic + s)v]. 
Using Leibnitz's formula, a recurrence relation for the derivatives in (2.20) is ob- 
tained as 
ap ap+1SS/a. Sp+1 = asp l{-v(/c + S)v-1Ss]3ss/3S} 
ý+ s)v-1/ÖSrý[ap-rss/ÖSE-rj. (2.21) 
r=0 
J 
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0.0 0.5 1.0 1.5 2.0 
time 
The derivatives of (ic + s)v-' in the summation may themselves be generated from 
the recursion 
0r(k + (2.22) 
Such recurrence formulae are convenient for computer programming. In particular, 
the density functions for p=1,2 are respectively 
f(yý) _ -as(yl)/aye = div(i + s)v-'S8(s), 
f (Yli y2) = a2s(Yll Y2)/aYlay2 
_ v(v _ 1)(ý + 8)v-2]SS( 8 = did2[v2(ý + ,) 
2v-2 
In the bivariate case, the density expression is guaranteed to be non-negative when 
v<1. A contour plot for the bivariate case with v=0.8 and ic =0 is shown in 
Figure 2.4(b). 
Hazard function 
The multivariate failure rate q for the generalised positive stable mixture of Weibulls 
distribution corresponding to Brindly & Thompson (1972)'s definition is obtained 
as 
q= P(Y > y+01PIY > y) = 
S(yl +A)... Iyp+0) 
S(y1,..., yy) 
exp[Kv - (ic 
+ Ej=1 ýj(yj + A)"i)v] 
exp[ - (' 
+ Ej=1 ejyji )v] 
= exp[(ic +E ýjyj"j)v - (k +> ej (yj + 0)(I' )v]. 
j=1 j=1 
Thus, q has log-derivatives 
a 
(logq) = VGOk[(r, +ýjyý, ý-ýy k-i _ (r'+E j(yj+0)ýýv-ý(yk+ ayk 
j=1 j=1 
This expression is positive for Ok<1. Therefore, ä>0 for Ok<1. Hence the 
p-variate PSW has DFR for Ok 1. Otherwise, it can be neither IFR nor DFR. 
Crowder (1989) has discussed the conditional hazard rate according to Johnson & 
Kotz (1972)'s definition, 
P 
hk(ykl y> y) = v(6 + ýjyý, )v-lM- 
40k 
kYk -1 
j=1 
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which is decreasing in Yk, if OkG1. 
Marginal and conditional distributions 
Let yA(a x 1) and yB(b x 1) be complementary sub-vectors of y= (yl,... , yp), 
so that a+b=p. We denote SA = EA 'i yo' with summation just over those yj 
in yA. By setting YB =0 in (2.19), the marginal survivor function of YA for the 
generalised p-variate PSW distribution is 
SA(YA) = exp[, v - (K + sa)v]. (2.23) 
Thus YA has the same form of the distribution as Y in (2.19). In particular, 
the marginal distribution of the Yes are each univariate Weibull when ic =0 or 
v=1, which illustrates that the distribution in (2.18) is a genuine multivariate 
Weibull distribution. For general it and v the marginal distributions are such that 
(ic + ýjYioj )v - rcv is exponential with unit mean. 
The conditional distribution of YA given that YB > YB for the PSW distribution is 
P(YA > YAJYB > YB) = 
S(Y) 
= exp[(K + SB)V - (r + s)v] (2.24) SB(YB) 
where SB =s- SA. This conditional distribution has the same form as the distri- 
bution (2.19) with ic replaced by ! +sB. Crowder(1989) gives an interpretation for 
r, in terms of this conditional distribution. If we take Yo as an auxiliary component 
such that (Yo, Y) has the joint survivor function (2.19), i. e. 
P(Yo > yo, Y> y) = exp[-(ýoyo' + s)' ]. 
Then the conditional probability of Y given that Yo > yo is just (2.19), that is 
P(Y > yI Yo > yo) = exp[icv - (ic + s)v], 
where ic = eoyo °. Therefore, the distribution (2.19) may be regarded as a dis- 
tribution for Y= (Y1,. .., 
Yp) under an implicit initial condition. For example, 
Yj(j = 1) ... , p) might 
be repeated measurements from successive stages of treat- 
ment only recorded when the patient satisfies the preliminary requirement Yo > yo. 
Similarly, Yo may represent the minimum quality of acceptable manufactured 
products. 
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Distributions of minima 
For the generalised PSW distribution, the type one minimum SZ as described in 
Section 2.2.2 has survivor function 
p 
S(w) =exp[ - (K+EýjWll')v]ý 
j=1 
which is the univariate case of the generalised PSW distribution (2.19), when 
O1 =... =OP. 
The type two minima Sly of the generalised PSW have joint survivor function 
S(W) 
... Wp) = exp[nrv - n(l, + 
ýjj )v]. 
j=1 
Thus Sly has the distribution (2.19) with n and ýj replaced by icnl/' and ýjnllv 
respectively. 
Moments 
Following Williams (1977) and Hougaard (1986b), the moments for random vari- 
able W which is from the positive stable distribution with characteristic exponent 
v (0 <v< 1) are given, for k<v, 
E(Wk) = r(1- k/v)Ir(1- k), (2.25) 
E(Wk) = E(Wd log W) 
= 
F(1 - k/v) {o(1 - k) -'(1 
- k/v) 
I'(1-k) v 
where' (. ) is the digamma function. 
The general form of the joint and marginal moments of Yl,... , 
Yp for the PSW 
distribution (2.18) is, as shown in (2.9), 
E(Y11, ... , Ypý') = 
{II ýj "' I'(r3 + 1)}E(W-r) 
j=1 
Oj 
where r= Ep=1ý . 
Since -r < v, E(W-r) can be obtained from (2.25). In 
particular, the mean and variance of Yj are given by 
E(YE) =e 
0' 1 F(1 +1), (2.26) 
vcj 
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Var(Yj) = ýj 
0' [r(1 +)- F2(1 +1A. (2.27) 
vcj vqj 
Similarly, the covariance of Y and Yj is obtained as 
ý, r(1+ )r(1+, )r(l+- + -) Cov (Y, Yj) -ij11 
Oi 0i 
r(1+ 
1 
pi+ 1). (2.28) 
voi vor 
The general form of the joint and marginal moments of log Y1, ..., log Yp for the 
PSW distribution (2.18) may be obtained from the moment generating function 
in terms of the vector cp, where cps =- log ýj - cj log yj, 
M(z) _ {II F(1 - zj)}E(WEi=1 z' ) 
j=1 
_ 
{fl 1 r(1- zi)}r(1- 
Ei-1 zj ) 
F(' - >p=1 zj) 
The joint and marginal moments of (cpl, ..., cop) can 
be obtained from differenti- 
ation of M(z) at z=0. In particular, the mean and variance of cps are obtained 
as 
E(co) = M'(zj) Iz, =o = 
v, 
2 
E(cpý) = Mýý(zj)Ij =o = 2(X+'y2). v6 
Therefore, the mean and variance of log Yj are 
E(1og Yj) =-1 (log ýj + ), ýý v 
and 
V ar (log Yj) =6Z2 
v2 
(2.29) 
Similarly, the covariance of log Y and log Yj may be obtained as 
Cov(log Y, logYj) _(2 -1 ). (2.30) 60Zoj v 
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2.4 Inverse Gaussian mixture of Weibulls distri- 
bution 
Suppose that random effect W in (2.4) has an inverse Gaussian distribution with 
positive parameters a and b, that is, IG(ä, b). The distribution function G(. ) of 
W, see Tweedie (1957), may be expressed in the form 
G(w) = ý(aw - 
1) 
+ exp( 
2a_aw + l) 
bw b) bw 
The density function is given by 
g(w) =1 exp{-(aw - 
1)2 
2irbw3 2bw 
(2.31) 
The Inverse Gaussian mixture of Weibulls (IGW) distribution is introduced when 
the random effect W is assumed to be an inverse Gaussian distribution. The joint 
survivor function of the IGW distribution is 
S(yl, 
... , yy) = f'exp(-ws)dG(w) 
_ 
%00 
exp(-ws) 
1 
exp{- 
(aw - 1)2 }dw 
J 0 27rbw3 2bw 
= exp{ 
1(a 
- a2 + 2bs)} b 
= exp(9- O2-ýs'), (2.32) 
where s, = 2bs, is as given in (2.3), the value 2b being absorbed by the parameter 
ýj. The positive parameter 0 is denoted as the ratio of the parameters a and b, i. e. 
0=b. This model is an extended form of the model that Whitmore & Lee (1991) 
have considered. The motivation for using the inverse Gaussian distribution as 
a random effect is discussed by Whitmore & Lee (1991). Particularly, note that, 
(2.32) is a special case of the generalised PSW distribution (2.19), with v=2 and 
K= 02. In the following discussion, s' in (2.32) is replaced by s. 
2.4.1 Univariate case 
For the univariate case, p=1, the survivor function of Y is 
S(y) = exp(O - e2 + ýyo) 7 
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Figure 2.3: Density and hazard functions for the univariate IGW distribution, 
where 0=1.2, ý=1, and 0 varies corresponding to 0.5,1.5,2.5 and 5.0 
where 0, ý, 0 are positive parameters. The hazard function is given by 
h(y) = 
Oyll-i 
2V40- yO 
The effect of the parameter 9 on the hazard function is more complex than that 
of the parameter v in the Burr hazard function. Also the hazard varies more than 
the Burr case: h(y) is decreasing (q5 < 1), upturned bathtub shaped (1 <q< 2), 
and increasing (0 > 2). 
The density function is 
f (Y) 
2 e2 + 
exp(0 - O2 + ey0). 
y 
Plots of the density and hazard functions for various values of the parameter 0 are 
shown in Figure 2.3. 
2.4.2 Multivariate case 
Density function 
The density function of the p-variate IGW distribution is in a recursive expression 
P 
f (yl, 
... , yp) = 
]J{ýjojy -'IE[Z(s)p] exp(8 - 
e2 + s), 
j=l 
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Figure 2.4: Density contour plots for three bivariate Weibull based random effects 
models, with ý-1 and 0=2 
where Z(s) is a random variable that follows an inverse Gaussian distribution with 
--2 1). 
positive parameters Va + 2bs and b, i. e. Z(s) - IG 2+2rs 
The pth moment E[Z(s)P] can be evaluated using general formulae for inverse 
Gaussian random variables, see the later discussion in this section. A density 
contour plot of the bivariate IGW distribution for 0=1.2 is plotted in Figure 
2.4(c). 
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(a) GW model (nu=2.0) 
Hazard function 
The multivariate failure rate q for IGW distribution corresponding to Brindly & 
Thompson (1972)'s definition is obtained as 
q = P(Y'> 7/4-Al IV-> 9, )- 
S(yi+O) 
..., yy+O) 
S(yi, 
... , yp) 
2xp(0 - 
JO2 +E 
-1 j 
(yj z) li 
exp(0 - 
VOI 
+ EjP=1 ejy i 
Then, q has log-derivatives 
a ýJOk-1 (y + 0)Ok-1 (log q) =1 Ok - (2.33) aYk 2 lO2+=1ey e2 + 1: p 
3=1 j 
(yj + 0)Oj 
which is greater than zero for all the 0>0, when cbk < 1. Therefore a> 0 when y 
Ok < 1. Hence the p-variate IGW has DFR for Ok < 1. 
The conditional hazard function for Yk given Y>y in terms of Johnson & Kotz 
(1972) is 
Ok-I 
which also indicates a DFR in A when Ok < 1, and non-monotone of failure rate 
when 0k > 1. 
MarLyinal and conditional distributions 
Let yA(a x 1) and yB(b x 1) be complementary sub-vectors of y = (yl,... , yp), so 
that a+b = p. We denote SA = EA ýiy with summation just ' over those yj in 
YA. The marginal survivor function of YA for the p-variate IGW distribution is 
obtained by setting YB =0 in (2.32 
SA(YA) = exp(B - 
B2 + SA). 
The conditional survivor function of YA given YB > YB is 
P(YA > yAI YB > YB) = exp( e2 + SB - e2 + s) 
= exp(6' - 
e12 + SA) 
where 0' = vl"02 + sB 
Therefore, both of the marginal and conditional distributions have the same forms 
as the distribution in (2.32). 
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Distributions of minima 
In terms of the definition of the minima in Section 2.2.2, the type one minimum 
Sl of the p-variate IGW distribution has survivor function 
S (w) = exp 9 
P 
e2 + ýj(ý1oj 
j=1 
which is in the form of univariate IGW survivor function, when 01 = ... = 
Op. 
Similarly, the type two minima Sly QP) of the multivariate IGW have 
joint survivor function 
S(w1, 
..., w) = exp 
(o' 
- e'2+ 
eew i. 
j=1 
Again this is of the same form as the joint survivor function in (2.32), where 
0' = n8, and n2 j . 
Moments 
For an inverse Gaussian distributed random variable W with density function 
given in (2.31), Tweedie (1957) shows the following useful formulas for positive 
and negative integer moments. 
E(Wk) -1 
k-I (k -1 +j)! (2.34) 
ajE=lj! (k _1_j)! (b) 
and 
E(W-k) = a2k+'E(W'+i). (2.35) 
Furthermore, there is a recurrence relation for the moments of W, which is 
E(Wk+l) =2 [b(2k - 1)E(Wk) + E(Wk-1)], (2.36) a 
where E(W°) =1 and E(W) = 1/a. 
The general form of the joint and marginal moments of Y1, ... , Yp 
for the IGW is, 
as shown in (2.9), 
P_ rL 
E(Yi11... Ypp) _ {11 ýj "'I'(" +l)}E(W-r) 
j=1 
cj 
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where W- IG(11a, 11b), and r= EP ýý However E(W-r) 3=1 Oj - can be analytically 
evaluated from the results in (2-34) - (2.36) only if r is an integer. Otherwise. it 
may be evaluated numerically. 
In particular, the mean and variance of Yj can be obtained as 
E(}) 
Var(Yj) = ýj 
2& 1 {F(21 + 1)E(W-203 1) - I'2(ýj + 1)E2(W-0ý 
1) 
. (2.37) 
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The covariance of Y and Yj is 
-1 -1 
Cov(Y, Yj) = ei 
ý2 0' {F(q5' + 0-1 + 1)E(W-(0i 1+o; 1) 
-r(c 1+ 1)I'(ýý 1 -ý 1)E(W-ýi 
1)E(W-ýý 1)} 
. 
(2.38) 
For the particular case, when ýj = Oj = 1, (i = 1) ... p), the mean and variance 
of Yj are given by Whitmore & Lee (1991). They are 
E(YE)=a+b, 
and 
V ar (Yj) = a2 + 4ab + 5b2 . 
When ý2 =1j -- 0Z = Oj = 1, (i, j=1, ... , p), the covariance of Y and Yj is 
Cov(Y, Yj) = (a + 2b) b. 
According to the results in (2.14), the joint moment generating function in terms 
of the vector cp, where cps = -1og ýj - qj log yj, can be expressed as 
p 
M(z) _ {II F(1 
j=1 
zj)}E(W>zj), 
where W- IG(Ila, 11b). Since it is difficult to obtain an explicit expression for 
the derivative of M(z) at z=0, the general expressions of the joint and marginal 
moments of logY1,... 'logYp 
have not been found yet. However, they may be 
evaluated numerically. 
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Chapter 3 
The dependence structure of the 
models 
In some applications of multivariate lifetime analysis, the primary interest might 
focus on the association between the lifetimes. For example, in genetic epidemi- 
ology studies, researchers might wish to learn the association between times to a 
certain disease of family members (eg. siblings or twins). In a bone marrow trans- 
plant study, the potential concern might be about the connection between the 
transplant rejection time and the time of occurrence of a type of infection. Social 
scientists might investigate the relationship between the time of first marriage and 
time of first divorce. Furthermore, it is desirable to know about the association 
of correlated failure times, which will help researchers design studies and produce 
appropriate standard errors for parameter estimates. 
The Weibull based random effects models provide a way of modelling association. 
Different models may lead to quite different dependence structures. In this chapter 
we investigate and compare the dependence structures of the three Weibull based 
random effects models discussed earlier by using various association measures. 
Note that only bivariate models are considered here. 
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3.1 An expression in terms of the Archimedean 
distribution 
The three bivariate distributions featured here are a subset of the Archimedean 
copula distributions studied by Genest & Mackey (1986). The generalised form is 
(3.1) S(Yli Y2) = R{R-'[Sl(y)] +R-'[S2(Y2)11) 
where R(u) is any nonnegative decreasing function with R(O) -- 1 and nonnegative 
second derivative. R-1 (u) is the inverse function of R(u), and Sj (yj), (j -- 1,2), 
are the marginal survivor functions of Y, and Y2. The three Weibull based random 
effects models we discuss can be expressed in the form of the Archimedean copula 
model. For the GW, PSW and IGW distributions, R(u) is (I + u)-v, exp(-uv), 
and exp(O - v'0-2+ u), respectively. For example, the marginal survivor function 
of the PSW distribution is 
Sj(yj) = exp(-ýjy')h1, j=1,2. 
Therefore, the bivariate joint survivor function of the PSW takes the form 
S(yl, y2) = exp[-ý 1yjOl + e2y22)I 
exp[- {[- logSi(yi)]I + [-1ogS2(y2)]"}V]) 
where R(u) = exp(-u") and R-1(u) _ (-1og u) . 
3.2 Measures of association 
Generally speaking, a desirable association measure should have the following prop- 
erties. First, if a pair of lifetimes (YI, Y2) is exchangeable, the association measure 
should be symmetric with respect to each lifetime. Secondly, to simplify inter- 
pretation, it is desirable that the association measure is free from the marginal 
parameters. For example, the correlation coefficient p is a proper measure sum- 
marising the dependence structure of a bivariate normal distribution because it 
is free from the location and scale parameters of the marginal distributions and 
determines the correlation structure uniquely. 
Two types of association measure are investigated here to describe the degree of 
association between correlated lifetimes. One type is a global association measure 
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that surnmarises the overall relationship between the variates, such as the cor- 
relation coefficient p and Kendall's coefficient of concordance T. The other type 
is a local measure that shows the changes of strength of association at the local 
level. It is sometimes of prime interest to learn the time-dependent association 
structure. In particular, the time of maximum association may be of major con- 
cern. For example, in the study of some monozygotic (MZ) and dizygotic (DZ) 
twin data (Anderson et al, 1992), researchers wish to learn about the effect of 
genetic factors that influence life span between MZ and DZ twins. They believe 
that an important genetic impact may exist only in old age. Therefore association 
measures indexed by age or time may provide a means of detecting such an effect. 
Several time-dependent association measures are discussed later. 
3.3 Global association 
3.3.1 Correlation coefficients 
The correlation coefficient p is a commonly used statistic for measuring the linear 
association between two variates. The numerical value of p lies between -1 and I. 
Values closer to -1 or 1 indicate a high degree of dependence while values closer 
to 0 indicate little linear dependence. 
By definition 
P(Yi, Y2) = 
Cov(Yl, Y2) 
JVar(Yi)Var(Y2) 
(3.2) 
Using (2.12) and (2.13), the correlation coefficient p for the GW distribution has 
the form 
P(Y1, Y2) = 
(v+l)ßG1 1+1, '+1)ßG1 1+ý21+2, v-ýi 1-X21)-vr12= Wý 
l+l, 
v-ýý 1) 
f P_ [ß(2c1+1, v-2ý-1)-vß20-i+1, v- -1ý]" 7-1 77J7 
where 0(.,. ) is the Beta function. Note that, this expression is applicable only 
when the parameter v satisfies the condition that v> 20-1' and v> 2021- 
V- = 0, and v> 20-1, p becomes For the special case in which 
01= 02 
P(Yii Y2) = 
r2(o-1 + 1) -m 
r(2q-1 + 1) _m 
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where m=r, 
2 (0-1 +I)r2 (V_O- 1) 
. Figure 3.1 
(a) shows the relationship between P 
(Y1 
i 
Y2) 
r(v-20-1)r(v) 
and v in terms of some 0 values 0.5,1.0, and 2-0) for the GW distri- 
bution. Furthermore, if 01 = 02 1, the correlation coefficient p becomes p=I, V 
Note that, p -* 0 as v -* oo, as expected since this describes the situation in which 
Yl and Y2 are independent. 
According to (3.2) together with (2.27) and (2.28), the correlation coefficient p for 
the PSW distribution has the form 
(yl 
7 
Y2) 
= 
ip((Pl 1+1)r(02 1+1)]P('Pl 'V-1+02 1V-1+1)lr((Pl 1+02 1+1)-r(Ol 1V-1+1)r(02 1V-'+I) 
V[r(201-lV-l+l)-r2(ol lv-1+1)][]P(202-lV-l+l)-r2(o 
2 
lv-l +1)1 
For the special case in whichOl ý 02 ý 01 p becomes 
P(Y1, Y2) = r(2c-lv-1 + 1)_ r2(ß-1v-1 + 1) 
Figure 3.1 (b) shows the relationship between p(Yi, Y2) and v for the PSW distri- 
bution in the cases in which 0=0.5,0 = 1.0, and 0-2.0 respectively. 
For the more special case in which 01 ý 02 ý-- 1) p becomes 
P(Y1) Y2) = r(2v-1 + 1) - 2r2(v-1 + 1) 2[]P(2v-1 + 1) - I'2(v-1 + 1)] 
lies between 0 and I when 0<v<1; p=0 when v=1, which indicates 
independence; p=1 when v=0, which indicates complete dependence. 
The form of the correlation coefficient p of Y, and Y2 for the IGW distribution is 
intractable in general, although it may be evaluated numerically according to the 
general expression (2.9) and the moments of the inverse Gaussian distribution. 
Assume that 01 == 02= 0, the correlation coefficient p of Y, and Y2 for the IGW 
distribution is obtained based on the results from (2.37) and (2.38): 
P(Yi) Y2) = 
E(V2) - E2(V) 
mE(V2) - E2(V)' 
W- where V= 0-1 W, IG(11a, 11b), and m = 
]P(20-1 +1) Figure ]p2(0-1+1) * 3-1(c) shows 
the relationship between p(Yi, Y2) and 0 for the IGW distribution in the cases in 
which 0=0.5,0 = 1.0 and 0=2.0 respectively. 
More specifically, when 01 = 02 = 1, 
r2(0-1 + 1)r(2q-iv-1 + 1)/r(2q-1 + 1) - T2(o-iv-1 + 1) 
_ 
0+2 
P(yl) Y2) 92 + 40 +5 
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Figure 3.1: Correlation coefficient p(YI, Y2) for the three bivariate Weibull based 
random effects models, at 01 =: 02= 0.5,1.0,2 -0 
where, as defined in Chapter 2,0 - ýý. In this case, p lies between 0 and 
2 
b5 
Independence (p = 0) occurs when 0 --* oc- the maximum dependence 
is P_2 15 
when 0=0. This result is given by Whitmore & Lee (1991). 
The correlation coefficient of the lifetimes Yj and Y2have demonstrated the positive 
dependence structure of the three models. Note that in each case p(Yl, Y2) involves 
the Weibull shape parameters. After a log-transformation, the Weibull shape 
parameter becomes a scale parameter. Since the correlation coefficient is invariant 
to scale changes, it follows that p(log Y1, log Y2) will not depend on 01 and02- 
Crowder (1985) gives the correlation coefficient for the GW distribution in terms 
of log-transformed lifetimes 
72 
)-1 P(logß'i7logY2) _ (1 + 6,0'(v) 
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nu 
It increases from 0 to 1 as v decreases from oc to 0. 
The correlation between log Y, and log Y2 for the PSW model (2.19) where K=0 
is 
Pflog Yi, log Y2) =1- v2. 
The correlation increases from 0 to 1 as v decreases from I to 0. 
The correlation between log Yj and log Y2 is uniquely determined by the parameter 
v in the GW and PSW cases, which plays the role of an association parameter. 
Therefore, p(logYj, log Y2) is a better choice to describe the association structure 
of the Weibull based random effects models rather than p(YI, Y2). 
Although the correlation coefficient p of log Y, and log Y2 for the IGW distribution 
may be evaluated numerically, its general expression is intractable because of the 
reason which is stated in Section 2.4.2. 
3.3.2 Kendall's coefficient of concordance 
Kendall's coefficient of concordance, T, see Kendall (1938), is another useful global 
association measure. To avoid the association information being dominated by 
the extreme values of the pairs, Kendall'sTuses the contribution from each pair 
equally by using the rank information instead of the magnitude of the variates. It 
is invariant to monotone transformations, see Hoeffding (1948). The coefficient of 
concordance -r is bounded between -1 and 1 and has a similar interpretation to 
the correlation coefficient. 
Genest & Mackay (1986) show that there is a relationship between the Archimedean 
copula models and Kendall's -r. T is determined by a simple function 
T= 4f 
00 
uR(u)R// (u)du - 1, 0 
where R(u) is as in (3.1). 
(3.3) 
Kendall's T for the corresponding Weibull based random effects models can be 
calculated easily using (3.3). For the GW distribution, where R(u) = (I + u)-"', 
4 %oo uR(u)R I (u)du -l J 0 
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u(1 + u)-vv(v + 1) (1 + U) -v-2 du -1 
1+ 2v 
It increases from 0 to 1 as v decreases from oc to 0; r --* I as v -ý 0, which 
indicates complete dependence between Y, and Y2; T -ý 0 as v -ý oo, which 
indicates independence of Y, and Y2. 
For the PSW distribution, where R(u) = exp(-uv), 
00 
T=4f 
0 
Oo 
=40 J 
=1-v. 
uR(u)R"(u)du -1 
ue-uve-uv [1/2 u 
2v-2 
- V(V _ 1)U, -2 ]du -1 
Clearly -r =0 if v -- 1, which corresponds to independence of Y, and Y2; and -r --* I 
if v -ý 0, which corresponds to complete dependence. 
For the IGW distribution, where R(u) = exp(O - \, /02 
-+u) 
, 
4 uR(u)R 11 (u)du -1 0 
00 
ue 
20e- 2/ýOý2 -+u 
1 
(1 +_1 )du -1 
10 
02 +U 02 +U 
1- 
0+202 e 
20 Ei (20). 
2 
where E, (t) = ft' u-'e-'du. Hence 7 can be evaluated numerically. As shown in 
Fi ure 3.2 it is a decreasing function of 0 with range from 1 to 0, as 0 varies from 912 
0 to oc. When 0 -* 0, the IGW model is a special case of the PSW model with 
v=0.5. In this caseT= 0.5 may be obtained from the both expressions. 
3.4 Local association 
3.4.1 Contour plots 
contour plot of the joint density of Y, and Y2 is a useful tool for explaining how 
the relationship between Yj and Y2 changes as their values vary. Density contour 
plots for the GW, PSW and IGW models are shown in Figure 
4, 
. 4, where, for 
illustration, the parameter v or 0 is chosen to correspond toT= 0.2. They are 
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Figure 3.2: Kendall's coefficient Tvs 0 for the lGW distribution 
v-2.0 for the GW model, v=0.8 for the PSW model, and 0=1.2 for the IGW 
model, respectively. 
The contour plots show that, when 7- = 0.2, the GW and IGW models exhibit 
similar shapes. The strength of the association between Yj and Y2 increases with 
Yj and Y2. For the PSW model, high dependence occurs in the small values of Yj 
and Y2. 
3.4.2 Cross ratios 
Oakes (1989a) introduces a time-dependent association measure which is called 
the cross-ratio function: 
r(yi7 y2) _ 
SS12 
S1 S2 
where S-S (Y1) Y2) i 
S12 = a2S(yl) Y2) 119YI 19Y2, and Sj = 09S (Y1 7 Y2) 
119Yj for J* = 
11 2. The cross ratio equals I if and only if Y, and Y2 are independent. If Y, and Y2 
are positively associated, then r (Y1) Y2) >I- If Yj and Y2 are negatively associated, 
then O<r(y,, Y2) < I- 
This function may be interpreted as the ratio of the hazard rate of the conditional 
distribution of Y, given that Y2 Y2, to the conditional distribution of Y, given 
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that Y2 > Y2, because the definition Of T(Yl, Y2) can be represented as 
r (y, I Y2) --f 
(Yl I Y2) IS (Yl I Y2) 
f (Yl IY2 > Y2)IS(Yl JY2 > Y2) 
For 6>0, the odds ratio is defined by 
OR(yi, y2, b) _ 
h(y1I Y2 = Y2) 
h(y, JY2 > y2) . 
odds(Y2 > Y2 + 61yl > Yl + 6) 
odds(Y2 > Y2 + 61Y1 < yl < Yl + 
P(Y2 > Y2 + Jlyl > Yl + J) 
P(Y2 < Y2 < Y2 + 61YI > Yl + 6) 
P(y2>Y2+6lYl<yl<Yl+6) 
P(Y2 < Y2 < Y2 + JJYI < yl < YI + J) 
Anderson et al (1992) point out that T (Yl i Y2) can be interpreted as the instantan- 
eous odds ratio at (Yl ý Y2), that is 
lim OR (yi, Y2 'r (YI I Y2) 6-ýo 
Furthermore, Oakes shows the unique relationship between the bivariate survivor 
function in Archimedean copula families and T (Y1, Y2) - 
Cross ratio T (Y1, Y2) de- 
pends on (Y1, Y2) only through S(Y1, Y2). That is to say, r(yl, Y2) --,:: r*(S(yi, Y2)) 
characterises the Weibull based random effects models and determines the func- 
tion R(u) in (3.1) uniquely, up to a scale factor 
distribution is 
'r(Yl, Y2) +I 
v 
The cross ratio for the GW 
It is a constant that does not depend on the times (Yl, Y2). For the PSW distribu- 
tion, 
r (y, I Y2) ý1- S-V + V- 
1 S-V 
= 1+(1-1")1(-11109(S(YliY2))) 
where 8= 6Y101 + 6y02. For the IGW distribution, 2 
? '(Yl i Y2) ýI 
= l+ 
1 
0-2 -+S 
I 
0- 109 S(Yl 
i Y2)1 
01 02 
where s= ýjyj + 6Y2 - Therefore the cross ratio is a useful measure to represent 
local association. 
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Figure 3.3: Contour plots of cross ratio r(Y1, Y2) for the bivariate PSW and IGW 
distributions, at ýj : -- 6= 01 ý 02= 1, andT= 0.2 
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Figure 3.4: Plot of cross ratio r (yl, Y2) for the GW, PSW and IGW distributions, 
at yj =: Y2 :: -- Y7 6 -= ý2 =: 01 =: 02 -- 1, andT= 0.2 
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Figure 3.5: Plot of cross ratio r(yl, Y2) for the GW, PSW and IGW distributions, 
at yj = -L = Yi 6= ý2 = 01 = 02 = 1, and -F = 0.2 Y2 
Figure 3.3 presents contour plots of the cross ratio r(Y1, Y2) for the PSW and IGW 
distributions, where the Weibull parameters ýj ::::::::: ý2 : "::::: 01 - 02 1, and v or 
0 
in the models is chosen to correspond to Kendall's T equal to 0.2. It shows that, 
for the PSW distribution, the high dependence exists in smaller values of yj and 
Y2, while the dependence drops down quickly when either yj or Y2 increases. The 
contour plot of the cross ratio for the IGW distribution is much flatter than that 
of the PSW distribution. The cross ratio for the IGW distribution decreases as 
both yj and Y2 increase. However, the rate of decrease is much slower than that 
in the PSW case. 
The cross ratio plot for the three distributions when yj ::::::::: Y2 -- y is shown in Figure 
3.4. It gives a profile of the changes of the cross ratio for the three distributions 
as yj and Y2 move together. The cross ratio is independent of the y values for the 
GW model, and is almost a constant as y varies for the IGW model. However, for 
the PSW model, the cross ratio gives a very high positive dependence when y is 
very small whereas it becomes very close to I as y get larger. Figure 3.5 shows 
a cross ratio plot for the three distributions when yj -- 
1-y, which gives an Y2 
insight into the change of the cross ratio when the components yj and Y2 change 
in opposite directions. For the PSW and IGW models, the cross ratio increases 
when one component yj increases and the other component Y2 decreases, reaches a 
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maximum at yj = 1.0, and then decreases slowly. Note that in this case the cross 
ratio for the PSW model does not rise much above 1.0. 
3.4.3 Time-dependent correlation coefficient 
In order to separate aspects of the shapes of the marginal distributions of Yj and 
Y2 from the association measure, Prentice & Cai (1992) have considered expressing 
association by means of covariance between the cumulative hazard variate of Yj 
and Y2. By denoting 
Nj (yj) 
Aj (yj) if yj > yj (3.4) 
1- A3 (yj) if yj <- yj 
where Aj (yj) =- log Sj (yj), (j = 1,2), is the marginal cumulative hazard function, 
a covariance function for Yj and Y2 can be expressed as 
COV (NI (Y1)) N2 (Y2)) =S (Y1 7 Y2) -I+ 
fo Yi S (tl 
i Y2) A, (dti) + 
fo Y2 
S(Y17 t2)A2(dt2) 
0 
+f 
Y' f Y2 
S(tl, t2)Al (dt, )A2(dt2)- 
000 
Therefore, a time-dependent correlation coefficient can be specified as, see Shih & 
Louis (1995b), 
% 1- N 
COV (NI (Yl)) N2 (Y2)) 
A(yi, Y2) ý VVar (Nj (yi)) Var (N2 (Y2)) 
The correlation coefficient A(Y1, Y2) is an appealing association measure because 
it captures the nature of the dependence between Y, and Y2, given their corres- 
ponding marginal distribution. It is bounded between -1 and 1 so that it gives 
an explicit interpretation of the strength of association. In terms of the definition 
of Nj(yj) given in (3.4), the variance of Nj(yj) is 
Var (Nj (yj)) =1- Sj (yj) - 
To display the different association structure of the three Weibull based random 
effects models, the contour Plots Of A (Y1) Y2) are shown in Figure 3.6, where the 
Weibull parameters ýj =: 6= 01 == 02 =1 and v or 0 are chosen to correspond 
to Kendall's tau equal to 0.2. It shows that, for both the GW and the IGW 
distributions, A(Yl, Y2) increases when both yj and Y2 increase, and the rate of 
increase decreases as yj and Y2 increase. The increase of the correlation according 
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Figure 3.6: Correlation of (NI (yi), N2 (Y2)) for three bivariate Weibull based ran- 
dom effects models, at ýj =6= 01 = 02 =I and T=0.2 
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Figure 3.7: Correlation of (Nj (yi), N2 (Y2)) for the IGW distribution, at ýI -= ý2 
01 =: 02 -- 
I and 0= 10.0,0.1 
to yj and Y2 is slightly quicker in the GW distribution than that in the lGW 
distribution. Meanwhile, for the PSW distribution, a high correlation only occurs 
at small values of yj and Y2, and A (y, I Y2) slowly 
decreases as yj and Y2 increase - 
Further exploration of the contour plots of A (yi, Y2) indicates that qualitatively the 
structure of A (y, ý Y2) remains similar to that shown 
in Figure 3.6 for the GW and 
the PSW distribution when the parameter v changes. However, A(yj, Y2) exhibits 
quite different patterns as parameter 0 varies in the IGW case. The correlation 
increases as both yj and Y2 increase at larger and smaller values of yj and Y2 in 
the case that 0 has a larger value, see Figure 3.7(a). The correlation decreases as 
both yj and Y2 increase for one of the (YI i Y2) 
has larger values and the other has 
smaller values in the case that 0 is smaller(close to 0), see Figure 3.7(b). When 0 
tends to 0, the contour plot tends to the pattern of the PSW case. 
Figure 3.8 plots the correlation curve A (yi) Y2) when yj Y2 ----: Y- It characterises 
the distinctive correlation feature in each of the three distributions, although it 
does not exhibit the full association information that the contour plot does. For 
example, the plot shows that the correlation for the PSW model decreases as 
the survival times of the both components increase whereas the correlations for 
the GW and IGW model increase as the survival times of the both components 
increase. The rate of the increase is higher for the GW model than that of the IGW 
model at the beginning of the time, and then becomes similar as time increases. 
The correlation for the PSW model is higher than those for the GW and IGW 
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Figure 3.8: Correlation curve for three bivariate Weibull based random effects 
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Figure 3.9: Correlation curve for three bivariate Weibull based random effects 
models, at yj = -L = Y7 ý2 = 01 = 02 = 1, andT= 0.2 Y2 
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models when y is smaller (< 0.6); it is between the GW and IGW models when 
y is within (0-6,2.0); it is less than those for the GW and IGW models when y is 
larger (> 2). 
Figure 3.9 displays the correlation curve A (Y1) Y2) when yj ='=y. It shows Y2 
that, for the three models, the changes of the correlation A (y, I Y2) with respect 
to the time yj and Y2 follow similar pattern when yj increases and Y2 decreases. 
However, the correlation for the GW model is higher than those of the PSW and 
IGW models while the correlation for the IGW model is lower than those of the 
GW and the PSW models when yj -- -1 Y2 
3.4.4 Conditional expected residual life 
The conditional expected residual life also describes association between two life- 
time variables. Anderson et al (1992) define this measure by 
V) (Yl) Y2) ---': 
E(Yj JY, > Yli Y2 > Y2) - Yl 
E(Y, IY, > yi) - yj 
The numerator is the expected residual life of YI, given Yj > yj and Y2 > Y2, that 
is, the survival time expectancy for Yj beyond yj given that Yj > yj and Y2 > Y2- 
The denominator is the expected residual life for Yj given that Yj > yl. This 
measure interprets how the information about Y2 > Y2 influences the expectation 
of Y1. For example, in a twin study or a study of lifetimes of a parent and a 
child, the conditional expected residual life provides an appropriate summary of 
association for demographic and actuarial analysis designed to predict longevity 
for individuals and small groups. 
The conditional expected residual life O(Yl, Y2) is a time-dependent association 
measure. However, it is not symmetric in yj and Y2 in general. Values of 0 very 
different from 1 indicate strong influence from Y2, and therefore, strong association 
between Yj and Y2. If Yj and Y2 are positively associated, then '0 (Y1 7 Y2) 
increases 
as Y2 increases. 
The conditional expected residual life'O(YI, Y2) for the three Weibull based random 
effects models can be calculated numerically from the expression 
00 
y, 0 S(Y21w)S(ulw)dG(w)dulS(yl, Y2) 
ýo0 f( f' 
O(YljY2) yl 
fy", o fjo S(ulw)dG(w)du/S, (yl) 
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Figure 3.10: Conditional expected residual life O(Yl, Y2) for three bivariate Weibull 
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Figure 3.11: Conditional expected residual life V) (YI) Y2) for three bivariate Weibull 
based random effects models, at yj = -L - Y) 
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f 00 
yj 
S(Ui Y2)du/S(yl, Y2) 
fy", Sl(u)du/Sl(yl) 
Figure 3.10 gives a plot of the conditional expected residual life (Y1 I Y2) 
for the 
three Weibull based random effect models in the case that yj Y2 ý Y. The 
conditional expected residual life O(YI, Y2) increases when both of the components 
yj and Y2 increase. The rate of the increase is much faster for the GW model 
than those of the PSW and IGW models. The change with respect to the time 
y is similar for the PSW and IGW models. In contrast, Figure 3.11 shows the 
conditional expected residual life O(YI, Y2) decreases when one of the components 
yj increases and the other component Y2 decreases. Furthermore, the rates of 
decrease are very fast when yj <1 for both the PSW and IGW models, and then 
stabilise. However, for the GW model, the O(Y1, Y2) is nearly a constant when yj 
and Y2 change in the opposite directions. 
3.4.5 Conditional probability 
A generalised form of the definition of dependence for bivariate variables given by 
Lehmann (1966) is another measure to describe the time-dependent association 
between two lifetimes. This measure is defined as 
C(Yl i Y2) - 
S (YI 
i Y2) 
Sl (YI) S2 (Y2)' 
where Sj (yj), j=1,2, are the marginal distributions. It is the ratio of the condi- 
tional probability of Y, > yj given that Y2 > Y2 to the unconditional probability 
of Y, > yl. It is a symmetric function. That is 
C(Yli Y2) :: -- 
P(yl > YlJY2 > Y2) 
P(Yi > yi) 
P(Y2 > Y21yl > Yl) 
P(Y2 > Y2) 
It is said that Y, and Y2 are positively (negatively) dependent if the ratio is greater 
(less) than unity. If the ratio is 1, then yj and Y2 are independent. An example 
of using conditional probability as an association parameter can be the study of 
breast cancer in women. The conditional probability describes the dependence 
between age at breast cancer diagnosis and age at birth of the first child. This 
dependence summary could assist in family planning decisions. 
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In terms of the above definition, it may be shown that there is positive dependence 
for the variates from the GW distribution. That is because 
1+Y: 2=1 ýj 4i -V 
C(Yl) Y2) 
n2= 
i> for all v>0. 
+ joi) Yj 
Crowder (1989) shows that, for the generalised PSW distribution (2-19), there is 
positive dependence for v<1, negative dependence for v>1, and independence 
for v=1. The ratio is obtained from 
22 
C(Yl) Y2) = exp[E(r, + ýj joj)' - 
(r, +E ýjyjoj)' - KV]. Yj 
j=l j=l 
When r, -- 0, the above expression becomes 
22 
C(Y1 i Y2) = exp 
ýj' 0"0. for all 0<v< yjj - (Eýjyjlljl > 
j=I j=1 
which is the case of the PSW model. Hence, Yj and Y2 are positively dependent 
for the PSW model. 
The ratio for the IGW distribution is 
22 
02 + ýjyj 
oj 02 + 
oj 02 +E ýjyý 
3 yj 
0i 
C(Y1 i Y2) = exp 
1: 
j> for all 0>0. 
j=I j=1 
Thus, there is positive dependence for all 0>0. The ratio tends to I as 0 -+ oc, 
which is the case of independence for the IGW distribution. 
It is clear that the results from the conditional probability measure agree with all 
the previous measures discussed. 
3.5 Summary 
Correlation coefficient p and Kendall's coefficient of concordanceTare useful global 
association measures surnmarising the dependence structures in the three Weibull 
based random effects models. The correlation coefficient between log-transformed 
lifetimes, i. e. p(logYl, log Y2), is preferred to the correlation coefficient between 
the lifetimes, i. e. p(Yl, Y2), because it only depends on the association parameter 
v in the GW and PSW models. The relationship between Kendall's T and the 
association parameters v or 0 are explicit, as shown in Section 3.3.2. 
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Various local association measures on the three Weibull based random effects mod- 
els are discussed, which include contour plots, cross ratio, time-dependent correla- 
tion coefficient, conditional expected residual life and conditional probability. Each 
of them has its own specific explanation on the changes of strength of association 
with regards to the changes of lifetimes. For the GW model, the cross ratio does 
not change with the times yj and Y2. Its time dependent correlation coefficient 
increases when both yj and Y2 increase, so does its conditional expected residual 
life. High dependence exists in bigger values of yj and Y2. However, the cross ratio, 
time dependent correlation coefficient and conditional expected residual life for the 
PSW model show that high dependence in the model exists in smaller values of yj 
and Y2. The local dependence exhibits different structures as parameter 0 varies 
in the IGW model. It is the same as that of the PSW model when 0=0; it is 
similar to that of the GW model when 0=1.2. 
All these local measures confirm the positive dependence in the GW, PSW and 
IGW models. 
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Chapter 4 
Estimation methods for the PSW 
model 
In this chapter, a two stage marginal approach to estimating the parameters of the 
PSW model is introduced. Asymptotic properties of the method are investigated 
and compared with those of the corresponding maximum likelihood estimators. 
The finite sample performance of the estimators obtained by these methods are 
then studied by simulation. Throughout this chapter, we only consider the bivari- 
ate model in detail. The methodology in principle is applicable to the more general 
case where p>2, and is discussed briefly. The method is illustrated on three data 
sets. 
4.1 Introduction 
According to the definition in Chapter 2 (2.18), the bivariate PSW model has joint 
survivor function 
y02 S(Yli Y2) = exp[-(ýjyjol +62 Yl 
One of the most attractive properties of the model is that the marginal distribu- 
tion of this model is Weibull, however with the parameters (ýj, Oj) in the condi- 
tional model replaced by new parameters (ýjV, v0j), where j=1,2. Therefore, 
the parameter v, which plays an important role in the association of the vari- 
ables, is involved in the marginal distribution in this parameterisation. To ensure 
that the marginal distributions do not involve the association parameter V, we 
re-parameterise the model (4-1) by letting aj = ýj, Oj = v0j, j=1,2, so that the 
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re-parametrised model becomes 
1 O. L i Oz (4.2) (Yl i Y2) = exp [- (af/ ylv 2 +0v Y2" )VI 
The log-likelihood function of model (4.2) for a sample with n observations is 
+n (109 01 + 109 Ce2)+ n(log 01 + log 02- log v) 
1n 
- 
nn 41- 
1) 109 Yil +( 
02 
109 Yi2 
vv 
nn 
+(V - 2) log si + logfvsiv -v+ 11 (4.3) 
i 
_, 
131 
-L -Ou 
where si = all/ yilv + aý yjý 22 
More generally, the log-likelihood function is, when there is right censoring 
14- 
1) log Yi4] 1n si' + 6i4[- loga4 + logO4 + (ý- 
i=1 4=1 vv 
n 
(6il + 6i2) (1ý -1) 
log si+ 6il 6i2 [109(VSi -V+ 1) -V 
109 Si - 
109 VI 
(4.4) 
where 6ij is an indicator variable, such that 6ij -- I when yij is uncensored, and 
Jij =0 when yij is censored, i=1, ..., n, j=1,2. 
The advantage of this representation is that the margins do not depend on the 
dependency parameter. In other words, we can model and estimate the dependency 
and the margins separately. Meanwhile, with this representation, explicit formulae 
for the elements of the Fisher information matrix may be derived, see Oakes 
Manatunga (1992). 
4.2 Maximum likelihood estimator and its asymp- 
totic variance 
In this section we illustrate the method of maximum likelihood estimation for 
model (4.2) and present the corresponding asymptotic variance results. The non- 
regular behaviour of the maximum likelihood estimator of v at v=I is discussed 
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in Chapter 6. At present, we restrict our discussion to the model with 0<v<1. 
In addition, the following discussion is in the context of the no censoring case only. 
The standard approach to estimating the parameters of the model is the method of 
maximum likelihood estimation (MLE), that is, maximising the full log-likelihood 
function in (4.3) or (4.4) with respect to all the parameters a,, 01, a21 021 1"- 
Assuming that there is no censoring, the first derivatives of the log-likelihood for 
a sample of n observations with respect to the parameters a,, 01, Ce2 7 
02, v are 
191n . 1_1 n Oj + S, +2+n-.! a ý, E YiI! st -ai v 
19aj 
3 
i=n 
3vv 
aln n Oi 2 
aýj avyjý' 
logyijsi-, [Vsv(vs, -v+S, + 
nn 1: log yjj + -1 v i=1 0i 
191n n12n E (1 - si') log si - -2 E (n log cej - Oj log yij) av i=1 V- j=1 
v -, (Vsiv log si + sv 
n + E(vsi -v+ 1) iv 
i=1 
where j=1,2. The maximum likelihood estimators of a,, 31, a2 02, v, i. e. 
9-.,, 
- (617 
ý1) 62 
1 
ý2) 
1ý) , can be obtained by simultaneously solving 0=0 and aaj 7 a0j 1 
491a = 0. Some iterative scheme such as the Newton or quasi-Newton algorithms, 49V 
must be employed to obtain numerical results. 
Let 1 be the log-likelihood function for a single observation, the Fisher information 
matrix for a single observation is defined as 
Ill 112 113 
121 122 123 
131 132 133 
where 
-E( '9 
21 
-E(y a2l , aoj aaiaaj ý, qo 21j ij = 1,2 Iij a2l 21 
-Ef -E(ý7-- , 34,9,3,; k, 9oi49aj 3igoj 
)) 
IT3 = 13i = (-E(- 
a2l 
)) -E(- 
a2l 
i= 112 
0aii9v aýjav 
and 021 
I33= 
-E(-). a, 12 
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The Fisher information matrix I for our model may be obtained on the basis of the 
results of Oakes & Manatunga (1992). The elements of the negative of the Fisher 
information matrix for the five parameters a,, ý,, OZ2 1 
02, and v are as follows 
E( 
I 
Mill 
a? 
a2l 
E( aaiaoi cei0i 
(M12 - 109 aiMll)) 
E( 
a2l 
affl) 
I 
02 
(M22- 
i 
+ log2 aiM 1)7 2 109 aiM12 I 
a2l 
E( 
aaii9v 
M15 
E( 
a2l (M25 
- 
109 Cei M15) 
E 
a2l 1 M131 
%11902 alCe2 
E(- 
a2l 
%11902 
1 (M14 
Cel 02 
- 
log a2M13), 
E(- 
a2l 
aa21901 
1 
(M23 
OZ201 
- 
lOgalmlA 
E(. 
a2l 
9 
1 
(109 Cel 109 Ce2 M13 - 
109 (al OZ2) M23 M24)) 
19,311 02 0102 
E( 
a2l 
al., 2 
M55 
i 
where the Mij are the entries of the 5x5 matrix M, (i, j=1, - .., 5), satisfying 
Mll -= M33 -3 
14D2 + 2v + (4D - I)2 ve4'-'E, ((D - I)j, 
M12 = M34 = 
', 
ý(D2_ 
2 
(D -12 +2v2+1 
(1 
_ ,, 
) 
99 
2e-l, - 'E, (4D - 1) 3933 
_1(1 _ V)2j I 
(V) 
3 
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'(D2 
_ 
1V 
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'V(4D 
1)2 e(4ý-l)Ej((D - 1), 336 
M14 = M23 = _I ,y 
ýý2+ 24D 
_1 396 
I(, 
_ ý)v +5v2+5 3 18 36 V) 
2 e-l-iEl((P - 1) 
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_ V)2jl 
(V) 
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M15 = M35 =-I (Dý2v 
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(4D (V 
_ ,, 
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where, (D = . 1, and -y = -0(1) is Euler's constant, 7r2 /6, El (x) 
fx"O u-'e-udu) 
v 
Oo 
(V) =I e-, (IogX)kl(l -v+ vx)dx for k= 1)2 
For the case in which a, ý ý, ý a2 ---::: 
02 
---::: 1, the elements of the Fisher informa- 
tion matrix are equivalent to Mij, (i, j= 5), i. e. I= -M. 
For the case in which v=1, which corresponds to independence of Y, and Y2, each 
item of the negative of the Fisher information matrix for a single observation is 
E( 
021 
=-1 (4.5) aa? 
) 
a? 2z 
E( 
021 
)=-I (I - -y - log a, ), (4-6) 
i9aiaoi ai, 3i 
a2l 172 
E( = _[(1 _7 _log a, )2 + (4.7) 02 6 i 
for i= 1) 2, and 
021 
) =E( 
a2l 
) 
a a =E( 
1921 )= 
a a 
E( 
a2l 
) 
9 a =E( 
a2l 
07 
a a aaii9aj oi oj aj ýj i ai v oi v 
for i, j=1,2, and ' =A i- Furthermore, we have 
021 
0V2 
)=- 00 3 
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Figure 4.1: Asymptotic variance of parameter estimator of v under MLE and 
marginal method, as n --ý oc 
which is relevant to the score test that we discuss in the next chapter. Expressions 
in (4.5) - (4.7) form the sub-matrix 
-111 -112 
121 122 
which agrees with the Weibull Fisher information matrix. 
For the case 0<v<1, standard regularity conditions (Cox and Hinkley, 1982) 
hold and hence the MLEs have the usual asymptotic properties and are asymptot- 
ically efficient. The asymptotic variance-covariance matrix of the maximum likeli- 
hood estimators can be easily obtained by inverting the Fisher information matrix, 
i. e. n-1-1-1, where n is the sample size. By choosing a, -- ýj ::::::::: Cý2 02 1, we 
have plotted the asymptotic variance of the MLE of v for 0<v<1, and n -ý ool 
see Figure 4.1. 
Maximisation of the five parameter log-likelihood function (4.3) is computationally 
non-trivial. One particular problem which might occur in the maximisation is that 
a good choice of the initial values is needed. A poor choice of initial values may 
lead to non-convergence of standard iterative methods. Also, care is needed when 
the parameter v is near the boundary v=I- 
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4.3 Two stage marginal estimator and its asymp- 
totic properties 
4.3.1 Two stage marginal estimation method 
In terms of the property that the margins are independent of the association 
parameter v in our re-parameterised model (4.2), we consider another possible 
estimation method that turns out to be nearly as efficient as maximum likelihood. 
Although the method for the case with censored observations is also investigated 
in the simulation study, at present, we only consider the case in which there are 
no censored observations. An advantage of this method is that the computational 
work is greatly simplified because the marginal parameters and the association 
parameter are estimated separately. The method is called the two stage marginal 
method here. As the margins of the model (4.2) have Weibull distributions, with 
parameters independent of v, at the first stage, we are able to obtain parameter 
estimators d, and ý, from the first sample, and corresponding estimators &2 and 
02 from the second sample separately. 
At the second stage, by replacing the true values of aj and Oj in the log-likelihood 
function (4.3) with the maximum likelihood estimators dj and ýj, the log-likelihood 
function of model (4.2) becomes 
n in §v +- (109 &1 + 109 &2)+ n(log 01 + log 02- log v) 
v 
nn 
+( 
31 
1) Elogyil +( 
02 
_ 1) 
109 Yi2 
v i=1 v 
nn 
+(v - 2) E log §j +E logjv§jv -v+ 11, (4.8) 
i=1 i=1 
where §i = df yj + 61ý Yjý 1122 
Maximising this one-parameter pseudo likelihood with respect to v yields an es- 
timator [,, of v. This is straightforward numerically because the maximisation is 
one- dimensional. 
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4.3.2 Some notation and details relevant to the model 
This section provides some of the intermediate steps leading to the representation 
and results in the following section. 
Consider the random variables Z, -- a, Y, 3' and Z2 a2 Y, 
32 Their joint survivor 2 
function is given by 
11 
(Zl 
7 Z2) = exp (zý i+ Z2v 
M 
Lee (1979) shows that Z, and Z2 can be represented in terms of two independent 
random variables U and V, defined by 
1 
zil 
Zl + Z2T 
VA+ Z2 )V) 
where U is uniformly distributed on [0,1] and V is a mixture of gamma random 
variables with density 
9(v) - e-'(l -v+ vv) > 
The representation of U and V helps us to calculate the joint moments of Z, and 
Z2, which are, for any non-negative p and q, 
E(Z', Z2' )= E[(U'V)P((l _ U)vV)q] 
E[U'P(l - U)vq 
]E[Vp+q] 
r(vp + I)r(vq + 1)r(p +q+ 
IF(vp + vq + 1) 
(4.9) 
Expectations involving log Z, and log Z2can be obtained by differentiating E(ZPZ2q ) 
with respect to p and q. That is 
q (log ZI) ' (109 Z2 
am an 
[E(Z'Z2)], (4.10) E[ ZIP Z21 )n] = 
apm aqn 1 
where m>0, and n>0. 
Let 0 be the column vector of parameters a,, 011 Ce2 1 
02. Let 1(0, v) be the log 
likelihood for a single (uncensored) observation, and 1* (0) -- 1 (0,1) be the log like- 
lihood for 0 that arises from assuming that Yj and 
Y2 are independent. The mar- 
ginal estimator ý =(dl i 
ý1 
7 
6Z2 
72 
)T is the maximum likelihood estimator found by 
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maximising 1* (0), and F/ is the maximum likelihood estimator found by maximising 
1(0, v) with respect to v. 
Let 
where 
11 
112 
12* 
1 2*2 
-E( 
2 
1,2. 
-E( '9 
1* 
a, 3i, 90j 
It is obvious that Ij*j (j = 1,2), can be evaluated as the negative of the correspond- 
ing part of the Fisher information matrix Ijj for the case in which v=1, see (4.5) 
- (4.7). To evaluate the other elements of the matrix P, we consider the following 
relation between the first derivative of 1* with respect to aj and Oj and the random 
variables Z, and Z2. Each element of the vector = c9l* a'* '91* )T can be ao 49al 1 5)311 Ta2l a02 
expressed in terms of random variables Z, and Z2, that is 
OP 0.1 1 
- 
-Yj-7 
+-= 
-(I - 
Zi) 
Oaj aj aj 
ai* /q. 1 
0,3j -ajyj"logyj+-+Iogyj 0i 
I [I + (I - Zj) (log Zj - log aj)] 0i 
where j=1,2. Therefore, 
al* al* 
-I E( Oal OCi2 
)- 
ala2 
Ef (1 - ZJ(1 - Z2)1 (4.11) 
E( 
ai* ai* 
)=1 E[1 + (1 - Zj (log Z, - 109 al)1 
[1 + (1 - 
Z2) (109 Z2 
- 
109 0Z2)1 001 a02 
13102 
ai* ai* 
(4.12) 
E( Oal 002 
)= 
Cel02 
E t(1- Zl) [1+ (1 - Z2) (109 Z2 - 109 a2)1 1 (4.13) 
E( 
ai* ai* )=I Ej(1 - 
Z2) [I + (1 - Zj) (log Z, - log a, )] (4.14) i9a21902 C01 
The expressions (4.1l)-(4.14) involve various combinations of joint moments of Z1, 
Z2, log Z1, and log Z2, which can be evaluated using (4.9) and (4.10). In terms of 
the following relationship 
al* al* )= 
i9ai aaj 
a2l* 
oaiaaj 
(4.15) 
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E( 
al* al* )= -E( 
a2l* 
(4.16) 
i9aj i9Oj aajaOj 
E( 
ai* ai* 
-E( 
a2l* 
aýj 190j aojaýj 
all the entries of matrix I* may be evaluated in this way. 
4.3.3 Asymptotic variance 
Shih & Louis (1995b) investigated the two stage marginal estimation method for 
the Archimedean copula models. The variance of the association parameter is 
derived assuming that the functional forms of the margins are known and have 
a finite number of unknown parameters. As stated in Section 3.1, the bivariate 
PSW model we discuss here is a special case of Shih & Louis (1995b)'s work. 
Applying their general results to our specific model that the margins are two- 
parameter Weibull distributions, we obtain the asymptotic variance of the two 
stage marginal estimator I/ 
Var(iý) +2 (I31IJ 1 
1113 + I3212*ý -1123 
133 T3 
3 
+13111 *1 1-11 (4.18) L-1123 + 13212i I 11*2 12 -1,2 1 13)- 
This result also agrees with that obtained by Shi et al (1992), who discussed the 
two stage marginal estimation for the bivariate Logistic model where the margins 
are Gumbel distributed. The joint distribution function of the bivariate Logistic 
model is 
F(yi, Y2) = Pr(Yj < Y17 Y2 < Y2) 
(yl-Al Y2-/12 
= expý-[e- al + e- a2 
Let 
Xj =e O"i 7j= 17 2 
The survivor function of X, and X2 is then 
S(Xl) X2) - Pr(Xi 
> X17X2 > X2) 
Pr(Yj < Yli Y2 < Y2) 
1 (4.20) exp (xl' + X201" 
ýI 
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Figure 4.2: Relative efficiency of estimator I/ 
which is in the form of the PSW model with ýj =I and Oj = 1. 
Evaluation of each term in the expression (4.18) is explicit. The second term in 
Var(iý) accounts for the loss in asymptotic efficiency in estimating v due to the 
lack of information on (Cel 7 
017 a2 1 
02) 
. 
We have 113 == 123 =0 as Yj and Y2 are 
independent. In this case, the asymptotic variance of jý agrees with that of I/ when 
the true value of v is v=1. 
To compare the asymptotic variance of estimator iý from the two stage marginal 
method with that of the maximum likelihood estimator iý, we calculate and plot 
Var([/), see Figure 4.1, as 0<v<1, and a, :: -- ýj :::::::: 02 
02 :::::::: 1. In that case, 
Var(iý) simplifies to 
12 
-1 *-l Var(jý) +- [131 (1* 131- 21+ 11*1 IT1*2 -111 
)I 
-133 
T3 
3- 
Figure 4.1 indicates that, for a wide range of v values, the difference between the 
variance of the estimator of v from MLE and the marginal method is negligible. 
The relative efficiency of the estimation method is measured by the ratio of the 
variance of iý to the variance of ý/. A plot of the relative efficiency as a function 
of the parameter v is given in Figure 4.2, which shows that on the whole the 
maximum likelihood estimator of v is slightly better than the two stage marginal 
estimator of v. However, note that the relative efficiency of iý is greater than 99% 
for 0<v<1. The relative efficiency is comparatively smaller in the middle of 
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the curve where the dependence is moderate; at the two ends of the region, that 
is when the components are nearly independent or nearly completely dependent, 
the asymptotic variances of the two estimation methods are virtually the same. 
However, Lý is essentially fully efficient for all values of v for all practical purposes. 
For the marginal estimators, standard regularity conditions hold and therefore 
the estimators are asymptotically normal and unbiased. The asymptotic variance 
of the marginal estimators (61i)31ý 621 02) can be easily evaluated from the 
standard method, which is the inverse of Iii (i = 1,2) given in (4.5) - (4.7). 
Similarly, we plot the asymptotic variance of the maximum likelihood estimators 
of aj and Oj, as well as the asymptotic variance of the marginal estimators of aj 
and Oj. Corresponding plots are shown in Figure 4.3. Plots of the ratio, ie. the 
relative efficiency of the estimators of aj and Oj, are given in Figure 4.4. It can 
been seen that, as v varies within (0,1), the marginal estimators of aj and Oj from 
the two stage marginal method perform as well as those from the MLE method. 
The biggest difference in variance between the methods occurs near v=0.7 and 
v=0.5 for the estimators of aj and 3j respectively. The corresponding relative 
efficiency of 6ij and ýj is greater than 98% and 93% respectively for all v. Again 
the loss of efficiency in using the two stage marginal method is very small. 
4.4 Simulation 
A simulation study was performed to investigate the efficiency of the two stage 
marginal estimators compared with the corresponding MLEs for finite samples. As 
an extension to the discussion on the bivariate model estimation, the simulation 
study includes the bivariate, tri-variate and four-variate cases. Programs were 
written in Fortran 77 and NAG (1995) library routines were called for generating 
random variables and performing maximum likelihood estimations, see Appendix 
A. The random variables yi, and Yi2 based on the PSW model were obtained from 
yij = xijlwi, where xii and Xi2 were generated from two independent Weibull 
distribution by calling NAG (1995) subroutine G05DPF, wi were generated from 
a positive stable distribution with characteristic exponent v, and i=I.... n, j' = 
17 2. The simulation method of generating positive stable random variables wi is 
based on the algorithm of Chambers et al (1976). 
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4.4.1 Bivariate models 
Case without covariates 
First we chose sample size n= 100. Without loss of generality, for each of various 
values of v between 0.1 and 0.9, we chose parameters oz, = Ce2 = 01 = 02 = 1i 
and generated 1000 simulated samples. The parameters (al 1 
011 a2 7 
02 
1 V) 
for each 
sample were estimated using both MLE and the two stage marginal method, and 
then the means and variances of the estimators were calculated. The estimators 
and their relative efficiencies are listed in Tables 4.1,4.2, and 4.3. Note that 
the estimation of a and 0 given in Tables 4.2,4.3 and later tables refer to the 
estimation of the marginal parameters from the first component. The results show 
that the efficiencies of the marginal method are good everywhere. The biases for 
both methods are small. 
A similar simulation was conducted for n= 50. In this case, v was chosen as 0.3, 
0.5 and 0.7. Similar results are obtained which are presented in Table 4.4. The 
performance of the parameter estimators for the smaller sample size is similar to 
that for the larger sample size. 
We also consider the situation in which the sample has censored observations on 
either or both components. Assume that Y, and Y2 are censored at the same fixed 
time c. For the case in which there is censoring and the marginal parameters are 
01 == a2 -- 01 = 02= 1, the survivor function is 
11 
S(YliY2) = exp[-(yv + Y")Vl 12 
Therefore, the population proportion of censored observations p, is related to the 
censoring time c as follows, 
Pr(Yj > c) + Pr(Y2> c) - Pr(Yj > c, Y2 > c) 
= 2exp(-c)-exp[-(2'c)]. 
Using the above expression, the censoring points c in terms of various selections 
of v were obtained so that p, = 0.3. The results are given in Table 4.7. 
Samples with 30% censoring on average are generated by fixing the censoring 
points for various v values. Tables 4.5 and 4.6 shows the mean and variance results 
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estimated from 30% censored samples with sample size n= 100 and n =: 50. The 
performance of the estimators is almost as good as that of uncensored cases. 
Comparison with an estimator of v based on a sample correlation coef- 
ficient 
As we discussed in Chapter 3, the association parameter v in the PSW model is 
related to the correlation coefficient p, such that 
P(Jog Y Illogy 2) V2. 
In the case in which there is no censoring and no covariates, an easier way to estim- 
ate the parameter v may be obtained via the estimate of correlation coefficient p. 
Assume that ý is a sample correlation coefficient. Then, the estimate of parameter 
V) [/* 7 is 
7ý 
*=V, --A 
The asymptotic properties of I., * are difficult to obtain. However, we performed a 
simulation experiment to examine the relative efficiency of V*, which is the ratio of 
the variance of I., to the variance of iý*. The simulation results are shown in the last 
two columns in Table 4.1, which indicate that P* has much lower relative efficiency 
than that of the two stage estimator of v. Therefore, we conclude that, although 
the parameter v may be easily estimated on the basis of the sample correlation 
coefficient, the precision of the estimation is not as satisfactory as that from the 
two stage estimation method. The estimate of v based on a sample correlation 
coefficient might be a good choice as the initial value for the maximum likelihood 
estimation in the two stage marginal estimation method. 
Case with covariates 
In practice, some covariates might be associated with survival times. Therefore, 
these covariates should be considered in our model. Simulation was carried out 
to investigate whether the presence of covariates affects the performance of the 
estimators. 
In our simulation, it is assumed that only one covariate is included in the PSW 
model, which is a binary variable, with xi =I for half of the observations and 
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Table 4.1: Estimation of v for n=100 (no censoring) p=2 
v MLE Method 
Mean(Variance) 
Marginal Method 
Mean(Variance) 
Estimated 
Efficiency 
Correlation Method 
Mean(Variance) 
Estimated 
Efficiency 
0.1 
. 
0.10078(0.00013) 0.10167(0.00013) 0.97612 0.10145(0.0018) 0.69235 
0.2 0.20144(0.00048) 0.20285(0.00050) 0.96741 0.20055(0.00067) 0.73035 
0.3 0.30177(0.00100) 0.30338(0.00101) 0.98921 0.30203(0.00154) 0.69036 
0.4 0.40119(0.00164) 0.40298(0.00167) 0.98419 0.40103(0.00238) 0.62335 
0.5 0.50141(0.00242) 0.50278(0.00242) 1.00004 0.50287(0.00381) 0.68856 
0.6 0.60196(0.00309) 0.60330(0.00314) 0.98545 0.60295(0.00449) 0.68895 
0.7 0.70267(0.00322) 0.70385(0.00322) 1.00018 0.69790(0.00536) 0.66452 
0.8 0.79815(0.00404) 0.79890(0.00401) 1.00663 0.80035(0.00508) 0.76503 
0.9 0.89968(0.00363) 0.90027(0.00358) 1.01140 0.90110(0.00479) 0.78475 
Table 4.2: Estimation of a for n=100 (no censoring) p=2 
v MLE Method 
Mean(Variance) 
Marginal Method 
Mean(Variance) 
Estimated 
Efficiency 
0.1 1.01292(0.01185) 1.01294(0.01185) 1.00018 
0.2 1.00785(0.01100) 1.00826(0.01112) 0.98925 
0.3 1.00433(0.01133) 1.00492(0.01144) 0.99027 
0.4 1.00321(0.01123) 1.00406(0.01128) 0.99503 
0.5 1.00698(0.01098) 1.00706(0.01108) 0.99107 
0.6 1.00455(0.01180) 1.00513(0.01195) 0.98696 
0.7 1.00835(0.01112) 1.00900(0.01120) 0.99263 
0.8 1.00320(0.01090) 1.00360(0.01111) 0.98141 
0.9 1.00857(0.01195) 1.00865(0.01203) 0.99297 
Table 4.3: Estimation of 0 for n=100 (no censoring) p=2 
v MLE Method 
Mean(Variance) 
Marginal Method 
Mean(Variance) 
Estimated 
Efficiency 
0.1 1.01292(0.01185) 1.01294(0.01185) 1.00018 
0.1 1.01694(0.00641) 1.01705(0.00648) 0.98954 
0.2 1.01656(0.00596) 1.01652(0.00617) 0.96617 
0.3 1.01530(0.00657) 1.01577(0.00686) 0.95904 
0.4 1.01767(0.00617) 1.01707(0.00670) 0.92153 
0.5 1.01576(0.00623) 1.01505(0.00670) 0.93000 
0.6 1.01767(0.00617) 1.01707(0.00670) 0.92153 
0.7 1.01266(0.00585) 1.01194(0.00608) 0.96176 
0.8 1.01389(0.00647) 1.01367(0.00659) 0.98296 
0.9 1.01303(0.00640) 1.01333(0.00650) 0.98397 
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Table 4.4: Estimation for n- 50 (no censoring) p=2 
Estimate v MLE Method 
Mean(Variance) 
Marginal Method 
Mean(Variance) 
Estimated 
Efficiency 
v 0.3 0.30164(0.00133) 0.30422(0.00135) 0.98585 
0.5 0.50009(0.00256) 0.50211(0.00259) 0.98853 
0.7 0.70208(0.00378) 0.70352(0.00377) 1.00194 
a 0.3 1.00102(0.01341) 1.00224(0.01382) 0.97048 
0.5 1.00026(0.01307) 1.00042(0.01338) 0.97700 
0.7 1.00297(0.01223) 1.00282(0.01237) 0.98913 
0.3 1.01383(0.00970) 1.01618(0.01068) 0.90882 
0.5 1.01162(0.00836) 1.01198(0.00916) 0.91223 
0.7 1.01929(0.00924) 1.02048(0.00970) 0.95258 
Table 4-5: Estimation for samples with 30% censoring (n = 100) p=2 
Estimate v MLE Method 
Mean(Variance) 
Marginal Method 
Mean(Variance) 
Estimated 
Efficiency 
0.3 0.30164(0.00133) 0.30422(0.00135) 0.98585 
0.5 0.50009(0.00256) 0.50211(0.00259) 0.98853 
0.7 0.70208(0.00378) 0.70352(0.00377) 1.00194 
Oz 0.3 1.00102(0.01341) 1.00224(0.01382) 0.97048 
0.5 1.00026(0.01307) 1.00042(0.01338) 0.97700 
0.7 1.00297(0.01223) 1.00282(0.01237) 0.98913 
0.3 1.01383(0.00970) 1.01618(0.01068) 0.90882 
0.5 1.01162(0.00836) 1.01198(0.00916) 0.91223 
0.7 1.01929(0.00924) 1.02048(0.00970) 0.95258 
Table 4-6: Estimation for samples with 30% censoring (n = 50) p= 
Estimate v MLE Method 
Mean(Variance) 
Marginal Method 
Mean(Variance) 
Estimated 
Efficiency 
v 0.3 0.29997(0.00254) 0.30464(0.00255) 0.99353 
0.5 0.49790(0.00549) 0.50223(0.00549) 0.99952 
0.7 0.69536(0.00780) 0.69811(0.00772) 1.01034 
a 0.3 1.01044(0.02804) 1.01176(0.02891) 0.96974 
0.5 1.01223(0.02603) 1.01267(0.02654) 0.98068 
0.7 1.01525(0.02812) 1.01593(0.02835) 0.99207 
0.3 1.01869(0.01950) 1.02116(0.02110) 0.92396 
0.5 1.02579(0.01963) 1.02818(0.02163) 0.90746 
0.7 1.02152(0.01652) 1.02441(0.01758) 0.93976 
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Table 4.7: Censoring point for various selections of v when a, = 02 --:: 01 = 02 
pc = 30% 
v 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
c 1.30 1.40 1.45 1.50 1.60 1.65 1.70 1.75 1.80 
xi = -I for the other half of the observations, i=1, -.., n. For example, x may 
represent the sex, male or female. It may be an indicator of smoking habit, yes 
or no. Simulated pairs of samples were generated from the PSW model, with 
parameters 01 = 02 =1 and log aj =v (boj + bij xi), j=1,2. The regression 
coefficients were chosen as bo, = b02= 1, bil =1 and 
b12 
-- 1. For sample size n= 
100, the mean and variance of all estimated parameters and their corresponding 
relative efficiencies are listed in Table 4.8. The true value of v was selected as 
0.31 0.51 0.7. 
The results indicate that the performance of the two stage marginal method in the 
case with covariates is comparable to that in the case without covariates. 
4.4.2 Tri-variate and four-variate models 
Simulation was also carried out to compare the two estimation methods for tri- 
variate and four-variate models. Following the same procedures as mentioned 
above, the parameters of the tri-variate and four-variate models are estimated 
by using the MLE and the two stage marginal method. Simulated samples have 
sample size n= 100. The means and variances of the estimated parameters and 
their corresponding efficiencies are listed in Tables 4.9-4.14 in terms of selected 
true v values, between 0.2 and 0.8. The results indicate that the good efficiency 
of the two stage marginal method remains in higher dimensions, at least when 
p=3 and p=4. Generally speaking, the estimation from the two stage marginal 
method is almost as good as that from the MLE method everywhere. The worst 
efficiencies for the parameter estimators are those for the parameter 0 in both the 
p-3 and p=4 cases, where the lowest efficiencies occur with values around 0.85 
when v is close to 0.5. However, even with these values, the two stage marginal 
method is still worth considering either as an alternative to ML or as a method of 
obtaining good starting values for an iterative ML scheme. 
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Table 4.8: Estimation for samples with a covariate (n = 100) p= 
Estimate v MLE Method 
Mean(Variance) 
Marginal Method 
Mean(Variance) 
Estimated 
Efficiency 
0.3 0.30127(0.00106) 0.30385(0.00107) 0.99690 
0.5 0.50182(0.00238) 0.50463(0.00237) 1.00300 
0.7 
. 
0.70174(0.00353) 
. 
0.70368(0.00351) 1.00733 
b0i 0.3 1.02603(0.01267) 1.02762(0.01287) 0.98456 
0.5 1.02080(0.01266) 1.02180(0.01319) 0.95959 
0.7 1.02604(0.01277) 1.02585(0.01289) 0.99113 
bil 0.3 1.01452(0.01787) 1.01559(0.01891) 0.94530 
0.5 1.02414(0.01760) 1.02321(0.01845) 0.95366 
0.7 1.02433(0.01765)_ 1.02397(0.01841) 0.95882 
0.3 1.01948(0.00651) 1.02050(0.00680) 0.95798 
0.5 1.01895(0.00570) 1.01890(0.00612) 0.93060 
0.7 1.02313(0.00640)_ 1.02230(0.00677) 0.94572 
b02 0.3 1.02344(0.01266) 1.02308(0.01326) 0.95519 
0.5 1.01948(0.01315) 1.02010(0.01355) 0.97020 
0.7 1.02468(0.01337) 1.02493(0.01345) 0.99449 
b12 0.3 -1.02266(0.01656) -1.02162(0.01704) 0.97209 
0.5 -1-01687(0.01457) -1.01649(0.01554) 0.93763 
0.7 -1.01817(0.01588) -1.01729(0.01643) 0.96652 
02 0.3 1.01713(0.00638) 1.01629(0.00663) 0.96314 
0.5 1.02040(0.00613) 1.02037(0.00660) 0.92833 
0.7 1.02164(0.00613) 1.02144(0.00642) 0.95557 
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Table 4.9: Estimation of v for n=100 (no censoring) p=3 
v MLE Method 
Mean(Variance) 
Marginal Method 
Mean(Variance) 
Estimated 
Efficiency 
0.2 0.20055(0.00032) 0.20249(0.00033) 0.97280 
0.3 0.30143(0.00075) 0.30371(0.00077) 0.96505 
0.4 0.40131(0.00110) 0.40347(0.00113) 0.97306 
0.5 0.49991(0.00148) 0.50186(0.00149) 0.98865 
0.6 0.60381(0.00189) 0.60537(0.00190) 0.99542 
0.7 0.69917(0.00183) 1 
- 
0.70054(0.00184) 0.99288 
0.8 0.80115(0.00ýOY) FO. 80240(0.00201) 1.00506 
Table 4.10: Estimation of a for n=100 (no censoring) p=3 
v MLE Method 
Mean(Variance) 
Marginal Method 
Mean(Variance) 
Estimated 
Efficiency 
0.2 1.00498(0.01076) 1.00506(0.01089) 0.98768 
0.3 1.00750(0.01153) 1.00727(0.01169) 0.98598 
0.4 1.00500(0.01030) 1.00501(0.01061) 0.97055 
0.5 1.00920(0.01121) 1.01041(0.01178) 0.95218 
0.6 1.00130(0.01079) 1.00306(0.01103) 0.97841 
0.7 1.00076(0.01123) 1.00051(0.01177) 0.95356 
0.8 1.00562(0.01147) 1.00662(0.01173) 0.97767 
Table 4.11: Estimation of 0 for n=100 (no censoring) p=3 
v MLE Method 
Mean(Variance) 
Marginal Method 
Mean(Variance) 
Estimated 
Efficiency 
0.2 1.01384(0.00570) 1.01444(0.00609) 0.93715 
0.3 1.01426(0.00618) 1.01433(0.00696) 0.88836 
0.4 1.01657(0.00600) 1.01672(0.00683) 0.87841 
0.5 1.01236(0.00552) 1.01169(0.00614) 0.89805 
0.6 1.01773(0.00574) 1.01653(0.00623) 0.92131 
0.7 1.01580(0.00576) 1.01737(0.00624) 0.92325 
0.8 1.01380(0.00603) 1.01374(0.00632) 0.95391 
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Table 4.12: Estimation of v for n=100 (no censoring) p=4 
v MLE Method 
Mean(Variance) 
Marginal Method 
Mean(Variance) 
Estimated 
Efficiency 
0.2 0.19863(0.00033) 0.20149(0.00034) 0.98238 
0.2 0.20049(0.00031) 0.20260(0.00031) 0.99286 
0.3 0.30020(0.00061) 0.30276(0.00062) 0.97903 
0.4 0.40248(0.00097) 0.40495(0.00100) 0.97033 
0.5 0.50229(0.00126) 0.50449(0.00129) 0.97999 
0.6 0.60050(0.00146) 0.60242(0.00151) 0.96473 
0.7 0.70049(0.00151) 0.70189(0.00160) 0.94398 
0.8 0.79960(0.00157) 0.80088(0.00159) 0.99181 
Table 4.13: Estimation of a for n=100 (no censoring) p=4 
v MLE Method 
Mean(Variance) 
Marginal Method 
Mean(Variance) 
Estimated 
Efficiency 
0.2 1.00765(0.01220) 1.00821(0.01246) 0.97938 
0.3 1.00594(0.01046) 1.00603(0.01075) 0.97304 
0.4 1.00149(0.01102) 1.00225(0.01135) 0.97088 
0.5 1.00236(0.01241) 1.00386(0.01306) 0.95016 
0.6 1.00445(0.01129) 1.00432(0.01175) 0.96097 
0.7 1.00299(0.01111) 1.00494(0.01180) 0.94199 
0.8 1.00481(0.01131) 1.00469(0.01181) 0.95792 
Table 4.14: Estimation of ý for n--100 (no censoring) p=4 
MLE Method 
Mean(Variance) 
Marginal Method 
Mean(Variance) 
Estimated 
Efficiency 
0.2 1.01571(0.00604) 1.01512(0.00641) 0.94267 
0.3 1.01128(0.00577) 1.01098(0.00631) 0.91431 
0.4 1.01775(0.00562) 1.01728(0.00630) 0.89309 
0.5 1.01617(0.00574) 1.01363(0.00677) 0.84800 
0.6 1.01162(0.00544) 1.01154(0.00632) 0.86145 
0.7 1.01435(0.00538) 1.01300(0.00617) 0.87187 
0.8 1.01063(0.00567) 1.01209(0.00627) 0.90485 
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Table 4.15: Fit of the bivariate PSW model on the nutrition data 
Method a, 01 a2 
02 V log likeli 
MLE -8-640 4.074 - 8.724 3.685 0.681 -241.837 
Marginal -8.817 4.166 - 9-064 3.815 0.698 -241-965 
4.5 Examples 
4.5.1 Infant nutrition data 
The infant nutrition data in Table 1.1 gives the ages in months of the first in- 
troduction of fish and egg into the diets of 55 infants. There are no censored 
observations in this data set. 
We use MLE and the two stage marginal method to estimate the parameters 
of the bivariate PSW model for these data. The estimated parameters and the 
corresponding log likelihood are given in Table 4.15. The results show that the 
estimates from the two methods are very close. 
4.5.2 Fibre failure strength data 
The fibre failure strengths data is listed in Table 1.3. Initial examination of the 
marginal distributions shows that the Weibull model would be a reasonable start- 
ing point for fitting the strength data. The correlation of log transformed pairs of 
variables are calculated, which are 0.768,0.784,0.768,0.774,0.410 and 0.490 for 
the pairs (Y1, Y2) i 
(Y1) Y3) i 
(Y1 
ý Y4)) 
(Y2 
i Y3) i 
(Y2 
i Y4)) 
(Y3 
i Y4), respectively. 
Concern- 
ing the possibility of extra variability in fibre strength, the PSW model is chosen 
to fit the data, although there is some doubt about its suitability given the unequal 
correlation. 
First, for illustration purpose we consider the six bivariate PSW models. The 
parameter estimates for the two methods are given in Table 4.16. Clearly the 
two methods give similar results. Next, the two methods were applied to the full 
four-variate data. The resulting estimates are given in Table 4.17. Once again the 
estimates are similar for the two methods. 
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It is necessary to point out that, practically speaking, the selection of initial values 
for the maximum likelihood estimation actually highly rely on the estimation from 
the two stage marginal method. We usually choose the estimation from two stage 
marginal method as initial values to obtain quick convergence of maximisation. 
4.5.3 Repeated endurance exercise tests data 
The exercise times 1 hour and 3 hour after the drug treatment in the repeated 
endurance exercise tests in Table 1.2 were fitted by a bivariate PSW model. Para- 
meters in the model were estimated by both MLE and the two stage marginal 
methods. There are censored observations in the data set. An indicator variable 
Ii was used in calculating log-likelihood function, where Ii -= 1 indicates the ith 
subject is observed; Ii =0 indicates the ith subject is censored. The covariate, dose 
of the drug, was concerned in the PSW model. That is log aij = boj + bijdose(i), 
where i= 1) ... , n, j = 1,2. 
The estimated parameters are listed in Table 4.18, which indicate that the two 
estimation methods give very similar results. 
4.6 Discussion 
We have investigated the asymptotic properties of the MLE and the two stage 
marginal estimation method for the PSW model. The conclusion is that it is 
satisfactory to use the two stage marginal method for estimation, in the sense that 
the asymptotic variances of estimators from the method are very similar to those 
from the MLE method. The advantage of applying the two stage marginal method 
would become more convincing when the model has more than two variates. Messy 
computation in the maximisation of a high dimensional function can be avoided. 
At the very least, the two stage marginal method helps to set up the initial values 
for the maximum likelihood estimation. 
Extension of the two stage marginal method to accommodate covariate information 
in the model is also briefly explored. As one might expect, the simulation results 
provide similar relative efficiencies to those obtained in the case without covariates. 
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Table 4.16: Fit of the PSW model on the fibre strength data: p=2 
Pair Method a, Ol 02 
02 v log likel 
(yl, y2) MLE -6.949 4.725 -4.888 3.914 0.400 -91-031 
Marginal -7.146 4.822 -5.063 4.040 0.409 -91.136 
(yl, y3) MLE -7.036 4.756 -6.545 6.725 0.377 -53.497 
Marginal -7.146 4.822 -6.798 6.961 0.384 -53-561 
(yl, y4) MLE -7.080 4.783 -10.348 12.806 0.610 -36.432 
Marginal -7.146 4.822 -11.040 13.635 0.626 -36-582 
(y2, y3) MLE -4.974 3.980 -6.259 6.523 0.392 -56.348 
Marginal -5.063 4.040 -6.799 6.961 0.413 -56.989 
(y2, y4) MLE -5.026 4.013 -10.441 12.943 0.738 -41.275 
Marginal -5.063 4.040 -11.040 13.635 0.753 -41.384 
(y3, y4) MLE -6.664 6.858 -10.447 12.928 0.654 -1.945 
Marginal -6.799 6.961 -11.040 13.635 0.671 -2-050 
Table 4.17: Fit of the PSW model on the fibre strength data :p=4 
Method al 01 Ce2 02 
MLE 
Marginal 
-6-968 
-7.146 
4.822 
4.822 
-4-898 
-5.063 
4.004 
4.040 
Method Ce3 03 014 ý4 v log likelihood 
MLE 
Marginal 
-6-378 
-6.799 
6.754 
6.961 
-9-732 
-11.040 
11-982 0.535 -100.687 
13.635 0.576 -103.406 
Table 4.18: Fit of the bivariate PSW model on the exercise tests data 
Me hod bo, bil ý1 b02 b12 02 v log likelihood I 
MLE -10.025 -0.642 1.626 -11.319 -1.128 1.934 0.254 -199.008 
Marginal -10.136 -0.117 1.613 -11.523 -1.223 1.976 0.259 -199.226 
87 
Chapter 5 
Score test for heterogeneity based 
on the PSW model 
From the practical point of view, it is of interest to know if there is frailty in a set of 
multivariate survival data. In other words, it is desirable to detect whether a model 
based on independent Weibull random variables is adequate or if a Weibull based 
random effects model is more appropriate. Crowder & Kimber (1997) develop a 
score test for testing the heterogeneity in the GW model. They also indicate that 
the score test is of more general applicability: it is in fact a score test against 
a class of Weibull mixtures that have a one parameter mixing distribution with 
finite variance. However, Crowder & Kimber's test is not a score test for testing 
the heterogeneity in the PSW model, since the positive stable mixing distribution 
has infinite variance. 
In the following three chapters, we explore several diagnostic methods for testing 
the independent Weibull case against a PSW alternative. In this chapter, a score 
test for detecting heterogeneity in the PSW model is derived. Its asymptotic 
properties are investigated. Simulations are carried out to give further insight into 
the features of the score statistic, including the cases with and without nuisance 
parameters and the possibility of censoring. Examples are given to illustrate the 
application of the method. 
Apart from Section 5.4, where some generalised results are given, we only consider 
the bivariate case, p=2, in this chapter. That is the model in the form 
(YI 
i Y2) = exp 
(- s'), 
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where s= ý1YOI + 
6Y02. Under the model, independence of the components Yj and 12 
Y2occurs when the parameter v tends to 1, in which case, the model degenerates to 
the independent Weibulls model. Hence, the null hypothesis of the heterogeneity 
test is HO :v=1, and the alternative hypothesis is H, :0<v<1. 
5.1 The score test and its properties in the un- 
censored case 
5.1.1 Uncensored case without nuisance parameters 
First, we consider the case in which there is no censoring, and we assume that 
the parameters ýj, Oj (j = 1,2) are known. Suppose that we observe a bivariate 
sample Of (Y11 i Y12) i ... 7 
(YnI) Yn2)i the log-likelihood of the sample is 
nn2n 
1: sli / 
ýý-l) 
+ log[V2,52v-2 1),, v-2] ln (V) + log(ýjojYZ3 
i=l j=l 
where si = ýjyj'611 + 
ý2yý22 
. 
The first derivative of the log-likelihood is i2 
aln nZ+ V4 log si -I si, log si ++ log si + 
19V v vsiv v+1 i=1 z 
Thus the corresponding score statistic is 
Oln nI 
T(n) jv=j = E(2- si log si+2 log si -- (5.2) Ov i=1 si 
The score statistic T(,, ) depends on the observations (Yil i Yi2) 
(i 
--: -:: 1) ... , n), only 
through the variables si which all have the same distribution even though the 
parameters ýj and Oj may vary over i. Let 
Ti =2- si log si +2 log si -1, si 
where i= 1) ... , n. Thus 
T(n) is the sum of independent, identically distributed 
variates Ti. This property is useful for calculating the asymptotic distribution of 
T(,, ). On the other hand, the mean and variance of T(, ) can be expressed as 
n 
E[T(n)] E(Ti), (5-3) 
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and nn 
Var[T(n) 1= E E(Ti2) - J: E 
2 (Ti), (5.4) 
i=l i=l 
where 
E(Ti) = E(2 -. si log si +2 log si -I) si 
= 2-E(silogsi)+2E(logsi)-E( (5.5) 
si 
and 
E (Ti2) = E[(2-silogsi+21ogsi- 
1 )2] 
=4+ 4E(log S, 
)2 + E(si log S, ) 2+1 OE (log si) - 4E (si log si) 
si 
-4E(llsi) - 4E(si log2 8, ) - 4E(log silsi) + E(I 
/82). (5.6) i 
The null case 
Under the null hypothesis HO :v=1, and the assumption that ýj and Oj, (j = 1,2), 
are known, the components yij, (j = 1,2) of the ith observation are independent 
and Weibull distributed, so that ýjy, ý, j are independent unit exponential variables. 
Thus, si has a gamma distribution with shape parameter 2 and scale parameter 1. 
Its density function is 
fo(si) = 
Some expectations involving si and log si under the null hypothesis are obtained. 
They are 
E(si 1) = 
in 00 
si-'fo (si) dsi = 
00 
e-'i dsi = 1, 
E (log si) = 
10 00 log si fo (si) dsi F' (2) -- 1- -y, 
E (si log si) = 
10 00 
si log si fo (si) dsi = F(3) -3- 2-y, 
E (10g2 Si) = 
w 10 log2 si fo (si) dsi = r"' (2) 
E(si log 2 Si) = 
00 10 
Si log 
2 
si fo (si) dsi (3) 
E (S2 log2 si) = i 
w 10 
s2 log2 sifo(si)dsi i FI'(4) 
E (si 1 log si) = 
10 00 
si- 1 log si fo (si) dsi F'(1) 
E(si-2) = 00 
10 00 
si 
2 fo (si)dsi = 
10 
si le-'idsi oo, 
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where IP(. ) is the gamma function and -y is Euler's constant. 
Therefore, under the null hypothesis, 
E[Ti] 2-E[silogsi]+2E[logsi]-E[ 
= (3 - 2-y) + 2(1 - -y) -I 
= 
It follows that the expected value of the score statistic T(,, ) is zero under the null 
hypothesis, i. e. 
E[T()] = 0. 
Each of the terms in the expression (5.6) has a finite value except for E[Ilsi], 
which is infinite. Hence we have, under the null hypothesis, 
Var[T(,, )] = oo. 
Thus, the usual central limit theorem argument can not be applied to T(n) - 
To deal with the non-regular behaviour of the score statistic, the central limit 
theorem for infinite variance (Feller, 1971) has been applied to obtain a standard 
normal test statistic. 
Lemma 1 (Central Limit Theorem for Infinite Variance) Let Xl,..., X,, be 
a set of iid random variables, each with mean zero. Then 
n 
lim XilCn 
-ý 
N(O, 1), 
n--+oo 
if, and only if, for all E>0, a sequence C,, exists, with C,, --* oo and 
lim n Var (Xi; ECn) 
n-+oo 2 Cn 
The notation Var(X; w) specifies the vartance of X truncated at w, which is defined 
as 2 
Var (X; w) = 
lixl<W 
X2 dF(x) - 
IIXI<w 
xdF(x) 
13 
(5.7) 
where F is the distribution function of X. 
The score statistic T(,, ) is the sum of T1, T2, T,,. Since all the terms in Tj 
except for have finite variance, it is the term that exhibits the non-regularity Si si 
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and leads to the required norming. Therefore, for w --ý oc, the leading term of 
-L Var(Ti; w), is fj,,, j,, ý,, u? dF(ui), where ui with 
density function f (uj) = -7'e- Ui U. Si 
Hence, we have 
Var (Ti; w) - 
fUl<w 
u2 dF(u) 
1 
-'ds 
fo 
ue 
Udu = 
fi 
_8 e 
w 
00 (-l)k 1 
logw - -Y -E _(_)k 
k=l kk! w 
see Abramowitz et al (1972). 
Let the sequence C,, be defined by Cn - -Inlogn. Then, clearly Cn -+ oo as 
Vý-2 
oo. Also let 6>0, then 
I, m 
n n[log E+1 log(In log n) +o (log n)] Var (Ti, ECn) = lim 22 n-+oo 2 n-4oo in log n Q2 
Therefore, by Lemma I (central limit theorem for infinite variance), we have 
asymptotically 
nT T(n) 
N(O, 1), as n /ýln -log n 
Cn 
2 
when independence of components Y1, Y2occurs. The term (log n) 21 in Cn is slowly 
varying in n, but provides the extra scaling relative to the regular case which is 
necessary to obtain convergence to a normal limit. In fact, the rate of convergence 
to a normal limit is very slow which can be verified by simulation. This slow 
convergence property is also noted by Tawn (1988) and Ledford (1996). In their 
work, the approaches to modelling the dependence structure between extreme 
values are studied. The logistic model 
r+ yryl 
I S(Yl 
i Y2) = exp 
(y, 
2rIr> (5.8) 
is one of the models in their discussion. Independence occurs when r=I. Let 
(5.8) becomes 
for 0v (YI 
i Y2) = exp 
(yjý + Y2ý 12 
which is the special case of the PSW model (5.1) when 1 and 
01= 02 
1 
v 
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The non-null case 
Under the alternative hypothesis H, :0<v<1, the density function of variable 
Si ls 
fl(si) = exp(-si')vsi'-'(vsi' -v+ 1). (5.9) 
The derivation of (5.9) is given in Section 7.1.1. Some expectations are obtained: 
00 
E(1) st 1 f, (si) dsi 
Si 
fo 
00 00 
v t'-V exp(-t)dt - (v - 1) t-- exp(-t)dt -c)ol 
fo 
E (si log si) si log si f, (si) dsi = IF( 
I+1) ['0(i + 
1) 
+ 
fo 
vvv 
E (log si) 
f c)O log si f, (si) dsi =1- 0n 
where 0(. ) = is the digamma function. Therefore, the mean of T(,, ) 
under H, is 
E[T(n)] = E[Ti] = -oo. 
Furthermore, 
f 00 
si-'fl (s 1) dsi 
00 1 00 2 
vf tl- v exp (-t) dt - (v -f t- T exp (-t) dt 0o0 
- 00. 
We conclude that, under the alternative hypothesis H, :0<v<1, the mean and 
variance of T(,, ) are both infinitive as a consequence of the ý' si 
terms. We evaluate 
the power of the score test T(,, ) based on a simulation study, see Section 5.3.3. 
5.1.2 Uncensored case with nuisance parameters 
Since are usually unknown in practice, a more useful test statistic is T* (n) 
which is of the same form as T(n) but with ýj, Oj replaced by their null maximum 
likelihood estimators. That is 
n 
T(*n) 9i log 9i +2 log 9i - +2), 
(5-10) 
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where 9i = ýjyý' +^ yý2 and 
ýj, ýj are the maximum likelihood estimators of ýj, Oj ii 6 i2 
under Ho. 
Since maximum likelihood estimation of the Weibull parameters is regular, one 
might anticipate that the asymptotic null distribution of T(*,, ) would be similar to 
that of T(,, ). Crowder & Kimber (1997) have discussed the asymptotic properties 
for their score statistic in the case with nuisance parameters. By applying the 
theory of Pierce (1982), they show that, under the null hypothesis, the asymptotic 
distributions of T(*,, ) and T(,,, ) are normal with mean zero. However, the asymptotic 
variances are different. The variance of T* is reduced when the nuisance para- (n) 
meters are estimated. Therefore, failure to take account of parameter estimation 
would lead to extremely conservative tests. The asymptotic properties of our ver- 
sion of T* is not pursued further here. However, the null and non-null properties (n) 
of the statistic T* (n) are investigated further by simulation in Section 5.3. 
5.2 The score test and its properties in the cen- 
sored case 
5.2.1 Censored case without nuisance parameters 
Consider now the case in which Yj (j = 1,2) might be right-censored, and the 
Weibull parameters ýj, 0j, (j = 1,2) are known. Assume that Y, and Y2 are cen- 
sored at fixed times cl and C2, respectively. There are four possibilities for each 
individual observation. For a particular subject with index i, 
1) The likelihood contribution from (YiI i Yi2) i where yi, and Yi2 are 
both un- 
censored, is 
2 
ýý-l 2 2v-2 2 Lil ýjojyz3 V (V - 1) sv exp (- sv), IV si ii 
j=l 
where si .12 = ý0,01 + 6M02. The corresponding contribution to the score function 
under Ho is Olog Li, 
2+2 log si - si log si -I- Ov Si 
2) The likelihood contribution from (YiI, M), where yi, is observed, and Yi2 is 
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censored, i. e. (Yil i Yi2) ::::::::: 
(Yil 
i C2) i 
is 
Li2 : --: 601Y q5i -1 v8 V-1 exp (- v) ii ii 
where si = ýjyjj C02 . The corresponding contribution to the score function 
(k 1+62 
under Ho is 
i9log Li2 I 
V=j =I+ 
log Si _ 'Si 
log, 
av 9i. 
3) The likelihood contribution from (Yil, YU), where yi, is censored, and Yi2 is 
observed, i. e. (Yil, Yi2) :: --: (Cl) Yi2) i is 
Li3 ý 602Y 
02-1 
, v- 1 exp (- v) i2 ii 
where si = ýIcOj' + 
ý2yf22 
. The corresponding contribution to the score function i2 
under Ho is 
Olog Li3 
I 
V=j =1+ 
logSi _ Si log Si. 
19V 
4) The likelihood contribution from (Yil i Yi2) , where both yi, and Yi2 are censored, 
(Yil 
7 Yi2) - 
(Cl 
7 C2) 
iS 
Li4 = exp(-si'), 
where si = 6COll +6 C02 . The corresponding contribution to the score function 2 
under Ho is 
alog Li4 
lv=i = -Si logsi. av 
Summarising the above information, we obtain the score statistic for a sample with 
n observations 
T(n), 
c - 
aln nIi (ii - 1) 
av 
Iv=1 = j: jIi (I + 109 Si) 2si - Si 
log Sil (5.11) 
i=1 
where si = ýjyjOjl + 
ý2yý22 
, and 
Ii (i - 1, n) is an indicator variable: Ii =0 if Yii i2 
and Yi2 are both censored; Ii =1 if exactly one of yi, and Yi2 is censored; Ii = 
if yi, and Yi2 are both uncensored. The score test T(,, ) described in Section 5.1 is 
the special case of T(,, ),,, where Ii =2 for all the observations. Note that, in the 
01 + C02. situation with right-censoring, si is bounded by ýjcj 62 
In order to calculate the mean of T(.,, ),,, we specify the expression of T(, ),, as the 
sum of a function gi (Yil i YU). 
That is 
T(n), 
c gi 
(Yi 
1) Yi2) 
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where 
9i (Yi Ii Yi2) (1 + 109 Si) 
Ii (Ii 1) 
- Si log Si. 2si 
Furthermore, because of the dependence through si and the identity of the distri- 
bution of si, we omit the subscript i Of gi(Yili Yi2) in the discussion below. Since the 
component yj is right-censored at cj , the expected value Of 9 (Y1 i Y2) with respect 
to a joint density f (Yl i Y2) 
is 
Cl C2 
E[g(yi, Y2)] 
fo 19 (Yl 
i Y2) 
f (Yl) Y2) dy, dY2 + 
foci )c"o 9 (Yl) C2) f (Yl i Y2) 
dy, dY2 
2 
n 
+f 
00 f C2 
9 (Cl) Y2) f (YI i Y2) dy, dY2 +9 
(Cl 
i C2 c C, 0 
)S(Cli C2)- 
-i 
where S (YI i Y2) 
is the joint survivor function Of (Yl i Y2) - 
The null case 
Using the notation that zj = ýj 
Oj, and dj = ýj '6j, where j=1,2, we have that, yj Cj 
under HO :v=1, z, and Z2 are independent unit exponential variables, with 
density function 
(zj) = exp (- zj) , for zj :ý dj, j=1,2 
Then, each part of E[g(yl, Y2)] may calculated as below: 
Cj C2 
EG, 9 (Yl 9 Y2) f 
(Yl 
3 Y2) dy, dY2 0 0 
10 
fdj 1d2 
t2(I + log(zl + Z2) 
j00 Zl + Z2 
- 
(Zl + Z2) 109(ZI + Z2)le-- 
(Zl +z2 )dz, dZ2 
- -(dl+d2) log(d, + d2)e- 
(di +d2) 
+ di log die-di + d2log d2e -d2 
EG2 
f cl 00 
9 (Yl i C2) 
f (YI 
i Y2) dy, dY2 0 
fC2 
f di 00 
f(i + log(zi + d2) -(zi + 
d2) 109(Zl+ d2) I e-(Zl+Z2)dz, dZ2 
0 
fd2 
e-(dl+d2) -d2j (di + d2) log(di + d2) d2log d2e 
EG3 
( 00 C2 
9 (Cl 
7 Y2) 
f (Yl 
7 Y2) dy, dY2 Jcj 
fo 
J(di 
fO d2 
+ log(dl+ Z2) - (dl+ Z2) log(dl+ Z2)le -(Zl+Z2)dz, 
dZ2 
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- (di +d2) -di (di + d2) log(di + d2)e - di log die I 
EG4 == g(Cl, C2)S(Cl, C2)= (d, + d2) log(d, + d2)e-- 
(di +d2) 
Therefore, under the null hypothesis HO, the expected value of T(,, ),, is zero, because 
E[T(n), 
el E[g(yil, Yi2)1 
= nIEG, + EG2+ EG3+ EG41 = 0- 
The variance of T(,, ),, may be obtained from 
n 
Var[T(n), 
c] = E[g'(yil, Yi2)] 
= nýfrl 
C2 
9 2(YJ7 Y2) f (YI 7 Y2) dy, 
dY2 + 
cl f Cýo 
g2 (yj 7 n 
fo 
r 
C2) f (Yl 7 Y2) dy, 
dY2 
0 
fo 
C2 
00 C2 
+I19 2(CI7 Y2) f (Yl i Y2) 
dy, dY2 + g2 (Cl 7 C2)S(Cl, C2) 
In detail, each part of the above may be obtained from 
EH1 fo 
Cl I C2 
g2 (yl) Y2) f (YI i Y2) dy, dY2 
f di d2 
4 [1 + log(z, + Z2)] 
2+ 
)2 o 
fo 
(Zl + Z2 
+ (Zl + Z2 )2 log2 (ZI + Z2) - 4[ 
1+ 109(Zl + Z2) 
(Zl + Z2) Zl + Z2 
-4[1 + log(zl+ Z2)] 
(Zl + Z2) 109(Zl + Z2)- 2 log(zl+ Z2) e- 
(Zl +Z2 )dz, dZ2, 
EH2 
cl 00 
g2 (yj I C2)f 
(YI) Y2)dy, dY2 
fo fr. 
2 
fd 00 [1 + log(zi + d2)] 
2+ 
(zi + d2) 2 log2 (ZI + d2) 
o1 
fd 
2 
-2 
[1 + log(zi + d2)] (Zl+ d2) 109(Zl+ d2) e- 
(Zl +Z2 )dz, dZ2 , 
d r), n 
EH3 
f oo f d2 
g2 (Cl I Y2) 
f (YI 
i Y2) dy, dY2 
10 
dd0 
f (x) f d2 
1+ log(dl+ Z2) 
2+ 
(dl+ Z2 )2 log2 (dl+ Z2) 
10 
-2 
[1 + log(dl+ Z2)] (dl+ Z2) log(dl+ Z2) e-(Zl+Z2)dz, 
dZ2, 
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and 
EH4 = 92(Cjý C2)S(Cl, C2) =(d, + d2 
)2 log2 (d, + d2) e-(di 
+d2). 
f di rd2 1 +Z2 All the above expressions are finite except for the term 0 e-(Zl dzi dZ2 JO Z1 +Z2 
Therefore the null variance of T(,, ),, is infinite. 
Similarly to the discussion in the uncensored case, the score statistic T(,, ),, is the 
SUM Of 91 (Yll i Y12) 1 92 
(Y217 Y22) i ... ) gn 
(Yni 
i 
Yn2). The dominant term of Var (T(n), c; W) i 
-L is fluil<, u'dF(ui), where ui with density function f (uj) e- ui. However i Si 7 
note that, here ui E (. 1 oc), where d= di + d2 = ýIC011 +6 C02 Hence, we have d) 2 
Var (Ti; w) - 
fUI<W 
u2 dF(u) 
1 
e- , du = -u U 
- logw+logd+ 
00 
e-'ds 
oo (_l)k 
E 
kk! k=l 
Let the sequence Cn be defined by Cn n -log n as before. Let e>0, then 2 
n I, m 
n[log E+1 log(In log n) + log d+ O(log n)] lim -Var(Ti) ECn) ý22 n-+oo 2 n-+oo -in log n 
Cn 
2 
Applying Lemma 1, the central limit theorem for infinite variance, we obtain an 
asymptotic normal limit by giving T(,, ),, the same scaling C,, as in Section 5.1. 
Hence, 
T(n), 
c N(O, 1), as n -+ oo. 
n -log n 2 
5.2.2 Censored case with nuisance parameters 
With the parameters ýj, Oj replaced by their null maximum likelihood estimators, 
we obtain the score statistic T* for the censored case with nuisance parameters. (n), c 
That is 
n Ii (Ii - I) T(*n), 
c 
Ii (1 + log 
29i Lq 
log 9i (5-12) 
2Y02 and ýj, ýj are the maximum likelihood estimators of where qj ýjyii i2 
Oj under HO. It may be anticipated that, under the null hypothesis, T(*,, ),, has 
similar asymptotic properties to those of T(,, ),,. The properties of T(*,, ),,, are studied 
by simulation in Section 5.3. 
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5.3 Simulation study 
Simulation work was carried out on three aspects to investigate the behaviour of 
the score statistics with and without censoring. First, the rate of convergence to 
the normal limit of the score was examined. Secondly, we obtained critical values 
of the score tests by simulation, and investigated the influence on the critical values 
when there is censoring or there are nuisance parameters. The third part of the 
simulation work was to evaluate the power of the score test. Programs were written 
in Fortran77 and NAG (1995) library routines were called for generating random 
variables and performing maximum likelihood estimations, see Appendix A. 
5.3.1 Evaluation of the rate of convergence 
To investigate the rate of convergence of the normalised score test T(,, ) IC, we 
generated a set of random variables si, (i = 1,..., n) by using the NAG (1995) 
routine G05FFF, which have gamma distribution with scale parameter I and shape 
parameter 2. Assuming there are no nuisance parameters and no censoring, score 
statistic T(n)was calculated from si.... 7 Snthrough 
(5.2). Sample size n was chosen 
varying from 100 to 100,000. For each sample size, the simulation was repeated 
10,000 times. To estimate the stability of the simulated results, simulation on 
each sample size was done four times. The average quantiles of 
T (n) at certain Cn 
points (P = 0.10, P=0.05, P=0.025, P=0.01) and corresponding standard 
deviations of the estimated quantiles are listed in Table 5.1, where Cn 
/ýn _Iog n. 2 
The bottom line of Table 5.1 lists the quantiles of the standard normal distribution 
for comparison. The results show that the rate of convergence to the normal is very 
slow in spite of the adjustment of C,,. A number of different adjusted Cn values 
were tried to improve the convergence rate, but none of the attempts worked 
well. We have tried the Box-Cox transformation to normalise the behaviour of 
the T(, ), but that did not work well either. It therefore indicates that the normal 
approximation is very poor in finite samples. 
Furthermore, to compare the performance of the convergence of the score statist- 
ics T* T(n), c, (n) I and T*), c with 
T(n) 
, (n random variables were generated as 
follows. 
Assuming that the parameters of each Weibull distributed component are un- 
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Table 5.1: Normalised critical values of the score test T(n)/Cn 
(no censoring, marginal parameters known) 
Sample Size Cn Quantiles(s. d. ) 
0.10 0.05 0.025 0.01 
100 15-17 -2-33(0.02) -3.27(0.04) -4.28(0.12) -5.90(0.31) 
500 39.42 -2.12(0.04) -2.91(0.07) -3.74(0.08) -5-12(0.18) 
1000 58.77 -2.06(0.04) -2-84(0.03) -3.66(0.07) -4-87(0.08) 
5000 145.92 -1.95(0.04) -2.67(0.07) -3.42(0.04) -4.46(0.05) 
10000 214.60 -1.85(0.03) -2.53(0.07) -3.24(0.10) -4.28(0.17) 
50000 520.09 -1.77(0.03) -2.42(0.03) -3.04(0.04) -4.04(0.17) 
100000 758.71 -1.78(0.03) -2.38(0.03) -3.01(0.04) -3.92(0.09) 
00 1 -1.28 -1.64 -1-96 -2.33 
known and that there is no censoring, we generated random variables yi, and M2, 
i= 11 , n, 
from two independent Weibull distributions with parameters ýj =I 
and Oj =1 (j = 1,2) by calling NAG (1995) subroutine G05DPF. Then, random 
variable ýj was obtained by 9i = ýjyý' + 
6Y $2 
where ýj ý 
ýj are the maximum ii i2 ) 
likelihood estimators of ýj, Oj estimated from sample (Yil, Yi2), i= 17 ... , n, under 
Ho. T(*,, ) is the summation of a function of 9i as specified in (5.10). 
Assume that Y, and Y2 are censored at fixed times c, and C2, respectively. For 
the case in which there is censoring, and the Weibull parameters are known, the 
population proportion of censored observations p, has the following relationship 
with the marginal cumulative hazards H, (cl) and H2 (C2): 
Pc = P(yl>Cl)+P(y2>C2)-P(YI>Cl, y2>C2) 
exp(-ýjc0l) + exp(-& 
02 
exp(-&O' C02 122 
exp di)) (I - exp (- 
d2))) (5-13) 
where Hj (cj) = dj, j=1,2. In addition, it is clear that exp (- Hj) = exp (- dj) 
(j = 1,2) is the population proportion of censored observations for the component 
i. 
Random variables yi, and Yi2 from two independent Weibull distribution were 
generated with parameters ýj =1 and Oj =1 (j = 1,2). According to the 
above relationship, we chose fixed censoring time cl =: C2 =c=1.8 for both 
components, so that, on average, the generated data has 30% censoring for one 
or both components of all the pairs. Then, all yij (i = 1) ... , n, j=1,2) values 
100 
Table 5.2: Normalised critical values of the score test T* (n)/Cn 
(no censoring, marginal parameters unknown) 
Sample Size Cn Quantiles(s. d. ) 
0.10 0.05 0.025 0.01 
100 15-17 -1.63(0.02) -2.37(0.01) -3.28(0.07) -4.75(0.10) 
500 39.42 -1.57(0.03) -2.26(0.07) -3.06(0.05) -4.60(0.21) 
1000 58.77 -1.52(0.02) -2.15(0.05) -2.90(0.07) -4.24(0.17) 
5000 145.92 -1.46(0.04) -2.06(0.05) -2.77(0.09) -3.98(0.09)] 
10000 214.60 -1.30(0.03) -1.89(0.06) -2.55(0.08) -3.52(0.10) 
00 -1.28 -1.64 -1.96 -2.3 
greater than c=1.8 were substituted by 1.8. Hence, the score statistics T(n), c were 
generated using (5.11). Similarly, for the case in which there is censoring and the 
Weibull parameters are unknown, the same procedure was used with the addition 
of a maximum likelihood step to obtain T* (n), c 
Normalised critical values of the score tests T* T(n), c/cn, T* are presen- (n)/Cnl (n), c/Cn 
ted in Tables 5.2,5.3 and 5.4, respectively. Note that, to compare the results with 
Table 5.1, the sample sizes are chosen from 100 to 10000. When sample size is 
more than 10000, it is very time consuming to perform the program in the case 
involving maximum likelihood estimation. The results show that the quantiles of 
T* and T* are comparatively nearer zero than those of the T (n),, The (n) (n), c (n) and T 
convergence to the normal for the case with nuisance parameters is slightly better 
than the case without nuisance parameters, no matter whether there is censoring 
or not. That is because the restriction has been imposed on the log-likelihood func- 
tion when the nuisance parameters are estimated by maximising the log-likelihood 
function. This restriction, on the whole, makes the score statistic, which is from 
the first derivative of the log-likelihood function, have fewer extreme negative val- 
ues for the case with nuisance parameters. On the other hand, Tables 5.1 - 5.4 also 
show that the quantiles of T(,, ),, and T* at each level tend to be slightly nearer (n), c 
zero than those of T(n) and T* respectively. However, the rate of convergence for (n)) 
the score test with censored data, i. e. T(n), c and T* , is 
little different from that (n), 
of the score test without censored data, i. e. T(n) and T* (n) 
The standard deviations of the estimated quantiles in the tables indicates reason- 
able precision apart from the ones on the extreme left tail (0.01 quantiles). 
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Table 5.3: Normalised critical values of the score test T(n), c/Cn 
(with 30% censoring, marginal parameters known) 
Sample Size Cn Quantiles(s. d. ) 
0.10 0.05 0.025 0.01 
100 15.17 -2.04(0.05) -2.97(0.08) -3.99(0.06) -5-68(0.13) 
500 39.42 -1.94(0.04) -2.70(0.06) -3.56(0.04) -4.89(0.12) 
1000 58.77 -1.86(0.02) -2.62(0.04) -3.42(0.09) -4.75(0.15) 
5000 145.92 -1.79(0.03) -2.44(0.05) -3 . 18(0.07) -4.27(0.18) 
10000 214.60 -1.73(0.04) -2.39(0.03) -3.04(0.06) -4.11(0.07 
00 -1.28 _I -1-64 -1.96 -2-33 
Table 5.4: Normalised critical values of the score test T* (n), c/Cn 
(with 30% censoring, marginal parameters unknown) 
Sample Size Cn Quantiles(s. d. ) 
0.10 0.05 0.025 0.01 
100 15-17 -1-62(0.04) -2-34(0.05) -3.15(0.11) -4-67(0.11) 
500 39.42 -1-55(0.01) -2.22(0.04) -2.99(0.05) -4.34(0.20) 
1000 58.77 -1.53(0.01) -2.20(0.01) -2.95(0.05) -4.36(0.16) 
5000 145.92 -1.48(0.02 -2-08(0.01) -2.73(0.02) -3.95(0.1 
10000 214.60 -1.37(0.03) -1.80(0.02) -2.50(0.04) -3.32(0. 
00 -1.28 -1.64 -1.96 -2.33-] 
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Table 5-5: Estimated coefficients in the model CT= co + cin + C2n 2 
p coefficients T(n) 
T(*n) T(n), 
c 
T(*n), 
c 
0.01 CO -20.267 -15.153 -19-370 -8.604 
Cl -1.079 -0-874 -1-007 -0-936 
C2 3.99 x 10-3 2.29 x 10-3 3.44 x 10-3 3.08 x 10-3 
0.025 CO -13.550 -8-323 -12-550 -7-318 
Cl -0.789 -0-659 -0.687 -0.590 
C2 2.84 x 10-3 2.63 x 10-3 2.24 x 10-3 1.74 x IFý- 
0.05 CO -9.748 -7.255 -8.222 -5.823 
Cl -0-604 -0-394 -0-521 -0.429 
C2 
f 
2.12 x 10-3 1.03 x 10-3 1 1.72 x 
10-3 1.33 x 10-3 
0.10 CO -6.140 -4.762 -5.020 -4.247 
Cl -0.439 -0.280 -0.351 -0.292 7 - - 
C2 1.55 x 10-3 7.53 x 10-4 1.08 x 10-3 9.19 X 10 - 
T 
5.3.2 Evaluation of critical values 
Since the asymptotic null distribution of the score statistic is a poor approximation 
for realistic sample sizes, we therefore focus on estimating critical values of the 
score statistic for realistic sample sizes by simulation. The approach to generating 
the score statistics T(n) , T* (n) , 
T(n),, and T*),,, is described in Section 5.3.1. For (n 
various sample sizes, we estimate the selected quantiles (P = 0.01, P=0.025, 
P=0.05, P=0.10) from the null distribution of T(,, ), T(*,, ), T(,, ), c and T(*n), c' 
We 
found that, approximately, the estimated critical values at each significance level 
increase quadratically with sample size up to n= 100. Figure 5.1 shows that, at 
least for n< 100, quadratic regression models can be used to fit the estimated 
critical values of T(,, ). Similar results hold for T(*,, ), T(,, ),, and T(*,, ), c* 
We list the 
estimated coefficients in the regression model CT= co + c1n +C2n 2 corresponding 
to each score test T(n) I T* T(n),, and T* and each significance level, where 
CT 
(n) I (n), cl 
is the critical value, n is the sample size, and T(n), c and T* refer to the case in (n), c 
which data has about 30% censoring, see Table 5.5. Note that the critical values 
showed in Figure 5.1 and Table 5.5 both refer to the un-normalised score, which 
results in different values from those in Tables 5.1 - Table 5.4. 
Simulation was also used to investigate the variation of the statistics T(, ),, and 
T* in terms of the change of the censoring point. For the case in which there (n), c 
are no nuisance parameters, we generated T(n), c with Weibull parameter 
ýj 
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Figure 5.1: Estimated critical values of un-normalised score statistic T(,, ) for vari- 
ous sample sizes with superimposed quadratic fit 
01 = 02 =I and censoring point c varying from 0.2 to 6 for sample sizes 100,500, 
1000 and 5000. Critical values of the normalised T(,, ),, at significant level P=0.05 
for various censoring points are plotted in Figure 5.2, which indicates that the 
critical value decreases as the censoring point increases. Since an increase of the 
censoring point tends to increase of the percentage of uncensored observations, the 
critical value is decreasing with respect to the decrease of the degree of censoring. 
The pattern of the change according to the censoring point is found by fitting 
nonlinear models. We found that, for different sample sizes, the relationship 
between the critical value and the censoring point may be approximated by the 
form CT 
-- ao + al , where 
CT is the critical value, c is the censoring point. c-a2 
Estimated coefficients ao, a, and a2 are listed in Table 5.6. The fitted curves, see 
Figure 5.2, each approach an asymptote as the censoring point increases, which 
is the limiting case of no censoring. Since 99.5% of observations are uncensored 
when c=6, the critical value near this point is very close to that obtained for T(,, ) 
at the corresponding sample size. 
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Figure 5.2: The variation of critical values of the normalised version of T(,, ),, in 
terms of censoring points 
Similarly, for the case in which there are nuisance parameters, the simulated results 
show that the decrease of the critical values in terms of the increase of the censor- 
ing point follows a similar pattern as in the parameters known case. However, the 
decrease of the critical values is much slower than that in the parameters known 
case. Simulation in this case was carried out for sample sizes 100,500 and 1000 
only. The corresponding plot and fitted lines are shown in Figure 5.3. The estim- 
ated coefficients fitting the non-linear model CT= ao + a' are listed in Table c-a2 
5.6. 
The simulation for the parameters unknown case was carried out assuming ýj = 
Oj = 1. In practice, we usually only know the fixed censoring time but have no 
knowledge of ýj, Oj. Therefore, Figure 5.3 is only applicable when we assume the 
two marginals are the same, i. e. ý1 - ý2 = ý7 01 = 02= 0. For example, assume 
Y, and Y2 are censored at fixed time c, the censoring point d corresponding to the 
Figure 5.3 might be estimated from d = ýd, where ý and 
ý are the maximum 
likelihood estimates of Weibull parameters ý and 0. Alternatively, exp(-dj) may 
be estimated by the mean of the sample proportion of censored values in each 
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Figure 5.3: The variation of critical values of the normalised version of Pn in (n), c 
terms of censoring points 
Table 5.6: Estimated coefficients in the model CT= ao + al c-a2 
Score Statistic Sample Size Coefficients 
ao a, a2 
T(n), 
c 
100 
-3.78 4.40 3.73 
500 -3.20 2.13 2.50 
1000 -3.00 1.43 1.78 
5000 -2.90 2.20 2.80 
T(*n), 
c 
100 
-2.39 0.14 0.53 
500 -2.25 0.12 0.55 
1000 -2.09 0.13 0.46 
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Figure 5.4: Estimated power of the score statistic T(,, ) for different sample sizes at 
significance level P -- 0.05 
component. 
From Figure 5.2 and Figure 5.3, we can see that, when data has less than 50% 
censoring (c > 1.2), each fitted curve declines more slowly as the censoring point 
increases, especially for the parameters unknown case. This subtle variation is 
relatively minor in practical terms. We suggest using the critical values from 
T(n) for use in the censored case instead of working out the critical values for all 
the different censoring cases, if the percentage of censoring is low enough (less 
than 50%). However, we will lose some power by doing this, since such tests will 
necessarily be slightly conservative. 
5.3.3 Evaluation of power 
Power for detecting heterogeneity based on the PSW model 
We performed simulations to estimate the power of the score statistics T, Tn (n) 
T(,, ),, and T(*,, ), c 
for various sample sizes. We generated random variables xi, and 
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Xi2 from two independent Weibull distributions with parameters ýj =1 and Oi = 
1 (1 = 1,2), and random variable wi from a positive stable distribution with 
characteristic exponent v, i=1, ---, n. The simulation method of generating 
stable random variables is based on the algorithm of Chambers and Stuck (1976). 
Then, the random variable yi, and Yi2 based on the PSW were obtained from 
Yij = Xij/Wil (i = 11 ... , n, j=1,2). In the simulations, v was chosen to vary 
from 0.5 to 0.99 as in Tables 5.7 and 5.8. Each simulated case for each sample 
size was repeated 10,000 times. The estimated power of the score statistics T(n) 1 
T* (n) , 
T(n),, and T* )', for various sample sizes are listed in Tables 5.7 and 5.8 for (n 
comparison. For sample sizes n> 100, the critical values at significance level 
P=0.05 for the test statistics T(n) , T* (n), 
T(n),, and T*),, are taken from Tables 5.1 (n 
- 5.4, whereas the corresponding critical values are obtained from Table 5.5 when 
sample sizes n< 100. The results in Tables 5.7 and 5.8 show that even for small 
sample sizes (n > 10), the power of the score test for detecting the heterogeneity 
in the PSW model is reasonable. The power of the score test without censoring is 
slightly higher than that with censoring, with and without nuisance parameters. 
On the other hand, the power of the score test without nuisance parameters is 
higher than that with nuisance parameters, both with and without censoring. 
This is caused by lack of marginal parameter information. Figure 5.4 shows the 
estimated power curve of the score statistic T(n) for P=0.05 for various values of 
v and various sample sizes. 
Power for detecting heterogeneity based on the GW model 
We also investigated the power of the score tests in the situation that a sample 
of observations is thought to be from a PSW model, but it is in fact from a GW 
model. This situation might occur i n practice. Simulation was carried out to 
examine the power of our score tests to detect heterogeneity in the GW model. 
Random variables 
(-ril 
i Ii2) were generated from two independent Weibull dis- 
tributions with parameters ýj =1 and Oj = 1, (j = 1,2). Without loss of 
generality, random variables wi were generated from a gamma distribution with 
mean one and shape parameter v. Then, bivariate random variables (YiI i Yi2) from 
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Table 5.7: Estimated power of score tests T(n) 
and P=0.05 (with no censoring) 
and T* for different sample sizes (n) 
power(%) power(%) sample size v * sample size v T(n) T(n) T(n) 
10 0.50 98.39 63-10 100 0.50 100-00 100.00 
0.60 91.90 44.47 0.60 100-00 100.00 
0.70 77-64 33-71 0.70 100.00 99.52 
0.80 50.97 21-80 0.80 99-93 90-34 
0.90 21.95 11-15 0.90 87-09 49.95 
0.95 11-60 5.80 0.95 52-07 24-70 
0.99 4.30 4.69 0.99 16.95 7.11 
20 0.50 99.98 91.88 200 0.50 100.00 100.00 
0.60 92.29 80.75 0.60 100.00 100.00 
0.70 93.91 58.77 0.70 100.00 99.98 
0.80 71.73 39.94 0.80 100-00 92.54 
0.90 31.72 19.64 0.90 96-83 62.13 
0.95 14.57 12.45 0.95 62.13 34.21 
0.99 7.50 6.81 0.99 12-69 8.76 
30 0.50 100-00 98-80 300 0.50 100.00 100.00 
0.60 99.97 90.19 0.60 100.00 100.00 
0.70 98-55 75.39 0.70 100.00 100.00 
0.80 85-06 48.93 0.80 100.00 93.98 
0.90 42.81 24.31 0.90 99.26 68-84 
0.95 19.29 13-03 0.95 71.84 39.12 
0.99 6.74 7.30 0.99 12-06 9.43 
40 0.50 100.00 99.81 400 0.50 100-00 100.00 
0.60 99-98 96.93 0.60 100-00 100.00 
0.70 99-60 85.78 0.70 100.00 100.00 
0.80 92.47 60-98 0.80 100-00 100.00 
0.90 51.72 29.94 0.90 99-84 88.20 
0.95 22.42 16.44 0.95 76-79 50-32 
0.99 6.77 7.42 0.99 11.73 8.73 
50 0.50 100-00 99.97 500 0.50 100-00 100.00 
0.60 100-00 99.02 0.60 100-00 100.00 
0.70 99-93 91.52 0.70 100-00 100.00 
0.80 96.50 67.29 0.80 100-00 100.00 
0.90 64-64 33-57 0.90 100-00 96.36 
0.95 32.34 17.29 0.95 84.41 62.59 
0.99 10.71 7.38 0.99 13.08 14.03 
1000 0.50 100-00 100.00 
0.60 100-00 100.00 
0.70 100-00 100.00 
0.80 100-00 100.00 
0.90 100.00 99-89 
0.95 97-16 85.28 
0.99 17.79 20.02 
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Table 5-8: Estimated power of score tests T(, ),, and T* for different sample sizes (n), c 
and P=0.05 (with 30% censoring) 
power(%) power(%) sample size v * sample size v T(n) 
c 
T( 
) 
T(n) 
c 
T * 
, n ,c , ( n), c 
10 0.50 90.07 54.01 100 0.50 100.00 100-00 
0.60 78-16 34.56 0.60 100.00 97.89.00 
0.70 60-59 27.78 0.70 99.99 90-96 
0.80 39.82 19.44 0.80 97.43 80.68 
0.90 20.16 9.76 0.90 66.55 50.39 
0.95 12.49 5.30 0.95 32.30 21-34 
0.99 6.48 4.32 0.99 8.85 7.16 
20 0.50 98.97 86.70 200 0.50 100-00 100-00 
0.60 93.98 78.98 0.60 100-00 100-00 
0.70 80.69 55.80 0.70 100.00 93.41 
0.80 57.01 37-62 0.80 99.92 89-76 
0.90 27.41 15-65 0.90 87.27 57-54 
0.95 14.17 11.11 0.95 48.65 29.18 
0.99 6.27 6.46 0.99 10-96 7.96 
30 0.50 99-88 90-96 300 0.50 100-00 100-00 
0.60 98.34 83-57 0.60 100-00 100-00 
0.70 91.19 65.92 0.70 100-00 100-00 
0.80 67.99 38.18 0.80 100-00 90.05 
0.90 33-71 21.17 0.90 95.96 63-55 
0.95 17.20 12.28 0.95 61.59 35-78 
0.99 6.61 6.90 0.99 13.74 8.96 
40 0.50 100.00 98.40 400 0.50 100-00 100.00 
0.60 99.78 90-95 0.60 100-00 100-00 
0.70 96.27 80.48 0.70 100-00 100-00 
0.80 79.90 55.16 0.80 100-00 97-90 
0.90 42.47 27.73 0.90 98.41 85.92 
0.95 21.28 14.36 0.95 70.02 40.49 
0.99 8.38 6.74 0.99 14-30 11.15 
50 0.50 100.00 99-98 500 0.50 100-00 100-00 
0.60 99.92 95-68 0.60 100-00 100-00 
0.70 98-36 89.28 0.70 100-00 100-00 
0.80 84-86 50-83 0.80 100-00 100-00 
0.90 46.34 31.23 0.90 99.60 91.67 
0.95 23.32 15.42 0.95 76-13 58-59 
0.99 8.17 7.03 0.99 15-19 12.62 
1000 0.50 100-00 100-00 
0.60 100-00 100-00 
0.70 100-00 100-00 
0.80 100-00 100-00 
0.90 100-00 95-00 
0.95 94.45 79.53 
0.99 22.08 18.46 
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a GW model were obtained from yij = xijlwi, i= 11 ... , n, j=1,2. Table 
5.9 shows the estimated powers of the score tests T(,, ) and T* for sample sizes (n) 
n= 207 507 100,500, each based on 10,000 replications. Parameter v was chosen 
as 1.0) 2.0,4.0,8.0,16.0,5 0-0. 
The results indicate that the score tests still have good powers even if the frailty 
arises from the GW distribution. The score test are relatively insensitive to model 
misspecification. 
Kimber (1998) proposed a test based on a decomposition of a score test (Crowder 
& Kimber, 1997) into marginal and associational terms. The associational term, 
which is actually a measure of covariance between components on the cumulative 
hazard scale, is designed as a test statistic to detect the presence of heterogeneity. 
In the case of bivariate Weibull based random effects models, this test statistic is 
n Ol 02 
T(1,2) 
= n-'E(ýjyjj (6M 
i=l 
where parameters ýj and Oj (j = 1,2) are known. Under the null hypothesis, 
V/nT(1,2) asymptotically has a standard normal distribution. The corresponding 
test statistic T* in the case with unknown Weibull parameters is defined as (1,2) 
n 
n-1 J: (ýIyol - 1)(ý2y02 _ J)j ii i2 
where ýj and ýj (j - 1,2) are the null maximum likelihood estimates of the Weibull 
parameters. The asymptotic null distribution of vrn-T(*,, 2) remains the same as that 
of Vn-T(1,2) making this test easy to use. 
Kimber (1998) also investigated the powers of his proposed test by a simulation 
experiment. In the case with no censoring, the estimated powers of Kimber's test 
T*' (1 2) at P=0.05 for the bivariate PSW model with sample size n= 50 and selected 
values of v= 0-5) 0.67 0.7,0.8,0.9 are 99%, 91%, 69%, 41%, and 18% respectively. 
In contrast, the estimated powers of our score test T* for the same sample size (n) 
and corresponding v values from Table 5.7 are 99.97%, 99.02%, 91.52%, 67-29% 
and 33.57%, which indicate that T(*,, ) has higher power than that of Kimber's test. 
Conversely, simulation results also show that our score test has less power than 
ill 
Table 5.9: Estimated power of score tests T(,, ), T* and T* when data are from (n) (1,2) 
a GW model with gamma shape parameter v and P=0.05 
sample size v 
power(%) 
T(n) T(*n) T(*1,2) sample size v 
power(%) 
T* 
_T(n) 
T(n) (1A 
20 1.0 99.32 35.71 79 100 1.0 100-00 98.52 100 
2.0 87-93 15.64 51 2.0 100-00 63.21 97 
4.0 53.70 9.36 27 4.0 96.30 20.05 70 
8.0 22.46 8.03 14 8.0 57-83 8.08 35 
16.0 11.23 5.94 9 16.0 21-55 7.32 17 
50.0 5.92 4.91 - 50.0 7.70 5.94 - 
50 1.0 100.00 82.40 98 500 1.0 100.00 100.00 - 
2.0 98.98 28.98 79 2.0 100.00 99.90 - 
4.0 76.89 10.10 45 4.0 100.00 71.05 - 
8.0 31.51 5.22 23 8.0 98.42 20.98 - 
16.0 11.81 4.25 12 16.0 56.97 9.81 - 
50.0 5.67 3.51 - 50.0 13.25 6.03 - 
that of Kimber's test in the case of gamma frailty. Table 5.9 lists the estimated 
powers of Kimber's test T* (1,2) at P=0.05 for selected sample sizes and v values, 
which is for comparison with our score test T* (n) 
5.4 Extension of the score test 
5.4.1 Multivariate case 
Trivariate case 
We consider the extension of the score test to the trivariate case, p=3. In this 
case, the joint survivor function for the PSW model is 
(Yl 
i Y2) Y3) = exp 
(- s'), 
8= E3= where j1 ýjyjoj. The null and alternative hypotheses for the score test are 
the same as for the bivariate case, that is Ho :v=1, and H, :0<v<I. 
For the case in which there is no censoring and parameters ýj and Oj (j - 1,2,3) 
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are known, the log-likelihood of a sample yij, i=1, ---, n, j=1,2,3, is 
nn3 ýj 
-ESjv+Ej: 
109(ýjOjYzj 
i=l i=l j=l 
n 
log[V283v-3 _ (v - 1)(V - 2) 8, -3 - 3v(v - 
i)S2v-3 +n log v, 
where 8, = E3= ýý. Hence the corresponding score statistic T(,,, ) is obtained by j1 ýjyzj 
evaluating the first derivative of the log-likelihood at v=1, giving 
n3 
T(n)= E(3 - si log si +3 log si ---2 
i=1 Si Si 
The score statistic T(,, ) depends on the observations only through the variables si. 
Under the null hypothesis HO :v=1, the si are independent Gamma variables 
with shape parameter 3 and scale parameter 1. The density function of si is 
s i2e-'i fo(si) =-ý- r (3) 
Let Tj 3- silogsi+31ogsi _3- ;1 The expected value of Tj is 
E (Ti) =3-E (si log si) + 3E (log si) -E(3 E(-1 Si S? 
=3- 30(4) -3x-- -+30(3) 22 
= 0. 
Therefore the expected value of the score statistic T(,, ) is zero. 
The variance of Tj is 
Var(Ti) E(Ti')=E(3-silogsi+31ogsi- 
3_1)2 
Si S? z 
E(9 + '32 log2 Si +3+1+9 log2 'gi - 6si log si - 
18 
i S? 4 Si z 
+24 log si - 16 
log Si 
- 6si log 
2 
Si +6_6 
log Si 
Si Sý S? 71 2 
However, in the above expression, E( -1 oo so that Var(Ti) = oc). Therefore S 
77 
the variance of T(,, ) is infinite. Analogous to the bivariate case, we apply Lemma 
1 (central limit theorem for infinite variance), and obtain the null asymptotic 
distribution of T(,, ) as follows, 
T(n) 
_ --* N(O, 1), as n -ý oo. /ý3n -log n 2 
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Table 5.10: Normalised critical values of the score test T(n)/Cn 
(trivariate case, marginal parameters are known) 
Sam le Size C 
Quantiles(s. d. ) 
p n 0.10 0.05 0.025 0.01 
100 26.28 -1.79 -2.69 -3.80 -5.83 
500 68.27 -1.85 -2.79 -4.28 -7-61 
1000 101-79 -1-85 -2.83 -4.08 -6-95 
5000 252.70 -1.90 -2.96 -4.39 -7.78 
10000 371.69 -2.07 -3-35 -4.97 9.0)76 
00 -1.28 -1.64 -1.96 -2.33 
A simulation was performed to investigate the rate of convergence of the normalised 
score test T(,, )IC.,, in the trivariate case, where T(,, ) is defined in (5.14) and C, ' 
/ip log n. Sample size n was chosen from 100 to 10,000. The simulation for each 
3 
2 
sample size was based on 10,000 replications. Random variables yij, (Z = 1, .. n, 
1,3) were generated from independent Weibull distributions with parameters 
I and Oj =1 by calling NAG (1995) subroutine G05DPF. The rate of 
convergence of normalised score test T(,, )IC,, is shown in Table 5.10, which indicates 
that convergence is very slow. 
Similarly, the corresponding score statistic in the case with censoring may be 
obtained: 
(1 + log Si) _ 'Si logSi _Ii 
(I i 1) Ii (Ii 1) (Ii 2) T(n), c Ii 2s 6s? 
(5.15) 
where Ii is a variable indicating the number of uncensored components in the 
tri-variate observation with index i. 
In the case in which the parameters ýj and Oj (j -- 1,2,3) are unknown, corres- 
ponding statistics can be obtained by replacing parameters ýj and Oj (j = 1,2,3) 
with their maximum likelihood estimators under HO in equations (5.14) and (5.15), 
respectively. 
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The behaviour of these score statistics may be investigated by simulation work. 
Corresponding critical values of the score test in different situation can be obtained 
by simulation. 
The p-variate case 
The score statistic for the general p variate case may be derived. For the case in 
which there is no censoring, 
n p-2 
! Ck+2 
1 
T(n) p(l + log si) - si log si -Ekp8 k+1 
k=O i 
For the case in which there is censoring, 
X: n 
1 I (I + log 8, ) -2 CJý2 i EIj k! _ 'S, logSi k=O 
k 
as ii >2 T(n), 
c= 
Sý +1 
En 1, (1 + log Si) _ Si log Si I i= as li = 01 1 
where Ii is a variable indicating the number of uncensored components for the 
p-variate observation with index i. 
In general, we have, under Ho, E(T(,, )) =0 and Var(T(,, )) = oo for the p-variate 
case because of the si (P-1) term. The behaviour of the p-variate score statistic 
may be explored by simulation. 
5.4.2 Case with covariates 
In many applications of survival analysis, lifetimes depend on explanatory variables 
or covariates. For example, in a reliability context, failure times of components in 
a system depend on the load applied to the components; in a medical context, the 
survival times for patients depend on the treatment received; the recurrence time 
of a disease depends on the dose of the medicine given. The score test may be 
extended to deal with data involving covariates. Suppose that we have a bivariate 
lifetime sample (Y1 1, Y12) i*--ý 
(Ynl) Yn2). Let the vector xij denote the covariates 
associated with the ith observation. In the case without nuisance parameters, the 
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score statistic T(.,, ) involving covariate information is defined as 
n 
, 
(2 
- si log si +2 log si - T(n) =y 
i=1 Si 
Oi + ýi2y(h ý where si = ýjjyjj log ýjj = xT Oj, and Oj = (01j, i2 13 -) 
Oqj). 
It is apparent that score statistic T(,, ) still depends on the observations only through 
the variable si. Although the parameters ýjj vary over i and j because of the 
covariate information, the distribution of si remains the same, which is a gamma 
with shape parameter 2 and scale parameter 1. Therefore, the score statistic T(,, ) in 
the case with covariates has the same properties as that in the without covariates 
case. 
In the case in which there are nuisance parameters, the corresponding score stat- 
istic T* is (n) 
(2 - ýj log ýj +2 log S^i - gi 
T ý1) yý T 
ý2) 
yý2. where ýj = exp(xil il' + exp(xi2 i2 
ýj and ýj are the maximum likelihood 
estimates of Oj and Oj, respectively, under the null model. 
The behaviour of the score statistic T* in the case with covariates was examined (n) 
by a simulation study. Samples of pairs from independent Weibull distributions 
were generated with shape parameter 01 02 1 and scale parameter exp(, 3oj + 
Oljxi). The coefficients Oj were set as 01 (1,1), 02= (1, -1). The xi were time 
constant dummy variables with values I for 50% of bivariate observations and 
values -1 for the remaining 50%. Sample size n was chosen from 100 to 10,000. 
For each sample size, simulations were repeated 1000 times. 
Table 5.12 shows the rate of convergence of normalised score test T* in the (n)/Cn 
case with covariates. The results indicate that the rate of convergence to the 
normal is similar to that in the without covariates case. Critical values for sample 
size n< 100 obtained from simulations are also similar to those in the without 
covariates case. Figure 5.5 shows that the quadratic regression models can also be 
used to fit the estimated critical values of T* in the case with covariates. The (n) 
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Figure 5.5: Estimated critical values of un-normalised score statistic Týn for vari- (n) 
ous sample sizes with superimposed quadratic fit in the case with covariate 
estimated coefficients of the regression model CT ::::::: co + c, n+ C2 n2 are listed in 
Table 5.11 for comparison with the estimated coefficients in Table 5.5. 
Therefore, we tentatively suggest that we may apply the critical values obtained 
from the without covariates case to the score test in the covariates case. 
5.5 Examples 
5.5.1 Infant nutrition data 
The infant nutrition data is fitted by a bivariate PSW model as shown in the 
examples in Chapter 4. To detect whether two independent Weibull models are 
adequate to fit the data, we performed the score test with the null hypothesis of 
independent Weibulls against the alternative hypothesis of the PSW model. The 
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Table 5.11: Estimated coefficients in the model CT= co + cln+ C2n 2 
p 
Coefficients 
CO Cl C2 
0.01 -17.771 -0.8426 2.32xIO-3 
0.025 -12.536 -0.5134 1.26x 
10-3 
0.05 -8-168 -0.4145 1.32x 
10-3 
0.10 
-5-995 -0.2615 7.20x 
10-3 
Table 5.12: Normalised critical values of the score test T* (n)/Cn 
(with a covariate, parameters unknown) 
le Size Sam C 
Quantiles(s. d. ) 
p n 0.10 0.05 0.025 0.01 
100 15-17 -1.60(0.02) -2.45(0.01) -3.26(0.05) -4.79(0.11) 
500 39.42 -1.54(0.04) -2.26(0.05) -3.07(0.07) -4.58(0.19) 
1000 58.77 -1.51(0.03) -2.17(0.05) -2.96(0.07) -4.52(0.18) 
5000 145.92 -1.44(0.02) -2.08(0.03) -2.87(0.09) -3.99(0.09) 
10000 214.60 -1.32(0.04) 
1 
-1.84(0.06) -2.59(0.10) -3.42(0. 
00 -1.28 -1.64 -1.96 -2.33 
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Weibull maximum likelihood estimates for the age of introducing fish and for the 
age of introducing egg are given in Chapter 1. Therefore, the observed value of 
T*) (n j(-§j loggi+2 loggi- 
! 
9 , +2) = -31.92, where n= 55,9i = 
ýjyýi 
ii + 
ý2 
Y 
ý2 
i2 
Using the estimated coefficients listed in Table 5.5, we see that the critical value 
of test statistic T, *, for a significance level of P=0.05 and sample size n= 55 is 
CT -- -7.255 - 0.394 x 55 + 0.00103 x 55 
2= -25.81. T(*,, ) is significant at the 0.05 
level. Therefore, we conclude that there is evidence against the null hypothesis on 
the basis of the score test. 
5.5.2 Repeated endurance exercise tests data 
Consider the exercise times I hour and 3 hours after the drug treatment in the 
repeated endurance exercise tests data set in Table 1.2. In order to detect any 
heterogeneity in the pairs of observations, we performed score test. According to 
the maximum likelihood estimates given in the corresponding example of Chapter 
1, the estimated score statistic without considering the covariate, dose, is T* - (n), c- 
28.82, where T* was obtained from (5.12), the censored case. Since there (n), c 
are seven cases with censored values in the data, which gives approximately a 
30% observed censoring proportion, column 4 in Table 5.5 was used to calculate 
the critical value of the score test in the censoring case, at P=0.05. It is CT = 
-5.823-0.429x2l+0.00133x2 12 = -14.25. Similarly, the critical value of T* at (n), c 
P=0.01 may be obtained from CT= - 8.604 - 0.936 x 21 + 0.00308 x2 12 =-26-90. 
Therefore, the score test gives very strong evidence againist the null hypothesis. 
In this example, it might be recognised that the exercise times are associated with 
the dose provided. Those patients who showed more severe initial incapacitation 
were given higher dose of drug. Hence, there is frailty after allowing for the cov- 
ariate, dose. Taking the covariate, dose, into account, we obtained the maximum 
likelihood estimates ýj = 1.61, 
ýjo 
= -10.14 and 
)11 
= -0.12, for the exercise time 
I hour after treatment, ý2 =1.98, 
ý20= 
-11.52 and 
ý21= 
-1.22, for the exercise 
time 3 hours after treatment, where logýjj = Ojo+Ojjdose(i), i= 11 ... 121) 
1,2. 
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The corresponding score statistic is estimated, which is T* - -28.93. This es- (n), c- 
timated score is similar to that obtained without considering the covariate. Hence 
the significant result found earlier cannot be expained by the covariate effect. 
5.5.3 Fibre failure strength data 
The null maximum likelihood estimates of the underlying Weibull parameters for 
each variable are given as an example in Chapter 1. Since there are missing values 
in the data, we only consider the pairs with both components observed. On the 
basis of the maximum likelihood estimates, the observed score statistics are Tn* = 
-41.36, (n = 42) for the pair (Yi, Y2), Tn* = -42.09 for the pair (YI, Y3), (n = 39), 
T*= -27.78 for the pair (Yi, Y4), (n = 42), Tn* = -39.95, (n = 39) for the pair n 
(Y Y -20.10, (n = 42) for the pair (Y2, Y4), Tn = -24.94, (n = 39) for 27 3)1 
Tn 
the pair (Y3, Y4). The critical value of test statistic Tn* for a significance level 
of P -- 0.05 are CT = -7.255 - 0.394 x 39 + 0.00103 x 392 = -21.05, and 
CT- - 7.255 - 0.394 x 42 + 0.00103 x 42 2= -21.99, for sample size n= 39, n= 42 
respectively. Hence, there exists significant heterogeneity in all pairs of variables 
except for the pair (Y2, Y4). 
We also tried calculating the score value for the four-variate PSW model. On the 
basis on the maximum likelihood estimates and the 39 non-missing observations, 
the observed score statistic T, *, = -375.93. The corresponding critical value at 
P-0.05 obtained by simulation is CT --253.72. This result suggests that there 
are frailty effects in this data set. 
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Chapter 6 
Likelihood ratio test for 
heterogeneity based on the PSW 
model 
The likelihood ratio (LR) test is considered in this chapter as an alternative ap- 
proach to the score test for detecting the heterogeneity in the PSW model. First 
we discuss the maximum likelihood (ML) estimator of v under the null hypothesis 
Ho :v=1, where a boundary problem occurs. The LR test and its asymptotic 
distribution are explored thereafter. A simulation study is used to examine the 
rate of convergence of the ML estimator of v and the LR statistic to their asymp- 
totic distributions, and to compare the power of the LR test with that of the score 
test discussed in Chapter 5. Examples are given to illustrate the method and for 
comparison with the results from the score test. 
We shall only consider the bivariate case, p=2, in this chapter in detail. That is 
the model in the form 
(YI 
i Y2) = exp 
(- s'), 
Pi 02 
where s= ýjyjý + 6Y2 
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6.1 ML estimation of v when HO: v=1 is true 
When the parameter v has true value within the parameter space 0<v< 17 
the ML estimator, [/, satisfies standard regularity conditions, see Cox & Hinkley 
(1982, Section 9.2). That is to say, 11 is consistent, asymptotically normal and 
asymptotically efficient. We are now interested in the special case when the true 
value is v=1, which is on the boundary of the parameter space. Such situations 
are studied by Moran (1971). However, some of the regularity conditions that he 
considers fail in our case because, as stated in Chapter 4, the expected information 
at HO :v=1 is infinite. A similar situation is identified and investigated by Tawn 
(1988) in the context of bivariate extremes, where the problem of infinite expected 
information also arises. 
Suppose that 1,, (v) is the log-likelihood function for a bivariate sample of size n 
without censoring, which is given by 
n2 ýj -1) + 1: log[V2,92v-2 __ 1), 9v-2]3 In Sli +ZE 109 (ej Oj Y%j 
i=l j=l 
where Si = 6MOll + 6y02 . Let iýo denote the ML estimate of v when HO is true and i2 
when ýj and Oj (j -- 1,2) are known. Some of the properties which are relevant to 
vo are presented in the following. 
Property 1. The score statistic derived in Chapter 5 is T(,, ) = Ej' I Ti, where 
Tj is the first derivative of the log-likelihood contribution from the observation i 
evaluated at Ho. For Vv E (0,1], we have, as n -* oc), '91(') 
ýý 01 ifT(n) ý-ý 0 
49V - 
Proof: For vE (0,1], we first expand the log-likelihood 1,, (v) in a Taylor expansion 
at v=1: 
(V) + (v - 1) +I 
(v 
02 ln (V*) 
(6.2) 
19V 2 
aV2 
where v* E (v, 1). Note that '91gý') = T(,, ). Thus, the first derivative of the equation Ov 
(6.2) is 
191n (1-') T(n) + 
192 ln (V*) (6-3) 
av aV2 
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For n --ý oc, there is E(921n) = -E( 
4911L ) 21 so that 09V2 49V 
02 ln 
IqV2 
( 
a"l(V*»2 
av 
Therefore, when T(,, ) > 0, we have 
av > ol 
for Vv c (0,1]. 
Property 2. For the ML estimator flo, as n -ý oc, we have 
Ppo = if -* 
1 
and PIO < Jýo < 11 --* 
I. 
22 
That is to say, for large samples, we expect to find about 50% of ML estimators 
are at the boundary v=1, while another 50% of ML estimators are within the 
parameter space 0<v<1- 
Proof: Following the results in Chapter 5, the first derivative of the log-likelihood 
under the null hypothesis is 
Oln (1) n 
T(n) 
19V - 
E(2 - silogsi + 2logsi - si i=l 
Furthermore, when v=1, we have proved that, as n --+ oc, 
ý121 has asymptotically C. 
-n 
a standard normal distribution, where Cn 2 log n. 
That is 
T(n) 
-* Z7 as n -4 oc7 Cn 
where Z is a standard normal random variable. Therefore, we have that, when 
v= 1) 
PrfT(n) > 01 = Prf 
T(n) 
> 01 -ý PrIZ > 01 -- 
1- 
Cn 
In addition to Property 1, we have 
Pr 
Ov 
>0 for Vv C (01 
The fact 191n (1) >0 indicates that the log-likelihood function ln(v) is increasing av - 
at v for all vC (0,1], which means that the ML estimators iýo has to be at the 
boundary v=1. Hence, we conclude that, as n -ý oc, 
Pfl)o - 11 --ý 
1 
and PIO < 1ý0 < 11 -4 
1- 
22 
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Property 3. Suppose that Ho is true. Let T(, ) and C,, be as above. Then, as 
T 
ool 
in distribution. 
En 
i=l Z- 
--> 1 2 Cn (6.4) 
Proof: According to the discussion in Chapter 5, we may conclude that, under 
En HO, the leading term of j=1 Til is Ei"=, 1, that is Z= ;T 
n2nn 
ET ; 
i2- 
+0 -2 
Si 
Ui Let ui Hence the density function of ui is f (uj) e Therefore, we Si U il, 
have for w -ý oo, 
(U2) 
., 
w1-1 00 1 
-'i dsi Ei -e -i du, = 
10 
Ui 
(_I)k 1 
logw - -y -Z -(_)k 
k=, kk! w 
see Abramowitz et al (1972). Furthermore, 
n1 110 1)k 1 
)k E 
S? 
-- nI logw - -Y -EI as n -ý oc. 
j=l z k=l kk! u) 
I 
Let w=C,,. Then, we have that 
ET2 Z- +0( 
8? 
Es? 
i=l z=J Z 
C22 
n 
Cn 
ný 
I 
log(I n log n) - -yj 212 
2n 
log n 
Property 4: For the ML estimator 1/0, as n --* oc, we have 
(1 
- N)Cn -* ZI(Z > 0) for 0< iýo 17 (6.5) 
where C,, n log n, Z is a standard normal random variable, and I is an )2 
indicator function. This property is analogous to the results of Tawn (1988), 
who studied estimation of bivariate extreme value distributions. In his work, the 
parameter space is v>I so that the boundary is also at v=1. 
as n -4 oo. 
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Proof: On the basis of equation (6.3), the ML estimator iýo, as 0< iýo < 1, should 
satisfy 
0+ 
a2 ln (V*) 
CqV2 
where v* E (iýo, 1). Hence, we have, for 0< [/o < 1, 
T(n) 
Cn ::::::::: 
T(n) Cn 
a2 
Cn 
192 ln 
(1, /*) In (1"*) 
aV2 jqV2 
C2 
n 
Note that, here T(,, ) < 0, since 0< PO < 1. It follows that 
T(n) 
-ý -ZI(Z > 0), as n --* oc) Cn 
where Z is a random variable from a standard normal distribution, I is an indicator 
function. On the other hand, as n -ý ool vo -ý 1 so that v* -ý 1. Thus, 
02 ln (V*) n 021, (, * n (V*) 
2n 
_I: T2. 2 al,, 2 E -) rll_l i (6.6) 
19V i=l av i=l 
Combining the result that E' 1 
1ý 
-ý 1, as n --* oo we have the following asymp- 2 Cn 
totic results: 
(I 
- 
N)cn 
-4 
ZI(Z > 0) for 0<N<I. 
Therefore, combining the above results, we have that, under HO, the asymptotic 
behaviour of the ML estimator 1/0 under HO is 
I Tnlojg-n 
-+ W, as n -+ oc (6.7) (I - IYO)V ý7 
where convergence is in distribution and W is a non-negative random variable. 
Moreover, W has the distribution function 
P(W < W) 
(D(w) if w>0 
0 if w<0 
where (D(. ) is the standard normal distribution function. 
(6.8) 
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6.2 The likelihood ratio test and its asymptotic 
properties 
Suppose that we observe a bivariate sample (Y11 i Y12)) ... ) 
(Ynl 
i Yn2). The likelihood 
ratio (LR) test for the null hypothesis that the data are from independent Weibull 
distributions, i. e. HO :v1, against the alternative hypothesis that they are from 
the PSW model, i. e. H, 0<v<1, is derived as follows. At present, we assume 
that ýj, Oj (j = 1,2) are known. The corresponding LR statistic is 
A(n) = 2f ln (Jý) - 
ln (1) 11 (6-9) 
where 1,, (. ) is the log-likelihood function as shown in equation (6.1), and 1ý is 
the unrestricted maximum likelihood estimate of v when ýj, Oj (j = 1,2) are 
known. is the unrestricted maximised value of 1,,, while 1,, (I) is 1,, evaluated 
at v-1. Since the null hypothesis for the LR test based on the PSW model is on 
the boundary of the parameter space, we expect a nonstandard asymptotic null 
distribution for the LR statistic. 
The asymptotic properties for the LR statistic A(,, ) under Ho :v=I are explored 
in the following. Let flo be the maximum likelihood estimate of v under the null 
hypothesis, and suppose that 0< 1/0 < 1. By expanding the log-likelihood function 
1,, (P) at v=1, we have 
2f ln (ý/O) 
- 
ln (1) J= 2 (1/o - 1) 
191n (1) 2 a2 ln(V*) 
19V 191, /2 
1 
where v* E ([/0,1). Following equation (6.3) and the fact that 191n (PI) = 0, we have av 
191n (1) 0ý0 
a2 ln(l"*) 
19V IqV2 
so that the LR statistic under HO may be expressed as 
A(n) 
-2(iýo -1 
)2 
02 ln (1"*) 
OV2 
a2 ln (1/*) 
(ý/o 
al,, 2 
W 192 
ln (1"*) 
aV2 
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Therefore, using the results in (6.4), (6-5) and (6-6), the asymptotic distribution 
of A(,,, ) for 0< 1/0 <1 is obtained, which is, as n --ý oc)7 
A(n) ([/o 
_ 1)2 
0 1" V*) 
al, 12 
n 
T2 
i 
, /o _ 
1)2Cn2i=l 
2 
Z21 
Cn 
where Z is a standard normal random variable. 
In terms of the results that, for large samples, 50 percent of ML estimates ý/O under 
HO are at the boundary, we conclude that the LR statistic A(,, ) has null asymptotic 
distribution such that 
A(n) = -2f 
In (1ý0) 
- 
In (1) 1 
_ý 
W21 as oc7 
where W is as defined in (6.8). That is to say, A(,, ) asymptotically has a X( 'j) 
distribution with probability one half and is zero with probability one half when 
HO is true. This result agrees with the general results obtained by Self & Liang 
(1987). Their paper summarises all the earlier work on the boundary problem for 
ML estimation and generalised LR tests, and provides a uniform framework for the 
large sample distribution of the ML estimator and LR statistic. The situation we 
encounter here is a special case in which only one parameter is on the boundary. 
A similar conclusion was drawn by Tawn (1988) for a related problem. 
So far, we have ignored the fact that the parameters ýj, Oj (j = 1,2) are usually 
unknown in practice. The corresponding LR statistic A*(n) for the case with nuis- 
ance parameters and its asymptotic properties can be obtained as follows. Let 0 
denote the nuisance parameters, i. e. 0= (61 017 61 02), the LR statistic A(*n) is 
A *(n) =2f ln (Jý) 6) - ln (1) 
ý) 1) 
where 1, (. ) is given in equation (6.1); 1/ and ý are the unrestricted ML estimators 
of v and 0 respectively; 6 is the ML estimator of 0 under HO. 
Since the ML estimators of the Weibull parameters ýj, 0j, (j = 1,2), are regular, it 
is not difficult to obtain the asymptotic distribution of A(*,, ) using similar methods 
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to those applied to the case with no nuisance parameters. Hence, as for A(, ), 
under HO, the LR statistic A* is also asymptotically a 50 : 50 mixture of a X2 (n) (1) 
distribution and a probability mass at zero. 
Now we consider the case in which observations may be right censored. Assume 
that Yj and Y2 are censored at fixed times cl andC2 respectively. For a bivariate 
sample with n observations, (Y11 i Y12) i ... i 
(Ynl 
7 Yn2) 7 there are 
four possibilities for 
each pair of observations, which are 
R, : yj is observed, Y2 
R2 : Yl is observed, Y2 
R3 : yj is censored, Y2 
R4 : Yl is censored, Y2 
The likelihood function is 
Ln - 
Il f (Yil 
7 Yi2) 
iER1 
-aS(Yil7 C2) 
19yil iER2 iER3 
is observed, 
is censored; 
is observed; 
is censored. 
-aS(Cl, Yi2) fj S(CliC2)i 
19Yi2 iER4 
where f (Yl 7 Y2) and 
S (Yl 
7 Y2) are the density and survivor 
function for the PSW 
model, respectively. Thus the corresponding log-likelihood function can be ex- 
pressed as 
nn2n 01 ln, 
c Sil' 
+ 6ij 109 (ýj Oj Yjvjý (6i I+ 
6i2) 109 Si (6.11) 
i=l j=l 
nn 
v + 6iA2 109(VSi -V++J: 
(6il + 6i2 - 
6i 
1 
6i2) (V 109 Si + 109 V) 
i=l 
where 6ij is an indicator variable defined as Jij =I if yij is observed; 6ij =0 if yij 
is censored. 
Based on the log-likelihood function the corresponding LR statistic for the 
case with censoring may be obtained. When the parameters ýj, Oj are known, the 
LR statistics for the censored case is 
A(n), c - 211n, c(O - ln, c(1)17 
(6.12) 
where is shown in equation (6.11), and I/ is the unrestricted maximum like- 
lihood estimate of v when ýj, Oj (j = 1,2) are known. When the parameters ýj 7 
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Oj are unknown, the LR statistic for the censored case is 
A*(n), c = 211n, c(lýi 
ý) 
- ln, c(li 
fi)ji (6.13) 
where is given in equation (6-11), and I/ and ý are the unrestricted ML 
estimates of v and 0, respectively; 6 is the ML estimator of 0 under HO. 
6.3 Simulation study 
The simulation work here covers three aspects. First, in order to see how applicable 
the asymptotic results are for the LR statistics, the rate of convergence to the 
mixture distribution is examined. Secondly, for the purpose of application, critical 
values for the LR tests in small sample sizes are estimated. Finally, the powers of 
the LR tests in different situations are evaluated, and compared with those of the 
corresponding score tests. 
6.3.1 Evaluation of the rate of convergence 
To examine how applicable the null asymptotic results are, we performed a series 
of simulations to evaluate the rate of convergence of the LR statistics. Sample size 
n was chosen to vary from 100 to 10,000. For each sample size, the simulation 
was repeated 10,000 times for the case in which there are no nuisance parameters. 
Since the simulation in the case in which there are nuisance parameters is much 
more time-consuming, we reduced the number of simulations to 1,000 in this case. 
To estimate the stability of the simulated results, the simulation was replicated 
four times for each sample size and standard deviations of estimated quantiles 
were evaluated. To verify that the LR statistic has a mixture distribution with 
50% values at zero under HO, we counted the percentage of maximum likelihood 
estimates of v which are at the boundary v=1. Without loss of generality, samples 
were generated from two independent Weibull distributions with parameters ýj 
Oj =I (j = 1,2). 
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For the case in which there are no nuisance parameters and no censoring, the 
unrestricted ML estimate of v and its corresponding maximised log-likelihood 1" ()ý) 
were calculated and the log-likelihood of 1,, (1) was evaluated. Therefore, the LR 
statistic A(,, ) can be obtained from equation (6.9). Conditionally on A(,, ) >0, we 
focused on the non-zero part of the LR statistic. The mean upper tail quantile of 
A(,, ) (excluding zero values) and the standard deviations of the estimated quantiles 
(in brackets) are listed in Table 6.1, where quantiles were selected at P=0.997 P= 
0.975) P=0.95, P=0.90. The bottom line of Table 6.1 lists the corresponding 
quantiles of the X'(1) distribution with one degree of freedom. The second column 
lists the mean percentages of ML estimates which are at the boundary f., = 1. 
The results show that the percentage approaches 50% as the sample size increases, 
which agrees with the properties discussed in section 6.2. Table 6.1 also shows 
that the convergence to the chi-squared distribution is reasonable. The rate of 
convergence to the chi-squared for the LR statistic A(,, ) is much quicker than the 
rate of convergence to the normal for the score statistic T(n) - 
Furthermore, to compare the behaviour of the convergence of the LR statistics 
A *(n) 7 A(,, ),, and A*(n), c) more simulation work was 
done. In the case in which there 
is no censoring and the marginal parameters are unknown, the unrestricted ML 
estimates of v, ýj, Oj (j = 1,2) and the corresponding maximised log-likelihood 1, 
were obtained, while the ML estimates of ýj, Oj (j = 1,2) under the null model and 
their corresponding log-likelihood were estimated. Then, the LR statistic A*(n) can 
be obtained from (6.10). Similarly, by fixing the censoring time cl= C2 =C -1.8 
for both components, the same procedures described above were applied to obtain 
the LR statistics A(n),, and A(*n), cl where 
the generated data has, on average, 30% 
censoring for at least one component of all the pairs. 
Conditional on A*(n) > 01 A(,, ),, >0 and 
A*(n), 
c> 
07 the quantiles of the LR statistics 
A *( n)) 
A(n), 
c and A*(n), c for various sample sizes are presented in Tables 6.2 - 6.4, 
respectively. The convergence to the chi-squared distribution for the A*(n) is also 
good. The standard deviations of the estimated percentiles listed in the brackets 
are higher in this case because of the reduced number of replications. The rate of 
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Table 6.1: Estimated critical values of the likelihood ratio test statistic A(n) 
(no censoring, marginal parameters known) 
Sam le Size 
Percent(%) Quantiles(s. d. ) conditional on A(, ) >0 p 
(A(n) = 0) 0.90 0.95 0.975 0.99 
100 55-18 2.69 (0-09) 3.75 (0.12) 4.90 (0-03) 6.43 (0.25) 
500 53.86 2.65 (0-07) 3.74 (0-08) 4.81 (0.13) 6.49 (0.22) 
1000 53.68 2.68 (0-01) 3.78 (0.09) 4.97 (0-11) 6.74 (0.15) 
5000 53-09 2.71 (0.04) 3.81 (0.07) 4.94 (0.11) 6.59 (0.24) 
10000 52.85 2.66 (0.06) . 11) 3.80 
(0.11) 5.09 (0.20) 
F5.0 
6.61 (0.19) 
00 2.71 3.84 5.02 6.64 
convergence of A(,, ),, and A*(n), c 
in the case with 30% censoring is slower than in the 
no censoring case, but still acceptable. For the same reason as stated above, the 
standard deviations of the estimated percentiles for A*(n), c are greater than those 
for the no nuisance parameters case. 
6.3.2 Estimation of critical values 
Obviously, the asymptotic approximation may be poor for smaller sample sizes 
that occur in practice. We therefore estimate the critical values of the LR test 
for smaller sample sizes (n < 100) by simulation and examine how applicable the 
asymptotic results are for smaller samples. The simulation was based on 1,000 
replications for each case. 
Note that the critical values obtained here are unconditional. In other words, the 
simulated LR values when I/ -- I are also included in calculating the observed 
quantiles. 
The simulation study shows that, in the case in which there are no nuisance para- 
meters, there is an approximately linear relationship between the critical values 
and the sample sizes at each significance level (P O-Oli P=0.025, P=0.05 and 
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Table 6.2: Estimated critical values of the likelihood ratio test statistic A(*n) 
(no censoring, marginal parameters unknown) 
Sam le Size 
Percent(%) Quantiles(s. d. ) conditional on A(,, ) >0 p 
(A(n) = 0) 0.90 0.95 0.975 0.99 
100 55.8 2.75(0.36) 3.77(0.43) 5.07(0.40) 6.71(l. 08) 
500 56.3 2.65(0.20) 3.74(0.36) 5.00(0.61) 6.29(l. 20) 
1000 55.1 2.93(0.14) 4.02(0.15) 5.50(0.13) 7.60(0.65) 
5000 53.9 2.77(0.25) 3.92(0.19) 4.84(0.13) 6.75(0.47) 
10000 53.4 2.80(0.07) 3.98(0.17) 5.42(0.58) 6.42(0.57) 
00 2.71 
1 3.84 5.02 T 6.64 1 
Table 6-3: Estimated critical values of the likelihood ratio test statistic An, c 
(with 30% censoring, marginal parameters known) 
Sam le Size 
Percent(%) Quantiles(s. d. ) conditional on A(,, ) >0 
p 
(A(,, ) = 0) 0.90 0.95 0.975 0.99 
100 56.72 2.64(0.12) 3.76(0.10) 4.97(0.16) 6.61(0.04) 
500 55.08 2.71(0.06) 3.83(0.08) 5.03(0.15) 6.56(0.25) 
1000 54.17 2.68(0.03) 3.77(0.08) 4.87(0.14) 6.45(0.19) 
5000 53.63 2.73(0.07) 3.89(0.13) 5.02(0.09) 662(0.13) 
10000 53-62 2.62(0.08) 3.79(0.15) 4.96(0.17) 6.74(0.10) 
00 2.71 3.84 5.02 6.64 
Table 6.4: Estimated critical values of likelihood ratio test statistic A* n, c 
(with 30% censoring, marginal parameters unknown) 
e Sam le Si 
Percent(%) Quantiles(s. d. ) conditional on A(,, ) >0 
z p 
(A(,, ) = 0) 0.90 0.95 0.975 0.99 
100 55.4 2.95(0.19) 4.15(0.30) 5.54(0.41) 7.42(0.49) 
500 56.1 2.85(0.14) 3.83(0.12) 4.75(0.38) 6.33(0.61) 
1000 55.6 2.66(0.08) 3.62(0.22) 4.67(0.23) 5.89 (0.47) 
5000 56.0 2.76(0.10) 4.06(0.30) 5.49(0.22) 7.09(0.52) 
10000 55.4 2.50(0.21) 3.61(0.25) 4.76(0.47) 6.35(0.65) 
00 2.71 3.84 5.02 6.64 
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Table 6.5: Estimated coefficients in the model CA= co + cin +C2n 2 
p 
Coefficients 
CO Cl C2 
0.01 6.4118 -0-0160 
1.099 X 10-4 
0.025 4.7782 -0.0230 1.485 x 
10-4 
0.05 3.5066 -0.0257 1.702 x 
10-4 
0.10 1 2.1165 -0.0160 
ý 7.574xlo-4 
P=0.10). The fitted lines and the simulated data are plotted in Figure 6.1. The 
plots indicate that the fitted lines at each significance level are almost horizontal 
for sample sizes from 10 to 100. Therefore we suggest using the mean values ob- 
tained from simulation as critical values of the LR test A(, ). That is, when sample 
size n satisfies 10 <n< 100, the critical values at P=0.01, P=0.0257 P=0.05 
and P=0.10 are approximately 4.95,3.49,2.48 and 1.36, respectively. Alternat- 
ively, since these values are close to the corresponding X2 values, X2 values may be 
used as critical values even in samples with smaller size, i. e. 10 <n< 100. The 
2 values at P=0.01, P=0.025, P=0.05 and P=0.10 are 5.41,3.84,2.71, and 
1.64 respectively. Using the X' values as critical values will give a conservative 
test. 
For the case in which there are nuisance parameters, we find that, approximately, 
the variations of the critical values within the range of n= 10 to n= 100 are 
quadratic in n, as shown in Figure 6.2. The estimated coefficients of the regression 
model CA -co+cln+C2n 2 are listed in Table 6.5, where CAis the estimated critical 
value at the corresponding significance level P, n is the sample size. It can be seen 
from Figure 6.2 that the fitted curves are very flat when the sample size is between 
50 and 100. The means of the simulated values for 50 <n< 100 at P=0.01, 
P=0.0257 P=0.05 and P=0.10 are 5.44,3.87) 2.64,1.56, respectively. These 
values are very close to the corresponding X2 values. Hence, we suggest that, 
as an alternative, x2 values may be used as critical values for samples with size 
50 <n< 100 in the case in which there are nuisance parameters. 
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Figure 6.1: Estimated critical values of the LR test A(, ) for various samples 
C) 
C-i 
LQ 
CM 
9 
C\j 
LO 
LO 
Cý 
cr) 
P value = 0.10 
000000 
0 946 0 
000ý, 
0 
0 00 -. -. 0- 4p 
20 40 60 80 100 
sample size 
P value = 0.025 
0 
0 0.0 0,0 
M'el 0000 
000 
20 40 60 80 100 
sample size 
cý 
C) 
L'rý C\i 
cý 
cli 
00 
cc: 
LO 
'IT 
P value = 0.05 
0,00 
,000M 
40b 
0., 
0 
16 
00 
20 40 60 80 100 
sample size 
P value = 0.01 
00.0-0. 
.: * 00 
, 0.00 e ip»o 0 
20 40 60 80 100 
sample size 
Figure 6.2: Estimated critical values of the LR test A*(,, ) for various samples 
134 
6.3.3 Estimation of power functions 
Power for detecting heterogeneity based on the PSW model 
A simulation experiment was run to estimate the power of the LR tests for various 
sample sizes. Random variables from the PSW distributions were generated in 
the same way as described in Chapter 5, Section 5.3.3. Simulation was based on 
10,000 replications. The parameter v was chosen to vary from 0.5 to 0.99. The 
estimated power of the LR statistics A(,, ), A(*n)) A(n),, and A*(, n), c 
for various sample 
sizes are listed in Table 6.6 and 6.7, where the critical value at significance level 
P=0.05 is 2.71, i. e. corresponding X2 value, for larger sample sizes (n > 100). 
The critical values for smaller sample sizes (n < 50) are from estimated results in 
Table 6.5. The results indicate that, for sample size n> 100, the estimated power 
of the LR tests for detecting the heterogeneity in the PSW model is very good in 
the four different cases. For smaller sample sizes, the estimated powers of the LR 
tests are lower, but still reasonable. The estimated powers of A(n) and A(n),, are 
higher than those of A* (n) and A(*n),,. On the other hand, the estimated power is 
not reduced much in the case with 30% censoring. 
Power for detecting heterogeneity based on the GW model 
We also investigated the power of the LR tests in the case in which the model is 
misspecified, say, when a sample of observations are actually from a GW distribu- 
tion instead of a PSW distribution. 
The generation of bivariate random variables is analogous to that performed in the 
same situation for the score tests, see Section 5.3.3. The gamma parameter v was 
chosen as 1.0,2.0) 4.0) 8.0) 16.0,50.0. Simulation was based on 10,000 replications 
for each case. Table 6.8 shows the estimated power of the LR tests A(,, ) and A*(n) 
for sample size n= 20,50,100,500. 
The results indicate that the LR tests still have good power even if the hetero- 
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Table 6.6: Estimated power of likelihood ratio tests A(,, ) and A*(n) for different 
sample sizes and P=0.05 
(with no censoring) 
power(%) power(%) 
sample size v sample size v A(n) A *( n) A(n) Aý (n) 
10 0.50 98.66 87.22 100 0.50 100.00 100.00 
0.60 92.57 69-69 0.60 100-00 100.00 
0.70 78.20 50.98 0.70 100.00 99.80 
0.80 50.37 36.75 0.80 99-90 95.89 
0.90 20.48 22.27 0.90 81-53 65.24 
0.95 11.67 18.49 0.95 35-56 40.01 
0.99 5.40 6.23 0.99 7.28 6.65 
20 0.50 100-00 98.60 200 0.50 100-00 100.00 
0.60 99.80 88-08 0.60 100-00 100.00 
0.70 94-54 71.56 0.70 100-00 100.00 
0.80 66.42 47.14 0.80 100-00 99.90 
0.90 32-57 26.49 0.90 97.25 89.40 
0.95 15.41 12.84 0.95 60.96 57.26 
0.99 6.56 5.10 0.99 11.94 6.98 
30 0.50 100-00 99.85 300 0.50 100-00 100.00 
0.60 100-00 96.96 0.60 100-00 100.00 
0.70 98-80 85-80 0.70 100-00 100.00 
0.80 83-63 59.76 0.80 100-00 100.00 
0.90 41.05 33-50 0.90 99.29 97.20 
0.95 18.63 17.02 0.95 73.47 69.56 
0.99 7.04 6.80 0.99 13.46 7.49 
40 0.50 100-00 100-00 400 0.50 100-00 100-00 
0.60 100.00 98.81 0.60 100-00 100-00 
0.70 99-96 91.21 0.70 100-00 100-00 
0.80 93.41 69.45 0.80 100-00 100-00 
0.90 49.40 36-82 0.90 99-80 93.88 
0.95 22.05 21.24 0.95 78.92 71-90 
0.99 6.72 5.93 0.99 11.83 10.52 
50 0.50 100-00 100-00 500 0.50 100-00 100-00 
0.60 100-00 100.00 0.60 100-00 100-00 
0.70 99-90 96.54 0.70 100-00 100-00 
0.80 95.91 80.92 0.80 100-00 100-00 
0.90 57.96 45.82 0.90 100-00 97-17 
0.95 24.69 12-80 0.95 84.30 78-91 
0.99 7.34 5.37 0.99 12-12 9.20 
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Table 6.7: Estimated power of likelihood ratio tests A(,, ),, and A(*n), c 
for different 
sample sizes and P=0.05 
(with 30% censoring) 
power(%) power(%) sample size v sample size v 
cA* A(n) * cA A(n) , (n), c ( , n), c 10 0.50 89.32 78-93 100 0.50 100.00 100-00 
0.60 75-89 60.42 0.60 100.00 98.97 
0.70 70.40 54.68 0.70 95.45 91.80 
0.80 40.63 . 23.44 0.80 89-87 83.34 
0.90 19-80 16.73 0.90 76-80 59.44 
0.95 12.06 7.52 0.95 31.40 28-91 
0.99 5.46 5.10 0.99 6.78 9.80 
20 0.50 92.67 85-58 200 0.50 100.00 100.00 
0.60 84.12 76.22 0.60 100.00 100-00 
0.70 69-89 51-64 0.70 100.00 93.89 
0.80 53.66 48-84 0.80 90.55 89-03 
0.90 23-13 17.11 0.90 79.49 68-33 
0.95 12.12 9.20 0.95 52.30 47-55 
0.99 6.50 5.48 0.99 8.78 6.87 
30 0.50 98.90 90-69 300 0.50 100.00 100.00 
0.60 90.76 85.17 0.60 100.00 100.00 
0.70 79-80 69.20 0.70 100.00 98.90 
0.80 65.06 51.73 0.80 93.45 91.22 
0.90 37.22 30.15 0.90 88.33 83.34 
0.95 14.98 12.41 0.95 60.36 48.33 
0.99 6.81 6.01 0.99 11.02 10.60 
40 0.50 99-96 91.49 400 0.50 100-00 100.00 
0.60 90-87 87-69 0.60 100-00 100.00 
0.70 82.45 78.42 0.70 100.00 100.00 
0.80 79.01 60.66 0.80 98.30 92.05 
0.90 43.23 30.25 0.90 91.78 82.11 
0.95 18.87 13-92 0.95 59.73 47.29 
0.99 6.60 5.88 0.99 12.40 11.40 
50 0.50 100.00 98-89 500 0.50 100-00 100.00 
0.60 92-05 89-60 0.60 100-00 100.00 
0.70 84-98 80-52 0.70 100-00 100-00 
0.80 70.32 63.33 0.80 100-00 99-83 
0.90 45.02 38-81 0.90 90.33 89.33 
0.95 23.23 22.91 0.95 65-13 52.58 
0.99 7.02 6.70 0.99 13.84 13.51 
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Table 6.8: Estimated power of LR 
A(n) and A(*n) when data are from a GW model 
and P=0.05 
sample size v 
power(%) 
AW A *(n) sample size v 
power(%) 
A(n) A *(n) 
20 1.0 99.52 79.27 100 1.0 100.00- 99.72 
2.0 87.92 43-56 2.0 100.00 92.11 
4.0 50-14 21.63 4.0 97-30 48.43 
8.0 24.95 13.90 8.0 63.48 24.38 
16.0 13.43 10.19 16.0 24.75 16.28 
50.0 5.85 8.12 50.0 9.07 13-05 
50 1.0 100-00 98.14 500 1.0 100.00 99-87 
2.0 99-65 74.08 2.0 100.00 100.00 
4.0 83.19 32.21 4.0 100.00 97.43 
8.0 41.13 16.22 8.0 99.24 63-59 
16.0 19-61 11-05 16.0 67.17 42.20 
50.0 7.44 7.31 50.0 15.05 25-53 
geneity arises from the GW distribution. The LR tests are relatively insensitive 
to model misspecification. In addition, when there are nuisance parameters, the 
power of the LR test for detecting heterogeneity based on the GW model is higher 
than the corresponding power of the score test. 
6.4 Extension 
6.4.1 Multivariate case 
The LR tests can be easily extended to the p-variate case, where p>2. The LR 
statistic in the case in which there are no nuisance parameters is 
A(,, ) = 21 
ln (0 
- 
p 
E ln, j 
(ýj 
7 
Oj) Ii 
j=l 
where is the log-likelihood function of the p-variate PSW model, 1, 'j(6j, 0j) 
is the Weibull log-likelihood function of the J'th variate with known parameters 
6j, Oj, and I., is the unrestricted ML estimate of v when ýj and Oj (j =1A 
are known. 
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Let 0= (ý,, 01, ..., ýP, OP), the 
LR statistic in the case in which there are nuisance 
parameters is 
A) = 2{1(i', O) - 
p 
E ln, j 
(ýj 
i 
ýj) II 
j=l 
where iý and ý are the unrestricted ML estimates of v and 01 ýj and Oj (j 
are the ML estimates of Weibull parameters ýj and ýj for the jth variate. 
It is obvious that the asymptotic properties in the bivariate case carry over to the 
p-variate case. 
6.4.2 Case with covariates 
To investigate the effect of covariate on the LR tests, we performed simulation 
experiments to examine the rate of convergence of the LR statistics A(,, ) and A*(n) 
when there is a covariate in the observations. The generation of the random 
variable (Y1 i Y2) and the covariate x were 
done in the same way as described in 
Section 5.4.2. Each simulation was based on 1000 replications. The results listed 
in Tables 6.9 and 6.10 indicate that the presence of a covariate does not affect 
the large sample null properties of A(, n) and A* (n) * 
The rates of convergence of A(n) 
and A*(n) in the case with covariates are the similar to those in the case without 
covariates. 
6.5 Comparison with the Score test 
The obvious advantage of using score tests is that there is no need to estimate the 
PSW parameters, which makes computation work easier. However, to apply the 
score tests to data, one has to use special tables of critical values or carry out the 
necessary simulations. Moreover, in the application of score tests on multivariate 
data with p>2, additional tables of critical values are needed, which are not yet 
available. 
However, the asymptotic results based on the LR statistics are reasonable for 
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Table 6.9: Estimated critical values of likelihood ratio test statistic An 
(with a covariate, marginal parameters known)) 
Sam le Size 
Percent(%) Quantiles(s. d. ) conditional on A(n) >0 
p 
(A(n) :::::: 0) 0-90 0.95 0.975 0.99 
100 57.3 2.67(0.22) 3.66(0.41) 4.80(0.55) 6.15(0.51) 
500 53.4 2.64(0.15) 3.85(0.15) 5.30(0.42) 6.89(0.43) 
1000 52.6 2.85(0.09) 3.92(0.23) 5-00(0-56) 6.38(l. 01) 
5000 51.4 2.77(0.17) 4.02(0.29) 5.18(0.65) 7.11(0.50) 
00 2.71 3.84 5.02 6.64 
Table 6.10: Estimated critical values of likelihood ratio test statistic A* n 
(with a covariate, marginal parameters unknown) 
le Size Sam 
Percent(%) Quantiles(s. d. ) conditional on A(, ) >0 p 
0) 0.90 0.95 0.975 0.99 
100 55.9 2.85(0.29) 3.95(0.30) 5.04(0.31) 7.32(0.59) 
500 56.1 2.65(0.18) 3.83(0.22) 4.85(0.58) 6.73(0.69) 
1000 57.6 2.78(0.09) 4.02(0.29) 4.67(0.43) 6.59(0.47) 
5000 55.0 2.72(0.10) 3.86(0.15) 5.18(0.42) 7.09(0.45) 
00 2.71 3.84 5.02 6.64 
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use, even if the sample size is 50 <n< 100. Furthermore, in the multivariate 
case with p>2, the asymptotic results obtained in the bivariate case still hold. 
Hence, there is no need to obtain critical values for each individual multivariate 
case. Computational problems might arise in the maximum likelihood estimation 
of the PSW parameters. However, this should be eased by the two stage marginal 
estimation method discussed in Chapter 4. 
The score and LR tests both have good power to detect heterogeneity when the 
model is misspecified. They are both able to accommodate the covariate inform- 
ation. The loss of power in the right censoring case is similar for the two tests. 
6.6 Examples 
6.6.1 Infant nutrition data 
The LR test was performed on the infant nutrition data as an alternative method 
to detect heterogeneity based on the PSW model. The maximised log-likelihood 
under H, :0<v<1, as shown in Table 4.13, is 1n (1ý 161 
01) ý2 
7 
02)= -241.837; the 
marginal log-likelihoods under HO :v=1 are -114.34 and -132.475. Therefore 
A(*n) =2* (-241.837 + 114-34 + 132.475) = 9.950. The critical value of the LR test 
at significance level P=0.05 obtained from Table 6.5 is CLR -- 2.61, while the 
corresponding X2 value is 2.71. Therefore, the LR test gives evidence against the 
null hypothesis. This result agrees with the result obtained from the score test. 
6.6.2 Repeated endurance exercise tests data 
The dose of the drug given to the patients is considered as a covariate while we 
calculate the LR statistic A(*n) to detect the heterogeneity in the exercise time 
data (1 hour and 3 hours after drug treatment). The LR statistic is A*(n) =2* 
(-199.01 + 101.72 + 115.47) = 36-76. At significance level P=0.05, the LR test 
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gives strong evidence against the null hypothesis. This result also agrees with the 
result obtained from the score test. 
6.6.3 Fibre failure strength data 
Similarly, the LR test was calculated on the fibre failure strength data to detect 
heterogeneity. The LR statistics are calculated with the combinations of each 
pair. They are A* ::::::::: 40.70 for the pair (Y1, Y2), A* ::::::::: 40.72 for the pair (Y1, Y3), (n) (n) 
A (*n) = 12.92 for the pair (Y1, Y4), A(*n) = 37.95 for the pair (Y2, Y3), A *(n) = 5.86 
for the pair (Y2, Y4), A *(n) = 9.48 for the pair (Y3, Y4). All the pairs have greater 
A(*,,, ) values thanCLRat P=0.05. Therefore, heterogeneity exists in all the pairs 
including (Y2, Y4), for which heterogeneity was not detected heterogeneity by the 
score test. 
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Chapter 7 
Further diagnostic methods for 
detecting heterogeneity in the 
PSW model 
In this chapter, we discuss some other diagnostic approaches to detecting hetero- 
geneity in the PSW model. First, we propose a simple test which is motivated by 
an important aspect of the score statistic, and discuss its properties. In Section 
7.2, we introduce a diagnostic method based on component-wise minima which is 
usually unaffected by censoring and which does not require parameter estimation. 
In Section 7.3, a concordance test is proposed, and its properties are discussed. 
Examples are given in Section 7.4 to illustrate these diagnostic methods. Finally, 
a discussion of the methods presented is given in Section 7.5. 
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7.1 A Simple Test for R-ailty 
7.1.1 Distribution of statistic S 
Suppose that Y, and Y2 have joint survivor function 
(Yl) Y2) = exp (- s'), 
where s= ýly, O' + ý2yo'. Then the joint density function of Y, and Y2 is 2 
2 
(YI 
i Y2) - exp 
(- s') vs v-2 v- 
"'i -1 (VS v+ ýjojyj j=l 
(7.1) 
Let S be the random variable corresponding to s given above. It will be useful to 
obtain the density of S. Take a simple transformation, that is, 
Ol ti ýlyl 
02 (kl +6 y2 t2 6YI 
then, 
Yl = 
Y2 = 
(t2-tl )1102 
ý2 
The Jacobian is 
t t2 - tl 
21 
J) 1/02 11 (-). 
66 
j=l 
ýA 
Hence, the joint distribution function of (TI, T2) is given by 
g(tl7t2) = exp(-t')[v 
2t2v-2 
_VV_ 
1)tv-2], 
222 
where 0< tj < t2 - Integrating out tj fromg 
(tl 
i 
t2) yields the marginal density of 
T2, which is the density of the statistic S. Therefore, the density of S is given by 
exp(-s')vs'-'(vs' -v+ 1). (7.2) 
Furthermore, the distribution function of S is 
F(s) =1- exp(-s')(1 + vs'). (7-3) 
Note that when v= 11 S has a gamma distribution with shape parameter 2 and 
scale parameter I, as expected, since in this case S is just the sum of two independ- 
ent cumulative hazard functions, each of which has unit exponential distribution. 
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7.1.2 The case with no nuisance parameters 
Suppose that Y1, ..., 
Y,, is a bivariate random sample of size n from a population 
with joint survivor function (7.1). To test for the presence of heterogeneity is equi- 
valent to testing the null hypothesis HO :v=I against the alternative hypothesis 
H, :0<v<1. To fix ideas, suppose that the underlying Weibull parameters ýj 
and Oj are known so that there are no nuisance parameters. 
Let Si denote the random variable S for bivariate observation i. It is shown in 
Chapter 5 that an important quantity in testing for heterogeneity in this situation 
is Ei'_1 S, -', a large value of which tends to indicate the presence of heterogeneity. 
Unfortunately, the behaviour of this quantity is non-regular since it has infinite 
variance under the null hypothesis. Typically, when Ej' 1 S, -' is large it is because 
a small number of Si values are very small. This in turn leads to our proposing 
the sample minimum of the Si, 
min Si, i 
as a simple test statistic for detecting heterogeneity. Small values of M supply 
evidence against Ho - 
Under the null hypothesis the Si are independent, gamma random variables, each 
with shape parameter 2 and scale parameter 1. Consequently, it follows that the 
null distribution function of M is given by 
Fo(m) =I- exp(-nTn) (I + Tn) 
Therefore, for a test with significance level P, critical value cp satisfies 
log(l + cp) - cp -- 
1 
log(l - P). (7.4) n 
Equation (7.4) may be solved numerically for cp. However, in the spirit of sim- 
plicity, an excellent approximation may be found as follows. Since in practice 
both cp and P are small, expansion of the log terms in (7.4) gives, to a good 
approximation, 
cp 
ý2P/n. (7.5) 
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Some exact critical values derived from equation (7.4) for selected values of sample 
size n and for P=0.05 are given in the first column of Table 7.1. The approximate 
critical values estimated from equation (7.5) are also listed in this table (second 
line in the first column) to show how good the approximation is. The approximate 
critical values are slightly smaller than the exact values. 
Using (7.3), it is straightforward to show that, under the PSW model, 
P(M > Tn) ::::::: P(Sl > Mi S2 > Mi A> M) 
= (I + vm')' exp(-nm'). 
Hence the power of the test at significance level P is given by 
Hp (v) =1- (I + vc' )' exp (-nc' ). (7-6) pp 
Values of flp(v) for P=0.05 and selected values of v are given in Table 7.2. 
Note that rIp(v) -ý 1 as n -ý oo for all values of v in the H, region. Also, 
rIp(v) --* 1- exp(-n) as v tends to zero for fixed n. 
7.1.3 The case with nuisance parameters 
In practice the Weibull parameters ýj, 0j, (j=1,2) are often unknown. To cope 
with this situation, we propose a modified statistic M*, which is of the same form 
as M but with the ýj and Oj replaced by their respective maximum likelihood 
estimators under the null model. That is 
mýn Si* 
z 
where s* + 
ý2 
Y 
$2 
and ýj, ýj are the maximum likelihood estimators of i i2 
Oj under HO. Thus, the simplicity of the test statistic remains since only standard 
maximum likelihood estimation under the Weibull model is required. 
To investigate the properties of the modified test statistic, M*, a simulation study 
was carried out. First, for various values of n, the null behaviour of M* was 
estimated on the basis of 10,000 simulated samples for each n. The estimated 
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critical values for M* at significance level P=0.05 are given in Table 7.1 for 
illustration. These results indicate that for n> 20 the critical values for M may 
safely be used for a test based on M*. Thus, lengthy tabulations of critical values 
are not required in practice since approximation (7.5) may be used. 
Secondly, using critical values from (7.4), the power of the test based on M* was 
estimated for various values of v and n. The estimated power of the test is given 
for various combinations of v and n with a significance level P=0.05. Clearly, the 
presence of nuisance parameters has reduced the power relative to the case with 
no nuisance parameters, as one might expect. However, the test based on M* is 
certainly a useful and simple diagnostic for the presence of heterogeneity. 
As an intermediate situation that sometimes happens in practice, consider the 
case in which only the ýj are unknown. For example, this might occur if the 
underlying Weibull distribution were thought to be of the exponential (Oj = 1) 
or Rayleigh (0j = 2) type. To investigate this situation the critical values and 
power calculations for M* were repeated for this case as above. Selected results 
are included in Tables 7.1 and 7.2. Once again, the critical values for the case 
with no nuisance parameters may safely be used and the power in this situation 
is comparable with that of the case of no nuisance parameters. This in turn 
suggests that the loss in power of the test when all the Weibull parameters have 
to be estimated, is due to the maximum likelihood estimates of the Weibull shape 
parameters, the Oj, being most seriously affected when the independence model is 
fitted in the presence of dependence inducing heterogeneity. 
7.1.4 The effect of censoring 
A common feature of lifetime data is the presence of right censored observations. 
So it is reasonable to ask how M and M* behave in the presence of right censoring. 
A simulation experiment was run to investigate the effect of relatively simple right 
censoring where only relatively large observations are censored. Estimated critical 
values are given in Table 7.1 for the three cases discussed above (no nuisance para- 
147 
meters, Weibull scale parameters unknown, all Weibull parameters unknown) for 
selected values of n and for significance probability 0.05. The censoring mechanism 
used was the same as that mentioned in the previous chapters. The right censored 
observations were above a fixed threshold in each margin, where the thresholds 
were chosen so that, on average, 30% of bivariate observations have at least one 
censored component. As before, each critical value listed in Table 7.1 shows that 
the critical values derived from (7.4), or approximated by (7.5), may still be used 
safely for n> 20 even with 30% right censoring. 
Corresponding power calculations were also carried out and the results for 30% 
censoring are given in Table 7.2 . 
Once again, for each of the three cases discussed 
(no nuisance parameters, Weibull scale parameters unknown, all Weibull para- 
meters unknown), the power figures for each case show little difference between 
the situation with no censoring and that with 30% censoring. This is perhaps 
not surprising because information lost in the upper tail due to right censoring is 
relatively unimportant for our purposes where the lower tail is of concern. 
7.2 A diagnostic based on component-wise min- 
ima 
Consider the case in which YI, Y2, ..., Y,, is a bivariate random sample of size n 
from a population with survival function (7.1), where Yj = 
(YiI 
i 
Yi2) 
. Let 
W, = 
mini f Yi, I and W2= minif Yi2j. Thus, W, and W2are the component-wise minima. 
In the same spirit as the previous section, we note that Si will certainly be small 
if both cumulative hazard components of observation i are small. In particular we 
focus attention on the situation in which both components of a single bivariate 
observation are the component-wise minima. Let A be the event EN, such that 
(Yil) Yi2) -, "::: 
(W1 
7 
W2) 
- 
In other words A corresponds to there being an actual 
bivariate observation whose components are the component-wise minima. The 
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Table 7.1: Critical values of the test M and M* for P=0.05 
Sample Size C, C2 C3 C4 C5 C6 
_ 20 0.0733 0.0731 0.0770 0.0735 0.0778 0.0761 
0.0707 (0.0017) (0.0017) (0.0017) (0.0016) (0-0015) 
30 0.0596 0.0597 0.0615 0.0600 0.0627 0.0611 
0.0577 (0.0021) (0.0014) (0.0013) (0-0011) (0-0013) 
40 0.0515 0.0518 0.0529 0.0512 0.0535 0.0527 
0.0500 (0.0012) (0.0012) (0.0012) (0.0013) (0-0015) 
50 0.0460 0.0467 0.0468 0.0461 0.0483 0.0470 
0.0447 (0.0009) (0.0012) (0.0012) (0.0011) (0.0011) 
70 0.0388 0.0391 0.0393 0.0386 0.0402 0.0392 
0.0378 (0.0004) (0.0008) (0.0009) (0.0006) (0-0009) 
100 0.0324 0.0328 0.0325 0.0323 0.0331 0.0325 
0.0316 (0-0008) (0.0008) (0.0009) (0.0009) (0.0007) 
C, no nuisance parameters, no censoring 
C2 all parameters unknown, no censoring 
C3 : only parameters ýj (j=1,2) unknown, no censoring 
C4 no nuisance parameters, 30% censoring 
C5 all parameters unknown, 30% censoring 
C6 : only parameters ýj (j=1,2) unknown, 30% censoring 
Note that the C, figures on the first lines are exact, using equation (7.4). 
The C, figures on the second lines are approximations, using equation (7.5). 
Values in parentheses are estimated standard errors. 
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Table 7.2: Estimated power(%) of the tests based on M and M* for P=0.05 
sample size v P1 P2 P3 P4 A P6 
20 0.2 100.00 57-52 100-00 100-00 56.41 100.00 
0.4 99.16 51.23 100.00 99.23 50.73 100.00 
0.6 84.56 40.67 90.82 84.31 40.44 85.73 
0.8 44.24 25.81 46.43 43.86 24.98 41.55 
30 0.2 100.00 63.20 100-00 100-00 62.35 100-00 
0.4 100.00 59.12 100.00 100-00 57.74 100.00 
0.6 91.87 48.46 95.51 91.94 46-12 92.72 
0.8 52.65 29.61 55.03 52.08 29.14 ýw 
40 0.2 100.00 68.07 100.00 100.00 67.27 100-00 
0.4 99-99 62-33 100-00 100-00 61.72 100.00 
0.6 94.65 51.86 98.25 95-35 51.98 96.52 
0.8 57.28 34.33 62.73 57.47 33.92 55-00 
50 0.2 100.00 72.75 100.00 100.00 71.34 100.00 
0.4 100.00 67.46 99.93 100.00 66.82 100.00 
0.6 97.68 55.38 99.11 97.25 55.42 98-64 
0.8 62.52 37-32 66.48 62.46 35.54 
70 0.2 100.00 78.48 100.00 100.00 77.67 100-00 
0.4 100.00 71.46 100.00 100.00 72.56 100-00 
0.6 99.43 61-37 99.96 98.16 60-08 99-17 
0.8 69.78 1 40.16 73-86 69.24 39.34 1 ýq75 ý9 
100 0.2 100.00 82.77 100-00 100.00 83-95 100-00 
0.4 100.00 79.78 100.00 100.00 78-51 100-00 
0.6 99.97 66.42 100.00 99.91 67.41 100-00 
0.8 76.82 47.22 79.44 75.43 47-66 73.80 
P, no nuisance parameters, no censoring 
P2 all parameters unknown, no censoring 
P3 : only parameters ýj (j=1,2) unknown, no censoring 
P4 no nuisance parameters, 30% censoring 
P5 all parameters unknown, 30% censoring 
P6 : only parameters ýj (j=1,2) unknown, 30% censoring 
Note that the P, figures are exact, using equation (7.6). 
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probability of A may be derived as follows: 
P (A) = nP(YI, -::::: 
Wl 
i 
Y12 
-::::: 
W2) 
00 nf 
00 f 00 P(Y21 > yl Ynl > Yl i Y22 > Y2) ... i Yn2 > Y2 
Yll ý Yl I 
Y12 : --- Y2)f (Yl) Y2) dyidY2 
00 
nfoof [S(Yl, Y2)] n-1 f (Yl i Y2) dy, 
dY2 
0n 
m 
n 
fo 00 10 00 
expl-nz'lf v2z 
2(v-1) 
_ V(V 
I+ (n - 1)(1 - v) 
nn 
where z= ýjy, Ol + ý2yO'. Thus, P (A) If I+ (n - 2n 
1)Zv-2 I dy, dY2 
(7.7) 
01. 
Under HO :v=1, where the two components are completely independent, P(A) 
1, 
as expected. Also, when v=0, so that the two components are completely n 
dependent, P(A) = 1, as expected. Further, P(A) >1 whatever the value of n 2 
when v< ý'. Thus event A is more likely to occur than not when there is strong 25 
dependence between components. 
This provides us with a straightforward and useful diagnostic method for detecting 
the presence of heterogeneity when n is not small. If A does not occur, then little 
information about heterogeneity can be inferred. However, providing n is not small 
(n > 20, say, so that the significance probability is no larger than 0.05), if A does 
occur, then this is strong evidence against the null hypothesis. 
The beauty of this diagnostic is that it is immediate from an eye-balling of the 
data, no parameter estimation is required and it is unaffected by simple Type 
I or Type II censoring. Even with more complex censoring schemes many data 
configurations will allow occurrence or non-occurrence of A to be decided upon. 
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7.3 A concordance test 
7.3.1 Definition of the statistic U 
Suppose that a random sample Y1,... ' Y, of size n is from a bivariate PSW model, 
where Yj =(Yil 7 
Yi2) 
. Forl<i<j<n, 
zij 
1 if the pair (ij) is concordant 
(7.8) 
0 otherwise 
where concordance of the pair (i, j) corresponds to the events A, U A2, where 
A, -f yil < yjl) Yi2 < Yj2j and A2 ýf yil ýý yjl i Yi2 ý: ' Yj2j. The statistic U is 
defined as 
1 n-1 n 
U= 
-2 
EE Z'j 
Cn 
i=l j=i+l 
We propose a concordance test based on the statistic U to detect the heterogeneity 
in the PSW model, where U is analogous to Kendall's tau (Kendall, 1938). It is 
apparent that U is invariant under monotone transformations. Furthermore, as 
with Kendall's tau, it is a U-statistic (Hoeffding, 1948) so that it is asymptotic- 
ally normal. In terms of these features, it is natural that U is considered as an 
alternative measure of dependence between random variables. 
7.3.2 Properties of the statistic U 
The concordance of a pair of observations Yj and Yj is equivalent to the case in 
which either Yj or Yj is the component-wise minimum. By taking n=2 in equation 
(7.7), we have 
v 
P(Zij -7 2 
and 
v 
P(Züi = 0) 
=-' 
Therefore, the expectation and variance of random variable Zjj are 
E(Zij) (7-9) 
2 
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and 
Var (Zij) 
2 
The expectation of U is easily obtained thereafter, which is 
I n-1 n 
E(U) 2 
1: 1: E(Zij) = E(Zij) Cn 
i=l j=i+l 
We now consider the calculation of the variance of U. Note that Zjj and Zkj 
are independent if they share no common subscript. Therefore, we only need to 
consider Cov(Zij, Zkj) for the pairs of (Zij, Zkj) with one common subscript. Since 
Zjj represents the same event as Zjj, to fix the idea, we denote the covariance 
of (Zij, Zkj) with one common subscript as Cov (Zij, Zil), where 1<i<j<n, 
1<k<1<n, and j :ý1. 
For 1<i<j<n, the total number of all the possible pairs of (i, is C2 = 
n(n-1) 
n2 
is C2 Hence, the total number of all the possible pairs of (Zij, Zkj) n(n-1) i where 
2 
<<j<n, 1<k<1<n, and (ij) 0 (k, l). For I< ij, k7l < n, and 
k :A1, the total number of all the combinations of (i, k, 1) is C, 4, so that 
the total number of all the pairs of (Zij, Zkj) with no common subscript is 3Cn4 - 
Let No be the number of all the pairs with one common subscript. It follows that 
No = number of all the possible pairs Of (Ziji ZkI) - 
number of all the pairs with no common subscript 
c2 C4 
n(n-1) -3 n 2 
1 
n(n - 1)(n - 2). 2 
Therefore, the variance of U is given by 
n-I n 
Var(U) -2 
)2 Var( EE Zij) 
Cn 
i=l i=i+l 
-12 Var(Zij) +(12 )2 x No x 2Cov(Zij, Zil) Cn Cn 
2 [Var(Zij) + 2(n - 2)Cov(Zij, Zil)] 
n(n - 1) 
2 fVar(Zij)+2(n-2)[E(ZijZil)-E(Zij)E(Zil)]I- (7.11) 
n(n - 
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To evaluate E(ZjjZjj), let 
E, =P (ith observation is the component-wise maximum of the i, j, 1th observations); 
E2 = P(ith observation is the component-wise minimum of the i, J, lth observations); 
E3 =P (ith observation is the component-wise median of the i, j, 1th observations). 
El, E2 and E3 can be obtained through the corresponding joint and marginal 
survivor functions. 
Ei 100 f"o F2 (Y, 1 Y2) f 
(Yl 
i Y2) dy, dY2 
(1 0 0 
E2 = 
100 Ic>O S2(Y, 
3 Y2) 
f (Yl 
3 Y2) 
dy, dY2 
0 c) 
E3 = 21001c>OF(yl, Y2)S(Y13Y2)f(YljY2)dy, dY2i 
where F(yl, Y2) ýI- S(Yl) - S(Y2) + S(Yl) Y2). Therefore, we have 
E(ZijZil) = P(ZijZil = 1) 
- 
P(zi3 =1& zil = 1) 
E, +E2+E3 
fmfooll+SJ(Yl)+S22(Y2)+4S2 (y, 
7 Y2)- 2S, (yi) - 2S2 
(Y2) 
00 00 
+4S (yi, Y2) +2S, (YI) S2 (Y2) - 4S, (yi) S (yi, Y2) 
4S2 (Y2) S (YI 
7 Y2) 
If (YI 
7 Y2) 
dy, dY2 (7.12) 
where S, (yi) and S2 (Y2) are the marginal survivor functions. They may be taken 
as random variables with uniform distribution in [0,1]. Hence, their corresponding 
first and second moments are 
" (Sj (yj)) 
0 
=f 
C'o 
n 0 
C)o f 
n 
Sj (Yj) f (Yl, Y2) dy, dY2 
" (Sj2(yj)) =f 
Cýo 
0 0 
f Cýo 
0 0 
Sj2 (Yj) f (YI) Y2) dy, dY2 3 
where j=1,2. 
Under the null hypothesis, the two components are independent. Therefore 
S (Yl 
i Y2) ý 
Sl (YI) S2 (Y2)) 
154 
so that we may easily obtain 
E (Zij Zil) I+ 2E (S2 (yl)) + 4E 2 (S2 (yl)) - 4E (Si (yl)) 11 
+6E 2 (SI(yi)) - 
8E(S2 (yi)) E (Sl (yl)) =5 1 18 
Therefore, the expectation and variance of the statistic U under HO are 
E (U) =1 2 
Var(U) 
2n+5 
18n(n - 1)' 
When Yj and Y2 are independent, we have asymptotically 
U- 
1 
2+ N(071) as n -ý oc. 2n +5 
18n(n - 1) 
At significance level P, the approximate critical value Cp of the test is 
n+5 cp = zp iý8ýn n --I) 
(7.13) 
(7-14) 
(7-15) 
(7.16) 
where (D(zp) -I-P, and (D(. ) is the standard normal distribution function. 
Under the alternative hypothesis, where Yj and Y2 have bivariate PSW distribu- 
tion, the marginal survivor function of Yj, (j=1,2), is 
Sj(yj) = exp(-ýjvyjj"). 
Without loss of generality, we may take ýj = Oj = 1. Under HI, we have 
E [S (yi, Y2)] ::::::: 
f Cýo f 00 S (Yl) Y2) f (Yl i Y2) 
dy, dY2 
00n 0 
and 
000 
E [S2 (y, 
I Y2)] ýf 
00 f 00 S2 (YI 
I Y2) 
f (Yl) Y2) dy, dY2 
2 
V. 
039 
It seems impossible to derive analytic expressions for the remaining unknown terms 
in the equation (7.12), which are, for j=1,2, 
E [Sj (yj) S (yi, Y2)] ýf 
00 fM Sj (Yj) S (Yl 
i Y2) 
f (Yl 
i Y2) dy, 
dY2 (7.17) 
nn 00 
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and 
E [Si (YI) S2 (Y2)] :::::: 
fnOO f OC' S1 (YO S2 (Y2) f (Y1 
I Y2) dy, dY2 (7.18) 0 0 
However, the above integrals can be simplified and reduced to single integrals via 
variable transformation as follows: 
E[Sj(yj)S(y,, Y2)] 
TO fooo 
exp(-y') exp[-2(y, + Y2)1'1 [V2 (yj + Y2 )2v-2 
-V (1*' - 1) (Yl + Y2 )v-2 ]dy, dY2 
= Il - 
12) 
and 
00 
E[SI(Y1)S2(Y2)] exp(-yl') exp(-y2) exp[(- (yl + Y2)v] [V2 (yl + Y2 )2v-2 
lo"olo 
12 
-V(V - 1)(Yl + Y2 )v-2 ]dy, dY2 
= Jl - J27 
where 
V2 
00 00 
exp[-yjv - 2(yl + Y2)vl(Yl + Y2 )2v-2 dy, dY2 0 
v 211 
00 
expl-r'(l + 2s']r 
2v-2 
rdrds 
10 
v 
fo (10 exp[-t(sv + 2)]tdtds 
v11 -ds, 0 0 (sv + 2)2 
00 00 
12 1/ (V 
in 10 
exp [- yj -2 (yl + Y2) 
vl (Yl + Y2) v-2 dy, dY2 
0 
r oo 
= v(v - 1) 
10 in 
exp[-rv(1 + 2sv]r v-2 rdrds 
= (v-1)fl(1cDoexp[-t(s'+2)]dtds 
0 f) 0 
= v11 ds, 
0 sll+2 
00 2 J, =v 
I 00 
exp[ 
fn v 
-y, v Y2 
2v-2 dyidY2 - (YI + Y2) I"] (YI + Y2 
=v2 
[1 foo 
exp[- rv(l +v + (I - s)v]r 
2v-2 
rdrds 
JU JU 
(I (I 00 
vf 
l(f 00 
exp[-t(I + s' + (1 - s)']tdtds 
156 
I 
))v]2 ds, + sv + (i -8 
v v-2 J2 ::::::::: 1"(V - 1) 
fo"o fo"o 
exp[-yl Y21' - (YI + Y2) v] (Yl + Y2) dyidY2 
C)o 
V(V 1) 
fo I 
expl-r'(1 +v+ (I - s)v]r'-'drds 
f1 00 (f exp[-t(l + s' + (I - s)']dtds o01 
(v - 1) 
fo 
+ sv + (i - S))V 
ds. 
Numerical evaluation of the above simplified single integrals can be achieved by 
calling NAG subroutine D01AHF. According to the evaluated results, quadratic 
curves are fitted in terms of v, which represent good approximations of the above 
integrals. Hence we have 
E [Sj (yj) S (yi, Y2)] ell., 
2 
r"" 0.335 - 0.126v - 0.043v 
and 
E[S, (Yl)S2(Y2)] 0.336 - 0.03v - 
0-060V2. 
Figure 7.1 displays the evaluated integrals for various v values and the fitted 
quadratic curves. The approximations are clearly satisfactory. For the special 
case v=1, the fitted models give approximations E[Sj(yj)S(ylIY2)] = 0.166, and 
E [S, (YI) S2 (Y2)] = 0.246, while exact results under HO give E [Sj (yj) S (yi, Y2)] 61 
and E[SI(YI)S2(Y2)] - 
Therefore, under the alternative hypothesis, we have approximately 
2 E[ZijZil] -- 0.992 - 0.941v + 0.224v . 
(7.19) 
According to the above approximation, E[ZjjZjj] is approximately equal to 0.275 
when v=1. Its exact value shown in (7.13) is -L = 0.2778. Furthermore, Var(U) 18 
may be evaluated from 
21 
Var(U) =_ v(l - 
1/) 
- 2(n - 2)(0.026V2 - 0.059v + 0.008) 
(7.20) 
n(n - 1) 
ý22 
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Figure 7.1: Numerical evaluation and fitted lines of integrals E[sj(Yj)S(Yl7Y2)] 
and E [SI (Y1) S2 (Y2)] 
In terms of the asymptotic normality of U under HI, the power of the U test under 
the significance level P can be obtained. That is 
rip P(U > Cp) 
U-I+- Cp- I+ - 
P2>--2 
VVar(U) 
VýVar (U) 
V Cp +- 2 
VVar(U) 
where Cp is the critical value which may be obtained from (7-16). Numerical 
evaluation of Var(U) under H, may be obtained through the expression (7-20). 
The estimated powers of the concordance test based on U in the no censoring case 
for various values of sample size and v are given in Table 7.4, where the significance 
level P is chosen as 0.05, critical values are obtained from (7.16). P, in Table 7.4 
shows higher powers than those of the test based on M* 
7.3.3 Comparison with Kendall's tau 
Let Y1, Y2, ., 
Y,, be a random sample from a continuous bivariate distribution, 
where Yj - 
(Yil) Yi2) 
, 
Kendall (1938) considers the statistic T (Kendall's tau) as 
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nu 
0.0 0.2 0.4 0.6 0.8 1.0 
nu 
a measure of the association between the components of the bivariate random 
variable Y. For 1<i<j<n, let 
zZli 
The statisticTis defined as 
if (Yil 
- 
yjl)(yi2 
- 
yj2) >0 
if (Yil 
- 
yjl)(yi2 
- yj2) 
n-1 n 
IT 2 
Zij- 
Cn 
j=1 j=i+l 
(7.21) 
We can see that Kendall's tau is the overall average of the number of concordants 
minus the number of discordants, which is analogous to our definition of U. Since 
the sum of the number of concordants and the number of discordants is C, 2,, the 
total number of pairs of comparisons which can be made, the relationship between 
Tand U is 
2U - 1. (7.22) 
Kendall's tau is a U-statistic so that it is asymptotically normal, see Hoeffding 
(1948). Under Ho, the two components are independently Weibull distributed. 
The expectation and variance ofTcan be obtained through the equation (7.22). 
E(T) 2E(U) -I=I-v, 
and 
Var(T) 4Var(U) = 
2(2n + 5) 
9n(n - 1)' 
The expectation of T obtained agrees with the result from Chapter 3, Section 
3.3.2, and the variance ofTobtained agrees with the general result from Hoeffding 
1 (1948). Therefore, for significance level P, the critical value Cý of the test based 
on Kendall's tau is 
ZP 
2(2n + 5) 
ý 9n(n -W 
(7.23) 
where ýD(zp) = P, and 4)(. ) is the standard normal distribution function. 
Following the asymptotic normality of the statistic -r, similar as the U test, the 
power of the test based on Kendall's tau is obtained as 
Hý (V) 
Cý 1+v 
p 
2 VýVar (U) 
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where Cý is the critical value form (7.23), Var(U) under H, can be evaluated from 
(7.20). 
Since there is a linear relationship between U andT, the power of the test based 
on Kendall's tau is the same as the power of the test based on the U statistic. 
7.3.4 Censoring 
So far, we have only considered the situation in which there is no censoring. To 
accommodate testing for heterogeneity in bivariate data subject to censoring, a 
modification of the statistic U is given as follows. Suppose that a bivariate sample 
(Yil 
i 
Yi2) (i 17 
... , n) may be censored on the right, that is Yik -- minf Yj', Yj' 1, kk 
where Yj' denotes Yi k is observed; Yj' denotes Yi k is censored; k=1,2. For kk 
1<Zj 
zij -I 
if the pair (ij) is definitely concordant (7.24) 
0 otherwise 
where the pair (i, j) is definitely concordant means that A, U A2 occurs where 
dddd 
AC <<I The symbols I= 
fyiI Yj 11 Yi2 Yj 21 and A2 -- 
jYiI > yjliyi2 > Yj2j- 
dd 
< and > mean "definitely less than" and "definitely greater than" respectively. 
d 
Yik > Yjkoccurs when bothyik andyj k are uncensored and Yj' > Y' or whenyi k k jk7 
d 
is censored at Yj' andyj k is observed with Yj' > YA. Similarly, yik < 
Yjk occurs kk 31C 
when bothyi k andyi k are uncensored and Yit < Yý or whenyi k is observed and k JIC7 
jk is censored at Yjkw it h Yj' < Yjk. The test statistic U is defined as y, k 
i n-1 n 
-2 
1: E Z'j' 
Cn 
i=l j=i+l 
This is an extended version of the U statistic in Section 7.3.1. 
As an extension of the test based on Kendall's tau, Oakes (1982) has proposed a 
modified test for heterogeneity in bivariate censored survival times. His definition 
of extended Kendall's tau is the same as our definition above. It is shown that the 
asymptotic normality of the extended Kendall's tau still follows from the results of 
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Hoeffding (1948). However, as one might expect, this extended test should not be 
used when there is very heavy censoring because of loss of too much information. 
Similar work was done by Weier & Basu (1980). They gave several modifications of 
Kendall's tau to accommodate testing for independence in bivariate data subject 
to censoring. Oakes' (1982b) extended version of Kendall's tau is the same as the 
"simple adjusted" tau referred to in Weier & Basu's work. 
We performed a simulation experiment to investigate the performance of the U 
statistic under Ho and the power of the U test in the case with censoring. The 
simulation study was carried out for various values of sample size and for the cases 
with 15%, 30% and 50% censoring of either or both components of observations. 
The censoring mechanism used is the same as stated in previous chapters. 
On the basis of 10,000 simulation, we estimated the mean and variance of statistic 
U under Ho for various sample sizes and censoring situations, see Table 7.3. For 
each sample size, the bottom line in Table 7.3 represents the mean and variance 
of U corresponding to the no censoring case, which are obtained from (7.14) and 
(7.15). Simulation results also confirm that, for various censoring situations, U is 
asymptotically normal, as n -ý oc. The more censored cases there are, the further 
away from 0.5 is the mean of U, and the higher the variance of U. 
Using the results from Table 7.3 and the asymptotic normal property, the powers 
of the concordance test based on U in the censoring case were estimated at signi- 
ficance level P=0.05. P2, P3 and P4 listed in table 7.4 correspond to estimated 
powers in the cases with 15%, 30% and 50% right censoring for various sample 
sizes. The results indicate that the presence of censoring has reduced the power 
of the test relative to the case with no censoring. As one might expect, the more 
censored cases there are, the less information we have to detect the heterogeneity, 
and the less powerful is the test. The power of the concordance test based on U 
when there is 30% censoring is almost the same as the power of the M* test in the 
same censoring situation. 
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Table 7.3: Estimated mean and variance of statistic U under HO 
sample size censoring mean variance 
20 50.0 0.4137 0.008045 
30.0 0.4741 0.006845 
15.0 0.4930 0.006523 
0.0 0.5000 0.006579 
50 50.0 0.4137 0.003034 
30.0 0.4734 0.002498 
15.0 0.4942 0.002381 
0.0 0.5000 0.0 0ý3 ý81 
100 50.0 0.4134 0.001514 
30.0 0.4732 0.001194 
15.0 0.4945 0.001152 
0.0 0.5000 0.001150 
Table 7.4: Estimated power(%) of the concordance test based on U statistic 
sample size v P, P2 P3 P4 
20 0.5 97.07 75.21 42.12 18.81 
0.6 84.03 57.44 33.43 15.02 
0.7 59.40 43.83 23.92 9.75 
0.8 32.86 26.27 15.78 7.51 
0.9 13.90 13.52 10.75 6.19 
50 0.5 100.00 97.37 73.44 22-33 
0.6 99-87 89.87 57-82 16.54 
0.7 95-06 70.48 40.07 13.77 
0.8 67.39 48.43 25.71 8.95 
0.9 25-55 20.45 13-13 6.78 
100 0.5 100.00 100.00 91.45 30.62 
0.6 100-00 99.14 78.74 21.43 
0.7 99.94 92.99 58.45 15.88 
0.8 92-59 71.45 36.36 9.55 
0.9 42-95 31.62 16.71 6.83 
P, estimated power of the test in the case without censoring 
P2 estimated power of the test in the case with 15% censoring 
P3 estimated power of the test in the case with 30% censoring 
P4 estimated power of the test in the case with 50% censoring 
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7.4 Examples 
7.4.1 Infant nutrition data 
The infant nutrition data are used to illustrate the application of these diagnostic 
methods. On the basis of the null maximum likelihood estimates of Weibull para- 
meters obtained in Chapter 1, the statistic M* is evaluated as M* = 0.0707. Using 
the approximation in (7.5), we have that the critical value for a significance level 
P -- 0.05 is 0.043. Thus the result does not give strong evidence against the null 
hypothesis on the basis of this test. 
From Table 1.1, we may see that the earliest age of introduction of fish and egg is 4 
months, and there is an observation whose components form the component-wise 
minima. Hence, the diagnostic based on the component-wise minima indicates 
the presence of frailty with a significance probability of 1. However, if we have 55 
a further look at the data, we find that actually the vast majority of the age of 
introduction have been given to the nearest month. This probably has little effect 
on the parameter estimates. But, if the data had greater precision, the event A 
might not have occurred. For example, the pairs of data (4,4) and (4,6) might have 
been (3.8,4.1) and (3.6,5.9). On the other hand, if the pair (4,4) was (3.5,3-5), 
then the value of M* would be 0.042, which is significant at P=0.05. 
For this data set U -- 0.4721. For significance level P=0.05 and sample size 
n= 55, the critical value evaluated from (7.16) is 0.5761. Therefore, the result 
from the concordance U test gives no evidence of the presence of heterogeneity. 
Again, given the coarse rounding of the data, the result should be treated with 
caution. 
Therefore, this data set is also an example to show that proper use of these dia- 
gnostic methods relies on the data having been recorded precisely enough. 
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7.4.2 Repeated endurance exercise tests data 
The association between the exercise times 1 hour and 3 hours after drug treatment 
are of interest here. First, under the null hypothesis, the covariate, dose, is included 
+ into the Weibull models. The observed value of Sj* is obtained as Sj* = ýjjyjj 
ýi2yO21 
where log ýjj = )jo + ýj dose (i), and ýjj, ýj are the null maximum likelihood i2 
estimates. Hence, M* = minjSj* = 0.1541. From the approximation (7.5), the 
critical value for n= 21 and P=0.05 is 0.069. This test gives no evidence against 
the null model. 
The minima of exercise times 1 hour and 3 hours after treatment occur in different 
observations. Thus there is no evidence for the presence of heterogeneity on the 
basis of the component-wise minima. However, the estimated value of U is 0.7604. 
Since 30% of 21 observations are censored in this data set, the mean and variance 
of the U under null hypothesis is 0.4741 and 0.006845, respectively, see Table 7.3. 
Thus, the corresponding critical value is 0.6098, while the critical value for no 
censoring is 0.6293. Therefore, at the significance level P=0.05, the concordance 
test based on U gives evidence of heterogeneity. 
7.4.3 Fibre failure strength data 
To illustrate the methods, we focus on the bivariate fibre failure strength data with 
fibre section of length 5mm and 12mrn. The observed value of M* is obtained 
based on the null maximum likelihood estimates given in Chapter 1, which is 
M* = 0.1927. The critical value at P=0.05 is approximately 0.049. Hence, the 
result from the test based on the M* test suggests that there is no strong evidence 
to reject null model. 
However, the component-wise minimum of the sample exists in the 28th observa- 
tion in this data set, which is (2.65,2.01). The null probability of this event is only 
0.024. From this point of view, there is evidence of the presence of heterogeneity. 
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The observed concordance statistic from the data is U=0.7619, while the critical 
value at P=0.05 and n= 42 evaluated from (7.16) is 0.5879. Hence, the con- 
cordance test based on U gives strong evidence for the presence of heterogeneity. 
7.5 Discussion 
Three simple methods for detecting the presence of heterogeneity are proposed in 
the context of the bivariate PSW model. The component-wise minima diagnostic 
and the statistic U can be obtained easily without estimating any parameters. 
Extensive tables of critical values are not required for these approaches. The 
methods may also be used in the presence of right censoring 
The concordance test based on the statistic U is only applicable to the bivariate 
PSW model in particular. For the more general multivariate situation with p>2, 
the statistic M and M* could easily be modified to include p cumulative hazard 
terms in place of the two terms needed in the bivariate case. The null distribution 
of M would then be gamma with shape parameter p and scale parameter 1. Once 
again, nothing more computationally complicated than maximum likelihood estim- 
ation of univariate Weibull distributions would be needed. For the component-wise 
minima diagnostic, the presence of an observation consisting of all p component- 
wise minima would supply strong evidence of the presence of heterogeneity (the 
significance probability would be n-(P-1)) when n is not small. But it would be 
unlikely to occur except in cases of very high dependence. Non-occurrence of such 
a point would be non-informative. 
The statistic M* may be generalised to cope with covariate information, as in 
the example given above. The component-wise minima diagnostic could only be 
modified to cope with covariate information by introducing parameter estimation, 
in which its immediacy and simplicity would be lost. 
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Chapter 8 
Conclusion and further work 
8.1 Conclusion 
The focus of this thesis has been the investigation of statistical methods for Weibull 
based random effects models. The main features of the three Weibull based random 
effects models, i. e. the gamma mixture of Weibulls (GW) model, the positive stable 
mixture of Weibulls (PSW) model and the Inverse Gaussian mixture of Weibulls 
(IGW) model are highlighted. The dependence structures of the three models 
are explored by employing various association measures. A two stage marginal 
estimation method is suggested to estimate the parameters of the PSW model. 
A variety of methods for detecting heterogeneity for the Weibull based random 
effects models are proposed, and their properties are examined. Conclusions of 
this work are given here. 
The models 
The three Weibull based random effects models are generalisations of the Weibull 
model that accommodate random effects representing heterogeneity in individuals 
or groups. Because of the closed forms of their survivor functions, it is easy 
to fit these distributions by maximum likelihood with or without right censored 
observations. The closed forms of the conditional and marginal distributions are 
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also convenient for deriving properties. 
A justification for the GW model is that the gamma form is flexible in shape, 
which leads to flexible modelling of survival data. The PSW model is particularly 
attractive because its marginals are Weibull distributed. The IGW model has a 
more complex form in general than the GW and PWS models. In addition, the 
IGW model is a special case of the generalised PSW model. 
Dependence structure 
The dependence structure between pairs of components can be measured in various 
ways. The product moment correlation coefficient p and Kendall's Tmeasure the 
global association between variables. The explicit relationship between Kendall's 
T and the parameters v (in the GW and the PSW models) and 0 (in the IGW 
model) shows that v or 0 plays an important role as an association parameter in 
the corresponding Weibull based random effects model. 
Local dependence structure may be measured by contour plots, the cross ratio, the 
time-dependent correlation coefficient, the conditional expected residual life and 
by conditional probability. Each local measure describes the changes of strength of 
association with regards to the changes of lifetimes, but the choice of an appropri- 
ate measure depends on the questions of interest. All these measures confirm that 
the three Weibull based random effects models have an equi-correlated structure 
with positive association between components. The generalised form of the PSW 
model also admits the possibility of negative association. 
Estimation methods 
The two stage marginal estimation method discussed in Chapter 4 provides an 
easier way to estimate the multivariate (p > 2) PSW model. Asymptotic results 
show that, in the bivariate case without censoring, the variances of the estimators 
from the two stage marginal method are very close to those of the corresponding 
maximum likelihood estimators. A simulation study for the bivariate case confirms 
that, for finite sample size, the estimators from the two stage marginal estimation 
method are highly efficient in the case without censoring. The estimated efficiency 
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is also good when the censoring is not too heavy (< 30% censoring). 
Further results from the simulation study indicate that the two stage marginal 
estimators are still highly efficient when p=3 and p=4. 
Diagnostic methods 
Large sample properties of the score test for heterogeneity have been investigated 
in Chapter 5. The score statistic has infinite null variance. However, after an 
appropriate normalisation, its asymptotic null distribution is normal. In addition, 
simulation results show that the rate of convergence of the score to its asymptotic 
distribution is very slow. Therefore, critical values of the score test for small 
samples in the case with nuisance parameters are estimated using simulation. 
In Chapter 6, study of the asymptotic properties of the likelihood ratio (LR) test 
for heterogeneity indicates that, when sample size n -4 oc, the null distribution 
of the LR statistic has a X(i) distribution with probability 0.5 and is zero with 
probability 0.5. The simulation study shows that the rate of the convergence to 
this limit is very reasonable, and much better than the rate of the convergence to 
the normal of the score statistic for both with and without nuisance parameters 
cases. For sample sizes n> 50, it is suggested that appropriate X'(1) values may 
be used as critical values for the LR test. For sample sizes n< 50, critical values 
are estimated by simulation. 
The score and LR tests have comparable good power of detecting the presence of 
heterogeneity in the cases with and without censoring. The calculation of the score 
test is easier because it only involves maximum likelihood estimation under the 
null model, whereas the calculation of the LR test involves estimation under both 
the null and full models. This difference becomes more important when p>2. 
However, the complication of the non-null model estimation for the PSW is eased 
by the two stage marginal estimation method discussed in Chapter 4. 
The other three diagnostic approaches discussed in Chapter 7 provide simpler 
ways of detecting the presence of heterogeneity in the context of the bivariate 
PSW model, although these diagnostic methods have less power than the score 
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and LR tests. The calculation of the statistic M* only involves maximum like- 
lihood estimation of the null Weibull distributions. Critical values for the test 
based on M* can be obtained by a simple approximation. Therefore, no lengthy 
table critical values is required. The diagnostic based on the component-wise min- 
ima may be easily obtained from an immediate eye-balling of the data, and is 
not affected by simple Type I and Type 11 censoring. The convenience of this 
approach is obvious although the diagnostic is uninformative in certain situations. 
The concordance statistic U may also be calculated easily without estimating any 
parameters. The asymptotic normality of the U statistic provides a test based on 
the U with reasonable power of detecting heterogeneity. 
8.2 Further work 
There are a few directions in which this work could be taken further. Some general 
statements in this regard are given as follows. 
In the context of detecting the presence of heterogeneity, the tests discussed in this 
thesis may be further developed in some aspects. First, the asymptotic behaviour 
of the score and LR tests discussed in this work only involve the cases without 
censoring and with right censoring at fixed points. In practice, lifetime data might 
be censored in more complicated forms. For example, observation might cease 
after a pre-specified number of failures, which is the case of Type II censoring. 
Therefore, the asymptotic properties of the score and LR tests in the case of more 
complex censoring mechanisms need to be explored. 
Secondly, the asymptotic behaviour of the score and LR statistic in the case with 
nuisance parameters and with covariate information has been explored only by 
considering very simple situations in the simulation study. More intensive invest- 
igation of the score and LR statistics when in the presence of covariate information 
using asymptotic theory and simulation may be informative. 
Finally, although the general forms of the score and LR tests in the multivariate 
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(p > 2) case are given in Chapter 5 and 6, and null properties of the score test in 
the tri-variate case are also discussed, the general behaviour of the score and LR 
statistics are not explored in the thesis. Therefore, further work to investigate the 
null and non-null properties of the score and LR tests in the dimensional (p > 2) 
situations may be worthwhile. 
The three simple diagnostic approaches have been discussed in Chapter 7 without 
considering covariate information. Therefore, another area of interest is to invest- 
igate the null and non-null properties of the tests based on M, M* and U statistics. 
Similar to the study of the score and LR tests, further investigation of the dia- 
gnostic methods based on M* and U under more complex censoring mechanism 
may be pursued. In Chapter 7, the asymptotic normality of the U statistic is 
obtained. However, the convergence to the normal is not confirmed by simulation. 
Hence, a simulation study to examine the rate of convergence of the U statistic in 
the cases with and without censoring may be useful though one would anticipate 
that the convergence rate would be good. 
Since the generalised PSW model allows both positive and negative association 
between the lifetimes, it is a more flexible model to accommodate heterogeneity 
between individuals or groups. However, the involvement of the parameter K makes 
the estimation and inference based on the model more complicated. It is worth 
pursuing further work in this direction. For example, heterogeneity tests based on 
this model should be explored. 
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Appendix A: Program 
Simulation on the estimation of parameters of the 
PSW model 
C 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
PROGRAM MLECOMP 
PROGRAM GENERATES RANDOM VARIABLES (xil, xi2), i=l,.. N FROM 
A POSITIVE STABLE MIXTURE OF WEIBULL DISTRIBUTION AND 
COMPARE THE ESTIMATION FROM TWO STAGE MARGINAL METHOD WITH MLE 
MAIN PROGRAM 
IMPLICIT NONE 
m IS THE SIMULATION TIMES 
nn IS THE SAMPLE SIZE OF THE VARIABLES 
DOUBLE PRECISION yl(10000), y2(10000), alpha(10000) 
double precision xl(10000), x2(10000) 
double precision xil, phil, xi2, phi2, nu, a, b, effi 
double precision alphalj, betalj, alpha2j, beta2j, nuj 
double precision alphalm, betalm, alpha2m, beta2m, num 
double precision est(5,2), mean(5,2), sd(5,2), ssl(5,2), ss2(5,2) 
integer m, nn, nmodel 
common nn/observed/yl, y2, xl, x2, alpha/model/nmodel 
common /parameteri/xii, phil, xi2, phi2 
common /parameter2/alphalm, betalm, alpha2m, beta2m 
INTEGER i, j, k 
SET UP INITIAL VALUES 
xi=alpha-(l/nu), phi=beta/nu 
nn=100 
M=1000 
nu=O. 5 
xil=l. OdO 
phil=1.0/nu 
xi2=1. OdO 
phi2=1.0/nu 
do 10, i=1,5 
do 20, j=1,2 
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ssl(i, i)=O 
ss2(i, j)=O 
20 continue 
10 continue 
C THE SIMULATION START HERE 
CALL G05CCF 
do 30 k=l, m 
runodel=1 
call weibull 
runodel=2 
call weibull 
C GENERATE POSITIVE STABLE SAMPLEýalpha(i)j 
call psi(nu) 
C GENERATE WEIBULL-POSTIVE STABLE MIXTURE SAMPLE(x1i, x2i) 
do 40, i=l, nn 
xl(i)=yl(i)/alpha(i)**(l/phil) 
x2(i)=y2(i)/alpha(i)**(l/phi2) 
40 continue 
C MAXIMUM LIKELIHOOD ESTIMATES VIA JOINT METHOD 
nmodel=4 
call mlepswj(alphalj, betalj, alpha2j, beta2j, nuj) 
est(1,1)=alphalj 
est(2,1)=betali 
est(3,1)=alpha2j 
e st (4,1) =bet a2i 
est(5,1)=nui 
C STEP 1 OF MLE ON MARGINAL METHOD 
C MLE OF MARGINAL WEIBULL PARAMETERS 
runodel=1 
call mleweibull(a, b) 
alphalm=a 
betalm=b 
est(1,2)=alphalm 
est(2,2)=betalm 
C MLE OF MARGINAL WEIBULL PARAMETERS 
runodel=2 
call mleweibull(a, b) 
alpha2m--a 
beta2m=b 
est(3,2)=alpha2m 
est(4,2)=beta2m 
C STEP 2 OF MLE ON MARGINAL METHOD 
C MLE ON ASSOCIATION PARAMETER NU BY USING MARGINAL EST OF WEIBULL 
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runodel=3 
call mlepswm(num) 
est(5,2)=num 
C FOR THE CALCULATION OF MEAN AND S. D. 
do 50 i=1,5 
do 60 j=1,2 
ssl(i, j)=ssl(i, j)+est(i, j) 
ss2(i, j)=ss2(i, j)+est(i, j)*est(i, j) 
60 continue 
50 continue 
C END UP THE SIMULATION 
30 continue 
C CALCULATION OF MEAN AND S. D. 
do 70 i=1,5 
do 80 j=1,2 
mean(i, j)=ssl(i, j)/dble(m) 
sd(i, j)=ss2(i, j)/dble(m)-mean(i, j)*mean(i, j) 
80 continue 
effi= sd(i, l)/sd(i, 2) 
70 continue 
write(*, 100) mean(i, l), sd(i, l), mean(i, 2), sd(i, 2), effi 
100 format( lx, 2(flO. 5, "(", flO. 5J%")"), flO. 5) 
end 
C 
C 
subroutine weibull 
------------------------------------------------------------------- 
This subroutine generates weibull random variables with shape and 
scale parameters xi and phi, and sample size nn 
------------------------------------------------------------------- 
c 
c 
c 
c 
implicit none 
double precision yl(10000), y2(10000), alpha(10000) 
double precision xl(10000), x2(10000) 
double precision xil, phil, xi2, phi2 
double precision G05DPF, awl, aw2, bwl, bw2 
integer i, ifail, nn, nmodel 
common nn/observed/yl, y2, xl, x2, alpha/model/nmodel 
common/parameterl/xil, phil, xi2, phi2 
ifail=O 
awl=phil 
bwl=l/xil 
aw2=phi2 
bw2=1/xi2 
if (nmodel. eq. 1) then 
do 10 i=l, nn 
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yl(i)=GO5DPF(awl, bwl, ifail) 
10 continue 
elseif (nmodel. eq. 2) then 
do 20 i=l, nn 
y2(i)=GO5DPF(aw2, bw2, ifail) 
20 continue 
endif 
return 
end 
C 
C 
subroutine psi(nu) 
c 
c 
c 
c 
This function computes the random variable alpha 
which comes from a positive stable law 
double precision nu, v, w, a, alpha(10000), yl(10000), y2(10000) 
double precision xl(10000), x2(10000) 
integer i, nn 
common nn/observed/yl, y2, xl, x2, alpha 
external functions 
double precision g05daf, gO5dbf 
do 10 i=l, nn 
v= g05daf(O. Od+00,1.0d+00) 
v= v*3.141592D+00 
w= g05dbf(l. Od+00) 
a= (1.0d+00 - nu)/nu 
alpha(i) (dsin(nu*v)/((dsin(v))**(1.0d+00/nu)))* 
+ (sin((1.0d+00 - nu)*v))/w )**(a) 
C 
10 continue 
return 
end 
C 
C 
subroutine mlepswj(xisi, phisl, xis2, phis2, mlenu) 
----------------------------------------------------------------- 
maximum likelihood estimation for the weibull mixture sample 
------------------------------------------------------------------ 
c 
c 
c 
double precision 
double precision 
double precision 
integer nn 
common nn/observ, 
NAG VARIABLES 
double precision 
integer 
C 
yl(10000), y2(10000), alpha(10000) 
xisl, phisl, xis2, phis2, mlenu 
xl(10000), x2(10000) 
ed/yl, y2, xl, x2, alpha/model/ninodel 
bl(5), bu(5), xx(5), w(70), f 
iw(7), ifail, ibound, n, liw, lw 
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c SET UP NAG VARIABLES IN E04JAF 
n=5 
ibound=O 
bl(l)=1.0d-6 
bl(2)=1.0d-6 
bl(3)=1.0d-6 
bl(4)=1.0d-6 
bl(5)=1.0d-6 
bu(l)=l. Od6 
bu(2)=l. Od6 
bu(3)=l. Od6 
bu(4)=l. Od6 
bu(5)=l. OdO 
xx(l)=I. OdO 
xx(2)=l. OdO 
xx(3)=l. OdO 
xx(4)=l. OdO 
xx(5)=0.5dO 
liw=7 
lw=70 
ifail=-l 
C CALL THE SUBROUTINE E04JAF 
call E04JAF(n, ibound, bl, bu, xx, f, iw, liw, w, lw, ifail) 
xisl=xx(l) 
phisl=xx(2) 
xis2=xx(3) 
phis2=xx(4) 
mlenu=xx(5) 
return 
end 
C 
C 
subroutine mleweibull(a, b) 
c ----------------------------------------------------------------- 
c miximum likelihood estimation for the 
c weibull marginal distributed sample 
c ------------------------------------------------------------------ 
double precision 
double precision 
double precision 
integer nn 
common nn/observi 
C NAG VARIABLES 
double precision 
integer 
yl(10000), y2(10000), alpha(10000) 
xl(10000), x2(10000) 
a, b 
ad/yl, y2, xl, x2, alpha/model/nmodel 
bl(2), bu(2), xx(2), w(25), f 
iw(4), ifail, ibound, n, liw, lw 
c SET UP NAG VARIABLES IN E04JAF 
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n=2 
ibound=O 
bl(l)=1.0d-6 
bl(2)=1.0d-6 
bu(l)=l. Od6 
bu(2)=l. Od6 
xx(l)=l. OdO 
xx(2)=I. OdO 
liw=4 
lw=25 
if ai 1=- I 
C CALL THE SUBROUTINE E04JAF 
call E04JAF(n, ibound, bl, bu, xx, f, iw, liw, w, lw, ifail) 
a=xx(l) 
b=xx(2) 
return 
end 
C ******************************************************************* 
c 
subroutine mlepswm(num) 
c ----------------------------------------------------------------- 
c maximum likelihood estimation for the weibull distributed sample 
c ------------------------------------------------------------------ 
double precision yl(10000), y2(10000), alpha(10000) 
double precision alphalm, betalm, alpha2m, beta2m, num 
double precision xl(10000), x2(10000) 
integer nn, count(4) 
common nn/observed/yl, y2, xl, x2, alpha/model/nmodel 
common /parameter2/alphalm, betalm, alpha2m, beta2m 
common /indicator/count 
C NAG VARIABLES 
double precision bl(1), bu(1), xx(1), w(13), f 
integer iw(3), ifail, ibound, n, liw, lw 
c SET UP NAG VARIABLES IN E04JAF 
n=l 
ibound=O 
bl(l)=1.0d-5 
bu(l)=l. OdO 
xx(l)=0.5dO 
liw=3 
lw=13 
ifail=-l 
C CALL THE SUBROUTINE E04JAF 
call E04JAF(n, ibound, bl, bu, xx, f, iw, liw, w, lw, ifail) 
num=xx(l) 
return 
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C 
C 
c 
c 
c 
c 
c 
C 
10 
20 
30 
end 
subroutine functl(n, xc, fc) 
This subroutine caculates the nagative log likelihood for a set of 
nn iid sample under various conditions 
The observed values are passed via the common block 
implicit none 
integer nn, n, i, nmodel, count(4) 
DOUBLE PRECISION yl(10000), y2(10000), alpha(10000) 
double precision xl(10000), x2(10000) 
double precision alphaim, betalm, alpha2m, beta2m 
common nn/observed/yi, y2, xl, x2, alpha/model/nmodel 
common /parameter2/alphalm, betalm, alpha2m, beta2m 
double precision xc(n), fc, g, s, ss 
g=O. OdO 
g keeps track of the neg log likelihood as i loops over the data 
if (nmodel. eq. 1) then 
g=-nn*(log(xc(l))+log(xc(2))) 
do 10, i=1, nn 
g=g+xc(l)*xl(i)**xc(2)-(xc(2)-l)*log(xl(i)) 
continue 
elseif (runodel. eq. 2) then 
g=-nn*(log(xc(l))+log(xc(2))) 
do 20, i=l, nn 
g=g+xc(l)*x2(i)**xc(2)-(xc(2)-l)*log(x2(i)) 
continue 
elseif (nmodel. eq. 3) then 
g=-nn*(l/xc(l)*(log(alphalm)+log(alpha2m))+log(betalm)+log(beta2m) 
-2*log(xc(l))) 
do 30 i=l, nn 
s=alphalm**(l/xc(l))*xl(i)**(betalm/xc(l)) 
+alpha2m**(I/xc(l))*x2(i)**(beta2m/xc(l)) 
ss=xc(l)*xc(l)*s**(2*xc(l)-2)-xc(l)*(xc(l)-l)*s**(xc(l)-2) 
g=g+s**xc(l)-(betalm/xc(l)-l)*log(xl(i)) 
-(beta2m/xc(l)-l)*log(x2(i))-log(ss) 
continue 
elseif (iunodel. eq. 4) then 
g=-im*(l/xc(5)*(log(xc(l))+log(xc(3)))+log(xc(2))+log(xc(4)) 
-2*log(xc(5))) 
do 40 i=l, nn 
s=(xc(l)**(l/xc(5))*xl(i)**(xc(2)/xc(5))+xc(3)**(l/xc(5))*x2(i) 
**(xc(4)/xc(5))) 
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ss=xc(5)*xc(5)*s**(2*xc(5)-2)-xc(5)*(xc(5)-l)*s**(xc(5)-2) 
g=g+s**xc(5)-(xc(2)/xc(5)-I)*log(xl(i))-(xc(4)/xc(5)-l)*log(x2(i)) 
-log(ss) 
40 continue 
C 
endif 
f C=g 
return 
end 
Simulation on the score test 
C 
PROGRAM SCOREM 
C ------------------------------------------------------------------ 
C PROGRAM GENERATES RANDOM VARIABLES (yil, yi2), i=l,.. N FROM 
C TWO INDEPENDENT WEIBULL DISTRIBUTION, with xi=l and phi=l 
C UNDER HO: nu=l, CALCULATES SCORE STATISTIC IN THE CASE WITHOUT 
C CENSORING AND PARAMETERS ARE UNKNOW(ESTIMATED FROM ML) 
C ------------------------------------------------------------------ 
C MAIN PROGRAM 
IMPLICIT NONE 
Cn IS THE SAMPLE SIZE 
Cm IS THE SIMULATION TIMES 
double precision yl(100000), y2(100000), ss, score(100000) 
double precision xil, phil, xi2, phi2, qz(9) 
common/observed/yl, y2, nn/model/nmodel 
INTEGER nn, m, i, j, nmodel 
nn=100 
m=10000 
write 'observation number nn 
write 'simulation times m 
CALL G05CCF 
do 10 i=1, m 
C GENERATE WEIBULL SAMPLE AND GENERATE CENSORED DATA IN THE SAMPLE 
nmodel=1 
call weibull 
C MAXIMUM LIKELIHOOD ESTIMATE OF THE PARAMETERS 
call mleweibull(xil, phil) 
C GENERATE WEIBULL SAMPLE AND GENERATE CENSORED DATA IN THE SAMPLE 
runodel=2 
call weibull 
C MAXIMUM LIKELIHOOD ESTIMATE OF THE PARAMETERS 
call mleweibull(xi2, phi2) 
C CALCULATE THE SCORE STATISTIC 
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score(i)=O 
do 30 j=l, nn 
ss=xil*yl(j)**phil+xi2*y2(j)**phi2 
score(i)=score(i)+(2*(l+log(ss))-l/ss-ss*log(ss)) 
30 continue 
10 continue 
call sort(score, m) 
call quantile(score, m, qz) 
do 50 i=1,9 
qz(i)=qz(i)/sqrt(O. 5*dble(nn)*log(dble(nn))) 
50 continue 
write (*, 200) nn, (qz(i), i=1,9) 
200 format(I5, lx, 9(f5.2, lx)) 
end 
C 
C 
subroutine weibull 
C ------------------------------------------------------------------- 
C This subroutine generates weibull random variables with shape and 
C scale parameters 1.0, and sample size nn 
C ------------------------------------------------------------------- 
implicit none 
double precision yl(100000), y2(100000), GO5DPF, a, b 
common/observed/yl, y2, nn/model/nmodel 
integer i, ifail, nn, nmodel 
ifail=O 
a=1. OdO 
b=1. OdO 
if (nmodel. eq. 1) then 
do 10 i=l, nn 
yl(i)=GO5DPF(a, b, ifail) 
10 continue 
elseif (nmodel. eq. 2) then 
do 20 i=l, nn 
y2(i)=GO5DPF(a, b, ifail) 
20 continue 
endif 
return 
end 
C 
c 
subroutine mleweibull(xi, phi) 
c ----------------------------------------------------------------- 
c miximum likelihood estimation for the weibull distributed sample 
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------------------------------------------------------------------ 
double precision yl(100000), y2(100000), xi, phi 
integer nmodel, nn 
common/observed/yl, y2, nn/model/nmodel 
C NAG VARIABLES 
double precision bl(2), bu(2), xx(2), w(25), f 
integer iw(4), ifail, ibound, n, liw, lw 
c SET UP NAG VARIABLES IN E04JAF 
n=2 
ibound=O 
bl(l)=O. OdO 
bl(2)=O. OdO 
bu(l)=l. Od6 
bu(2)=l. Od6 
xx(l)=0.5dO 
xx(2)=0.5dO 
liw=4 
lw=25 
if ail=-l 
C CALL THE SUBROUTINE E04JAF 
call E04JAF(n, ibound, bl, bu, xx, f, iw, liw, w, lw, ifail) 
xi=xx(l) 
phi=xx(2) 
return 
end 
C 
C 
subroutine functl(n, xc, fc) 
C ------------------------------------------------------------------- 
C This subroutine caculates the nagative log likelihood for a set of 
Cn iid points from a weibull distribution 
C The observed values are passed via the common block 
C ------------------------------------------------------------------- 
implicit none 
integer nn, n, i, nmodel 
double precision xc(n), fc, g, yl(100000), y2(100000) 
common/observed/yl, y2, nn/model/nmodel 
g=O. OdO 
Cg keeps track of the neg log likelihood as i loops over the data 
if (nmodel. eq. 1) then 
g=O. Od+O 
do 10, i=1, nn 
g=g+xc(l)*yl(i)**xc(2)-((xc(2)-I)*log(yl(i))+Jog(xc(l))+log(xc(2))) 
10 continue 
elseif (nmodel. eq. 2) then 
g=O. Od+O 
do 20, i=1, nn 
184 
g=g+xc(l)*y2(i)**xc(2)-((xc(2)-l)*log(y2(i))+log(xc(l))+log(xc(2))) 
20 continue 
endif 
f C=g 
return 
end 
C 
c 
SUBROUTINE SORT(Z, M) 
c THIS ROUTINE SORT THE DATA 
c ------------------------------------------------------------------ 
IMPLICIT NONE 
double precision z(10000) 
integer m, ifail 
ifail=O 
call M01CAF(z, l, m, 'ASCENDINGI, ifail) 
return 
end 
C 
C 
SUBROUTINE QUANTILE(Z, M, QZ) 
C THIS ROUTINE CALCULATE QUANTINE 
C ------------------------------------------------------------------ 
IMPLICIT NONE 
double precision z(10000), qz(9) 
real q(9) 
real index(9) 
integer i, k, m 
data q(l), q(2), q(3), q(4), q(5), q(6), q(7), q(8), q(9) 
/0.01,0.025,0.05,0.10,0.50,0.90,0.95,0.975,0.99/ 
do 20, i=1,9 
index(i)=q(i)*m 
k=int(index(i)) 
if (k. eq. index(i)) then 
qz(i)=z(k) 
else 
qz(i)=(z(k)+z(k+l))/2 
endif 
20 continue 
return 
end 
C 
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