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タスクについて述べる．第 3 章では，既存の著者推定手法について述べる．第 4 章では，
大規模候補者群に対して著者推定を行う際の，既存手法及び既存評価手法の問題点につい
て述べる．続く第 5 章では，本稿で提案する著者推定手法について述べる．そして，第 6
章にて既存手法と提案手法とに対する，大規模候補者群に対する著者推定評価実験の方法



















































Approach (PBA)と Instance-Based Approach (IBA)の 2 種類に分類することができる．この分類
は，Stamatator[18]らによる著者推定手法の分類を参考にしたものである． 
以下では，著者推定タスクについての定義を述べた後に，PBA 及び IBA の各々の分類に
ついて著者推定タスクの内容を説明していく． 
































よる著者推定タスクと呼ぶ．PBA 及び IBA による著者推定タスクは上記で述べた著者推定
の手順によって著者推定を行うが，手順①及び手順②の方法が PBA 及び IBA で異なる． 








図 1 PBA による著者推定タスクの流れ図 












⑥ 並び替えられた候補者群の中で 1 位となる候補者を，推定結果著者として出力する． 
2. 2. 3 IBAによる著者推定タスク 






図 2 IBA による著者推定タスクの流れ図 
当該著者推定タスクの流れは，図 2 に基づき以下の流れで行われる． 
① 学習データを集める．この学習データとは，候補者ごとに複数の文章を収集して集
められた文章集合のことである．なお，当該学習データ中の各文章には，その著者












ベルが指し示す候補者群中の 1 人の候補者を，推定結果著者として出力する． 
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安本ら[13]の行った源氏物語の著者同一性検証では，55 巻ある当該文献を前半 44 巻，後
半 10 巻に分け，2 つが同一著者であるかどうかを検証した．この検証には，当該 2 部の文
章ごとに，特定の文体的指標に基づく文体を定量的に取得した値を用いている．文章の文




















ラスタ分析によって，50 編の書簡は日蓮の著作の分類と，贋作の分類に 2 分することに成
功している．これにより，真贋を判定する 5 編の書簡は，クラスタ分析によって作られる















3. 2 IBAによる著者推定タスクに用いられる手法 
テキストマイニングに基づく方法における IBAの著者推定タスクに用いられる著者推定
手法には，坪井ら[7]の手法，金ら[3]の手法及び，石川ら[4]の手法が該当する．これらの従
来手法の間では，2.2.3 で述べた IBA の著者推定タスクの手順における，文体定量化方法，
及び分類器生成方法が異なる．そこで以下では，手法ごとに文体定量化方法と分類器生成
方法について述べていく． 
3. 2. 1 坪井らの手法 
坪井ら[7]は，メーリングリストに投稿された文章，及び Web の文章に対する著者推定を，
IBA による著者推定タスクに基づいて行った．坪井らの提案する著者推定手法では，文体定
量化方法に Pei らが提案した PrefixSpan[25]と語 n-gram 頻度分布を用い，分類器生成方法に
は Support Vector Machines(SVM)を用いた．以下で各々の詳細を述べていく． 
文体定量化方法 












語の n-gram 出現頻度とは，連続する n 個の語に着目し，与えられる文章中に当該の連続














































3. 3 PBAによる著者推定タスクに用いられる手法  
PBA による著者推定タスクに用いられる著者推定手法としては，松浦らの[1]手法，
Benedetto ら[28]の手法，安形ら[2]の手法，及び中島ら[6]の手法がある．これらの従来手法
の間では，2.2.2 で述べた IBA の著者推定タスクの手順における，文体定量化方法，及び文
体相違度計算方法が異なる．そこで手法ごとに，文体定量化方法と文体相違度計算方法を
述べていく． 
3. 3. 1 松浦らの手法 
松浦ら[1]は，文学的小説に対する著者推定を，PBA による著者推定タスクに基づいて行




③ 文章中に現れる文字 3gram 
④ 文章中に現れる文字 3gram と文番号の組 
⑤ 各文の文頭 10 文字の文字列 










字 n-gram とは，文章中に現れる連続する n 文字の文字列のことである．この文字 n-gram 頻
度分布による文体定量化は，文体を定量化する文章𝑝における文字 n-gram 𝑥の出現確率分布
関数𝑃𝑝(𝑥)を得ることで行う．𝑃𝑝(𝑥)は，文字 n-gram 𝑥が文章𝑝で出現する確率を表すもので






松浦らが用いた Tankard の文章の相違度計算は，文章𝑝と文章𝑞との文体相違度 Dissim を，
𝑃𝑝(𝑥)を用いて以下のように計算することで行う 
𝐷𝑖𝑠𝑠𝑖𝑚(𝑝, 𝑞) =∑|𝑃𝑝(𝑥) − 𝑃𝑞(𝑥)|
𝑥∈𝐶
 (1)  
なお，𝐶は文章𝑝, 𝑞中に現れるすべての文字 n-gram の集合である．ただし，𝐶中の要素は，












 (2)  
なお𝐶は，文章𝑝, 𝑞中に現れるすべての文字 n-gram の集合𝛺を用いて，以下の式で定義さ
れる． 
𝐶 = {𝑥|𝑃𝑝(𝑥)𝑃𝑞(𝑥) ≠ 0, 𝑥 ∈ 𝛺} (3)  
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また，文体相違度 Dissim は，その値が小さいほど 2 つの文章𝑝, 𝑞の文体が似ていること
を表している． 
3. 3. 2 Benedetto らの手法・安形らの手法 
安形ら[2]は，文学的小説に対する著者推定を，PBA による著者推定タスクに基づいて行
った．安形らの提案する著者推定手法では， Benedetto ら[28]による 2 文章の類似度測定手
法を改良した手法を，文体相違度計算方法に用いた．なお，当該類似度測定手法では，与
えられた 2 文章に対する文体定量化の処理は行わず，文章のままで文体相違度を計算でき
る．以下で，Benedetto らの 2 文章の類似度測定方法と，当該手法を改良した安形らによる
文体相違度計算方法について各々のべていく． 






その値が小さい 2 文章を出力することで，類似度の高い文章対を発見できると述べている． 




多い，より類似した 2 文章である時，𝐿𝑍𝑝+𝑞の値はより小さくなり，𝐷𝑖𝑠𝑠𝑖𝑚(𝑝, 𝑞)の値も小
さくなる．Benedetto らは，式(4)で定義される式から得られる値を文体相違度 Dissim とする
ことで，PBA における著者推定が可能であると述べている．具体的には，文体相違度 Dissim
は，その値が小さいほど 2 つの文章𝑝, 𝑞の文体が似ていることを示すことができると述べて
いる． 
安形らは，Benedetto らの提案した文体相違度 Dissim を改良することで，より高い著者推
定精度を実現できる文体類似度を提案している．具体的には，以下の式で計算される文章𝑝
と文章𝑞との文体類似度 Sim を用いることで，文体相違度算出を行う． 










の文体類似度 Sim は，その値が大きいほど 2 つの文章𝑝, 𝑞の文体が似ていることを表してい
る．よって，式(5)の逆数を用いることで 2 つの文章𝑝, 𝑞の文体相違度を計算できる．安形ら
は，式(4)を式(5)のように改良することで，Benedetto らの手法による著者推定手法で問題と










中島らは，著者推定タスクにおける文体定量化に品詞 n-gram 頻度分布と助詞 n-gram 頻
度分布を用いている．以下で各々について述べていく． 
品詞 n-gram とは，文章を品詞タグ列に変換したとき，その品詞タグ列の中に存在する n
個の連続した品詞タグ順列を指す．品詞タグとは，「名詞」や 「動詞」などの形態素にお















分布から得られる品詞または助詞 n-gram 𝑥の生起回数𝑑𝑝𝑥の集合𝐷𝑝に加え，𝐶𝑝𝑞, 𝑎𝑝が用いら
れる．𝐶𝑝𝑞とは，文章𝑝と文章𝑞の各々に存在するすべての品詞 n-gram の和集合である．ま
た𝑎𝑝とは，文章𝑝を構成する記事の数である．記事とは，電子掲示板における 1 つの記事や，
1 件の電子メールのように，一度に投稿する文のまとまりを指す．以上の𝐶𝑝𝑞, 𝐷𝑝, 𝑎𝑝を用い
ることで，2 つの文章𝑝, 𝑞における文体相違度 Dissim を，中島らは以下のように定義してい
る． 
𝐷𝑖𝑠𝑠𝑖𝑚(𝑝, 𝑞) =
√∑ (𝑓𝑝𝑖 − 𝑓𝑝𝑞̅̅ ̅̅ )
2
𝑖∈𝐶𝑝𝑞
√∑ (𝑓𝑞𝑖 − 𝑓𝑞𝑝̅̅ ̅̅ )
2
𝑖∈𝐶𝑝𝑞
∑ (𝑓𝑝𝑖 − 𝑓𝑝𝑞̅̅ ̅̅ )(𝑓𝑞𝑖 − 𝑓𝑞𝑝̅̅ ̅̅ )𝑖∈𝐶𝑝𝑞
 
(6)  
𝑓𝑝𝑞̅̅ ̅̅ =  
∑ 𝑓𝑝𝑖𝑖∈𝐶𝑝𝑞
|𝐶𝑝𝑞|












 (9)  
文体相違度Dissim は，その値が小さいほど 2つの文章𝑝, 𝑞の文体が似ていることを表す． 


















3. 5 従来手法のまとめ 
本章で述べた従来の著者推定手法は，文学的知見に基づく方法とテキストマイニングに
基づく方法に 2 分することができた．また，テキストマイニングに基づく著者推定手法に







IBA または PBA による著者推定手法は，文体的量化，機械学習の方法，文体相違度計算
方法を表 3 または表 4 のように変化させることで，多様な著者推定の方法を実現できてい
る．これらの手法は文学的知見に基づく著者推定手法を用いるために必要であった深い文
学的知見を用いることなく，機械的な著者推定が実現できている．つまり当該手法は，IBA
または PBA による著者推定タスクに一般化した上で，計算機で実装可能となる． 
 















表 4 PBA による著者推定タスクに用いられる著者推定手法のまとめ 
著者推定手法 文体定量化方法 文体相違度計算方法 
松浦らの手法[1]  ・文字 n-gram 頻度分布 式(1)または式(2) 
Benedetto らの手法 
[28] 
・Zip 圧縮 式(4) 
安形らの手法[2] ・Zip 圧縮 式(5) 
中島らの手法[6] ・品詞 n-gram 頻度分布 


















































4. 2. 1 大規模候補者群に対する著者推定タスクの問題 



































































4. 2. 2 IBAによる著者推定タスクの問題点 






































4. 2. 3 既存の著者推定手法の評価方法に対する問題点 



































の著者推定タスクと呼ぶ．同様にして，IBA や PBA による既存の著者推定タスクのことを，
Single Output (SO)の著者推定タスクと呼ぶ． 
4. 3. 1 著者推定タスクの流れ 
4.2 節で述べた既存の著者推定タスクの問題点に対して，図 3 で示される MO の著者推
定タスクを提案する．当該著者推定タスクは，4.2.2 で述べた IBA による著者推定タスクの
問題点を受けて PBA による著者推定タスクに基づくものとなっている．また，4.2.3 で述べ
ように，１人の候補者を出力することが問題であった既存の著者推定タスクに対して，MO
の著者推定タスクは任意数 k の候補者群を出力することを考慮している．なお，MO の著者

























なお，当該候補者は MO の著者推定手法で出力される候補者群順列の 1 位は，SO の著者
推定タスクから得られる推定結果著者と一致する．これは，MO の著者推定手法で出力され
る候補者群順列の 1 位は，手順⑤で並び替えられた候補者群の 1 位のことだからである．
2.2.3 で述べた通り，SO の著者推定タスクから得られる推定結果著者は，手順⑤で並び替え






4. 3. 2 著者推定手法の評価 
4.2.3で述べた既存の著者推定タスクを用いる著者推定手法評価で発生する問題に対して，







者推定タスクの結果に基づくものであり，SO の著者推定タスクの結果に基づく 2.3 で述べ
た著者推定精度とは異なる．そこで，これらの著者推定精度を区別するために，以降では，
前者の著者推定精度のことを MO の著者推定精度，後者を SO の著者推定精度と呼ぶ． 
本稿で提案する著者推定手法評価方法では，MO の著者推定精度を評価する評価指標と
して，Mean Reciprocal Rank (MRR)と Mean Top-k Recall を用いる．以下では，MRR と Mean 
Top-k Recall の評価指標を用いることで，どのように MO の著者推定精度を評価するのかを，
各々の評価指標ごとに述べていく． 
Mean Reciprocal Rank (MRR) 
MRR とは，日本語表記で平均逆順位と呼び，情報検索の分野で用いられる評価指標であ
る．本稿で提案する著者推定タスク結果の評価に MRR を採用することで，MO の著者推定
精度を評価できる．具体的には，MO の著者推定タスクの結果から得られる MRR の値が，
MO の著者推定精度を表すことになる．以下では，情報検索の分野における MRR の定義に

























  (𝑅 ≠ 0)
0 (𝑅 = 0)




 (12)  













るかどうかを示す関数である．もし，当該文書がが適合文書であれば𝑟(𝑞, 𝑘)は 1 を出力し，
そうでなければ 0 を出力する． 


































1 となる．式(11)では，𝑘 = 𝑁𝑞に至るまで，検索システムの出力する文書順列の𝑘番目の文章
はすべて適合文書ではないため𝑟(𝑞, 𝑘)の値は 0 となる．このとき，式(11)の総和は𝑘 = 𝑁𝑞の








者に対応する著者 ID と比較していき，当該著者 ID を持つ候補者の候補者群順列中の順位
を取得する．これにより，候補者群順列において推定対象著者が何位に順位付けされたの
かを取得することができる． 
Mean Top-k Recall 
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Mean Top-k Recall とは，本稿で新たに提案する MO の著者推定精度を評価する評価指標
である．Mean Top-k Recall は，MRR で評価できない，MO の著者推定タスクから得られる
任意数 k 候補者群を基づいて著者推定手法を評価する評価指標である．Mean Top-k Recall
は，MO の著者推定タスクから得られる任意数 k 候補者群中に推定対象著者が含まれる結果
を高く評価できる． 以下では，MO の著者推定タスクから Mean Top-k Recall の評価を行う
方法について述べる． 
Mean Top-k Recall では，MO の著者推定タスクから得られる任意数 k 候補者群中に推定
対象著者が含まれる確率を，k をパラメータとしてグラフ化する．具体的には，複数の推定
対象文章を用いて MO の著者推定タスクを複数回行い，各々で出力される任意数 k 候補者
群中に推定対象著者が含まれるかどうかを評価する．行われた MO の著者推定タスクの回
数に対して，推定対象著者が含まれる任意数 k 候補者群を出力する MO の著者推定タスク
の数の割合を求めることで，任意数 k 候補者群中に推定対象著者が含まれる確率を算出で
きる．MO の著者推定タスクの結果用いて得られる Mean Top-k Recall のグラフが，当該著
者推定タスクに用いられる著者推定手法に対する評価となる．よって当該グラフは，評価
対象の著者推定手法における MO の著者推定精度を表すことになる． 
MO の著者推定タスクから得られる任意数 k 候補者群中に推定対象著者が含まれるかど
うかは，SO の著者推定タスクを用いた著者推定手法の評価にて使用された著者 ID を用い
る．具体的には，任意数 k 候補者群中の各々に対応する著者 ID を収集して著者 ID 集合を
得るとき，当該著者 ID 集合中に推定対象著者 ID が含まれているかどうかの判定を行う． 






ならば，MO の著者推定タスクで出力される任意数 k 候補者群中に推定対象著者が含まれな
ければ，人手で当該候補者群を確認しても推定対象著者を当該候補者群から選択すること
ができないためである． 
MO の著者推定タスクの結果である候補者群順列から任意数 k の候補者群を抽出できる
が，この抽出された候補者群に対しては MRR で評価することはできない．これは，MRR
が MO の著者推定タスクの結果である候補者群順列に対する評価であって，当該候補者群
から抽出される任意数 k 候補者群に対する評価ではないためである． 
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著者 ID があれば良い．なお，推定対象文章における著者 ID とは推定対象著者の著者 ID の
ことを指し，候補者文章群中の文章の著者 ID も同様に，各々の著者である候補者の著者 ID
ことを指している．SO の著者推定タスクを用いた著者推定手法の評価，及び MO の著者推
定タスクを用いた著者推定手法の評価で著者 ID が必要であることは，2.3 及び 4.3.2 で述べ
ている． 
三番目の要求が望まれるのは，データセット中の各文章に付与される著者 ID が実際の著
者と 1 対 1 で対応することで，著者推定タスクを用いた著者推定手法の評価をより正確に
行うためである．もし，実際の著者に複数の著者 ID が付与されていた場合には，異なる著
者 ID でも実際の著者が同一である可能性を発生させることになる．このとき，著者 ID が
異なっていることにより SO 及び MO の著者推定タスクの評価が失敗した結果は，実際の著
者が同一という成功した事実と相反することになり，正確な評価が行えていないことにな
る．もし，複数の著者に 1 つの著者 ID が付与されていた場合，著者 ID が同一であること































収集によって，1988 年から 2006 年にフォーラムの電子掲示板に投稿された文章が，CSV 形
式のデータセットとして整形された．当該データセットには，フォーラムの電子掲示板に
投稿された文章ごとに，投稿者のユーザ ID，投稿日時，投稿先フォーラム ID などの情報が
付与されている．このユーザ ID とは，当該文章の投稿者を区別するために文章投稿者に割
り振られる，個体識別符号のことである．フォーラム ID とは，NIFTY-Serve で提供してい
た複数のフォーラムに対して，各々を一意付ける個体識別符号のことである． 
フォーラムデータセットが満たす 4.4.1 の要求 
フォーラムデータセットは，4.4.1 における要求 1 を満たす．これは，フォーラムの電子
掲示板の使用は NIFTY-Serve の会員であることを条件としていたが，NIFTY-Serve の会員数




フォーラムデータセットは，4.4.1 における要求 2 を満たす．これは，フォーラムの電子
掲示板に投稿される文章にはユーザ ID が付与されていたためである．ユーザ ID は，投稿
者を一意づける情報であるため，当該データセットは 4.4.1 における要求 2 を満たす． 






該会員番号と同義であるユーザ ID は実際の著者と 1 対 1 で対応しており，当該データセッ
トは 4.4.1 における要求 3 を満たす． 
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ける要求 4 を満たす． 
4. 4. 3 既存の著者推定研究で用いられたデータセット 







4.4.2 で述べたフォーラムデータセットは 4.4.1 におけるすべての要求を満たすが，表 5
に示されるように，上記の 6 つのデータセットの中で 4.4.1 におけるすべての要求を満たす
ものは存在しない．なお表 5 の項目は，各行の示すデータセットに対して，各列の示すデ
ータセット 4 つの要求を満たせば「○」が記入されている．表 5 の列の項目である要求 1，
要求 2，要求 3，要求 4 は，4.4.1 で述べたデータセットに対する 4 つの各要求に対応してい
る． 
本項では，表 5 で示されるように，各データセットが表 6 のすべての要求を満たさない










ータセットを生成した．当該データセットは，4.4.1 における要求 2，要求 3 を満たしてい
るが，要求 1，要求 3 は満たしていない．このことを以下で各々詳細に述べていく． 
当該データセットは，4.4.1 における要求 2，要求 3 を満たしている．まず，当該データ
セットは青空文庫における著者名が明記されている文章を収集しているため，4.4.1 におけ
る要求 2 が満たされる．また，各文章は文学的に著者が判明しているものであるため，文
表 5 各データセットの特徴まとめ 
データセット 要求 1 要求 2 要求 3 要求 4 
文学的文章 
 ○ ○  
コミュニケーション 
サイトに対する投稿 
○ ○  ○ 
メーリングリスト 
 ○ ○  
ウェブページ 
○    
作文 
 ○ ○ ○ 
ブログ 
○ ○  ○ 
NIFTY-Serve の 
フォーラム 
○ ○ ○ ○ 
 
表 6 大規模候補者群に対する著者推定手法評価で用いる 
データセットに対する要求 
要求 内容 
要求 1 多くの著者によって書かれる文章が集められている 
要求 2 データセット中の各文章の著者が既知である 
要求 3 データセット中の各文章に付与されている著者 ID が実際の著者と 1
対 1 で対応する 






当該データセットは，4.4.1 における要求 1，要求 4 を満たしていない．まず，当該デー
タセット中の文章の著者は小説家であり，少人数の限定される．よって，4.4.1 における要
求 1 を満たさない．また，データセット中における文章は，小説という分野のもと，ほぼ




定タスクのデータセットを生成した．当該データセットは，4.4.1 における要求 1，要求 2，
要求 4 を満たしているが，要求 3 は満たしていない．このことを以下で各々詳細に述べて
いく． 
当該データセットは，4.4.1 における要求 1，要求 2，要求 4 を満たしている．まず，当
該データセットの文章を収集した Yahoo!知恵袋は，誰もが利用可能なサービスであり，当
該サービスに文章を投稿する人は不特定多数で少人数に限定されない．よって，大規模候
補者群について文章を収集可能であり，4.4.1 における要求 1 を満たす．また，当該データ
セットの文章を収集した Yahoo!知恵袋には，投稿されたすべての文章に対して
Yahoo!JAPAN ID[23]が付与されている．これは，Yahoo!知恵袋に文章を投稿した人を一意に
決める個体識別符号であり，4.4.1 における要求 2 を満たしている．最後に，Yahoo!知恵袋
に投稿される文章の話題は特に制限がなく，自由に決定できる．よって，Yahoo!知恵袋に投
稿される文章の話題は多岐にわたっており，4.4.1 における要求 4 を満たしている． 
当該データセットは，4.4.1 における要求 3 を満たしていない．これは，投稿されたすべ
ての文章に対して付与される Yahoo!JAPAN ID が，1 人の人が複数保持している可能性が高
いためである．Yahoo!JAPAN ID のように，ウェブサービスを使用する際に，使用者ごとに
使用申請をして得られる個体識別符号のことは，一般にユーザ ID と呼ばれている．このユ




投稿された文章に付与される著者 ID は，実際の著者と 1 対 1 で対応するとは言えず，4.4.1








要求 3 を満たすが，要求 1，要求 4 は満たさない． 







における要求 3 を満たす． 
当該データセットは，4.4.1 における要求 1，要求 4 を満たすとは言えない．まず，前述
の通りメーリングリストは登録制であり，誰もが自由にメーリングリストにメールを投稿
できるものではない．よって，メーリングリストにメールを投稿する人は少人数に限定さ
れ，4.4.1 における要求 1 を満たすさない．また，メーリングリストには，特定のテーマに
沿ってメールが送信される．つまり，メーリングリストに投稿されるメールの文章は単一
の話題に対するものであり，4.4.1 における要求 4 を満たすさない． 
ウェブページ 
佐藤ら[5]，坪井ら[7]はウェブページの文章をデータセットとして著者推定タスクを行っ




成した．当該データセットは，4.4.1 における要求 1 を満たすが，要求 2，要求 3，要求 4 は
満たさない． 




る．よって，4.4.1 における要求 1 を満たす． 







サイトとそのウェブページ中の文章の著者が 1 対 1 で対応するとは限らない．よって，4.4.1
における要求 3 を満たさない．また，1 つのウェブサイトにおいて集約されたウェブページ
は同一の話題に対する文章が記述されていることが多く，1 人の著者を表すウェブサイトに
おいて多様な話題に対する文章が記述されているとは言い難い．よって，4.4.1 における要





4.4.1 における要求 2，要求 3，要求 4 を満たすが，要求 1 は満たさない． 




必ず対応する．つまり，当該データセット中の各文章とその著者は必ず 1 対 1 で対応し，
4.4.1 における要求 3 を満たす．さらに，多様な話題に対して作文を書くように各被験者に
依頼しているため，当該データセット中の文章は多様な話題となる．よって，4.4.1 におけ
る要求 4 を満たす． 
当該データセットは，4.4.1 における要求 1 を満たさない．なぜならば，当該データセッ
トを収集する実験の被験者は少人数に限定されているためである．つまり，4.4.1 における





ビスのことである．当該データセットは，4.4.1 における要求 1，要求 2，要求 4 を満たして
いるが，要求 3 は満たしていない．このことを以下で各々詳細に述べていく． 





候補者群について文章を収集可能であり，4.4.1 における要求 1 を満たす．また，当該デー
タセットの文章を収集したブログサービスでは，投稿されたすべての文章に対してユーザ
ID が付与されている．ブログサービスにおけるユーザ ID とは，ブログサービスを利用する
際に，利用者に対して付与される個体識別符号のことである．ブログに投稿された文章に
付与されるユーザ ID を利用することで，4.4.1 における要求 2 を満たすことができる．最後
に，ブログに投稿する文章の話題には制限がなく，文章を投稿する著者は自由に投稿文章
の話題を決定できる．よって，ブログサービスに投稿される文章の話題は多岐にわたって
おり，4.4.1 における要求 4 を満たしている． 
当該データセットは，4.4.1 における要求 3 を満たしていない．これは，投稿されたすべ
ての文章に対して付与されるユーザ ID が，1 人の人間で複数保持している可能性が高いた
めである．なぜならば，ユーザ ID の種類とウェブサービスの使用者数には大きな違いがあ
るためである．よって，ブログサービスに投稿された文章に付与される著者 ID は，実際の
著者と 1 対 1 で対応するとは言えず，4.4.1 における要求 4 を満たさない． 























者推定タスクの前提条件に以下の 4 つが挙げられる． 
1. 著者推定手法 

















べた PBA による著者推定タスクに基づいて提案されたため，評価対象手法は PBA の著者推
定タスクに用いられる 3.3 で述べた各著者推定手法に限定される．具体的には，既存の著者
推定手法の中で EAMLC 実験の評価対象手法となれるのは，以下の 5 つとなる．  
1. 中島らの手法 
2. 松浦らの手法 
3. Tankard の手法 









松浦らの手法と Tanakrd の手法とは，3.3.1 で述べた手法のことである．当該著者推定手
法では著者推定タスクにおける 1 つの文体定量化方法と 2 つの文体相違度計算方法を提案
していた．つまり，松浦らの手法では，著者推定タスクで使用する文体相違度計算方法を 2
通りで選択可能であり，2 通りの著者推定手法が存在する．以降では，これら 2 通りの著者
推定手法は別の著者推定手法として扱う．具体的には，文体相違度計算方法に松浦らが提
案した方法を用いる著者推定手法を松浦らの手法と呼び，Tankard の文章相違度計算方法を








頻度分布を用いる著者推定手法があり，この n-gram の n の値を多様に変化させることで当





























































































4. 5. 2 フォーラムデータセットの実験前処理 










フォーラムデータセットは 4.4.1 で述べた要求 3 を満たさなくなってしまう． 
当該の問題に対応するため，フォーラムデータセット中のすべての文章に対して，引用




















































4. 5. 3 実験方法 




図 4 EAMLC 実験の流れ図 
 
手順 1) 学習データとテストデータの作成 
本手順における学習データ及びテストデータは，4.3.1 における著者推定タスクの手順①
表 8 EAMLC 実験で用いた計算機のスペック 
項目 性能 
CPU Intel Core i7 930 @ 2.8GHz 
メモリ DDR3 28GB  
HDD 4TB Serial ATA RAID0 
OS Windows 7 Professional 64bit 











図 5 EAMLC 実験における学習データとテストデータの作成手順 
収集手順 EAMLC 実験での，具体的な学習データ及びテストデータの収集手順は以下の通
りである． 
① ユーザ ID 集合から，１つのユーザ ID を選択する．ユーザ ID 集合とは，実験用フ
ォーラムデータセット中の各文章が持ちうるすべてのユーザ ID のことである． 
② ①で選択されたユーザ ID におけるフォーラム ID 集合から１つフォーラム ID をラ
ンダムに選択する．あるユーザ ID におけるフォーラム ID 集合とは，実験用フォー
ラムデータセット中で，当該ユーザ ID を持つ文章集合の各々が持ちうるすべてのフ
ォーラム ID のことである． 
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③ ②で選択されたユーザ ID と手順②のフォーラム ID を持つ 20 の文章群を，実験用フ
ォーラムデータセットから抽出する． 
④ ③で抽出された各記事の冒頭 500 文字を結合し，10000 文字からなる文章を作成す
る．作成した文章は学習データ中の 1 つの文章とし，当該文章には①で選択された
ユーザ ID を付与しておく． 
⑤ ③と同様に，①で選択されたユーザ ID と手順②で選択されたフォーラム ID を持つ
20 の文章群を実験用フォーラムデータセットから抽出する．ただし，当該文章群は
③で抽出された各文章とは別の文章であるとする． 
⑥ ⑤で抽出された各記事の冒頭 500 文字を結合し，10000 文字からなる文章を作成す
る．作成した文章はテストデータ中の 1 つの文章とし，当該文章には①で選択され
たユーザ ID を付与しておく． 
⑦ ①において選択されるユーザ ID を変更し，合計 N 個のユーザ ID に対して②から⑥
を行う．これにより，学習データとして N 個の文章，テストデータとして N 個の文
章を作成する． 













⑤ ②のフォーラム ID を選択し直した上で，当該フォーラム ID と①で選択されたユー
ザ IDとを持つ 20の文章群を実験用フォーラムデータセットから抽出する．ただし，




























スクは，本項で述べる手順 1 から手順 3 のことを指し示すが，取得する著者推定タスクを
処理する時間は，手順 2 の処理時間のみを対象としている．これは，当実験の手順 2 にお
ける処理時間の違いが，評価対象手法ごとの著者推定タスクの処理時間の違いだからであ
る．なぜならば，評価対象手法ごとに著者推定タスクの処理時間が変化するのは，本項で
述べる著者推定タスクの手順 1 から手順 3 の中で，手順 2 だけだからである． 











4. 5. 4 EAMLC 実験からの評価値を得る実験 
EAMLC 実験で行われた各著者推定手法評価の結果を用いて，既存の各著者推定手法に








の 4 つの評価によって行う．MRR は平均逆順位のことで，4.3.2 の定義に従い著者推定手法
評価ごとに得られる複数の候補者群順列から算出できる．著者推定処理時間は，4.5.3 にお
ける手順 2 で取得した著者推定タスクの処理時間のことである．PRECISON@1 とは，2.3
で述べた SO の著者推定精度のことである．4.5.3 における著者推定手法評価は，MO の著者


























クの結果である候補者群順列を用いることで，SO の著者推定精度を示す PRECISION@1 を
算出することができる．具体的には，MO の著者推定タスクが出力する候補者群順列の 1 位
を，SO の著者推定タスクが出力する推定結果著者とすることで，PRECISION@1 は算出で
きる．これは，SO の著者推定タスクと MO の著者推定タスクとでは，タスク内で候補者群
を並び替える処理において共通しているためである．MO の著者推定タスクで出力する並び
替えた候補者群順列の 1 位は，SO の著者推定タスク出力する推定結果著者と同じ意味を持
つ．なぜならば，SO の著者推定タスク出力する推定結果著者とは，著者推定タスクで並び




果とは，MRR または PRECISION@1 のことである．そこで，同一話題のデータセットを用
いた著者推定手法評価の結果である評価値Psと，相違話題のデータセットを用いた著者推定
手法評価の結果である評価値PDを用いて，Robustness の評価値を以下の式で算出する．なお，
評価値Ps及び評価値PDは，著者推定手法評価で得られる PRECISION@1 や MRR の評価値の
ことを指す． 
𝑅𝑜𝑏𝑢𝑠𝑡𝑛𝑒𝑠𝑠 = Min (1,
𝑃𝐷
𝑃𝑠
) (14)  
式(14)で算出される Robustness は，評価対象となる著者推定手法によって行われる著者















くないと判断され，Robustness の評価値にその最大値を与えることを意味している．  
実験結果 
表 9 で設定した実験パラメータの組み合わせごとに著者推定手法評価を行った EAMLC








おける著者推定手法評価の結果を図 6 に示す．図 6 では，評価対象手法ごとに 2 つの著者










を用いる点，候補者数が 100 人である点において，統一した実験パラメータとなっている． 
次に，評価対象手法ごとに著者推定処理時間を比較した結果を図 8 に示す．図 8 では，













最後に，評価対象手法ごとに話題変化に対する頑健性 Robustness を比較した結果を図 9
に示す．図 9 では，評価対象手法ごとに，2 つの Robustness を示している．この 2 つの





図 9 の評価値 Robustness の算出には，図 6 及び図 7 で算出されている各データセットを用
いた時の PRECISON@1 または MRR の評価値を用いている． 
 


















































































































図 7 相違話題のデータセットを用いた 4.5 の著者推定手法評価の結果 
 






























































































































































































































図 9 4.5 におけるデータセットの話題変化に対する頑健性の評価結果 
4. 5. 5 Mean Top-k Recall を得る EAMLC 実験 
EAMLC 実験で行われた各著者推定手法評価の結果を用いて，既存の各著者推定手法に
対する Mean Top-k Recall による評価を行う．なお，当該実験は 4.5.4 で得られた実験結果に
おいて，MO の著者推定精度の高い著者推定手法のみを評価対象手法とするものである．こ





の結果から得られる実験パラメータの設定ごとの候補者群順列から， 4.3.2 で述べた Mean 
Top-k Recall のグラフを各々作成することで行う．なお，4.5.4 で述べた EAMLC 実験の実験
パラメータとは異なり，gram 数を設定していない．これは，表に示される実験パラメータ




















































































































を設定して得られる評価対象手法に対する 4.5.4 で行った EAMLC 実験で，MO の著者推定
精度である MRR の評価値の高くなるものを選択した．具体的には，4.5.4 の EAMLC 実験の
評価対象手法となる著者推定手法ごとに，当該実験で得られる MRR の評価値が最も高くな
るパラメータの gram 数を，当該実験パラメータの著者推定手法と合わせて設定する gram
数とした．なお，Benedetto らの手法については，安形らの手法がその改良手法であること
と，MO の著者推定精度である MRR が比較的低いことから，当該実験の評価対象手法とな
る著者推定手法から除外している． 
実験結果 
当該 EAMLC 実験の結果から得られる Mean Top-k Recall のグラフを図 10，図 11，図 12，
図 13 に示す．図 10 と図 11 及び図 12 と図 13 の各々の間では，各々のグラフを得る著者
推定手法評価において用いられるデータセットが同一話題と相違話題で異なっている．ま
た，図 10 と図 11 では Mean Top-k Recall のすべての k について示されているが，図 12 と
図 13 ではこの中でも k が 1 から 20 までの部分のみを示している． 
表 10 4.5.5 で行う EAMLC 実験で設定する実験パラメータ 
実験パラメータ 項目 




Tankard の手法 (2gram) 









図 10 EAMLC 実験の同一話題データセットを用いる著者推定手法評価の結果から得られる
Mean Top-k Recall のすべての結果 
 
図 11 EAMLC 実験の相違話題データセットを用いる著者推定手法評価の結果から得られる






























































図 12 EAMLC 実験の同一話題データセットを用いる著者推定手法評価の結果から得られる
Mean Top-k Recall の𝟏 ≤ 𝐤 ≤ 𝟐𝟎の結果 
 
図 13 EAMLC 実験の相違話題データセットを用いる著者推定手法評価の結果から得られる




















































安形らの手法 松浦らの手法 1gram 
松浦らの手法 2gram 中島らの手法 3gram 





当該実験から得られる結果より，当該実験で得られる Mean Top-k Recall の結果は，MRR
の評価値による結果と一致していることがわかる．これは，図 10，図 11，図 12，図 13
の各図における k が小さい時，そのすべての k において各評価対象手法の Mean Top-k Recall
の評価値の大小関係が，図 6，図 7 における各評価対象手法の MRR の大小関係と一致する
ためである． 
4. 5. 6 評価結果の考察 
4.5.4 で得られた EAMLC 実験の結果より，既存の各著者推定手法が行う大規模候補者群
に対する著者推定タスクで顕著化する 4.2.1で述べた問題は表 11の通りとなる．以下では，
この理由を EAMLC の実験パラメータで設定した著者推定手法ごとに述べていく． 
 
中島らの手法 






上記の結論に至った理由以下に述べていく．まず，中島らの手法は，その gram 数を 3,4
とした時に，大規模候補者群に対する著者推定に比較的向いている．これは，当該 n-gram
頻度分布を用いる中島らの手法は，図 8 より他の手法と比較して高速であることがわかり，
図 6，図 7 より中島らの手法において最も著者推定精度が高くなることがわかるためであ










中島らの手法 顕著化 顕著化 顕著化しない 
松浦らの手法 顕著化 顕著化 顕著化しない 
Tankard の手法 顕著化しない 顕著化 顕著化 
Benedetto の手法 顕著化 顕著化 顕著化 





他の著者推定手法よりも影響を受けにくい．ただし中島らの手法は，図 6，図 7 より SO










上記の結論に至った理由以下に述べていく．まず，松浦らの手法は，その gram 数を 1
とした時に，大規模候補者群に対する著者推定に比較的向いている．これは，当該手法は，















上記の結論に至った理由を，当該手法の用いる gram数が 1 のとき，2または 3 の時の各々
に対して以下に述べていく． 
Tankard の手法は，その gram 数を 1 とした時に，大規模候補者群に対する著者推定に比







Tankard の手法は，その gram 数を 2 または 3 とした時に，大規模候補者群に対する著者
推定に比較的向いている．これは図 6，図 7 より，当該手法が他の手法及び Tankard の手
法の中でも SO 及び MO の著者推定精度が比較的高いためである．これにより，4.2.1 に述
べた「文体類似著者の高頻出」の問題が他の著者推定手法よりも影響を受けにくい．ただ





図 6，図 7 より SO 及び MO の著者推定精度が極めて低いことがわかるためである．本節
で行った評価実験は候補者数を 100 人としているが，これ以上の候補者数となる大規模候
補者群に対する著者推定タスクを Benedetto らの手法で行えば，さらに当該著者推定手法の














推定タスクに用いられる著者推定手法を 2 つ提案する．当該 2 手法と既存手法との違いは
表の通りである．最初の手法は 4.2.1 で述べた 3 つの問題すべてに対応した手法である．当
該手法は，大規模候補者群に対する著者推定タスクを高速に実行し，高精度な著者推定精
度を実現する．当該手法は，中島らの手法を改良することで実現した，本稿における提案











5. 1 既存手法の問題原因考察 
4.5.6 で明らかになった既存の各著者推定手法の問題は，各手法で取り扱う文体特徴量に
表 12 PBA を行う各著者推定手法と，提案手法・多手法併用手法との違い 
著者推定手法 文体定量化方法 文体相違度計算方法 
既存
手法 
松浦らの手法 文字 n-gram 頻度分布 頻度差の対数の和 
Tankard の手法 文字 n-gram 頻度分布 頻度差の和 
Benedettoらの手法 Zip 圧縮 圧縮前後のデータ長変化 
安形らの手法 Zip 圧縮 圧縮前後のデータ長変化 































がある．これは，日本語の場合，品詞の種類は 14 種類と限定されているが文字の種類は 14
種類以上で限定されないことに起因する．品詞 n-gram 及び文字 n-gram は，品詞及び文字に
よって構成されるため，各 n-gram の種類は品詞及び文字の種類に依存する．つまり，品詞
は文字より種類の少ないため，品詞 n-gram は文字 n-gram に比べその種類が少なくなる．よ
って，品詞 n-gram 頻度分布は文字 n-gram 頻度分布に比べその要素数が少なくなる．文字及
び品詞による文体特徴量の各要素は文字ｎ-gram 頻度分布及び品詞 n-gram 頻度分布に対応
するため，品詞による文体特徴量は文字による文体特徴量よりもその要素数が少なくなる． 










































用いるデータセットの話題相違に影響がないが，品詞 n-gram の n が 2 以上の品詞の組み合
わせによる文体特徴量は当該データセットの話題相違に影響を受けてしまう．大規模候補
者群に対する著者推定タスクに適していると 4.5.6で述べた 3gramまたは 4gramの頻度分布
を用いる中島らの手法では，品詞 n-gram の n が 2 以上の品詞の組み合わせによる文体特徴
量であり，データセットにおける話題相違に影響受けるため，同一話題文章収集困難化の
問題が顕著化してしまう． 
5. 1. 4 安形らの手法における問題原因考察 
安形らの手法を用いることで，同一話題文章収集困難化，及び推定処理時の計算量増加






Zip 圧縮技術を用いた著者推定手法における 2 文章間の文体相違度は，当該文章間におけ
る文字の使用傾向の類似に基づいてその値が決定されるためである．なぜならば，Zip 圧縮


















5. 2 中島らの手法の改良手法 
中島らの手法を改良した本稿における提案手法は，4.2.1 で述べた 3 つの問題にすべてに
対応することで，当該手法による大規模候補者群に対する著者推定タスクが高速に実行さ































手法のパラメータであり，当該パラメータの最適な設定については，5.2.2 及び 5.2.3 で後述
する． 
 




























































 (15)  
提案手法において式(15)を用いるのは，品詞と文字の混合文体特徴量に最適な，特徴量
の値の上限値を設定するためである．中島らの手法における式(8)は，品詞による文体特徴





ラメータであり，当該パラメータの最適な設定については，5.2.2 及び 5.2.3 で後述する． 













提案手法のパラメータに対する設定値の組み合わせのことを，以降では CPPM (Combination 
of Parameters for Proposal Method)と呼ぶ．当該実験で行う最適な CPPM の決定は，以下の 3
つの手順で行う． 
1. 文体特徴上限値の仮決定 
2. 貪欲法による文字列採用品詞群と gram 数の決定 
3. 文体特徴上限値の決定 
以下において，各々の手順と，その結果を述べていく． 
























表 13 で示す当該実験の実験パラメータでは，EAMLC 実験で設定する実験パラメータに
加え，文字列採用品詞群及び文体特徴上限値を設定されている．この実験パラメータにお




徴上限値，及び gram 数は当該実験の実験パラメータの１つとなる． 
表 13の実験パラメータにおいて gram数を 4及び文字採用品詞群を空集合φとしたのは，
提案手法で中島らの手法を再現するためである．まず，gram 数で設定される 4 は，中島ら
の研究[6]において述べられている，中島らの手法で最良となる gram 数である．また，文字
採用品詞群を空集合とすることで，提案手法で用いられる品詞タグ・文字混合 n-gram の各
要素中に文字が含まれず，当該 n-gram は品詞 n-gram と同じとなる．提案手法で品詞 n-gram
の頻度分布を用いることで，中島らの手法と同じ頻度分布を用いることになる． 
表 13 で示す実験パラメータで行われた当該実験の結果を図 15 に示す．具体的に図 15
は，文体特徴上限値以外の実験パラメータを表 13 の通り一定とした時に，各文体特徴上限
値を用いた当該実験における著者推定手法評価における PRECISON@1 の値をまとめたも
のである．図 15 により，文体特徴上限値は 0.3,0.4.0.5 において最も PRECISON@1 の値が
高くなることがわかる．当該実験における著者推定手法評価の評価値である PRECISON@1
の値が高い時，当該評価結果は良いと判断されるため，当手順で示す最適な文体特徴上限
値は，当該評価実験において結果が最も良くなる 0.3, 0.4, 0.5 の 3 つとする． 
表 13 5.2.2 の手順 1 で行う EAMLC 実験の実験パラメータ 
実験パラメータ 項目 
著者推定手法 提案手法 




















図 15 文体特徴上限値ごとの著者推定手法評価結果 
手順 2) 貪欲法による文字列採用品詞群と gram 数の決定 
次に，CPPM 中の貪欲法による文字列採用品詞群と gram 数を貪欲法によって決定してい
く．当手順で行われる貪欲法とは，CPPM 中の文字列採用品詞群を逐次変化させていきなが
ら，最適なものを発見する実験方法である．具体的に本手順では，表 14 に示される gram
数及び文字列特徴上限値の各設定に対するすべての組み合わせに対して，文字列採用品詞
群を決定する貪欲法を行なっていく．つまり，gram 数及び文字列特徴上限値に対する各組







































0.3, 0.4, 0.5 を選択した．gram 数については，中島らの手法に対して適切であると 4.5.6 で結
論づけられた gram 数である，3gram 及び 4gram を選択した．また，当該結果考察において
著者推定処理時間が比較的短いと述べられる，中島らの手法で設定される gram 数である，
1gram，2gram も表 14 において選択されている． 
提案手法のパラメータの gram 数が n，文体特徴上限値が m と設定された組み合わせに対
して，貪欲法を用いた文字列採用品詞群 P の選択方法は以下の手順で行われる． 
① 𝑃 = 𝜙からスタートする 
② 品詞の全体集合𝛺に対して𝑃の補集合?̅?を得る． 
③ |?̅?|個の集合𝑃𝑖 = 𝑃 ∪ {𝑝𝑖} (𝑝𝑖 ∈ ?̅?, 1 ≤ 𝑖 ≤ |?̅?|)を得る． 
④ 𝑖𝑚𝑎𝑥 = maxarg1≤𝑖≤|?̅?| 𝑆𝑂𝑃𝑃(𝑃𝑖)を得る． 
⑤ 𝑆𝑂𝑃𝑃(𝑃) > 𝑆𝑂𝑃𝑃(𝑃𝑖𝑚𝑎𝑥)のとき，当該処理を終了する． 
⑥ 𝑃 = 𝑃 ∪ {𝑝𝑖𝑚𝑎𝑥}(𝑝𝑖𝑚𝑎𝑥 ∈ ?̅?)として，②から処理をやり直す． 
なお，𝑆𝑂𝑃𝑃(𝑃)は，文字列採用品詞群を𝑃とした提案手法に対して行われる著者推定手法




表 15 の通りとしたときの著者推定手法評価を指し示す．表 15 で選択されている実験パラ
メータには，手順 1 で行われた EAMLC 実験と同様，EAMLC 実験で設定される実験パラメ
ータに加え，文字列採用品詞群と文体特徴上限値を設定する．また，当該著者推定手法評
価の結果については，簡単のため，4.5.3 で述べた評価値の中でも PRECISION@1 のみを用











手法評価の評価値 PRECISON@1 が最高値と成り続けるように，P に品詞を 1 つずつ加えて
いくことを行なっている．貪欲法で作り続けられる P は𝑆𝑂𝑃𝑃(𝑃)を最大にし続けているので，
最終的な P の結果は𝑆𝑂𝑃𝑃(𝑃)を最高値とするものになると期待できる． 
上記で述べた文字列採用品詞群決定方法の実行結果を，表 16 に示す．表 16 は，列「gram
数」及び列「文体特徴上限値」の項目を CPPM に設定したときに，貪欲法を行なって得ら
れる最良の文字列採用品詞群 P と，その時の𝑆𝑂𝑃𝑃(𝑃)の値を示している．なお，文字列採用
品詞群 P における品詞の順番は，上記の文字列採用品詞群決定方法における手順⑦で P と
併合される𝑖𝑚𝑎𝑥について，その併合した順番を表している． 
表 15 5.2.2 の手順 2 で行う著者推定手法評価の実験パラメータ 
実験パラメータ 項目 
著者推定手法 提案手法 









表 16 より，gran 数を 2 にしたときの文体特徴上限値 0.3, 0.4, 0.5 の提案手法のパラメー
タについて，または，gran 数を 3 にしたときの文体特徴上限値 0.3, 0.5 の提案手法のパラメ
ータについて貪欲法で得られた文字列採用品詞群Pが最も高いSOの著者推定精度となるこ
とがわかる．つまり，これらの gram 数と文字列採用品詞群 P の組み合わせが，CPPM に設
定される最適な提案手法のパラメータとなる． 
手順 3) 文体特徴上限値の決定 
最後に，手順 2 で得られた提案手法に最適である文字列採用品詞群 P と gram 数の組み合
わせを設定する各 CPPM に対して，最適な文体特徴上限値を決定する実験を行う．手順 2
で得られた提案手法に最適である文字列採用品詞群 P と gram 数の組み合わせを表 17 に示
す．また，当手順で行う EAMLC 実験の実験パラメータは表 18 の通りとし，その結果は
4.5.3 で述べた PRECSION@1 及び著者推定処理時間の評価値で評価をしていく． 





最良の P 𝑺𝑶𝑷𝑷(𝑷) 
1 0.3 名詞, 記号, 接続詞, 感動詞 0.53 
0.4 名詞, 記号, 未知語, 副詞, 感動詞 0.56 
0.5 名詞, 記号, 未知語,動詞 0.55 
2 0.3 動詞, 副詞, 連体詞 0.72 
0.4 動詞, 接続詞, 記号, 副詞, 形容詞, 感動詞 0.72 
0.5 動詞, 感動詞, 副詞, 接頭詞 0.72 
3 0.3 動詞, 副詞, 記号, 助動詞, 感動詞, 形容詞 0.75 
0.4 助詞, 動詞, 接続詞 0.69 
0.5 助動詞, 助詞, 動詞, 記号, 感動詞 0.74 
4 0.3 動詞, 助動詞, 助詞, 記号, 感動詞 0.68 
0.4 助詞, 感動詞, 記号 0.66 






表 18 の実験パラメータには，手順 2 で行った EAMLC 実験に基づく著者推定手法評価
で設定される実験パラメータに対して gram 数と文字列採用品詞群が欠けている．これらの
実験パラメータは，表 18 の実験パラメータで追加されている提案手法の種類に対応する．
具体的には，当評価実験の実験パラメータである gram 及び文字列採用品詞群は，表 18 で
設定される提案手法の種類の項目と対応する，表 17 の gram 数及び文字列採用品詞群の設
定値を用いるものとする．当該実験の評価対象手法は，表 18 の実験パラメータにおける文
体特徴上限値，及び提案手法の種類の項目が指し示す表 17 の gram 数及び文字列採用品詞
群を CPPM に設定した，各提案手法となる．  
表 18 の実験パラメータによる EAMLC 実験の結果を図 16 及び図 17 に示す．図 16 は
表 17 5.2.2 の手順 2 で得られる最適な gram 数と文字列採用品詞群の組み合わせ 
提案手法の
種類 
gram 数 文字列採用品詞群 
提案手法 2-1 2 動詞, 副詞, 連体詞 
提案手法 2-2 2 動詞, 接続詞, 記号, 副詞, 形容詞, 感動詞 
提案手法 2-3 2 動詞, 感動詞, 副詞, 接頭詞 
提案手法 3-1 3 動詞, 副詞, 記号, 助動詞, 感動詞, 形容詞 
提案手法 3-2 3 助動詞, 助詞, 動詞, 記号, 感動詞 
 






























図 16 5.5.2 の手順 3 で行った著者推定手法評価実験の PRECISON@1 の結果 
 
図 17 5.5.2 の手順 3 で行った著者推定手法評価実験の著者推定処理時間の結果 





















































にまとめる．なお，この最適な文体特徴上限値は，図 16 で示される PRECISON@1 の評価
値が最も高いときに評価対象手法の CPPM に設定される文体特徴上限値のこととする．こ






対象手法の CPPM で設定される文体特徴上限値を最適値としている． 
 
表 19 で示される 5 つの項目は，すべての CPPM の中で最適なものを指し示している．
具体的には，表 19 の各行の提案手法の種類に対応する表 17 の gram 数及び文字列採用品
詞群と，当該行の文体特徴上限値を CPPM に設定した時，この CPPM はすべての CPPM 中
で最適なものとなる．まず，表 17 の提案手法の種類は，手順 2 において最適な gram 数及
び文字列採用品詞群を決定していた．また，表 19 で示される提案手法の種類ごとに示され
る文体特徴上限値は，各提案手法の種類で設定する CPPM において最適な文体特徴上限値
であった．よって，表 19 で示される 5 つの CPPM は，文体特徴上限値を含むすべての CPPM
の中で最適なものということができる． 





されにくい提案手法を得られる．また，最適な CPPM における文字列採用品詞群及び gram
数を設定することで，推定処理時の計算量増加の問題に影響されにくい提案手法が得られ
る．以下では，同一話題文章収集困難化の問題に影響されにくい提案手法とするために設
表 19 提案手法のパラメータに対する最適値とその著者推定手法評価結果 
提案手法の種類 文体特徴上限値 PRECISON@1 著者推定処理時間(秒) 
提案手法 2-1 0.4 0.68 47 
提案手法 2-2 0.4 0.77 57 
提案手法 2-3 0.4 0.72 47 
提案手法 3-1 0.4 0.78 106 





計算量増加の問題に影響されにくい提案手法で設定される CPPM を得るために，CPPM の
設定に伴う著者推定処理時間の差の原因も合わせて考察する． 





れる．表 19 における文字列採用品詞群に名詞が含まれなかったのは，表 19 を得るために

















は 4.5.1 で述べている． 
CPPM の設定に伴う著者推定処理時間の差の原因 




理時間は長くなる．つまり，表 19 で示される各 CPPM の文字列採用品詞群で著者推定処理
時間に差があるのは，各 CPPM の設定のために，その提案手法で用いる n-gram 頻度分布の
79 
 
要素数に差が出るためである．この原因は以下の 2 つの提案手法のパラメータにある． 




gram 数が著者推定精度処理時間に与える影響 提案手法のパラメータにおける gram 数を
大きくする時，著者推定精度処理時間は長くなる．この著者推定精度処理時間が長くなる
のは，gram 数が大きくなると文体特徴量の種類を決める n-gram 頻度分布の要素数も大きく
なるためである．これは，考え得る n-gram の要素の組み合わせの数に応じて，その n-gram
を要素とする n-gram 頻度分布の要素数も大きくなるためである．n-gram は gram 数が大き
くなると，n-gram の要素の組み合わせ方が多くなるため，このとき n-gram 頻度分布の要素
数も大きくなる．文体特徴量の種類が多いとき，著者推定処理時間が長く理由は 5.1.1 で述
べている． 
上記の考察は，表 19 の結果から裏付けることができる．表 19 を見ると，提案手法 2-1，
提案手法 2-2，提案手法 2-3 は，提案手法 3-1，提案手法 3-2 よりも，その著者推定処理時間
が大幅に少ないことがわかる．これは，提案手法 3-1，提案手法 3-2 で設定される gram 数が







って，当該 n-gram 頻度分布の要素数が大きくなる．これは，5.1.1 で述べた通り，n-gram 頻
度分布の取り扱う n-gram の要素の種類の多さに応じて，この n-gram 頻度分布の要素数が大
きくなるためである．当該要素によって決定される文体特徴量の種類が多くなる時，著者
推定処理時間が長く理由は 5.1.1 で述べている． 
上記の考察は，表 19 の結果から裏付けることができる．表 19 を見ると，同じ gram 数
である提案手法 2-1，提案手法 2-2，提案手法 2-3 の中でも，提案手法 2-2 の著者推定処理時
間は大きいことがわかる．これは，当該手法で設定される文字列採用品詞群の数が，提案
手法 2-1 及び提案手法 2-3 よりも多いためである． 
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験の著者推定手法評価で SO 及び MO の著者推定精度が低くなる原因を検証していく．最後
に，本調査のまとめを述べる． 
 
5. 3. 1 著者推定精度の評価 
5.2で述べた提案手法と既存の各著者推定手法を評価対象手法としてEAMLC実験を行い，
当該実験結果から各手法の SO 及び MO の著者推定精度，及び著者推定処理時間を比較評価
した．以下では，当該実験の方法及び結果について述べていく． 
実験方法 
実験方法概略 当該実験は，表 20 の実験パラメータによって行われる．なお，4.5.1 で示
した実験パラメータとは異なり，表 20 の実験パラメータには gram 数が欠けている．この
gram 数は著者推定手法ごとに特定の設定値が決められており，この設定値は表 20 の実験
パラメータにおける著者推定手法の項目に著者推定手法と併せて記されている．なお，安
形らの手法については，当該手法は n-gram 頻度分布を用いないため，設定する gram 数はな
い．各提案手法については，表 21 の各提案手法に対応する CPPM による提案手法が当該実









らの既存の著者推定手法は，4.5 で行った EAMLC 実験の実験パラメータで選択されている
著者推定手法から選択されている．この選択された既存の著者推定手法を当該実験の評価
対象手法としたのは，4.5 で行った EAMLC 実験の結果より，これらの手法が大規模候補者
群に対する著者推定タスクに向いていると結論付けられたためである．以下でその詳細を
述べる． 
まず，本節で述べる EAMLC 実験では評価対象手法として Benedetto らの手法が用いられ
ていない．これは，Benedetto らの手法が，他手法よりも大規模候補者群に対する著者推定
タスクに適していないことが，4.5.6 で述べられていたためである． 
次に，本節で述べる EAMLC 実験では，既存の各著者推定手法に対する gram 数が特定の
表 20 5.3.1 で行う著者推定手法評価実験の実験パラメータ 
実験パラメータ 項目 
著者推定手法 中島らの手法 (3gram) 
中島らの手法 (4gram) 
松浦らの手法 (1gram) 
Tankard の手法 (1gram) 
Tankard の手法 (2gram) 


















提案手法 2-2 0.4 2 動詞, 接続詞, 記号, 副詞, 形容詞, 感動詞 
提案手法 2-3 0.4 2 動詞, 感動詞, 副詞, 接頭詞 
提案手法 3-1 0.4 3 動詞, 副詞, 記号, 助動詞, 感動詞, 形容詞 




値に設定されている．この gram 数は，4.5.6 において既存の各著者推定手法が最も大規模候
補者群に対する著者推定タスクに適しているとされる gram 数が指定されている． 
最後に，表 21 の各 CPPM が設定された著者推定手法を，本節で述べる EAMLC 実験の
評価対象手法としているのは，当該 CPPM が 5.2.3 で最適であると結論付けられていたため
である．この結論は，5.2.3 の結果である表 19 において，各 CPPM を設定した時の提案手
法における著者推定精度 PRECISION@1が最も高くことから導き出されていた．なお，表 19
における各 CPPM の設定の中でも，当該表中に示されている提案手法 2-2，提案手法 2-3，
提案手法 3-1，提案手法 3-2 の CPPM を設定した提案手法が，本節で述べる EAMLC 実験の
評価対象手法としている．これは，表 19 で示される各 CPPM が設定された提案手法の中で
も上記の 4 つの CPPM を設定した時，PRECISION@1 が最も高くなるためである．なお，
以降では，上記で述べた 4つ CPPMを設定した各提案手法を区別すべく，各提案手法は表 19
の各提案手法の種類の名前で表記するものとする．つまり，以降で表記される提案手法 x-x
とは，その提案手法の種類名に対応する表 21 の CPPM が設定された提案手法のことを指す． 
評価実験結果 
表 20 の実験パラメータによって行われた当該実験結果を図 18，図 19，図 20，図 21
に示す．図 18 と図 19 では，SO の著者推定精度である PRECISON@1，及び MO の著者推
定精度である MRR を評価対象手法ごとに示している．図 18 と図 19 との間では，当該実
験の実験パラメータであるデータセットの話題相違が異なっている．よって図 18 と図 19
は，4.5.4 で示した図 6 及び図 7 と同じ意味を示している．図 20 は，相違話題のデータセ
ット及び同一話題のデータセットを用いた当該実験の著者推定手法評価で得られる著者推
定処理時間を，評価対象手法ごとに示している．よって図 20 は，4.5.4 で示した図 8 と同
じ意味を示している．なお，図 20 で指し示す同一話題及び相違話題とは当該実験における
著者推定手法評価で用いた同一話題のデータセット及び，相違話題のデータセットを表す．
図 21 は，図 18，図 19 の結果から計算される，PRECIOSN@1 及び MRR に対する Robustness





図 18 同一話題のデータセットを用いた 5.3.1 の著者推定手法評価の結果 
 








































図 20  5.3.1 における著者推定処理時間の結果 
 































































評価を提案手法 2-2 及び提案手法の 3-2 が実現できていることもわかる．  
5. 3. 2 著者推定精度低下原因の調査 
既存手法を用いて大規模候補者群に対する著者推定タスクを行う問題点が，提案手法で
どの程度対応できるのかを検証するため，著者推定精度低下原因の調査を行った．著者推












には，著者推定精度評価行列(AAPEM: Author Attribute Precison Evaluate Matrix)を求めること
を，著者推定精度低下原因の定量化とする．以下では，まず，SO の著者推定精度が低下す
る原因から AAPEM を導出する方法について述べていく．その後，AAPEM が著者推定精度
低下原因を定量化した結果となる理由も述べる．最後に AAPEM が MO の著者推定精度の
低下する原因ともなる理由を述べる．SO 及び MO の著者推定精度が低下する原因を定量的
に表現している AAPEM は，定量化された著者推定精度低下原因と呼べる． 
SOの著者推定精度が低下する原因の考察 4.5で述べた著者推定手法評価においてSOの著





































章の集合である学習データS = {𝑠𝑖}𝑖∈𝐶を用いた，式(16)の FF(Failure Factor)を用いる． 
𝐹𝐹𝑚(𝑖, 𝑗) = {
1 (𝑑𝑖𝑠𝑠𝑖𝑚𝑚(𝑡𝑖 , s𝑖) ≥ 𝑑𝑖𝑠𝑠𝑖𝑚𝑚(𝑡𝑖 , s𝑗))
0 (𝑑𝑖𝑠𝑠𝑖𝑚𝑚(𝑡𝑖 , s𝑖) < 𝑑𝑖𝑠𝑠𝑖𝑚𝑚(𝑡𝑖 , s𝑗))








𝐹𝐹m(𝑖, 𝑗)の値は 1 となり，そうでなければ当該の値は 0 となる．なお，式(16)は著者推定手




𝐹𝐹𝑚(𝑖, 𝑗)の値が 1 となる候補者𝑗の文章を集めることで，著者推定失敗要因文章群を定量的
に定義できる． 
SO の著者推定精度低下原因の定量化のための AAPEM 定義 SO の著者推定精度低下原因
を定量化するため，著者推定失敗要因文章群から AAPEM を定義する方法について以下で
述べる．具体的には，定量化された著者推定失敗要因文章群から SO の著者推定精度低下原
因を定量化する方法について述べた後，当該方法で用いる AAPEM の定義について述べる． 








𝑖と候補者𝑗とのすべての組み合わせに対して𝐹𝐹m(𝑖, 𝑗)の値が 0 か 1 になるかを判定した結果
を用いることで行う．これは，候補者𝑗ごとに 𝐹𝐹m(𝑖, 𝑗)の値が 0 か 1 になるかの判定による
著者推定失敗要因文章群の定量化をすべての推定対象著者𝑖について行うものであり，著者
推定失敗要因文章群をすべての推定対象著者について集約している． 
推定対象著者𝑖と候補者𝑗とのすべての組み合わせに対して𝐹𝐹m(𝑖, 𝑗)の値が 0か 1になるか
を判定した結果を用いて，SO の著者推定精度低下原因を定量化するため，著者推定精度評
価行列(AAPEM)を用いる．AAPEM とは，推定対象著者𝑖と候補者𝑗とのすべての組み合わせ
に対して𝐹𝐹m(𝑖, 𝑗)の値が 0 か 1 になるかを判定した結果を１つの行列で表したものである．
具体的には，著者推定手法評価の対象となる著者推定手法𝑚と当該評価で用いられる候補者
群 C によって，AAPEM は以下の式(17)から導出できる． 
𝐴𝐴𝑃𝐸𝑀𝑚 = (𝐹𝐹𝑚(𝑖, 𝑗))𝑖,𝑗∈𝐶 (17)  










AAPEM が MO の著者推定精度低下原因となる理由 本調査対象の著者推定手法評価にお
ける MO の著者推定精度低下の原因を AAPEM で定量化できるのは，AAPEM から MO の著
者推定精度を算出することができるためである．これは，MO の著者推定精度を示す MRR
や Mean Top-k Recall を AAPEM から算出することができるためである．AAPEM から MO
の著者推定精度を算出できるということは，MO の著者推定精度は AAPEM で一意に決定さ
れることになる．よって，当該著者推定精度が低下するかどうかも AAPEM で決定されて
いると言え，AAPEM は当該著者推定精度の原因を定量化できる． 
MO の著者推定精度を示す MRR や Mean Top-k Recall を AAPEM から算出することがで












者の順位は，著者推定失敗要因文章群の数と同義となる．以上により MRR や Mean Top-k 





 (18)  
式(18)は上記で述べたように AAPEM の𝑖行目の行ベクトルにおける値が 1 となる要素数
から算出されている．当該要素数は，すべての𝑗 ∈ 𝐶の中で AAPEM の𝐹𝐹𝑚(𝑖, 𝑗)が 1 となる𝑗の
数から求めることができる．なお，𝐹𝐹𝑚がとり得る値は 0 か 1 しかないため，𝑗 ∈ 𝐶の中で
AAPEM の𝐹𝐹𝑚(𝑖, 𝑗)が 1 となる𝑗の数は，𝑗 ∈ 𝐶に対する𝐹𝐹𝑚(𝑖, 𝑗)の値の総和から求められる． 




① 著者推定手法評価実験を行い，手法ごとの AAPEM を作成 
② 2 手法間における AAPEM の違いを定量的に評価 
まず，4.5 の著者推定手法評価実験を行い，手法ごとに式(17)の AAPEM を作成する．具
体的には，表 22 の実験パラメータに基づく著者推定手法評価実験を行い，当該評価実験で
算出される文体相違度から式(17)の AAPEM を作成した．表 22 の実験パラメータは，表 20
の実験パラメータによる著者推定手法評価と同様に，著者推定手法ごとに gram 数が決定さ









𝑠𝑢𝑏𝑡𝑟𝑎𝑐𝑡(𝐴𝐴𝑃𝐸𝑀𝑚1 , 𝐴𝐴𝑃𝐸𝑀𝑚2) =
∑ |{𝑗 ∈ 𝐶|𝐹𝐹𝑚1(𝑖, 𝑗) = 1 ∧ 𝐹𝐹𝑚2(𝑖, 𝑗) = 0}|𝑖∈𝐶
∑ 𝐹𝐹𝑚1(𝑖, 𝑗)𝑖,𝑗∈𝐶
 (19)  
式(19)で定義される subtract は，2 つの AAPEM に対する違いを定量的な 1 つの値で表現
している．この subtract で定義される 2 つの AAPEM に対する違いは式(19)における右辺の
分子で定量化されている．この部分は，𝐴𝐴𝑃𝐸𝑀𝑚1において𝐹𝐹𝑚(𝑖, 𝑗)が 1 となり，𝐴𝐴𝑃𝐸𝑀𝑚2で










手順①で得られた手法ごとの AAPEM を用いて，手順②で算出される 2 手法間における
表 22  5.3.2 で行う著者推定手法評価実験の実験パラメータ 
実験パラメータ 項目 
著者推定手法 中島らの手法 (3gram) 
中島らの手法 (4gram) 
松浦らの手法 (1gram) 
Tankard の手法 (1gram) 
Tankard の手法 (2gram) 











AAPEM の違いを定量的に評価した結果を表 23 に示す．表 23 は本項で行った著者推定手
法評価実験で算出される文体相違度から求められる，著者推定手法ごとの AAPEM に対し
て，式(19)の subtract を適用したものである．具体的には，各著者推定手法評価実験の文体
相違度から求められるすべての著者推定手法ごとの AAPEM において，すべての 2 手法の








表 23 すべての 2 著者推定手法の組に対する subtract 算出結果 
各セルの値は，当該行項目の手法𝑚1で著者推定失敗要因となる文章群の中で， 
当該列項目の手法𝑚2で著者推定失敗要因とならない文章数の割合を表す 
𝑚1 𝑚2 A M1 N3 N4 P22 P23 P31 P32 T1 T2 T3 
A 0.00 0.20 0.37 0.37 0.41 0.46 0.37 0.37 0.25 0.25 0.35 
M1 0.54 0.00 0.46 0.46 0.64 0.63 0.62 0.62 0.36 0.51 0.61 
N3 0.71 0.56 0.00 0.10 0.78 0.77 0.74 0.74 0.51 0.66 0.73 
N4 0.72 0.58 0.12 0.00 0.79 0.77 0.75 0.75 0.54 0.68 0.74 
P22 0.34 0.30 0.47 0.47 0.00 0.32 0.14 0.20 0.39 0.38 0.42 
P23 0.48 0.38 0.51 0.51 0.41 0.00 0.41 0.42 0.44 0.46 0.49 
P31 0.37 0.34 0.45 0.44 0.23 0.39 0.00 0.14 0.40 0.39 0.43 
P32 0.38 0.36 0.46 0.45 0.30 0.41 0.16 0.00 0.41 0.40 0.44 
T1 0.51 0.29 0.32 0.33 0.64 0.63 0.61 0.61 0.00 0.38 0.52 
T2 0.29 0.20 0.32 0.33 0.47 0.48 0.42 0.42 0.10 0.00 0.23 









同じ著者推定手法とは，中島らの手法において 3gram の頻度分布や 4gram の頻度分布を














表 24 表 14，表 15 で表記される著者推定手法名と，表 12 で表記される著者推定手
法名との対応関係 
著者推定手法 id 実験パラメータの項目 
N3 中島らの手法 (3gram) 
N4 中島らの手法 (4gram) 
M1 松浦らの手法 (1gram) 
T1 Tankard の手法 (1gram) 
T2 Tankard の手法 (2gram) 
T3 Tankard の手法 (3gram) 
A 安形らの手法 
P22 提案手法 2-2 
P23 提案手法 2-3 
P31 提案手法 3-1 













可視化の方法 2 つの AAPEM の可視化は，式(17)で得られる𝐴𝐴𝑃𝐸𝑀m1と𝐴𝐴𝑃𝐸𝑀𝑚2の各々





調査では，𝐴𝐴𝑃𝐸𝑀𝑚1を白と青，𝐴𝐴𝑃𝐸𝑀𝑚2を白と緑の 2 色を用いて可視化するものとする． 
可視化された 2 つの AAPEM の比較方法 可視化された 2 つの AAPEM を比較に，これら
の AAPEM の可視化結果を併合する方法をとる．これにより，2 つの AAPEM の違いを１つ
の図で表現することができる．なお，当該の AAPEM 可視化結果の併合では，併合する




AAPEM の可視化結果による著者推定精度低下原因の特徴考察 AAPEM の可視化結果を
用いて，著者推定精度低下原因の特徴を考察する．当該調査では，5.3.2 の表 22 の実験パ
ラメータによる著者推定手法評価実験で得られた，4gram の頻度分布を用いる中島らの手法
と提案手法 2-2 を対象とする．これは，表 23 においてこれらの AAPEM から算出される式
(19)の substruct が最大の値となったためである．最も著者推定精度低下原因の違いが大きい
表 25 2 つの AAPEM 可視化結果を併合する際の，各マス目の配色決定方法 
𝑭𝑭𝒎𝟏(𝒊, 𝒋) 𝑭𝑭𝒎𝟐(𝒊, 𝒋) 𝒏𝒊行𝒏𝒋列のマス目 
0 0 白 
1 0 青 
0 1 緑 





以下の図 22，図 23，図 24 にて，4gram の頻度分布を用いる中島らの手法と提案手法
2-2 の AAPEM 可視化結果を示す．当該 AAPEM は，表 22 の実験パラメータによる著者推
定手法評価実験で得られる，各著者推定手法が算出する文体相違度から求められている．
これらの可視化結果は，𝑚1を 4gram の頻度分布を用いる中島らの手法，𝑚2を提案手法 2-2
としたときの𝐴𝐴𝑃𝐸𝑀m1，𝐴𝐴𝑃𝐸𝑀𝑚2を用いた結果である．つまり，図 22 は𝐴𝐴𝑃𝐸𝑀m1を可
視化した結果，図 23 は𝐴𝐴𝑃𝐸𝑀𝑚2を可視化した結果，図 24 は𝐴𝐴𝑃𝐸𝑀m1，𝐴𝐴𝑃𝐸𝑀𝑚2の可視
化結果を併合した結果の図を表す． 
 





























因の多さを表している．図 22 と図 23 を比べると，図 22 のほうが白以外の色で着色され
た面積が広いため，4gram の頻度分布を用いる中島らの手法のほうが，著者推定精度低下原
因が多い．これは，図 19 においてと 4gram の頻度分布を用いる中島らの手法よりも提案手
法 2-2 のほうが，SO 及び MO の著者推定精度が高いという結果と一致する．次に，図 22
と図 23 を併合した図 24 における赤色のマスの多さについて言及する．このマスは，図 22
と図 23 の両方において，その同じ位置に白以外の色が着色されていることを意味している．





















k-means クラスタリングによる可視化された AAPEM の整列方法 次に，可視化された
AAPEM を見やすくするために，候補者群 C の順列を並び替える．可視化される AAPEM は
一定の順列で並ぶ候補者群 C に基づいて可視化されるが，候補者群 C の並び替え方によっ
て可視化される AAPEM の表現を変化させることができる．この可視化された AAPEM を
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見やすくするために行われる候補者群 C の並び替えのことを，AAPEM の整列と呼ぶ．以下






め，整列された AAPEM にて，可視化された AAPEM の結果において同じ色のマス目がな
るべくまとまるように候補者群 C を並び替えられることが目的とする． 
AAPEM の目的を受け，AAPEM の整列を行う方法について述べる．AAPEM の整列は，















似に基づき，候補者集合 C の部分集合を得る．候補者群 C の並び替え時には，この各部分
集合中に分類された候補者集合中の候補者を接近させて当該並び替えを行う．この整列に
よって得られる 2 つの併合した AAPEM の可視化結果では，推定対象著者ベクトルの特徴








𝑋 = {𝒙𝑖|𝑖 ∈ 𝐶} (21)  
𝐶 = {c1, … , c|C|} (22)  
② 以下の式(23)の𝑉を用意する．ただし，式(24)の𝒗𝑖を構成する𝑣𝑖は式(25)を満たすラン
ダムな値で決定される． 
𝑉 = {𝒗𝑖|𝑖 = 1,2,3,4} (23)  
𝒗𝑖 = {𝑣𝑗|𝑗 = 1,… ,2|C|} (24)  
0 ≤ 𝑣𝑗 ≤ 1, 𝑣𝑗 ∈ ℝ (25)  
③ 式(26)による𝐾を求める． 
𝐾 = {𝑘𝑖|𝑖 ∈ 𝐶} (26)  
𝑘𝑖 = argmin
𝑗=1,2,3,4
|𝒙𝒊 − 𝒗𝑗| (27)  






} (28)  
⑤ 式(28)のすべての𝒗𝑖 ∈ 𝑉において再定義前のものを𝒗𝑖′ ∈ 𝑉′としたとき，式(29)を満た
せば𝐾を出力し処理を終了する．そうでなければ，手順③に戻る． 
∑|𝒗𝑖 − 𝒗𝑖′| < 0.5
𝑖∈𝐶
 (29)  







k-means クラスタリングによる可視化された AAPEM の整列結果 上記で述べた AAPEM
の整列によって得られる，4gram の頻度分布を用いる中島らの手法と提案手法 2-2 との
AAPEM を可視化した結果を図 25 に示す．図 25 は，当該 2 手法の AAPEM を併合した図 24
を得る方法と同じように，当該 2 手法の AAPEM を併合することによって得る．ただし，
この可視化で用いられる候補者群 C の順列は，AAPEM の整列で得られている候補者群 C
の分類結果 K によって順序が決定されている．この候補者群 C の並び替えは，候補者群 C
中の候補者 c に対して𝑘𝑐が同じである候補者が隣り合うようにして再配置することで行わ
れる．なお，図 25 における黒の縦線より右側が，図 24 と同じく 2 つの AAPEM を併合し
た図を示している．また，当該黒の縦線より左側の色分けは，AAPEM を可視化した際に各
行の指し示す推定対象著者が，式(26)の分類結果 K においてどの分類先に分類されたかを










り，4gram 頻度分布を用いる中島らの手法と提案手法 2-2 では，お互いにのみ存在する不得





結果は意味している．図 25 の結果から，4gram 頻度分布を用いる中島らの手法と提案手法
2-2 の，お互いにのみ存在する不得意推定対象著者がいることがわかるのは，緑及び青の横





を表しており，当該の緑や青の先は 4gram 頻度分布を用いる中島らの手法と提案手法 2-2
の，お互いにのみ存在する不得意推定対象著者の存在を示している． 
5. 3. 3 提案手法に対する評価のまとめ 
本節で行なってきた提案手法に対する 5.3.1 と 5.3.2 の著者推定手法評価によって，以下









影響されにくいことが，5.3.1 と 5.3.2 の各々の結果からわかる．この詳細を以下で各々述
べていく． 
中島らの手法で顕著化していた「文体類似著者の高頻出」の問題が，提案手法で影響さ





されにくいという結論は，表 23 の結果から得られる．具体的には，3gram 及び 4gram の頻
度分布を用いる中島らの手法で著者推定精度低下原因となり，各提案手法で著者推定精度
















問題に影響を受けにくいと結論付けられる理由を，当該 3 つの問題ごとに述べていく． 
まず，文体類似著者の高頻出の問題については，当該問題による著者推定精度低下が影
響されにくく，当該問題が提案手法で顕著化されにくいと結論付けられる．著者推定精度







相違に影響されにくいには，5.3.1 における図 21 における話題変化に対する頑健性
Robustness の評価結果からわかる．具体的には，既存手法の中で最も Robustness が高い安形



























クで当問題が必ず顕著化するものであり，これに対応するためには SO 及び MO の著者推定
精度をなるべく高くしていくことが望まれる． 
提案手法における不得意推定対象著者に対する対策をすることで，文体類似著者の高頻
出の問題に対する改善の余地があると，5.3.2 で行った AAPEM の可視化結果から結論付け
られる．当該可視化結果とは，図 26 で示される，提案手法 2-2 と安形らの手法との可視化
した AAPEM の併合結果のことをさす．図 26 は 5.3.2 で行った EAMLC 実験で得られる提
案手法 2-2 と安形らの手法との AAPEM の可視化結果を併合し，AAPEM の整列を施した結
果で，図 25 と同じ意味を持つ図である．当該可視化のために提案手法 2-2 と安形らの手法
との AAPEM を用いたのは，当該 2 手法が 5.3.1 の EAMLC 実験で最も高い著者推定精度と













図 26 安形らの手法と提案手法との AAPEM を可視化し，併合した結果 
図 25 と同じく，各マス目の色で各著者推定手法における著者推定精度低下原因の違いを表す． 
青色が示す安形らの手法と緑色が示す提案手法 2-2 では，各色のマス目が多数出現する，お互いにとって
のみ著者推定精度低下原因となる不得意推定対象著者がお互いに存在していることがわかる． 
5. 4 多手法併用手法 
本稿で提案する，複数の著者推定手法を併用して著者推定タスクが行われる多手法併用
手法について述べる．当該手法は著者推定手法ごとに異なる著者推定精度低下原因を補い













することで，実際の SO や MO の著者推定精度が高くなることを示していく． 
5. 4. 1 手法説明 
本稿で提案する多手法併用手法は，図 26 に示す流れ複数の著者推定手法を併用して著
者推定タスクを行うことで，各著者推定手法を単体で用いるよりも高い SO 及び MO の著者
推定精度を実現することを目指す．  
 





以下の手順では， PBA の著者推定タスクに用いられる n 個の著者推定手法が用いる． 
















∙ 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛𝑖(𝑝, 𝑞, 𝐷) (30)  
𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛𝑖(𝑝, 𝑞, 𝐷) =
𝐷𝑖𝑠𝑠𝑖𝑚𝑖(𝑝, 𝑞) − 𝑎𝑣𝑟𝑖(𝑝, 𝐷)
𝑣𝑟𝑝𝑖(𝑝, 𝐷)






 (32)  
𝑣𝑟𝑝𝑛(𝑝, 𝐷) = √∑(𝐷𝑖𝑠𝑠𝑖𝑚𝑛(𝑝, 𝑘) − 𝑎𝑣𝑟𝑛(𝑝, 𝐷))
2
𝑑∈𝐷
 (33)  
上記の 4 つの式で用いられる各種記号について説明する．まず，𝐷𝑖𝑠𝑠𝑖𝑚𝑖(𝑝, 𝑞)は上記の
手順①で著者推定手法𝑖(𝑖 = 1. . 𝑛)によって計算される，定対象文章𝑝と学習データ中の文章𝑞
との間の文体相違度を表す．集合𝐷は，多手法併用手法における文体相違度算出で用いる，
候補者群から集められた文章集合である学習データである．また，多手法併用手法の文体
相違度計算で対象となる文章𝑝, 𝑞については，文章𝑝を推定対象文章とし，文章𝑞を𝑞 ∈ 𝐷が
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成り立つ学習データ中の文章である．𝑎𝑖は，使用する著者推定手法𝑖(𝑖 = 1. . 𝑛)ごとに設定さ
れる定数である．当該定数は以降，重み付け定数と呼ぶ．重み付け定数は，多手法併用手
法で使用する著者推定手法の組み合わせに対して事前に与えられる，多手法併用手法のパ
ラメータの 1 つである． 












相違度 MergeDissim を用いた著者推定手法の不得意な推定対象文章数は少なくなる． 




当該実験は，以下の 3 つによって行った．まず 1 つ目の実験は，多手法併用手法で 2 つ著
者推定手法を用いる条件のもと，パラメータを網羅的に選択した多手法併用手法を評価対












① 多手法併用手法のパラメータである著者推定手法を 2 つ選択する． 
② 手順①でパラメータを設定した多手法併用手法に対して，表 26 の実験パラメータ
による 4.5 の著者推定手法評価を行う．当該評価結果として MRR を用いる．なお，
当該手法には設定する gram 数が無いため，4.5.1 で述べた gram 数の実験パラメータ
は設定しない． 






ない重み付けとするため，すべて𝑎𝑖 = 1(i = 1,2)とする．また，本実験の多手法併用手法で





5.3.2 でも述べた通り，著者推定精度低下原因が少ない著者推定手法は，その SO 及び MO
の著者推定精度は高くなる． 
上記で述べた当該実験の結果を表 27 に示す．表 27 の各セルの値は，行項目及び列項目
の示す著者推定手法を著者推定手法１，著者推定手法 2 として多手法併用手法で用いたと
きの，著者推定手法評価の結果である MRR を示している．行項目及び列項目の表記は，表 
24 の著者推定手法 id と対応しており，当該項目は表 24 の著者推定手法 id と対応する著者
推定手法を示している．なお，表 27 の各セルは，その値が表 27 中にあるすべての値に対
してより高い値であるとき，その背景色をより濃い赤色で着色している． 














Tankard の手法，及び提案手法は，図 18 において比較的著者推定精度が高いことが示され
ているためである． 
実験 2) 貪欲法によるパラメータ選択実験 
次に，貪欲法に基づいて，最適な多手法併用手法のパラメータを選択するための実験を
行う．当該実験は以下の手順の通りに行う．なお，以下の手順では，実験 1 と同様に表 20
の実験パラメータである著者推定手法の各項目の手法を用いている．この著者推定手法の
集合は，以下の手順で𝛺で表記される． 
① 著者推定手法集合 𝑡 = 0, 𝐴𝑡 = ∅からスタートする 
② |𝛺|個の集合𝐵𝑖 = 𝐴𝑡 ∪ {𝑖} (𝑖 ∈ 𝛺)を得る． 
③ 手順②で得られた各集合を多手法併用手法のパラメータとして，当該手法に対する




表 27 網羅的な多手法併用手法のパラメータ選択実験結果 
 
A M1 N3 N4 P22 P23 P31 P32 T1 T2 T3 
A 0.76 0.76 0.74 0.74 0.82 0.79 0.80 0.79 0.75 0.78 0.78 
M1 0.76 0.56 0.56 0.53 0.78 0.71 0.76 0.76 0.65 0.72 0.73 
N3 0.74 0.56 0.43 0.42 0.76 0.67 0.72 0.72 0.63 0.67 0.65 
N4 0.74 0.53 0.42 0.42 0.73 0.65 0.71 0.70 0.61 0.63 0.61 
P22 0.82 0.78 0.76 0.73 0.78 0.76 0.78 0.78 0.78 0.80 0.80 
P23 0.79 0.71 0.67 0.65 0.76 0.67 0.76 0.76 0.72 0.76 0.75 
P31 0.80 0.76 0.72 0.71 0.78 0.76 0.75 0.75 0.76 0.79 0.78 
P32 0.79 0.76 0.72 0.70 0.78 0.76 0.75 0.75 0.75 0.77 0.76 
T1 0.75 0.65 0.63 0.61 0.78 0.72 0.76 0.75 0.65 0.71 0.71 
T2 0.78 0.72 0.67 0.63 0.80 0.76 0.79 0.77 0.71 0.75 0.76 




得られた当該手法に対する著者推定手法評価結果の MRR も𝑝𝑡として得る． 
⑤ 𝑡 > 0の時，𝑝𝑡 > 𝑝𝑡−1なら，𝐴𝑡+1 = 𝐵とする．𝑝𝑡 ≤ 𝑝𝑡−1なら，𝐴𝑖を出力して当該実験
を終了する．𝑡 = 0の時は，𝐴𝑡+1 = 𝐵とする． 
⑥ 𝑡 = 𝑡 + 1をして，手順②に戻る． 
まず，手順③で用いられる多手法併用手法における重み付け定数は，手法ごとに偏りの
ない重み付けとするため，すべて𝑎𝑖 = 1(𝑖 ∈ 𝐵𝑖)とする． 
当該実験の結果を表に示す．表は，実験終了までに得られるすべての𝑡(𝑡 ≥ 1)における，
𝐴𝑡及び𝑝𝑡を示している．なお，表中で表記される𝐴𝑡中に示される各著者推定手法は，表 24




法群と𝑎𝑖 = 1(𝑖 ∈ 𝐵𝑖)を式(30)に代入すると，以下の式(34)の通りに変形できる．なお，式(34)
では，著者推定手法を表す式(30)の𝑖に，表 24 の各著者推定手法に対応する著者推定手法 id
の表記を用いている． 
𝑀𝑒𝑟𝑔𝑒𝐷𝑖𝑠𝑠𝑖𝑚(𝑝, 𝑞) 
= 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛𝐴(𝑝, 𝑞, 𝐷) + 2𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛𝑃22(𝑝, 𝑞, 𝐷) + 4𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛𝑇3(𝑝, 𝑞, 𝐷) 
(34)  
式(34)と式(30)を比較した時，式(34)は𝑎𝐴 = 1, 𝑎𝑃22 = 2, 𝑎𝑇3 = 4とした，「提案手法 2-2」「安
形らの手法」「3gram 頻度分布を用いた Tanakrd の手法」をパラメータとした多手法併用手
法であることがわかる．つまり，表 28 の結果は，上記における重み付け定数と著者推定手
法群が，最適な多手法併用手法のパラメータとして選択された結果となる． 
表 28 貪欲法によるパラメータ選択実験結果 
𝒕 𝒑𝒕 𝑨𝒕 
1 0.78 P22 
2 0.82 P22, A 
3 0.82 P22, A, T3 
4 0.83 P22, A, T3, T3 
5 0.83 P22, A, T3, T3, T3 
6 0.83 P22, A, T3, T3, T3, P22 




実験 3) 重み付け定数の選択実験 
実験 2 では，多手法併用手法に対して最適なパラメータを，貪欲法に基づいて以下のよ
うに決定した． 
 「提案手法 2-2」「安形らの手法」「3gram 頻度分布を用いた Tanakrd の手法」の 3 手
法を用いる 





実験 2 と同様に，著者推定手法を表す式(30)の𝑖に，表 24 の各著者推定手法に対応する著者
推定手法 id の表記を用いている． 
① 多手法併用手法のパラメータである 3 つの重み付け定数𝑎𝐴, 𝑎𝑃22, 𝑎𝑇3を決定する 
② 手順①でパラメータを設定した多手法併用手法に対して，実験 1 と同様に表 26 の
実験パラメータによる EAMLC 実験を行う． 
③ 𝑎𝐴, 𝑎𝑃22, 𝑎𝑇3に対して網羅的な値の組み合わせを設定し，各々で手順①及び手順②を
行う． 
本実験では，手順③における𝑎𝐴, 𝑎𝑃22, 𝑎𝑇3の網羅的な組み合わせの設定に，𝑎𝐴 =
1で固定し，𝑎𝑃22, 𝑎𝑇3を 0.5 区切りの 0 から 19.5 までの値を網羅的に設定していく方法をと
る．つまり，𝑎𝑃22, 𝑎𝑇3で各々40 通りあるので，𝑎𝐴, 𝑎𝑃22, 𝑎𝑇3の 3 つの値の組み合わせは，1600




することができる．多様な 3 つの値の比の組み合わせを得るには，１つの比を 1 として，
その他の比を変化させていけば良いので，重み付け定数の１つである𝑎𝐴を 1 で固定した．
なお，1 で比を固定したのを𝑎𝐴としたのは，実験 2 において選択された最適な重み付け定数
において，𝑎𝐴が最小となったためである．このとき，𝑎𝐴を 1 ならばその他の重み付け定数






から i 番目，左から j 番目のマス目には，𝑎𝑃22 = 𝑗 × 0.5，𝑎𝑇3 = 𝑗 × 0.5のときの，MRR の値
が記入されている．また，各マス目は，そのマス目の値の大きさに応じて，その背景の色
がより濃い赤色とするようにしている．最後に，図において外周を黒の四角で囲われてい
るマス目は，図中のすべての値の中でもっとも値の大きい 10 のマスを示している．当該 10
のマスにおける，𝑎𝑃22，𝑎𝑇3の値，及びそのときの MRR の値については，表 29 で示してい
る． 
 















を「提案手法 2-2」「安形らの手法」「3gram 頻度分布を用いた Tanakrd の手法」としたもの
と結論づけられる．また，上記の各手法に対する重み付け定数𝑎𝐴, 𝑎𝑃22, 𝑎𝑇3は「𝑎𝐴 = 1, 𝑎𝑃22 =
2, 𝑎𝑇3 = 3.5」「𝑎𝐴 = 1, 𝑎𝑃22 = 1.5, 𝑎𝑇3 = 8.5」「𝑎𝐴 = 1, 𝑎𝑃22 = 2, 𝑎𝑇3 = 11」とすることが最適
となると結論付けられる．以下では，多手法併用手法の最適なパラメータとして，上記の
各著者推定手法，及び重み付け定数が選択される理由を各々述べていく． 
実験 1 及び実験 2 より，3 つの実験から得られる多手法併用手法の最適なパラメータに
は，「提案手法 2-2」「安形らの手法」「3gram 頻度分布を用いた Tanakrd の手法」の手法を用
表 29 重み付け定数の選択実験結果における， 
MRR の値が最も高かった 10 のパラメータの組み合わせ 
𝒂𝑻𝟑 𝒂𝑷𝟐𝟐 MRR 
3.5 2.0 0.83 
8.0 1.5 0.83 
8.5 1.5 0.84 
9.0 1.5 0.83 
9.5 2.0 0.83 
10.0 2.0 0.83 
11.0 2.0 0.84 
11.5 2.0 0.83 




いることが望ましいことがわかる．まず実験 1 では，安形の手法，Tankard の手法，及び提
案手法 2-2 を多手法併用手法のパラメメータとして選択したとき，当該手法による著者推定
精度はより高くなることが分かった．この結果は実験 2 において，「提案手法 2-2」「安形ら
の手法」「3gram 頻度分布を用いた Tanakrd の手法」が最適な多手法併用手法のパラメータ
であるという結果と一致している．よって，多手法併用手法の最適なパラメータとして「提
案手法 2-2」「安形らの手法」「3gram 頻度分布を用いた Tanakrd の手法」を用いることが望
ましい． 
多手法併用手法の最適なパラメータとしての重み付け定数は，実験 3 の結果である図 28
に示される最適な𝑎𝐴, 𝑎𝑃22, 𝑎𝑇3の比の 3 つ領域から，各々１つずつ選択することで当該パラ
メータを決定した．図 28 に示される最適な𝑎𝐴, 𝑎𝑃22, 𝑎𝑇3の比の 3 つ領域とは，図 28 におけ
る MRR の値が高くなるマス目の集まりのことである． MRR の最高値を示している図 28
の 10 個のマス目は各々が黒線で囲まれており，当該図においてこのマス目は 3 つの集まり
を形成していることがわかる．マス目の集まりとは隣り合った複数のマス目のことである．
この 3 つの領域における各マスの表す𝑎𝐴, 𝑎𝑃22, 𝑎𝑇3の比が，MRR が最高値とする局所解を表
している．そこで，各領域中におけるマス目の中で最も MRR が高くなる 3 つのマス目の表
す𝑎𝐴, 𝑎𝑃22, 𝑎𝑇3の比を，多手法併用手法の最適なパラメータとした．具体的には，「𝑎𝐴 =
1, 𝑎𝑃22 = 2, 𝑎𝑇3 = 3.5」「𝑎𝐴 = 1, 𝑎𝑃22 = 1.5, 𝑎𝑇3 = 8.5」「𝑎𝐴 = 1, 𝑎𝑃22 = 2, 𝑎𝑇3 = 11」の 3 つの
比を，当該の最適な多手法併用手法のパラメータとした．なお，「𝑎𝐴 = 1, 𝑎𝑃22 = 2, 𝑎𝑇3 = 3.5」
については，実験 2 で得られた最適な重みづけ定数である「𝑎𝐴 = 1, 𝑎𝑃22 = 2, 𝑎𝑇3 = 4」と結
果が類似しており，各々の信憑性をお互いに裏付けている． 
5. 4. 3 多手法併用手法に対する著者推定手法評価実験 
5.4.2 で得られた最適なパラメータを設定する多手法併用手法に対して，EAMLC 実験を
行なう．この評価結果は，既存の著者推定手法や 5.2 で述べた提案手法と比較して，当該多
手法併用手法のほうが SO や MO の著者推定精度が高くなることを示すために行う．また，







いく．当該評価実験は，表 30 の実験パラメータによって行われた．n-gram 頻度分布を用い









著者推定精度評価値に対する頑健性 Robustness の評価値を用いる． 
 
 
本項で行った当該評価実験の結果を，図 29，図 30，図 31 に示す．図 29 と図 30 では，
SO の著者推定精度である PRECISON@1，及び MO の著者推定精度である MRR を著者推定
手法ごとに示している．図 29 と図 30 との間では，著者推定精度を評価するために用いた
データセットの話題相違の実験パラメータが異なっている．よって図 29 と図 30 は，4.5.4
で示した図 6 及び図 7，または 5.3.1 で示した図 18 及び図 19 と同じ意味を示している．
表 30 5.4.3 で行う著者推定手法評価実験の実験パラメータ 
実験パラメータ 項目 
著者推定手法 中島らの手法 (3gram) 
中島らの手法 (4gram) 
松浦らの手法 (1gram) 
Tankard の手法 (1gram) 
Tankard の手法 (2gram) 













表 31 多手法併用手法の種類と，各々のパラメータ 
多手法併用手法の種類 𝒂𝑨 𝒂𝑷𝟐𝟐 𝒂𝑻𝟑 
多手法併用手法 1 1.0 2.0 3.5 
多手法併用手法 2 1.0 1.5 8.5 




図 31 は，図 29，図 30 の結果から計算される，PRECIOSN@1 及び MRR に対する Robustness
を著者推定手法ごとに示している．よって図 31 は，4.5.4 で示した図 9，または 5.3.1 で示
































































































































































図 30 相違話題のデータセットを用いた 5.4.3 の著者推定手法評価の結果 
 

































































































































































































































































































































𝐴𝐴𝑃𝐸𝑀𝑚(𝑚 ∈ 𝑀)を用いる．具体的には，𝐴𝐴𝑃𝐸𝑀𝑚(𝑚 ∈ 𝑀)を以下の式(35)に適用し得られ
る𝐴𝐴𝑃𝐸𝑀̅̅ ̅̅ ̅̅ ̅̅ ̅̅ を用いて，最良併用による著者推定精度を算出する． 
𝐴𝐴𝑃𝐸𝑀̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = (𝐹𝐹̅̅ ̅̅ (𝑖, 𝑗))
𝑖,𝑗∈𝐶
 (35)  
𝐹𝐹̅̅̅̅ (𝑖, 𝑗) = min
𝑚∈𝑀
𝐹𝐹𝑚(𝑖, 𝑗) (𝑖 ≠ 𝑗) (36)  
式(35)の𝐴𝐴𝑃𝐸𝑀̅̅ ̅̅ ̅̅ ̅̅ ̅̅ は，著者推定手法群𝑀を最良に併用したと仮定した著者推定手法を評価
対象手法とした EAMLC 実験から得られる AAPEM となる．なぜならば，𝐴𝐴𝑃𝐸𝑀̅̅ ̅̅ ̅̅ ̅̅ ̅̅ は著者推
定手法群𝑀の各々を評価対象手法としたEAMLC実験で得られる各AAPEMの著者推定精度
低下原因を完璧に補いあったものだからである．  
𝐴𝐴𝑃𝐸𝑀̅̅ ̅̅ ̅̅ ̅̅ ̅̅ は著者推定手法群𝑀の各著者推定精度低下原因を完璧に補い合ったものとなる
のは以下の理由による．まず，式(33)で用いられる𝐹𝐹𝑚(𝑖, 𝑗)は式(16)の定義で得られるもの
であり，𝐴𝐴𝑃𝐸𝑀𝑚(𝑚 ∈ 𝑀)における各 AAPEM の(𝑖, 𝑗)要素の値が 1 か 0 かを示している．各
AAPEM の著者推定精度低下原因を補い合うとは，ある(𝑖, 𝑗)要素について式(36)を適用する
ことを示す．これは，各 AAPEM の中で１つでも(𝑖, 𝑗)要素が 0 であれば，補いあった結果で
ある𝐴𝐴𝑃𝐸𝑀̅̅ ̅̅ ̅̅ ̅̅ ̅̅ の(𝑖, 𝑗)要素を 0 とするという意味である．これにより，各 AAPEM の中で１つ
でも(𝑖, 𝑗)要素が著者推定精度低下原因とならなければ𝐴𝐴𝑃𝐸𝑀̅̅ ̅̅ ̅̅ ̅̅ ̅̅ の(𝑖, 𝑗)要素は著者推定精度低
下原因を示さないことになる．これにより，𝐴𝐴𝑃𝐸𝑀̅̅ ̅̅ ̅̅ ̅̅ ̅̅ は各 AAPEM の著者推定精度低下原因
を完璧に補い合うものとなる． 
𝐴𝐴𝑃𝐸𝑀̅̅ ̅̅ ̅̅ ̅̅ ̅̅ を用いることで，最良併用に対する EAMLC 実験で得られる SO 及び MO の著者
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推定精度を算出することができる．まず，最良併用の著者推定精度評価の結果として𝐴𝐴𝑃𝐸𝑀̅̅ ̅̅ ̅̅ ̅̅ ̅̅
が得られた時，MO の著者推定精度が算出できることは，5.3.2 で述べている．SO の著者推
定精度である PRECISON@1 については，テストデータ中の各文章𝑖を推定対象文章とした
とき，式(18)で得られる候補者群順列中の推定対象著者の順位から得られる．なぜならば，
4.5.4 で述べた通り，PRECISION@1 は候補者群順列において推定対象著者が 1 位となる確
率だからである．つまり，テストデータ中の文章群に対し，各文章に対して式(18)から得ら
れる候補者群順列中の推定対象著者の順位が 1 位となる割合から，PRECISION@1 が算出で
きる． 
多手法併用手法と最良併用の EACML 実験結果 多手法併用手法と最良併用による





用いられている，「提案手法 2-2」「安形らの手法」「3gram 頻度分布を用いた Tanakrd の手法」
の 3 つとする．当該実験の評価対象手法となる最良併用による各著者推定精度は，当該実
験における既存の各著者推定手法を評価対象手法とした EAMLC 実験の著者推定手法評価
の結果から得られる AAPEM から算出する．なお，当該実験の評価では，PRECISON@ 1，
MRR，及び各著者推定精度評価値に対する頑健性 Robustness の評価値を用いる． 
 
当該実験の結果について述べ，その考察を行う．まず，表 32 の実験パラメータによっ
て行われた著者推定手法評価実験の結果を図 32，図 33，図 34 に示す． 図 32 と図 33 で
は，SO の著者推定精度である PRECISON@1，及び MO の著者推定精度である MRR を著者
推定手法ごとに示している．図 32 と図 33 との間では，著者推定精度を評価するために用
表 32 最良併用と多手法併用手法による， 
5.4.3 で行う著者推定手法評価実験の実験パラメータ 
実験パラメータ 項目 




















ことを示している．図 34 は，図 32，図 33 の結果から計算される，PRECIOSN@1 及び




図 32 最良併用と多手法併用手法による， 























図 33 最良併用と多手法併用手法による， 
相違話題のデータセットを用いた 5.4.3 の著者推定手法評価の結果 
 


























































6. 1 実験内容 
大規模候補者群を用いた，著者推定精度及び著者推定処理時間を比較する実験は，以下
の各々で示す内容で行われるものとする． 
大規模候補者群を与える EAMLC 実験 
当該実験は，EAMLC 実験に対して実際に大規模候補者群を与え，当該実験結果から得
られる SO 及び MO の著者推定精度から，評価対象手法となる提案手法及び既存手法の評価








抜には，「提案手法 2-3」「安形らの手法」「3gram 頻度分布を用いた Tanakrd の手法」の 3 つ
手法による最良併用が含まれている．これは，当該評価実験対象となる多手法併用手法が
どの程度最良併用による著者推定精度に近づいているのかを，当該評価実験でも確認する
ためである．また，松浦らの手法及び 2gram 頻度分布を用いた Tankard の手法は選抜されて
いない．当該の各手法が選抜されていない理由は，以下の 3 つによるものである． 
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 松浦らの手法及び 2gram 頻度分布を用いた Tankard の手法は，1gram 頻度分布または
3gram 頻度分布を用いた Tankard の手法と同じ文体特徴量を用いており，同類の著者
推定手法である． 
 5.3.1 の著者推定手法評価実験の結果より，4.5.6 で述べた松浦らの手法の強みである
高速な著者推定処理速度は，1gram 頻度分布を用いた Tankard の手法と同等であり，
松浦らの手法は当該 Tankard の手法で代用が可能である． 
 5.3.1 の著者推定手法評価実験の結果より，4.5.6 で述べた 2gram 頻度分布を用いた
Tankardらの手法の強みである高い著者推定精度は，3gram頻度分布を用いたTankard
の手法と同等以下であり，2gram 頻度分布を用いた Tankard らの手法は 3gram 頻度分
布を用いた Tankard の手法で代用が可能である． 
n-gram 頻度分布を用いる著者推定手法については，その gram 数を手法ごとに設定して
いるため，4.5.1 で述べた実験パラメータの中で gram 数は設定されていない．当該評価実験
の評価では，PRECISON@1，MRR，Mean Top-k Recall 及び各 PRECISON@1，MRR に対す





表 33 第 6 章で行う著者推定手法評価実験の実験パラメータ 
実験パラメータ 項目 
著者推定手法 中島らの手法 (3gram) 
中島らの手法 (4gram) 
Tankard の手法 (1gram) 




















当実験は図 35 の通り，4.3.1 の著者推定タスクを評価対象となる各著者推定手法が行い，
当該著者推定タスクの処理時間を計測することで行う．具体的には以下の手順をとる． 
 

























果評価を行う．当該評価実験で設定される，候補者数 N 及び著者推定手法は表 34 の通りで
あり，このすべての組み合わせに対して当該著者推定タスクが行われることになる． なお，








6. 2 実験結果の評価 
6.1 で述べた「大規模候補者群を与える EAMLC 実験」及び「大規模候補者群を与える著
者推定処理時間評価実験」を行う．これらの実験の評価結果は以下で各々述べていく． 
6. 2. 1 大規模候補者群を与える EAMLC 実験 
当該実験の結果を，その得られた評価指標，PRECISON@1，MRR，Mean Top-k Recall
及び各 PRECISON@1，MRR に対する頑健性 Robustness ごとに以下で述べていく． 
PRECISON@1，MRR 
大規模候補者群を与えるEAMLC実験結果から得られる PRECISON@1及びMRRの評価





表 34 第 6 章で行う著者推定処理時間評価実験の実験パラメータ 
 項目 
著者推定手法 中島らの手法 (3gram) 
中島らの手法 (4gram) 
Tankard の手法 (1gram) 


































































図 36，図 37 より，著者推定タスクで使用するデータセットの話題相違に関係なく，多
手法併用手法 1 が SO 及び MO の著者推定精度が最も高くなることがわかる．また，相違話
題のデータセットを用いる著者推定手法評価においては，既存の各著者推定手法の中でも
SO 及び MO の著者推定精度が最も高くなる安形らの手法よりも，提案手法 2-2 がより高精




推定手法評価で得られる MRR を用いた時の結果である． 
Mean Top-k Recall 
大規模候補者群を与える EAMLC 実験結果から得られる Mean Top-k Recall の評価結果と
なるグラフを，図 38，図 39，図 40，図 41，図 42，図 43 に示す．「図 38，図 40，図 42」
と「図 39，図 41，図 43」では，当該評価結果を得るために行われる著者推定手法評価で
用いられるデータセットが，話題話題のデータセット，及び相違話題のデータセットで異
なっている．「図 38，図 40，図 42」及び「図 39，図 41，図 43」の各 3 図の間では，Mean 
Top-k Recall のグラフで示される k の範囲が異なっている．具体的には，「図 38，図 39」は
すべての k の範囲，「図 40，図 41」における k の範囲は 1 から 100，「図 42，図 43」にお





図 38 大規模候補者群が与えられる EAMLC 実験の同一話題データセットを用いる著者推定
手法評価の結果から得られる Mean Top-k Recall のすべての結果 
 
図 39 大規模候補者群が与えられる EAMLC 実験の相違話題データセットを用いる著者推定
























中島らの手法 3gram 中島らの手法 4gram 













































図 40 大規模候補者群が与えられる EAMLC 実験の同一話題データセットを用いる著者推定
手法評価の結果から得られる Mean Top-k Recall の𝟏 ≤ 𝐤 ≤ 𝟏𝟎𝟎の結果 
 
図 41 大規模候補者群が与えられる EAMLC 実験の相違話題データセットを用いる著者推定
























中島らの手法 3gram 中島らの手法 4gram 





























中島らの手法 3gram 中島らの手法 4gram 









図 42 大規模候補者群が与えられる EAMLC 実験の同一話題データセットを用いる著者推定
手法評価の結果から得られる Mean Top-k Recall の𝟏 ≤ 𝐤 ≤ 𝟐𝟎の結果 
 
図 43 大規模候補者群が与えられる EAMLC 実験の相違話題データセットを用いる著者推定
























中島らの手法 3gram 中島らの手法 4gram 




















































MO の著者推定精度に対する評価 図 40，図 41，図 42，図 43 の結果より，Mean Top-k 
Recall が示す MO の著者推定精度は，図 36，図 37 の結果と同じく多手法併用手法が最も
高いと評価できる．これは，図 40，図 41，図 42，図 43 の各図における k が小さい時，
そのすべての kにおいて各評価対象手法のMean Top-k Recallの評価値の大小関係が，図 6，
図 7 における各評価対象手法の MRR の大小関係とほぼ一致するためである． 
特定のMOの著者推定精度を満たす任意数k候補者群の大きさに対する評価 図 38，図 39
の結果より，ある一定確率を満たして任意数 k 候補者群を抽出するとき，当該確率を満た
すために必要な最小の k の数を得ることで各著者推定手法の評価を行う．以下では，当該







当該評価を行うために，図 38，図 39 の結果を用いる．具体的には，ある一定確率が与







𝑀𝑒𝑎𝑛𝑅𝑒𝑐𝑎𝑙𝑙𝑚(𝑘) ≥ 𝛼 (37)  
式(37)における各記号について述べる．𝑀𝑒𝑎𝑛𝑅𝑒𝑐𝑎𝑙𝑙𝑚(𝑘)とは，図 38 または図 39 におけ
る推定対象手法𝑚のグラフの k の値に対応する Mean Top-k Recall の値である．𝛼は，当該評
価に与えられる一定確率を示す．N は図 38，図 39 を得るために行われた大規模候補者群









表 35 同一話題のデータセットを用いる MO 著者推定タスクにおいて，αの確率で
推定対象著者を含む任意数 k 候補者群に必要な候補者数 k の人数 
評価対象手法 α 0.995 0.99 0.98 0.95 0.9 0.8 
中島らの手法 3gram 6,610 5,652 3,606 867 206 37 
中島らの手法 4gram 5,984 4,694 2,450 449 70 6 
Tankard の手法 1gram 6,463 5,588 2,983 174 12 1 
Tankard の手法 3gram 3,247 479 106 5 1 1 
安形らの手法 385 58 7 2 1 1 
提案手法 2-2 5,293 2,398 346 13 2 1 
提案手法 2-3 6,530 3,792 1,301 137 17 2 
提案手法 3-1 5,573 3,001 710 47 3 1 
提案手法 3-2 5,618 3,711 1,341 73 5 1 
多手法併用手法 1 1,504 123 12 1 1 1 
多手法併用手法 2 2,404 258 42 2 1 1 
多手法併用手法 3 2,934 302 47 2 1 1 
 
表 36 相違話題のデータセットを用いる MO 著者推定タスクにおいて，αの確率で
推定対象著者を含む任意数 k 候補者群に必要な候補者数 k の人数 
評価対象手法 α 0.995 0.99 0.98 0.95 0.9 0.8 
中島らの手法 3gram 7,112 6,893 6,432 4,681 2,359 801 
中島らの手法 4gram 7,104 6,932 6,499 4,441 2,226 550 
Tankard の手法 1gram 7,090 6,946 6,659 5,472 2,876 583 
Tankard の手法 3gram 6,970 6,782 6,299 3,293 841 93 
安形らの手法 7,108 6,858 6,337 3,067 707 59 
提案手法 2-2 7,117 6,905 6,069 2,838 776 53 
提案手法 2-3 7,100 6,917 6,316 3,668 1,271 229 
提案手法 3-1 7,126 6,963 6,316 3,877 1,183 104 
提案手法 3-2 7,140 6,946 6,365 4,136 1,390 150 
多手法併用手法 1 7,070 6,752 6,076 2,493 340 17 
多手法併用手法 2 7,064 6,767 6,250 2,857 575 41 






分の 1以下の人数を多手法併用手法 1で実現できるということが，表 36の結果よりわかる．
これは，表 36 の結果より，80%の確率で推定対象著者が含まれる任意数 k 候補者群に必要
となる候補者数 k は，相違話題のデータセットが与えられる著者推定タスクに用いられる
多手法併用手法 1 で 17 人という結果が得られたためである．この人数は，上記と同じ著者
推定タスクに用いられる安形らの手法における上記の候補者数 k が 59 人という結果に対し
て，3 分の 1 以下の人数となる． 
PRECISON@1，MRR に対する頑健性 Robustness 
大規模候補者群を与えるEAMLC実験結果から得られる PRECISON@1及びMRRの結果
である図 36，図 37 より，話題変化に対する頑健性 Robustness の評価結果を図で示す． 図 
44 より，提案手法 2-3 以外のすべての提案手法及び多手法併用手法の話題変化に対する頑
健性は，どの既存手法よりも高くなることがわかる．具体的には，多手法併用手法 1 の話
題変化に対する MRR の頑健性は，既存手法の中で最も話題変化に対する頑健性が高い
3gram 頻度分布を用いた Tankard の手法に対して 12％の向上が実現できている． 
 






















大規模候補者群を与える著者推定処理時間評価実験の結果を，図 45，図 46 及び図 47
に示す．図 45 は，当該実験で設定した候補者数ごとの，著者推定タスクにおける文体定量
化の処理時間の結果である．図 46 は，当該実験で設定した候補者数ごとの，著者推定タス




の処理を行わないためである．なお，図 45，図 46 及び図 47 は，縦軸の目盛りを対数表
記としたグラフである． 
 



























図 46 大規模候補者群を与える著者推定処理時間評価実験の著者推定タスクにおける 
文体相違度算出の処理時間の結果 
 


















































図 46 より，提案手法は最も著者推定精度の高い既存手法と同等の性能を示しながら約 5
倍高速に著者推定タスクを実行できるという結論が得られる．まず，提案手法は大規模候
補者群を与える EAMLC 実験において，既存手法の中でも最も各著者推定精度の高い安形
らの手法または 3gram の頻度分布を用いる Tankard の手法と比較し，提案手法はほぼ同等の
各著者推定精度を実現できることがわかっていた．また，当該実験で計測された文体相違
度算出の処理については， 2-2 または 2-3 の提案手法の処理時間が，安形らの手法または
































T𝑚(𝑛𝑡, 𝑛𝑠) = quantityTime′𝑚(𝑛𝑡, 𝑛𝑠) + dissimTime′𝑚(𝑛𝑡 , 𝑛𝑠) (38)  
quantityTime′𝑚(𝑛𝑡, 𝑛𝑠) = quantityTime𝑚(𝑛𝑠) + 𝑛𝑡
quantityTime𝑚(𝑛𝑠)
𝑛𝑠
 (39)  







































果を，図 48 と図 49 に示す．図 48，図 49 は各𝑛𝑡に対するT𝑚(𝑛𝑡 , 𝑛𝑠)を著者推定手法𝑚ごと
に示した結果である．なお，図 48 と図 49 では，T𝑚(𝑛𝑡, 𝑛𝑠)を得るときに指定される𝑛𝑠の値
が 5,000 及び 10,000 と指定している点で異なっている． 
 
















中島らの手法 3gram 中島らの手法 4gram 







図 49 各の推定対象著者の人数𝒏𝒕に対する， 
10,000 の候補者文章群を用いた著者推定タスクの処理時間推移結果 











また，当該比例の関係は，図 45 及び図 46 からもわかる．これらの図における横軸のプロ
ットはほぼ 2 倍ずつその目盛りが増える対数目盛となっており，縦軸も対数目盛となって
いた．つまり，これらの図において示されるグラフが直線と成る時，当該直線を成す 2 変






















中島らの手法 3gram 中島らの手法 4gram 







形らの手法における処理時間の推移の関係がほぼ一致することは，図 48，図 49 の関係か
らもわかる．当該 2 図は異なる候補者数に対するT𝑚(𝑛𝑡, 𝑛𝑠)であるが，提案手法における処
理時間の推移及び，安形らの手法における処理時間の推移の関係はほぼ一致している． 
6. 3 実験結果のまとめと考察 





6. 3. 1 実験結果のまとめ 
6.2.1 及び 6.2.2 で表 37 得られたの実験の結果より，本稿で提案した各手法は表 38 の特
徴を持つことがわかった．表 38 より，提案手法は著者推定精度及び著者推定処理速度が双
方とも良い手法であり，多手法併用手法は著者推定処理速度の悪さを許して最高の著者推
定精度を得る手法であることがわかる．なお，表 38 及び表 37 における精度重視の既存手
法とは，3gram 頻度分布を用いた Tankard の手法や安形らの手法のことである．既存の著者
推定手法の中でも，精度重視の既存手法はその著者推定精度が最も高くなることが，6.2.1
の実験結果から得られている．また，表 37 における既存手法との比較に，提案手法 2-2 及
び多手法併用手法 1 を用いたのは，表 38 においてこれらが提案手法及び多手法併用手法の






著者推定精度 表 38 における著者推定精度については，表 37 における PRECISON@1 及
び MRR に対する提案手法 2-2 及び多手法併用手法 1 の評価値の増加率がプラスになってい
ることからわかる．特に多手法併用手法については当該増加率が大幅に大きく，
PRECISON@1 及び MRR の評価値は全著者推定手法中最大とである．また，0.8 の確率で推
定対象著者を含む任意数候補者群に必要な人数についても，Tankard の手法における 59 人
に対し，提案手法 2-2 が 53 人，多手法併用手法 1 が 17 人と上記の結果を裏付けている． 















PRECISON@1※1 0.57 0.59(+3.9%) 0.67(+19.1%) 
MRR※1 0.64 0.64(+2.4%) 0.71(+14.7%) 
Robustness※2 0.66 0.70(+5.7%) 0.74(+11.7%) 
著者推定処理時間
(秒)※3 
195 40(-79.7%) ― 
※1) 図 37 で得られる，7,260 人の候補者による相違話題のデータセットを用いる著者推定手
法評価実験の評価値 
※2) 図 44 で得られる，MRR に対する頑健性 Robustness 
※3) 図 46 から得られる，10,000 人の候補者群に対する著者推定タスクにおける文体相違度
算出処理の時間 
表 38 6.2.1 及び 6.2.2 の実験で得られる，各提案手法の特徴 
















パラメータ設定 表 38におけるパラメータ設定の結果は，各提案手法中で提案手法 2-2が，
各多手法併用手法中で多手法併用手法 1 がもっとも高い SO または MO の著者推定精度，及
び話題変化に対する頑健性を得る結果によるものである．この結果は図 36，図 37，図 44
に示されている． 
6. 3. 2 実験結果の考察 
6.2.2 でまとめられた，提案手法や既存手法に対する各実験の評価結果より，各手法の「文
体類似著者の高頻出」「同一話題文章収集困難化」「推定処理時の計算量増加」の問題の影








6.2.1 で得られた実験結果において最も SO 及び MO の著者推定精度が高くなる多手法併
用手法 1 が，最も「文体類似著者の高頻出」の問題に影響されにくいと結論付けられる．












影響されやすい 影響されやすい 影響されにくい 
精度重視の 
既存手法 
影響されにくい 影響されにくい 影響されやすい 
提案手法 2-2 
 



















でも，最も高い SO 及び MO の著者推定精度を実現できている．なお，安形らの手法に対す
る多手法併用手法 1 の著者推定精度の高さは，表 36 より得られる一定確率を満たす任意数
k 候補者群の人数からも示すことができる．具体的には，80%の確率で推定対象著者が含ま
れる任意数 k 候補者群を得るために，安形らの手法は 59 人，提案手法は 17 人必要になり，
その人数は 3 分の 1 以下となり，より提案手法は高精度に著者推定タスクを実現できるこ
とがわかる． 
6.2.1 で得られた実験結果において，安形らの手法と同程度の SO 及び MO の著者推定精
度を実現できている提案手法 2-2 は，安形らの手法と同程度の「文体類似著者の高頻出」の
問題に対する影響の受けにくさを実現できている．まず，6.2.1 で得られた図 36，図 37 の
実験結果より，既存手法の中では安形らの手法が最も高い SO 及び MO の著者推定精度を実
現できている事がわかる．さらに当該手法と同等精度を提案手法 2-2 が実現できていること





法 1，及び提案手法 2-2 が，最も「同一話題文章収集困難化」の問題に影響されにくいと結
論付けられる．話題変化に対する頑健性が強くなると当該問題の影響を受けにくい理由に
ついては，4.5.1 で述べている．6.2.1 で得られた図 44 の評価結果より，多手法併用手法 1
及び提案手法 2-2 の話題変化に対する頑健性は，どの既存手法よりも高いことが示されてお
り，これらの手法は既存手法に比べて当該問題の影響をより受けにくい結論付けられる．









推定を提案手法 2-2 が実現できている．これは，図 47 において，提案手法 2-2 によって行
われる著者推定タスクにおける文体相違度算出の処理にかかる時間が安形らの手法に比べ
5 分の 1 となっているためである．このとき，著者推定タスク全体で推定処理の時間が短く
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