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Resumo
Esta tese apresenta contribuic¸o˜es aos esquemas de modulac¸a˜o codificada para os
co´digos de trelic¸a sobre partic¸o˜es de reticulados. Uma das principais contribuic¸o˜es
e´ a construc¸a˜o dos co´digos de trelic¸a sobre novas partic¸o˜es de reticulados e tambe´m
em cadeias de partic¸o˜es. Para otimizar a procura dos co´digos de trelic¸a o´timos,
e´ constru´ıdo um algoritmo de procura. E´ proposta uma classe de equivaleˆncia
utilizada para excluir as matrizes geradoras de co´digos equivalentes, sendo que
esta classe de equivaleˆncia quando aplicada ao algoritmo de procura dos co´digos
de trelic¸a o´timos diminui a quantidade de matrizes geradoras a ser investigada.
Apresentam-se, va´rios exemplos de co´digos de trelic¸a sobre reticulados quociente
nos espac¸os bi-dimensional, tridimensional e tetra-dimensional com satisfato´rios
ganhos de codificac¸a˜o e menor energia me´dia das constelac¸o˜es de sinais.
Palavras-chave: Teoria da Codificac¸a˜o; Co´digos de Trelic¸a; TCM; Co´digos Cor-
retores de Erros e Reticulados; Partic¸a˜o de Reticulados.
xiii
Abstract
This thesis presents some contributions to the coded modulation schemes for the
trellis codes based on lattices partitioning. One of the main contributions is
the construction of the trellis codes based on novel lattices partitioning and also
on chains partitioning. In order to optimize the search for the optimum trellis
codes, a search algorithm was proposed. An equivalence class is proposed to
exclude the generator matrix of equivalent codes. This equivalence class, when
applied to the search algorithm for optimum trellis codes, reduces quite strongly
the number of generator matrices to be investigated. Several examples of trellis
codes on lattices quotient are shown in bi-dimensional, three-dimensional and
tetra-dimensional spaces with satisfactory coding gain and lower average energy
of the signal constellations.
Key-words: Coding theory; Trellis code; TCM; Error-correcting code and lattices;
Lattices partitioning.
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Capı´tulo 1
Introduc¸a˜o
1.1 Motivac¸a˜o
As relac¸o˜es existentes entre os sistemas de comunicac¸a˜o e a geometria foram iniciadas por
Shannon, em 1948, atrave´s do teorema de codificac¸a˜o de canais, onde um conjunto de sinais e´
utilizado de forma adequada a` teoria de codificac¸a˜o de canais e cada sinal e´ representado por
um ponto no espac¸o Euclidiano Rn. O me´todo de expressar um conjunto de palavras-co´digo e´
associado ao problema geome´trico de representar pontos regularmente uniformes em regio˜es
de um subespac¸o do Rn, onde figuras geome´tricas uniformes representam os reticulados.
Estes reticulados constituem uma ferramenta importante na teoria da codificac¸a˜o, tanto
para co´digos de bloco quanto para co´digos de trelic¸a, [5].
No trabalho de Ungerboeck [26], os processos de codificac¸a˜o e modulac¸a˜o foram tratados
simultaneamente. Muitos pesquisadores colaboraram na estruturac¸a˜o dessa nova linha de
pesquisa, dentre eles, Conway e Sloane [5], Calderbank [3] e Forney [7] e o pro´prio Ungerboeck,
[27].
A pesquisa em modulac¸a˜o codificada e´ atualmente dividida em dois grandes grupos: TCM
(Trellis Code Modulation) e BCM (Block Code Modulation). No primeiro grupo os codifi-
cadores geram co´digos convolucionais, os quais foram utilizados por Ungerboeck na repre-
sentac¸a˜o dos co´digos por trelic¸a. No outro grupo os codificadores geram co´digos de bloco.
Os co´digos de trelic¸a dos esquemas de codificac¸a˜o aqui propostos sa˜o utilizados para
codificar sequ¨eˆncias de dados representados por vetores sobre um alfabeto dado por um
anel A, onde um codificador convolucional mapeia uma constelac¸a˜o de sinais fixa no espac¸o
Euclidiano. As entradas do codificador sa˜o sequ¨eˆncias do alfabeto do anel e as sa´ıdas sa˜o
pontos de uma constelac¸a˜o de sinais dada por um reticulado quociente, o qual e´ obtido do
1
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quociente de um reticulado Λ por um subreticulado Γ de Λ, ou seja, os s´ımbolos de sa´ıda
sa˜o classes laterais de um reticulado. Este me´todo de construc¸a˜o tambe´m foi utilizado por
Forney, [6], e Calderbank e Marzo, [2]. A construc¸a˜o e´ feita escolhendo-se um reticulado e
um subreticulado, para em seguida, construir o codificador convolucional para a constelac¸a˜o
de sinais do reticulado quociente selecionado. Este processo permite que a codificac¸a˜o seja
trabalhada com constelac¸o˜es de sinais maiores, reticulados de dimensa˜o elevada e de maior
densidade, sendo estas utilizadas na procura de co´digos com melhores ganhos de codificac¸a˜o.
O desempenho destes co´digos esta´ diretamente relacionado a` energia me´dia da constelac¸a˜o
de sinais.
A utilizac¸a˜o de reticulados em espac¸os Euclidianos de dimensa˜o elevada, tem a finalidade
de garantir uma transmissa˜o pro´xima do ideal de Shannon, com uma probabilidade de erro
controlada. A necessidade de particionamento de reticulados surge em muitas aplicac¸o˜es,
entre essas, a aplicac¸a˜o aos co´digos de trelic¸a. O reticulado e´ particionado com a finalidade
de aumentar a distaˆncia mı´nima entre os elementos do reticulado, reduzindo a probabilidade
de erros de codificac¸a˜o. As ide´ias de subconjuntos especiais formuladas por Borelli [1], mo-
tivaram o trabalho de escolha de subconjuntos especiais de matrizes norma pesquisado por
Rosa [12], sendo esta, a direc¸a˜o seguida nesta tese.
A pesquisa apresentada nesta tese, determina as matrizes geradoras de co´digos de trelic¸a,
utilizando o resultado do Teorema 3.1, reduzindo o nu´mero de matrizes a ser investigada.
E´ constru´ıda uma matriz de ro´tulos, simplificando o ca´lculo dos espectros de peso, atrave´s
da tabela de Cayley, introduzindo uma nova forma de representac¸a˜o dos co´digos de trelic¸a,
tornando mais eficiente o algoritmo de procura por co´digo o´timo. No algoritmo de procura,
fixados os paraˆmetros do codificador do co´digo de trelic¸a e para um determinado reticulado
e subreticulado, pode se determinar um co´digo o´timo(maior distaˆncia mı´nima), toda vez que
a procura seja exaustiva, isto e´, quando considerado todos os poss´ıveis codificadores para
aqueles paraˆmetros e determinado reticulado. Aplicando operadores lineares com proprie-
dades que ligam estruturas alge´bricas aos co´digos de trelic¸a, sa˜o determinadas novas classes
de equivaleˆncias entre os co´digos de trelic¸a. E´ desenvolvido um algoritmo de procura dos
co´digos o´timos utilizando os conceitos de matriz dos ro´tulos, tabela de Cayley e classes de
equivaleˆncia. O algoritmo e´ utilizado em va´rios exemplos de co´digos de trelic¸a sobre novas
partic¸o˜es de reticulados e cadeia de reticulados. Neste exemplos, sa˜o apresentados alguns
co´digos de trelic¸a o´timos com razoa´vel ganho de codificac¸a˜o.
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1.2 Descric¸a˜o do Trabalho
A presente tese e´ composta por seis cap´ıtulos, sendo o primeiro esta introduc¸a˜o.
O cap´ıtulo 2 e´ uma apresentac¸a˜o dos conceitos, definic¸o˜es e propriedades de estruturas
alge´bricas importantes para esse trabalho, como grupo, anel, corpo e reticulado, visando
dar um suporte preliminar ao desenvolvimento da tese, estabelecendo uma notac¸a˜o padra˜o,
propiciando uma compreensa˜o do conteu´do principal do trabalho. O cap´ıtulo esta´ dividido
em treˆs sec¸o˜es. A primeira enfoca a teoria dos reticulados, a segunda faz uma representac¸a˜o
geome´trica dos reticulados alge´bricos sobre corpos quadra´ticos e na u´ltima sec¸a˜o esta˜o as
constelac¸o˜es de sinais.
No cap´ıtulo 3 sa˜o apresentadas as definic¸o˜es e propriedades dos reticulados quociente e
dos co´digos de trelic¸a, ale´m de ser mostrada a relac¸a˜o entre os dois. Em seguida e´ proposta
a construc¸a˜o dos reticulados quociente para o co´digo de trelic¸a. A finalidade deste cap´ıtulo
e´ determinar os reticulados quociente para construc¸a˜o de melhores co´digos de trelic¸a, para
em seguida, apresentar as matrizes dos co´digos de trelic¸a o´timos. Uma outra contribuic¸a˜o
contida neste cap´ıtulo e´ a elaborac¸a˜o e demonstrac¸a˜o de um teorema que explicita as matrizes
geradoras dos co´digos de trelic¸a. Na sec¸a˜o 3.4, definem-se os conceitos e as propriedades de
matriz norma do co´digo de trelic¸a, matriz dos ro´tulos e o conceito de subconjuntos especiais.
Estes elementos, sa˜o determinantes na procura dos co´digos de trelic¸a o´timos. Ainda neste
cap´ıtulo e´ verificado que o desempenho do co´digo de trelic¸a esta´ relacionado a` ordem do
reticulado quociente, ao nu´mero de memo´rias e, principalmente, ao melhor reticulado para
o sistema de codificac¸a˜o. Na sec¸a˜o 3.5 sa˜o dados exemplos de reticulados quociente em R2
para co´digos de trelic¸a que apresentam bons desempenhos. Tambe´m sa˜o constru´ıdas as cons-
telac¸o˜es de melhor energia me´dia e comparados os ganhos de codificac¸a˜o entre va´rios co´digos
de trelic¸a. Foram comparadas as partic¸o˜es de reticulados derivadas de reticulados quadrados
e hexagonais mostrando a vantagem desses sobre os primeiros, em relac¸a˜o a energia mı´nima.
Os melhores ganhos de codificac¸a˜o foram alcanc¸ados nos reticulados geometricamente repre-
sentados por figuras regulares.
O cap´ıtulo 4 mostra a existeˆncia de classes de equivaleˆncia entre os co´digos de trelic¸a. A
existeˆncia e´ demonstrada pela aplicac¸a˜o de importantes conceitos de a´lgebra linear e teoria
de grupos. Os grupos gerados pela composic¸a˜o de operadores lineares agindo nas colunas
da matriz geradora do co´digo de trelic¸a, mostram que va´rios co´digos de trelic¸a em partic¸o˜es
de reticulados de um mesmo esquema de codificac¸a˜o sa˜o equivalentes, ou seja, apresentam o
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mesmo espectro de peso.
No cap´ıtulo 5 gera-se um processo de procura por co´digos de trelic¸a o´timos, onde sa˜o
dadas duas contribuic¸o˜es ao algoritmo de procura dos co´digos o´timos feito em [12], [15] e
[16]. A primeira contribuic¸a˜o e´ a aplicac¸a˜o do Teorema 3.1 que define as matrizes geradoras
de co´digos e a representac¸a˜o pela matriz de ro´tulos e, a segunda e´ a aplicac¸a˜o das classes de
equivaleˆncias determinando as va´rias matrizes geradoras dos co´digos de trelic¸a equivalentes.
Ambas as contribuic¸o˜es, tornam a procura por co´digos o´timos mais eficientes do que aquela
baseada na matriz norma e em apenas na classe de equivaleˆncia do grupo diedral considerado
em [12]. Ale´m destas contribuic¸o˜es citadas neste cap´ıtulo, apresenta-se a construc¸a˜o de
co´digos de trelic¸a em novas partic¸o˜es e cadeias de partic¸o˜es de reticulados do R2, R3, R4
e R8, alguns destes sendo co´digos o´timos com ganho razoa´vel de codificac¸a˜o, fortalecendo
os resultados obtidos. Os resultados de Calderbank, [3], feitos para reticulados de Z2, sa˜o
estendidos a`s dimenso˜es 3 e 4. No espac¸o tridimensional sa˜o constru´ıdos co´digos de trelic¸a
com desempenhos expressivamente elevados. No espac¸o tetradimensional sa˜o constru´ıdas
constelac¸o˜es de sinais com energia me´dia de baixa cardinalidade, sendo o melhor resultado
para as partic¸o˜es de reticulados em Z4. Na u´ltima sec¸a˜o sa˜o constru´ıdos alguns co´digos de
trelic¸a com entradas sobre o anel Z4.
A conclusa˜o, as considerac¸o˜es finais e as propostas para trabalhos futuros sa˜o descritas
no cap´ıtulo 6. No desenvolvimento das pesquisas de elaborac¸a˜o desta tese, foram produzidas
algumas publicac¸o˜es em anais de congressos, as quais esta˜o referenciadas na bibliografia da
tese.
Capı´tulo 2
Reticulados e Constelac¸o˜es
Neste cap´ıtulo apresentam-se as definic¸o˜es e propriedades necessa´rias para o entendimento
dos cap´ıtulos seguintes. As propriedades alge´bricas e geome´tricas sobre empacotamento
esfe´rico sa˜o os referenciais teo´ricos para o entendimento dos reticulados. Esses reticulados sa˜o
identificados como representac¸o˜es geome´tricas ou grades geome´tricas dos nu´meros alge´bricos.
O estudo dos empacotamentos esfe´ricos em espac¸os do Rn e´ uma ferramenta bastante usada
na teoria da codificac¸a˜o, estabelecendo uma relac¸a˜o estreita entre reticulados e co´digos. Para
um estudo mais aprofundado sobre esses conceitos, sa˜o indicadas as refereˆncias [5] e [17].
2.1 Ane´is e Corpos
Esta sec¸a˜o e´ utilizada para apresentar as definic¸o˜es ba´sicas das seguintes estruturas
alge´bricas: grupos, ane´is e corpos. O Leitor que deseje aprofundar-se nestes conceitos pode
consultar, [9], [10] e [17].
Definic¸a˜o 2.1 Um conjunto na˜o vazio G munido com uma operac¸a˜o bina´ria
∗ : G×G −→ G
(a, b) 7−→ a ∗ b
e´ um grupo se as seguintes condic¸o˜es sa˜o satisfeitas:
1. Existe e ∈ G tal que e ∗ a = a ∗ e = a,∀a ∈ G;
2. Para todo a ∈ G, existe b ∈ G tal que b ∗ a = a ∗ b = e;
3. a ∗ (b ∗ c) = (a ∗ b) ∗ c,∀a, b, c ∈ G.
5
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O grupo e´ abeliano ou comutativo se
a ∗ b = b ∗ a,∀a, b ∈ G.
Se a notac¸a˜o utilizada para a operac¸a˜o no grupo G e´ aditiva ou multiplicativa, e´ dito que
G e´ um grupo aditivo ou grupo multiplicativo, respectivamente.
Definic¸a˜o 2.2 Um anel e´ um conjunto na˜o vazio A equipado com duas operac¸o˜es bina´rias,
adic¸a˜o (x, y)→ x+ y e multiplicac¸a˜o (x, y)→ xy com as seguintes propriedades:
1. A e´ um grupo comutativo sob a adic¸a˜o;
2. x(yz) = (xy)z,∀x, y, z ∈ A;
3. x(y + z) = xy + xz, (x+ y)z = xz + yz,∀x, y, z ∈ A;
Definic¸a˜o 2.3 Para definir um corpo segue a cadeia de definic¸o˜es:
1. Se em um anel A existe 1 ∈ A tal que x1 = 1x = x,∀x ∈ A, e´ dito que A e´ um anel
com identidade;
2. Se xy = yx, para quaisquer x, y ∈ A, e´ dito que A e´ um anel comutativo;
3. Se para todos x, y ∈ A, onde A e´ um anel comutativo com unidade, se
xy = 0⇒ x = 0 ou y = 0,
e´ dito que A e´ um domı´nio;
4. Se para todo x ∈ A − {0}, A um domı´nio, existir y ∈ A tal que xy = yx = 1, e´ dito
que A e´ um corpo.
Definic¸a˜o 2.4 Sejam G um grupo e H um subconjunto de G. Enta˜o e´ dito que H e´ um
subgrupo de G, em s´ımbolo H ≤ G, se as seguintes condic¸o˜es sa˜o satisfeitas:
1. H 6= ∅;
2. ab−1 ∈ H,∀a, b ∈ H.
Definic¸a˜o 2.5 Sejam G um grupo e H um subgrupo de G. Enta˜o e´ dito que H e´ um
subgrupo normal de G, se
Ha = aH,∀a ∈ G, isto e´, aHa−1 = H,∀a ∈ G.
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Observac¸a˜o 2.1 Todo subgrupo de um grupo abeliano e´ normal.
O conjunto
SRn = {ϕ : Rn −→ Rn | ϕ e´ uma bijec¸a˜o}
e´ um grupo sime´trico.
2.2 Reticulados
Nesta sec¸a˜o sa˜o apresentadas as definic¸o˜es e propriedades alge´bricas e geome´tricas dos
reticulados e empacotamentos esfe´ricos.
A norma quadra´tica ‖x‖2 de um vetor x ∈ Rn e´ a soma dos quadrados de suas com-
ponentes. A distaˆncia Euclidiana quadra´tica entre dois vetores x,y ∈ Rn e´ a norma
quadra´tica de sua diferenc¸a, isto e´,
d2(x,y) = ‖x− y‖2 .
Uma esfera em Rn com centro c e raio ρ consiste de todos os pontos x ∈ Rn tais que
‖x− c‖2 = ρ2 e escreve-se,
Eρ(c) = {x ∈ Rn : ‖x− c‖2 = ρ2}.
O volume de Eρ(0) e´ definido por
V (Eρ(0)) =
pi
n
2 ρn
G
(
n+2
2
) ,
onde
G(α) =
∫ ∞
0
e−xxα−1dx, α > 0,
e´ a func¸a˜o gama.
Sendo n um inteiro positivo, ha´ dois casos a serem considerados:
1. Se n e´ par, ou seja, n = 2k, enta˜o
V (Eρ(0)) =
pikρ2k
k!
;
2. Se n e´ ı´mpar, ou seja, n = 2k + 1, enta˜o
V (Eρ(0)) =
22k+1k!pikρ(2k+1)
(2k + 1)!
.
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Observac¸a˜o 2.2 V (Eρ(c)) = V (Eρ(0)), pois o volume e´ invariante por translac¸a˜o.
Um empacotamento esfe´rico Λ em Rn de raio ρ consiste de uma sequ¨eˆncia infinita de
pontos c1, c2, . . . em R
n, tais que
‖ci − cj‖2 ≥ 4ρ2,
para todo i 6= j. Os ci sa˜o os centros das esferas e ρ e´ o raio de empacotamento e, neste
caso,
d2min(Λ) = 4ρ
2,
onde d2min(Λ) e´ a distaˆncia Euclidiana quadra´tica mı´nima entre os elementos de Λ, isto e´, a
distaˆncia intraconjunto de Λ.
Definic¸a˜o 2.6 Um subgrupo aditivo em Rn e´ discreto se sua intersec¸a˜o com qualquer sub-
conjunto limitado em Rn e´ finita.
Definic¸a˜o 2.7 Um reticulado Λ e´ um subgrupo aditivo discreto em Rn ou, equivalente-
mente, os centros do empacotamento esfe´rico de Λ formam um grupo aditivo sob a adic¸a˜o de
vetores.
Exemplo 2.1 Λ = Zn e´ um reticulado de Rn.
Teorema 2.1 Seja Λ um reticulado em Rn. Enta˜o Λ e´ gerado, como Z-mo´dulo, por m
vetores linearmente independentes sobre R, neste caso m ≤ n.
Seja Λ = 〈x1, . . . ,xn〉 um reticulado em Rn gerado por n vetores linearmente indepen-
dentes x1, . . . ,xn sobre R. Se xi = (xi1, . . . , xin), enta˜o a matriz
M = [xi : 1 ≤ i ≤ n],
cujas linhas sa˜o os vetores xi e´ chamada uma matriz geradora do reticulado Λ, e os ele-
mentos do reticulado Λ consistem de todos os vetores uM , onde u ∈ Zn.
O determinante do reticulado Λ e´ o valor absoluto do determinante de uma matriz
geradora M , isto e´,
d(Λ) = |det(M)| . (2.1)
O determinante do reticulado esta´ bem definido, pois d(Λ) e´ independente da Z-base escolhida
para Λ.
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Sejam Λ um reticulado de Rn e Γ um subreticulado de Λ. Considere {x1, . . . ,xn} uma
Z-base de Λ e {y1, . . . ,ym} uma Z-base de Γ. Como yj ∈ Λ, existem u´nicos bij ∈ Z tais que
yj =
n∑
i=1
bijxi, com 1 ≤ j ≤ n.
Se B = [bij], enta˜o
[Λ : Γ] = det(B) =
d(Λ)
d(Γ)
e´ chamado o ı´ndice de Γ em Λ. Note que, [Λ : Γ] depende somente de Λ e Γ, na˜o das Z-bases
escolhidas para Λ e Γ. Pela regra de Cramer, obte´m-se que
dxj =
n∑
i=1
aijyi, com 1 ≤ j ≤ n,
onde aij ∈ Z. Portanto,
dΛ ⊆ Γ ⊆ Λ,
onde dΛ = {dx : x ∈ Λ} e´ um reticulado. Portanto, {dx1, . . . , dxn} e´ uma Z-base de Γ.
Proposic¸a˜o 1 Sejam Λ um reticulado de Rn e Γ um subreticulado de Λ. Enta˜o:
1. Para cada Z-base {x1, . . . ,xn} de Λ existe uma Z-base {y1, . . . ,yn} de Γ tal que
yi =
i∑
j=1
bijxj,
onde bij ∈ Z, bii 6= 0, 1 ≤ i ≤ n.
2. Para cada Z-base {y1, . . . ,yn} de Γ existe uma Z-base {x1, . . . ,xn} de Λ tal que
yi =
i∑
j=1
bijxj,
onde bij ∈ Z, bii 6= 0, 1 ≤ i ≤ n.
Corola´rio 2.1 Sejam Λ um reticulado de Rn e Γ um subreticulado de Λ. Enta˜o:
1. Para cada Z-base {x1, . . . ,xn} de Λ existe uma Z-base {y1, . . . ,yn} de Γ tal que
yi =
i∑
j=1
bijxj,
onde bij ∈ Z, bii > 0 e 0 ≤ bji < bjj, 1 ≤ i ≤ n.
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2. Para cada Z-base {y1, . . . ,yn} de Γ existe uma Z-base {x1, . . . ,xn} de Λ tal que
yi =
i∑
j=1
bijxj,
onde bij ∈ Z, bii > 0 e 0 ≤ bji < bii, 1 ≤ i ≤ n.
Considerando dΓ o ı´ndice de Γ em Λ, tem-se pela proposic¸a˜o 1, que
dΓ =
n∏
i=1
|bii| .
Mas, pelo Corola´rio 2.1 todo x ∈ Λ esta´ na mesma classe como exatamente um dos vetores
c1x1 + · · ·+ cnxn, 0 ≤ cj < bjj.
Portanto, dΓ = [Λ : Γ].
Corola´rio 2.2 Sejam Λ um reticulado de Rn e Γ um subreticulado de Λ. Enta˜o o ı´ndice de
Γ em Λ e´ igual a [Λ : Γ].
Observac¸a˜o 2.3 Sejam G um grupo abeliano livre de posto n e H um subgrupo pro´prio de
G. Enta˜o [G : H] e´ finito se, e somente se, os postos de G e H sa˜o iguais.
Seja Λ um reticulado em Rn. Enta˜o obte´m-se uma partic¸a˜o de Rn em classes de equi-
valeˆncia mo´dulo Λ, isto e´, dados x,y ∈ Rn, x ≡ y(modΛ) se, e somente se, x − y ∈ Λ.
Assim, a classe de equivaleˆncia de x ou a translac¸a˜o do reticulado Λ por x e´ o conjunto
x+ Λ = {x+ λ : λ ∈ Λ}.
Note que, x + Λ pode ser caracterizado como o conjunto de pontos em Rn que sa˜o gerados
pelo grupo das translac¸o˜es por elementos de Λ, ou seja,
T (Λ) = {tλ : y 7−→ y + λ : y ∈ Rn, λ ∈ Λ} ,
agindo no ponto inicial x, tem-se
x+ Λ = {tλ(x) : tλ ∈ T (Λ)} .
Uma regia˜o em Rn que conte´m um e somente um ponto de cada classe lateral de Λ em
Rn e´ chamada de regia˜o fundamental. Note que a regia˜o fundamental na˜o e´ u´nica, mas
toda regia˜o fundamental tem o mesmo volume, pois o volume e´ invariante por translac¸a˜o. O
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volume fundamental de um reticulado Λ e´ o volume de uma regia˜o fundamental, o qual
sera´ denotado por V (Λ).
Seja {x1, . . . ,xn} uma Z-base para o reticulado Λ. Enta˜o o conjunto
P = P (x1, . . . ,xn) =
{
n∑
i=1
aixi : 0 ≤ ai < 1
}
,
e´ uma regia˜o fundamental de Λ. De fato, dado x ∈ Rn, ou seja, x = b1x1+ · · ·+ bnxn, bi ∈ R.
Para cada i, bi = ci + ai, onde ci ∈ Z e 0 ≤ ai < 1, tem-se x = y + r com y ∈ Λ e r ∈ P.
Finalmente, se x = y′+ r′ com y′ ∈ Λ e r′ ∈ P, enta˜o y+ r = y′+ r′ se, e somente se, y = y′
e r = r′, pois 0 ≤ |ai − a′i| < 1 e ci − c′i ∈ Z. A regia˜o fundamental P e´ chamada regia˜o
fundamental ba´sica para Λ.
Lema 1 Seja Λ um reticulado em Rn. Enta˜o V (Λ) = d(Λ) = V (P ).
Seja Λ um reticulado em Rn. A densidade de Λ e´ definida por
∆ =
V (Eρ(0))
V (Λ)
e a densidade de centro de Λ e´ definida por
δ =
∆
V (E1(0))
.
Exemplo 2.2 Considerando o reticulado Λ = Z2 um reticulado em R2. Enta˜o o conjunto
{(1, 0), (0, 1)} e´ uma Z-base para o reticulado Λ. O raio de empacotamento e´ ρ = 1
2
e
d(Λ) = V (Λ) = det
[
1 0
0 1
]
= 1.
Ale´m disso, a densidade de Λ e´ ∆ = pi
4
e a densidade de centro δ = 1
4
.
Corola´rio 2.3 Sejam Λ um reticulado em Rn e Γ um subreticulado de Λ. Enta˜o
[Λ : Γ] =
V (Λ)
V (Γ)
. (2.2)
Em particular, [Λ : rΛ] = rn, para todo r ∈ Z.
Corola´rio 2.4 Sejam Λ, Γ e Π reticulados em Rn tais que Π ⊆ Γ ⊆ Λ. Enta˜o
[Λ : Π] = [Λ : Γ][Γ : Π].
Lema 2 Sejam Λ um reticulado de Rn e Γ um subreticulado de Λ. Enta˜o existe apenas um
nu´mero finito de reticulados Γ′ entre Γ e Λ.
Corola´rio 2.5 Sejam Λ um reticulado em Rn e r ∈ Z+. Enta˜o existe apenas um nu´mero
finito de reticulados Γ em Rn que conte´m Λ e tal que [Γ : Λ] = r.
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2.3 Reticulado Quadrado e Hexagonal
Na construc¸a˜o de reticulados no espac¸o Euclidiano, faz-se necessa´rio desenvolver a teo-
ria dos reticulados alge´bricos, apresentando os resultados da teoria dos nu´meros alge´bricos
constru´ıdos com base nos subcorpos e subane´is complexos definidos em [5] e [17].
Um corpo quadra´tico e´ um corpo de nu´meros K de dimensa˜o 2 sobre Q, onde K =
Q(
√
d).
Teorema 2.2 Seja d ∈ Z livre de quadrado. Enta˜o
ZK =
{
Z[
√
d] se d ≡ 2 ou 3(mod 4),
Z[1+
√
d
2
] se d ≡ 1(mod 4).
Para simplificar a maneira de escrever os inteiros alge´bricos com d ≡ 1(mod)4, e´ introdu-
zida a notac¸a˜o
η =
1 +
√
d
2
,
o qual e´ raiz de irr(η,Q) = x2 − x+ 1−d
4
. Assim, se d ≡ 1mod 4, enta˜o ZK = Z[η].
Teorema 2.3 Se d ≡ 2 ou 3(mod 4), enta˜o B = {1,√d} e´ a base minimal de ZK = Z[
√
d].
Se d ≡ 1(mod 4), enta˜o B = {1, η} e´ a base minimal de ZK = Z[η].
Seja K = Q[θ]. Enta˜o e´ fa´cil verificar que os conjugados σi(θ) = θi de θ na˜o necessitam
ser elementos de K. Assim, e´ dito que σi e´ real se σi(K) ⊆ R, caso contra´rio, e´ complexo.
Se σi e´ complexo, enta˜o σi : K → C definida por σi(β) = σi(β) e´ um homomorfismo injetivo
tal que σi 6= σi e σ2i = σi. Assim e´ denotado os homomorfismos injetivos reais por σ1, . . . , σk,
os complexos por σk+1, σk+1, . . . , σk+l, σk+l e n = k + 2l.
Proposic¸a˜o 2 Seja ϕ : K → Rn definida por
ϕ(α) = (σ1(α), . . . , σk(α),Re(σk+1(α)), Im(σk+1(α)), . . . ,Re(σk+l(α)), Im(σk+l(α))).
Enta˜o:
1. ϕ e´ um homomorfismo injetivo;
2. ϕ(aα) = aϕ(α) para todo a ∈ Q e α ∈ K.
O homomorfismo ϕ da Proposic¸a˜o 2 e´ utilizado pra construc¸a˜o dos reticulados.
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Teorema 2.4 Se {α0, α1, . . . , αn−1} e´ uma base de K sobre Q, enta˜o {ϕ(α0), ϕ(α1), . . . , ϕ(αn−1)}
e´ linearmente independente sobre R. Em particular, se {α0, α1, . . . , αn−1} e´ uma base integral
de K sobre Q, enta˜o
Λ = ϕ(ZK) = 〈ϕ(α0), ϕ(α1), . . . , ϕ(αn−1)〉
e´ um reticulado em Rn.
Teorema 2.5 Sejam {α0, α1, . . . , αn−1} uma base de K sobre Q, σ1, . . . , σk os homomorfis-
mos injetivos de K em C e Γ = 〈ϕ(α0), ϕ(α1), . . . , ϕ(αn−1)〉 um reticulado em Rn. Enta˜o
V (Λ) = 2−l
√
|D(B)|.
Se d < 0 e d ≡ 2 ou 3(mod 4), enta˜o K = Q[√d],
ZK = {a+ b
√
d : a, b ∈ Z} e irr(η,Q) = x2 − d.
Seja B = {1,√d} uma base minimal para ZK e σ : K → C um homomorfismo injetivo.
Enta˜o, dado α ∈ K, onde α = a+ b√d com a, b ∈ Q, obte´m-se que
σ(α) = a+ bσ(
√
d) e d = σ(d) = σ(
√
d)2.
Logo, σ(
√
d) =
√
d ou σ(
√
d) = −√d. Portanto,
σ(α) = α ou σ(α) = α.
Assim, existem apenas dois homomorfismos injetivo σ, σ : K → C. Logo, ϕ : K → R2
definida por
ϕ(α) = (Re(σ(α)), Im(σ(α)))
e´ um homomorfismo injetivo e Λ2 = ϕ(ZK) e´ um reticulado em R
2 gerado por ϕ(1) e σ(
√
d),
isto e´,
B′ = {(1, 0), (0,√−d)}
e´ uma Z-base de Z2. Como os vetores da base B′ sa˜o ortogonais tem-se que o aˆngulo entre
eles e´ igual pi
2
. Portanto, as regio˜es fundamentais ba´sicas sa˜o retaˆngulos. Em particular, se
d = −1, enta˜o a regia˜o fundamental ba´sica e´ um quadrado, isto e´, Λ2 e´ gerado por (1, 0) e
(0, 1), que e´ o reticulado Z2, Figura 2.1.
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(1 , 1)
(−1 , −1) (0, −1) (1 , −1)
(−1 , 0)
(0 , 0)
(1 , 0)
(−1 , 1) (0 , 1)
Figura 2.1: Reticulado Quadrado
Se d < 0 e d ≡ 1(mod 4), enta˜o K = Q[η],
ZK = {a+ b
√
d
2
: a, b ∈ Z, com a mesma paridade }
e
irr(η,Q) = x2 − x+ 1− d
4
.
Seja B = {1, η} uma base minimal para ZK e σ : K → C um homomorfismo injetivo. Enta˜o
dado α ∈ K, onde α = a+ bη com a, b ∈ Q, obte´m-se que
σ(α) = a+ bσ(η).
Logo, σ(η) = η ou σ(η) = η. Portanto,
σ(α) = α ou σ(α) = α.
Assim, existem apenas dois homomorfismos injetivo σ, σ : K → C. Logo, ϕ : K → R2
definida por
ϕ(α) = (Re(σ(α)), Im(σ(α)))
e´ um homomorfismo injetivo e Λ1 = ϕ(ZK) e´ um reticulado em R
2 gerado por ϕ(1) e σ(η),isto
e´,
B′ = {(1, 0), (1
2
,
√−d
2
)}
e´ uma Z-base de Z2. Como d ≤ −3, tem-se que o aˆngulo A entre os vetores da base B′, dado
por
cosA =
1
2
1−d
4
=
2
1− d,
e´ menor que ou igual pi
3
. Portanto, as regio˜es fundamentais ba´sicas sa˜o hexa´gonos, pois o
aˆngulo e´ invariante por isometrias. Em particular, se d = −3, enta˜o a regia˜o fundamental
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(−1/2,−√3/2)
(−1/2,√3/2) (1/2,√3/2)
(1/2,−√3/2)
(1, 0)
(−1, 0) (0, 0)
Figura 2.2: Reticulado Hexagonal
ba´sica e´ um hexa´gono regular, Figura 2.2. Este hexa´gono regular e´ o reticulado com maior
densidade no plano.
Se Λ e´ um reticulado identificado pelo anel de inteiros alge´bricos ZK com K = Q[
√
d],
enta˜o
V (Λ) =
{ √|d| se d ≡ 2 ou 3(mod 4)√
|d|
2
se d ≡ 1(mod 4)
e
∆ =


pi
4
√
|d| se d ≡ 2 ou 3(mod 4)
pi
2
√
|d| se d ≡ 1(mod 4).
Ale´m disso, V (Eρ(0)) =
pi
4
, para todo d ∈ Z com d livre de quadrados e d < 0. A Tabela 2.1
mostra algumas densidades de reticulados identificados por anel de inteiros alge´bricos, [17] e
[23].
d V (Eρ(0)) V (Λ) ∆
−1 pi
4
1 pi
4
= 0,7854
−2 pi
4
√
2 pi
√
2
8
= 0, 5554
−3 pi
4
√
3
2
pi
√
3
6
= 0,9069
−5 pi
4
√
5 pi
√
5
20
= 0, 3512
−7 pi
4
√
7
2
pi
√
7
14
= 0, 5937
−10 pi
4
√
10 pi
√
10
40
= 0, 248 36
−11 pi
4
√
11
2
pi
√
11
22
= 0.473 61
Tabela 2.1: A Densidade de Alguns Reticulados
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2.4 Constelac¸o˜es de Sinais
Nesta sec¸a˜o e´ apresentado o conceito de constelac¸a˜o de sinais e a identificac¸a˜o das
constelac¸o˜es com os grupos, [8].
Uma constelac¸a˜o de sinais S e´ qualquer subconjunto de pontos discreto de Rn, onde e´
poss´ıvel realizar uma identificac¸a˜o destes pontos por sinais e que e´ considerado um espac¸o
de sinais, [4] e [6]. Os elementos de uma constelac¸a˜o de sinais S e´ um subconjunto finito
de pontos do espac¸o Euclidiano, isto e´, e´ um subconjunto finito de sinais em um espac¸o de
sinais.
Em uma constelac¸a˜o de sinais S, dados s1, s2 ∈ S, existe ϕ ∈ Isom(Rn) tal que
ϕ(s1) = s2 e ϕ(s2) = s1.
Se Ψ(S) = {ϕ ∈ Isom(Rn) : ϕ(S) = S}, enta˜o
S = {ϕ(s0) : ϕ ∈ Ψ(S)} =
⋃
ϕ∈Ψ(S)
{ϕ(s0)}.
O grupo das simetrias Ψ(S) de uma constelac¸a˜o de sinais e´ necessa´rio para gerar S e um
grupo G(S) de S e´ um subgrupo de Ψ(S) suficiente para gerar S de qualquer s0 ∈ S. Se
G(S) e´ o grupo gerador de uma constelac¸a˜o de sinais S e s0 ∈ S, enta˜o
Sg =
⋃
ϕ∈G(S)
{ϕ(s0)}
e o mapeamento µ : G(S)→ S, definido por µ(ϕ) = ϕ(s0) e´ bijetivo. O mapeamento µ induz
a uma estrutura de grupo em S.
Para uma constelac¸a˜o de sinais, existe um rotulamento isome´trico entre um grupo e uma
partic¸a˜o da constelac¸a˜o de sinais induzida pela partic¸a˜o do grupo gerador da constelac¸a˜o de
sinais. Assim, se H e´ um subgrupo normal de G(S), enta˜o
S =
⋃
φ∈ϕgH
{φ(s0)} =
⋃
ϕ∈H
{ϕg(ϕ(s0))},
onde ϕg ∈ G(S) e´ a o´rbita de s0 sob a classe lateral ϕgH. Logo,
S =
⋃
Sg.
Para uma partic¸a˜o S/S ′ existe um grupo isomorfo ao grupo quociente G(S)/G(S ′) e um
rotulamento isome´trico da partic¸a˜o S/S ′ e´ um mapeamento µ : G→ S/S ′ definido por
µ(g) = ϕg(S
′).
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A energia me´dia mı´nima p de uma constelac¸a˜o de sinais {x1, . . . , xm}, com m pontos,
e´ dada por
p =
m∑
i=1
d2i
1
m
,
onde di denota a distaˆncia do ponto xi a x0, em que x0 e´ o centro de massa da constelac¸a˜o.
A regia˜o fundamental obtida do particionamento de reticulados apresenta a menor energia
me´dia associada a`s constelac¸o˜es de sinais.
Capı´tulo 3
Co´digos de Trelic¸a sobre Partic¸o˜es de
Reticulados
Neste cap´ıtulo sa˜o estudadas as partic¸o˜es de reticulados e suas relac¸o˜es com os co´digos de
trelic¸a. Os reticulados quociente formados pelas partic¸o˜es de reticulados geram constelac¸o˜es
de sinais, por representantes de classes laterais. Em particular, sa˜o escolhidas as partic¸o˜es
com os subreticulados de melhor densidade, de modo a obter constelac¸o˜es de sinais de menor
energia me´dia, ou seja, a melhor densidade e´ procurada nesse reticulado e nos subreticulados
provenientes desse reticulado.
O objetivo e´ selecionar os reticulados quociente para os co´digos de trelic¸a, procurar os
co´digos o´timos e em seguida investigar os ganhos de codificac¸a˜o.
As principais contribuic¸o˜es deste cap´ıtulo sa˜o: O Teorema 3.1 que define as matrizes
formadas pelas partic¸o˜es e pelos paraˆmetros do co´digo, que sa˜o geradoras de co´digo de trelic¸a;
a proposta da matriz dos ro´tulos para ser usada na procura de co´digos o´timos, atrave´s da
tabela de Cayley; a procura da melhor partic¸a˜o de reticulado a ser utilizada na construc¸a˜o
do co´digo de trelic¸a; e tambe´m sa˜o determinadas as entradas na˜o-codificadas que apresentam
ganhos de codificac¸a˜o significativos.
3.1 Reticulados Quociente
Nesta sec¸a˜o sa˜o definidos os conceitos e propriedades dos reticulados quociente, bem
como a construc¸a˜o de partic¸o˜es de reticulados. Para isso, apresenta-se o conceito de grupos
quociente, outros inerentes a estes e algumas propriedades.
Sejam G um grupo aditivo e H um subgrupo de G. A relac¸a˜o ∽ em G, definida por:
x ∽ y ⇔ ∃ h ∈ H tal que x = y + h
19
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e´ uma relac¸a˜o de equivaleˆncia.
O conjunto {x ∈ G | x ∽ y} = {x+ h | h ∈ H} sera´ denotado por x + H e denominado
classe lateral a` esquerda de H em G. Similarmente, H + x e´ a classe lateral a` direita de H
em G. A cardinalidade da classe lateral a` direita (esquerda) e´ denotado por (G : H).
Definic¸a˜o 3.1 Sejam G um grupo e H um subgrupo normal de G. O grupo quociente de
G por H, denotado por G
H
ou simplesmente G/H e´ o conjunto das classes laterais com a
operac¸a˜o induzida de G.
Por definic¸a˜o, G
H
= {x+H | x ∈ G}. Ale´m disso, x, y ∈ G esta˜o na mesma classe lateral,
se x− y ∈ H.
Considerando-se Λ um reticulado e Γ um subreticulado. Enta˜o, Λ e´ um grupo e Γ um
subgrupo de Λ. Logo, existe um conjunto quociente Λ/Γ, o qual e´ tambe´m um reticulado,
denominado reticulado quociente e denotado por:
Λ
Γ
= {x+ Γ | x ∈ Λ} .
A classe lateral,
x+ Γ = {x+ y | y ∈ Γ}
pode ser representada por um vetor x denominado o vetor mı´nimo, o qual e´ o represen-
tante ou l´ıder da classe, onde
‖x‖2 = min ‖y‖2 tal que y ∈ x+ Γ.
Ainda, denota-se (Λ : Γ) = |V (Γ)||V (Λ)| .
A operac¸a˜o em Λ
Γ
e´ definida como sendo
(x+ Γ) + (y + Γ) = (x+ y) + Γ ∀x, y ∈ Λ.
Esta operac¸a˜o e´ bem definida e satisfaz as condic¸o˜es:
1. 0 + Γ e´ o elemento neutro da operac¸a˜o em Λ
Γ
.
2. x+ Γ = y + Γ se, e somente se, x− y ∈ Γ, e neste caso denota-se por x ≡ y(modΓ).
Escreve-se x ≡ y(modΓ), quando os elementos x e y de Λ esta˜o na mesma classe lateral,
isto e´, representam o mesmo elemento em Λ/Γ.
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Sejam Λ um reticulado e Γ1,Γ2, . . . ,Γm uma sequ¨eˆncia de subreticulados de Λ, de modo
que Γi e´ um subreticulado de Γj para todo i < j. Enta˜o existe uma cadeia de partic¸o˜es de
reticulados, descrita por
Λ/Γ1/Γ2/ · · · /Γm,
onde
Λ/Γ1/Γ2/ · · · /Γm = {x+ Γm | x ∈ Λ/Γ1/ · · · /Γm−1} .
3.2 Co´digos de Trelic¸a
O sistema de codificac¸a˜o do co´digo de trelic¸a utilizado nesta tese e´ uma alternativa a` uti-
lizac¸a˜o das partic¸o˜es de conjunto [27]. O co´digo de trelic¸a utiliza uma constelac¸a˜o de sinais
formada por pontos de uma partic¸a˜o de reticulado no espac¸o Euclidiano Rn n-dimensional.
Um subreticulado Γ e´ constru´ıdo a partir de um reticulado Λ, formando um reticulado quo-
ciente Λ/Γ finito. Uma sequ¨eˆncia de dados e´ introduzida na entrada do codificador convolu-
cional, gerando uma sa´ıda em Λ/Γ, enquanto outra sequ¨eˆncia e´ utilizada para selecionar os
pontos das classes laterais. Estas classes laterais g ∈ Λ
Γ
constituem uma constelac¸a˜o de sinais
em Rn. O esquema de codificac¸a˜o do co´digo de trelic¸a e´ apresentado na Figura 3.1.
Este processo permite a codificac¸a˜o de constelac¸o˜es com cardinalidade elevada em reti-
culados de ordem elevada. O particionamento do reticulado e´ escolhido considerando-se as
constelac¸o˜es de sinais de menor energia me´dia mı´nima p, e em seguida, inicia-se a procura
otimizada dos co´digos o´timos.
Codificada
Seqüência
Convolucional
CodificadorEntrada
Laterais
Classes
Selecionador
de Pontos
Sinal deEntrada não Codificada
Ponto
k1
k2
Figura 3.1: Codificador do Co´digo de Trelic¸a
Para o co´digo de trelic¸a e´ escolhido um reticulado Λ em Rn e um subreticulado Γ de Λ.
Se {x1, . . . ,xn} e´ uma base do reticulado Λ, enta˜o a matriz
P = [xi | 1 ≤ i ≤ n] ,
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onde os xi sa˜o vetores linha, e´ a matriz geradora do reticulado Λ. O hiperplano formado pelos
pontos α1x1+. . .+αnxn, onde 0 ≤ αi ≤ 1, e´ a regia˜o fundamental do hiperplano do reticulado
Λ, onde o volume e´ dado por det Λ = |P |, [17] e [25]. A matriz P = {xi : 1 ≤ i ≤ n} e´ a
matriz de Λ, Q = {yi : 1 ≤ i ≤ n} e´ a matriz de Γ e
|R| = |Λ/Γ| = |detQ| / |detP | .
Se {y1, . . . ,yn} e´ uma base do subreticulado Γ, enta˜o P = [yi | 1 ≤ i ≤ n] e´ a matriz
geradora de Γ, denotada por Γ = PΛ, onde P e´ a matriz de um isomorfismo aplicado em Λ.
A norma ou energia de g ∈ R e´ definida como sendo
N(g) = min{N(x) | x ∈ g + Γ},
onde
N(x) =
n∑
i=1
x2i .
A distaˆncia mı´nima quadra´tica Euclidiana no reticulado quociente e´ definida por d2min =
N(g). Se µ e´ a menor norma quadra´tica na˜o-nula no subreticulado Λ e se λ e´ a menor norma
quadra´tica na˜o-nula em Γ, enta˜o d2min = λµ. A distaˆncia livre, dfree, do co´digo e´ o valor
mı´nimo dentre todas as me´tricas dos caminhos fechados com in´ıcio e final no estado inicial
da trelic¸a do codificador. A distaˆncia mı´nima do co´digo de trelic¸a e´ dada por
d = min
{
d2min, dfree
}
. (3.1)
O codificador e´ composto por V memo´rias, um alfabeto A de tamanho q, qV estados
e k1 entradas. O codificador possui q
k1 entradas e |R| sa´ıdas. O co´digo de trelic¸a possui
k = k1 + k2 bits de entrada e um ponto de sa´ıda entre os |R| pontos distintos da constelac¸a˜o
de sinais, onde k1 e´ o nu´mero de bits codificados pelo codificador e k2 e´ o nu´mero de bits
na˜o-codificados usados na escolha de um entre os qk2 pontos.
A constelac¸a˜o de sinais e´ formada por M = |R| qk2 pontos de R, sendo qk2 pontos em
cada classe lateral de R e a constelac¸a˜o de sinais do sistema na˜o-codificado e´ formada por
N = qk pontos.
Os s´ımbolos de entradas sa˜o supostos independentes e identicamente distribu´ıdos e todos
os pontos da constelac¸a˜o sa˜o igualmente distribu´ıdos. A norma me´dia da constelac¸a˜o e´ dada
por p e a raza˜o para o sistema da constelac¸a˜o codificada e´ d
p
. O ganho de codificac¸a˜o do
co´digo de trelic¸a e´ definido por
G = 10 log10
(
d
p
÷ d
u
pu
)
dB, (3.2)
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onde du e´ a distaˆncia quadra´tica Euclidiana mı´nima para constelac¸a˜o na˜o-codificada, pu e´ a
norma me´dia para a constelac¸a˜o na˜o-codificada e a raza˜o para o sistema na˜o-codificado e´ d
u
pu
.
Quando k2 →∞ o ganho de codificac¸a˜o se aproxima de
G = 10 log10
(
n+ 2
3
d
d2
∆
2
nmρ1
)
dB,
onde ∆ e´ a densidade de Λ e ρ1 e´ a taxa fraciona´ria do co´digo. Ale´m disso,
10 log10
(
n+ 2
3
d
d2
∆
2
nmρ1
)
= 10 log10
(
n+ 2
3
d
d2
mρ1
)
+
2
n
10 log10∆.
3.3 A Construc¸a˜o do Co´digo de Trelic¸a
A construc¸a˜o do co´digo de trelic¸a inicia-se com a escolha de um reticulado Λ e de uma
matriz P , aplicada em Λ, onde P e´ um endomorfismo, obtendo-se um subreticulado Γ = PΛ.
O determinante da matriz do subreticulado Γ amplia a distaˆncia no subreticulado Γ em
relac¸a˜o a` distaˆncia no reticulado Λ. O nu´mero de classes laterais de Γ em Λ, isto e´, a ordem
de R ou o ı´ndice (Λ : Γ) e´ calculado atrave´s de (2.1) e (2.2).
Em seguida, sa˜o determinadas as k1 entradas do codificador convolucional e o valor k2
para definir o nu´mero de pontos da constelac¸a˜o de sinais, selecionando qk2 pontos de cada
classe lateral. Tambe´m sa˜o definidos o nu´mero de memo´rias V e o alfabeto de entrada q.
Algumas entradas da matriz geradora do co´digo podem ser nulas, logo V ≤ vk1, onde v e´ o
nu´mero ma´ximo de memo´rias em cada entrada, ou seja, v = max vj. Assim, gera-se o co´digo
de trelic¸a com paraˆmetros (k1, V, q), sobre o reticulado quociente (Λ : Γ). A matriz geradora
do co´digo e´ representada por
G =
[
gvk1 · · · gv1 | · · · | g0k1 · · · g01
]
, (3.3)
onde gij ∈ R. Se os s´ımbolos de entrada sa˜o uij, onde (u01, u02, . . . , u0k1) e´ o bloco de entrada
atual e (u11, u12, . . . , u1k1) e´ o bloco de entrada anterior, e assim sucessivamente, enta˜o a sa´ıda
e´ definida por
g =
v∑
i=0
k1∑
j=1
uijgij.
A taxa do co´digo e´
ρ = (k/n) log2 q bits/dimensa˜o
e a taxa fraciona´ria e´
ρ1 = k1 log2 q/ log2 |R| .
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A sequ¨eˆncia de s´ımbolos de entradas sobre o anel A de tamanho k = k1+ k2 e´ tal que, os
primeiros k1 s´ımbolos de cada bloco sa˜o introduzidos no codificador, produzindo uma sa´ıda
g ∈ R, enquanto os k2 s´ımbolos restantes sa˜o usados para selecionar um dos qk2 s´ımbolos
da constelac¸a˜o de sinais contido em cada classe lateral. E esta e´ formada por M = |R| qk2
pontos de R. A estrutura do codificador do co´digo de trelic¸a esta´ representada na Figura
3.2.
01
02
0k
11
12
21
22 v2
v1
vk11k1 2k1
1 gg
g
g
g
g
g g g
ggg
g
Figura 3.2: A Estrutura do Codificador do Co´digo de Trelic¸a
A constelac¸a˜o na˜o-codificada e´ formada por N = qk1+k2 pontos de sinais e e´ considerada
perfeitamente ajustada, quando e´ da forma N = (2b)n, onde b ∈ mathbbN . A constelac¸a˜o
utilizada e´ formada por
(x1, . . . ,xm) com xi ∈ {±1,±3, . . . ,±(2b− 1)}. (3.4)
A distaˆncia mı´nima quadra´tica nesta constelac¸a˜o e´
du = ‖xi − xj‖2 = 4,
com xi e xj em (3.4). Se a constelac¸a˜o e´ perfeitamente ajustada, enta˜o a energia me´dia e´
definida como, [3],
pu =
1
3
n(4b2 − 1).
A Figura 3.3 apresenta a constelac¸a˜o na˜o-codificada com 24 pontos, denominada cons-
telac¸a˜o na˜o-codificada 16−QASK (16 Quadrature Amplitude Shift Keying).
Os co´digos de trelic¸a distintos sa˜o gerados pela combinac¸a˜o dos elementos das colunas,
formadas por classes laterais do reticulado quociente R. As matrizes geradoras G, sa˜o as que
satisfazem a condic¸a˜o de gerar o reticulado quociente na sa´ıda do codificador, isto e´, a matriz
G conte´m um subconjunto de geradores do reticulado quociente R.
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Figura 3.3: Constelac¸a˜o Na˜o-Codificada com 16 Pontos (16−QASK)
A ma´xima distaˆncia mı´nima d do co´digo de trelic¸a e´ alcanc¸ada quando a distaˆncia livre
do co´digo e´ maximizada, pois a distaˆncia mı´nima quadra´tica d2 no subreticulado Γ tem
valor fixo determinado pela partic¸a˜o do reticulado. Para maximizar o dfree sa˜o procurados os
reticulados, comparando a densidade, e´ otimizado o nu´mero de memo´rias V do codificador
e, principalmente, escolhidas as matrizes geradoras adequadas. Portanto, os paraˆmetros
(k1, V, q), a partic¸a˜o de reticulado Λ/Γ e a matriz geradora sa˜o considerados de modo que o
sistema de codificac¸a˜o gere co´digos de trelic¸a com a distaˆncia livre dfree pro´xima da distaˆncia
da partic¸a˜o d2.
Definic¸a˜o 3.2 Um co´digo de trelic¸a e´ denominado co´digo de trelic¸a o´timo quando sua
distaˆncia mı´nima d, (c.f. 3.1) e´ a ma´xima entre os demais co´digos de trelic¸a do mesmo
esquema de codificac¸a˜o.
Definidos os paraˆmetros (k1, V, q) do co´digo de trelic¸a, as matrizes do co´digo possuem
V + k1 colunas todas na˜o-nulas. Estes paraˆmetros permitem a formac¸a˜o de
|R|V+k1 − 1 (3.5)
matrizes. Uma grande quantidade destas matrizes geram co´digos de trelic¸a, isto e´, na˜o sa˜o
todas as |R|V+k1 − 1 matrizes que geram co´digo. As matrizes que geram co´digos de trelic¸a
esta˜o entre as matrizes de (3.5), considerando as matrizes que satisfazem a condic¸a˜o de gerar
o reticulado quociente na sa´ıda do codificador e estas sa˜o as matrizes geradoras de co´digos
de trelic¸a.
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Teorema 3.1 Considere um co´digo de trelic¸a com paraˆmetros (k1, V, q) sobre um reticulado
quociente de ordem |R|. Enta˜o, existem
n(G) = λ |R|V+k1−m (3.6)
matrizes geradoras G de co´digos de trelic¸a, onde m e´ o nu´mero de classes laterais que geram
o reticulado quociente R, descrito por m = #〈g1, . . . , gm〉, e λ e´ o nu´mero de maneiras de
gerar R.
Prova. Como R e´ um reticulado finito, tem-se que R e´ finitamente gerado. Enta˜o, existe
um nu´mero finito de elementos gi ∈ R, i = 1, . . . ,m, tal que
R = 〈g1, . . . , gm〉,
isto e´, R e´ gerado por m elementos g1, . . . , gm, com m ≤ V + k1. A maneira de gerar R na˜o e´
u´nica, mas e´ um nu´mero finito de maneiras e todas tem m elementos. Pois, R e´ gerado por
m elementos, com m ≤ |R| − 1.
A classe lateral g1 e´ escolhida entre as |R| classes laterais do grupo finitamente gerado,
assim, tem-se um nu´mero finito de possibilidade n(g1) para g1. Analogamente, tais argumen-
tos sa˜o va´lidos para os demais m− 2 elementos, pois o elemento neutro na˜o consta entre os
geradores. Assim, existem
λ = n(g1) · · · · · n(gm−1)
maneiras de gerar o reticulado quociente R. Portanto, existem |R|maneiras para as V +k1−m
colunas de G, que sa˜o as classes laterais de R, e λ maneiras para as m colunas restantes, isto
e´, tem-se
n(G) = λ |R|V+k1−m
maneiras de construir matrizes geradoras de co´digos de trelic¸a. 
Exemplo 3.1 Considere o reticulado quociente R = Λ
Γ
, onde Λ = Z2 e Γ = 〈(2, 2) ; (2,−2)〉,
com 8 estados e 2 entradas sobre A = Z2, isto e´, com paraˆmetros (2, 3, 2). As classes laterais
sa˜o
(0, 0), (1, 0), (0, 1), (1, 1), (−1, 0), (0,−1), (1,−1) e (2, 0).
Observe que R e´ gerado pelas classes g1 e g2, onde
|〈g1〉| = 4, |〈g2〉| = 2 e g2 6∈ 〈g1〉.
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Como R e´ um grupo abeliano, tem-se que g1 ·g2 = g2 ·g1 e g1 = (1, 0), (0, 1), (−1, 0) ou (0,−1)
e g2 = (1, 1) ou (1,−1), onde n(g1) = 4 e n(g2) = 2. Para gerar R tem-se,
λ = n(g1) · n(g2) = 8
maneiras. Portanto, somente 8 · 83 matrizes G geram co´digos de trelic¸a, dentre as 85 − 1
matrizes na˜o-nulas poss´ıveis.
3.4 Matriz Norma e Subconjuntos Especiais
Uma matriz geradora G esta´ associada a um co´digo de trelic¸a sobre reticulados quociente,
onde o nu´mero de linhas de G e´ a dimensa˜o do reticulado. As colunas de G sa˜o as classes
laterais de Λ/Γ e G esta´ definida pelos paraˆmetros: nu´mero k1 de entradas do codificador,
nu´mero de memo´rias V e alfabeto de tamanho q. Ale´m disso, G possui k1+ V colunas (3.3).
Existe um nu´mero expressivo de matrizes geradoras G = [gij]n×(V+k1), onde tais matrizes
possuem a caracter´ıstica de gerar o reticulado quociente R na sa´ıda do codificador, como
definido na Sec¸a˜o 3.3.
O objetivo e´ determinar matrizes geradoras de co´digos de trelic¸a o´timos, isto e´, co´digos
que alcancem o valor ma´ximo para a distaˆncia mı´nima d, fixados a partir dos paraˆmetros
(k1, V, q), sobre um alfabeto q-a´rio em um anel A e uma partic¸a˜o de reticulado Λ/Γ.
Para otimizar a procura necessita-se definir a matriz linha com entradas sobre as normas
quadra´ticas das classes laterais, denotada por:
GN =
[ |gvk1| · · · |gv1| | · · · | |g0k1| · · · |g01| ] ,
onde as respectivas colunas sa˜o as normas ‖g‖ das classes laterais do reticulado quociente
R = Λ/Γ.
A matriz linha, onde as entradas sa˜o as normas quadra´ticas ‖gij‖ das classes laterais de
R e´ denominada dematriz norma. A matriz geradora G de um co´digo de trelic¸a o´timo esta´
dentro do melhor subconjunto especial, representado por uma matriz norma, que maximiza
a distaˆncia do co´digo.
Cada matriz norma GN distinta determina um subconjunto de matrizes geradoras. Os
melhores blocos de k1 colunas sa˜o aqueles que possuem as maiores normas para as poss´ıveis q
k1
entradas, tais matrizes particionam o conjunto das matrizes geradoras dos co´digos de trelic¸a e
sa˜o denominadas de subconjuntos especiais. Ale´m disso, os subconjuntos especiais conte´m
os co´digos de trelic¸a o´timos.
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As matrizes normas selecionam as matrizes geradoras G dos co´digos de trelic¸a o´timos.
Esta selec¸a˜o, realizada pelos subconjuntos especiais, verifica os limitantes ma´ximos e mı´nimos
para a distaˆncia livre, dfree, do co´digo. As matrizes geradoras dos co´digos de trelic¸a o´timos sa˜o
as matrizes que representam os co´digos de maior dfree. A procura por tais matrizes envolve
a escolha das colunas que conte´m um conjunto gerador e tambe´m a escolha das colunas que
maximizam os limitantes ∆inf e ∆sup.
O limitante inferior ∆inf esta´ associado aos ramos da trelic¸a que partem e retornam ao
estado S0. Assim,
∆inf = min{ul}
{∥∥∥∥∥
s∑
j=1
u1jgvj +
k1∑
j=s+1
u1jg(v−1)j
∥∥∥∥∥
}
+min
{ul}
{∥∥∥∥∥
k1∑
j=1
u1jg0j
∥∥∥∥∥
}
, (3.7)
onde u1j e´ o bloco de entrada do conjunto
U = {ul = (ulk1 , . . . , ul1) | ul 6= 0} ,
com l = 1, . . . , (|q|k1 − 1) e s = V − k1 (v − 1), [12].
O limitante superior ∆sup e´ calculado somente para os caminhos fechados associados a`s
sequ¨eˆncias mı´nimas de entrada:
∆sup = min{ul}
{
v∑
i=0
∥∥∥∥∥
k1∑
j=1
u1jgij
∥∥∥∥∥
}
, (3.8)
onde gij = 0 quando na˜o existe memo´ria associada a coluna j do codificador.
Exemplo 3.2 Considere o codificador com paraˆmetros (2, 4, 2). Enta˜o, a matriz geradora e´
dada por:
G =
[
g22 g21 | g12 g11 | g02 g01
]
.
Sabendo que U = {(0, 1); (1, 0); (1, 1)}, V = 4, v = 2 e s = 1. Assim, os limitantes ∆inf (3.7)
e ∆sup (3.8) sa˜o dados, respectivamente, por
∆inf = min {‖0 · g22 + 1 · g21‖ , ‖1 · g22 + 0 · g21‖ , ‖1 · g22 + 1 · g21‖}
+min {‖0 · g01 + 1 · g02‖ , ‖1 · g01 + 0 · g02‖ , ‖1 · g01 + 1 · g02‖} (3.9)
e
∆sup = min
{
2∑
i=0
‖0 · gi1 + 1 · gi2‖ ,
2∑
i=0
‖1 · gi1 + 0 · gi2‖ ,
2∑
i=0
‖1 · gi1 + 1 · gi2‖
}
= min


‖0 · g01 + 1 · g02‖+ ‖0 · g11 + 1 · g12‖+ ‖0 · g21 + 1 · g22‖ ,
‖1 · g01 + 0 · g02‖+ ‖1 · g11 + 0 · g12‖+ ‖1 · g21 + 0 · g22‖ ,
‖1 · g01 + 1 · g02‖+ ‖1 · g11 + 1 · g12‖+ ‖1 · g21 + 1 · g22‖

 . (3.10)
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A procura por co´digos de trelic¸a o´timos inicia-se com a ordenac¸a˜o das normas entre as
classes laterais g+Γ, g ∈ Λ. O conjunto de normas {N1, . . . , Nk1} seleciona os melhores blocos
de norma. As colunas da matriz GN sa˜o escolhidas de modo a garantir a maximizac¸a˜o dos
limitantes do dfree, apresentados em (3.7) e (3.8), determinando os melhores subconjuntos
especiais.
O procedimento utilizado e´ a ordenac¸a˜o das normas das classes laterais, calculadas para
as k1 primeiras e k1 u´ltimas colunas de GN , correspondentes as k1 u´ltimas entradas de GN .
O objetivo e´ calcular o maior valor para a expressa˜o
max
{
min
ul 6=0
{∥∥∥∥∥
k1∑
j=1
uljgij
∥∥∥∥∥
}}
. (3.11)
A procura de um valor expressivamente alto para o ∆sup, consiste em procurar os maiores
blocos de normas associadas as k1 primeiras e u´ltimas colunas de GN , e tambe´m aos s blocos
compostos de k1 colunas intermedia´rias.
Para encontrar os blocos com as melhores k1 colunas, e´ constru´ıda uma tabela de norma
ordenada. O objetivo desta tabela e´ listar todos os blocos de normas e classes laterais,
valorizando a ordem de cada k1 bloco, quanto ao valor da Equac¸a˜o (3.11), do maior para o
menor. A organizac¸a˜o da tabela esta´ distribu´ıda em 5 colunas. A primeira coluna da tabela
ordenada e´ reservada aos blocos das k1 normas, ordenada dentre os blocos com maior valor
calculados em (3.11). A segunda coluna consiste da combinac¸a˜o das k1 classes laterais, cujas
normas esta˜o alocadas na coluna 1. Na terceira coluna e´ considerada cada combinac¸a˜o listada
na coluna 2 referente a cada poss´ıvel entrada na˜o-nula do codificador e o valor da norma da
classe lateral de sa´ıda e´ dado por
|g| =
∣∣∣∣∣
k1∑
j=1
uijgij
∣∣∣∣∣ .
Este valor e´ alocado na linha da combinac¸a˜o considerada e na posic¸a˜o referente a entrada
utilizada. A quarta coluna e´ obtida da terceira considerando o mı´nimo entre os valores de
cada linha, dado pela Equac¸a˜o (3.11),
min
ul 6=0
{∥∥∥∥∥
k1∑
j=1
uljgij
∥∥∥∥∥
}
. (3.12)
A quinta coluna consiste dos valores ma´ximos dentre os valores na coluna 4, que e´ exatamente
a Equac¸a˜o (3.11).
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Feita a lista de todos o blocos {N1, . . . , Nk1}, exclu´ıdo os blocos com normas nulas, inicia-
se a ordenac¸a˜o decrescente dos blocos, de acordo com os valores obtidos na coluna 5. Esta
ordenac¸a˜o e´ utilizada para determinar os subconjuntos especiais, que sa˜o constitu´ıdos dos
primeiros blocos da tabela ordenada.
As matrizes normas escolhidas sa˜o aquelas que possuem os primeiros blocos da tabela
ordenada das normas e classes laterais nas primeiras e u´ltimas colunas, maximizando o ∆inf .
Nas colunas intermedia´rias e´ repetido esse bloco de norma, quantas vezes se fizer necessa´rio,
considerando que k1 e´ mu´ltiplo do nu´mero de colunas intermedia´rias. Caso o nu´mero de
colunas intermedia´rias na˜o seja mu´ltiplo de k1, retira-se os k1 − s menores normas do bloco.
Neste procedimento, o subconjunto especial encontrado necessita pertencer ao conjunto das
matrizes geradoras de co´digos de trelic¸a, ou seja, no subconjunto especial, as classes laterais
sa˜o escolhidas de modo a conter um conjunto de geradores do reticulado quociente. Assim,
sa˜o trocadas as classes laterais nas normas intermedia´rias, de modo que contenha um conjunto
de geradores do reticulado quociente entre as colunas de GN e gerar o co´digo na sa´ıda do
codificador.
O subconjunto especial pode conter matrizes geradoras de co´digos catastro´ficos, caso
existam, descartam-se esses e e´ realizada uma nova escolha.
Exemplo 3.3 Sejam Λ/Γ um reticulado quociente, onde Λ = Z2 e Γ = 〈(2, 2), (2,−2)〉 e
considere um codificador com paraˆmetros (2, 4, 2). Enta˜o, o bloco de normas e´ {N1, N2}. As
classes laterais do reticulado quociente sa˜o
(0, 0), (1, 0), (0, 1), (1, 1), (−1, 0), (0,−1), (1,−1) e (2, 0).
O conjunto de entradas na˜o-nulas poss´ıveis e´ U = {(0, 1), (1, 0), (1, 1)}. A Tabela 3.1 apre-
senta o conjunto ordenado de normas. As normas que maximizam a Equac¸a˜o 3.11 e, con-
sequ¨entemente, o ∆sup e ∆inf sa˜o os blocos de normas {4, 2} e {2, 2}, respectivamente.
Exemplo 3.4 Considere o reticulado quociente R e o co´digo do Exemplo 3.2 com paraˆmetros
(2, 4, 2). A matriz geradora e´ dada por
G =
[
g22 g21 | g12 g11 | g02 g01
]
,
onde as duas u´ltimas colunas esta˜o associadas a`s entradas do codificador e as demais esta˜o
associadas a`s memo´rias. Como o objetivo e´ apresentar um exemplo de subconjuntos especiais,
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k1 = 2 R A = Z2 min max
{N1, N2} L´ıderes (0, 1), (1, 0), (1, 1) Eq. 3.12 Eq. 3.11
{4, 2} (2, 0), (1, 1) 4 , 2 , 2 2 2
(2, 0), (1,−1) 4 , 2 , 2 2
{2, 2} (1, 1), (1, 1) 2 , 2 , 0 0
(1, 1), (1,−1) 2 , 2 , 4 2 2
(1,−1), (1,−1) 2 , 2 , 0 1
{4, 1} (2, 0), (1, 0) 4 , 1 , 1 1
(2, 0), (0, 1) 4 , 1 , 1 1 1
(2, 0), (−1, 0) 4 , 1 , 1 1
(2, 0), (0,−1) 4 , 1 , 1 1
{2, 1} (1, 1), (1, 0) 2 , 1 , 1 1
(1, 1), (0, 1) 2 , 1 , 1 1
(1, 1), (−1, 0) 2 , 1 , 1 1
(1, 1), (0,−1) 2 , 1 , 1 1 1
(1,−1), (1, 0) 2 , 1 , 1 1
(1,−1), (0, 1) 2 , 1 , 1 1
(1,−1), (−1, 0) 2 , 1 , 1 1
(1, 1), (0,−1) 2 , 1 , 1 1
{1, 1} (1, 0), (1, 0) 1 , 1 , 2 1
(1, 0), (0, 1) 1 , 1 , 4 1
(1, 0), (−1, 0) 1 , 1 , 0 0
(1, 0), (0,−1) 1 , 1 , 2 1
(0, 1), (0, 1) 1 , 1 , 2 1 1
(0, 1), (0,−1) 1 , 1 , 0 0
(−1, 0), (−1, 0) 1 , 1 , 4 1
(−1, 0), (0,−1) 1 , 1 , 2 1
(0,−1), (0,−1) 1 , 1 , 4 1
{4, 1} (2, 0), (2, 0) 4 , 4 , 0 0 0
Tabela 3.1: Tabela de Normas Ordenadas do Exemplo 3.3
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sera´ usada a Tabela 3.1, selecionando os melhores blocos de k1 normas. Tais blocos sa˜o dados
por
GN1 =
[
4 2 | 1 1 | 2 4 ] e GN2 = [ 2 2 | 1 2 | 2 2 ] .
Nos blocos intermedia´rios, das matrizes normas GN1 e GN2, foram feitas substituic¸o˜es de
modo que o conjunto de geradores esta´ contido nas GN e as melhores normas esta˜o nos blocos
extremos das k1 primeiras e u´ltimas colunas. A matriz GN1 esta´ associada a 24 matrizes G,
pois
n(g01) · n(g02) · n(g11) · n(g12) · n(g21) · n(g22) = 1 · 2 · 3 · 2 · 2 · 1 = 24,
onde n(gij) e´ o nu´mero de possibilidades para as classes laterais gij. Dentre as 24 possibili-
dades, considera-se
G1 =
[
2 1 0 1 1 2
0 1 1 0 1 0
]
.
Para a matriz geradora G, obte´m-se os seguintes limitantes:
∆inf = min {‖0 · (2, 0) + 1 · (1, 1)‖ , ‖1 · (2, 0) + 0 · (1, 1)‖ , ‖1 · (2, 0) + 1 · (1, 1)‖}
+min {‖0 · (2, 0) + 1 · (1, 1)‖ , ‖1 · (2, 0) + 0 · (1, 1)‖ , ‖1 · (2, 0) + 1 · (1, 1)‖}
= min{2, 4, 2}+min{2, 4, 2} = 4
e
∆sup = min
{ ‖0 · (2, 0) + 1 · (1, 1)‖+ ‖0 · (0, 1) + 1 · (0, 1)‖+ ‖0 · (1, 1) + 1 · (2, 0)‖ ,
‖1 · (2, 0) + 0 · (1, 1)‖+ ‖1 · (0, 1) + 0 · (0, 1)‖+ ‖1 · (1, 1) + 0 · (2, 0)‖ ,
‖1 · (2, 0) + 1 · (1, 1)‖+ ‖1 · (0, 1) + 1 · (0, 1)‖+ ‖1 · (1, 1) + 1 · (2, 0)‖ }
= min {2 + 1 + 4, 4 + 1 + 2, 2 + 2 + 2} = 6.
O ca´lculo do dfree e´ obtido pelo algoritmo de Viterbi, [11, 27], onde 4 ≤ dfree ≤ 6. Para o
co´digo de trelic¸a gerado por G, dfree = 6 e a distaˆncia mı´nima no subreticulado e´ d
2
min = 8.
Logo,
d = min{8, 6} = 6.
Para o ca´lculo dos espectros de peso, os elementos do reticulado quociente R sa˜o rotulados
de 0 a (|R| − 1) e, com isso, define-se uma nova matriz, a matriz dos ro´tulos, dada por
GR = (g1j)1×(V+k1), (3.13)
onde g1j = 0, 1, . . . , (|R|−1). Nesta matriz as classes laterais g sa˜o substitu´ıdas por nu´meros
(ro´tulos) que representam as classes laterais. O objetivo de construir a matriz dos ro´tulos, e´
para que seja utilizada a tabela de Cayley ao ca´lculo dos espectros de peso, simplificando as
operac¸o˜es.
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3.5 As Partic¸o˜es e os Co´digos
Nesta sec¸a˜o sa˜o dados va´rios exemplos de construc¸o˜es de partic¸o˜es de reticulados que sa˜o
utilizadas na construc¸a˜o de co´digos de trelic¸a.
O objetivo e´ mostrar que o desempenho do co´digo de trelic¸a tambe´m esta´ relacionado a`
utilizac¸a˜o de reticulados quociente que possibilitem a construc¸a˜o de constelac¸o˜es de sinais
com menor energia me´dia. Os dois primeiros exemplos mostram que a escolha adequada
do subreticulado diminui a energia me´dia p, o que e´ uma contribuic¸a˜o direta no ganho de
codificac¸a˜o. No Exemplo 3.7 e´ usado o reticulado hexagonal, que apresenta as constelac¸o˜es
com menor energia me´dia.
A Figura 3.4 mostra a estrutura de um codificador convolucional com 3 memo´rias, utili-
zado nos exemplos desta sec¸a˜o.
01
12
02
2111
g
g
gg
g
Figura 3.4: Estrutura de um Codificador com 8 Estados
Exemplo 3.5 Considere o reticulado quociente R = Λ
Γ
, com Λ = Z2 e Γ = PΛ, onde
P =
[
4 0
0 2
]
.
Enta˜o, Γ = 〈(4, 0) ; (0, 2)〉. Seja o codificador (2, 3, 2), apresentado na Figura 3.4. A Tabela
3.2 apresenta as classes laterais, os ro´tulos, as normas e as ordens de R = Z
2
PZ2
. A operac¸a˜o
em R e´ mostrada na tabela de Cayley, a saber, Tabela 3.3. Os subconjuntos especiais que
conte´m um conjunto de co´digos o´timos, sa˜o selecionados analisando a Tabela 3.4. A matriz
norma
GN =
[
4 | 2 1 | 4 2 ]
conte´m um conjunto de co´digos de trelic¸a o´timos. No subconjunto especial, representado por
GN , e´ realizada a procura das matrizes geradoras dos co´digos o´timos. A matriz geradora
G =
[
2 1 1 2 −1
0 1 0 0 1
]
,
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formulada a partir da GN , gera um co´digo o´timo. O ca´lculo dos espectros de peso e´ feito
atrave´s da matriz dos ro´tulos GR, dada em (3.13), onde
GR =
[
2 | 4 1 | 2 6 ] .
Aplicando as Equac¸o˜es (3.9) e (3.10), na matriz dos ro´tulos GR, obte´m-se os seguintes
limitantes:
∆inf = min{2, 4, 2}+min{2, 4, 2} = 4
e
∆sup = min{4 + 2 + 0, 2 + 1 + 4, 2 + 5 + 4} = 6.
Assim, tem-se 4 ≤ dfree ≤ 6. Atrave´s de ca´lculos, encontram-se as distaˆncias, dfree = 5 e
d = min{5, 8} = 5.
No Exemplo 3.5, sa˜o consideradas as constelac¸o˜es da forma M = 8 · 2k2 . As constelac¸o˜es
do sistema na˜o-codificado sa˜o da forma N = 2k1+k2 . A me´dia na constelac¸a˜o na˜o-codificada
e´ calculada por
pu =
1
2k
∑
x2i ,
onde
xi ∈ {(±1,±1), (±1,±3), (±3,±1), (±3,±3), · · · }.
Em particular, se a constelac¸a˜o e´ da forma N = (2 · b)n (perfeitamente ajustada), tem-se que
pu = 1
3
n(4b2 − 1), onde b e´ determinado em (3.4).
R = Z
2
PZ2
Ro´tulo Norma Ordem
(0, 0) 0 0 0
(1, 0) 1 1 4
(2, 0) 2 4 2
(−1, 0) 3 1 4
(1, 1) 4 2 4
(0, 1) 5 1 2
(1,−1) 6 2 4
(2, 1) 7 5 2
Tabela 3.2: Normas e Ro´tulos do Reticulado Z2/PZ2
As constelac¸o˜es de sinais, formadas pelo reticulado R = Z
2
PZ2
sa˜o apresentadas na Figura
3.5, contendo 8, 16, 32, 64 e 128 pontos, com centro no ponto
(
1
2
, 1
2
)
do sistema Euclidiano.
Os ganhos de codificac¸a˜o para as constelac¸o˜es de 32, 64 e 128 pontos sa˜o apresentados na
Tabela 3.5.
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+ 0 1 2 3 4 5 6 7
0 0 1 2 3 4 5 6 7
1 1 2 3 0 7 4 5 6
2 2 3 0 1 6 7 4 5
3 3 0 1 2 5 6 7 4
4 4 7 6 5 2 1 0 3
5 5 4 7 6 1 0 3 2
6 6 5 4 7 0 3 2 1
7 7 6 5 4 3 2 1 0
Tabela 3.3: Tabela de Cayley do Reticulado Z2/PZ2 do Exemplo 3.5
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Figura 3.5: Constelac¸o˜es com 8, 16, 32, 64 e 128 pontos em Z
2
PZ2
Exemplo 3.6 Considere o reticulado quociente R = Λ
Γ
, onde Λ = Z2, Γ = QΛ e
Q =
[
2 −2
2 2
]
.
O codificador possui 8 estados e k1 = 2 entradas em Z2. A Tabela 3.6 apresenta as classes
laterais, os ro´tulos, as normas e as ordens de R = Z
2
QZ2
, com a operac¸a˜o definida na Tabela
3.7. A selec¸a˜o do subconjunto especial para a matriz norma e´ retirada da Tabela 3.1. A
matriz norma
GN =
[
4 | 2 1 | 4 2 ]
conte´m um conjunto de co´digos de trelic¸a o´timos. Ao procurar as matrizes geradoras em
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k1 = 2 R = Z
2/PZ2 A = Z2 min max
{N1, N2} L´ıderes (0, 1), (1, 0), (1, 1) Eq. 3.12 Eq. 3.11
{4, 2} (2, 0), (1, 1) 4 , 2 , 4 2 2
(2, 0), (1,−1) 4 , 2 , 2 2
{2, 2} (1, 1), (1, 1) 2 , 2 , 4 2 2
(1, 1), (1,−1) 2 , 2 , 0 0
(1,−1), (1,−1) 2 , 2 , 4 2
{5, 4} (2, 1), (2, 0) 5 , 4 , 1 1 1
{5, 2} (2, 1), (1, 1) 5 , 2 , 1 1 1
(2, 1), (1,−1) 5 , 2 , 1 1
{5, 1} ((2, 1), (1, 0) 5 , 1 , 2 1
(2, 1), (−1, 0) 5 , 1 , 2 1 1
(2, 1), (0, 1) 5 , 1 , 4 1
{4, 1} (2, 0), (1, 0) 4 , 1 , 1 1
(2, 0), (−1, 0) 4 , 1 , 1 1 1
(2, 0), (0, 1) 4 , 1 , 5 1
{2, 1} (1, 1), (1, 0) 2 , 1 , 5 1
(1, 1), (−1, 0) 2 , 1 , 1 1
(1, 1), (0, 1) 2 , 1 , 1 1 1
(1,−1), (1, 0) 2 , 1 , 1 1
(1,−1), (−1, 0) 2 , 1 , 5 1
(1,−1), (0, 1) 2 , 1 , 1 1
{1, 1} (1, 0), (1, 0) 1 , 1 , 4 1
(1, 0), (−1, 0) 1 , 1 , 0 0 1
(1, 0), (0, 1) 1 , 1 , 2 1
(−1, 0), (−1, 0) 1 , 1 , 4 1
(−1, 0), (0, 1) 1 , 1 , 2 1
(0, 1), (0, 1) 1 , 1 , 0 1
Tabela 3.4: Tabela de Normas Ordenadas do Exemplo 3.5
k2 ρ M d p N d
u pu G
2 2, 0 25 5 5, 5 24 4 10 3, 566
3 2, 5 26 5 10, 25 25 4 20 3, 872
4 3, 0 27 5 20, 5 26 4 42 4, 084
Tabela 3.5: Ganhos de Codificac¸a˜o do Exemplo 3.5
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R = Z
2
QZ2
Ro´tulo Norma Ordem
(0, 0) 0 0 1
(1, 0) 1 1 4
(0, 1) 2 1 4
(−1, 0) 3 1 4
(0,−1) 4 1 4
(1, 1) 5 2 2
(1,−1) 6 2 2
(2, 0) 7 4 2
Tabela 3.6: Normas e Ro´tulos do Reticulado Z2/QZ2
+ 0 1 2 3 4 5 6 7
0 0 1 2 3 4 5 6 7
1 1 7 5 0 6 4 2 3
2 2 5 7 6 0 3 1 4
3 3 0 6 7 5 2 4 1
4 4 6 0 5 7 1 3 2
5 5 4 3 2 1 0 7 6
6 6 2 1 4 3 7 0 5
7 7 3 4 1 2 6 5 0
Tabela 3.7: Tabela de Cayley do Reticulado Z2/QZ2
GN , encontra-se a matriz geradora
G =
[
2 1 1 2 1
0 1 0 0 −1
]
.
A matriz dos ro´tulos e´ dada por
GR =
[
7 | 5 1 | 7 6 ] .
Aplicando as Equac¸o˜es 3.9 e 3.10 a` matriz dos ro´tulos GR, tem-se os seguintes limitantes:
∆inf = min{4, 2, 2}+min{2, 4, 2} = 4
e
∆sup = min{4 + 2 + 0, 2 + 1 + 4, 2 + 1 + 4} = 6.
Assim, 4 ≤ dfree ≤ 6 e a distaˆncia livre dfree = 5. Logo, d = min{5, 8} = 5.
As constelac¸o˜es de sinais do reticulado R = Z
2
QZ2
sa˜o apresentadas na Figura 3.6. As
constelac¸o˜es conte´m 8, 16, 32, 64 e 128 pontos, com centro no ponto
(
1
2
, 1
2
)
. Os ganhos de
codificac¸a˜o para as constelac¸o˜es de 32, 64 e 128 pontos, sa˜o apresentados na Tabela 3.8.
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k2 ρ M d p N d
u pu G
2 2, 0 25 5 5, 25 24 4 10 3, 768
3 2, 5 26 5 1, 25 25 4 20 3, 872
4 3, 0 27 5 20, 5 26 4 42 4, 084
Tabela 3.8: Ganhos do Exemplo 3.6
No reticulado quociente Z
2
QZ2
, as classes laterais sa˜o bem distribu´ıdas e para a constelac¸a˜o
de 128 pontos a energia me´dia da constelac¸a˜o e´ igual a` energia me´dia de cada classe lateral.
Ale´m disso, o reticulado quociente Z
2
QZ2
apresenta melhor desempenho em relac¸a˜o ao reticulado
Z
2
PZ2
.
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Figura 3.6: Constelac¸o˜es com 8, 16, 32, 64 e 128 pontos em Z
2
QZ2
O melhor ganho de codificac¸a˜o ocorre nos co´digos que utilizam o reticulado quociente
R = Z
2
QZ2
, em relac¸a˜o aos que utilizam o reticulado quociente R = Z
2
PZ2
. Tal afirmac¸a˜o e´
justificada pelo maior valor de densidade no subreticulado QZ2. Nos reticulados gerados
pela matriz [
2 −2
2 2
]
,
a densidade e´ ∆ = 0, 555. Para o subreticulado PZ2, da matriz[
4 0
0 2
]
,
a densidade e´ ∆ = 0.392.
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R = Λ
SΛ
Ro´tulo ‖ ‖ | |
(0, 0) 0 0 1(
1/2,
√
3/2
)
1 1 8
(−1, 0) 2 1 4(−1/2,√3/2) 3 1 8(
0,
√
3
)
4 3 2(
1/2,−√3/2) 5 1 8
(1, 0) 6 1 4(−1/2,−√3/2) 7 1 8
Tabela 3.9: Normas e Ro´tulos do Reticulado Λ = SΛ
Exemplo 3.7 Considere os paraˆmetros do co´digo do Exemplo 3.6, o reticulado hexagonal
Λ =
〈
(1, 0), (1/2,
√
3/2)
〉
e Γ = SΛ o subreticulado de Λ, onde
S =
[
2
√
3
2 −√3
]
.
A norma em Γ e´ m = detS = 4
√
3 e |R| = |detS||detΛ| = 8. A Tabela 3.9 mostra as classes
laterais, os ro´tulos, as normas e as ordens de R = Λ
SΛ
. A operac¸a˜o em R = Λ
SΛ
esta´ definida
na Tabela 3.10. A matriz norma que representa um subconjunto especial e´ dada por
GN =
[
3 | 1 1 | 3 1 ] .
A matriz geradora e´
G =
[
0 1
2
−1
2
0 1
2√
3
√
3
2
√
3
2
√
3 −
√
3
2
]
e a matriz dos ro´tulos e´
GR =
[
4 | 1 3 | 4 1 ] .
Aplicando as Equac¸o˜es 3.9 e 3.10 na matriz dos ro´tulos GR, tem-se os seguintes limitantes:
∆inf = min{1, 3, 1}+min{1, 3, 1} = 2
e
∆sup = min{3 + 1 + 0, 1 + 1 + 3, 1 + 3 + 3} = 4.
Assim, 2 ≤ dfree ≤ 4. A distaˆncia livre dfree = 4, d2min = 7 e d = min{4, 7} = 4.
A Figura 3.7 apresentam as constelac¸o˜es de sinais com 8, 16, 32, e 64 pontos para o
reticulado quociente R = Λ/SΛ. As energias me´dias desta constelac¸a˜o sa˜o p = 1, 21, 2, 33,
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+ 0 1 2 3 4 5 6 7
0 0 1 2 3 4 5 6 7
1 1 2 3 4 5 6 7 0
2 2 3 4 5 6 7 0 1
3 3 4 5 6 7 0 1 2
4 4 5 6 7 0 1 2 3
5 5 6 7 0 1 2 3 4
6 6 7 0 1 2 3 4 5
7 7 0 1 2 3 4 5 6
Tabela 3.10: Tabela de Cayley do Reticulado Λ = SΛ
k1 = 2 R = Λ/SΛ A = Z2 min max
{N1, N2} L´ıderes (0, 1), (1, 0), (1, 1) Eq. 3.12 Eq. 3.11
{3, 1} (0,√3), (−1, 0) 3 , 1 , 1 1
(0,
√
3), (1, 0) 3 , 1 , 1 1
(0,
√
3), (1
2
,
√
3
2
) 3 , 1 , 1 1
(0,
√
3), (−1
2
,
√
3
2
) 3 , 1 , 1 1 1
(0,
√
3), (1
2
, −
√
3
2
) 3 , 1 , 1 1
(0,
√
3), (−1
2
, −
√
3
2
) 3 , 1 , 1 1
{1, 1} (1
2
,
√
3
2
), (1
2
,
√
3
2
) 1 , 1 , 1 1
(1
2
,
√
3
2
), (−1
2
,
√
3
2
) 1 , 1 , 3 1
(1
2
,
√
3
2
), (1
2
, −
√
3
2
) 1 , 1 , 1 1
(−1
2
, −
√
3
2
), (−1
2
, −
√
3
2
) 1 , 1 , 1 1
(−1
2
,
√
3
2
), (−1
2
,
√
3
2
) 1 , 1 , 1 1
(1
2
, −
√
3
2
), (1
2
, −
√
3
2
) 1 , 1 , 1 1 1
(−1, 0), (−1, 0) 1 , 1 , 3 1
(−1, 0), (1
2
,
√
3
2
) 1 , 1 , 1 1
(−1, 0), (−1
2
,
√
3
2
) 1 , 1 , 1 3
(−1, 0), (−1
2
, −
√
3
2
) 1 , 1 , 1 1
(1, 0), (1, 0) 1 , 1 , 3 1
(1, 0), (1
2
,
√
3
2
) 1 , 1 , 1 1
(1, 0), (−1
2
,
√
3
2
) 1 , 1 , 1 1
(1, 0), (−1
2
, −
√
3
2
) 1 , 1 , 1 1
Tabela 3.11: Tabela de Normas Ordenadas do Exemplo 3.7
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k2 ρ M d p N d
u pu G
2 2, 0 25 4 4, 46 24 4 10 3, 507
3 2, 5 26 4 8, 89 25 4 20 3, 521
4 3, 0 27 4 1, 7 26 4 42 3, 753
Tabela 3.12: Ganhos do co´digo do Exemplo 3.7
4, 46 e 8, 89, respectivamente. A constelac¸a˜o esta´ centralizada em
(
1
2
,
√
3
6
)
e os ganhos de
codificac¸a˜o sa˜o apresentados na Tabela 3.12, para as constelac¸o˜es de 32 e 64 pontos.
O reticulado quociente proposto no Exemplo 3.7 possui menor energia me´dia quando
comparado aos reticulados de Z2, usados nos Exemplos 3.5 e 3.6.
(1/2,3/2)
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Figura 3.7: Constelac¸o˜es com 8, 16, 32 e 64 pontos em Z
2
SZ2
Para verificar o impacto no aumento de memo´rias do co´digo de trelic¸a, e´ considerado o
co´digo (2, 4, 2) da Figura 3.8. Assim, tem-se a matriz norma
GN =
[
4 2 | 2 1 | 2 2 ] .
Tal matriz e´ um dos subconjuntos especiais. A matriz geradora e´
G =
[
2 1 1 1 1 1
0 1 −1 0 1 −1
]
e a matriz dos ro´tulos e´
GR =
[
5 0 | 2 4 | 2 0 ] .
A distaˆncia deste co´digo e´ ampliada em relac¸a˜o a` distaˆncia do co´digo do Exemplo 3.6.
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k2 ρ M d p N d
u pu G
2 2, 0 25 6 5, 25 24 4 10 4, 559
3 2, 5 26 6 10, 25 25 4 20 4, 664
4 3, 0 27 6 20, 5 26 4 42 4, 876
Tabela 3.13: Ganhos do Exemplo 3.6 para o codificador de 16 estados
k2 ρ M d p N d
u pu G
2 2, 0 25 5 4, 46 24 4 10 4, 476
3 2, 5 25 5 8, 89 25 4 20 4, 490
3 2, 5 25 5 17, 70 26 4 42 4, 722
Tabela 3.14: Ganhos para o codificador de 16 estados do Exemplo 3.7
Tem-se dfree = 6 e d = min{6, 8} = 6. Os ganhos de codificac¸a˜o, neste co´digo, sa˜o apresenta-
dos na Tabela 3.13.
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Figura 3.8: Estrutura do Codificador de 16 Estados
De maneira ana´loga, para o Exemplo 3.7, a matriz norma e´
GN =
[
3 1 | 1 1 | 3 1 ] .
A matriz dada por
G =
[
0 1
2
1 1 −1
2
0√
3
√
3
2
0 0
√
3
2
√
3
]
e´ uma das matrizes geradoras de um co´digo de trelic¸a o´timo associado a GN . A matriz
geradora G sera´ representada pela matriz dos ro´tulos
GR =
[
4 1 | 1 3 | 4 5 ] .
A distaˆncia e´ igual dfree = 4 e d = min{4, 7} = 4. Os ganhos de codificac¸a˜o deste co´digo sa˜o
apresentados na Tabela 3.14.
O resultado mais importante verificado nestes dois exemplos e´ que o aumento no nu´mero
de entradas na˜o-codificadas k2, ocasiona um aumento considera´vel no ganho de codificac¸a˜o,
somente quando k2 e´ acrescentado de modo a formar uma constelac¸a˜o perfeitamente ajustada.
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Em particular, no Exemplo 3.6, quando k2 aumenta de 2 para 3, tem-se que o ganho de
codificac¸a˜o aumenta 0, 105; e quando k2 aumenta de 3 para 4, o ganho de codificac¸a˜o aumenta
0, 212 (Tabela 3.13). Logo, o ganho de codificac¸a˜o adquirido com o aumento da entrada na˜o-
codificada e´ significativo quando este acre´scimo forma uma constelac¸a˜o da forma
N = qk1+k2 = (2b)n,
ou seja, uma constelac¸a˜o perfeitamente ajustada.
3.6 Considerac¸o˜es Finais
As tabelas de ganho de codificac¸a˜o apresentadas, mostram as melhores partic¸o˜es de um
reticulado para a determinac¸a˜o de classes laterais que formam os co´digos de trelic¸a com
melhores desempenhos. As constelac¸o˜es de sinais mapeadas por reticulados hexagonais apre-
sentam as melhores energias me´dias quando comparadas a`s partic¸o˜es de reticulados de Z2.
Ale´m disso, as partic¸o˜es de reticulados, onde os subreticulados sa˜o representados por figuras
geome´tricas regulares, proporcionam ganhos de codificac¸a˜o considera´veis. Portanto, e´ pro-
posto o uso de reticulados quociente geometricamente regulares para a construc¸a˜o de co´digos
de trelic¸a o´timos. Tambe´m e´ verificado que o acre´scimo da entrada na˜o-codificada apresenta
ganho significativo quando a constelac¸a˜o formada e´ perfeitamente ajustada.
Capı´tulo 4
Classe de Equivaleˆncia dos Co´digos de Trelic¸a
Neste cap´ıtulo e´ apresentada uma classe de equivaleˆncia de co´digos de trelic¸a sobre
partic¸o˜es de reticulados representados por matrizes geradoras G, onde as classes laterais
da partic¸a˜o formam as colunas desta matriz. A equivaleˆncia dos co´digos de trelic¸a e´ ob-
tida atrave´s da utilizac¸a˜o de operadores lineares com propriedades estruturais que ligam as
estruturas alge´bricas dos grupos aos co´digos de trelic¸a. A existeˆncia da equivaleˆncia entre
os co´digos de trelic¸a em subconjuntos especiais e´ mostrada a partir da determinac¸a˜o dos
espectros de pesos dos co´digos de trelic¸a.
A principal contribuic¸a˜o deste cap´ıtulo e´ apresentar uma ferramenta a ser usada na de-
terminac¸a˜o dos co´digos de trelic¸a equivalentes e esta classe de equivaleˆncia e´ utilizada no
processo de determinac¸a˜o dos co´digos o´timos existentes nos subconjuntos especiais.
Para verificar os conceitos abordados neste cap´ıtulo e analisar a existeˆncia da equivaleˆncia
dos co´digos de trelic¸a, sa˜o dados exemplos de co´digos de trelic¸a e verificados os espectros de
pesos nos co´digos equivalentes determinados. Os espectros de pesos sa˜o determinados nos
caminhos fechados (com in´ıcio e final no estado zero) para um comprimento L fixo.
4.1 Classe de Co´digos Equivalentes
Nesta sec¸a˜o sa˜o usadas as transformac¸o˜es lineares para mostrar que va´rios co´digos de
trelic¸a sobre partic¸o˜es de reticulados sa˜o equivalentes. Tambe´m e´ mostrado o Teorema 4.1
que caracteriza a equivaleˆncia destes co´digos.
Dada uma partic¸a˜o de reticulado em um espac¸o de dimensa˜o n, onde as classes laterais
g = (x1, x2, . . . , xn) ∈ R = Λ/Γ. Considere uma famı´lia de transformac¸o˜es lineares, definida
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por
ϕ : R −→ R, (4.1)
gi 7−→ gj
tal que ϕ(x1, x2, . . . , xn) = (y1, y2, . . . , yn), com

yi = xj, para algum i, j ∈ {1, . . . , n},
yi = −xi, para algum i ∈ {1, . . . , n} e/ou
yi = xi, para os demais.
A transformac¸a˜o linear
ϕ : Rn → Rn,
e´ denominada de operador linear. Se ϕ (g) = g, ϕ e´ denominado de operador identidade e
e´ indicado por I.
Definic¸a˜o 4.1 Dois co´digos convolucionais C1 e C2 sa˜o ditos co´digos equivalentes, se seus
espectros de pesos sa˜o iguais e e´ indicado por C1 ≡ C2.
Teorema 4.1 Considere C1 um codificador convolucional com k1 entradas e V memo´rias
gerado pela matriz
G =
[
gvk1 · · · gv1 | · · · | g0k1 · · · g01
]
.
Se ϕ : R → R e´ uma composic¸a˜o formada por uma famı´lia de operadores lineares, tal que
ϕ = ϕ1 ◦ ϕ2 ◦ · · · ◦ ϕm, com as ϕl(gi) = gj, 1 ≤ l ≤ m, e
ϕ(G) =
[
ϕ(gvk1) · · · ϕ(gv1) | · · · | ϕ(g0k1) · · · ϕ(g01)
]
.
Enta˜o o co´digo convolucional C2 gerado por ϕ(G) e´ equivalente ao co´digo C1 gerado por G.
Prova. Devemos que co´digo C1 e equivalente a C2, se somente, ‖ϕ (g)‖ = ‖g‖ ., isto e´, ϕ e´
uma entre classes laterais de mesma norma.
Por definic¸a˜o
‖g‖ =
n∑
i=1
x2ı´ ,
mas, de (4.1) tem-se que
‖ϕ(x1, x2, . . . , xn)‖ =
n∑
j=1
y2j .
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Assim,
‖ϕ(g)‖ =
∑
x2i +
∑
(−xi)2 +
∑
x2j
=
n∑
i=1
x2i = ‖g‖ .
Logo,
‖ϕ (g)‖ = ‖g‖ .
Nestas condic¸o˜es, pode-se concluir que∥∥∥∥∥
∑
i,j
uijϕ(gij)
∥∥∥∥∥ =
∥∥∥∥∥
∑
i,j
uijgij
∥∥∥∥∥ .
Ale´m disso, se ϕ1 e ϕ2 sa˜o dois operadores lineares, enta˜o o operador composic¸a˜o ϕ = ϕ1 ◦ϕ2
e´ tal que:
‖(ϕ1 ◦ ϕ2)(g)‖ = ‖ϕ(g)‖ = ‖g‖ .
Portanto, ϕ = ϕ1 ◦ ϕ2 ◦ · · · ◦ ϕm e´ tal que:
‖(ϕ1 ◦ ϕ2 ◦ · · · ◦ ϕm)(g)‖ = ‖ϕ(g)‖ = ‖g‖ .

Exemplo 4.1 Considere o co´digo (2, 4, 2) sobre o reticulado quociente Z
2
QZ2
, Exemplo 3.6. A
matriz geradora
G =
[
2 1 0 1 1 2
0 1 1 0 1 0
]
,
representa um co´digo de trelic¸a o´timo. Para a sequ¨eˆncia fechada
u21u22 u11u12 u01u02 = 00 00 11,
as sa´ıdas sa˜o (1,−1), (1, 1), e (1,−1), nesta ordem. O peso da sequ¨eˆncia supracitada e´
2 + 2 + 2 = 6. Agora, seja φ : R→ R um operador linear tal que φ(x, y) = (y, x). Aplicando
φ em G, tem-se
φ(G) =
[
2 1 1 0 1 2
0 1 0 1 1 0
]
.
Para a sequ¨eˆncia fechada
00 00 11,
as sa´ıdas sa˜o (1,−1), (1, 1), (1,−1) e o peso e´ 2 + 2 + 2 = 6. Verificando que G e φ(G)
possuem os mesmos pesos para esta sequ¨eˆncia.
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4.2 Aplicac¸a˜o da Equivaleˆncia aos Co´digos de Trelic¸a
Em uma classe de equivaleˆncia dos co´digos de trelic¸a em partic¸o˜es de reticulados, as ma-
trizes geradoras diferem entre si, por permutac¸o˜es das classes laterais com mesma norma.
Neste caso, dois co´digos de trelic¸a C1 e C2 sa˜o equivalentes se um e´ obtido da permutac¸a˜o
das classes laterais com mesma norma, considerando a existeˆncia da aplicac¸a˜o de um ope-
rador linear agindo sobre as classes laterais substitu´ıdas. Nas duas subsec¸o˜es seguintes sa˜o
mostrados dois casos para verificar a existeˆncia da equivaleˆncia e os espectros de pesos dentro
das classes de equivaleˆncias.
4.2.1 Classe de Equivaleˆncia no Reticulado Quadrado
Considere a partic¸a˜o de reticulado R = Z
2
QZ2
, onde
Q =
[
2 −2
2 2
]
,
e os operadores lineares
ρ, φ : R→ R,
com
ρ(x, y) = (y, x) e φ(x, y) = (−y, x). (4.2)
As classes laterais de R e as imagens ρ(R) e φ(R) esta˜o apresentadas na Tabela 4.1.
R = Z
2
PZ2
ρ(R) φ(R)
(0, 0) (0, 0) (0, 0)
(1, 0) (0, 1) (0, 1)
(0, 1) (1, 0) (−1, 0)
(−1, 0) (0,−1) (0,−1)
(0,−1) (−1, 0) (1, 0)
(1, 1) (1, 1) (1,−1)
(1,−1) (1,−1) (1, 1)
(2, 0) (2, 0) (2, 0)
Tabela 4.1: Imagens dos Operadores Lineares da Equac¸a˜o 4.2
O conjunto dos operadores com a operac¸a˜o de composic¸a˜o possui uma estrutura de grupo,
de modo que: 

(ρ ◦ ρ)(x, y) = ρ2(x, y) = I(x, y) = (x, y),
(φ2 ◦ φ2)(x, y) = φ4(x, y) = I(x, y) = (x, y),
(φ3 ◦ ρ)(x, y) = (ρ ◦ φ)(x, y) = (x,−y).
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O operador linear ρ tem ordem 2 e φ tem ordem 4, ou seja, ρ2 = I e φ4 = I, e escreve-se
|ρ| = 2 e |φ| = 4. Logo o conjunto {ρ, φ} munido da operac¸a˜o de composic¸a˜o, ◦, gera um
grupo
(G, ◦) = 〈ρ, φ〉,
descrito por:
G = {I, φ, φ2, φ3, ρ, φρ, φ2ρ, φ3ρ}. (4.3)
O grupo G possui ordem |G| = 8 e e´ isomorfo ao grupo diedral D4 das simetrias espaciais
do quadrado. Por simplicidade escreve-se apenas φρ, ao inve´s de φ ◦ ρ(x, y).
Considerando o codificador de paraˆmetros (2, 4, 2) sobre o reticulado quociente Γ = QΛ
do Exemplo 3.6, onde as classes laterais esta˜o na Tabela 3.6. A matriz norma do subconjunto
especial que conte´m os co´digos de trelic¸a o´timos, e´ dada por:
GN =
[
4 2 | 1 1 | 2 4 ] .
Seja a matriz geradora de um co´digo de trelic¸a o´timo,
G =
[
2 1 1 0 1 2
0 1 0 1 1 0
]
,
representada pela matriz dos ro´tulos
GR =
[
7 5 | 1 2 | 5 7 ] . (4.4)
Aplicando os operadores lineares do grupo G, dado em (4.3), obte´m-se 8 matrizes geradoras
G(GR) distintas, correspondentes a 8 co´digos equivalentes. O grupo das matrizes formuladas
a partir da aplicac¸a˜o do grupo G sobre a matriz geradora G e´
G(GR) = {I(GR), φ(GR), φ2(GR), φ3(GR), ρ(GR), φρ(GR), φ2ρ(GR)φ3ρ(GR)}.
Assim, G(GR) =
{[
7 5 | 1 2 | 5 7 ] , [ 7 6 | 2 3 | 6 7 ] , [ 7 5 3 4 5 7 ] , [ 7 6 4 1 6 7 ] ,[
7 5 2 1 5 7
]
,
[
7 6 3 2 6 7
]
,
[
7 5 4 3 5 5
]
,
[
7 6 1 4 6 7
]}
,
nesta ordem.
Analisando as colunas da matriz GN , observa-se que existem 2, 4, 4 e 2 possibilidades
para as colunas 2, 3, 4 e 5, respectivamente. Portanto, tem-se 64 matrizes geradoras distintas,
onde va´rias destas matrizes geradoras de co´digos de trelic¸a apresentam os mesmos espectros
de pesos, ou seja, va´rios co´digos de trelic¸a deste esquema de codificac¸a˜o sa˜o equivalentes.
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R = Λ
SΛ
ρ(R) φ(R)
(0, 0) (0, 0) (0, 0)(
1
2
,
√
3
2
) (
1
2
,−
√
3
2
) (
−1
2
,
√
3
2
)
(−1, 0) (−1, 0) (1, 0)(
−1
2
,
√
3
2
) (
−1
2
,−
√
3
2
) (
1
2
,
√
3
2
)
(
0,
√
3
) (
0,
√
3
) (
0,
√
3
)(
1
2
,−
√
3
2
) (
1
2
,
√
3
2
) (
−1
2
,−
√
3
2
)
(1, 0) (1, 0) (−1, 0)(
−1
2
,−
√
3
2
) (
−1
2
,
√
3
2
) (
1
2
,−
√
3
2
)
Tabela 4.2: Imagens dos Operadores Lineares da Equac¸a˜o 4.5
4.2.2 Classe de Equivaleˆncia no Reticulado Hexagonal
Considere a partic¸a˜o de reticulado R = Λ
SΛ
, onde Λ =
〈
(1, 0), (1
2
,
√
3
2
)
〉
e
S =
[
2 −√3
2
√
3
]
.
Sejam os operadores lineares
ρ, φ : R→ R,
tais que
ρ(x, y) = (x,−y) e φ(x, y) = (−x, y). (4.5)
As classes laterais de R e as imagens ρ(R) e φ(R) esta˜o na Tabela 4.2.
A operac¸a˜o de composic¸a˜o dos operadores ρ e φ e´ definida por:

(ρ ◦ ρ)(x, y) = I(x, y),
(φ ◦ φ)(x, y) = I(x, y),
(φ ◦ ρ)(x, y) = (ρ ◦ φ)(x, y).
Estes operadores com a operac¸a˜o de composic¸a˜o possui uma estrutura de grupo, onde a
ordem dos elementos ρ e φ e´ 2. Logo o conjunto {ρ, φ} munido da operac¸a˜o de composic¸a˜o,
gera um grupo (G, ◦) = 〈ρ, φ〉, descrito por:
G = {I, ρ, φ, ρφ}.
O grupo G possui ordem |G| = 4 e e´ isomorfo ao grupo de Klein.
Considere o codificador de paraˆmetros (2, 4, 2), sobre o reticulado quociente hexagonal do
Exemplo 3.7 da Tabela 3.9. O subconjunto especial que conte´m os co´digos de trelic¸a o´timos
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e´ dado pela matriz norma
GN =
[
3 1 | 1 1 | 1 3 ] .
Seja a matriz geradora de um co´digo de trelic¸a o´timo,
G =
[
0 1
2
−1
2
1
2
1
2
0√
3
√
3
2
√
3
2
√
3
2
√
3
2
√
3
]
,
representada pela matriz dos ro´tulos
GR =
[
4 1 | 3 1 | 1 4 ] .
Aplicando os operadores lineares do grupo G, tem-se 4 matrizes geradoras G(GR) distintas,
correspondentes a 4 co´digos equivalentes:
G(GR) = {I(GR), ρ(GR), φ(GR), ρφ(GR)} ={[
4 1 3 1 1 4
]
,
[
4 5 7 5 5 4
]
,
[
4 3 7 3 3 4
]
,
[
4 6 5 6 6 7
]}
nesta ordem.
Analisando as colunas da matriz G, observa-se que existem 6 possibilidades para as colu-
nas 2, 3, 4 e 5, mostrando a existeˆncia de 1296 matrizes geradoras para a GN , onde va´rias
destas matrizes geradoras sa˜o de co´digos de trelic¸a o´timos. Logo, tem-se 1296 matrizes
geradoras distintas com va´rios co´digos de trelic¸a equivalentes.
4.3 Espectro de Peso e Classe de Equivaleˆncia
Para o esquema de codificac¸a˜o do co´digo de trelic¸a, com paraˆmetros (k1, V, q) e uma
partic¸a˜o de reticulado Λ/Γ, cada caminho fechado da trelic¸a esta´ associado a` uma sequ¨eˆncia
de bits de entrada. Os caminhos fechados de comprimento L, onde o comprimento L e´ a
quantidade de ramos do caminho fechado da trelic¸a, que inicia e termina no estado zero, com
sequ¨eˆncias de blocos com k1 bits e sequ¨eˆncia inicial na˜o-nula. Mas, apo´s uma quantidade de
blocos k1, os demais blocos de entrada sa˜o nulos, onde o comprimento de cada sequ¨eˆncia e´
superior a V
k1
. A quantidade ma´xima de blocos k1 da sequ¨eˆncia de entrada e´ dada por:
1. (L− v), se V ≡ 0(mod k1);
2. (L− v + 1), no caso contra´rio.
Cap´ıtulo 4. Classe de Equivaleˆncia dos Co´digos de Trelic¸a 52
Considerando o co´digo (2, 4, 2), por exemplo, as sequ¨eˆncias fechadas sa˜o de comprimento
L = 3,
S1 = 00 00 10, S2 = 00 00 01 e S3 = 00 00 11,
onde na sequ¨eˆncia em S1: 10 e´ o primeiro bloco de entrada e 00 e´ o segundo e terceiro bloco.
De forma ana´loga para S2 e S3. Existem 9 sequ¨eˆncias fechadas de comprimento L = 4 e 36
de comprimento L = 5. As sequ¨eˆncias sa˜o aplicadas nas matrizes geradoras, representadas
pela matriz dos ro´tulos (Equac¸a˜o 4.4), que sa˜o as matrizes G(GR) obtidas atrave´s do grupo
de composic¸a˜o dos operadores (Equac¸a˜o 4.3).
Para determinar os espectros de peso de um co´digo de trelic¸a, sa˜o constru´ıdas as sequ¨eˆncias
de caminho da trelic¸a, referente aos bits de entradas, onde os caminhos fechados sa˜o sequ¨eˆncias
com bloco inicial de k1 bits na˜o-nulo, que apo´s uma determinada quantidade de blocos na˜o-
nulos, todos os demais blocos de bits de entrada sa˜o nulos. Apo´s, constru´ıdas as sequ¨eˆncias,
inicia-se a procura dos caminhos com mesma me´trica.
A me´trica de cada caminho fechado para a sequ¨eˆncia de entrada e´ calculado, determinando
a classe lateral e a respectiva me´trica, para cada ramo do caminho fechado representado na
trelic¸a do co´digo. A soma das me´tricas para todos os ramos de um caminho fechado e´ a
me´trica do caminho considerado e o mesmo e´ classificado pela sua me´trica. A classificac¸a˜o
final dos caminhos, para todas as sequ¨eˆncias de entradas, determina o espectro de peso.
Exemplo 4.2 Considere o esquema de codificac¸a˜o com paraˆmetros (2, 4, 2) e a partic¸a˜o de
reticulados R = Z
2
QZ2
, Exemplo 3.6. Entre os subconjuntos especiais determinados na Tabela
3.1, considere o subconjunto especial da matriz norma
GN =
[
4 2 | 1 1 | 2 4 ] , (4.6)
que possui 64 matrizes geradoras, divididas em 8 classes de equivaleˆncias, Tabela 4.3, isto e´,
8 classes com cada classe representando 8 matrizes com os mesmos espectros de pesos, onde
estas 8 matrizes sa˜o geradas atrave´s do grupo G.
A quantidade de caminhos fechados da trelic¸a do codificador convolucional, e´ listada de
acordo com as varia´veis me´tricas e comprimento L do caminho fechado. Os caminhos fechados
da trelic¸a sa˜o maiores ou iguais ao ∆inf , particularmente, a me´trica de cada caminho fechado e´
igual ou superior ao dfree do co´digo de trelic¸a. Os limitantes e dfree das classes de equivaleˆncias
da Tabela 4.3, esta˜o na Tabela 4.4.
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G1j =
[
2 1 1 0 1 2
0 1 0 1 1 0
]
G2j =
[
2 1 1 0 1 2
0 −1 0 1 1 0
]
G3j =
[
2 1 0 0 1 2
0 1 1 1 1 0
]
G4j =
[
2 1 −1 0 1 2
0 1 0 1 1 0
]
G5j =
[
2 1 0 0 1 2
0 1 −1 1 1 0
]
G6j =
[
2 1 0 0 1 2
0 −1 1 1 1 0
]
G7j =
[
2 1 −1 0 1 2
0 −1 0 1 1 0
]
G8j =
[
2 1 0 0 1 2
0 −1 −1 1 1 0
]
Tabela 4.3: Classes de Equivaleˆncias da Matriz Norma 4.6, onde 1 ≤ j ≤ 8
C. Equivaleˆncia ∆inf ∆sup dfree
G1j 4 6 6
G2j 4 6 5
G3j 4 7 5
G4j 4 6 4
G5j 4 4 4
G6j 4 7 5
G7j 4 6 5
G8j 4 4 4
Tabela 4.4: Limitantes e dfree dos Co´digos de Trelic¸a da Classe Gij, onde 1 ≤ i ≤ 8
Exemplo 4.3 Seja o codificador convolucional do Exemplo 4.2. Neste esquema de codi-
ficac¸a˜o escolhido, considere a matriz geradora das classes de equivaleˆncia G1j, dada por
G =
[
2 1 1 0 1 2
0 1 0 1 1 0
]
,
representada pela matriz dos ro´tulos
GR =
[
7 5 | 1 2 | 5 7 ] . (4.7)
A Tabela 4.5 apresenta o espectro de peso da classe de equivaleˆncia do co´digo o´timo (Equac¸a˜o
4.7), iniciando pelo menor caminho (L = 3) ate´ o caminho L = 8. A menor me´trica e´ a
distaˆncia do co´digo, dfree. Similarmente, e´ apresentado o espectro de peso das classes de
equivaleˆncia para os demais grupos de co´digos de trelic¸a equivalentes.
A Tabela 4.6 descreve os co´digos da classe de equivaleˆncia G1j, detentora dos co´digos de
trelic¸a o´timos, pore´m equivalentes.
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P
P
P
PC
M
6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 26
L = 3 1 2
L = 4 1 5 2 1 1
L = 5 5 10 8 8 6 2 4 4 1
L = 6 9 16 16 32 31 20 22 16 12 6 1 2
L = 7 12 24 34 74 99 96 98 82 66 56 24 10 9 4 6 2
L = 8 13 30 64 152 228 300 361 352 323 280 217 128 67 48 34 28 10 2 2 1
M - Me´trica do Caminho C - Comprimento do Caminho
Tabela 4.5: Os Espectros de Pesos das Matrizes Geradoras G(GR1j)
G11 =
[
2 1 1 0 1 2
0 1 0 1 1 0
]
G12 =
[
2 1 0 0− 1 1 2
0 −1 1 0 −1 0
]
G13 =
[
2 1 −1 0 1 2
0 1 0 −1 1 0
]
G14 =
[
2 1 0 1 1 2
0 −1 −1 0 −1 0
]
G15 =
[
2 1 0 1 1 2
0 1 1 0 1 0
]
G16 =
[
2 1 1 0 1 2
0 −1 0 −1 −1 0
]
G17 =
[
2 1 0 −1 1 2
0 1 −1 0 1 0
]
G18 =
[
2 1 −1 0 1 2
0 −1 0 1 −1 0
]
Tabela 4.6: Os Co´digos de Trelic¸as da Classe de Equivaleˆncia G1j
4.4 Considerac¸o˜es Finais
Uma classe de equivaleˆncia foi apresentada atrave´s da aplicac¸a˜o de operadores lineares que
apresentam estruturas de grupos, mostrando uma relac¸a˜o entre as estruturas alge´bricas e a
teoria de codificac¸a˜o. A aplicac¸a˜o das propriedades de grupo e a´lgebra linear aos subconjuntos
especiais e´ uma ferramenta para otimizac¸a˜o da procura dos co´digos de trelic¸a o´timos. A
classe de equivaleˆncia usada nos algoritmos de procura dos co´digos de trelic¸a o´timos, dentre
os subconjuntos especiais, diminui consideravelmente a quantidade de matrizes geradoras a
serem investigadas pelo algoritmo. A proposta e´ implementar ao algoritmo de procura, os
resultados das classes de equivaleˆncias.
Capı´tulo 5
Co´digos de Trelic¸a
Neste cap´ıtulo sa˜o mostradas va´rias construc¸o˜es de co´digos de trelic¸a, usando partic¸o˜es
de reticulados em R2, R3, R4 e R8, com a finalidade de verificar que a dimensa˜o do reti-
culado pode melhorar o desempenho do co´digo de trelic¸a, que tambe´m esta´ relacionado ao
nu´mero de memo´rias, tamanho da constelac¸a˜o, quantidade de entradas utilizac¸a˜o de reticula-
dos quociente que permitam construir constelac¸o˜es de sinais com menor energia me´dia entre
as partic¸o˜es poss´ıveis.
No desenvolvimento do algoritmo de procura por co´digos de trelic¸a o´timos, baseados em
[14], [13] e [12], e´ proposta a sistematizac¸a˜o do uso das classes de equivaleˆncias como me´todo
de otimizac¸a˜o dessa procura. Este processo inicia-se com a procura do reticulado Λ e de
um subreticulado Γ de Λ, formando um reticulado quociente, para em seguida definir os
paraˆmetros (k1, V, q) do co´digo de trelic¸a. Em seguida sa˜o escolhidos os blocos de normas
(N1, · · · , Nk1), com as maiores normas ocupando o primeiro e tambe´m o u´ltimo bloco (com
as k1 colunas cada) da matriz GN . Calculado o ∆inf e o ∆sup, sa˜o inseridas as colunas
intermedia´rias que conte´m um conjunto gerador do reticulado quociente que maximiza o ∆sup.
O ca´lculo do dfree e´ feito sempre na procura por uma aproximac¸a˜o ou mesmo pelo alcance do
∆sup. A procura e´ feita sobre os subconjuntos especiais para identificar os co´digos de trelic¸a
o´timos e as matrizes geradoras de co´digos equivalentes sa˜o descartadas (esta equivaleˆncia e´
mostrada pelo Teorema 4.1, apo´s constru´ıda as transformac¸o˜es no reticulado quociente).
Caso exista outras matrizes GN com mesmo espectro de peso, o processo anterior e´
repetido na nova matriz norma escolhida. Finalmente, sa˜o apresentados os co´digos de trelic¸a
com dfree ma´ximo entre todas as G, ou seja, sa˜o apresentados os co´digos de trelic¸a o´timos
para o esquema de codificac¸a˜o. A Figura 5.1 apresenta um fluxograma completo do processo
de procura por co´digos de trelic¸a o´timos proposto nesta tese.
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Sim
Fase Final
Fase Inicial
e subreticulado
Escolha do reticuladoParâmetros
blocos de normas
Escolha das colunas intermediárias
(Tabela de Normas)
Seleção dos melhores
com as melhores normas nas
Escolha da matriz norma GN
Escolha de G
associada a GN
A G escolhida contém um conjunto 
de geradores do reticulado quociente?
Não
Descrever a matriz GR
(Tabela de Cayley)
Eliminar as  G
equivalentes
Existem mais G?
sim
Não
Sim
Existem mais GN ?
Não
Não
Sim
Sim
Não
é a matriz geradora
Início
Final
(k1, V, q)
k1 primeiras e u´ltimas colunas
dfree < ∆sup ?
dfree = ∆sup
que maximizam o ∆sup e ∆inf
dfree = ∆inf ?
O dfree e´ ma´ximo e G
Ca´lculo do dfree
Figura 5.1: Fluxograma Para Procura de Co´digos de Trelic¸a O´timos
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5.1 Co´digos de Trelic¸a em Partic¸o˜es de Z2
Os co´digos de trelic¸a utilizados nesta tese sa˜o baseados em reticulados quociente considerando-
se o crite´rio de densidade, que neste caso sa˜o os reticulados quadrado e o hexagonal, mostra-
dos na Tabela 2.1. O objetivo e´ investigar os reticulados quociente, associa´-los aos melhores
co´digos de trelic¸a, procurar os co´digos de trelic¸a o´timos do sistema de codificac¸a˜o constru´ıdo
a partir destas partic¸o˜es e estudar o desempenho destes co´digos.
5.1.1 Reticulado Quociente com 8 Classes Laterais
Nesta sec¸a˜o sa˜o considerados os reticulados quociente sobre Z2 contendo 8 classes laterais.
Os paraˆmetros para o esquema de codificac¸a˜o sa˜o determinados, o reticulado quociente e´
constru´ıdo de maneira compat´ıvel ao nu´mero de classes laterais com propriedades alge´bricas e
geome´tricas necessa´rias, e em seguida, sa˜o determinados os co´digos de trelic¸a para o reticulado
quociente, concluindo com a procura dos co´digos de trelic¸a o´timos. Nesta sec¸a˜o, tambe´m e´
verificado que o desempenho do ganho de codificac¸a˜o e´ alterado com o acre´scimo nos pontos
da constelac¸a˜o de sinais, e o aumento no nu´mero de memo´rias do co´digo.
Considere R = Λ/Γ como sendo uma partic¸a˜o de reticulado, para Λ = Z2 e Γ = P1Λ,
onde
P1 =
[
2 2
2 −2
]
.
Assim,
R = {(0, 0), (1, 0), (0, 1), (1, 1), (−1, 0), (0,−1), (1,−1), (2, 0)}.
Seja um codificador convolucional com paraˆmetros (2, 4, 2). Enta˜o o conjunto de normas e´
{N1, N2} e a matriz geradora e´ dada por:
G =
[
g22 g21 | g12 g11 | g02 g01
]
.
As duas u´ltimas colunas esta˜o associados a`s entradas do codificador e as demais a`s memo´rias.
Os subconjuntos especiais, ou seja, onde se encontra as melhores normas, sa˜o selecionadas
na Tabela 3.1 de classes laterais e normas ordenadas, sendo utilizados os blocos de normas
que maximizam o ∆inf e ∆sup, enquanto as que anulam a Equac¸a˜o (3.11) sa˜o descartadas,
pois na˜o sa˜o utilizadas na construc¸a˜o dos co´digos de trelic¸a o´timos.
As normas que maximizam o ∆inf e ∆sup, a saber, as normas das k1 primeiras e das k1
u´ltimas colunas de G, que constara˜o nos co´digos de trelic¸a o´timos, teˆm seis possibilidades
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para dispor as colunas das extremidades, visto que a ordem em {N1, N2} na˜o e´ levada em
conta. Pelo Teorema 4.1, va´rias matrizes geradoras apresentam co´digos equivalentes [20].
As matrizes normas
GN1 =
[
2 2 | 1 2 | 2 2 ] , GN2 = [ 4 2 | 1 2 | 2 2 ]
e GN3 =
[
4 2 | 1 1 | 2 4 ] (5.1)
sa˜o as matrizes normas satisfato´rias, ou seja, as normas associadas a`s matrizes geradoras
de co´digos o´timos, os subconjuntos especiais. Existem va´rias possibilidades para escrever a
matriz G, particularmente, para a GN3 de (5.1), uma matriz geradora e´
G =
[
2 1 1 1 1 1
0 1 −1 0 −1 1
]
. (5.2)
Pelo Teorema 4.1, va´rias destas matrizes geram co´digos equivalentes. Para efetuar o ca´lculo
dos espectros de pesos e´ determinada a matriz dos ro´tulos
GR =
[
7 5 | 6 1 | 6 5 ] ,
onde sa˜o utilizada a Tabela 3.6 e a Tabela de Cayley (Tabela 3.7) para efetuar as operac¸o˜es.
Para este co´digo tem-se os seguintes limitantes: ∆inf = 4 e ∆sup = 7. Efetuando-se o ca´lculo
segue que a distaˆncia e´ dfree = 6 e d = min{8, 6} = 6. Para as constelac¸o˜es de sinais com 32
e 128 pontos com centro em (1
2
, 1
2
), o desempenho de ganho de codificac¸a˜o e´ apresentado na
Tabela 5.1. A constelac¸a˜o na˜o-codificada N = 2k1+k2 , para k2 = 2 e 4, e´ dada por N = 2
4 e 26
pontos, a energia me´dia alcanc¸a p = 5 e 20, 5, e as constelac¸o˜es na˜o-codificadas sa˜o pu = 10
e 42, respectivamente. Ale´m disso, os co´digos convolucionais deste sistema de codificac¸a˜o
sa˜o na˜o-catastro´ficos. Note que o aumento do nu´mero de pontos na constelac¸a˜o de sinais
proporciona um acre´scimo no ganho de codificac¸a˜o.
Considerando os paraˆmetros (2, 6, 2), tem-se um co´digo com 64 estados. Assim, um co´digo
de trelic¸a e´ representado pela matriz geradora
G =
[
2 1 1 1 0 1 1 2
0 1 −1 1 1 0 −1 0
]
, (5.3)
que representa um co´digo o´timo, onde a matriz dos ro´tulos e´ dada por
GR =
[
7 5 | 6 1 | 2 5 | 6 5 ] .
Os limitantes sa˜o: ∆inf = 4 e ∆sup = 7. Efetuando-se o ca´lculo da distaˆncia do co´digo,
obte´m-se dfree = 7 e assim d = min{8, 7} = 7. Utilizando-se uma constelac¸a˜o de sinais de 32
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k2 Taxa M N
d
p
du
pu
Ganho
2 2 25 24 6/5 4/10 4, 771
4 3 27 26 6/20, 5 4/42 4, 876
Tabela 5.1: Ganhos do Co´digo do Reticulado Z
2
PZ2
e 128 os ganhos de codificac¸a˜o sa˜o dados por
G = 10 log10
(
7
5
÷ 4
10
)
= 5, 441 dB e G = 10 log10
(
7
20.5
÷ 4
42
)
= 5, 545 dB,
respectivamente.
Observe que o aumento do nu´mero de memo´rias no co´digo de trelic¸a tambe´m ocasionou
um acre´scimo no ganho de codificac¸a˜o.
5.1.2 Reticulado Quociente com 16 Classes Laterais
Nesta sec¸a˜o e´ considerada uma partic¸a˜o para um reticulado quociente contendo 16 classes
laterais. O objetivo e´ analisar o comportamento dos co´digos de trelic¸a quando aumenta o
nu´mero de palavras-co´digo.
Considere o reticulado Λ = Z2 e Γ = 4Z2 um subreticulado de Λ. A matriz de Γ e´ dada
por
4Z2 =
[
4 0
0 4
]
.
O reticulado quociente R = Z
2
4Z2
e´ uma partic¸a˜o de Λ e a Tabela 5.2 mostra os ro´tulos, normas
e ordens de R. E´ utilizado um codificador com paraˆmetros (2, 4, 2). Os subconjuntos especiais
teˆm bloco de norma {N1, N2} = {8, 4} para os co´digos de trelic¸a o´timos e uma matriz norma
e´ dada por
GN =
[
8 4 | 4 1 | 4 8 ] .
Uma matriz para o co´digo o´timo e´ a matriz
G =
[
2 2 0 1 0 2
2 0 2 0 2 2
]
. (5.4)
Para efetuar o ca´lculo dos espectros de pesos, a matriz geradora e´ representada pela matriz
dos ro´tulos
GR =
[
15 9 | 10 1 | 10 15 ] .
Os limitantes sa˜o: ∆inf = 8 e ∆sup = 13. A distaˆncia do co´digo e´ dfree = 13, e assim
d = min{16, 13} = 13. Para uma constelac¸a˜o de 64 sinais, tem-se que p = 10, 25 e pu = 10.
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R = Z
2
4Z2
Ro´tulo Norma Ordem R Ro´tulo Norma Ordem
(0, 0) 0 0 1 (−1,−1) 8 2 4
(1, 0) 1 1 4 (2, 0) 9 4 2
(0, 1) 2 1 4 (0, 2) 10 4 2
(−1, 0) 3 1 4 (1, 2) 11 5 4
(0,−1) 4 1 4 (2, 1) 12 5 4
(1, 1) 5 2 4 (−1, 2) 13 5 4
(1,−1) 6 2 4 (2,−1) 14 5 4
(−1, 1) 7 2 4 (2, 2) 15 8 2
Tabela 5.2: Normas e Ro´tulos do Reticulado Z
2
4Z2
O ganho de codificac¸a˜o e´
G = 10 log10
(
13
10.25
÷ 4
10
)
= 5, 012 dB.
O aumento do nu´mero de classes laterais, neste caso, proporcionou aumento no ganho de
codificac¸a˜o.
5.1.3 Reticulado Quociente com 32 Classes Laterais
Nesta sec¸a˜o procura-se aumentar o nu´mero de classes laterais no reticulado quociente, com
a finalidade de se obter um aumento no ganho de codificac¸a˜o sem alterac¸a˜o nos paraˆmetros.
Sera´ utilizado um reticulado com propriedades alge´bricas e geome´tricas semelhante ao reti-
culado quociente formado a partir de P1Λ, Sec¸a˜o 5.1.1.
Considere R = Λ/Γ uma partic¸a˜o de reticulado, para Λ = Z2 e Γ = P4Λ, onde
P4 =
[
4 4
4 −4
]
.
Considere ainda um codificador convolucional com paraˆmetros (2, 4, 2). A Tabela 5.3 mos-
tra os ro´tulos, as normas e as ordens do reticulado R = Z
2
P4Z2
. Os subconjuntos especiais
com melhor conjunto de normas {N1, N2} para os co´digos de trelic¸a o´timos determinam um
conjunto de matrizes norma com possibilidades de conter matrizes geradoras de co´digos de
trelic¸a o´timos, dentre tais matrizes esta´ a matriz norma
GN =
[
16 8 | 1 10 | 8 16 ] .
No subconjunto associado a matriz GN , tem-se que a matriz geradora para o co´digo o´timo
e´ dada por
G =
[
4 2 0 1 2 4
0 2 1 3 −2 0
]
(5.5)
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R = Z
2
P4Z2
Ro´tulo Norma Ordem R Ro´tulo Norma Ordem
(0, 0) 0 0 1 (0,−3) 16 9 8
(1, 0) 1 1 8 (1, 2) 17 5 8
(0, 1) 2 1 8 (−1, 2) 18 5 8
(−1, 0) 3 1 8 (1,−2) 19 5 8
(0,−1) 4 1 8 (−1,−2) 20 5 8
(1, 1) 5 2 4 (2, 1) 21 5 8
(1,−1) 6 2 4 (−2, 1) 22 5 8
(−1, 1) 7 2 4 (2,−1) 23 5 8
(−1,−1) 8 2 4 (−2,−1) 24 5 2
(2, 0) 9 4 4 (1, 3) 25 10 4
(0, 2) 10 4 4 (−1, 3) 26 10 4
(−2, 0) 11 4 4 (3, 1) 27 10 4
(0,−2) 12 4 4 (−3, 1) 28 10 4
(3, 0) 13 9 8 (2, 2) 29 8 2
(0, 3) 14 9 8 (2,−2) 30 8 2
(−3, 0) 15 9 8 (4, 0) 31 16 2
Tabela 5.3: Normas e Ro´tulos do Reticulado Z
2
P4Z2
e a matriz dos ro´tulos e´ a matriz
GR =
[
31 29 | 1 24 | 30 31 ] .
Os limitantes neste caso sa˜o: ∆inf = 16 e ∆sup = 25. Efetuando-se o ca´lculo da distaˆncia,
tem-se que dfree = 22 e d = min{32, 22} = 22. Para uma constelac¸a˜o codificada de 64 sinais,
tem-se que a energia me´dia e´ p = 10, 25, sendo que a constelac¸a˜o na˜o-codificada e´ pu = 6.
Assim, o ganho de codificac¸a˜o deste esquema e´
G = 10 log10
(
22
10.25
÷ 4
6
)
= 5, 078 dB.
Este reticulado, apesar de ter as mesmas propriedades alge´bricas e geome´tricas do reticulado
P1Λ, apresentou um aumento no ganho de codificac¸a˜o com o aumento no nu´mero de classes
laterais.
Para o esquema de codificac¸a˜o com paraˆmetros (2, 6, 2), isto e´, um esquema que exige 64
estados, a matriz geradora de um co´digo o´timo e´
G =
[
4 2 1 0 −1 2 2 2
0 2 3 1 3 2 −2 2
]
(5.6)
e a matriz dos ro´tulos e´
GR =
[
31 29 | 24 2 | 26 29 | 30 29 ] .
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R = Z2/P2Z
2/P3Z
2 Ro´tulo Norma Ordem
(0, 0) 0 0 1
(1, 1) 1 2 4
(−1,−1) 2 2 4
(1,−1) 3 2 4
(−1, 1) 4 2 4
(2, 0) 5 4 2
(0, 2) 6 4 2
(2, 2) 7 8 2
Tabela 5.4: Classes Laterais, Normas e Ro´tulos do Reticulado R = Γ1
Γ2
Os limitantes sa˜o: ∆inf = 16 e ∆sup = 34 e a distaˆncia do co´digo de trelic¸a e´ d =
min{32, 26} = 26, pois o dfree = 26. Assim, para a constelac¸a˜o de 64 sinais, o ganho de
codificac¸a˜o e´
G = 10 log10
(
26
10, 25
÷ 4
6
)
= 5, 803 dB.
Neste caso, a ampliac¸a˜o do nu´mero de memo´ria ocasionou um acre´scimo no ganho de codi-
ficac¸a˜o.
5.1.4 Reticulado Quociente com 8 Classes Laterais em uma Cadeia
de Partic¸o˜es
Nesta sec¸a˜o e´ empregada uma nova construc¸a˜o de partic¸o˜es de reticulados, a saber, a
partic¸a˜o em cadeia. A finalidade e´ construir um reticulado quociente compat´ıvel com o
nu´mero desejado de palavras-co´digo.
Considere o reticulado Λ = Z2 e os subreticulados Γ1 e Γ2 de Λ, onde as matrizes de Γ1
e Γ2 sa˜o
P2 =
[
1 −1
1 1
]
e P3 =
[
4 0
0 4
]
,
respectivamente. O reticulado quociente Γ1 = P2Λ e´ uma partic¸a˜o de Λ = Z
2. O reticulado
quociente Γ2 = P3Λ e´ uma partic¸a˜o de Γ1 e a partic¸a˜o em cadeia R = Λ/P2Λ/P3Λ e´ o
reticulado quociente R = Γ1
Γ2
. A Tabela 5.4 mostra as classes laterais, os ro´tulos, as normas
e as ordens.
Utilizando-se o codificador com paraˆmetros (2, 4, 2), os subconjuntos especiais com me-
lhores blocos de norma {N1, N2} para as k1 primeiras e k1 u´ltimas colunas sa˜o
{(2, 2), (2, 0)} e {(2, 0), (0, 2)}.
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Logo, para uma matriz norma dada por
GN =
[
8 4 | 2 2 | 4 8 ] ,
pode-se considerar a matriz geradora para o co´digo o´timo dada por
G =
[
2 0 1 1 0 2
2 2 1 −1 2 2
]
,
onde a matriz dos ro´tulos neste caso e´ dada por
GR =
[
7 6 | 1 3 | 6 7 ] .
Os limitantes, calculados com o aux´ılio da Tabela de Cayley sa˜o: ∆inf = 8 e ∆sup = 14. A
distaˆncia livre do co´digo e´ dfree = 12, e assim, d = min{16, 12} = 12. Para uma constelac¸a˜o
codificada de 32 sinais com centro em (1
2
, 1
2
), tem-se a constelac¸a˜o na˜o-codificada com N = 24,
p = 10, 125 e pu = 10. Assim, o ganho de codificac¸a˜o e´
G = 10 log10
(
12
10, 125
÷ 4
10
)
= 4, 717 dB.
A cadeia de partic¸a˜o foi usada para construir um reticulado quociente com 8 classes la-
terais. Mas, o processo na˜o ocasionou um acre´scimo no ganho de codificac¸a˜o por utilizar a
partic¸a˜o de reticulado Z
2
P1Z2
. Nesta nova partic¸a˜o houve aumento na energia me´dia. Entre-
tanto, a distaˆncia livre dfree na˜o aumentou na mesma proporc¸a˜o.
Portanto, a partic¸a˜o em cadeia e´ um recurso utilizado na busca por um nu´mero compat´ıvel
de classes laterais, mas o mesmo na˜o decorre necessariamente em melhoria do ganho de
codificac¸a˜o.
5.2 Co´digos de Trelic¸a sobre Partic¸o˜es de Reticulado
em Z3
Nesta sec¸a˜o sa˜o constru´ıdas partic¸o˜es de reticulados, obtendo-se reticulados quociente em
Z3 contendo 4 e 8 classes laterais. O objetivo e´ analisar o esquema de codificac¸a˜o dos co´digos
de trelic¸a no espac¸o tridimensional. Os reticulados em Z3 podem nem sempre apresentar
ganhos de codificac¸a˜o satisfato´rios quando comparados aos reticulados de dimensa˜o 2, mas
sempre apresentam menor energia mı´nima para as constelac¸o˜es de sinais. A procura por
co´digos de trelic¸a no R3, explorado nesta tese, e´ uma sugesta˜o de co´digos de trelic¸a que
apresentam ganhos de codificac¸a˜o excelentes.
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Considere a partic¸a˜o de reticulado R = Λ/Γ, onde Λ = Z3 e Γ = S1Λ, com
S1 =

 1 1 −11 −1 1
1 1 1

 .
A Tabela 5.5 mostra as classes laterais, normas, ro´tulos e ordens de R, e o codificador utilizado
tem paraˆmetros (2, 4, 2). O melhor bloco de normas e´ o bloco {1, 1} a matriz GN e´ u´nica e
R = Z
3
S1Z3
Ro´tulo Norma ordem
(0, 0, 0) 0 0 1
(1, 0, 0) 1 1 2
(0, 1, 0) 2 1 2
(0, 0, 1) 3 1 2
Tabela 5.5: Classes Laterais do Reticulado Quociente Z
3
S1Z3
dada por:
GN =
[
1 1 | 1 1 | 1 1 ] .
A matriz geradora de um co´digo o´timo e´
G =

 1 0 1 0 0 10 1 0 1 0 0
0 0 0 0 1 0


e e´ representada pela matriz dos ro´tulos
GR =
[
1 2 | 1 2 | 3 1 ] .
As distaˆncias sa˜o dfree = 3 e d = min{3, 4} = 3. Para uma constelac¸a˜o de 8 e 64 sinais
com centro em (1
2
, 1
2
, 1
2
), as energias me´dia das constelac¸o˜es codificadas sa˜o p = 0, 75 e 3, 5,
para as constelac¸o˜es na˜o-codificadas sa˜o pu = 3 e 15, respectivamente. Assim, os ganhos de
codificac¸a˜o sa˜o
G = 10 log10
(
3
0.75
÷ 4
3
)
= 4, 771 dB e G = 10 log10
(
3
3.5
÷ 4
15
)
= 5, 071 dB.
Para um co´digo sobre um reticulado quociente com 8 classes laterais, considere a partic¸a˜o
de reticulado R = Λ/Γ, onde Λ = Z3 e Γ = S2Λ, com
S2 =

 2 0 00 2 0
0 0 2

 .
As classes laterais, normas, ro´tulos e ordens de R sa˜o dadas na Tabela 5.6 e o codificador
tem paraˆmetros (2, 4, 2).
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R = Z
3
S2Z3
Ro´tulo Norma ordem
(0, 0, 0) 0 1 1
(1, 0, 0) 1 1 2
(0, 1, 0) 2 1 2
(0, 0, 1) 3 1 2
(1, 1, 0) 4 2 2
(1, 0, 1) 5 2 2
(0, 1, 1) 6 2 2
(1, 1, 1) 7 3 2
Tabela 5.6: Classes Laterais do Reticulado Quociente Z
3
S2Z3
O melhor bloco de normas e´ dado por {2, 2} e uma matriz GN e´ dada por
GN =
[
2 2 | 1 1 | 2 2 ] .
A matriz geradora de um co´digo o´timo e´
G =

 1 0 1 0 1 11 1 0 1 0 1
0 1 0 0 1 0

 (5.7)
e e´ representada pela matriz dos ro´tulos
GR =
[
1 2 | 1 2 | 3 1 ] .
As distaˆncias sa˜o dfree = 5 e d = min{5, 8} = 5. Para uma constelac¸a˜o de 16 e 128 sinais
com centro em (1
2
, 1
2
, 1
2
), para k2 = 1 e 4, respectivamente, a energia me´dia das constelac¸o˜es
sa˜o p = 1, 75 e 5, 875, as me´dias das constelac¸o˜es na˜o-codificadas sa˜o pu = 3 e 15. Assim, os
ganhos de codificac¸a˜o sa˜o
G = 10 log10
(
5
1.75
÷ 4
6
)
= 6, 320 dB e G = 10 log10
(
5
5.875
÷ 4
15
)
= 5, 040 dB,
respectivamente. A Figura 5.2, mostra os pontos das constelac¸o˜es de sinais para 8, 16, 32 e
64 pontos do reticulado Z
3
S2Z3
.
Este co´digo de trelic¸a sobre Z3, apresenta um bom desempenho, mas, o aumento no
nu´mero de pontos da constelac¸a˜o de sinais, na˜o ocasionou um aumento no ganho de co-
dificac¸a˜o. O aumento na cardinalidade da constelac¸a˜o, utilizou um valor para a entrada
na˜o-codificada k2, de modo a formar uma constelac¸a˜o perfeitamente ajustada.
No pro´ximo caso e´ utilizada uma partic¸a˜o em cadeia, o recurso de utilizar uma cadeia de
partic¸o˜es de reticulados tem a finalidade de adequar as classes laterais a`s palavras-co´digo. Na
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Figura 5.2: Pontos das Constelac¸o˜es de Sinais do Reticulado Z
3
S2Z3
cadeia de partic¸o˜es seguinte e´ considerada a procura por um reticulado de 8 classes laterais
obtida a partir de uma partic¸a˜o de reticulado com 32 classes laterais.
Seja a partic¸a˜o de reticulado R = Λ/Γ, onde Λ = Z3 e Γ = S3Λ, com
S3 =

 2 2 −22 −2 2
2 2 2

 .
As classes laterais, normas, ro´tulos e ordem sa˜o apresentadas na Tabela 5.7 e o codificador
tem paraˆmetros (2, 4, 2). Entre os melhores blocos de normas, tem-se {4, 4}. Uma poss´ıvel
matriz GN e´
GN =
[
4 4 | 5 1 | 4 4 ] .
A matriz geradora do co´digo o´timo e´
G =

 2 0 1 −1 0 20 2 1 1 0 0
0 0 1 1 2 0


e e´ representada pela matriz dos ro´tulos
GR =
[
23 24 | 28 1 | 25 23 ] .
A distaˆncia livre do co´digo e´ dfree = 11 e d = min{5, 8} = 5. Para uma constelac¸a˜o de 8 e
128 sinais com centro em (1
2
, 1
2
, 1
2
), onde k2 = 1 e 4, respectivamente, a energia me´dia das
constelac¸o˜es sa˜o p = 2, 25 e 14, 8, a me´dia dos sistemas na˜o-codificados sa˜o pu = 3 e 15, nesta
ordem. Assim, os ganhos de codificac¸a˜o sa˜o
G = 10 log10
(
5
2.25
÷ 4
3
)
= 5, 185 dB e G = 10 log10
(
5
14.8
÷ 4
15
)
= 4, 452 dB.
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R = S3Z
3
QZ3
Ro´tulo Norma Ordem
(0, 0, 0) 0 0 1
(1, 1, 1) 1 3 2
(−1, 1, 1) 2 3 2
(1,−1, 1) 3 3 2
(1, 1,−1) 4 3 2
(2, 0, 0) 5 4 2
(0, 2, 0) 6 4 2
(0, 0, 2) 7 4 2
Tabela 5.7: Classes Laterais do Reticulado S3Z
3
QZ3
Os ganhos de codificac¸a˜o nas partic¸o˜es em cadeia sa˜o expressivos, mas sa˜o inferiores a`s
partic¸o˜es simples. A partic¸a˜o em cadeia e´ utilizada apenas como uma ferramenta de cons-
truc¸a˜o de reticulados quociente compat´ıvel ao nu´mero de classes laterais desejadas. Nestas
sub-partic¸o˜es obtidas da partic¸a˜o em cadeia, a energia me´dia da constelac¸a˜o codificada au-
menta em proporc¸a˜o inversa ao acre´scimo da constelac¸a˜o na˜o-codificada, diminuindo o ganho
de codificac¸a˜o.
5.3 Co´digos de Trelic¸a em Partic¸o˜es de Z4
Nesta sec¸a˜o sa˜o mostradas as vantagens da construc¸a˜o de co´digos de trelic¸a sobre reticu-
lados em Z4. Os resultados obtidos em R4 sera˜o comparados aos resultados do R2 e R3. Os
reticulados quociente usados nos co´digos de trelic¸a sera˜o constru´ıdos a partir de reticulados
com melhor empacotamento esfe´rico. Os reticulados de dimensa˜o 4 alcanc¸am uma densidade
de ate´ ∆ = 0, 6168 [5]. Sa˜o utilizadas partic¸o˜es e cadeia de partic¸o˜es de reticulados com 8 e
16 classes laterais.
5.3.1 Reticulado Quociente com 8 Classes Laterais em Z4
Para a construc¸a˜o de um reticulado quociente com 8 classes laterais em Z4, considere uma
partic¸a˜o de Z4 induzida por uma matriz de um subreticulado de Z4 com determinante igual
a 8. E em particular, e´ escolhido um subreticulado com a melhor densidade em Z4.
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Considere a partic¸a˜o de reticulado R = Λ/Γ, para Λ = Z4 e Γ = Q1Λ, onde
Q1 =


1 1 1 −1
1 1 −1 1
1 −1 1 1
1 1 1 1

 ,
para um codificador convolucional com paraˆmetros (2, 4, 2). As classes laterais, normas,
R = Z
4
Q1Z4
Ro´tulo Norma Ordem
(0, 0, 0, 0) 0 0 0
(1, 0, 0, 0) 1 1 2
(0, 1, 0, 0) 2 1 2
(0, 0, 1, 0) 3 1 2
(0, 0, 0, 1) 4 1 2
(1, 1, 0, 0) 5 2 2
(1, 0, 1, 0) 6 2 2
(1, 0, 0, 1) 7 2 2
Tabela 5.8: Normas e Ro´tulos do Reticulado Z
4
Q1Z4
ro´tulos e ordens do reticulado quociente esta˜o na Tabela 5.8. O bloco de k1 normas que
maximizam o ∆inf e ∆sup, isto e´, o subconjunto especial onde encontra-se os co´digos das GN
contendo os co´digos o´timos, e´ o bloco {2, 2}. Assim, e´ u´nica a possibilidade para escrever as
colunas das extremidades. Para a matriz norma
GN =
[
2 2 | 1 1 | 2 2 ] ,
tem-se um conjunto de matrizes geradoras G, mas pelo Teorema 4.1 muitos destes co´digos
de trelic¸a sa˜o equivalentes. Existem pelo menos duas matrizes que geram co´digos distintos,
a saber:
G1 =


1 1 1 0 1 1
1 0 0 1 0 1
0 1 0 0 1 0
0 0 0 0 0 0

 , (5.8)
para as classes laterais dadas por {(1, 1, 0, 0), (1, 0, 1, 0)} e
G2 =


1 1 1 0 1 1
1 0 0 1 0 1
0 0 0 0 0 0
0 1 0 0 1 0


para {(1, 1, 0, 0), (1, 0, 0, 1)}.
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Considerando-se G1, tem-se um co´digo de trelic¸a o´timo, representado pela matriz dos
ro´tulos
GR =
[
5 6 | 1 2 | 6 5 ] .
Os limitantes sa˜o: ∆inf = 4 e ∆sup = 5. O dfree = 5 e d = min{8, 5} = 5. Para a
constelac¸a˜o codificada com 32 sinais de centro em (1
2
, 1
2
, 1
2
, 1
2
) e energia me´dia p = 2 , tem-se
a constelac¸a˜o na˜o-codificado pu = 4. Ale´m disso,
N = 2k1+k2 = 22+2 = 16 = (2b)n = (2 · 1)4.
Portanto, o ganho de codificac¸a˜o e´
G = 10 log10
(
5
2
÷ 4
4
)
= 3, 979 dB.
Para um esquema de codificac¸a˜o com paraˆmetros (2, 6, 2), a matriz geradora
G =


1 1 1 1 0 1 1 1
1 0 0 0 1 0 0 1
0 1 0 0 0 0 1 0
0 0 1 0 0 1 0 0

 (5.9)
representa um co´digo de trelic¸a o´timo. A matriz dos ro´tulos e´
GR =
[
5 6 | 7 1 | 2 7 | 6 5 ] .
Para este co´digo os limitantes sa˜o: ∆inf = 4 e ∆sup = 7. Efetuando-se o ca´lculo da
distaˆncia do co´digo, tem-se que dfree = 7 e d = min{8, 7} = 7. Assim, o ganho de codificac¸a˜o
deste co´digo e´
G = 10 log10
(
7
2
÷ 4
4
)
= 5, 441 dB.
5.3.2 Reticulado Quociente com 16 Classes Laterais em Z4
Nesta sec¸a˜o sa˜o apresentadas duas partic¸o˜es de reticulados, a primeira partic¸a˜o e´ o reti-
culado finito R = 2Z2 × 2Z2 × 2Z2 × 2Z2 e a segunda e´ uma partic¸a˜o em cadeia de Λ = Z4.
O objetivo e´ comparar o ganho de codificac¸a˜o entre uma partic¸a˜o simples e uma partic¸a˜o em
cadeia.
Considere a partic¸a˜o de reticulado R = Λ/Γ, onde Λ = Z4, Γ = Q2Λ e
Q2 =


2 0 0 0
0 2 0 0
0 0 2 0
0 0 0 2

 .
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R = Z
4
Q2Z4
Ro´tulo Norma Ordem R Ro´tulo Norma Ordem
(0, 0, 0, 0) 0 0 1 (0, 1, 1, 0) 8 2 2
(1, 0, 0, 0) 1 1 2 (0, 1, 0, 1) 9 2 2
(0, 1, 0, 0) 2 1 2 (0, 0, 1, 1) 10 2 2
(0, 0, 1, 0) 3 1 2 (0, 1, 1, 1) 11 3 2
(0, 0, 0, 1) 4 1 2 (1, 0, 1, 1) 12 3 2
(1, 1, 0, 0) 5 2 2 (1, 1, 0, 1) 13 3 2
(1, 0, 1, 0) 6 2 2 (1, 1, 1, 0) 14 3 2
(1, 0, 0, 1) 7 2 2 (1, 1, 1, 1) 15 4 2
Tabela 5.9: Normas e Ro´tulos do Reticulado Quociente Z
4
Q2Z4
As classes laterais desta partic¸a˜o de reticulado sa˜o mostradas na Tabela 5.9. Sera´ utilizado
um codificador com paraˆmetros (2, 4, 2). Para a matriz norma dada por
GN =
[
2 2 | 1 1 | 2 2 ] ,
uma matriz geradora para o co´digo e´
G =


1 1 1 0 0 1
1 1 0 1 0 1
1 0 0 0 1 1
1 0 0 1 1 1


e a matriz dos ro´tulos e´ determinada por
GR =
[
15 5 | 4 1 | 10 15 ] .
Os limitantes sa˜o: ∆inf = 4 e ∆sup = 6. A distaˆncia do co´digo e´ d = min{5, 16} = 5,
pois o dfree = 5. Para uma constelac¸a˜o codificada de 64 sinais com centro em (
1
2
, 1
2
, 1
2
, 1
2
), a
energia me´dia e´ p = 2, 5 e a constelac¸a˜o do sistema na˜o-codificada e´ pu = 4. Assim, o ganho
de codificac¸a˜o do co´digo e´
G = 10 log10
(
6
2, 5
÷ 4
4
)
= 3, 802 dB.
Ainda para a determinac¸a˜o de partic¸o˜es com 16 classes laterais, e´ considerada a matriz
Q3 =


2 2 2 −2
2 2 −2 2
2 −2 2 2
2 2 2 2


e a cadeia de partic¸o˜es Z4/Q1Z
4/Q3Z
4 com um codificador com paraˆmetros (2, 4, 2). As
classes laterais desta cadeia de partic¸a˜o esta˜o na Tabela 5.10.
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R = Z4/Q1Z
4/Q3Z
4 Ro´tulo Norma Ordem R Ro´tulo Norma Ordem
(0, 0, 0, 0) 0 0 1 (−1, 1, 1,−1) 8 4 2
(1, 1, 1, 1) 1 4 2 (2, 0, 0, 0) 9 4 2
(−1, 1, 1, 1) 2 4 2 (0, 2, 0, 0) 10 4 2
(1,−1, 1, 1) 3 4 2 (0, 0, 2, 0) 11 4 2
(1, 1,−1, 1) 4 4 2 ((0, 0, 0, 2) 12 4 2
(1, 1, 1,−1) 5 4 2 (2, 2, 0, 0) 13 8 2
(−1,−1, 1, 1) 6 4 2 (2, 0, 2, 0) 14 8 2
(−1, 1,−1, 1) 7 4 2 (2, 0, 0, 2) 15 8 2
Tabela 5.10: Normas e Ro´tulos do Reticulado Q1Λ
Q2Λ
A matriz norma escolhida dentre os melhores blocos de norma e´
GN =
[
8 8 | 4 4 | 8 8 ] ,
e uma matriz para o co´digo e´
G =


2 2 1 −1 2 2
2 0 1 1 0 2
0 2 1 1 2 0
0 0 1 1 0 0

 .
A matriz dos ro´tulos e´ dada por
GR =
[
13 15 | 2 1 | 14 13 ] .
Os limitantes sa˜o: ∆inf = 16 e ∆sup = 20. Efetuando-se o ca´lculo da distaˆncia do co´digo,
tem-se que dfree = 18 e d = min{18, 32} = 18. Para uma constelac¸a˜o de 64 sinais, tem-se que
a energia me´dia e´ p = 7, 25, e a constelac¸a˜o do sistema na˜o-codificada e´ pu = 4. Assim, o
ganho de codificac¸a˜o deste co´digo e´:
G = 10 log10
(
18
7, 25
÷ 4
4
)
= 3, 949 dB.
5.3.3 Reticulado Quociente com 16 Classes Laterais em uma Ca-
deia de Partic¸o˜es
Nesta sec¸a˜o sa˜o utilizadas duas partic¸o˜es de reticulados em Z4, objetivando a construc¸a˜o
de um reticulado quociente com 16 classes laterais em uma partic¸a˜o em cadeia.
Sejam Γ1 e Γ2 dois subreticulados de Z
4, onde Γ1 =
Λ
U1Λ
e Γ2 =
Λ
U2Λ
, com
U1 =


1 1 0 0
0 1 −1 0
0 0 1 −1
0 0 0 2

 e U2 =


2 2 0 0
0 2 −2 0
0 0 2 −2
0 0 0 4

 .
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R = U1Λ
U2Λ
Ro´tulo Norma Ordem R Ro´tulo Norma Ordem
(0, 0, 0, 0) 0 0 1 (−1, 0, 1, 0) 8 2 2
(1, 1, 0, 0) 1 2 2 (−1, 0, 0, 1) 9 2 2
(1, 0, 1, 0) 2 2 2 (0,−1, 1, 0) 10 2 2
(1, 0, 0, 1) 3 2 2 (0,−1, 0, 1) 11 2 2
(0, 1, 1, 0) 4 2 2 (0, 0,−1,−1) 12 2 2
(0, 1, 0, 1)) 5 2 4 (1, 1, 1, 1) 13 4 2
(0, 0, 1, 1) 6 2 2 (−1, 1, 1, 1) 14 4 2
(−1, 1, 0, 0) 7 2 2 (2, 0, 0, 0) 15 4 2
Tabela 5.11: Normas e Ro´tulos do Reticulado U1Λ
U2Λ
Uma nova partic¸a˜o de Γ1 por Γ2, consiste do reticulado quociente R =
U1Λ
U2Λ
, cujas classes
laterais esta˜o mostradas na Tabela 5.11, juntamente com seus ro´tulos, normas e ordem.
Utilizando-se o codificador convolucional com paraˆmetros (2, 4, 2), os subconjuntos espe-
ciais com melhores blocos de norma {N1, N2} para as k1 primeiras e u´ltimas colunas sa˜o os
blocos
{(2, 0, 0, 0), (1, 1, 1, 1)} e {(2, 0, 0, 0), (−1, 1, 1, 1)}.
Para a matriz norma dada por
GN =
[
4 4 | 2 2 | 4 4 ] ,
uma matriz para o co´digo o´timo e´
G =


2 1 1 −1 −1 2
0 1 1 0 1 0
0 1 0 1 1 0
0 1 0 0 1 0


e a matriz dos ro´tulos e´ determinada por
GR =
[
7 5 | 4 3 | 6 7 ] .
Os limitantes sa˜o: ∆inf = 8 e ∆sup = 12. A distaˆncia do co´digo e´ dfree = 10 e d =
min{10, 16} = 10. Para uma constelac¸a˜o codificada de 64 sinais com centro em (1
2
, 1
2
, 1
2
, 1
2
),
a energia me´dia e´ p = 4 e a me´dia para a constelac¸a˜o na˜o-codificada e´ pu = 4. O ganho de
codificac¸a˜o e´
G = 10 log10
(
10
4
÷ 4
4
)
= 3, 979 dB.
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5.4 Uma Partic¸a˜o de Reticulado em Z8
Nesta sec¸a˜o e´ apresentado um reticulado quociente com 8 classes laterais em Z8. O
objetivo e´ verificar que os co´digos de trelic¸a em um espac¸o n-dimensional sa˜o ana´logos aos
espac¸os de dimenso˜es anteriormente mencionadas. Para isso, necessita-se apenas investigar
os reticulados quociente com ordem 2m, e em especial os subreticulados geometricamente
regulares onde o reticulado quociente constru´ıdo apresenta melhor densidade.
Seja a partic¸a˜o de reticulado R = Λ/Γ, onde Λ = Z8, Γ = UΛ e
U =


1 1 1 1 0 0 0 0
0 1 1 1 1 0 0 0
0 0 1 1 1 −1 0 0
0 0 0 1 1 1 −1 0
0 0 0 0 1 1 1 −1
0 0 1 1 1 1 0 0
0 0 0 1 1 1 1 0
0 0 0 0 1 1 1 1


.
As classes laterais, normas e ro´tulos de R esta˜o na Tabela 5.12 e o esquema de codificac¸a˜o
com paraˆmetros (2, 4, 2).
R = Z
3
UZ8
Ro´tulo Norma
(0, 0, 0, 0, 0, 0, 0, 0) 0 0
(1, 0, 0, 0, 0, 0, 0, 0) 1 1
(0, 1, 0, 0, 0, 0, 0, 0) 2 1
(0, 0, 1, 0, 0, 0, 0, 0) 3 1
(0, 0, 0, 1, 0, 0, 0, 0) 4 1
(1, 1, 0, 0, 0, 0, 0, 0) 5 2
(0, 1, 1, 0, 0, 0, 0, 0) 6 2
(0, 1, 1, 0, 0, 0, 0, 0) 7 2
Tabela 5.12: Classes Laterais do Reticulado Quociente Z
8
UZ8
Os melhores blocos de normas sa˜o dados pelos blocos de ro´tulos {5, 6}, {5, 7} e {6, 7}. A
matriz GN e´
GN =
[
2 2 | 1 1 | 2 2 ] .
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A matriz geradora de um co´digo o´timo e´
G =


1 0 1 0 1 1
1 1 0 0 0 1
0 1 0 0 1 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


(5.10)
e e´ representada pela matriz dos ro´tulos
GR =
[
5 6 | 1 4 | 7 5 ] .
A distaˆncia do co´digo e´ dfree = 5 e d = min{5, 8} = 5. Para uma constelac¸a˜o codificada de
512 sinais com centro em (1
2
, . . . , 1
2
), a energia me´dia da constelac¸a˜o e´ p = 2, 25, a me´dia para
a constelac¸a˜o na˜o-codificada e´ pu = 8. O ganho de codificac¸a˜o e´
G = 10 log10
(
5
2, 25
÷ 4
8
)
= 6, 478 dB.
Este ganho de codificac¸a˜o e´ um valor significativo para este esquema de codificac¸a˜o.
A Tabela 5.13 mostra que va´rios destes co´digos de trelic¸a sobre as novas partic¸o˜es de
reticulados, constru´ıdas neste cap´ıtulo, teˆm ganhos de codificac¸a˜o mais elevados, quando
comparados aos ganhos de codificac¸a˜o alcanc¸ados por Caderbank [3] e por Rosa [12].
espac¸o ρ Classes Estados Co´digo Constelac¸a˜o Ganho de
Laterais Codificac¸a˜o
R2 2 8 16 (5.2) 25 4, 771
R2 3 8 16 (5.2) 27 4, 876
R2 2 8 64 (5.3) 25 5, 441
R2 2, 5 16 16 (5.4) 26 5, 012
R2 3 8 64 (5.3) 27 5, 545
R3 2 8 16 (5.7) 27 5, 040
R3 1 8 16 (5.7) 24 6, 320
R4 1 8 64 (5.9) 25 5, 441
R8 1 8 16 (5.10) 29 6, 478
Tabela 5.13: Resumo dos Ganhos de Codificac¸a˜o dos Co´digos de Trelic¸a em R2, R3, R4 e R8
5.5 Co´digos de Trelic¸a Sobre o Anel A = Z4
Nesta sec¸a˜o sa˜o apresentados os resultados para esquemas que envolvem co´digos de trelic¸a
com paraˆmetros (k1, V, 4) e partic¸o˜es de reticulados usadas anteriormente neste trabalho,
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modificando o esquema de entrada para o anel A = Z4.
Seja um co´digo de trelic¸a com 2 memo´rias sobre o anel A = Z4, isto e´, um co´digo com
16 estados e uma constelac¸a˜o de 64 sinais. Escolhe-se o reticulado Λ = Z2, o subreticulado
Γ = PZ2, onde P2 =
[
2 −2
2 2
]
e´ a matriz do subreticulado gerado por 〈(2, 2), (2,−2)〉
(Exemplo 3.6) e k1 = 1. A matriz norma e´ dada por
GN =
[
4 | 1 | 4 ]
e a matriz geradora do co´digo de trelic¸a e´ dada por
G =
[
2 1 2
0 0 0
]
.
O co´digo alcanc¸a uma distaˆncia livre dfree = 9, d = min{9, 16} = 9 e a energia me´dia da
constelac¸a˜o e´ p = 10. Para a constelac¸a˜o do sistema na˜o-codificado a energia me´dia e´ pu = 6.
Assim, o ganho de codificac¸a˜o para este co´digo e´ dado por
G = 10 log10
(
9
10
÷ 4
10
)
= 3, 522 dB.
Utilizando um reticulado quociente com 16 classes laterais, um co´digo de trelic¸a com 2
memo´rias sobre Z4, tem-se 16 estados e uma constelac¸a˜o de 64 sinais. O reticulado escolhido
e´ Λ = Z2, o subreticulado e´ Γ = 4Z2 e k1 = 1. A matriz norma e´ dada por:
GN =
[
5 | 2 | 5 ]
e a matriz geradora do co´digo de trelic¸a e´ dada por
G =
[
2 1 2
1 1 1
]
.
A distaˆncia do co´digo e´ dfree = 12, d = min{12, 16} = 12 e a energia me´dia da constelac¸a˜o e´
p = 10.25. Para a constelac¸a˜o do sistema na˜o-codificado a me´dia e´ pu = 10. Assim, o ganho
de codificac¸a˜o para este co´digo e´ dado por
G = 10 log10
(
12
10, 25
÷ 4
10
)
= 4, 664 dB. (5.11)
5.6 Considerac¸o˜es Finais
As partic¸o˜es de reticulados no espac¸o Euclidiano tridimensional, R3, apresentam um bom
desempenho em relac¸a˜o ao ganho de codificac¸a˜o em R2. As partic¸o˜es em R4 apresentam bons
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resultados em relac¸a˜o a energia me´dia. As partic¸o˜es em cadeia sa˜o usadas unicamente para
procurar um reticulado quociente com um nu´mero de classes laterais compat´ıvel e deseja´vel.
A utilizac¸a˜o da partic¸a˜o em cadeia aumenta a distaˆncia intra-partic¸a˜o e na˜o fornece aumento
de energia me´dia. As novas partic¸o˜es com a implementac¸a˜o das classes de equivaleˆncias, da
Tabela de Cayley e da definic¸a˜o das matrizes que geram co´digos de trelic¸as, demonstram
uma contribuic¸a˜o a construc¸a˜o dos co´digos de trelic¸as sobre reticulados quociente, ale´m de
simplificar a procura por co´digos de trelic¸a o´timos. Acredita-se que os me´todos aplicados
neste cap´ıtulo podem ser estendidos para dimenso˜es superiores.
Capı´tulo 6
Concluso˜es
Esta tese foi resultado de evoluc¸a˜o de estudos, visando propor um algoritmo eficiente de
procura de co´digos de trelic¸a o´timos, baseados em partic¸o˜es de reticulados.
Este cap´ıtulo, destina-se a uma discussa˜o final, propondo ressaltar e comentar os pontos
relevantes desta tese, propor novos trabalhos e apontar novas diretrizes neste esquema de
codificac¸a˜o. A tese aqui apresentada, aponta resultados e propo˜e me´todos de construc¸a˜o e
otimizac¸a˜o de procura por co´digos de trelic¸a o´timos via reticulados quociente. Este trabalho
apresentou algumas contribuic¸o˜es e resultados que podem ser resumidos nos seguintes:
1. Utilizac¸a˜o da tabela de Cayley e do reticulado hexagonal nos co´digos de trelic¸a via
partic¸o˜es de reticulados;
2. Determinac¸a˜o das matrizes que geram co´digos de trelic¸a a partir da partic¸a˜o de reticu-
lado e dos paraˆmetros dados, diminuindo o nu´mero de matrizes a serem investigadas
na procura de co´digos de trelic¸a o´timos;
3. Implementac¸a˜o da equivaleˆncia dos co´digos de trelic¸a na procura dos co´digos de trelic¸a
o´timos;
4. Construc¸a˜o de novas partic¸o˜es de reticulados em dimenso˜es superiores a`s constru´ıdas
por Calderbank [3] e Rosa [12];
5. Determinac¸a˜o de novos co´digos de trelic¸a o´timos sobre reticulados quociente em R2,
R3, R4 e R8.
Os melhores reticulados quociente em R2, R3, R4 e R8 foram selecionados e os co´digos de
trelic¸a o´timos para estes reticulados foram determinados. Em outras dimenso˜es podem ser
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encontradas partic¸o˜es de reticulados com boa densidade e gerar co´digos de trelic¸a com bons
desempenhos.
No desenvolvimento das pesquisas desta tese, foram produzidas algumas publicac¸o˜es e
apresentac¸o˜es em anais de congresso:
1. Co´digos Trelic¸a Baseados em Reticulados Finitos Sobre Corpos Quadra´ticos (resumo),
XXIX CNMAC, Campinas/SP, Setembro-2006;
2. Construc¸a˜o de Co´digos Trelic¸a Baseados em Reticulados Quocientes sobre os Corpos
Quadra´ticos, VI ERMAC-R3, Joa˜o Pessoa/PB, Novembro-2006;
3. Construc¸a˜o de Reticulados Quocientes sobre Corpos Quadra´ticos, VI ERMAC-R3, Joa˜o
Pessoa/PB, Novembro-2006;
4. Algoritmo para Determinar Grupo de Classes via Reticulados, 650 SBA, Sa˜o Joa˜o del-
Rei/MG, Maio-2007;
5. Partic¸o˜es de Reticulados Aplicadas aos Co´digos Trelic¸a, XXX CNMAC, Floriano´polis/SC,
Setembro-2007;
6. Classe de Equivaleˆncia de Co´digos de Trelic¸a Via Partic¸o˜es de Reticulados, VII ERMAC-
R3, Recife/PE, Novembro-2007;
7. Novas Partic¸o˜es de Reticulados Aplicadas a` Construc¸a˜o de Co´digos de Trelic¸a O´timos,
ERMAC-Bauru, Bauru/SP, Junho-2008.
Algumas publicac¸o˜es esta˜o dispon´ıveis na internet e todas apresentadas na bibliografia:
[18], [19], [20], [21], [22], [23] e [24]. Os conteu´dos do cap´ıtulo 3 (Co´digos de Trelic¸a sobre
Partic¸o˜es de Reticulados), do cap´ıtulo 4 (Classe de Equivaleˆncia dos Co´digos de Trelic¸a) e
do cap´ıtulo 5, foram publicados, em parte, em anais de congresso, sendo que nesta tese,
abordou-se esses temas com mais detalhes, trazendo exemplos que elucidam a utilizac¸a˜o dos
conceitos.
6.1 Propostas Para Trabalhos Futuros
A pesquisa apresentada nesta tese deve motivar novos trabalhos na a´rea de codificac¸a˜o,
destacando os seguintes pontos em abertos:
Cap´ıtulo 6. Concluso˜es 79
1. Novas partic¸o˜es de reticulados em sub-espac¸os do Rn superiores aos utilizados nesta
tese, generalizando as partic¸o˜es de reticulados em dimenso˜es 2n;
2. Novos esquemas de co´digos de trelic¸a e melhor ganho de codificac¸a˜o;
3. Pesquisar a existeˆncia de novas classes de equivaleˆncia dentre os co´digos de trelic¸a.
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