This paper studies the forecasting ability of various Phillips curve specifications in a pseudo out-of-sample exercise for Swedish inflation over the period 1980-2014. Three measures of inflation are considered--headline inflation, underlying inflation, GDP deflator inflation, in addition to different activity variables, various econometric specifications and different sample periods. Although the results indicate heterogeneity in individual model performance and evidence of model instability, in general, the Phillips curve models improve inflation forecasts against the random walk benchmark for both headline inflation and underlying inflation, and fail to beat the random walk benchmark for GDP deflator inflation. Phillips curve forecasts beat the random walk benchmark especially for [2004][2005][2006][2007][2008][2009][2010][2011][2012][2013]. The monetary regime change in 1993 from exchange rate targeting to inflation targeting is also taken into account. The results suggest that for all Phillips curve models and all three inflation measures, the performance of the Phillips curve depends on whether the data used for making the predictions was under the inflation targeting regime or not. Univariate forecasting models perform well for the fixed exchange rate regime period, but the Phillips curve models are useful under the inflation targeting regime.
INTRODUCTION
Inflation is one of the key variables in making consumption and investment decisions and understanding macroeconomic dynamics. Modelling inflation is a core task for inflationtargeting central banks, it is hard to over emphasize the prominence of inflation forecasting in monetary policy making as monetary policy is considered to be more effective when it is forward looking (see Faust and Wright, 2013; Svensson, 2005) . The Phillips curve is an important concept in economics that originally related the unemployment rate with the inflation rate (Phillips, 1958) . Later, it has been extended to describe the relationship of past, present and future inflation with economic aggregates. It remains one of the major cornerstones in macroeconomic analysis. The implications of Phillips curve based inflation forecasting models for the use of policy analysis and macroeconomic modelling have always been of great interest.
Sweden is an interesting case for studying the behaviour of the Phillips curve in inflation forecasting because it has had different monetary regimes. Sweden had a fixed exchange from 1973 until 1992: during this period the krona adhered to various fixed exchange rate arrangements, including the unilateral ECU peg from May 1991 till the collapse of the fixed exchange rate system (Berg, 1999) . On 15 January 1993, the Sveriges Riksbank announced that monetary policy would be conducted with a view to achieving price stability. The inflation target was set at 2 per cent, meaning the annual rise in the CPI should be close to 2 per cent.
As it was one of the first countries to introduce inflation targeting, the time-series for studying the usefulness of the Phillips curve in inflation forecasting is one of the longest and it is possible to analyse whether the inflation process has changed since the introduction of the inflation target. Therefore, this paper focuses on the quarterly Swedish inflation rate for three decades from 1984 until 2014. This makes it possible to contribute to the discussion on how the performance of Phillips curves change with the adoption of inflation targeting. The performance is examined by focusing on different sample periods and predictor/activity variables. Existing research on open economy offers very little in the way of studies of the changes that monetary policy changes can bring. This paper discusses the effects of monetary regime change on the forecasting power of Phillips curves, in this way, adding to previous empirical work on forecasting inflation when considering a change in monetary policy due to the adoption of inflation targeting. The results discussed in this paper are also important in a wider context because Sweden is not the only country with policy regime changes in recent history. There are a significant number of (small) open economy countries (e.g. Australia, New Zealand, UK) that experienced policy regime changes in the last thirty years that are well documented (Cúrdia and Finnocchiaro, 2010) . This paper investigates the forecasting ability of the Phillips curve for three different inflation measures in Sweden: headline inflation (CPI-all), underlying inflation (KPIX 2 ) and GDP deflator inflation, contributing to the literature analysing which inflation measure the Phillips curve can help forecast the best. For instance, when forecasting underlying inflation measures the models have the best forecasting power compared to headline inflation and GDP deflator inflation. This is in line with the theory, which suggests that underlying inflation is easier to forecast. Contrary to much of the previous literature, I find that the forecasts for GDP deflator have the worst forecasting accuracy. For example, the results from Banbura and Mirza (2013) support the theory, since their forecasts for GDP deflator have the lowest RMSFEs, and therefore, are more accurate.
Moreover the paper employs a wide set of economic activity measures including unemployment, GDP, capacity utilization rate, index of industrial production and various measures of gap. To evaluate the usefulness of the Phillips curve, the accuracy of the inflation forecasts for every model at a one-year (or four-quarter) forecast horizon is compared to that of the naïve benchmark model proposed by Atkenson and Ohanian (2001) . Altogether the paper examines the performance of 114 pseudo out-of-sample forecasting procedures. The empirical strategy adopted follows closely the 2009 paper by Stock and Watson, with slight changes to models and variables. For example, in addition to headline inflation, underlying inflation and GDP deflator, Stock and Watson (2009) also apply their prototype models to the personal consumption expenditure deflator (PCE-all), and the personal consumption expenditure deflator excluding food and energy (PCE-core). Another difference with the Stock and Watson (2009) study is that they omit supply-side variables, such as oil prices, from their Phillips curve specifications. Such variables can potentially be important for modelling inflation in a small open economy like Sweden.
Although in general the performance is not overwhelming, Phillips curve based forecasts do still contain some useful information about inflation, especially compared to other forecasting approaches. This improvement, although small, is still valuable for improving inflation predictions. My results on periodic forecasting ability are similar to those found in the literature using data for other countries. The evidence has been mixed, depending on the country and period (Banbura and Mirza, 2013) . Many studies find support for using the Phillips curve in forecasting. For instance, Stock and Watson (1999) use generalized Phillips curve forecasts and find them useful in forecasting the inflation rate one-year ahead. Stock and Watson (2008) compare Phillips curve forecasts to several multivariate specifications of forecasting models and find a good Phillips curve performance for the US. However several papers challenge that with evidence stating that the importance of Phillips curves is overrated and that these curves are not useful for forecasting. For instance, Atkenson and Ohanian (2001) find that Phillips curve based forecasters are regularly outperformed by a naïve random walk benchmark.
Matheson (2008) gets better forecasting performance out of a univariate AR (1) forecaster than from Phillips curve forecasting models. Also, Clausen and Clausen (2010) find that the Phillips curve performs badly oftentimes when analysing data from Germany, the UK and the US.
Research examining its performance in open economies is scarcer (Matheson 2006 ).
The paper proceeds as follows. Section 2 provides an overview of the related literature. Section 3 describes the models used in the forecast evaluation and the methods. Section 4 describes the data, while section 5 reports the results. Section 6 provides some robustness results and Section 7 concludes.
LITERATURE REVIEW
Extensive literature is available on inflation forecasting using the Phillips curve. Many papers, including several seminal papers use US data. There is considerably less work available on the euro area countries and small open economies. Stock and Watson (2008) , Faust and Wright (2012) , and Banbura and Mirza (2013) provide extensive literature surveys. This paper reviews the most important strands within the topic.
The first strand focuses on the studies of forecasting inflation and evaluating a wide range of model specifications. Gordon (1982 Gordon ( , 1990 was one of the first researchers to study Phillips curves. His new interpretation of the curve, the triangle model (Gordon, 1977) , referred to the three determinants of the inflation rate, which are inertia, demand and supply. The triangle model was useful in forecasting the decline in inflation during the business slump of the early 1980s. The good performance of the triangle model using US data was also documented by Stockton and Glassman (1987) . The study of inflation forecasting using the Phillips curve by Stock and Watson (1999) is one of the best-known papers on the topic. They find that Phillips curve models outperform univariate benchmark models in predicting US inflation four quarters ahead using recursive forecasts. Still, a number of papers from the 1990s questioned the usefulness of activity-based inflation forecasts relative to univariate benchmarks (Stock and Watson 2008) . Atkenson and Ohanian (AO) (2001) summarize the results in the literature of the 1990s. Their study critically evaluates the belief that Phillips curve based models are a useful tool for forecasting inflation and find that the Phillips curve could not improve on the forecasts by their proposed random walk model. On the other hand, findings by Fisher et al. (2002) suggest that the performance of the Phillips curve is sensitive to the sample period, forecasting horizon, as well as the inflation measure chosen. More recent works by Watson (2009 and 2010) support the conclusion by Fisher et al. (2002) for the US.
The second strand of the literature review focuses on papers that account for the potential instability in the Phillips curve relationship (Canova, 2007; Musso, Stracca, and van Dijk, 2009 This mean reversion is the reason behind the model's failure in giving accurate forecasts. By taking into account the credibility factor; that is, the probability of remaining in the low inflation regime, it becomes possible to observe how the credibility factor affects the inflation forecast. Consequently, the inflation forecasts become model-consistent and produce plausible forecasts one or two years ahead.
Highly relevant for the current paper is the part of the literature that evaluates the three measures of inflation and compares forecasts of different inflation measures. These measures are headline inflation or CPI-all, underlying inflation or CPI-core and GDP Deflator inflation. Stock and Watson (2009) use quarterly US data on 157 distinct models and 35 combination forecasts and apply them to forecast the CPI-all, CPI-core, personal consumption expenditure (PCE-all), PCE-core, and GDP deflator. Their results indicate that for some periods and inflation measures, the Phillips curve models perform quite well, while for others they do not. Banbura and Mirza (2013) evaluate the forecasts for the harmonized index of consumer prices (HICP), GDP deflator and long-run inflation expectations for HICP. They find that the forecasts are best for headline inflation and GDP deflator for one sample period, while they are better for the HICP excluding food and energy in another period.
As already mentioned, the strand of literature on euro data and on small open economies is considerably thinner. Runstler (2002) , Hubrich (2005) , Canova (2007) , Marcellino and Musso (2010) , Buelens (2012) , and Banbura and Mirza (2013) study out-of-sample forecasting performance for the euro area. Canova (2007) compares the performance of leading models of inflation (including the Phillips curve) for G-7 countries (Canada, France, Germany, Italy, the UK, the USA and Japan) and shows that the multivariate models that are suggested by economic theory generally do not outperform the univariate benchmark, though some of them still improve upon the univariate models. The forecasting performance of the standard or modified Phillips curve models and of other small-scale fixed coefficient specifications that exploit only domestic interdependencies is far from convincing in the majority of the G-7
countries. On the other hand, multivariate models with time-varying coefficients improve upon univariate ones, both with fixed and time-varying coefficients. Clausen and Clausen (2010) find that the Phillips curve performs badly oftentimes when analysing data from Germany, the UK and the US. Matheson (2006) assesses whether the good findings by Stock and Watson (1999) extends to open economies like Australia and New Zealand, and find that the open economy Phillips curve performs poorly relative to the naïve autoregressive benchmark.
However, when the forecasts from Phillips curves for both non-tradable and tradable sectors are combined, this highly increases the forecasting power of the Phillips curve.
Finally, this paper also relates to the literature that studies the different activity variables used for measuring the Phillips curve. Stock and Watson (1999) use various activity variables and find that a combination of forecasts in general perform better than forecasts from single models.
The general conclusion is that although Phillips curves based on the unemployment rate are useful for forecasting unemployment, they are not sufficient. Forecasting based on other measures, or a combination of forecasts can improve results. Later studies by Stock and Watson (2003) and Brave and Fisher (2004) extend the analysis to additional activity predictors and confirm the dominance of the benchmark model. Dotsey and Stark (2005) find that the decreases in capacity utilisation fail to add any forecasting power to combination forecasts. Stock and Watson (2008) argue that Phillips curve forecasts using an activity variable are better than other multivariate forecasts, but their performance is episodic. They find that large deviations of the unemployment gap are associated with good performance of Phillips curvebased forecasts. Matheson (2006) finds that for Australia and New Zealand, the diffusion index, combining a large number of indicators of real economic activity, has better forecasting performance than more conventional measures of real demand; therefore, supporting the findings by Stock and Watson (1999) . Stock and Watson (2009) also show that relevant activity variables seem to change over time, and therefore, the forecast combinations from different models tend to give better forecasts than the individual model predictions.
METHOD
This section presents the models used for forecasting inflation and the estimation methods. The paper concentrates on studying the ability of single-predictor based Phillips curve models and triangle models with a supply shock variable to forecast inflation. I compare the Phillips curve forecasting results with various univariate models based on past inflation, such as autoregressive (AR), moving average (MA) and random walk (RW) models. The selection of models follows the paper by Stock and Watson (2009) .
For a benchmark, I use various ARIMA models and the random walk model of Atkenson and Ohanian (2001) . The first of these univariate models is the autoregressive model (AR), which is computed using the following direct autoregressive model. It models inflation in terms of the lags of itself (together with a constant):
where ℎ is a constant, ℎ ( ) is a polynomial in the lag operator, and +ℎ ℎ denotes the hquarter ahead forecasting error term. The number of lags is chosen according to the Akaike information criterion (AIC) over the range of 1 to 6 six quarters.
The second model, as the naïve no change benchmark, is the Atkenson and Ohanian random walk model. Here the forecast of inflation for the next four quarters +4 4 is equal to the average rate of inflation over the previous four quarters ( 4 ). The model is defined by:
where, +4 4 is again the four-step ahead error term, for simplicity,
As argued by Atkenson and Ohanian (2001) , the random walk model is a good benchmark not because it provides the best forecasts of inflation available, but rather because any inflation forecasting model based on some hypothesized economic relationship cannot be considered a useful guide for policy if its forecasts are no more accurate than a simple atheoretical no change forecast.
The multivariate model based forecasts contain two types of Phillips curve models: singlepredictor ADL forecasts including an activity variable and triangle models. I use a wide array of real economic activity in order to test their predictive power. This procedure is primarily aimed at finding technically appropriate and significant predictors. Therefore, in these models, I regress the inflation rate, as the first difference of the inflation measure, on the activity variables and own lagged values to take into account the "stickiness" of the inflation process.
The ADL models use unemployment rate, output, capacity utilisation rate, index of industrial production index, as well as their corresponding gaps as activity variable to forecast the inflation, while the triangle model uses oil prices as supply shock variable. The Phillips curve forecasts are computed by adding a predictor to (1) to form the Autoregressive Distributed Lag (ADL) specification defined as:
Where is an activity variable such as the unemployment rate, output, capacity utilisation rate, index of industrial production index, as well as their corresponding gaps (see Appendix 1). The degrees of lag polynomials ℎ ( ) and ℎ ( ) are chosen separately using both the Akaike information criterion and the Bayes information criterion (BIC) over the range of one to four lags.
In the triangle model from Gordon (1990) , in addition to the Phillips curve relationship, inflation also depends on supply side controls. Therefore, the inflation in this version of Phillips curve model is determined by lagged inflation, the unemployment rate, and the supply shock variables : This study focuses on one-year horizon forecasts, or in other words four-period ahead forecasts
, where is the quarterly rate of inflation at the annual rate, where = 400 × ( / −1 ), with being the price index in the given quarter t. From here, the four-quarter inflation at date t is 4 = 100 × ln ( / −4 ). Consistent with the Stock and Watson (2008) study, in this paper direct forecasts are also considered; that is, the forecasts are made using a horizon-specific estimated model, where the dependent variable is the multi-period ahead value being forecasted.
For the pseudo out-of-sample forecasts, the sample is divided into an evaluation sample and a forecasting sample. The evaluation sample is used to estimate the model and the fit of the forecast is evaluated using the forecasting sample. For benchmark results, I use the rolling window strategy to estimate the model on a sample running from t − s, t − s + 1...t and then use it to produce forecasts of variables at date t + h, h > 0. Parameters are re-estimated with one more observation added to the end and one subtracted from the beginning of the estimation sample, and each time the target variable is forecast h periods ahead. Therefore, a sequence of pseudo out-of-sample forecasts is produced here for the out-of-sample period using a fixed amount of the most recent data at each point in time. The number of recent observations used in the estimation is referred to as the window size. This approach stands in contrast to the recursive or expanding window strategy, which is used in robustness analysis. In the case of the recursive model, the sample always starts with the same observation and observations are added at the end of the sample.
In this study, the period 1984-1994 was used for the initial parameter estimation. The forecast period 1984-2014 was split into the four periods. The pseudo out-of-sample exercise is performed using a rolling window scheme, with the window size equal to 10 years, and an expanding window approach with the observations always starting from 1993. In the case of the rolling estimation, the window size is essential for reliable estimations, in that it covers sufficient observations. For parameters that are stable over the entire sample, the estimates over the rolling windows will also be stable. However, if the parameters are time varying then the rolling estimates should capture these changes.
The technique used is as follows: the data is initially split into an estimation sample (10-year long series), to which the model is fitted. Next, the four-step ahead forecasts are made and the four-step ahead forecast errors can be calculated using equation 5. The estimation sample is then rolled forwards one quarter. The difference in calculations between the rolling window and the recursive techniques is the start period for the estimation: in the case of the rolling window, the start date moves one quarter ahead with every step, while in the recursive estimation method the start date always stays the same. It may be noted that the sample for calculating the forecast errors is 20 quarters (5 years, 4 quarters each), so when there are fewer than 20 observations left in the calculation, these periods are omitted from the evaluation.
Likewise, the latest year (2014Q1-Q4) was not included in the rolling window estimations, since it was used for forecast accuracy evaluation.
This exercise is repeated for the subsequent five-year long forecast evaluation samples. Stock Mean Squared Error (RMSE) for any forecast is the square root of the arithmetic average of the squared differences between the actual inflation rate and the predicted inflation rate over the period for which forecasts are constructed. The RMSE is given using:
where +ℎ | ℎ is the forecasted value of +ℎ ℎ using data through date t.
This is a common practice in applied econometrics literature to compare the forecasting performance of different forecasting models relative to some benchmark model. To make the forecast results easily comparable to the random walk benchmark, the RMSE for all forecast models are also computed relative to it. Therefore, the RMSE of the RW model is 1.00 (same as 100%). Models with relative RMSE values below 1.00 perform better than the RW benchmark, while the models with a relative RMSE above 1.00 perform worse.
In Stock and Watson (2008) , the lag lengths are chosen using the AIC and BIC. Following their methodology with the univariate autoregressive (AR) models, the lag length is chosen over a range from one to six quarters, while in multivariate models up to four lags are allowed. Model versions with a given fixed (rather than by choice of AIC) number of lags are also considered.
For Swedish data the models were fitted with different lags, and the forecasts from models estimated with only one lag were found on average to yield smaller RMSEs.
To summarize the models, the univariate models consist of rolling estimated versions of AR(AIC), AR(BIC), RW, AR(4), MA(1), and MA(1) with coefficients fixed at 0.25 and 0.65.
The MA (1) was suggested as the best ARIMA model according to the AIC, using a function that conducts a search over a possible model within the order constraints provided. Also, for the MA (1) model with fixed coefficients, the abovementioned values are proposed by Stock and Watson (2007) . The Phillips curve models include two triangle models (specification (4) with and without supply shock variables) and ADL Phillips curve models (with all the activity variables from Appendix 1 and their corresponding gaps).
DATA
Sweden is a good example of a small open economy that went through a monetary policy regime change. Inflation targeting is a monetary policy in which a central bank has an explicit target inflation rate for the medium term. Inflation between the 1970s and 1980s was high compared to the main trading partners (Berg, 1999) . This led to a devaluation of the krona to compensate for the high inflation. The economic boom of the late 1980s was followed by a depression in the early 1990s. The resulting falling asset prices and cancelled investment allowances led to a deep recession. Inflation jumped as high as 10 per cent in 1990 and then dropped to 2 per cent by 1992. The Swedish banking system experienced a deep crisis. On 15
January 1993, the Sveriges Riksbank announced that monetary policy would be conducted with a view to achieving price stability. The inflation target was set at 2 per cent, meaning the annual rise in the CPI should be 2 per cent. The abandonment of a fixed exchange rate led to a sharp depreciation in the value of the krona against other currencies, and a number of changes to indirect taxes. This led to inflationary impulses, and therefore, the Riksbank stated that the target for monetary policy would not begin to apply until 1995.
Although inflation targeting in Sweden was announced in January 1993, as Svensson (2014) notes the credibility of the inflation target was quite low in the first few years, with inflation averaging to about 4 per cent before the first half of 1995. A few years were needed for the Riksbank to learn how to conduct monetary policy under inflation targeting (Svensson, 2014) .
By 1997, the regime started working, bringing average inflation close to the 2 per cent target, though in the period 1997 -2013, average CPI inflation was around 0.6 less than the target (around 1.4%).
Forecasts of three measures of inflation are examined: headline inflation (CPI-all), underlying or core inflation (KPIX, previously CPIX 3 ), and the GDP deflator. The sample covers 1980Q1
to 2014Q4 for CPI Inflation and KPIX, 1981Q2 to 2014Q4 for the GDP deflator. The GDP deflator is a price index that measures inflation or deflation in an economy and is calculated by dividing the GDP in the current local currency by the GDP in the constant local currency. GDP deflator inflation is calculated using the annual growth rate of the GDP implicit deflator. The inflation series of these three measures are plotted in Figure 1 . As can be seen, inflation has declined in recent years, becoming more or less closely aligned to the Riksbank's stability promise. In this study seasonally adjusted quarterly data for Sweden are used. Monthly data are converted to quarterly data by taking the average of the three months.
Measures of the economic activity are unemployment rate (UR), capacity utilization rate (CU), real GDP (rGDP) and index of industrial production (IP). The details for these activity variables are given in Appendix 1.
Depending on the series, some data are given in levels, while some in growth rates or first differences. The first differences are taken because not all the variables are expected to be integrated by order 1, but rather there is going to be a mixture of stationary and non-stationary variables. In the case of the stationary series, the level of the variable is used, while in the nonstationary case the first difference is taken. This holds, for example, for the unemployment rate and capacity utilization rate. Real GDP and index of industrial production are given in growth rates.
Besides the variables presented in the data appendix, their gaps are also used to evaluate the usefulness of Philips curves. For example, the output gap (the deviation of output from its trend, Finally, authors such as Ang et al. (2007) find surveys of inflation expectations to be useful predictors. Economic theory suggests various other predictors; for example, cost variables, the growth of the money supply, the slope of term structure, etc. This set of variables is a wide one, reflecting the major theoretical explanations of inflation, as well as variables that have been found to be useful in forecasting inflation in other studies (Koop and Korobilis, 2012) .
In the Phillips curve triangle model, oil prices are taken as a supply shock indicator (given in SEK, which were converted from USD using the corresponding USDSEK exchange rates).
Altogether there are 12 univariate and 28 Phillips curve distinct models applied to three measures of inflation. This makes a total of 114 forecasting procedures.
RESULTS
In this section the forecasting performance of both univariate and Phillips curves models, as well as the effect of inflation targeting on the performance of Swedish Phillips curve are discussed. The forecasting performance of the models is compared by focusing on the forecast horizon of one year (h = 4). The pseudo out-of-sample for forecasting the performance of CPI-all inflation is summarized in Table 1 To demonstrate the forecasting ability of simple models, I initially compare it to eleven other univariate forecasts ranging from AR to MA(1). Out of all of these approaches the best inflation forecasts for Sweden for the full sample are generated by the RW model, and the other univariate models on average are not able to beat the random walk approach. There is not a single model that has unambiguously better performance than the RW model. In some cases, AR models, where lag lengths are determined using AIC, perform better than the RW. For instance in the periods 1994-1998, 2004-2008, 2009-2013 , the AR forecasts of CPI-all and KPIX have very small relative RMSEs, that do not exceed 0.79. In general, the performance of these univariate models is specific to particular series and periods. Therefore, the performance of the Phillips curve models will be evaluated against the random walk model. Table 1 presents the relative RSMEs for CPI-all for the four sub-periods. It can be seen that in the first two sub-periods none of the Phillips curve models beats the benchmark. The first period corresponds to the data under the fixed exchange rate regime: the data that was used to make the one-year ahead forecasts included series before 1994. The next period uses a combination of data from both regimes. The RMSEs range from 1.09 to 1.62, meaning that the forecasts are 9 to 62 per cent worse. This can be explained by the introduction of the inflation targeting regime, since the headline inflation only started to go towards the 2 per cent inflation target around 1997. In the third evaluation period (2004Q1-2008Q4) , most of the ADL models beat the random walk benchmark. The existing variability can be explained by volatile inflation rates caused by the recent financial crisis. During the last sub-period, the majority of the models beat the RW. Those that fail to beat it (not marked in bold) have relative RMSEs very close to unity, meaning that even though they did not succeed in beating the random walk model, they functioned almost as well. This success in predicting the inflation rate in the last period is expected, since this is a period of relatively stable inflation rates (see Figure 1) . Stock and Watson (1999) . They state that, "although the supply shock variables are statistically significant in full-sample specifications with unemployment, in a simulated out-of-sample setting their coefficients are poorly estimated for much of the sample and this produces poor out of sample forecasts." (Stock and Watson, 1999 p. 3) Their preliminary results indicated that the forecasting ability of the models that included supply shock variables is worse, on a simulated out-of-sample basis, than the corresponding models in which these variables are excluded.
In the case of KPIX, the ADL models outperform the RW benchmark for the last two subperiods: all models perform better than the naïve benchmark (see Table 2 ). Even the triangle models perform well: although they fail to beat the RW, the relative RMSEs range from 1.01 to 1.09, which shows that the models still do a good job of predicting inflation. All of the Phillip's curve forecasts (except triangle models that include oil prices) appear to be rather good. The relative RMSEs are less than that of the RW, and sometimes even by around 0.31
relative unit points, which shows that these models have 30% better forecasting power than the RW benchmark. This highlights the good predicting ability of these models for forecasting the Swedish underlying inflation at a one-year ahead horizon. This is not surprising given relatively stable and less volatile inflation rates for underlying inflation: the price index KPIX differs from the CPI in that the effects of changes in mortgage costs and the direct effects of changes in indirect taxes and subsidies are excluded.
As in the case of headline inflation, here again, when using the data under a fixed exchange rate regime to make the one-year ahead forecasts, the Phillips curves perform poorly and almost never beat the benchmark model. On the other hand, when the data is used for the predictions after the introduction of inflation targeting regime, then the Phillips curve based models outperform the naïve benchmark. In contrast to the first two periods, the results for the last two sub-periods are positive, where the best Phillips curve forecast (assessed by the lowest RMSEs) for underlying inflation in Sweden uses GDP growth, unemployment and capacity utilization gaps. For the GDP deflator inflation the results are illustrated in Table 3 The RMSEs for forecasts of GDP inflation increased from the first period (1994) (1995) (1996) (1997) (1998) to the second period (1999) (2000) (2001) (2002) (2003) and the magnitude of this increase is striking. For instance, for GDP growth it is as high as 50%. In this sense inflation has become harder to forecast. The relative performance of the Phillips curve forecasts improves slightly from the second subperiod to the third. This improvement of the Phillips curve forecasts is found for almost all the activity predictors.
The triangle models with oil prices do not perform well and show the worst results across all three inflation measures. For example, the relative RMSE for the triangle model for the period 2009-2013 is 7.03, while for KPIX it is 2.69 and for CPI-all 3.90. This is surprising, given that one of the differences between the CPI and GDP deflator is that the GDP deflator reflects the prices of all goods and services produced domestically, whereas the CPI reflects the prices of all goods and services bought by consumers. This difference is particularly important when the oil prices change: although Sweden does produce some oil, a lot is imported. As a result, oil prices form a much larger share of consumer spending than of GDP. Therefore, the GDP deflator is expected to be affected less by these price changes.
For Sweden, the GDP deflator shows higher inflation than the CPI or KPIX measures, although the GDP deflator is usually less volatile than, for example, the headline inflation. Therefore, the results in Table 3 can be explained by the unexpectedly volatile GDP deflator inflation rates. What this implies is that Phillips curves in either of the monetary regimes (fixed exchange rate and inflation targeting) are not useful for predicting Swedish GDP deflator inflation.
These findings make the performance of GDP deflator forecasts using Phillips curves disappointing, relative even to simple alternatives such the random walk benchmark; therefore, providing little evidence of the usefulness of Phillips curves for GDP deflator forecasting and leading to a negative assessment of my empirical models for the purpose of forecasting the GDP deflator inflation for Sweden. Several findings emerge from the empirical results. First of all, it is clear that there is a great time variation in the inflation process and the predictive ability using both univariate and multivariate Phillips curve models. The variability in performance is sometimes quite large.
Across a range of Phillips curve models and using different activity variables, the Swedish Phillips curve generally produces poor forecasting performance relative to a random walk benchmark over the full sample. This episodic performance is in line with the findings from Atkenson and Ohanian (2001) and Stock and Watson (2009) Comparing the forecast accuracy across evaluation samples, the RSME are the lowest for underlying inflation (KPIX) for the sub-periods 2004-2008 and 2009-2013 . Second best are the results for headline inflation (CPI-all). In examining the performance of the Phillips curve models with unemployment and other predictors, it stands out that models almost uniformly outperform the benchmark for the final two sub-periods for headline and underlying inflation.
The models with gap variables show a small advantage relative to models without gaps, although the best models often contain the unemployment gap, output gap or index of industrial production gap. When the gaps are calculated using the bandpass filter method, the results show better accuracy for KPIX and worse for CPI-all and GDP deflator. This, however, does not necessarily hold for the full sample, and there is slight variability in the findings across subperiods. Concerning the supply shocks, oil prices do not seem to be the best variables and they never feature in the best model.
As emphasized in Svensson (1994) , the main advantage of a target zone, compared to a fixed peg, is that it gives the monetary authority the ability to stabilize the exchange rate without losing all of its ability to react to domestic shocks. However, supply shocks hit the economy harder during the fixed exchange rate period than during the inflation targeting regime because the exchange rate's role as a shock absorber is more restricted in the former case. My results confirm this view: the contribution of oil prices as supply shocks to the forecasting performance of the triangle models is very low. The RMSEs of the triangle models that include oil prices is much higher than the model that does not include the supply shock variable in the model for predicting one year ahead inflation.
ROBUSTNESS RESULTS
In Stock and Watson (2008) , the lag lengths are chosen using the AIC and BIC. In the case of Swedish data, both the AIC and BIC selects too many lags for the Phillips curve models, which results in over-fitting. Although AIC beats BIC yielding smaller RMSEs on average, both information criteria fail to choose the best model. For Swedish data, the models were fitted with different lags, and the forecasts from the models estimated with only one lag were found on average to yield smaller RMSEs. Appendix 4 presents the results from the ADL models using various lags both for inflation rate and unemployment rate.
To check the robustness of the results from my forecasts, I estimate all the models both using a rolling window approach and expanding window approach. The results in the tables suggest that models estimated using the expanding window approach give better results in the case of KPIX, while in the case of CPI-all and GDP deflator, the rolling estimation method turns out to be better for forecasting the one year ahead inflation rate for Sweden. However, the pattern remains the same: the Phillips curve models have the lowest forecast accuracy relative to the random walk benchmark in the first two sub-periods and they work best in the last two subperiods.
Next, Swedish Phillips curves estimated based on data after the introduction of the inflation targeting regime improve the accuracy of inflation forecasts compared to those based on the data before the monetary policy change. In other words, for both headline and underlying inflations, the Phillips curve models work best for forecasting inflation in Sweden in the inflation targeting regime. This applies to the majority of the models ranging from the traditional Phillips curve with unemployment rate to Phillips curves using other activity variables to triangle models (with the exception of the triangle model with oil prices as a supply shock variable.) This brings the hypothesis that maybe, in addition to contributing to price stability, one additional benefit of the inflation targeting regime is better forecasts of inflation using the Phillips curve in an open economy like Sweden, which itself indirectly contributes to a better performing monetary policy.
CONCLUSIONS
In this paper I have evaluated the forecasting performance of various Swedish Phillips curve models over the period 1980 to 2014. I estimate ADL models on Swedish data using activity variables and their corresponding gaps, as well as two triangle models, one using oil prices as a supply shock variable, the other without a supply shock variable. The main results suggest model heterogeneity and varying results across sample periods and models. In general, the Phillips curve models typically improve across the random walk benchmark for both CPI-all and KPIX for the last two evaluation samples, while in the first two periods the Phillips curve Furthermore, in this study I take into account the well-documented monetary policy regime shift that occurred after the speculative attack against the Swedish krona in 1992, and the consequent switch from a target zone regime to explicit inflation targeting. The results suggest that the performance of the Phillips curve depends on whether the data used for making the predictions was under the inflation targeting regime or not. According to these findings, one may conclude that in a fixed exchange rate regime it is better to use univariate forecasting models than making multivariate forecasts, but if the central bank is explicitly targeting inflation, the Phillips curve can be useful for inflation forecasting.
The patterns, however, cannot yet be used to make definite conclusions. The first number in under column lags represents the lag number for inflation, while the second number after the comma is the lag number for the activity variable that varies across models. 
