Abstract-The problem of joint clustering and registration of images is studied in a universal setting. We define universal joint clustering and registration algorithms using multivariate information functionals. We first study the problem of registering two images using maximum mutual information and prove its asymptotic optimality. We then show the shortcomings of pairwise registration in multi-image registration, and design an asymptotically optimal algorithm based on multiinformation. Finally, we define a novel multivariate information functional to perform joint clustering and registration of images, and prove consistency of the algorithm.
I. INTRODUCTION
Suppose you have an unlabeled repository of medical images of MRI, CT, and PET scans of brain regions corresponding to different patients from different stages of the diagnostic process. You wish to sort the images into clusters corresponding to individual patients and align the images within each cluster. In this work, we address this exact problem of joint clustering and registration of images using novel multivariate information functionals.
Different digital images of the same scene can appear significantly different from each other based on the imaging device, the application of filters, and orientation of the images. Such meta-data about the digital images is often not completely available. This emphasizes the need for universality in the design of reliable clustering and registration algorithms.
The tasks of image clustering and registration have often been dealt with independently. We emphasize here that the two problems are not necessarily independent and define a universal, reliable, joint clustering and registration algorithm.
There is a rich literature on clustering and registration; we describe a non-exhaustive listing of relevant prior work.
Unsupervised clustering of objects has been studied under a wide variety of optimality and similarity criteria. The k-means algorithm and its generalization to Bregman divergences [1] are some popular distance-based methods.
In this work, we focus on information-based clustering algorithms [2] , [3] , owing to the ubiquitous nature of information functionals in universal information processing. The task of universal clustering has been studied in the communication and crowdsourcing settings in [4] and [5] , respectively.
Separate from clustering, multi-image registration has been studied extensively. Some prominent region-based registration methods include maximum likelihood (ML) [6] , minimum KL This work was supported in part by Air Force STTR Contract FA8650-16-M-1819. divergence [7] , correlation detection [8] , and maximum mutual information (MMI) [9] . Feature-based techniques such as [10] , [11] have also been explored. For a more comprehensive and detailed survey of existing techniques, see [12] .
Lower bounds on mean squared error for image registration in the presence of additive noise using Ziv-Zakai and CramerRao bounds have been explored recently [13] , [14] . The MMI decoder was originally developed in communications [15] and deterministic reasons for its effectiveness in image registration have also been studied [16] . Correctness has also been established through information-theoretic arguments [17] .
While the MMI method has been found to perform well through numerous empirical studies, concrete theoretical guarantees of optimality are still lacking. In this work, we extend the framework of universal delay estimation for memoryless sources [18] to derive universal asymptotic optimality guarantees for the MMI method under the Hamming loss. Further, we show the shortcomings of pairwise information measures in multi-image registration and define novel multivariate functionals that overcome them.
We next introduce the image and channel model, and characterize rigid-body transformations. We then prove asymptotic optimality of the MMI method for two-image registration. We then consider multi-image registration and define asymptotically optimal registration algorithms using multiinformation. Finally, we perform reliable, universal, joint clustering and registration of images using multivariate information.
Detailed proofs are omitted here for brevity and can be found in [19] .
II. MODEL
We now formulate the joint image clustering and registration problem and define the model of the images that we work with.
A. Image and Noise
Here we assume a simple image model-each image is a collection of n pixels drawn independently and identically from an unknown prior P R (·) defined on the finite set [r]. Since pixels are drawn i.i.d., we represent the original scene of an image by an n-dimensional random vector, R ∼ P ⊗n R . Consider a finite, unknown collection of scenes R = R (1) The images are noisy versions of the scenes drawn as
where
. That is, images corresponding to the same scene are jointly corrupted by a discrete memoryless channel (DMC), while images corresponding to different scenes are independent. We assumeX ∈ [r] n . The system is depicted in Fig. 1 .
B. Image Transformations
These images are subject to independent rigid-body transformations such as rotation and translation. Since images are vectors of length n, transformations are represented by permutations of [n]. Let Π be the set of all allowable transformations.
Let π j ∼ Unif(Π) be the transformation of image j. Then, the final image is X
In order to facilitate registration, we assume that we are aware of Π. Further, we assume Π forms a commutative algebra over the composition operator •. More specifically, 1) for
3) for any π ∈ Π, there exists a unique inverse π
Let the number of permutation cycles of π be κ π .
A2) The identity block of π is the maximal subset
Lemma 1: Let π be chosen uniformly at random from the set of all permutations of [n]. Then, for any c ∈ (0, 1], C,
Proof: It follows from Markov inequality and exponential bounds on multinomial coefficients as detailed in [19] . Following Lem. 1, we assume that for any π ∈ Π\{π 0 }, κ π = o (n/log(n)) and |I π | ≤ γ π n where γ π = o(1).
C. Performance Metrics Definition 2 (Correct Clustering):
A clustering of a set of images {X (1) , . . . ,
. Clusters are sets of a partition. The clustering is said to be correct if for
. Let P be the set of all partitions and P * the correct clustering. Definition 3 (Partition Ordering): A partition P is finer than P , if the following ordering holds:
Definition 5 (Universal Clustering and Registration):
A universal clustering and registration algorithm is a sequence of functions Φ (n) :
→ P × Π m that are designed in the absence of knowledge of W , {p 1 , . . . , p }, and P R . Here the index n corresponds to the number of pixels.
We use 0-1 loss to quantify algorithm performance.
Definition 6 (Error Probability):
The error probability of an algorithm Φ (n) (·) that outputsP and
Definition 7 (Asymptotic Consistency): Decoder Φ (n) is asymptotically consistent and exponentially consistent if
We use Φ to denote Φ (n) when it is clear from context.
III. REGISTRATION OF TWO IMAGES
We now restrict the problem to registering two images, i.e., m = 2, = 1. Hence, we need to register image Y to X, for an equivalent unknown DMC W as depicted in Fig. 2 .
This problem has been well-studied in practice and a popular universal heuristic is the MMI estimate:
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The MMI and ML estimates are exponentially consistent [19] .
A. Error Analysis
To compare the error exponents, we adopt an analysis similar to [18] using a type counting argument, Markov types, and Whittle's law [21] , details of which are in [19] . The error exponent of image registration is characterized by the pair of transformations that are the hardest to compare.
Define Ψ π,π as the binary hypothesis testing problem corresponding to image registration when the allowed transformations are only {π, π }. Let P π,π (Φ), E π,π (Φ) be the corresponding error probability and error exponent.
Lemma 2: If Φ is exponentially consistent, then,
Proof: The proof follows by decomposing the error probability of the M -ary hypothesis test into that of binary hypothesis tests, and using the fact that |Π| = O(n α ) [5] . Thus, it suffices to study only the binary hypothesis tests.
Proof: The proof follows by decomposing error probability into the number of first-order and conditional Markov types as in [18, Thm. 1, Lem. 1], and noting that for memoryless source and channel, MMI is the same as minimizing the joint entropy. The detailed proof is given in [19] .
Theorem 2:
Proof: Follows directly from Thm. 1 and Lem. 2. Thus, MMI is not only universal, but also asymptotically optimal. We next extend the results to multi-image registration.
IV. MULTI-IMAGE REGISTRATION
Now consider the task of registering three images. Again, let X be the source image and Y, Z be the noisy, transformed versions to be aligned, as shown in Fig. 3 .
Here, the ML estimates are 
A. MMI is not optimal
Since MMI is asymptotically optimal for two images, the natural question is if pairwise MMI is optimal. That is,
(11) Theorem 3: There exists a channel W and source distribution, for which pairwise MMI is not optimal.
Proof: The sub-optimality is observed in physically degraded channels shown in Fig. 4 , as detailed in [19] .
B. Max Multiinformation based multi-image registration
Pairwise MMI is suboptimal as it fails to consider all correlations among images. To take this into consideration, we make use of the multiinformation functional [22] .
Definition 8 (Multiinformation):
The multiinformation of random variables X 1 , . . . , X n is defined as
. , X i ). Chain rule for multiinformation is
Let us define a new multi-image registration method, which we refer to as the max multiinformation (MM) estimate, defined for the three-image case as
whereÎ M (·) is the empirical estimate of multiinformation. The MM and ML estimates are exponentially consistent [19] .
C. Error Analysis
We now compare the error exponent of MM to that of ML. Again the error exponent is characterized by the pair of transformations of Y, Z that are the hardest to differentiate. 
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Let ψ(π,π ) be the restriction of the problem to transformations byπ,π ∈ Π 2 . Let Pπ ,π (Φ), Eπ ,π (Φ) be the error probability and the error exponent.
Lemma 3: For an estimator Φ,
Proof: The proof is analogous to that of Lem. 2. Lemma 4: For Φ ∈ {Φ ML , Φ MM } and anyπ 1 ,π 2 ∈ Π 2 , with
Proof: The proof uses the fact that it is easier to differentiate three dependent variables from three mutually independent random variables than it is to differentiate from the case when one pair are dependent. The detailed proof is given in [19] .
Thus it suffices to study the error exponents of the binary hypothesis tests of the form ψ(π 0 ,π), for all π ∈ Π.
Theorem 4: Letπ ∈ Π 2 . Then,
Hence,
The proof is analogous to that of Thms. 1 and 2.
These results extend directly to any finite number of images. Hence MM is asymptotically optimal and universal.
V. JOINT CLUSTERING AND REGISTRATION
We now consider joint clustering and registration of images, i.e., estimating the partition and registering images within each cluster. Let ρ(P ) = P [P * = P ]. The Bayes optimal estimate is the maximum a posteriori (MAP) estimate Φ MAP given by
where the probability is computed by averaging over scene configurations and the corresponding channel model.
The MAP estimate however requires knowledge of W, p, ρ, and is hard to compute. Hence we focus on designing computationally efficient and exponentially consistent estimators.
A. Clustering Criterion
Unsupervised clustering requires a criterion to quantify similarity. To this end, algorithms are designed in contexts such as knowing the number of clusters, or quantifying a notion of closeness for objects of the same cluster.
Here, we know that the similarity criterion is dependence of pixel values among images of the same cluster. To deal with this, one could adopt any of the following methods. (B1) -likeness: A given source and channel model for images, X [m] , is said to satisfy -likeness criterion if
(B2) Given number of clusters: Given the number of clusters k in the set of images, we can define an exponentially consistent universal clustering algorithm. (B3) Non-exponentially consistent: If images X, Y belong to different clusters, they are independent, i.e., I(X; Y ) = 0. Hence, using a threshold γ n , decreasing with n, we can define a consistent clustering algorithm which however lacks exponential consistency such as in [5] . (B4) Hierarchical clustering: If it suffices to create the tree of similarity among images through hierarchical clustering, then we can define a consistent algorithm that determines such topological relation among images. In this work we address criteria (B1) and (B2). Condition (B1) imposes a restriction on the allowed priors and channels W and may be interpreted as the capacity. On the other hand (B2) restricts the space of partitions. The other criteria are elaborated in [19] .
B. Multivariate Information for Clustering
Since clustering is independence-based, we adopt the minimum partition information framework to cluster images [23] .
Definition 9 (Partition Information): For a set of random variables Z n , partition P of [n], the partition information is [n] , the minimum partition information is
where P is set of all partitions of [n] with at least two clusters. Definition 11 (Fundamental Partition): Let P = arg min
Fundamental partition of Z [n] is the finest partition P * ∈P. The fundamental partition of the set of registered images gives the correct clustering. We now simplify the clustering criterion for better understanding and ease of analysis. Let us define a multivariate information called cluster information to quantify intra-cluster information.
Definition 12 (Cluster Information):
Lemma 5: For any P ∈ P , and random variables X [m] ,
Proof: The result follows directly from the definitions. Corollary 1: The fundamental partition maximizes the cluster information if the minimum partition information is zero.
Pπ , for allπ =π Proof: Follows from Lem. 5 and non-negativity of I P . We now use these observations to define clustering algorithms using plug-in estimates, under criteria (B1) and (B2).
C. -like clustering
Using Cor. 1 we define -like clustering algorithm, Alg. 1. Here Finest {·} refers to the finest partition in the set.
Lemma 6: Let the source and channel satisfy (B1) for some > 0. Then, Φ C is exponentially consistent for clustering and registering.
Proof: The proof follows from the exponential consistency of the plug-in estimates and is detailed in [19] .
Further, from Lem. 5, we can define an equivalent, exponentially consistent clustering algorithm using MPI.
D. K-info clustering
Alternately, given (B2), i.e., given number of clusters K in the set of images, let P K ⊂ P be the set of all partitions consisting of K clusters. Then, much in the spirit of K-means clustering, we can define the K-info clustering estimate as 
Again, this can be extended directly to use the MPI functional. Lemma 7: Given the number of clusters K in the set, the K-info clustering estimates are exponentially consistent.
Proof: The proof again follows from exponential consistency of plug-in estimates and the exponent is defined by the -likeness constant as detailed in [19] . Asymptotic optimality of the clustering algorithms is yet to be explored and will be the major focus of future work.
VI. CONCLUSION
In this work, we study the problem of joint clustering and registration of images in a universal setting. We perform an information-theoretic analysis of the MMI method for registering images and define appropriate multivariate information functionals to perform efficient and asymptotically optimal clustering and registration of images.
The information-theoretic framework established here to study the performance of the algorithm may potentially be extended to more generic image models that incorporate interpixel correlations. Specific knowledge about image transformations could further help improve the performance of the defined algorithms.
