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Protection des algorithmes cryptographiques embarque´s
Re´sume´
Depuis la fin des anne´es 90, les cryptosyste`mes implante´s sur carte a` puce doivent faire
face a` deux grandes cate´gories d’attaques : les attaques par canaux cache´s et les attaques
par injection de fautes. Pour s’en pre´munir, des contre-mesures sont e´labore´es, puis va-
lide´es en conside´rant un mode`le d’attaquant bien de´fini. Les travaux re´alise´s dans cette
the`se se concentrent sur la protection des cryptosyste`mes syme´triques contre les attaques
par canaux cache´s. Plus pre´cise´ment, on s’inte´resse aux contre-mesures de masquage per-
mettant de se pre´munir des attaques statistiques d’ordre supe´rieur pour lesquelles un
attaquant est capable de cibler t valeurs interme´diaires. Apre`s avoir rappele´ l’analogie
entre les contre-mesures de masquage et les sche´mas de partage de secret, on pre´sente
la construction des sche´mas de partage de secret a` partir de codes line´aires, introduite
par James L. Massey en 1993. En adaptant cette construction et des outils issus du
calcul multi-parties, on propose une me´thode ge´ne´rique de contre-mesure de masquage
re´sistante aux attaques statistiques d’ordre supe´rieur. De plus, en fonction des crypto-
syste`mes a` prote´ger et donc des ope´rations a` effectuer, cette solution permet d’optimiser
le couˆt induit par les contre-mesures en se´lectionnant les codes les plus ade´quats. Dans
cette optique, on propose deux contre-mesures de masquage pour implanter le crypto-
syste`me AES. La premie`re est base´e sur une famille de code d’e´valuation proche de celle
utilise´e pour le sche´ma de partage de secret de Shamir, tandis que la seconde conside`re
la famille des codes auto-duaux et faiblement auto-duaux ayant leur matrice ge´ne´ratrice
a` coefficient sur F2 ou F4. Ces deux alternatives se re´ve`lent plus efficaces que les contre-
mesures de masquage publie´es en 2011 et base´es sur le sche´ma de partage de secret de
Shamir. De plus la seconde s’ave`re compe´titive pour t=1 compare´e aux solutions usuelles.
Mots cle´s : attaques par canaux cache´s, sche´mas de partage de secret, codes line´aires.

Cryptographic Protection in Embedded Systems
Abstract
Since the late 90s, the implementation of cryptosystems on smart card faces two kinds
of attacks : side-channel attacks and fault injection attacks. Countermeasures are then
developed and validated by considering a well-defined attacker model. This thesis focuses
on the protection of symmetric cryptosystems against side-channel attacks. Specifically,
we are interested in masking countermeasures in order to tackle high-order attacks for
which an attacker is capable of targeting t intermediate values. After recalling the ana-
logy between masking countermeasures and secret sharing schemes, the construction of
secret sharing schemes from linear codes introduced by James L. Massey in 1993 is pre-
sented. By adapting this construction together with tools from the field of Multi-Party
Computation, we propose a generic masking countermeasure resistant to high-order at-
tacks. Furthermore, depending on the cryptosystem to protect, this solution optimizes
the cost of the countermeasure by selecting the most appropriate code. In this context,
we propose two countermeasures to implement the AES cryptosystem. The first is based
on a family of evaluation codes similar to the Reed Solomon code used in the secret sha-
ring scheme of Shamir. The second considers the family of self-dual and self-orthogonal
codes generated by a matrix defined over GF(2) or GF(4). These two alternatives are
more effective than masking countermeasures from 2011 based on Shamir’s secret sharing
scheme. Moreover, for t=1, the second solution is competitive with usual solutions.
Keywords : side-channel attacks, secret sharing schemes, linear codes.
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1Introduction
En cryptographie moderne, la se´curite´ d’un algorithme cryptographique est e´tudie´e
dans un mode`le d’attaquant bien de´fini. Par exemple pour e´tablir la se´curite´ d’un crypto-
syste`me syme´trique, on peut conside´rer le mode`le dit classique qui suppose un attaquant
capable d’obtenir un certain nombre de couples (message,chiffre´). Son but consiste alors a`
de´terminer la cle´ de chiffrement (ou encore a` chiffrer/de´chiffrer un message autre que ceux
de sa connaissance). Si ce dernier ne parvient pas a` ses fins par une me´thode plus efficace
qu’une recherche exhaustive sur la cle´ de chiffrement entie`re, la se´curite´ du cryptosyste`me
est alors e´tablie.
Toutefois, ce mode`le n’est pas suffisant pour garantir la se´curite´ des cryptosyste`mes
implante´s sur des syste`mes embarque´s. Un exemple concret est l’implantation des algo-
rithmes cryptographiques sur carte a` puce. Par leurs usages quotidiens dans des contextes
tre`s varie´s, tels que le secteur bancaire, la sante´, le transport ou encore la te´le´phonie, on
oublierait presque que ce micro-processeur re´pond a` des fonctions ne´cessitant un haut ni-
veau de se´curite´ re´alise´es a` l’aide de cryptosyste`mes. Notamment, ces derniers permettent
de stocker des donne´es confidentielles telles que des cle´s de chiffrement, de s’authentifier,
d’assurer l’inte´grite´ des donne´es e´change´es...
Cependant, du fait de leurs usages, les cartes a` puce s’exposent a` diverses menaces et sont
des cibles privile´gie´es des attaques. En effet, de`s la fin des anne´es 90, les cryptosyste`mes
suppose´s suˆrs dans le mode`le classique se sont re´ve´le´s vulne´rables face a` deux grandes
cate´gories d’attaques lorsque ces derniers sont implante´s sur carte a` puce. La premie`re
cate´gorie regroupe les attaques dites par injection de fautes qui consistent a` engendrer une
fuite d’information sensible en perturbant l’exe´cution d’un algorithme cryptographique.
Ce type d’attaques fut initialement introduit sur carte a` puce en 1996 a` l’encontre de
l’implantation CRT de la signature RSA, par Dan Boneh, Richard A. DeMillo et Richard
J. Lipton, trois chercheurs du laboratoire Bellcore. Puis, peu de temps plus tard, Eli Bi-
ham et Adi Shamir propose`rent d’utiliser des perturbations pour cibler les algorithmes
syme´triques. La seconde cate´gorie d’attaques re´unit quant a` elle les attaques dites par
canaux cache´s qui furent introduites par les premie`res publications de Paul Kocher en
1996. Ce type d’attaques conside`re un adversaire capable d’obtenir des couples (mes-
sage, chiffre´), mais e´galement d’observer des fuites physiques e´mises durant l’exe´cution
d’un cryptosyste`me. Par exemple, l’observation du temps de calcul de l’algorithme ou
encore de la consommation d’e´nergie e´mise lors de son exe´cution, sont des fuites phy-
2siques pouvant de´pendre des valeurs manipule´es, et donc elles apportent de l’information
sur les cle´s secre`tes utilise´es. Depuis leur introduction, ces deux cate´gories d’attaques ont
un impact tre`s important sur l’industrie de la carte a` puce qui doit garantir la se´curite´
de ses produits tout en restant efficace en termes de temps d’exe´cution et de consom-
mation me´moire. C’est pourquoi la communaute´ industrielle, mais aussi la communaute´
acade´mique s’investissent pour e´laborer des solutions pour se pre´munir de ces attaques
qui ne cessent d’e´voluer et de se complexifier.
Dans cette the`se, on s’inte´resse aux attaques par canaux cache´s, et en particulier aux
attaques statistiques par analyse de courant (cf. chapitre 1). Ce type d’attaque consiste a`
effectuer une recherche exhaustive sur une petite partie d’une cle´ secre`te fixe en validant
la bonne hypothe`se a` l’aide d’un traitement statistique. Ce dernier permet de corre´ler
les consommations d’un point de fuite mesure´es lors de plusieurs exe´cutions avec les
valeurs manipule´es associe´es. Afin de rendre pertinent ce traitement statistique, le micro-
processeur est ge´ne´ralement mode´lise´ par le mode`le de fuite lie´ au poids de Hamming ou
bien par celui lie´ a` la distance de Hamming.
Comme introduit par Paul Kocher, Joshua Jaffe et Benjamin Jun a` la fin des anne´es 90,
puis formalise´ par Thomas S. Messerges en 2000, les attaques statistiques se ge´ne´ralisent
en un groupe d’attaques qui suscite encore beaucoup d’inte´reˆt de nos jours, a` savoir
les attaques statistiques d’ordre supe´rieur, aussi appele´es les attaques d’ordre t (cf. cha-
pitre 2). Ce groupe d’attaques suppose un attaquant capable d’observer t points de fuite
durant chaque exe´cution. Pour se pre´munir de telles attaques, des contre-mesures sont
alors e´labore´es reque´rant des preuves de se´curite´ pour garantir leur re´sistance. Dans la
litte´rature, ces dernie`res sont ge´ne´ralement mene´es dans le mode`le de fuite lie´ au poids
de Hamming. Cependant, on peut noter qu’en pratique un de´veloppeur devant implanter
un cryptosyste`me de manie`re se´curise´e sur un composant dont le mode`le de fuite est lie´
a` la distance de Hamming, peut se demander si une contre-mesure suppose´e suˆre dans
le mode`le de fuite lie´ au poids de Hamming reste valide ou non. Pour re´pondre a` cette
question, on pre´sente, a` la fin du chapitre 2, des exemples pour lesquels porter une contre-
mesure d’un mode`le a` un autre alte`re la preuve de se´curite´. En particulier, ces re´sultats
ont fait l’objet d’une publication a` Cosade 2012 [CGP 12b].
De nos jours, la principale solution pour assurer la re´sistance des cryptosyste`mes face
aux attaques d’ordre t est la contre-mesure de masquage a` l’ordre t   1. Cette dernie`re
consiste a` partager chaque donne´e sensible en au moins t   1 parts, de sorte qu’aucune
information sensible ne puisse eˆtre de´duite lors de l’observation de t donne´es manipule´es
durant l’exe´cution d’un algorithme. Depuis l’introduction des attaques par canaux cache´s,
la contre-mesure de masquage a` l’ordre t 1 la plus couramment e´tudie´e dans la litte´rature
est le masquage boole´en. Par exemple, on peut citer la publication de 2013 de Jean-
Se´bastien Coron, Emmanuel Prouff, Matthieu Rivain et Thomas Roche. De plus, une
autre alternative fut re´cemment propose´e inde´pendamment par Louis Goubin et Ange
Martinelli, et Emmanuel Prouff et Thomas Roche en 2011, il s’agit du masquage dit de
Shamir (base´ sur l’utilisation du sche´ma de partage de secret de Shamir). L’avantage de
3telles contre-mesures est que les ope´rations dites line´aires, comme l’addition entre deux
donne´es sensibles sur les parts associe´es ou encore la multiplication d’une donne´e sen-
sible par un scalaire sur les parts associe´es s’effectuent inde´pendamment sur chacune des
parts. De telles ope´rations peuvent donc eˆtre facilement implante´es de manie`re re´sistante
aux attaques d’ordre t. Cependant, pour les ope´rations dites non line´aires telles que les
multiplications entre deux donne´es sensibles sur les parts associe´es, des me´thodes plus
complexes doivent eˆtre e´labore´es afin d’assurer le niveau de se´curite´ attendu. C’est no-
tamment une des proble´matiques qui se pose pour l’implantation de la transformation
SubBytes du chiffrement AES lorsque cette dernie`re est effectue´e comme une exponen-
tiation modulaire reque´rant des proce´dures d’e´le´vations au carre´ et de multiplications.
Pour re´pondre a` cette proble´matique, de nombreuses publications sur ce sujet ont e´te´
publie´es. De plus, on peut remarquer que la plupart des solutions propose´es s’inspirent
des me´thodes de´ja` bien connues dans le contexte du calcul multi-parties. C’est d’ailleurs
le cas de la solution propose´e pour implanter une multiplication entre deux donne´es sen-
sibles utilisant le masquage de Shamir. Cette dernie`re est une adaptation de la proce´dure
de´crite pour le sche´ma de partage de secret de Shamir propose´e inde´pendamment par
M. Ben-Or et al. et D. Chaum et al. en 1988. Pour tirer profit des solutions propose´es
dans ce contexte, le chapitre 2 pre´sente l’analogie souvent implicite entre la notion de
contre-mesure de masquage et la notion de sche´ma de partage de secret de´crite dans le
contexte du calcul multi-parties. Partant de cette mise au point, il devient alors e´vident
que les re´sultats bien connus dans ce contexte peuvent eˆtre adapte´s pour mettre en place
de nouvelles contre-mesures de masquage et e´tablir des me´thodes de calculs se´curise´es
dans le contexte des attaques par canaux cache´s.
Dans cette continuite´, l’objectif poursuivi dans cette the`se est la construction de nou-
velles contre-mesures de masquage. Dans ce but, le chapitre 3 rappelle une construction de
sche´ma de partage de secret a` partir d’un code line´aire, tre`s peu connue dans le contexte
des attaques par canaux cache´s. Cette construction, introduite par Massey en 1993, relie
les proprie´te´s d’un sche´ma a` ceux d’un code line´aire. Ainsi les proce´dures e´tudie´es pour les
sche´mas de partage de secret peuvent eˆtre de´crites en termes de codes line´aires. De plus
les proprie´te´s inhe´rentes a` certains codes permettent de construire des sche´mas de partage
de secret ade´quates en fonction des ope´rations a` effectuer. En particulier, les travaux de
Ronald Cramer et al., dans les anne´es 2000, ge´ne´ralisent en termes de codes line´aires la
proce´dure de multiplication, de´crite pour le sche´ma de partage secret de Shamir en 1988.
De plus, ils ont de´termine´ les proprie´te´s ne´cessaires sur les codes line´aires pour que cette
dernie`re soit applicable.
D’apre`s l’analogie entre les contre-mesures de masquage et les sche´mas de partage de
secret dans le contexte du calcul multi-parties, on propose alors de conside´rer la construc-
tion de Massey dans le contexte des attaques par canaux cache´s, afin de de´finir une
me´thode ge´ne´rique pour construire des contre-mesures de masquage a` l’ordre t 1. A` titre
d’exemple, cette dernie`re permet de de´finir le masquage boole´en et celui de Shamir, en
conside´rant respectivement le code de parite´ et le code de Reed-Solomon qui ont tous
4deux la particularite´ d’eˆtre des codes MDS. De plus, avec une telle construction, on peut
envisager de de´terminer des contre-mesures de masquage les plus approprie´es en fonction
des ope´rations a` effectuer. Dans ce sens, on rappelle les proprie´te´s inhe´rentes de cette
construction dont certaines e´taient jusqu’a` pre´sent diffuses. De plus, on de´crit diffe´rentes
ope´rations de manie`re re´sistante aux attaques d’ordre t. En particulier, on montre que
la proce´dure de multiplication ge´ne´ralise´e par Ronald Cramer et al. en termes de codes
line´aires peut eˆtre ame´liore´e dans notre contexte.
Pour illustrer l’inte´reˆt de cette construction de contre-mesure de masquage, on s’inte´res-
se dans le chapitre 4 a` l’implantation du chiffrement AES de manie`re re´sistante aux
attaques d’ordre t. Jusqu’a` pre´sent, seules les contre-mesures de masquage construites a`
partir de codes MDS sont e´tudie´es en pratique, car elles s’ave`rent ade´quats pour implanter
les transformations line´aires des algorithmes avec un minimum de parts. Cependant l’uti-
lisation de tels codes est-elle toujours la plus pertinente pour implanter la transformation
SubBytes ? Dans cette optique, on propose deux contre-mesures de masquage construites
a` partir de codes line´aires non MDS, mais ayant des proprie´te´s particulie`res. Comme l’im-
plantation de la transformation SubBytes peut eˆtre effectue´e a` l’aide de proce´dures de
multiplication, la premie`re contre-mesure que l’on propose est construite a` partir d’un
code d’e´valuation proche de celui du code de Reed-Solomon pour lequel la proce´dure de
multiplication est applicable. De plus, pour minimiser le couˆt de cette dernie`re, on pro-
pose de partager chaque donne´e sensible de´finies sur F28 , en t   2 parts de´finies sur F24 .
La seconde contre-mesure que l’on propose conside`re quant a` elle une famille de codes
pour laquelle la proce´dure de multiplication est e´galement applicable, mais de plus que
les e´le´vations au carre´ ou a` la puissance 4 puissent eˆtre effectue´es comme des ope´rations
line´aires. Pour ce faire, on choisit de construire notre contre-mesure de masquage a` partir
de la famille des codes auto-duaux et faiblement auto-duaux ayant leur matrice ge´ne´ratrice
a` coefficient sur F2 ou F4. Cette seconde contre-mesure, ainsi que le chapitre 3 ont fait
l’objet d’une publication a` IMA CC 2013 [CRZ13]. Par ailleurs, on peut noter que les
deux solutions que l’on propose pour implanter l’AES sont toutes les deux plus efficaces
que la solution re´cemment publie´e, base´e sur le masquage de Shamir. De plus la seconde
contre-mesure s’ave`re quant a` elle compe´titive compare´e aux solutions propose´es dans la
litte´rature pour t  1.
La structure de la the`se est la suivante : le chapitre 1 de´crit les principales attaques
par canaux cache´s conside´re´es dans le monde de l’embarque´ ainsi que les principales
contre-mesures pour s’en pre´munir. Le chapitre 2 pre´sente en de´tail le fonctionnement
des attaques statistiques d’ordre supe´rieur puis explicite le lien implicite entre les contre-
mesures de masquage et les sche´mas de partage de secret. De plus, on insiste sur le choix
du mode`le de fuite choisi pour mettre en place une contre-mesure. Ensuite, le chapitre 3
formalise la construction des sche´mas de partage de secret line´aires a` partir des re´sultats
de la the´orie des codes dans le contexte des attaques par canaux cache´s. De plus, dans
le but d’implanter des cryptosyste`mes re´sistants aux attaques d’ordre t, on analyse les
5proprie´te´s des codes ne´cessaires pour implanter certaines ope´rations dans le contexte des
attaques par canaux cache´s. En particulier, on propose une ame´lioration de la proce´dure
de multiplication. Enfin, on sugge`re, dans le chapitre 4, l’application de deux contre-
mesures de masquage d’ordre t   1 construits a` partir de code non MDS pour implanter
un chiffrement AES re´sistant aux attaques d’ordre t.
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7Chapitre 1
Attaques par canaux cache´s dans le
monde de la carte a` puce
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1.1 Introduction
C’est en 1974, par les brevets fondateurs de Roland Moreno, qu’officiellement la carte a`
puce fut invente´e. Ses premie`res utilisations en France remontent aux te´le´cartes propose´es
comme alternative au paiement en monnaie dans les cabines te´le´phoniques publiques, su-
jettes au vandalisme. La fonctionnalite´ de ces premie`res cartes consistait simplement a`
8de´cre´menter le nombre d’unite´s restantes, ou` chaque unite´ repre´sentait un certain temps
de communication. Depuis, par le de´veloppement du domaine du semi-conducteur et par
l’essor de la cryptographie dans le domaine public depuis les anne´es 1970, les cartes
a` puce ont beaucoup e´volue´. Elles fonctionnent aujourd’hui comme de ve´ritables micro-
ordinateurs tre`s facilement transportables permettant d’effectuer des fonctions ne´cessitant
un haut niveau de se´curite´. Notamment, elles permettent de stocker des donne´es confiden-
tielles telles que des cle´s de chiffrement, de s’authentifier, d’assurer l’inte´grite´ des donne´es
e´change´es...
Pour ces raisons, les cartes a` puce occupent un roˆle omnipre´sent dans notre vie quoti-
dienne. On les retrouve dans le secteur bancaire, par l’utilisation des cartes de cre´dit et
des porte-monnaie e´lectroniques ; dans le secteur de la te´le´phonie mobile, par l’utilisation
des cartes SIM ; dans le secteur de la sante´, par l’utilisation des cartes vitale...
Assure´ment, les fonctions de haute se´curite´ requises par les diverses applications des cartes
a` puce, font appel a` des cryptosyste`mes syme´triques et asyme´triques, mais aussi a` l’exploi-
tation de fonctions de hachage [FIP07]. Par exemple, le cryptosyste`me DES [FIP77, FIP99]
et son successeur l’AES [FIP01] sont utilise´s pour chiffrer et ve´rifier l’inte´grite´ des MAC
(Messaging Authentification Code). L’algorithme RSA [RSA78] est par exemple utilise´
par les cartes bancaires lors de la ve´rification du PIN chiffre´, et ceux base´s sur l’uti-
lisation des courbes elliptiques tels que l’ECDSA [ANS05] sont utilise´s dans les passe-
ports e´lectroniques. Pour plus d’information sur ces cryptosyste`mes, les ouvrages suivants
peuvent eˆtre consulte´s [Sti95, MvOV97].
Cependant les imple´mentations de ces cryptosyste`mes sur carte a` puce ont duˆ eˆtre
adapte´es afin de prendre en compte les inconve´nients lie´s a` ce dispositif embarque´. En
particulier, une carte a` puce dispose d’un espace me´moire limite´ et d’une puissance de
calcul re´duite, ce qui demande des optimisations d’imple´mentation. De plus, tre`s vite la
plupart des algorithmes cryptographiques embarque´s suppose´s suˆrs dans le mode`le d’at-
taque a` message et chiffre´ choisis, se sont re´ve´le´s vulne´rables a` une famille d’attaques tre`s
particulie`re : les attaques par canaux cache´s. Ces attaques tirent profit des fuites d’in-
formations produites lors de l’exe´cution d’un algorithme, comme par exemple, le temps
d’exe´cution, la consommation e´lectrique ou encore le rayonnement e´lectromagne´tique
e´mis. Ce type d’attaques est probablement utilise´ depuis tre`s longtemps par les services de
renseignement de nombreux pays, cependant, ce n’est qu’a` partir de 1996 que les attaques
par canaux cache´s furent applique´es sur des dispositifs embarque´s tels que la carte a` puce
[Koc96]. En effet, l’article de Paul Kocher [Koc96] re´ve´la l’efficacite´ de l’exploitation du
temps d’exe´cution pour retrouver les cle´s secre`tes de nombreux cryptosyste`mes. Cette
premie`re publication fut suivie deux ans plus tard d’un rapport technique de´crivant cette
fois les attaques par analyse de consommation e´lectrique [KJJ98, KJJ99]. Par la suite, des
attaques similaires furent de´crites en conside´rant le rayonnement e´lectromagne´tique au
lieu de l’analyse de consommation e´lectrique [GMO01, QS01]. Depuis leur introduction,
cette famille d’attaques suscite un grand inte´reˆt a` la fois dans la communaute´ acade´mique
et la communaute´ industrielle. En particulier, ce type d’attaques a un impact tre`s impor-
9tant sur l’industrie de la carte a` puce, qui doit garantir la se´curite´ des cryptosyste`mes
embarque´s. Pour y parvenir, de nombreuses solutions, appele´es contre-mesures sont pro-
pose´es et e´tudie´es par les deux communaute´s.
Dans la suite, apre`s avoir de´crit ce qu’est une carte a` puce, on pre´sente les trois prin-
cipaux groupes d’attaques par canaux cache´s, a` savoir les attaques temporelles, les at-
taques simples par analyse de courant (ou par analyse du rayonnement e´lectromagne´tique)
et les attaques statistiques par analyse de courant (ou par analyse du rayonnement
e´lectromagne´tique). Puis, on pre´sente les principales contre-mesures mises en place de
nos jours pour assurer la se´curite´ des cartes a` puces en pratique.
1.2 Description d’une carte a` puce
Une carte a` puce est une carte en plastique PVC dans laquelle est inse´re´e un composant
e´lectronique. Le format de la carte et la position de son composant sont de´finis de manie`re
tre`s pre´cise selon la norme ISO/IEC 7810 [ISO03]. Le composant e´lectronique dont la sur-
face ne doit pas exce´der 25mm2 est principalement compose´ d’un micro-processeur de 8,
16 ou 32 bits, d’un ou plusieurs crypto-processeurs permettant d’effectuer certains calculs
cryptographiques (DES, AES, multiplications modulaires...), d’un ge´ne´rateur de nombres
ale´atoires, de de´tecteurs de se´curite´ destine´s a` de´tecter des conditions anormales de fonc-
tionnement et de diffe´rents types de me´moire : RAM, ROM, EEPROM, Flash. La me´moire
RAM est utilise´e pour le fonctionnement du processeur, la me´moire ROM est quant a` elle
utilise´e pour stocker le syste`me d’exploitation et les diverses applications, enfin l’EE-
PROM et la me´moire Flash 1 sont des me´moires de stockage permettant de contenir les
donne´es spe´cifiques du possesseur de la carte. La table 1.1 explicite les caracte´ristiques
courantes des diffe´rentes me´moires sur carte a` puce. On peut noter que l’espace me´moire
d’une carte a` puce est tre`s limite´ par rapport celui d’un ordinateur.
RAM ROM EEPROM Flash
1 a` 32 Ko 16 a` 512 Ko 2 a` 400 Ko 96 a` 1 Mo
Table 1.1 – Taille courante des diffe´rentes me´moires sur carte a` puce
Deux types de communication existent afin que la carte puisse communiquer avec le
monde exte´rieur : la communication avec contact et la communication sans contact.
Dans le cas de la communication avec contact, la carte a` puce posse`de huit contacts visibles
sur la pie`ce me´tallique dore´e de la carte a` puce, (cf. figure 1.1). Les caracte´ristiques lie´es
1. La Flash peut aussi contenir le syste`me d’exploitation.
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a` ces contacts sont de´crites dans les normes [ISO98, ISO99, ISO97]. En particulier, ces
huit contacts ont un roˆle bien de´fini :
– Le contact VCC correspond a` la tension d’alimentation (5, 3 ou 1,8 volts) de la
carte fournie par le lecteur.
– Le contact RST correspond a` la commande de remise a` ze´ro de la carte.
– Le contact CLK correspond a` l’horloge fournie a` la carte par le lecteur.
– Le contact GND correspond au potentiel de re´fe´rence (masse) de la carte.
– Le contact SWP permet de communiquer comme son nom l’indique en SWP (acro-
nyme anglais pour Single Wire Protocol).
– Le contact I/O correspond aux entre´es et sorties de donne´es entre la carte et le
monde exte´rieur.
– La de´nomination RFU signifie Reserved for Future Use. De nos jours, ces deux
contacts servent a` la communication en USB.
Figure 1.1 – Les contacts d’une carte a` puce
La communication sans contact est quant a` elle e´tablie par une antenne inte´gre´e dans la
carte plastique utilisant la technologie RFID (Radio Frequency Identification).
1.3 Attaque temporelle
Une attaque temporelle, connue sous le nom de Timing Attack en anglais, exploite
les diffe´rences de temps d’exe´cution de certains calculs cryptographiques afin d’en de´duire
des informations secre`tes. En effet, certaines optimisations d’imple´mentation entraˆınent
des sauts conditionnels qui de´pendent des donne´es traite´es. Par exemple, conside´rons la
ve´rification de code PIN donne´e par l’algorithme 1.
Algorithme 1 Ve´rification de code PIN
Entre´es: Soient TestPIN[.] un tableau de 4 digits a` tester et CorrectPIN[.] un tableau contenant
le code PIN correct
Sortie: PIN valide ou invalide
1. Pour i  0 a` 3
2. Si (TestPINris  CorrectPINrisq alors Retourner PIN invalide
3. Retourner PIN valide
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A` partir de cette imple´mentation, un attaquant peut de´terminer si le premier chiffre
teste´ est correct ou non en mesurant le temps d’exe´cution de l’algorithme. Effectivement,
lorsque le premier chiffre est correct, le second chiffre est ensuite ve´rifie´, alors que lorsqu’il
est incorrect, le re´sultat ! PIN invalide " est directement retourne´. Le temps de re´ponse
lorsque le premier chiffre est correct est donc plus long que lorsqu’il est incorrect. En ap-
pliquant le meˆme raisonnement sur les autres chiffres, on peut alors en de´duire la bonne
valeur du PIN.
Un autre exemple classique est celui publie´ par Paul Kocher dans [Koc96] en 1996 a`
l’encontre des cryptosyste`mes asyme´triques implante´s a` partir d’une simple exponentia-
tion modulaire. Plus pre´cise´ment, conside´rons une imple´mentation de la signature RSA
utilisant l’exponentiation modulaire de´crite par l’algorithme 2. Dans cet algorithme, la
boucle d’ite´ration requiert plus ou moins d’ope´rations en fonction de l’exposant prive´
manipule´. En effet, si le bit de l’exposant manipule´ vaut 0, seule l’e´le´vation au carre´ sera
effectue´e, alors que si le bit vaut 1, une ope´ration supple´mentaire est effectue´e. Ainsi,
le meˆme principe s’applique sur la signature RSA car le temps d’exe´cution de´pend du
nombre de bits a` 1 de l’exposant.
Algorithme 2 Exponentiation modulaire utilisant la me´thode Square & Multiply
Entre´es: Soient m un message, d  p1, ds2, . . . , d0q2 un exposant prive´ repre´sente´ sous forme
binaire et N un module public
Sortie: md mod N
1. r Ð m
2. Pour i  s 2 a` 0
3. r Ð r2 mod N
4. Si di  1 alors r Ð mr mod N
5. Retourner r
Depuis l’attaque initiale de Paul Kocher [Koc96], seules quelques autres publications
sur ce sujet sont parues, comme par exemple [HH98, DKL 00]. La raison principale est que
les attaques temporelles s’ave`rent souvent assez facile a` contrer par une imple´mentation
logicielle sur carte a` puce s’exe´cutant en temps constant (cf. sous-section 1.6.1). Cependant
il a e´te´ souligne´ que ces attaques devaient eˆtre conside´re´es se´rieusement, car certains
me´canismes d’optimisation induits par les processeurs modernes tels que la me´moire cache
[Pag02, TSS 03] ou encore par les branches de pre´diction [AcKKS07] favoriseraient ce
type d’attaque.
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1.4 Attaque simple par analyse de courant (ou par
analyse du rayonnement e´lectromagne´tique)
Suite a` l’attaque temporelle de´crite dans [Koc96], une autre attaque par canaux cache´s
appele´e attaque simple par analyse de courant, (SPA : Simple Power Analysis en
anglais) a e´te´ mise en e´vidence par Paul Kocher, Joshua Jaffe et Benjamin Jun dans
[KJJ98, KJJ99]. Il a ensuite e´te´ montre´ que l’analyse du rayonnement e´lectromagne´tique
e´mis par le composant peut e´galement eˆtre exploite´e pour monter des attaques similaires
[GMO01, QS01]. Lorsque le rayonnement e´lectromagne´tique est exploite´ au lieu de la
consommation de courant, l’attaque est alors de´signe´e par SEMA pour Simple Electro-
Magnetic Analysis.
Depuis les premie`res publications sur les attaques SPA et SEMA, celles-ci ont e´te´ conside´-
rablement exploite´es pour attaquer de nombreux algorithmes cryptographiques a` la fois
syme´triques et asyme´triques. Par exemple pour les algorithmes syme´triques tels que le
DES et son successeur l’AES, ce sont essentiellement les transformations de diversifica-
tion de cle´ qui ont e´te´ attaque´es [BS99, Man02]. Pour les algorithmes asyme´triques, les
cibles vise´es par ces attaques sont principalement l’exponentiation modulaire, notamment
dans le cas de la signature RSA [MDS99b] ainsi que la multiplication scalaire des courbes
elliptiques [Osw02].
Dans la suite, on pre´sente le principe ge´ne´ral d’une attaque simple par analyse de
courant. Il est a` noter qu’une attaque par analyse e´lectromagne´tique se de´roule de fac¸on
similaire, seule la me´thode de mesure de la fuite diffe`re.
1.4.1 Principe ge´ne´ral
Une attaque simple par analyse de courant permet d’extraire de l’information de´pen-
dant d’une donne´e secre`te, en observant la consommation de courant produite lors d’une
seule exe´cution de l’algorithme cible´. Pour mener une telle attaque, l’attaquant doit dispo-
ser d’une carte a` puce place´e dans un lecteur de carte, d’un ordinateur, d’un oscilloscope
et d’une sonde pour mesurer la consommation de courant. Dans un premier temps, l’ordi-
nateur envoie une commande au lecteur de carte, par exemple l’exe´cution d’un chiffrement
d’un message donne´, qui est ensuite exe´cute´e par la carte a` puce. En paralle`le, l’oscillo-
scope affiche la consommation de courant obtenue via une sonde mesurant la diffe´rence
de tension au borne d’une re´sistance place´e sur la sortie VCC de la carte a` puce.
Remarque 1.4.1. Pour mener une attaque SEMA, la sonde est place´e au plus pre`s
du composant de la carte. Ce type de mesure permet d’observer une partie pre´cise du
composant, tel que le crypto-processeur, a` la diffe´rence de l’analyse de consommation
e´lectrique qui refle`te l’activite´ globale de la puce.
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Une fois la mesure de consommation effectue´e, elle peut directement eˆtre interpre´te´e.
En supposant que la consommation d’un micro-processeur refle`te l’activite´ interne du com-
posant, son analyse peut permettre de de´terminer soit un e´ve´nement particulier (comme
une suite d’instructions), soit une valeur manipule´e. Plus pre´cise´ment, on pre´sente dans la
sous-section suivante la manie`re de tirer profit de ces deux types d’observation lorsqu’ils
de´pendent d’une donne´e secre`te.
1.4.2 Interpre´tation des fuites observe´es
1.4.2.1 Observation d’un e´ve´nement
Lorsqu’une suite d’instructions particulie`res est exe´cute´e en fonction de la valeur d’une
cle´ secre`te, l’observation de tels e´ve´nements permet alors de retrouver cette valeur. Par
exemple, l’observation illustre´e par la figure 1.2 correspond a` une mesure du rayonne-
ment e´lectromagne´tique e´mis durant l’exe´cution de la signature RSA implante´e avec la
me´thode Square & Multiply (Alg. 2). Cette me´thode d’exponentiation effectue a` chaque
Figure 1.2 – Rayonnement e´lectromagne´tique e´mis durant l’exe´cution d’une exponentia-
tion modulaire utilisant la me´thode Square & Multiply (Alg. 2)
tour de boucle une e´le´vation au carre´ et une multiplication seulement si la valeur du
bit de l’exposant prive´ vaut 1. Un attaquant est donc capable de retrouver chacun des
bits de l’exposant prive´ en de´terminant lors de chaque tour de la boucle, si un motif
supple´mentaire est effectue´ ou non.
1.4.2.2 Observation d’une valeur
Afin de pouvoir de´terminer la valeur d’une cle´ secre`te manipule´e lors de l’exe´cution
d’un algorithme cryptographique, les fuites d’information e´mises par le composant doivent
eˆtre caracte´rise´es par un mode`le de fuite aussi pertinent que possible. Ge´ne´ralement
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dans l’environnement de la carte a` puce, la consommation du composant est suppose´e pro-
portionnelle au poids de Hamming des octets manipule´s (cf. sous-section 1.5.1.1). Pour
retrouver le poids de Hamming d’un octet de la valeur d’une cle´ secre`te manipule´e, l’atta-
quant se constitue dans un premier temps une bibliothe`que de mesures de consommation
suivant les 9 valeurs de poids possibles. Ensuite, il exe´cute l’algorithme a` attaquer et
re´cupe`re la mesure de consommation observe´e lors de la manipulation de la cle´ secre`te.
En comparant cette mesure de consommation avec celles de sa bibliothe`que, il pourra
alors en de´duire la valeur du poids de Hamming de chaque octet secret.
Remarque 1.4.2. Par la suite, l’exploitation de la de´pendance d’une mesure en fonction
des donne´es manipule´es a conduit a` la classe d’attaques appele´e en anglais Template
Attacks [CRR02, RO04, APSQ06].
1.5 Attaque statistique par analyse de courant (ou
par analyse du rayonnement e´lectromagne´tique)
L’analyse de la consommation de courant (ou du rayonnement e´lectromagne´tique) peut
aussi eˆtre exploite´e par les attaques dites statistiques. A` la diffe´rence d’une attaque simple,
une telle attaque ne´cessite l’observation de fuites d’informations mesure´es lors de plusieurs
exe´cutions utilisant la meˆme cle´ secre`te. Dans ce cas, l’attaque consiste a` effectuer une
recherche exhaustive sur un sous-ensemble de l bits de cette cle´ fixe (typiquement l  1
ou l  8) a` l’aide d’un traitement statistique. Plus pre´cise´ment, le fonctionnement ge´ne´ral
d’une attaque statistique par analyse de courant est pre´sente´ en sous-section 1.5.1, puis
afin d’illustrer la mise en pratique de ce type d’attaque, deux exemples sont de´crits en
sous-section 1.5.2.
Remarque 1.5.1. Les attaques statistiques par analyse du rayonnement e´lectromagne´tique
peuvent eˆtre mene´es de fac¸on similaire aux attaques par analyse de courant.
Notation 1.5.2. Pour plus de clarte´, on notera dans la suite en lettre majuscule (par
exemple : X, Z, . . .) les variables uniforme´ment distribue´es sur un ensemble donne´ et en
lettre minuscule (par exemple : x, z, . . .) les valeurs prises par ces variables.
1.5.1 Principe ge´ne´ral
Une attaque statistique requiert les meˆmes dispositifs que lors d’une attaque simple, a`
savoir une carte a` puce place´e dans un lecteur de carte, un ordinateur, un oscilloscope et
une sonde (cf. sous-section 1.4.1). Notons k, l bits fixes d’une cle´ secre`te a` retrouver lors
de chaque exe´cution d’un algorithme prenant en entre´e un message. L’attaque consiste
dans un premier temps a` identifier une variable sensible Xk (manipule´e par l’algorithme).
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De´finition 1.5.3 (Variable sensible). Une variable est dite sensible si elle de´pend de
k, un petit nombre l de bits d’une cle´ secre`te fixe, et d’une variable M uniforme´ment
distribue´e sur un ensemble fini de messages :
Xk  fpM,k
q , (1.1)
ou` la fonction f est appele´e fonction de se´lection.
Une fois la variable Xk cible´e, l’ordinateur envoie une commande au lecteur de carte
de sorte que la carte a` puce exe´cute n ¡ 1 fois l’algorithme avec la meˆme cle´ secre`te et avec
des messages mi connus de l’attaquant, pour i  1, . . . , n. En paralle`le, l’attaquant mesure
la consommation de courant produite lors de chacune de ces exe´cutions. Plus pre´cise´ment,
a` chaque exe´cution i de l’algorithme prenant en entre´e mi, il re´cupe`re une courbe de points
repre´sentant la consommation de courant mesure´e en fonction d’un intervalle de temps
τ  tt0, . . . , tT1u :
Li  tLipt0q, . . . ,LiptT1qu , (1.2)
avec Liptq P ω pour tout i  1, . . . , n et pour tout t P τ , ou` ω est un ensemble discret
quelconque.
Pour retrouver les l bits de sous-cle´ k, l’attaquant suppose que pour tout i  1, . . . , n,
il existe un meˆme point t P τ pour lequel la consommation mesure´e Liptq de´pend de la
valeur xi,k  fpmi, k
q. De plus, il fait les hypothe`ses suivantes en fonction des l bits
possibles de sous-cle´ k :
– Si k  k, alors les ensembles tLiptquni1 et txi,k  fpmi, kquni1 sont inde´pendants,
– Si k  k, alors les ensembles tLiptquni1 et txi,k  fpmi, kquni1 sont corre´le´s.
Pour mettre en e´vidence de telles hypothe`ses, l’attaquant de´termine pour chaque l bits
possibles de sous-cle´ k, les valeurs pouvant eˆtre prises par la relation (1.1) sachant les
messages mi pour i  1, . . . , n. Pour chaque l bits possibles k, il calcule les ensembles
suivants :
txi,k  fpmi, kqu
n
i1 . (1.3)
Ensuite, il mode´lise la consommation de la carte (cf. sous-section 1.5.1.1) afin de de´terminer
pour chaque hypothe`se de sous-cle´ k, l’ensemble des consommations the´oriques tyi,ku
n
i1
de´pendant de l’ensemble txi,ku
n
i1. Enfin, il compare l’ensemble des consommations me-
sure´es tLiptquni1 avec chacun des ensembles de consommations the´oriques tyi,kuni1, pour
tout k, via l’application de traitements statistiques. L’attaquant pourra alors en de´duire
la bonne valeur de sous-cle´ k  k, en distinguant la de´pendance maximale parmi les n
comparaisons effectue´es. En pratique, les deux traitements statistiques les plus utilise´s
sont :
– la diffe´rence des moyennes,
– le coefficient de corre´lation line´aire de Pearson.
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Ces deux traitements statistiques sont pre´sente´s dans la sous-section 1.5.1.2.
Jusqu’a` pre´sent, on a suppose´ l’existence d’un instant pre´cis t P τ de l’algorithme pour
lequel la consommation Liptq de´pend de la valeur xi,k , pour tout i  1, . . . , n. Cependant,
en pratique, cet instant n’est pas connu au pre´alable. Le traitement statistique est alors
applique´ en chacun des points de l’intervalle de temps τ . Une attaque statistique requiert
alors d’appliquer 2l fois le traitement statistique conside´re´ pour chacun des points de τ .
Cet intervalle de´pend du re´glage de l’oscilloscope, mais aussi de la possibilite´ d’encadrer
plus ou moins pre´cise´ment l’instant t ou` la variable Xk est manipule´e. En pratique τ varie
de plusieurs milliers de points a` des dizaines de milliers. De plus, le nombre de courbes
ne´cessaires pour re´ussir une attaque (i.e., n) de´pend de plusieurs parame`tres, notamment,
du mode`le de consommation du composant attaque´ ainsi que du bruit des mesures. Le
nombre de courbes utilise´es pour tenter de re´ussir une attaque varie de plusieurs centaines
de courbes a` 10.000.000. Au-dela`, il est courant de conside´rer l’attaque statistique comme
ayant e´choue´. Un compromis entre le parame`tre n et l’intervalle τ est alors a` de´terminer
au de´but de l’attaque afin de la rendre re´alisable en un temps donne´.
1.5.1.1 Mode`les de fuite
De nos jours, la plupart des circuits inte´gre´s sont base´s sur la technologie CMOS (Com-
plementary Metal Oxide Semiconductor, en anglais). Un tel micro-processeur est mode´lise´
par une machine d’e´tat dont la consommation de´pend du nombre de bits qui bascule d’un
e´tat a` l’autre entre deux coups d’horloge [CJRR99b]. Par exemple, conside´rons X P F2l
une variable qui va eˆtre stocke´e a` un instant t dans un registre (note´e sous forme binaire
par : px0, . . . , xl1q2), et R P F2l l’e´tat de re´fe´rence qui correspond au pre´ce´dent contenu de
ce registre (note´ sous forme binaire par : pr0, . . . , rl1q2). Notons a01 (resp. a10) la quantite´
de courant ne´cessaire pour faire basculer un bit de l’e´tat 0 a` l’e´tat 1 (resp. de 1 vers 0).
La consommation apre`s l’e´criture de X dans le registre (a` un instant t) peut alors eˆtre
mode´lise´e par la relation suivante [BK02] :
l1¸
i0
a01  p1 xiq  ri  
l1¸
i0
a10  p1 riq  xi  B , (1.4)
ou` la variable B est un bruit de moyenne µ repre´sentant la consommation du reste du
circuit.
Lorsque les quantite´s a01 et a10 sont constantes et e´gales a` une meˆme valeur a, alors le
mode`le de consommation de´crit par la relation (1.4) peut eˆtre simplifie´ par le mode`le lie´
a` la distance de Hamming comme propose´ dans [BCO03, BCO04].
De´finition 1.5.4 (Mode`le lie´ a` la distance Hamming). La consommation apre`s l’e´criture
de X dans un registre (a` un instant t) mode´lise´e par le mode`le lie´ a` la distance de Hamming
17
est de´finie par la relation suivante :
a distpX,Rq  B , (1.5)
ou` R est l’e´tat de re´fe´rence du registre et dist est la distance de Hamming de´finie par :
distpX,Rq  cardpti : i P t0, . . . , l  1u, xi  riuq . (1.6)
De plus, si on conside`re que l’e´tat de re´fe´rence R est toujours e´gal a` ze´ro, le mode`le
de consommation se simplifie par le mode`le lie´ au poids de Hamming de la variable
manipule´e [KJJ99, MDS99a].
De´finition 1.5.5 (Mode`le lie´ au poids de Hamming). La consommation apre`s l’e´criture
de X dans un registre (a` un instant t) mode´lise´e par le mode`le lie´ au poids de Hamming
est de´finie par la relation suivante :
a wHpXq  B , (1.7)
ou` wHpXq est la fonction poids de Hamming de´finie par :
wHpXq  cardpti : i P t0, . . . , l  1u, xi  0uq . (1.8)
Remarque 1.5.6. Plusieurs e´tudes ont de´montre´ la validite´ des mode`les lie´s a` la distance
de Hamming et au poids de Hamming en pratique, comme par exemple [MOP07, PSQ07].
Pour caracte´riser le mode`le de consommation de la carte a` attaquer, une solution consiste
a` re´cupe´rer la courbe de consommation de courant produite lors de l’exe´cution d’une boucle
d’instructions manipulant des valeurs ale´atoires connues, puis a` comparer cette mesure
avec les valeurs manipule´es.
1.5.1.2 Me´thodes statistiques
Dans cette sous-section, on pre´sente deux des traitements statistiques les plus utilise´s
en pratique pour effectuer une attaque statistique par analyse de courant, a` savoir la
diffe´rence des moyennes et le coefficient de corre´lation line´aire de Pearson. En particu-
lier, lorsque l’attaque statistique utilise la diffe´rence des moyennes (resp. le coefficient de
corre´lation de Pearson), l’attaque est alors appele´e DPA : acronyme anglais pour Diffe-
rentiel Power Analysis (resp. CPA : acronyme anglais pour Correlation Power Analysis).
Un comparatif de ces deux me´thodes a e´te´ mene´ par Re´gis Be´van dans son me´moire de
the`se [Be´v04]. En ge´ne´ral, le coefficient de corre´lation line´aire donne de meilleurs re´sultats
que la me´thode utilisant la diffe´rence des moyennes. Notamment, le nombre de courbes
de mesures n ne´cessaires pour re´ussir l’attaque est moindre pour la CPA. Ceci s’explique
par le fait que le traitement statistique utilise´ pour les CPA est un outil plus fin prenant
en compte des moments d’ordre 2, contrairement a` la DPA se limitant a` l’analyse des
moments d’ordre 1.
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Diffe´rence des moyennes
La diffe´rence des moyennes est le premier traitement statistique a` avoir e´te´ propose´
pour effectuer une attaque statique par analyse de courant [KJJ98, KJJ99]. Initialement,
cette me´thode permettait de retrouver la cle´ secre`te bit par bit. Puis, peu de temps plus
tard, la DPA s’est ge´ne´ralise´e afin de retrouver la cle´ secre`te l bits par l bits, avec l ¥ 1
[Mes00a, MDS02].
Pre´sentons cet outil statistique ciblant un octet de sous-cle´. D’apre`s la remarque 1.5.6,
supposons la consommation de la carte lie´e au poids de Hamming des variables mani-
pule´es. Avec les meˆmes notations que pre´ce´demment, le traitement consiste, pour tous les
octets de sous-cle´ possibles k, a` se´parer l’ensemble des courbes de consommation mesure´es
tLiuni1, en deux groupes de´finis par :
G0,k  tLi | wHpxi,kq ¤ 4 : i  1, . . . , nu
G1,k  tLi | wHpxi,kq ¡ 4 : i  1, . . . , nu (1.9)
L’attaquant de´termine ensuite, pour tout k, la diffe´rence des moyennes entre chacun des
deux groupes, en chacun des points j P τ :
∆kpjq 
°
LiPG0,k Lipjq
cardpG0,kq

°
LiPG1,k Lipjq
cardpG1,kq
. (1.10)
D’apre`s le mode`le de fuite conside´re´ (cf. de´finition 1.5.5), supposons a` l’instant t ou` la
variable Xk est manipule´e, la consommation de courant mode´lise´e par une variable Y
de´finie par :
Y  a wHpXkq  B , (1.11)
avec a une constante non nulle, et B un bruit de moyenne µ. D’apre`s cette hypothe`se,
l’attaquant peut alors supposer que pour tout k, la diffe´rence des moyennes ∆kptq calcule´e
se rapproche de la diffe´rence entre l’espe´rance de Y sachant wHpXkq ¤ 4 et l’espe´rance de
Y sachant wHpXkq ¡ 4. Deux cas de figure se pre´sentent alors :
– Lorsque k  k, l’espe´rance de Y sachant wHpXkq ¤ 4 vaut
512a
163
  µ , tandis que
l’espe´rance de Y sachant wHpXkq ¡ 4 vaut
512a
93
  µ . Par conse´quent, la diffe´rence
des moyennes ∆kptq, lorsque k  k
, s’approche d’une constante non nulle (i.e., de
131072a
15129
 8, 66a).
– Lorsque k  k, les variables Y et Xk sont inde´pendantes, et donc l’espe´rance de
Y sachant wHpXkq ¤ 4 et celle de Y sachant wHpXkq ¡ 4 sont toutes deux e´gales a`
l’espe´rance de Y . Dans ce cas, la diffe´rence des moyennes ∆kpjq, pour tout j P τ et
pour tout k  k se rapproche de 0.
Parmi les 256 octets de sous-cle´ possibles k, l’attaquant pourra alors en de´duire la bonne
hypothe`se k  k en de´terminant l’octet k pour lequel la courbe de corre´lation t∆kpjq :
j P τu posse`de un point maximal en valeur absolue (i.e., le plus proche de 131072a
15129
). Par
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ailleurs, ce point permet d’identifier l’instant pre´cis t P τ ou` les valeurs txi,ku
n
i1 sont
manipule´es.
On peut noter que par cette me´thode, l’influence du bruit est suppose´e ne pas interve-
nir. Cependant, en pratique, les diffe´rences des moyennes calcule´es peuvent eˆtre fortement
influence´es par les moyennes du bruit calcule´es, si ces dernie`res sont non ne´gligeables. Ceci
pourra avoir comme effet de rendre la courbe de corre´lation associe´e a` la bonne hypothe`se
de cle´ indistinguable parmi les autres courbes.
Coefficient de corre´lation line´aire de Pearson
Le coefficient de corre´lation de Pearson est un outil statistique qui permet de quantifier
la de´pendance line´aire entre deux variables X et Y . Ce coefficient est une normalisation
de la covariance par le produit des e´carts-types des variables :
ρX,Y 
cov pX, Y q
σXσY
. (1.12)
On peut noter que lorsque les deux variables X et Y sont inde´pendantes, alors ρX,Y  0.
Lorsque l’on conside`re Y  aX   b, avec a et b deux constantes non nulles, alors la
corre´lation ρX,Y est e´gale au signe de a. En effet, on obtient :
ρX,Y 
cov pX, aX   bq
σXσaX b

a covpX,Xq
|a|σXσX

a varpXq
|a|varpXq
 signpaq . (1.13)
De plus, lorsque l’on conside`re Y  aX   B, avec a une constante non nulle et B une
variable ale´atoire inde´pendante de X, on a :
covpX, Y q  a covpX,X  Bq  a pErXpX  Bqs  ErXsErX  Bsq
 a pErX2s   ErXBs  ErXs2  ErXsErBsq
 a covpX,Xq  a varpXq
(1.14)
et
varY  varaX B  ErpaX  Bq
2s  EraX  Bs2
 Era2X2  B2   2aXBs  EraXs2  ErBs2  2EraXsErBs
 a2pErX2s  ErXs2q   pErB2s  ErBs2q
 a2 varpXq   varpBq .
(1.15)
Dans ce cas, la corre´lation ρX,Y devient alors :
ρX,Y 
a var pXqa
var pXq
a
a2varpXq   varpBq
 signpaq
a
var pXqb
varpXq   varpBq
a2
. (1.16)
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Lorsque le coefficient de corre´lation de Pearson est applique´ sur des e´chantillons de meˆme
taille : txiu
n
i1 et tyiu
n
i1, on parle alors du coefficient de corre´lation de Pearson empirique,
qui est alors de´fini par :
pρptxiuni1, tyiuni1q  n°ni1 xiyi  p°ni1 xiq p°ni1 yiqb
n
°n
i1 x
2
i  p
°n
i1 xiq
2
b
n
°n
i1 y
2
i  p
°n
i1 yiq
2
. (1.17)
Plus ce coefficient de corre´lation est proche de 1 (en valeur absolue), plus la relation de
de´pendance entre txiu
n
i1 et tyiu
n
i1 est forte.
Le coefficient de corre´lation de Pearson empirique est donc un outil bien adapte´
pour retrouver la bonne hypothe`se de sous-cle´ k [dBLW02, BCO04, Man04]. En ef-
fet, lorsque le mode`le de fuite de la carte est suppose´ lie´ au poids de Hamming, chaque
consommation mesure´e tLiu, pour i  1, . . . , n, est suppose´e e´gale a` a  wHpxi,kq   B
(cf. sous-section 1.5.1.1). Dans ce cas, pour tout l-uplet de bits de sous-cle´ possible k,
l’attaquant applique le coefficient empirique de Pearson entre l’ensemble des valeurs
pre´dites tyi,ku
n
i1  twHpxi,kqu
n
i1 et l’ensemble des consommations mesure´es tLiuni1
( a  wHpxi,kq   B). L’attaquant de´termine alors pour tout k et en chacun des points
j P τ , pρptyi,kuni1, tLipjquni1q . (1.18)
L’attaquant obtient ainsi pour chacune des hypothe`ses de sous-cle´s possibles k, une courbe
de corre´lation : tpρptyi,kuni1, tLipjquni1q : j P τu. A` partir de la relation (1.16), on peut
voir que plus la variance du bruit B est proche de ze´ro, plus le coefficient empirique
associe´ a` l’ensemble txi,ku
n
i1 se rapproche de signpaq. Pour les autres hypothe`ses de
sous-cle´ k  k, les ensembles compare´s par le coefficient empirique e´tant statistiquement
inde´pendants, chacun des points des courbes de corre´lation associe´es se rapprochent donc
de ze´ro. Parmi les courbes de corre´lation calcule´es, l’attaquant pourra alors en de´duire
la bonne hypothe`se k  k en de´terminant la valeur de k pour laquelle la courbe de
corre´lation associe´e posse`de un point maximal en valeur absolue (i.e., le plus proche
de 1).
1.5.2 Exemples
Dans cette sous-section, on pre´sente deux exemples d’attaques statistiques par analyse
de courant utilisant le coefficient de corre´lation line´aire de Pearson empirique : l’un ciblant
un chiffrement AES-128 et l’autre ciblant une signature RSA.
1.5.2.1 Cas d’un chiffrement AES
Pour retrouver le premier octet de la cle´ de chiffrement, l’attaquant peut, par exemple,
identifier comme variable sensible le premier octet issu de la transformation SubBytes au
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premier tour du chiffrement AES :
Xk  SboxpM   k
q, (1.19)
ou` la variable M et k repre´sentent respectivement le premier octet du message utilise´
lors d’un chiffrement et le premier octet de la cle´ secre`te.
Avec les meˆmes notations que pre´ce´demment, l’attaquant effectue alors n chiffrements
avec des messages inde´pendants de sorte qu’il puisse re´cupe´rer les couples (mi,Li), pour
i  1, . . . , n. D’apre`s la remarque 1.5.6, l’attaquant peut conside´rer le mode`le de fuite de
consommation lie´ au poids de Hamming. Dans ce cas, il pre´dit, pour chaque hypothe`se de
sous-cle´ k, l’ensemble tyi,ku
n
i1  twHpxi,kqu
n
i1 qui correspond a` l’ensemble des quantite´s
ayant une corre´lation affine avec la consommation a` l’instant t ou` les valeurs hypothe´tiques
txi,ku
n
i1 sont manipule´es. Enfin, il applique le coefficient empirique de Pearson entre l’en-
semble des courbes de consommation mesure´es tLiuni1 et l’ensemble tyi,kuni1, pour tout k,
et en chacun des points j P τ . Il obtient alors 256 courbes de corre´lations, comme illustre´
par la figure 1.3 qui indique le coefficient de corre´lation calcule´ en fonction du temps (en
µs) pour chaque hypothe`se de sous-cle´. Il pourra en de´duire la bonne hypothe`se de sous-cle´
L’ordonne´e indique le coefficient de corre´lation calcule´ suivant l’hypothe`se de sous-cle´
conside´re´e en fonction du temps en µs donne´ en abscisse. La courbe rouge correspond a`
la courbe de corre´lation associe´ a` la bonne hypothe`se de sous-cle´, tandis que les 255 autres
courbes bleues correspondent aux 255 courbes de corre´lation associe´es aux mauvaises hy-
pothe`ses de sous-cle´s.
Figure 1.3 – Re´sultat d’une CPA mene´e en pratique sur une carte a` puce
k, en de´terminant la courbe de corre´lation qui admet un point de corre´lation maximal. En
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particulier, sur la figure 1.3, le point de corre´lation entre 2000µs et 2500µs appartenant
a` la courbe explicite´e en rouge, permet a` l’attaquant d’en de´duire la bonne hypothe`se de
sous-cle´. De plus, sur cet exemple, il a fallu environ 3000 courbes (i.e., prendre n ¥ 3000)
afin de rendre ce point de corre´lation distinguable.
1.5.2.2 Cas d’une signature RSA
A` pre´sent, conside´rons un attaquant ciblant un bit de l’exposant prive´ d utilise´ lors de
n signatures RSA avec des messages pmi mod Nq inde´pendants. Notons la repre´sentation
binaire de d par p1, ds2, . . . , d0q2 et supposons l’exponentiation modulaire implante´e en
utilisant la me´thode Montgomery Ladder (Alg. 4). Pour retrouver le bit ds2, l’attaque
consiste dans un premier temps a` identifier les variables M j mod N pouvant eˆtre mani-
pule´es en fonction de la valeur prise par le bit ds2. D’apre`s la table 1.2, on peut constater
que :
– la variable M2 mod N est manipule´e seulement lorsque ds2  0,
– la variable M7 mod N est manipule´e seulement lorsque ds2  1.
p1, ds2, ds3q valeurs manipule´es modulo N :
(1,0,0) m3, m2, m5, m4, m9, . . .
(1,0,1) m3, m2, m5, m6 , m11, . . .
(1,1,0) m3, m4, m7, m6 , m13, . . .
(1,1,1) m3, m4, m7, m8 , m15, . . .
Table 1.2 – Valeurs manipule´es en fonction des valeurs de bits p1, ds2, ds3q lors d’une ex-
ponentiation modulaire (md mod N) utilisant la me´thode Montgomery Ladder (Alg. 4),
ou` d  p1, ds2, . . . , d0q
Par conse´quent, l’attaquant peut choisir les variables sensibles suivantes :"
X0  M
2 mod N
X1  M
7 mod N
(1.20)
Une fois les couples (message mi, courbe de consommation Li) re´cupe´re´s, pour i 
1, . . . , n, en supposant le mode`le de fuite lie´ au poids de Hamming, l’attaquant pre´dit
les valeurs pouvant eˆtre prises par les variables :"
Y0  wH
 pM2 mod Nq
Y1  wH
 pM7 mod Nq
(1.21)
23
ou` wH
 pZq correspond au poids de Hamming de l’octet de poids fort de chacune des
valeurs prise par la variable Z. Ensuite en comparant l’ensemble des courbes de consom-
mation obtenu lors de l’exe´cution des signatures RSA (i.e., tLiuni1), avec les valeurs prises
par variables Y0 et Y1, la valeur du bit ds2 pourra eˆtre de´duite :
– si une corre´lation apparaˆıt pour le traitement statistique entre tLiuni1 et twH pm2i
mod Nquni1, alors ds2  0,
– si une corre´lation apparaˆıt pour le traitement statistique entre tLiuni1 et twH pm7i
mod Nquni1, alors ds2  1.
Le reste des bits de d peuvent alors eˆtre retrouve´ en appliquant le meˆme traitement sa-
chant les valeurs de´ja` de´duites.
1.6 Contre-mesures classiques
Suite aux premie`res publications des attaques par canaux cache´s, des solutions ont
duˆ eˆtre mises en place pour prote´ger les cryptosyste`mes embarque´s sur carte a` puce.
De nos jours, trois principales cate´gories de contre-mesures sont couramment utilise´es, a`
savoir les contre-mesures de´crivant des me´thodes d’imple´mentations e´quilibre´es, les contre-
mesures de´gradant les fuites d’information utiles les rendant ainsi plus difficile a` exploiter
et celles appliquant un masquage sur les variables sensibles. Ces diffe´rentes cate´gories de
contre-mesures peuvent eˆtre applique´es en paralle`le afin de rendre difficile, voire impossible
l’ensemble des attaques par canaux cache´s de´crites pre´ce´demment. Dans les sous-sections
suivantes, on de´crit plus pre´cise´ment chacune d’entre elles.
1.6.1 Imple´mentation e´quilibre´e
Les me´thodes d’imple´mentations e´quilibre´es sont spe´cifiques pour prote´ger les crypto-
syste`mes a` la fois des attaques temporelles (cf. sous-section 1.3) et des attaques simples (cf.
sous-section 1.4). Cette contre-mesure assure que chaque exe´cution s’effectue avec exac-
tement le meˆme comportement quelles que soient les variables manipule´es. Elle consiste
par exemple a` modifier les tests conditionnels en rajoutant des ope´rations factices [JY02,
CMCJ04].
En particulier, dans le cadre de la signature RSA, cette contre-mesure consiste a` effec-
tuer les meˆmes ope´rations quelle que soit la valeur du bit de l’exposant d. Deux me´thodes
efficaces pour y parvenir sont les me´thodes : Square & Multiply Always [CFG 11] et Mont-
gomery Ladder [JY02]. La me´thode Square & Multiply Always (note´e dans la suite S&M
Always) consiste a` effectuer une multiplication quelle que soit la valeur du bit d (Alg. 3).
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Algorithme 3 Exponentiation modulaire utilisant la me´thode S&M Always [CFG 11]
Entre´es: Soient m un message, d  p1, ds2, . . . , d0q2 un exposant prive´ et N un module public
Sortie: md mod N
1. r0 Ð m
2. Pour i  s 2 a` 0
3. r0 Ð r
2
0 mod N
4. r1 Ð mr0 mod N
5. r0 Ð rdi
6. Retourner r0
La me´thode Montgomery Ladder consiste quant a` elle a` utiliser l’exponentiation de
Montgomery [Mon87]. Pour obtenir le re´sultat de l’exponentiation md mod N , une mul-
tiplication suivie d’une e´le´vation au carre´ est effectue´e a` chaque tour de boucle. En parti-
culier, a` la fin de l’exe´cution, le couple pmd mod N,md 1 mod Nq est obtenu (Alg. 4).
Algorithme 4 Exponentiation modulaire utilisant la me´thode Montgomery Ladder [JY02]
Entre´es: Soient m un message, d  p1, ds2, . . . , d0q2 un exposant prive´ et N un module public
Sortie: md mod N
1. r0 Ð m
2. r1 Ð m
2 mod N
3. Pour i  s 2 a` 0
4. rd¯i Ð r0r1 mod N
5. rdi Ð r
2
di
mod N
6. Retourner r0
Ces deux me´thodes d’exponentiation sont e´galement couramment utilise´es pour effec-
tuer des multiplications scalaires dans le cadre des cryptosyste`mes base´s sur les courbes
elliptiques. Dans ce cas, les multiplications et les e´le´vations au carre´ sont alors rem-
place´es par les ope´rations d’addition et de doublement de´finies sur les courbes elliptiques
[Cor99, JY02].
1.6.2 De´gradation des fuites d’information
Les contre-mesures qui tentent de de´grader les fuites d’information pouvant eˆtre ex-
ploite´es par l’attaquant, s’ave`rent pertinentes pour rendre l’ensemble des attaques par
canaux cache´s plus difficile a` mettre en place. Pour ce faire, les principales techniques
utilise´es sont pre´sente´es ci-apre`s.
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La de´-synchronisation du processus permet d’interfe´rer sur chaque exe´cution d’un
algorithme de sorte que d’une exe´cution a` une autre, les instructions du programme soient
de´place´es ale´atoirement dans le temps. Par conse´quent, d’une exe´cution a` une autre, un
meˆme e´ve´nement ne s’effectuera alors pas au meˆme instant t, ce qui aura pour effet de
ne pas faire apparaˆıtre de point de corre´lation lors d’une attaque statistique (cf. sec-
tion 1.5). Ce type de contre-mesure peut par exemple eˆtre effectue´ en inse´rant du code
factice comme des boucles d’attente a` des instants ale´atoires [TB07, CK09], en ajoutant
des cycles d’horloge permettant d’interrompre l’exe´cution du code a` des instants ale´atoires
ou encore en modifiant ale´atoirement la fre´quence de l’horloge du composant [CCD00].
Ce type de contre-mesure est assez efficace, notamment contre les attaques statistiques.
Cependant, en effectuant une phase tre`s de´licate de re-synchronisation sur les courbes
de consommation mesure´es, des e´ve´nements peuvent eˆtre re´aligne´s et ainsi permettre la
re´ussite de telles attaques.
La contre-mesure appele´e shuﬄing en anglais, consiste a` cacher l’exe´cution de l’al-
gorithme a` prote´ger parmi plusieurs exe´cutions effectue´es avec des donne´es factices
[RPD09, VCMKS12, CH12]. L’ordre des exe´cutions est ale´atoire de sorte que l’attaquant
ne puisse pas pre´dire le moment de la ! vraie " exe´cution retournant le re´sultat final
attendu. Par conse´quent, les exe´cutions factices jouent un roˆle de bruit ayant pour but
de rendre les attaques statistiques plus difficiles a` exploiter. Le nombre d’exe´cutions fac-
tices doit eˆtre de´termine´ en fonction de la re´sistance du composant utilise´, mais aussi
en fonction du temps ne´cessaire a` effectuer une exe´cution. Un compromis doit alors eˆtre
de´termine´ pour pouvoir appliquer cette contre-mesure efficacement tout en restant per-
formant en termes de temps d’exe´cution.
Certaines contre-mesures consistent a` brouiller la consommation e´lectrique du
composant en rendant les fuites d’information floues et impre´cises [Sha00]. Par exemple,
un circuit filtrant peut eˆtre mis en place lors de la fabrication du composant. Il s’agit
de condensateurs place´s sur des lignes d’alimentation de la carte a` puce ayant pour effet
de lisser les variations de consommation de courant du composant. Un second exemple
courant permettant e´galement de brouiller la consommation e´lectrique du composant, est
l’ajout de bruit qui s’effectue en activant diverses sources de consommation du composant
comme le crypto-processeur. Il est a` noter que ce type de contre-mesure peut parfois eˆtre
contourne´ en moyennant les courbes de consommation mesure´es ou en observant le rayon-
nement e´lectromagne´tique au lieu de la consommation e´lectrique [GMO01, AARR02].
La technologie duale, appele´e precharged dual-rail logic en anglais, rend la consom-
mation la plus inde´pendante possible des donne´es manipule´es par une conception e´quilibre´e
au niveau des portes logiques [SMBY04, PM05, BGLT06]. Cette contre-mesure consiste
a` doubler tous les bus du composant de sorte que lorsque l’un prend une valeur, le se-
cond prend sa valeur comple´mente´e. Par conse´quent, si la consommation produite par
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chaque paire de bus est parfaitement e´quilibre´e, on s’attend a` ce que la consomma-
tion soit constante. Cependant, en pratique, des petites variations de consommation
peuvent eˆtre observe´es [CZ06]. Notamment, en observant les fuites e´mises par rayon-
nement e´lectromagne´tique, des de´se´quilibres peuvent eˆtre plus ou moins distingue´s en
fonction de la position de la sonde de mesure (cf. remarque 1.4.1).
1.6.3 Masquage des donne´es
Comme de´crit dans la sous-section 1.5, la re´ussite d’une attaque statistique repose sur
plusieurs hypothe`ses. En particulier, l’attaquant doit pouvoir pre´dire les valeurs prises
par une variable sensible en distinguant une de´pendance entre l’un des ensembles des
valeurs possibles et les courbes de consommation mesure´es (avec les meˆmes notations
que pre´ce´demment : entre tyi,ku
n
i1 et tLiuni1). Par conse´quent, une solution pour faire
e´chouer ce type d’attaque, consiste a` rendre chacune des valeurs pouvant eˆtre pre´dites
par l’attaquant inde´pendante de la consommation e´mise lors de l’exe´cution de l’algo-
rithme. Une solution couramment utilise´e pour prote´ger les cryptosyste`mes syme´triques
et asyme´triques est le masquage. Cette contre-mesure consiste principalement a` appliquer
a` chaque variable sensible, une variable ale´atoire, appele´e masque avant l’exe´cution de
l’algorithme. Ainsi tout le long de l’exe´cution chaque variable sensible Z de l’algorithme
est substitue´e par une variable dite masque´e. Assure´ment, a` la fin de l’exe´cution de l’al-
gorithme se´curise´, les variables masque´es doivent eˆtre de´masque´es de sorte que le re´sultat
final retourne´ soit celui attendu [CJRR99b, GP99].
1.6.3.1 Cas des cryptosyste`mes asyme´triques
Dans le cas des cryptosyste`mes asyme´triques, chaque variable sensible est masque´e
en lui additionnant une variable ale´atoire de sorte que la re´duction modulaire de cette
dernie`re par le module retourne la variable de´masque´e. Par exemple, la signature RSA,
S Md mod N , peut eˆtre effectue´e de manie`re masque´e en calculant :
pM  R1Nq
d R2ϕpNq mod R3N , (1.22)
ou` R1, R2 et R3 sont des variables ale´atoires.
Pour retourner le re´sultat final attendu, il suffit de re´duire la signature masque´e modulo
N [MDS99b, CM04, AFV07]. Masquer a` la fois le message et l’exposant prive´ permet
de pre´munir la signature des attaques statistiques, notamment de celle pre´sente´e dans la
sous-section 1.5.2.2. De plus, le masquage permet de re´sister a` certaines attaques SPA
[Nov02, OT04].
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1.6.3.2 Cas des cryptosyste`mes syme´triques
Dans le cas des cryptosyste`mes syme´triques, le masquage dit boole´en est le principal
applique´. Ce masquage consiste principalement a` additionner initialement chaque secret
par une variable ale´atoire de meˆme taille. Par exemple, dans le cas du chiffrement AES,
chaque octet k de cle´ de tour, est remplace´ par
k R , (1.23)
ou` R est une variable uniforme´ment distribue´e sur F256.
Par construction, les valeurs de la variable masque´e pk Rq sont alors inde´pendantes d’une
exe´cution a` une autre. Ainsi durant toute l’exe´cution de l’algorithme, en manipulant la
variable masque´e pk   Rq (au lieu de k) et en propageant le masque inde´pendamment,
aucune valeur interme´diaire ne peut eˆtre pre´dite par l’attaquant. Ce type de masquage
est particulie`rement bien adapte´ lors de l’exe´cution de transformations line´aires. En ef-
fet, dans ce cas, la propagation du masque consiste simplement a` le mettre a` jour en lui
appliquant les transformations. Cependant, lorsqu’une transformation non line´aire est re-
quise, notamment la transformation SubBytes, la propagation du masque est plus de´licate.
Par exemple, pre´sentons la solution de´crite dans [PR08] que l’on conside´rera en-
suite dans le chapitre 2. Cette solution consiste a` utiliser une table pre´-calcule´e de sorte
que la nouvelle transformation SubBytes sur une variable masque´e X   R, retourne le
re´sultat SubBytespXq   S, avec S un nouveau masque uniforme´ment distribue´ sur F256.
L’imple´mentation de cette solution est donne´e par l’algorithme 5.
Algorithme 5 Imple´mentation de la transformation SubBytes masque´e [PR08]
Entre´es: Soient x˜  x   r une valeur masque´e, r un masque d’entre´e, s un masque de sortie,
F r.s une table pre´-calcule´e telle que F rxs  SubBytespxq, pour tout x P F256
Soient b un bit ge´ne´re´ ale´atoirement et comparepx, yq une fonction de comparaison se´curise´e
retournant b si x  y et b¯ sinon. Notons R0 et R1 deux registres distincts
Sortie: SubBytespxq   s
1. Pour a  0 a` 255
2. cmpÐ comparepa, rq
3. Rcmp Ð F rx˜  as   s
4. Retourner Rb
Pour de´terminer le re´sultat masque´ (i.e., SubBytespxq  s), l’ide´e de l’algorithme 5 est
de lire successivement toutes les valeurs de la table F . Pour ce faire, le parame`tre a est
incre´mente´ de 0 a` 255. Ainsi toutes les valeurs de la table F vont eˆtre lues en parcourant
cette table de x˜ a` x˜  255 mod 256. En particulier, a` chaque tour de boucle, la fonction
compare permet de terminer si a  t ou non, en retournant une valeur de bit b ou b¯, ou`
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b est un bit ge´ne´re´ ale´atoirement au de´but de l’algorithme. Lorsque a  t, alors cmp  b
et ainsi la valeur :
F rx˜  as   s  F rx  r   as   s  F rxs   s  SubBytespxq   s (1.24)
est stocke´e dans le registre Rb. Dans les 255 autres cas (i.e., a  r), les valeurs F rx˜ as s
sont stocke´s dans le second registre Rb¯. En supposant la fonction de comparaison implante´e
de manie`re se´curise´e, cette proce´dure est re´sistante aux attaques statistiques car un atta-
quant ne peut pas pre´voir a` quel moment la valeur SubBytespxq est manipule´e. En effet r
e´tant inde´pendant d’une exe´cution a` une autre, le parame`tre a ve´rifiant a  r, va donc
e´galement eˆtre inde´pendant d’une exe´cution a` une autre. De plus comme b est un bit
ge´ne´re´ uniforme´ment dans t0, 1u, les roˆles des registres R0 et R1 ne de´pendent pas non
plus de la valeur correcte SubBytespxq.
En pratique, l’utilisation de masquage des variables sensibles par une variable ale´atoire
est particulie`rement efficace pour se´curiser les algorithmes cryptographiques contre les
attaques statistiques. Cependant cette contre-mesure est vulne´rable a` un type d’attaque
par canaux cache´s que l’on a omis de mentionner dans ce chapitre, a` savoir les attaques
d’ordre supe´rieur. Ce type d’attaque consiste a` analyser plusieurs points de mesure dans
le but de tenter d’! annuler " l’effet du masquage. Plus pre´cise´ment, ce type d’attaque
est pre´sente´ dans le chapitre suivant, ou` l’on e´tudie l’une des principales contre-mesures
pour y reme´dier : l’utilisation de sche´ma de partage de secret qui est une ge´ne´ralisation
du masquage boole´en.
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Chapitre 2
Attaques statistiques d’ordre
supe´rieur et sche´mas de partage de
secret
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2.1 Introduction
Suite a` l’efficacite´ du masquage pour pre´munir les cryptosyste`mes embarque´s des
attaques statistiques [CJRR99b, GP99] (cf. sous-section 1.6.3), les attaquants se sont
inte´resse´s aux attaques d’ordre supe´rieur initialement introduites dans [KJJ98, KJJ99].
Ce type d’attaque, pre´sente´ plus formellement par Thomas S. Messerges dans [Mes00a,
30
Mes00c], consiste a` combiner l’observation de t points de fuite d’une meˆme courbe de
consommation 1 mesure´e. Le but de ce type d’attaque est de retrouver une petite partie
de cle´ secre`te (un bit ou un octet) en cherchant a` ! annuler " l’effet du masquage pour
ensuite appliquer une attaque statistique classique. Pour illustrer l’efficacite´ de telles at-
taques, Thomas S. Messerges a pre´sente´ dans [Mes00c] une attaque d’ordre 2 ciblant une
implantation re´sistante contre les attaques statistiques classiques qu’il a ensuite mene´ en
pratique. Suite a` cette premie`re attaque, plusieurs attaques ont e´te´ pre´sente´es ciblant des
cryptosyste`mes re´sistants aux attaques statistiques classiques [WW04, JPS05, OMHT06].
On peut noter que les chiffrements par blocs sont particulie`rement touche´s par les at-
taques statistiques d’ordre supe´rieur contrairement aux cryptosyste`mes asyme´triques ou`
elles ne semblent pas s’appliquer.
L’e´laboration de contre-mesures pour prote´ger les chiffrements par blocs contre les
attaques d’ordre 2 et plus ge´ne´ralement contre les attaques d’ordre t est tre`s vite devenue
primordiale. Lorsqu’un attaquant est capable d’observer la consommation de t donne´es
interme´diaires, l’adaptation du masquage a` l’ordre t   1 qui consiste a` partager chaque
variable sensible en t 1 parties, s’ave`re alors une solution naturelle [CJRR99b, GP99]. De
nombreuses solutions ont e´te´ propose´es, comme par exemple [Mes00b, OMP04, BMK04,
OS06, SP06, PR08, RDP08, RP10, PR11a, GPQ11b]. Cependant, prote´ger l’implantation
d’un cryptosyste`me contre ce type d’attaque est un exercice de´licat. Les premie`res solu-
tions propose´es furent pour la plupart casse´es dans les mois qui suivirent leur publication.
Par exemple, dans le cas du DES, la me´thode du masque unique, propose´e en 2003 par
Mehdi-Laurent Akkar et Louis Goubin dans [AG03] fut casse´e un an plus tard par Mehdi-
Laurent Akkar, Re´gis Be´van et Louis Goubin [ABG04]. De plus, l’ame´lioration qu’ils
propose`rent dans cet article fut e´galement casse´e peu de temps plus tard [LH05, HP06].
De meˆme pour le cas de l’AES, la premie`re me´thode de protection pour parer les attaques
d’ordre supe´rieur propose´e par Kai Schramm et Christof Paar en 2006 [SP06] fut casse´e
l’anne´e suivante par Jean-Se´bastien Coron, Emmanuel Prouff et Matthieu Rivain dans
[CPR07]. En particulier, ils montre`rent que leur contre-mesure dite re´sistante a` l’ordre t,
est vulne´rable aux attaques d’ordre 3, voire a` l’ordre 2 en fonction de l’implantation de
la transformation MixColumns.
L’e´tude de contre-mesures re´sistantes aux attaques d’ordre t est toujours un sujet de
recherche qui suscite un grand inte´reˆt dans le domaine acade´mique mais aussi dans le
domaine industriel [RP10, FMPR10, GPQ11b, BFGV12, CPRR13, GSF13]. Assure´ment,
une des principales raisons est due au besoin des industriels de cartes a` puce de mettre en
place des contre-mesures adapte´es 2 afin de se´curiser leur produit. Aujourd’hui, la princi-
pale solution e´tudie´e pour parvenir a` cet objectif est base´e sur l’utilisation de sche´ma de
1. Comme dans le chapitre 1, la consommation de courant peut eˆtre remplace´e par l’analyse du
rayonnement e´lectromagne´tique.
2. En termes de temps d’exe´cution et de consommation me´moire.
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partage de secret qui est une ge´ne´ralisation du masquage boole´en. Les sche´mas de partage
de secret sont principalement utilise´s dans le contexte du calcul multi-parties, ou` certaines
proble´matiques peuvent se rapprocher du contexte des attaques d’ordre supe´rieur. Il est
alors naturel de chercher a` adapter les solutions e´tudie´es dans le contexte du calcul multi-
parties, pour proposer des contre-mesures re´sistantes aux attaques d’ordre t. C’est par
exemple, le cas des solutions [RP10, GM11, BFGV12] propose´es pour l’AES.
Dans ce chapitre, apre`s avoir pre´sente´ plus en de´tail le fonctionnement des attaques
d’ordre supe´rieur, on pre´sente les notions ge´ne´rales lie´es aux sche´mas de partage de se-
cret. Ensuite on explicite l’utilisation de ces sche´mas pour e´laborer des contre-mesures
re´sistantes aux attaques d’ordre supe´rieur. Enfin dans la section 2.5, on souligne l’impor-
tance du mode`le de fuite pour implanter des contre-mesures en pratique.
2.2 Attaque statistique d’ordre supe´rieur
Contrairement a` une attaque statistique classique, de´crite dans la section 1.5, qui
analyse l’information d’un seul point de fuite parmi plusieurs courbes de consommation,
une attaque d’ordre supe´rieur analyse l’information de plusieurs points de fuite distincts.
Ce type d’attaque cherche a` mettre en e´vidence une corre´lation entre des points de fuite
combine´s entre eux et une petite partie du secret manipule´ (typiquement un bit ou un
octet). Thomas S. Messerges dans [Mes00a, Mes00c] formalise la de´finition suivante :
De´finition 2.2.1 (Attaque d’ordre t). Une attaque d’ordre t utilise t points de fuite de
la consommation mesure´e qui correspondent a` t valeurs interme´diaires diffe´rentes mani-
pule´es durant l’exe´cution de algorithme attaque´.
D’apre`s cette de´finition, on peut remarquer qu’une attaque d’ordre 1 est une attaque
statistique classique. En opposition, une attaque d’ordre t ¡ 1 est appele´e HO-DPA (resp.
HO-CPA) pour High-Order Differential Analysis (resp. pour High-Order Correlation Ana-
lysis) lorsque la diffe´rence des moyennes (resp. le coefficient de corre´lation de Pearson)
est utilise´e comme outil statistique.
Explicitons le principe ge´ne´ral d’une attaque d’ordre t sur un chiffrement par blocs,
de´fini sur Fl2, ciblant une petite partie de la cle´ secre`te (fixe), note´e k. Pour ce faire,
conside´rons, une variable sensible X  fpM,kq de´finie sur Fl2, avec M une variable
uniforme´ment distribue´e sur l’ensemble des messages. De plus, supposons que X est rem-
place´e par t variables interme´diaires X1, . . . , Xt satisfaisant X  X1   . . . Xt.
Pour retrouver k en menant une attaque d’ordre t, un attaquant exe´cute n chiffrements
avec des mi P M inde´pendants, pour i  1, . . . , n et mesure en paralle`le les courbes de
consommation associe´es Li. Supposons qu’il soit capable de de´terminer sur chacune des
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courbes Li, pour i  1, . . . , n, t points de fuite particuliers :
Lipt1q, . . . ,Lipttq , (2.1)
ou` Liptjq correspondent a` la manipulation de la valeur prise parXj a` l’exe´cution i, pour i 
1, . . . , n et j  1, . . . , t. L’attaquant suppose qu’en combinant, les points Lipt1q, . . . ,Lipttq
entre eux, pour i  1, . . . , n, il pourra obtenir de l’information de´pendant de la variable
sensible X. Il applique alors une fonction de combinaison sur les points de fuite de
sorte a` obtenir n nouveaux points dits combine´s, i.e., il calcule pour tout i  1, . . . , n :
L˜i Ð Comb pLipt1q, . . . ,Lipttqq . (2.2)
Finalement, l’attaquant applique une attaque statistique (cf. section 1.5) a` partir de l’en-
semble des points combine´s tL˜iuni1 au lieu de l’ensemble des courbes de consommation
mesure´es afin de de´terminer la bonne hypothe`se de sous-cle´ k.
Initialement, deux fonctions de combinaison ont e´te´ propose´es pour mettre en place
une attaque d’ordre 2 :
– La diffe´rence absolue [Mes00c] qui consiste a` calculer, pour i  1, . . . , n :
L˜i  |Lipt1q  Lipt2q| . (2.3)
Il est a` noter que la combinaison de t points par cette me´thode retourne les points
combine´s suivants, pour i  1, . . . , n :
| . . . ||Lipt1q  Lipt2q|  Lipt3q| . . . Lipttq| . (2.4)
– La multiplication [CJRR99a, SP06] qui consiste a` multiplier les points entre eux,
pour i  1, . . . , n :
L˜i  Lipt1q  Lipt2q , (2.5)
qui se ge´ne´ralise avec t points de fuite par : Lipt1q  . . . Lipttq.
Explicitons par exemple, la pertinence de la diffe´rence absolue pre´sente´e par Thomas
S. Messerges dans [Mes00c] ciblant une HO-DPA d’ordre 2. Pour ce faire, conside´rons
un attaquant identifiant une variable sensible X  M   k P Fl2, avec M et k P Fl2
et supposons que dans l’implantation attaque´e, cette variable est remplace´e par deux
variables X  R et R, avec R une variable uniforme´ment distribue´e sur Fl2.
Conside´rons le mode`le de fuite du composant lie´ au poids de Hamming de moyenne nulle
(cf. de´finition 1.5.5). Comme l’outil statistique utilise´ est la diffe´rence des moyennes, le
bruit peut alors eˆtre ignore´ afin de simplifier les expressions. Dans ce cas, supposons
l’attaquant capable de re´cupe´rer les points de fuite Lipt1q et Lipt2q obtenus au chiffrement
mi, pour i  1, . . . , n, mode´lise´s respectivement par les variables :
Y1  a wHpX  Rq
Y2  a wHpRq
(2.6)
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Notons respectivement krjs,M rjs et Rrjs le j-e`me bit de k, M et R, avec j P t0, . . . l1u.
Pour retrouver le bit krjs a` l’aide d’une DPA, l’attaquant applique la diffe´rence absolue
entre chaque paire de points de fuite Lipt1q et Lipt2q, qui se mode´lise par la variable
associe´e suivante :
Y  |a| |wHpX  Rq  wHpRq| . (2.7)
Ensuite, il de´termine les groupes suivants, pour krjs  0 ou 1 :
G0,krjs  tL˜i |mirjs   krjs  0 : i  1, . . . , nu
G1,krjs  tL˜i |mirjs   krjs  1 : i  1, . . . , nu (2.8)
On peut noter que l’on a par construction : G0,0  G1,1 et G0,1  G1,0. De ce fait,
l’attaquant applique la diffe´rence des moyennes seulement entre les groupes G0,0 et G0,1
(ou seulement entre G1,0 et G1,1). A` ce stade, l’attaquant peut en de´duire la valeur de
krjs car la diffe´rence entre l’espe´rance de Y sachant M rjs  0 et celle de Y sachant
M rjs  1 de´pend de la valeur de ce bit. En effet, on peut remarquer dans un premier
temps que les valeurs prises par wHpRq de´pendent des valeurs prises par le bit Rrjs, et
celles prises par wHpX   Rq de´pendent des valeurs prises par k
rjs,M rjs et Rrjs, on a
alors :
ErwHpRq|Rrjs  1s  pl   1q{2
ErwHpRq|Rrjs  0s  pl  1q{2
ErwHpX  Rq|k
rjs  M rjs  Rrjs  1s  pl   1q{2
ErwHpX  Rq|k
rjs  M rjs  Rrjs  0s  pl  1q{2
(2.9)
Par de´finition de l’espe´rance conditionnelle, on a :
ErY | M rjs  krjs  0s 
°
y y PpY  y | M rjs  krjs  0q . (2.10)
De plus, la probabilite´ conditionnelle de la pre´ce´dente relation se re´e´crit en fonction de la
valeur de Rrjs comme :
PpY  y | M rjs  krjs  0q
 PpY  y | M rjs  krjs  0, Rrjs  0q  PpRrjs  0 | M rjs  krjs  0q
  PpY  y | M rjs  krjs  0, Rrjs  1q  PpRrjs  1 | M rjs  krjs  0q
(2.11)
Or comme la variable R est inde´pendante de M et k et uniforme´ment distribue´e sur Fl2,
on en de´duit d’apre`s la loi des probabilite´s totales :
PpY  y |M rjs  krjs  0q  PpY  y | M rjs  krjs  0, Rrjs  0q  PpRrjs  0q
  PpY  y | M rjs  krjs  0, Rrjs  1q  PpRrjs  1q
 1
2
PpY  y | M rjs  krjs  0, Rrjs  0q
  1
2
PpY  y | M rjs  krjs  0, Rrjs  1q
(2.12)
Donc l’espe´rance de Y sachant M rjs  0, lorsque krjs  0, vaut :
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ErY | M rjs  krjs  0s  1
2
°
y yP rY  y| M rjs  krjs  Rrjs  0s
  1
2
°
y yP rY  y| M rjs  krjs  0, Rrjs  1s
 1
2
ErY | M rjs  Rrjs  krjs  0s
  1
2
ErY | M rjs  krjs  0, Rrjs  1s
(2.13)
De plus, par la line´arite´ de l’espe´rance conditionnelle et d’apre`s les relations de (2.9), on
obtient :
ErapwHpX  Rq  wHpRqq | M rjs  k
rjs  Rrjs  0s
 a p ErwHpX  Rq | M rjs  k
rjs  Rrjs  0s
ErwHpRq | M rjs  k
rjs  Rrjs  0s q
 a ppl  1q{2 pl  1q{2 q
 0
(2.14)
et
ErapwHpX  Rq  wHpRqq | M rjs  k
rjs  0, Rrjs  1s
 a p ErwHpX  Rq | M rjs  k
rjs  0, Rrjs  1s
ErwHpRq | M rjs  k
rjs  0, Rrjs  1s q
 a ppl   1q{2 pl   1q{2 q
 0
(2.15)
D’ou` ErapwHpX RqwHpRqq |M rjs  k
rjs  0s  0, et donc on a aussi ErY |M rjs 
krjs  0s  0. Par un raisonnement similaire, on peut montrer que ErY | M rjs 
1, krjs  0s  |a|. Ainsi, la diffe´rence entre ces deux espe´rances, lorsque krjs  0, vaut
|a|. De la meˆme fac¸on, lorsque ki  1, on obtient que la diffe´rence entre ErY | M rjs 
0, krjs  1s et ErY |M rjs  krjs  1s vaut |a|. Par conse´quent, un attaquant effectuant
une DPA sur des points combine´s mode´lise´s par la relation (2.7), peut retrouver la valeur
du bit krjs car
– Lorsque la diffe´rence des moyennes entre les groupes G0,0 et G0,1 se rapproche de
|a| (i.e., est ne´gative), alors il peut en de´duire que krjs  0.
– En opposition, lorsque la diffe´rence des moyennes G0,0 et G0,1 se rapproche de |a|
(i.e., est positive), alors il peut en de´duire que krjs  1.
Plusieurs e´tudes ciblant une HO-DPA et une HO-CPA d’ordre 2, ont explicite´ la
pertinence des fonctions de combinaison base´e sur la diffe´rence absolue ou sur la multipli-
cation de points de fuite lorsque le mode`le de fuite du composant correspond au mode`le
lie´ au poids de Hamming [Mes00c, JPS05, SP06]. En fonction du mode`le de fuite du
composant, l’une ou l’autre me´thode est plus efficace. Par exemple, dans [OMHT06], la
fonction de combinaison conside´rant la diffe´rence absolue est souligne´e comme e´tant plus
efficace que la seconde lorsque le mode`le de fuite est lie´ au poids de Hamming sans bruit.
A` l’inverse dans [PRB09], lorsque le mode`le de fuite est lie´ au poids de Hamming, la
fonction combinaison appliquant la multiplication de points est plus pertinente. D’autres
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fonctions de combinaison ont e´te´ propose´es dans la litte´rature comme par exemple dans
[JPS05, OMHT06, OM07, PRB09]. En particulier, dans [PRB09], les auteurs proposent
une ame´lioration de des deux fonctions de combinaison initiales qui consiste a` normaliser
les points de fuite :
– La diffe´rence absolue normalise´e entre deux variables Lpt1q et Lpt2q retourne
| pLpt1q  ErLpt1qsq  pLpt2q  ErLpt2qsq | . (2.16)
– La multiplication normalise´e entre deux variables Lpt1q et Lpt2q retourne
pLpt1q  ErLpt1qsq  pLpt2q  ErLpt2qsq . (2.17)
De plus, il montrent que la multiplication normalise´e s’ave`re eˆtre la me´thode la plus effi-
cace en comparaison des solutions propose´es dans [JPS05, OMHT06, OM07].
La principale difficulte´ pour mettre en œuvre une attaque d’ordre t est la de´-synchro-
nisation. En effet, pour qu’une telle attaque fonctionne, il faut connaˆıtre les instants pre´cis
ou` les donne´es a` combiner sont manipule´es. Ceci e´tant tre`s difficile en pratique, la phase
de combinaison consiste alors a` combiner chaque t-uplet des points d’une courbe. De plus,
il est prouve´ the´oriquement dans [CJRR99b] que le nombre de courbes ne´cessaires pour
re´ussir une attaque d’ordre t augmente de manie`re exponentielle en fonction de l’ordre
t. Ce re´sultat a e´te´ d’ailleurs ve´rifie´ expe´rimentalement dans [SP06] pour des attaques
d’ordre 1 a` 4. Un compromis entre l’ordre t conside´re´ et la longueur des courbes de
consommation exploite´es, est a` de´terminer afin de rendre l’attaque re´alisable en un temps
raisonnable. En vue de la longueur des courbes exploite´es (ge´ne´ralement, plusieurs milliers
de points), seules les attaques de petit ordre peuvent eˆtre mene´es en pratique (i.e., pour
le moment t ¤ 2).
Pour se pre´munir d’une attaque d’ordre t, la principale solution conside´re´e est le mas-
quage d’ordre supe´rieur qui consiste a` partager chaque variable sensible en plusieurs parts.
Dans ce cas, un attaquant observant t donne´es interme´diaires lors de chaque exe´cution, ne
pourra retrouver aucune information sur les donne´es sensibles manipule´es. Dans la suite,
on va voir que cette me´thode co¨ıncide avec la notion de sche´ma de partage de secret que
l’on introduit dans la section suivante.
2.3 Ge´ne´ralite´s sur les sche´mas de partage de secret
En 1968, un proble`me introduit par Chung Liu dans [Liu] soulevant le risque de consul-
tation d’informations par des personnes non autorise´es a suscite´ l’inte´reˆt de syste`mes
d’acce`s appele´s sche´mas de partage de secret. De tels sche´mas permettent non seule-
ment de re´duire le risque de perdre des informations secre`tes, mais aussi de les rendre
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difficiles a` compromettre. Un exemple concret d’application est celui de la re´solution du
proble`me d’ouverture d’un coffre fort dans une banque, reque´rant la participation de plu-
sieurs employe´s. Dans ce cas, le sche´ma de partage de secret le plus naturel est le sche´ma
de partage secret basique, ou` la somme de toutes les parts entre elles permet de recons-
tituer le secret. Suite a` cette proble´matique, d’autres sche´mas de partage de secret ont
e´te´ propose´s, notamment celui de Shamir dans [Sha79] et celui de Blakley dans [Bla79]
introduit inde´pendamment la meˆme anne´e.
Dans cette section, on introduit dans un premier temps les principales notions lie´es
aux sche´mas de partage de secret que l’on illustre ensuite par des exemples. Enfin on
pre´sente leur principal domaine d’utilisation, a` savoir le calcul multi-parties.
2.3.1 De´finitions
Dans un sche´ma de partage de secret, un secret est re´parti entre plusieurs participants
organise´s en une structure d’acce`s recensant tous les groupes pouvant acce´der au secret.
L’objectif est de fournir une information propre a` chaque participant de sorte que seul un
groupe dit qualifie´ de participants puisse reconstruire le secret. Pour ce faire, un sche´ma
de partage de secret entre n participants est de´fini a` partir de deux proce´dures appele´es
proce´dure de partage et proce´dure de reconstruction. Plus pre´cise´ment, on donne
la de´finition suivante :
De´finition 2.3.1 (Sche´ma de partage de secret). Soient S, S1, . . . , Sn des ensembles non
vides. Un sche´ma de partage de secret entre n participants est de´fini par :
 Une proce´dure de partage probabiliste, note´e partagep.q, satisfaisant :
@s P S, partagepsq Ñ vs P Es , (2.18)
ou` vs, appele´ vecteur de partage, est constitue´ des n parts : ci P Si dont chacune
est suppose´e de´tenue par un participant i, pour i P t1, . . . , nu. De plus, l’ensemble
Es  S1  . . .  Sn de´signe l’ensemble des vecteurs de partage pouvant eˆtre obtenu
en appliquant la proce´dure de partage a` un secret s P S.
 Une proce´dure de reconstruction de´terministe, note´e reconstructionp.q, ve´rifiant :
@vs  pc1, . . . , cnq P Es, reconstructionppciqiPQq Ñ s P S . (2.19)
ou` Q est un groupe qualifie´. En particulier, le nombre minimum de parts quelconques
d’un vecteur de partage permettant de reconstituer le secret s est nomme´ parame`tre
de reconstruction et est note´ dans la suite r.
Un tel sche´ma de partage de secret est associe´ a` un ensemble E de´fini tel que :
E  tps, vsq : s P S, vs P Es  S1  . . . Snu . (2.20)
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De´finition 2.3.2 (Ide´al). On dit qu’un sche´ma de partage de secret associe´ a` l’ensemble
E  tps, vsq : s P S, vs P Es  S1  . . . Snu est ide´al si :
S  S1  . . .  Sn .
De´finition 2.3.3 (Line´aire). On dit qu’un sche´ma de partage de secret ide´al associe´ a`
l’ensemble E  tps, vsq : s P S, vs P Es  S1  . . .  Snu est line´aire, si les relations
suivantes sont ve´rifie´es sur E :
@ps, c1, . . . , cnq, ps
1, c11, . . . , c
1
nq P E ñ ps  s
1, c1   c
1
1, . . . , cn   c
1
nq P E (2.21)
@ps, c1, . . . , cnq P E ñ pγs, γc1, . . . , γcnq P E , (2.22)
avec γ un scalaire.
De´finition 2.3.4 (Parame`tre de se´curite´). Le parame`tre de se´curite´ d’un sche´ma de
partage de secret, note´ t, indique le nombre maximum de parts d’un vecteur de partage
pouvant eˆtre connu sans qu’aucune information sur le secret partage´ ne soit re´ve´le´e.
De´finition 2.3.5 (Sche´ma a` seuil). Conside´rons un sche´ma de partage de secret de pa-
rame`tres de reconstruction r et de se´curite´ t. On dit qu’un sche´ma de partage de secret
est a` seuil lorsque r  t  1.
Notation 2.3.6. Soit A un ensemble. Dans la suite, on notera a PR A pour indiquer que
a est un e´le´ment ge´ne´re´ uniforme´ment sur A.
2.3.2 Quelques exemples de sche´mas de partage de secret ide´al
2.3.2.1 Sche´ma de partage de secret basique
Le sche´ma de partage de secret basique entre n participants est le plus simple des
sche´mas de partage de secret. Un tel sche´ma est ide´al, i.e., les ensembles des secrets sont
chacun de´fini sur un corps fini Fq :
S  S1  . . .  Sn  Fq . (2.23)
La proce´dure de partage applique´e a` un secret s P Fq retourne un vecteur de partage,
vs  pc1, . . . , cnq, constitue´ de n  1 premie`res parts uniforme´ment distribue´es sur Fq et
d’une n-ie`me obtenue en soustrayant les n 1 premie`res parts a` la valeur secre`te s, i.e., :"
ci PR Fq, pour tout i  1, . . . , n 1
cn  s pc1   . . .  cn1q
(2.24)
Par construction, ce sche´ma de partage de secret admet un unique groupe qualifie´, a`
savoir Q  t1, . . . , nu. La proce´dure de reconstruction applique´e a` un vecteur de partage
vs P Es est alors de´finie par :
reconstructionpvsq 
n¸
i1
ci  s . (2.25)
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Comme ce sche´ma de partage de secret admet un unique groupe qualifie´ Q, tel que
cardpQq  n, on peut en de´duire que le parame`tre de reconstruction vaut r  n.
De plus, il est facile de voir que le parame`tre de se´curite´ t vaut n  1. En effet, comme
chaque pn  1q-uplet de parts est uniforme´ment distribue´ sur Fn1q , ils sont donc chacun
inde´pendants de s. Par conse´quent, on a r  t   1, ce sche´ma est donc un sche´ma de
partage de secret a` seuil.
2.3.2.2 Sche´ma de partage de secret multiplicatif
Le sche´ma de partage de secret multiplicatif entre n participants est un sche´ma ide´al
construit de fac¸on similaire au sche´ma de partage de secret basique. En particulier, ce
sche´ma offre les meˆmes parame`tres de se´curite´ et de reconstruction, i.e., n  t   1  r.
La seule diffe´rence est qu’il s’applique sur le groupe pFq ,q contrairement au sche´ma de
partage de secret basique qui s’applique sur le groupe additif pFq, q. La proce´dure de
partage applique´e a` un secret s P Fq retourne alors un vecteur de partage, vs  pc1, . . . , cnq
construit tel que : "
ci PR Fq, pour tout i  1, . . . , n 1
cn  s
±n1
i1 ci
(2.26)
La proce´dure de reconstruction applique´e a` un vecteur de partage vs est quant a` elle
de´finie par :
reconstructionpvsq  pc1  . . . cn1q
1  cn 
n1¹
i1
c1i  s
n1¹
i1
ci . (2.27)
2.3.2.3 Sche´ma de partage de secret de Shamir
Initialement introduit dans [Sha79], le sche´ma de partage de secret de Shamir est un
sche´ma ide´al de´fini sur Fq base´ sur l’interpolation de polynoˆmes. Ce sche´ma utilise le fait
qu’a` partir de k 1 couples pxi, yiq P pFqFqq, ou` les xi pour i P t1, . . . , k 1u sont tous dis-
tincts deux a` deux, on peut construire un unique polynoˆme f de degre´ k tel que fpxiq  yi.
La proce´dure de partage entre n participants applique´e a` un secret s P Fq, consiste
dans un premier temps a` ge´ne´rer k e´le´ments secrets uniforme´ment distribue´s sur Fq, avec
k   n, note´s pa1, . . . , akq, afin de construire le polynoˆme suivant :
fpXq  s 
k¸
j1
ajX
j . (2.28)
La proce´dure de partage retourne ensuite un vecteur de partage vs  pc1, . . . , cnq ou` les
parts correspondent a` l’e´valuation du polynoˆme f en n points, x1, . . . , xn P Fq, non nuls
et distincts, i.e., :
ci  fpxiq, pour tout i  1, . . . , n . (2.29)
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Il est a` noter que les n points x1, . . . , xn peuvent eˆtre publics.
A` partir d’un tel sche´ma, il est possible de reconstruire le secret partage´ en utilisant
les polynoˆmes d’interpolation de Lagrange. Plus pre´cise´ment, pour tout groupe qualifie´
Q  t1, . . . , nu, la proce´dure de reconstruction applique´e a` un vecteur de partage vs 
pc1, . . . , cnq est de´finie par :
reconstructionppciqiPQq 
¸
iPQ
ciβip0q , (2.30)
ou` βipXq 
±
jPQ,ji
Xxj
xixj
sont les polynoˆmes d’interpolation de Lagrange.
Par de´finition, un polynoˆme de degre´ k peut eˆtre construit avec un minimum de k  1
points distincts deux a` deux. Le parame`tre de reconstruction associe´ au sche´ma de par-
tage de secret de Shamir vaut donc r  k   1. Le parame`tre de se´curite´ vaut quant a` lui
t  k. En effet, avec k parts, on peut trouver, pour chaque valeur de s P S, un polynoˆme
de degre´ au plus k  1 qui interpole bien ces k parts. Toutes les valeurs s P S sont alors
possibles avec e´quiprobabilite´. Par conse´quent, on a k  1  r  t  1, ce sche´ma est donc
un sche´ma de partage de secret a` seuil.
2.3.3 Principal domaine d’utilisation : le calcul multi-parties
L’apparition des premiers sche´mas de partage de secret a conduit au calcul distribue´
aussi appele´ calcul multi-parties. Un premier exemple a e´te´ introduit par Andrew C.
Yao dans [Yao82], puis de nombreux proble`mes utilisant des sche´mas de partage de secret
ont e´te´ e´tudie´s comme par exemple dans [Yao86, GMW87, BOGW88, CCD88, GRR98,
CDM00].
Dans ce contexte, les sche´mas de partage de secret sont utilise´s afin d’exe´cuter des pro-
tocoles partage´s entre plusieurs entite´s, de sorte qu’aucune information sensible ne soit
re´ve´le´e a` un attaquant. Les protocoles sont de´veloppe´s en conside´rant deux types d’atta-
quants particuliers. Le premier attaquant dit passif est suppose´ capable de re´cupe´rer
toutes les informations disponibles par plusieurs entite´s. Le second attaquant dit actif
controˆle quant a` lui le comportement complet de plusieurs entite´s, par exemple, il peut
perturber les ope´randes ou les instructions effectue´es par les entite´s corrompues.
Par exemple, de´crivons le principe d’un protocole partage´ entre n entite´s et retour-
nant le re´sultat d’une fonction f prenant en entre´e u e´le´ments secrets : s1, . . . , su P S.
Conside´rons un ensemble E  tps, vsq : s P S, vs P Es  S1  . . .  Snu associe´ a` un
sche´ma de partage de secret de parame`tres de reconstruction r et de se´curite´ t. L’exe´cution
d’un protocole partage´ requiert une entite´ supple´mentaire appele´ distributeur. Son roˆle
consiste dans un premier temps a` appliquer une proce´dure de partage sur chacune des
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entre´es s1, . . . , su. Puis une fois les vecteurs de partage associe´s au donne´es si calcule´s, il
distribue a` chaque entite´ i (pour i P t1, . . . , nu), chaque ie`me coordonne´e des vecteurs de
partage obtenus :
Entite´ 1
Entite´ 2
...
Entite´ n
Distributeur ps1, . . . , suq
De´termine pour tout i  1, . . . , u :
partagepsiq Ñ pci,1, . . . , ci,nq
c1,1
, . .
. , c
u,1
c1,2, . . . , cu,2
c
1,n , . . . , c
u,n
Enfin chaque entite´ i, pour i  1, . . . , n, effectue des transformations a` partir des entre´es
rec¸ues afin de de´tenir une part finale zi P Si satisfaisant la relation suivante :
reconstructionppziqiPQq  fps1, . . . , suq , (2.31)
ou` Q est un groupe qualifie´.
Les transformations effectue´es par les entite´s i, pour i  1, . . . , n doivent se de´rouler
de sorte qu’aucune information sur les valeurs sensibles de´tenues par une entite´ ne soit
re´ve´le´e aux autres. Ainsi, lorsqu’un sche´ma de partage de secret de parame`tre de se´curite´
t est applique´, un attaquant dit passif pourra re´cupe´rer toutes les informations disponibles
par t entite´s, mais ne pourra reconstruire aucun des secrets partage´s s1, . . . , su.
On peut distinguer deux types de transformations : les transformations dites stables
et par opposition celles non stables. Une transformation est dite stable lorsque chaque
entite´ effectue localement des ope´rations avec ses propres parts sans la moindre interaction
avec des parts de´tenues par d’autres entite´s. Par exemple, si l’on conside`re un sche´ma de
partage de secret line´aire associe´ a` un ensemble E  tps, vsq : s P Fq, vs P Es  Fnq u,
la somme et la multiplication par un scalaire γ sur des vecteurs de partage sont des
transformations stables sur E qui peuvent eˆtre calcule´es localement :"
@ps, c1, . . . , cnq, ps
1, c11, . . . , c
1
nq P E : pc1   c
1
1, . . . , cn   c
1
nq P Es s1
@ps, c1, . . . , cnq P E : pγc1, . . . , γcnq P Eγs
(2.32)
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Si l’on conside`re un attaquant passif pouvant connaˆıtre toutes les parts de´tenues par
t entite´s, alors l’exe´cution d’une transformation stable peut s’effectuer de manie`re suˆre
car effectuer des ope´rations sur des parts connues par l’attaquant n’apporte pas plus
d’information sur les secrets partage´s.
En opposition, une transformation dite non stable ne´cessite quant a` elle des inter-
actions entre les entite´s. Par exemple, une transformation permettant de retourner la
multiplication entre deux secrets s, s1 a` partir de deux vecteurs de partage est non stable
lorsque l’on conside`re un sche´ma de partage de secret dit line´aire tel que le sche´ma de
partage de secret basique ou celui de Shamir. Ce proble`me a d’ailleurs e´te´ initialement
e´tudie´ dans [BOGW88, CCD88] pour le sche´ma de partage de secret de Shamir (cf. sous-
section 2.4.2.3).
2.4 Contre-mesure base´e sur les sche´mas de partage
de secret
2.4.1 Principe ge´ne´ral
Comme explicite´ dans la sous-section 1.6.3, l’utilisation du masquage boole´en est ef-
ficace pour prote´ger les cryptosyste`mes syme´triques des attaques statistiques classiques
(i.e., d’ordre 1). L’efficacite´ de cette me´thode est base´e sur le fait qu’un attaquant ob-
servant la manipulation d’une donne´e ne pourra retrouver aucune information sensible, si
chacune des valeurs sensibles est remplace´e par sa valeur masque´e et par le masque as-
socie´. Par le meˆme raisonnement, cette solution peut eˆtre e´tendue afin de se pre´munir des
attaques d’ordre supe´rieur. Pour ce faire, chaque variable sensible Z sera alors remplace´e
par une valeur masque´e et par plusieurs masques de sorte qu’un attaquant observant t
donne´es interme´diaires lors de chaque exe´cution, ne puisse retrouver aucune information
sur la variable Z. Par exemple, le masquage boole´en a` l’ordre t   1 sur Z P Fq remplace
cette variable par t  1 e´le´ments, Z1, . . . , Zt 1 P Fq, de´finis tels que :"
Zi PR Fq, pour tout i  1, . . . , t
Zt 1  Z  pZ1   . . .  Ztq
(2.33)
En comparant cette description avec la proce´dure de partage du sche´ma de partage de
secret basique en t  1 parts, on peut voir que les t  1 e´le´ments obtenus par l’application
du masquage boole´en correspondent a` un vecteur de partage associe´ au sche´ma de partage
de secret basique. Ce sche´ma e´tant un sche´ma a` seuil, son parame`tre de se´curite´ est e´gal
a` t, ce qui correspond a` l’ordre de l’attaque contre laquelle on souhaite de prote´ger. En
ge´ne´ralisant ces remarques, on peut en de´duire que pour prote´ger une donne´e sensible
d’une attaque d’ordre t, on peut lui appliquer la proce´dure de partage fournie par un
sche´ma de partage de secret de parame`tre de se´curite´ e´gal a` t. L’utilisation de sche´ma de
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partage de secret est donc une ge´ne´ralisation du masquage boole´en.
A` pre´sent, explicitons comment prote´ger l’implantation d’un cryptosyste`me des at-
taques d’ordre t a` l’aide de l’utilisation d’un sche´ma de partage de secret. Pour ce faire,
conside´rons un ensemble E  tps, vsq : s P S, vs P Es  S1 . . .Snu associe´ a` un sche´ma
de partage de secret de parame`tre de se´curite´ t. Avant l’exe´cution de l’algorithme, on
suppose que chaque valeur sensible est remplace´e par un vecteur de partage obtenu en lui
appliquant la proce´dure de partage associe´ a` E. En particulier, on suppose que les cle´s
secre`tes et les messages en entre´e de l’algorithme sont ainsi partage´s.
Ensuite, l’algorithme va devoir se de´rouler en conside´rant ces vecteurs de partage obte-
nus. L’implantation des diffe´rentes transformations sur des vecteurs de partage est alors
a` de´terminer. Pour ce faire, une solution naturelle est d’exploiter les solutions propose´es
dans le contexte du calcul multi-parties. Dans le contexte des attaques par canaux cache´s,
l’exe´cution d’un algorithme s’effectue sur une meˆme entite´ : un composant de carte a` puce,
alors que dans le contexte du calcul multi-parties, l’exe´cution s’effectue sur plusieurs en-
tite´s distinctes. Or en supposant le mode`le de fuite du composant comme lie´ au poids
de Hamming des valeurs manipule´es, on peut conside´rer chacune des valeurs manipule´es
comme e´tant de´tenue par une entite´ distincte. De ce fait, durant chaque exe´cution de
l’algorithme attaque´, les t points de fuite observe´s par l’attaquant peuvent eˆtre conside´re´s
comme chacun de´tenus par t entite´s distinctes. Par conse´quent, un tel attaquant dans le
contexte des attaques par canaux cache´s, est une restriction du mode`le d’attaquant passif
de´crit dans le contexte du calcul multi-parties dans le sens ou` son observation se re´duit a`
t valeurs manipule´es vues comme des parts de´tenues par t entite´s distinctes. Les solutions
pour effectuer des transformations dans le contexte du calcul multi-parties peuvent alors
eˆtre adapte´es dans le contexte des attaques par canaux cache´s.
L’implantation d’une transformation stable va alors pouvoir s’effectuer simplement en
appliquant une transformation inde´pendamment sur chacune des coordonne´es du vecteur
de partage associe´. L’implantation d’une transformation non stable consiste quant a` elle,
a` effectuer les calculs comme de´crits dans le mode`le du calcul multi-parties de sorte a`
retourner un vecteur de partage final associe´ au re´sultat final attendu. Plus pre´cise´ment,
la proce´dure de reconstruction applique´e sur ce vecteur doit retourner le re´sultat attendu.
Remarque 2.4.1. Pour exe´cuter une transformation stable re´sistante aux attaques d’or-
dre t, le couˆt supple´mentaire impute´ par l’utilisation d’un sche´ma de partage de secret
entre n parts est grossie`rement n fois plus e´leve´ que son exe´cution non se´curise´e. Par
conse´quent, pour de telles applications, l’utilisation d’un sche´ma de partage de secret avec
un minimum de parts est a` privile´gier, comme par exemple l’utilisation de sche´mas a` seuil.
Il est a` noter que l’adaptation des propositions e´tudie´es dans le contexte du calcul
multi-parties dans le contexte des attaques par canaux cache´s, est une solution cou-
ramment exploite´e. Par exemple, la proce´dure de multiplication de´finie dans [BOGW88,
CCD88] de´crite pour le sche´ma de partage de secret de Shamir a e´te´ adapte´e dans le
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contexte des attaques par canaux cache´s dans [GM11, PR11b], celle propose´e dans [ISW03]
utilisant le sche´ma de partage de secret basique a e´te´ adapte´e dans [RP10] et celle utili-
sant un sche´ma de partage de secret multiplicatif de´crite dans [DF12] a e´te´ adapte´e dans
[BFGV12]. En particulier, dans la sous-section suivante, on pre´sente diffe´rentes applica-
tions de sche´mas de partage de secret permettant d’implanter le chiffrement d’un AES-128
re´sistant aux attaques d’ordre t. On peut noter que l’application propose´e dans [BFGV12]
n’est pas pre´sente´e car cette solution propose l’utilisation d’un sche´ma de partage de se-
cret non line´aire rendant l’implantation des transformations stables de l’AES extreˆmement
couˆteuses. De plus une faille sur cette adaptation a e´te´ pre´sente´ dans [PRR13].
2.4.2 Application de sche´mas de partage de secret : cas de l’AES
Dans cette sous-section, on pre´sente diffe´rentes me´thodes d’implantations du chiffre-
ment de l’AES-128 re´sistantes aux attaques d’ordre t utilisant des sche´mas de partage
de secret. Ce dernier est compose´ de plusieurs transformations de´finies sur le corps fini
F256  F2rxs{px8   x4   x3   x   1q, a` savoir les transformations SubBytes, ShiftRows,
MixColumns, AddRoundKey et KeyExpansion [FIP01].
Remarque 2.4.2. Dans la suite, on dira qu’une proce´dure est se´curise´e lorsqu’elle est
re´sistante aux attaques d’ordre t.
Remarque 2.4.3. Conside´rons le corps de l’AES de base Baes  pζ7, ζ6, ζ4, ζ3, ζ2, ζ, 1q.
Chaque e´le´ment b P F256 sera repre´sente´ dans la base Baes par un polynoˆme de degre´ au
plus 7 :
b7ζ
7   b6ζ
6   b5ζ
5   b4ζ
4   b3ζ
3   b2ζ
2   b1ζ   b0 , (2.34)
avec les bi P F2, pour i  0, . . . , 7.
Dans la suite, on notera chaque e´le´ment b par sa repre´sentation binaire pb7b6b5b4b3b2b1b0q2
sous forme hexade´cimale. Par exemple, la valeur hexade´cimale t0xB5u correspond a` la
repre´sentation binaire p10110101q2 ou encore au polynoˆme ζ
7   ζ5   ζ4   ζ2   1.
Les transformations ShiftRows, MixColumns et AddRoundKey sont dites line´aires sur
F256. L’utilisation d’un sche´ma de partage de secret line´aire ide´al de´fini sur F256 et de
parame`tre de se´curite´ t s’ave`re donc approprie´e pour les implanter comme des transfor-
mations stables. Conside´rons alors un tel sche´ma associe´ a` un ensemble E  tps, vsq : s P
F256, vs P Es  pF256qnu. De´crivons comment ces trois transformations vont s’effectuer lors
de chaque tour j de l’AES, avec j  1, . . . , 10. Pour ce faire, supposons que chaque octet
ki, pour i  0, . . . , 15, de la j
e`me cle´ de tour est partage´ en un vecteur de partage vki P Eki .
De meˆme, on suppose qu’a` chaque octet xi, pour i  0, . . . , 15, d’un re´sultat temporaire
est substitue´ un vecteur de partage note´ vxi P Exi . Ainsi au lieu de manipuler les octets
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ki et xi pour i  0, . . . , 15, on manipulera les vecteurs de partage associe´s pour effectuer
ces transformations. Par conse´quent, la transformation ShiftRows consiste a` re´-ordonner
les vecteurs de partage entre eux comme illustre´ ci-dessous :
vx0 vx4 vx8 vx12
vx1 vx5 vx9 vx13
vx2 vx6 vx10 vx14
vx3 vx7 vx11 vx15
ShiftRowsÝÝÝÝÝÝÝÝÝÑ
vx0 vx4 vx8 vx12
vx5 vx9 vx13 vx1
vx10 vx14 vx2 vx6
vx15 vx3 vx7 vx11
(2.35)
La transformation MixColumns qui ope`re colonne par colonne, requiert des addi-
tions entre vecteurs partage et des multiplications par les scalaires t0x02u et t0x03u sur
les vecteurs de partage. Cette transformation peut donc s’effectuer en conside´rant les
vecteurs de partage au lieu des octets. Les nouvelles colonnes de vecteurs de partage
pvx14i , vx14i 1 , vx14i 2 , vx14i 3q pour i P t0, . . . , 3u sont donc obtenues en calculant :$''&''%
vx14i  t0x02u  vx4i   t0x03u  vx4i 1   vx4i 2   vx4i 3
vx14i 1  vx4i   t0x02u  vx4i 1   t0x03u  vx4i 2   vx4i 3
vx14i 2  vx4i   vx4i 1   t0x02u  vx4i 2   t0x03u  vx4i 3
vx14i 3  t0x03u  vx4i   vx4i 1   vx4i 2   t0x02u  vx4i 3
(2.36)
Enfin la transformation AddRoundKey retourne 16 nouveaux vecteurs de partage obtenus
en additionnant les vecteurs de partage associe´s a` la cle´ de tour avec ceux associe´s au
re´sultat interme´diaire :
vk0 vk4 vk8 vk12
vk1 vk5 vk9 vk13
vk2 vk6 vk10 vk14
vk3 vk7 vk11 vk15
  AddRoundKey
ÝÝÝÝÝÝÝÝÝÝÝÑ
vx0   vk0 vx4   vk4 vx8   vk8 vx12   vk12
vx1   vk1 vx5   vk5 vx9   vk9 vx13   vk13
vx2   vk2 vx6   vk6 vx10   vk10 vx14   vk14
vx3   vk3 vx7   vk7 vx11   vk11 vx15   vk15
vx0 vx4 vx8 vx12
vx1 vx5 vx9 vx13
vx2 vx6 vx10 vx14
vx3 vx7 vx11 vx15
(2.37)
Ces trois transformations e´tant des transformations stables sur E, d’apre`s la re-
marque 2.4.1, l’utilisation d’un sche´ma de partage de secret a` seuil est un bon choix
pour implanter ces transformations de fac¸on se´curise´e tout en minimisant le couˆt impute´
par l’ajout de cette contre-mesure. Pour cette raison, les principaux sche´mas e´tudie´s dans
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la litte´rature pour implanter ces transformations sont le sche´ma de partage de secret ba-
sique [RP10, CPRR13, GPQ11a, GPQ11b], et le sche´ma de partage de secret de Shamir
[GM11, PR11a].
A` pre´sent conside´rons de tels sche´mas pour implanter les autres transformations de
l’AES, i.e., les transformations KeyExpansion et SubBytes.
La transformation KeyExpansion ne´cessite :
– des ou-exclusif,
– la fonction SubWord() qui applique la transformation SubBytes a` 4 octets,
– la fonction RotWord() qui est une rotation cyclique retournant sur 4 octets d’entre´e
pa, b, c, dq, la sortie pb, c, d, aq,
– la fonction Ronpq, qui pour tout n retourne les 4 octets suivants : p2n, 0, 0, 0q.
Une description plus de´taille´e de la transformation KeyExpansion peut eˆtre trouve´e dans
[FIP01]. On peut remarquer que cette transformation requiert des fonctions similaires
a` celles de´crites par les autres transformations. Elle peut donc eˆtre implante´e de fac¸on
se´curise´e en appliquant les solutions propose´es pour ces transformations. Il nous reste
donc a` de´crire l’implantation se´curise´e de la transformation SubBytes.
Lorsqu’aucune se´curite´ n’est requise, cette dernie`re transformation s’effectue effica-
cement en appliquant une boite-S inde´pendamment sur chacun des octets du re´sultat
interme´diaire. Cependant lorsque l’on souhaite effectuer cette transformation de fac¸on
se´curise´e, cette solution devient couˆteuse en terme de consommation me´moire car elle
demande de stocker autant de tables pre´-calcule´es que de nombres de parts du sche´ma de
partage de secret associe´ a` E. Pour reme´dier a` ce proble`me, une autre solution consiste a`
effectuer la transformation SubBytes en appliquant successivement une inversion sur F256
et une transformation affine [DR02].
L’inversion sur F256 peut eˆtre de´crite comme une e´le´vation a` la puissance 254, ne´cessitant
des e´le´vations au carre´ et des multiplications sur F256 :
InverserXs  X254 mod 256 . (2.38)
Pour effectuer la multiplication entre deux e´le´ments a, b P F256, la premie`re approche
pourrait consister a` utiliser une table pre´-calcule´e pour obtenir le re´sultat : multrasrbs  ab.
Cependant, une telle table requiert de stocker 65.536 octets, ce qui est trop couˆteux
en terme de consommation me´moire. Une me´thode plus efficace couramment applique´e
consiste a` prendre en compte deux tables pre´-calcule´es, logr.s et alogr.s contenant chacune
255 octets et satisfaisant :
logrαis  i
alogris  αi
(2.39)
pour 1 ¤ i ¤ 255 et α un ge´ne´rateur de F256 [DR02].
Si a et b sont des e´le´ments non nuls de F256, alors le re´sultat de la multiplication entre a
et b s’obtient en calculant :
ab  alogrplogras   logrbsq pmod 255qs . (2.40)
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Une alternative a` cette me´thode est de conside´rer le corps F256 comme une extension
quadratique de F24 [RBJ 01, SMTM01]. Dans ce cas, les ope´rations requises lors de l’in-
version sont de´finies sur F24 et ainsi les multiplications entre deux e´le´ments peuvent eˆtre
effectue´es a` l’aide d’une unique table pre´-calcule´e de 256 e´le´ments, ce qui est plus efficace
que l’utilisation des tables log, alog.
Une autre alternative pour implanter la transformation SubBytes consiste a` repre´senter
les boˆıtes-S sous forme polynoˆmiale, puis a` effectuer les puissances requises a` l’aide des
classes cyclotomiques 3 [CGP 12a]. La transformation SubBytes devient alors :
SubBytesrXs  t0x05uX254   t0x09uX253   t0xF9uX251   t0x25uX247
  t0xF4uX239  X223   t0xB5uX195   t0x8FuX127   t0x63u ,
(2.41)
ou` chacune des puissances requises par cette e´galite´ appartient a` une meˆme classe cycloto-
mique. En particulier, d’apre`s la table 1 donne´e dans [CGP 12a], cette solution ne´cessite
4 proce´dures de multiplication sur des vecteurs de partage de´fini sur F256.
Dans les sous-sections suivantes, on pre´sente les principales solutions ge´ne´riques pro-
pose´es dans la litte´rature utilisant des sche´mas de partage de secret pour implanter la
transformation SubBytes de fac¸on se´curise´e. De plus, le couˆt de chacune de ces solutions
est compare´ dans le chapitre 4 (cf. sous-section 4.4).
Dans la suite, on suppose que les transformations line´aires sont effectue´es comme de´crites
pre´ce´demment en utilisant un sche´ma de partage de secret line´aire a` seuil reque´rant seule-
ment t   1 parts. Par conse´quent, on suppose que la transformation SubBytes prend en
entre´e un re´sultat interme´diaire constitue´ de 16 vecteurs de partage de longueur t  1 et
retourne 16 nouveaux vecteurs de partage :
vx0 vx4 vx8 vx12
vx1 vx5 vx9 vx13
vx2 vx6 vx10 vx14
vx3 vx7 vx11 vx15
SubBytes
ÝÝÝÝÝÝÝÝÑ
vSubBytespx0q vSubBytespx4q vSubBytespx8q vSubBytespx12q
vSubBytespx1q vSubBytespx5q vSubBytespx9q vSubBytespx13q
vSubBytespx2q vSubBytespx6q vSubBytespx10q vSubBytespx14q
vSubBytespx3q vSubBytespx7q vSubBytespx11q vSubBytespx15q
(2.42)
2.4.2.1 Utilisation du sche´ma de partage de secret basique
Dans cette sous-section, on pre´sente les solutions propose´es dans [RP10, CPRR13]
utilisant le sche´ma de partage de secret basique. Conside´rons l’ensemble E  tps, vsq :
s P F256, vs P Es  pF256qt 1u associe´ au sche´ma de partage de secret basique. Le re´sultat
en entre´e de la transformation SubBytes est alors constitue´ de 16 vecteurs de partage
associe´s a` ce sche´ma. Pour effectuer cette transformation, on pre´sente d’abord la solution
propose´e dans [RP10] qui consiste a` appliquer inde´pendamment sur chacun des vecteurs
3. Cette solution peut eˆtre applique´e pour toute boˆıte-S.
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de partage une proce´dure d’inversion, puis a` appliquer la transformation affine.
Commenc¸ons par pre´senter l’implantation de la transformation la plus simple : celle
de la transformation affine sur un vecteur de partage. Cette transformation peut eˆtre
applique´e pour tout X P F256 comme :
TransAffrXs  ϕApXq   b , (2.43)
ou` ϕA est une fonction line´aire sur F2 et b est l’octet t0x63u.
En de´terminant a` partir d’un vecteur de partage vs  pc1, . . . , ct 1q P Es, le vecteur
suivant :
vs1  pϕApc1q   b, ϕApc2q, . . . , ϕApct 1qq , (2.44)
la proce´dure de reconstruction applique´e a` vs1 retourne dans ce cas :
reconstructionpvs1q 

t 1¸
i1
ϕApciq

  b  ϕA

t 1¸
i1
ci

  b  ϕApsq   b . (2.45)
La transformation affine peut alors eˆtre applique´e comme une transformation stable.
Par conse´quent, la transformation SubBytes de´crite dans [RP10] consiste a` appliquer
la proce´dure d’inversion donne´e par l’algorithme 7 sur chacun des vecteurs de partage
du re´sultat interme´diaire, puis a` appliquer la transformation affine comme de´crite par la
relation (2.44).
L’inversion d’un e´le´ment de F256 effectue´e comme une exponentiation a` la puissance
254 requiert une succession d’e´le´vations au carre´ et de multiplications. On peut remarquer
que l’application d’e´le´vation au carre´ sur un vecteur de partage associe´ au sche´ma de
partage de secret basique de´fini sur F256 est une transformation stable. En effet, pour
tout vecteur de partage vs  pc1, . . . , ct 1q P Es, reconstructionpvsq 
°t 1
i1 ci  s, ce qui
implique comme F256 est de caracte´ristique 2 :
s2 

t 1¸
i1
ci
2

t 1¸
i1
c2i . (2.46)
D’ou` pc21, . . . , c
2
t 1q P Es2 . La proce´dure d’e´le´vation au carre´ sur un vecteur de partage
peut donc eˆtre effectue´e comme une transformation stable qui requiert seulement t   1
e´le´vations au carre´.
La multiplication entre deux vecteurs de partage n’est pas quant a` elle une transformation
stable, i.e., pour tout vs  pc1, . . . , ct 1q P Es et vs1  pc
1
1, . . . , c
1
t 1q P Es1 , tels que vs  vs1 :
pc1c
1
1, . . . , ct 1c
1
t 1q R Ess1 . (2.47)
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De ce fait, une proce´dure de multiplication se´curise´e entre deux vecteurs de partage as-
socie´s au sche´ma de partage de secret basique est requise. Une premie`re solution a e´te´ pro-
pose´e par Yuval Ishai, Amit Sahai and David Wagner dans [ISW03] pour des implantations
hardware. Ils ont montre´ la manie`re d’effectuer de fac¸on se´curise´e une multiplication entre
deux vecteurs de partage de´finis sur F2. Ensuite Matthieu Rivain et Emmanuel Prouff
ont adapte´ cette solution en proposant une proce´dure de multiplication entre vecteurs de
partage de´fini sur F2n , avec n P N [RP10]. Cette proce´dure, de´crite par l’algorithme 6,
ne´cessite pt  1q2 multiplications, 2tpt  1q additions et tpt  1q{2 ge´ne´rations d’e´le´ments
uniforme´ment distribue´s sur F2n .
Algorithme 6 Proce´dure de multiplication [RP10, Algorithme 1]
Entre´es: E  tps, vsq : s P F2n , vs P Es  pF2nqt 1u un ensemble associe´ a` un sche´ma de
partage de secret basique de parame`tre de se´curite´ t.
px1, . . . , xt 1q P Es et py1, . . . , yt 1q P Es1
Sortie: pz1, . . . , zt 1q P Ess1
Fonction : SecMultn ppx1, . . . , xt 1q, py1, . . . , yt 1qq
1. Pour i  1 a` t  1 faire:
2. Pour j  i  1 a` t  1 faire:
3. Ge´ne´rer ri,j PR F2n
4. rj,i Ð pri,j   xiyjq   xjyi
5. Pour i  1 a` t  1 faire:
6. zi Ð xiyi
7. Pour j  i  1 a` t  1, j  i faire:
8. zi Ð zi   ri,j
9. Retourner pz1, . . . , zt 1q
La proce´dure d’inversion sur un vecteur de partage peut eˆtre effectue´e a` partir des
proce´dures d’e´le´vation au carre´ et de multiplication de´crites pre´ce´demment. Comme la
proce´dure de multiplication est plus couˆteuse que celle d’e´le´vation au carre´, les auteurs
de [RP10] ont explicite´ une exponentiation a` la puissance 254 minimisant le nombre de
multiplications. Leur proposition requiert 4 multiplications et 7 e´le´vations au carre´ sur
F256 :
InverserXs  X254  rpX2Xq4pX2Xqs16pX2Xq4X2 , (2.48)
qui peut s’effectuer en calculant successivement :
X CÝÝÝÑX
2 MÝÝÝÑX
3 2CÝÝÝÑX
12 MÝÝÝÑX
15 4CÝÝÝÑX
240 MÝÝÝÑX
252 MÝÝÝÑX
254 (2.49)
ou` C, M , 2C et 4C signifient respectivement carre´, multiplication, 2 carre´s et 4 carre´s.
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Pour garantir la se´curite´ de l’exponentiation a` la puissance 254, chaque proce´dure
requise doit eˆtre re´sistante aux attaques d’ordre t et notamment la proce´dure de mul-
tiplication. Cependant, comme explicite´ dans [RP10], cette proce´dure de multiplication
peut eˆtre prouve´e suˆre seulement si les vecteurs de partage en entre´e sont t-inde´pendants
(i.e., tous les t-uplets du premier vecteur doivent eˆtre inde´pendants de tous les t-uplets du
second). De ce fait, pour pouvoir l’appliquer entre les vecteurs de partage associe´s a` X2 et
X ou a` X3 et pX3q4, une proce´dure dite de rafraichissement doit alors eˆtre mise en place
pour rendre chacun des vecteurs t-inde´pendant. Sous cette condition, l’exponentiation a`
la puissance 254, i.e., l’inversion, peut eˆtre effectue´e de manie`re se´curise´e comme de´crite
par l’algorithme 7, ou` Refresh(.) re´fe`re a` une proce´dure de rafraˆıchissement. Pour effectuer
cette proce´dure, la solution propose´e dans [RP10] consiste a` effectuer une addition entre
l’un des vecteurs de partage et un vecteur de partage de 0.
Algorithme 7 Proce´dure d’inversion de Rivain et Prouff [RP10, Algorithme 3]
Entre´es: E  tps, vsq : s P F256, vs P Es  pF256qt 1u un ensemble associe´ a` un sche´ma de
partage de secret basique de parame`tre de se´curite´ t.
px1, . . . , xt 1q P Es
Sortie: pz1, . . . , zt 1q P Es254
1. py1, . . . , yt 1q Ð px
2
1, . . . , x
2
t 1q
2. Refreshpy1, . . . , yt 1q
3. pz1, . . . , zt 1q Ð SecMult8 ppy1, . . . , yt 1q, px1, . . . , xt 1qq
4. pw1, . . . , wt 1q Ð pz
4
1 , . . . , z
4
t 1q
5. Refreshpw1, . . . , wt 1q
6. pz1, . . . , zt 1q Ð SecMult8 ppz1, . . . , zt 1q, pw1, . . . , wt 1qq
7. pz1, . . . , zt 1q Ð pz
16
1 , . . . , z
16
t 1q
8. pz1, . . . , zt 1q Ð SecMult8 ppz1, . . . , zt 1q, pw1, . . . , wt 1qq
9. pz1, . . . , zt 1q Ð SecMult8 ppz1, . . . , zt 1q, py1, . . . , yt 1qq
10. Retourner pz1, . . . , zt 1q
On peut noter que deux alternatives a` la proce´dure d’inversion de´crite par l’algo-
rithme 7 ont e´te´ propose´es dans [KHL11, CGP 12a]. Celle propose´e dans [KHL11] est
une adaptation de cette me´thode et de celle de´crite dans [RBJ 01, SMTM01] qui conside`re
le corps F256 comme une extension quadratique de F16. Dans ce cas, la proce´dure d’in-
version requiert 5 applications de la proce´dure de multiplication. Cependant, comme la
multiplication entre deux e´le´ments de F16 peut eˆtre effectue´e a` l’aide d’une table pre´-
calcule´e, leur solution reste moins couˆteuse en termes de temps d’exe´cution compare´e a`
la solution initiale. La seconde alternative, de´crite dans [CGP 12a], propose d’implanter
la transformation SubBytes comme de´finie par la relation 2.41 a` l’aide de la proce´dure
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de multiplication donne´e par l’algorithme 6. D’apre`s la table 1 donne´e dans [CGP 12a],
on peut voir que leur solution ne´cessite 4 proce´dures de multiplication se´curise´es comme
pour la solution [RP10].
Ces diffe´rentes me´thodes permettant d’effectuer la transformation SuBbytes utilisent
chacune aux moins une fois la proce´dure de multiplication se´curise´e de´crite par l’algo-
rithme 6 pre´ce´de´e d’une proce´dure de rafraichissement. Cependant, Jean-Se´bastien Coron
et al. ont re´cemment explicite´ dans [CPRR13] une faille de se´curite´ lorsque cette proce´dure
de multiplication est pre´ce´de´e de la fonction de rafraˆıchissement consistant simplement a`
effectuer une addition entre le vecteur de partage a` rafraˆıchir et un vecteur de partage
de ze´ro. En effet, ils expliquent que dans ce cas, les vecteurs de partage en entre´e de la
proce´dure de multiplication ne sont pas t-inde´pendants.
Par exemple, explicitons cette faille pour t  2. Conside´rons les vecteurs de partage
vs  px1, x2, x3q et vs2  py1, y2, y3q obtenus a` la fin de l’e´tape 2 de l’algorithme 7. Comme
la fonction de rafraichissement consiste a` additionner le vecteur avec un vecteur de ze´ro,
vs2 se re´e´crit :
vs2  py1, y2, y3q  px
2
1   r1, x
2
2   r2, x
2
3   r1   r2q , (2.50)
avec r1, r2 PR Fq.
Supposons l’attaquant capable d’observer les consommations associe´es aux variables
suivantes :
– HW pS2   X21   X
2
2   R1q   B1 qui correspond a` la manipulation de X
2
3   R1 
S2  X21  X
2
2  R1 a` un moment donne´ lors de l’exe´cution de la fonction de rafrai-
chissement,
– HW pX2  pX
2
1   R1qq   B2 qui correspond a` la manipulation d’une donne´e in-
terme´diaire (e´tape 4) de la proce´dure de multiplication de l’e´tape 3.
On peut voir que la variable S2   X21   X
2
2   R1 manipule la variable sensible S
2 et
les meˆmes masques X1, X2, R1 que la variable X2  pX
2
1   R1q. De cette remarque, les
auteurs de [CPRR13] ont montre´ que l’observation de ces variables permet de retrouver de
l’information sur S. Pour ce faire, ils ont explicite´ la quantite´ d’information pouvant eˆtre
retrouve´e sur S compare´ a` des attaques d’ordre 2 et d’ordre 3 classiques, i.e., des attaques
ciblant respectivement les points de fuite associe´s a` wHpS  X1q  B1 et wHpX1q  B2 ; et
les points de fuite associe´s a` wHpS  X1  X2q  B1, wHpX1q  B2 et wHpX2q  B3.
Pour reme´dier a` cette faille de se´curite´, les auteurs de [CPRR13] proposent une solution
impliquant une fonction h : F2n Ñ F2n satisfaisant pour tout x P F2n :
hpxq  xgpxq , (2.51)
ou` g est une fonction F2-line´aire.
Ainsi pour effectuer les proce´dures de multiplication entre les vecteurs de partage associe´s
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a` X et X2 et a` X3 et X12 requises par l’algorithme 7, ils donnent un algorithme se´curise´
de la proce´dure d’e´valuation h applique´ sur un vecteur de partage, ou` g correspond a` une
e´le´vation soit a` la puissance 2, soit a` la puissance 4 (cf. [CPRR13, Algorithme 3]). Par
ailleurs, ils proposent d’utiliser des tables pre´-calcule´es pour retourner le re´sultat de la
fonction h applique´e sur un e´le´ment de F256. Bien que leur solution demande de ge´ne´rer
plus de nombres ale´atoires, elle reste plus efficace que la solution pre´ce´dente consistant
a` effectuer une proce´dure de rafraichissement et une proce´dure de multiplication. Ainsi
ils sugge`rent de remplacer les e´tapes 2 a` 3, et 5 a` 6 de la proce´dure d’inversion (Alg. 7)
par cette solution. La proce´dure d’inversion ainsi obtenue est donne´e par l’algorithme 8,
ou` les proce´dures EvalPuissance3 et EvalPuissance5 re´fe´rent respectivement a` l’algorithme
se´curise´ de la proce´dure d’e´valuation h applique´ sur un vecteur de partage donne´e par
l’algorithme 5 dans [CPRR13]), ou` g correspond a` une e´le´vation a` la puissance 2, respec-
tivement a` la puissance 4. De plus, la table 2.1 indique le couˆt des proce´dures requises
par cet algorithme. Cependant, on peut noter qu’aucune preuve de se´curite´ sur l’inversion
entie`re n’est prouve´e.
Algorithme 8 Proce´dure d’inversion de Coron et al. [CPRR13]
Entre´es: E  tps, vsq : s P F256, vs P Es  pF256qt 1u un ensemble associe´ a` un sche´ma de
partage de secret basique de parame`tre de se´curite´ t.
px1, . . . , xt 1q P Es
Sortie: pz1, . . . , zt 1q P Es254
1. py1, . . . , yt 1q Ð px
2
1, . . . , x
2
t 1q (vecteur de partage de Es2)
2. pz1, . . . , zt 1q Ð EvalPuissance3px1, . . . , xt 1q (vecteur de partage de Es3)
3. pw1, . . . , wt 1q Ð pz
4
1 , . . . , z
4
t 1q (vecteur de partage de Es12)
4. pz1, . . . , zt 1q Ð EvalPuissance5pz1, . . . , zt 1q (vecteur de partage de Es15)
5. pz1, . . . , zt 1q Ð pz
16
1 , . . . , z
16
t 1q (vecteur de partage de Es240)
6. pz1, . . . , zt 1q Ð SecMult8 ppz1, . . . , zt 1q, pw1, . . . , wt 1qq (vecteur de partage de Es252)
7. pz1, . . . , zt 1q Ð SecMult8 ppz1, . . . , zt 1q, py1, . . . , yt 1qq (vecteur de partage de Es254)
8. Retourner pz1, . . . , zt 1q
2.4.2.2 Utilisation du sche´ma de partage de secret multiplicatif
Comme dans la sous-section pre´ce´dente, on suppose que toutes les transformations
line´aires de l’AES sont effectue´es en utilisant le sche´ma de partage de secret basique de´fini
sur F256 ; de meˆme pour la transformation affine afin qu’elle puisse s’effectuer comme une
transformation stable (cf relation (2.44)). Dans ce cas, les 16 vecteurs de partage en entre´e
et en sortie de l’inversion requise par la transformation SubBytes doivent eˆtre associe´s au
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ale´a add mult table
SecMult8 (Alg. 6) pt
2   tq{2 2t2   2t t2   2t  1 -
EvalPuissance3
([CPRR13, Alg. 5])
t2   t 5t2   4t 1 - 2t2   3t  1
EvalPuissance5
([CPRR13, Alg. 5])
t2   t 5t2   4t 1 - 2t2   3t  1
Le symbole ale´a de´signe le nombre d’e´le´ments ge´ne´re´s uniforme´ment sur F256 ; add et
mult indiquent respectivement le nombre d’additions et de multiplications entre 2 e´le´ments
de F256 et table indique le nombre d’acce`s a` une table pre´-calcule´e (soit a` la table retour-
nant l’e´le´vation a` la puissance 3 d’un e´le´ment de F256 ou soit a` la puissance 5).
Table 2.1 – Couˆt des proce´dures re´sistantes aux attaques d’ordre t requises par l’algo-
rithme 8
sche´ma de partage de secret basique associe´ a` l’ensemble E  tps, vsq : s P F256, vs  Ft 1256 u.
La diffe´rence entre la solution pre´sente´e dans cette sous-section et celle de´crite dans
la sous-section 2.4.2.1 porte sur la proce´dure d’inversion requise par la transformation
SubBytes. Cette dernie`re est de´crite ici en appliquant un sche´ma de partage de secret
multiplicatif de´fini sur F256. Pour e´viter toute confusion, on note l’ensemble associe´ a` ce
sche´ma Em  tps, vsq : s P F256, vs  pF256qt 1u.
Dans un tel sche´ma, la proce´dure de multiplication entre deux vecteurs de partage est
une transformation stable :
@ps, c1, . . . , ct 1q, ps
1, c11, . . . , c
1
t 1q P Emñ pc1c
1
1, . . . , ct 1c
1
t 1q P Emss1 . (2.52)
Par conse´quent, la proce´dure d’inversion d’un secret s P F256 sur un vecteur de partage
est aussi une transformation stable :
@ps, c1, . . . , ct 1q P Emñ pInverserc1s, . . . , Inverserct 1sq P EmInverserss , (2.53)
avec Inverser.s une table pre´-calcule´e retournant l’inverse d’un e´le´ment de F256 donne´ en
entre´e.
Cependant, le sche´ma de partage de secret initialement conside´re´ est le sche´ma de
partage de secret basique de´fini sur F256 et non le sche´ma multiplicatif de´fini sur F256.
De ce fait, des me´thodes de conversion pour passer d’un sche´ma de partage de secret a`
un autre sont ne´cessaires. Dans cette sous-section, on pre´sente succinctement la me´thode
propose´e dans [GPQ11b] par Laurie Genelle, Emmanuel Prouff et Michae¨l Quisquater
pour y reme´dier. Cette solution s’inspire de leurs pre´ce´dents articles [GPQ10, GPQ11a].
Les proce´dures de conversion propose´es dans [GPQ11b], appele´es AMtoMM et MMtoAM
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ve´rifient :
AMtoMMpx1, . . . , xt, x 
°t
i1 xiq Ñ pz1, . . . , zt, x
±t
i1 ziq
MMtoAMpz1, . . . , zt, x
±t
i1 ziq Ñ px1, . . . , xt, x 
°t
i1 xiq
(2.54)
avec x, x1, z1, . . . , xt, zt P F256.
La proce´dure AMtoMM consiste a` transformer successivement chacune des coordonne´es
additives xi, pour i  1, . . . , t, en coordonne´es multiplicatives. Pour ce faire, cette proce´dure
conside`re les ensembles : SMV  txt 1  x 
°t
i1 xiu, SAM  tx1, . . . , xtu et SMM  H,
puis effectue successivement pour i  1, . . . , t, le traitement suivant :
1. multiplier l’e´le´ment de SMV et chaque e´le´ment de SAM par zi PR F256,
2. inse´rer zi dans l’ensemble SMM ,
3. supprimer le premier e´le´ment de SAM et l’additionner a` l’e´le´ment de SMV .
Inversement, la proce´dure MMtoAM transforme successivement chacune des coordonne´es
multiplicatives zi, pour i  1, . . . , t, en coordonne´es additives. En supposant les en-
sembles pre´ce´dents initialise´s tels que SMV  tzt 1  x 
±t
i1 ziu, SAM  H et
SMM  tz1, . . . , ztu, cette proce´dure effectue successivement pour i  1, . . . , t, le trai-
tement suivant :
1. additionner l’e´le´ment de SMV avec xi PR F256,
2. inse´rer ri dans l’ensemble SAM ,
3. supprimer zi de SMM , puis multiplier par z
1
i l’e´le´ment de SMV et chacun des
e´le´ments de SAM .
Les algorithmes relatifs a` ces deux proce´dures de conversion sont donne´es dans [GPQ11b]
par les algorithmes 1 et 2.
Afin de pouvoir appliquer ces deux proce´dures, les e´le´ments conside´re´s (i.e., x, x1,
z1, . . ., xt et zt) doivent eˆtre de´finis sur F256. Pour que cette condition soit remplie, les
auteurs proposent d’appliquer (avant la proce´dure de conversion AMtoMM) une proce´dure,
appele´e SecureDirac, permettant d’obtenir des vecteurs de´finis sur pF256qt 1 a` partir des
vecteurs de partage basique de´finis sur Ft 1256 . Cette dernie`re permet notamment de ge´rer
le cas ou` le secret partage´ vaut 0. Elle utilise la fonction de Dirac, note´e δ0, de´finie pour
tout x P F256 par :
δ0pxq 
"
1 si x  0
0 sinon
(2.55)
L’implantation de cette proce´dure sur un composant ayant un processeur de l bits (ge´ne´-
ralement l  8), s’applique sur l vecteurs de partage de sorte a` manipuler t  1 matrices
binaires de dimension l  l ou` la matrice i, pour i  1 . . . , t  1, est compose´e des i-e`mes
parts des l vecteurs. En supposant l  8, cette proce´dure s’applique sur les 8 premiers
vecteurs de partage vx0 , . . . , vx7 puis inde´pendamment sur les 8 derniers : vx8 , . . . , vx15
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de´crits dans la relation (2.42). L’application de cette proce´dure sur 8 vecteurs de partage
retourne alors 8 nouveaux vecteurs de longueur t   1 dont les e´le´ments sont tous de´finis
sur F256. De plus, cette proce´dure garde en me´moire t  1 vecteurs binaires : D1, . . . , Dt 1
de dimension l permettant de se souvenir des modifications apporte´es sur les 8 vecteurs
initialement conside´re´s.
A` ce stade, la proce´dure de conversion AMtoMM peut alors eˆtre applique´e et ainsi
la proce´dure d’inversion de´crite comme une transformation stable peut eˆtre effectue´e
inde´pendamment sur chacune des coordonne´es des 8 vecteurs de partage. Une fois ce trai-
tement effectue´, la proce´dure conversion MMtoAM peut eˆtre applique´e sur ces 8 vecteurs.
Les 8 vecteurs additifs ainsi obtenus sont alors ajuste´s a` l’aide du vecteur pD1, . . . , Dt 1q
de sorte que la proce´dure d’inversion retourne bien 8 vecteurs de partage associe´s aux
8 secrets attendus. Cette proce´dure d’inversion est de´crite par l’algorithme 9 qui s’ap-
plique sur l vecteurs de partage directement. A` titre d’indication, le couˆt des diffe´rentes
proce´dures appele´es dans cette proce´dure d’inversion est pre´cise´ dans la table 2.2. Plus
de de´tails sur la proce´dure SecureDirac peuvent eˆtre trouve´s dans [GPQ11a].
ale´a add and mult
SecureDirac
([GPQ11a, Alg. 4])
7tpt  1q bits p28t  16qpt  1q 14tpt  1q2 -
AMtoMM
([GPQ11b, Alg. 1])
8tpt  1q octets 16t2 - 8tpt  3q
MMtoAM
([GPQ11b, Alg. 2])
24tpt  1q octets 16tpt  2q - 8tpt  3q
Le symbole ale´a de´signe le nombre d’e´le´ments ge´ne´re´s uniforme´ment sur F256 ou F256 ;
and de´signe l’ope´ration de multiplication bit a` bit ; add et mult indiquent respectivement
le nombre d’additions et de multiplications entre 2 e´le´ments de F256.
Table 2.2 – Couˆt des proce´dures re´sistantes aux attaques d’ordre t requises par l’algo-
rithme 9
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Notation 2.4.4. Dans l’algorithme 9, les e´le´ments en gras repre´sentent l e´le´ments de
F256 ou sur F256, par exemple, pour i  1, . . . , t  1 :
xi 
 x
r1s
i
...
x
rls
i
 , (2.56)
avec x
r1s
i , . . . , x
rls
i P F256 ou F256.
Algorithme 9 Proce´dure d’inversion de Genelle, Prouff et Quisquater [GPQ11b]
Entre´es: E  tps, vsq : s P S, pc1, . . . , ct 1q P Es  pF256qt 1u un ensemble associe´ a` un sche´ma
de partage de secret basique de parame`tre de se´curite´ t.
px1, . . . ,xt 1q : l vecteurs de partage tels que pour tout j  1, . . . , l : ps
rjs, x
rjs
1 , . . . , x
rjs
t 1q P E
Sortie: pz1, . . . , zt 1q : l vecteurs de partage tels que pour tout j  1, . . . , l :
ppsrjsq1, z
rjs
1 , . . . , z
rjs
t 1q P E (cf. notation 2.4.4)
1. rpD1, . . . , Dt 1q, py1, . . . ,yt 1qs Ð SecureDiracpx1, . . . ,xt 1q
2. py1, . . . ,yt 1q Ð AMtoMMpy1, . . . ,yt 1q
3. Pour j  1 a` l faire:
4. py
rjs
1 , . . . , y
rjs
t 1q Ð

Inversery
rjs
1 s, . . . , Inversery
rjs
t 1s
	
5. px1, . . . ,xt 1q Ð MMtoAMpy1, . . . ,yt 1q
6. pz1, . . . , zt 1q Ð px1  D1, . . . ,xt 1  Dt 1q
7. Retourner pz1, . . . , zt 1q
2.4.2.3 Utilisation du sche´ma de partage de secret de Shamir
Dans cette sous-section, on pre´sente les solutions propose´es dans [GM11, PR11b] uti-
lisant le sche´ma de partage de secret de Shamir. Conside´rons l’ensemble E  tps, vsq :
s P F256, vs P Es  pF256qnu associe´ a` un tel sche´ma de parame`tre de se´curite´ t, avec
t   n. Les transformations line´aires sur F256 de l’AES seront effectue´es comme de´crites
en introduction de la sous-section 2.4.2, en conside´rant le sche´ma de partage de secret de
Shamir. Les re´sultats temporaires en entre´e et en sortie de la transformation SubBytes
sont donc chacun constitue´ de 16 vecteurs de partage associe´s a` ce sche´ma. Il reste a`
pre´senter l’implantation de la transformation SubBytes. Cette transformation consiste a`
appliquer, inde´pendamment sur chacun des vecteurs de partage, une proce´dure d’inver-
sion partant de la relation (2.48), puis a` effectuer la transformation affine repre´sente´e sous
forme polynoˆmiale.
Pour effectuer la proce´dure d’inversion, les auteurs de [GM11, PR11b] se sont base´s
sur la proce´dure de multiplication introduite dans le contexte du calcul multi-parties par
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les articles [BOGW88, CCD88]. Rappelons cette proce´dure.
Conside´rons l’ensemble E associe´ au sche´ma de partage de secret de Shamir avec n 
2t   1 parts, ou` t est le parame`tre de se´curite´. Chaque vecteur de partage d’un tel
sche´ma est constitue´ de l’e´valuation d’un polynoˆme de degre´ t en 2t   1 points non
nuls distincts : x1, . . . , x2t 1. Soient ps, vsq, ps
1, vs1q P E, avec vs  pfpx1q, . . . , fpx2t 1qq et
vs1  pf
1px1q, . . . , f
1px2t 1qq, ou` f et f
1 sont deux polynoˆmes de degre´ t. En multipliant
ces vecteurs entre eux, coordonne´e par coordonne´e, on obtient un nouveau vecteur dont
les coordonne´es correspondent a` l’e´valuation d’un troisie`me polynoˆme :
ps, vsq  ps
1, vs1q  pss
1, fpx1qfpx1q, . . . , fpx2t 1qf
1px2t 1qq
 pss1, gpx1q, . . . , gpx2t 1qq
(2.57)
Cependant, ce vecteur n’est pas associe´ a` un sche´ma de partage de secret de Shamir de
parame`tre de se´curite´ t, mais a` sche´ma de partage de secret de Shamir de parame`tre de
se´curite´ 2t. En effet, ce vecteur obtenu est constitue´ de l’e´valuation d’un polynoˆme g de
degre´ 2t en 2t   1 points. Pour conserver les proprie´te´s du sche´ma de partage de secret
initial, notamment afin de pouvoir reconstruire le secret partage´ a` partir de t   1 parts
seulement, une me´thode permettant de re´duire le degre´ du polynoˆme de 2t a` t est alors
primordiale. Dans le cas contraire, une succession de p multiplications requerrait pt   1
parts.
Conside´rons un sche´ma de partage de secret de Shamir entre 2t 1 parts de parame`tre
de se´curite´ 2t et notons pλ  ppλ1, . . . , pλ2t 1q un vecteur de´fini tel que pλj  ±2t 1j1,ji xjxixj ,
pour j  1, . . . , 2t 1 (i.e., des polynoˆmes de Lagrange e´value´s en 0). La solution propose´e
dans [BOGW88, CCD88] pour re´duire le degre´ d’un polynoˆme partage´ consiste dans un
premier temps a` multiplier par pλj chacune des coordonne´es j du vecteur de partage
re´sultat pour j  1, . . . , 2t   1. Ensuite elle requiert d’appliquer la proce´dure de partage
fournie avec E sur chacune des coordonne´es cjc
1
j
pλj (pour j  1, . . . , 2t   1). Enfin, en
additionnant entre eux les 2t  1 nouveaux vecteurs de partage de cjc
1
j
pλj, coordonne´e par
coordonne´e, on obtient un vecteur de partage constitue´ de l’e´valuation d’un polynoˆme de
degre´ t en 2t  1 points non nuls distincts. Par construction, le secret partage´ par un tel
vecteur est bien ce que l’on voulait :
°2t 1
i1 cjc
1
j
pλj  ss1.
Cependant, cette solution ne´cessite de conside´rer n  2t   1 parts, au lieu de t   1
comme attendu. En appliquant cette solution dans le cas de l’AES, cet inconve´nient se
re´ve´lerait couˆteux lors des transformations line´aires qui seraient alors effectue´es avec plus
de parts que ne´cessaire. Pour re´duire ce couˆt, Louis Goubin et Ange Martinelli dans
[GM11] ont propose´ deux ame´liorations de la proce´dure de multiplication.
La premie`re est une adaptation de la me´thode pre´sente´e pre´ce´demment. Cette solution
conside`re seulement n  t   1 parts durant les applications line´aires et ge´ne`re a` la vole´e
les t parts manquantes afin de pouvoir appliquer la proce´dure de multiplication avec les
2t  1 parts requises (cf. Alg. 10).
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Algorithme 10 Proce´dure de multiplication de Goubin et Martinelli [GM11, Adaptation de
l’algorithme 2]
Entre´es: E  tps, vsq : s P F256, vs P Es  pF256qt 1u un ensemble associe´ a` un sche´ma de
partage de secret de Shamir de parame`tre de se´curite´ t.
2t  1 e´le´ments publics distincts non-nuls : x1, . . . , x2t 1
Les e´le´ments βjpxiqp
±t 1
kj,k1
xixk
xjxk
) pre´-calcule´s pour 1 ¤ j ¤ t  1 et t  2 ¤ i ¤ 2t  1
Les e´le´ments pλip±2t 1ji,j1 xjxixj q pre´-calcule´s pour 1 ¤ i ¤ 2t  1
pc1, . . . , ct 1q P Es et pc
1
1, . . . , c
1
t 1q P Es1
Sortie: pz1, . . . , zt 1q P Ess1
Ge´ne´ration a` la vole´e des t parts supple´mentaires :
1. pc1, . . . , ct 1, ct 2, . . . , c2t 1q Ð

c1, . . . , ct 1,
°t 1
j1 cjβjpxt 2q, . . . ,
°t 1
j1 cjβjpx2t 1q
	
2.
 
c11, . . . , c
1
t 1, c
1
t 2, . . . , c
1
2t 1

Ð

c11, . . . , c
1
t 1,
°t 1
j1 c
1
jβjpxt 2q, . . . ,
°t 1
j1 c
1
jβjpx2t 1q
	
Proce´dure de multiplication :
3. pw1, . . . , w2t 1q Ð

c1c
1
1
pλ1, . . . c2t 1c12t 1pλ2t 1
	
4. Pour i  1 a` 2t  1 faire:
vwi Ð partagepwiq
5. pz1, . . . , zt 1q Ð
°2t 1
i1 vwi
6. Retourner pz1, . . . , zt 1q
Il est a` noter que dans la solution donne´e par l’algorithme 10, les deux premie`res e´tapes
peuvent s’effectuer de manie`re re´sistante aux attaques d’ordre t. En effet, supposons par
exemple, un attaquant pouvant observer t valeurs durant l’exe´cution d’un des calculs de
ct 1 i pour i  1, . . . , t effectue´ comme :
ct 1 i Ð c1β1pxt 1 iq
ct 1 i Ð ct 1 i   c2β2pxt 1 iqq
...
...
...
ct 1 i Ð ct 1 i   ct 1βt 1pxt 1 iqq
(2.58)
Durant cette exe´cution, un attaquant observant t valeurs interme´diaires ne pourra pas
obtenir plus d’information que s’il de´tenait directement t coordonne´es. En effet, comme
chaque t-uplet de valeurs interme´diaires est uniforme´ment distribue´ sur Ft256, ils sont donc
chacun inde´pendant du secret partage´ par le vecteur pc1, . . . , ct 1q. Par cette remarque,
il est direct de voir que les deux premie`res e´tapes peuvent s’effectuer de manie`re se´curise´e.
Afin de confirmer l’efficacite´ de leur proposition, la table 3.1 compare le couˆt de l’al-
gorithme 10 avec celui de la me´thode dite standard de´crite dans [BOGW88, CCD88]. De
plus, la table 3.2 est une application nume´rique de la table pre´ce´dente pour t  1, . . . , 6.
D’apre`s cette table, on peut constater que l’algorithme 10 est bien plus efficace que la
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proce´dure standard [BOGW88, CCD88] de`s t ¥ 2.
La seconde ame´lioration propose´e dans [GM11] est nettement plus efficace que la
pre´ce´dente solution. En effet, a` partir de deux vecteurs de partage pc1, . . . , ct 1q P Es et
pc11, . . . , c
1
t 1q P Es1 , cette dernie`re consiste simplement a` de´terminer un nouveau vecteur
de partage pz1, . . . , zt 1q satisfaisant pour i P t1, . . . , t  1u :
zi Ð
t 1¸
j1
t 1¸
k1
pcjc
1
k   ckc
1
jqβj,kpxiq , (2.59)
ou` les e´le´ments βj,kpxiq sont pre´-calcule´s et de´finis pour tout j, k  1 . . . , t  1 par :
βj,kpxiq  Troncpβjpxqβkpxqq
 Troncpα2tx
2t   . . .  αtx
t   . . .  α1x  α0q
 αtx
t   . . .  α1x  α0
Cependant il est montre´ dans [CPR12], que cette seconde solution contient une faiblesse
permettant the´oriquement de re´voquer la se´curite´ de leur proposition en appliquant une
attaque de premier ordre quelque soit le parame`tre de se´curite´ t.
Pour appliquer la proce´dure d’inversion sur un vecteur de partage de´fini sur F256 a`
partir de la relation (2.48), une proce´dure d’e´le´vation a` la puissance 2k, avec k ¡ 1 est
requise. Comme F256 est de caracte´ristique 2, cette dernie`re est moins couˆteuse qu’une
proce´dure de multiplication car elle peut eˆtre effectue´e en manipulant seulement t   1
parts. En effet, on peut remarquer que pour tout polynoˆme f de degre´ t, on a :
pfpXqq2
k

 
s  a1X   . . .  atX
t
2k
 s2
k
  a21X
2k   . . .  a2tX
2kt . (2.60)
En posant Y  X2
k
, le polynoˆme pre´ce´dent devient un polynoˆme de degre´ t. Conside´rons
le vecteur de partage constitue´ des e´valuations du polynoˆme f en les points x1, . . . , xt 1 :
vs  pfpx1q, . . . , fpxt 1qq. Le vecteur de partage suivant pfpx1q
2k , . . . , fpxt 1q
2kq est donc
un vecteur de partage de s2
k
. Cependant ps2
k
, fpx1q
2k , . . . , fpxt 1q
2kq R E, car il s’agit de
l’e´valuation du polynoˆme f en les points px2
k
1 , . . . , x
2k
t 1q et non pas en px1, . . . , xt 1q.
Pour conserver les proprie´te´s du sche´ma de partage de secret, i.e., afin d’obtenir un vec-
teur de partage constitue´ des e´valuations d’un polynoˆme en les points x1, . . . , xt 1, les
auteurs de [GM11] proposent d’appliquer la proce´dure de partage sur les coordonne´es
fpxjq
2kβjp0q
2k . Un vecteur de partage py1, . . . , yt 1q de Es2k est alors obtenu en addition-
nant entre eux les t 1 vecteurs de partage obtenus. Ce dernier est bien un vecteur associe´
a` s2
k
, car la reconstruction donne
reconstructionpy1, . . . , yt 1q 
t 1¸
i1
yiβip0q 
t 1¸
j1
fpxjq
2kβjp0q
2k  s2
k
. (2.61)
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De plus, dans la version longue de [PR11a], Emmanuel Prouff et Thomas Roche pro-
posent une seconde solution pour effectuer une e´le´vation de puissance 2k. Leur me´thode
consiste a` choisir des points x1, . . . , xt 1 tels que l’ensemble de ces points soient stables
par la fonction de Frobenius x ÞÑ x2. Dans ce cas, le traitement reque´rant t 1 proce´dures
de partage ainsi que la somme des vecteurs de partage obtenus entre eux, peut eˆtre rem-
place´ par une simple permutation des parts. Plus pre´cise´ment, conside´rons des points
x1, . . . , xt 1 deux a` deux distincts satisfaisant :
@i P t1, . . . , t  1u, Dj  i P t1, . . . , t  1u tel que x2i  xj . (2.62)
Pour tout i P t1, . . . , t  1u, on :
βip0q
2 
t 1¹
u1,ui
x2u
x2i  x
2
u

t 1¹
u1,uj
xu
xj  xu
 βjp0q . (2.63)
De plus, conside´rons un vecteur de partage pc1, . . . , ct 1q P Es associe´ a` un polynoˆme
fpxq  s  a1x  . . .  atx
t. Par de´finition, on a :
preconstructionpc1, . . . , ct 1qq
2 

t 1¸
i1
ciβip0q
2

t 1¸
i1
c2iβip0q
2 
t 1¸
i1
fpxiq
2βip0q
2  s2 .
(2.64)
Par ailleurs, d’apre`s la relation (2.62), on a
fpxiq
2  gpx2i q  gpxjq , (2.65)
avec gpxq  s2   a21x  . . .  a
2
tx
t.
D’ou` :
s2 
t 1¸
i1
fpxiq
2βip0q
2 
t 1¸
j1
gpxjqβjp0q . (2.66)
L’e´le´vation au carre´ d’un secret ne´cessite donc t  1 carre´s et une permutation des parts.
La proce´dure d’inversion sur les vecteurs de partage associe´s a` un re´sultat interme´diaire
de l’AES s’effectue de fac¸on se´curise´e en appliquant l’algorithme 11, ou` :
– la proce´dure de multiplication, note´e SecMult, re´fe`re a` l’algorithme 10,
– et les proce´dures d’e´le´vation a` la puissance 2,4, et 16 sont effectue´es a` l’aide d’une
transformation stable et d’une permutation de parts. Dans l’algorithme 11, cette
proce´dure est note´e Puissance2m, avec 2m  2, 4 ou 16.
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Algorithme 11 Proce´dure d’inversion de Goubin et Martinelli [GM11]
Entre´es: E  tps, vsq : s P F256, vs P Es  pF256qt 1u un ensemble associe´ a` un sche´ma de
partage de secret de Shamir de parame`tre de se´curite´ t.
px1, . . . , xt 1q P Es
Sortie: pz1, . . . , zt 1q P Es254
1. py1, . . . , yt 1q Ð Puissance2px1, . . . , xt 1q
2. pz1, . . . , zt 1q Ð SecMult ppy1, . . . , yt 1q, px1, . . . , xt 1qq
3. pw1, . . . , wt 1q Ð Puissance4pz1, . . . , zt 1q
4. pz1, . . . , zt 1q Ð SecMult ppz1, . . . , zt 1q, pw1, . . . , wt 1qq
5. pz1, . . . , zt 1q Ð Puissance16pz1, . . . , zt 1q
6. pz1, . . . , zt 1q Ð SecMult ppz1, . . . , zt 1q, pw1, . . . , wt 1qq
7. pz1, . . . , zt 1q Ð SecMult ppz1, . . . , zt 1q, py1, . . . , yt 1qq
8. Retourner pz1, . . . , zt 1q
Enfin pour appliquer la transformation affine a` chaque vecteur de partage associe´ au
re´sultat interme´diaire, une solution efficace de´crite dans [MR02] consiste a` conside´rer cette
transformation sous sa forme polynoˆmiale :
TransAffrXs  t0x05uX128   t0x09uX64   t0xF9uX32   t0x25uX16
 t0xF4uX8  X4   t0xB5uX2   t0x8FuX   t0x63u .
(2.67)
Ainsi cette dernie`re transformation applique´e a` un vecteur de partage requiert 7pt   1q
e´le´vations au carre´ (avec permutation des parts), 7 multiplications de vecteur de partage
avec un scalaire et 8 additions de vecteurs de partage.
2.5 Ade´quation du mode`le de fuite et des contre-
mesures
Dans cette section, les re´sultats pre´sente´s ont fait l’objet d’une publication a` Cosade
2012 [CGP 12b].
Notation 2.5.1. Pour plus de clarte´, on notera dans la suite en lettre majuscule (par
exemple X, Z, . . .) les variables uniforme´ment distribue´es sur un ensemble donne´, et en
lettre minuscule (par exemple x,z, . . .) les valeurs prises par ces variables.
2.5.1 Poids de Hamming vs. distance de Hamming
Pour garantir la se´curite´ d’une implantation cryptographique contre les attaques d’or-
dre t, une approche courante est de prouver formellement la se´curite´ du sche´ma en
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conside´rant un mode`le de fuite. Hormis de tre`s rares exceptions, les preuves de se´curite´
e´tudie´es sont ge´ne´ralement mene´es dans le mode`le de fuite lie´ au poids de Hamming
(cf. de´finition 1.5.5). C’est en particulier le cas des contre-mesures de´crites dans la sous-
section 2.4.2. Cependant en pratique, le mode`le de fuite de certains composants est lie´
a` la distance de Hamming (cf. de´finition 1.5.4). A` partir de cette observation, on peut
se demander si une contre-mesure prouve´e suˆre dans le mode`le de fuite lie´ au poids de
Hamming reste suˆre dans le mode`le lie´ a` la distance de Hamming. Par une implanta-
tion na¨ıve, il est facile de rendre une contre-mesure prouve´e suˆre dans le mode`le lie´ au
poids de Hamming, vulne´rable dans le mode`le lie´ a` la distance de Hamming. Porter une
contre-mesure d’un mode`le a` un autre est un exercice qui s’ave`re de´licat. En particulier,
on pre´sente deux exemples dans les deux sous-sections suivantes.
2.5.1.1 Attaque triviale d’ordre 1
Par un exemple na¨ıf d’implantation, une contre-mesure base´e sur le sche´ma de partage
de secret basique (i.e., le masquage boole´en) e´tudie´e dans le mode`le lie´ au poids de
Hamming peut devenir inefficace lorsqu’on l’applique dans un mode`le de fuite lie´ a` la
distance de Hamming. En effet, conside´rons les variables suivantes Z, T et Z  T de´finies
sur Fq (un corps fini de caracte´ristique 2), ou` Z est une variable sensible et T une variable
uniforme´ment distribue´ sur Fq. Supposons que l’implantation effectue l’e´criture de Z   T
dans un registre contenant T . Dans ce cas, la consommation produite apre`s cette e´criture
de´pend du poids de Hamming associe´e a` la variable sensible :
distpZ   T, T q  wHpZq . (2.68)
Ainsi l’effet de la contre-mesure de masquage est annule´ rendant une attaque d’ordre 1
possible.
2.5.1.2 Attaque d’ordre 1 sur une contre-mesure re´sistante aux attaques
d’ordre 2
Dans cette sous-section, on conside`re l’implantation d’une boˆıte-S re´sistante contre les
attaques d’ordre 2 dans le mode`le de fuite lie´ au poids de Hamming de´crite dans [RDP08]
(cf. Algo. 12). Il s’agit d’une adaptation de la solution de´crite par l’algorithme 5 dans le
chapitre 1.
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Algorithme 12 Implantation d’une boˆıte-S re´sistante aux attaques d’ordre 2, de´finie sur un
corps fini F2n [RDP08]
Entre´es: Soient x˜  x  t1   t2 P F2n une valeur masque´e, t1, t2 deux masques d’entre´e, s1, s2
deux masques de sortie, F r.s une table pre´-calcule´e telle que F rxs  sboxpxq, pour tout x P F256
Soient b un bit ge´ne´re´ ale´atoirement et comparepx, yq une fonction de comparaison se´curise´e
retournant b si x  y et b¯ sinon. Notons R0 et R1 deux registres distincts
Sortie: sboxpxq   s1   s2
1. b PR F2
2. Pour a  0 a` 255
3. cmpÐ comparept1   a, t2q
4. Rcmp Ð pF rx˜  as   s1q   s2
5. Retourner Rb
Supposons que l’algorithme 12 est implante´ sur un composant dont le mode`le de fuite
est lie´ a` la distance de Hamming avec un bruit de moyenne nulle. Supposons de plus
que ce composant posse`de un langage assembleur standard dans lequel un registre RA est
utilise´ comme un accumulateur et que chacun des registres utilise´es (i.e., RA, R0 et R1)
sont initialise´s a` ze´ro. A` partir de ces suppositions, on peut conside´rer la quatrie`me e´tape
de l’algorithme 12 implante´e de la manie`re suivante :
4.1 RA Ð x˜  a
4.2 RA Ð F pRAq
4.3 RA Ð RA   s1
4.4 RA Ð RA   s2
4.5 Rcmp Ð RA
(2.69)
Durant cette exe´cution, ou` X˜  X   T1   T2, le contenu initial du registre Rcmp, note´ R,
satisfait les e´quations suivantes en fonction de la valeur prise par l’indice de la boucle a,
de T1 et de T2 :
R 
$''''&''''%
0 si a  0
0 si a  1 et T1   T2  0
0 si a ¡ 0 et T1   T2  a
F pX˜   pa 2qq   S1   S2 si a ¡ 1 et T1   T2  pa 1q
F pX˜   pa 1qq   S1   S2 sinon
(2.70)
Dans la suite, on va montrer que la distribution de la variable R, de´finie par (2.70),
apporte de l’information sur la variable sensible X. Pour ce faire, on distingue deux cas,
le premier lorsque RA  Rcmp et le second lorsque RA  Rcmp.
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Premier cas : RA  Rcmp
Lorsque le registre Rcmp est l’accumulateur (i.e., RA  Rcmp), l’e´tape 4.5 de´crite par
l’implantation de´taille´e (2.69) est inutile et on peut supposer que le registre Rcmp fuit a`
chaque e´tape (en particulier a` l’e´tape 4.1). Comme on suppose que le mode`le de fuite du
composant est lie´ a` la distance de Hamming, la variable lie´e aux fuites de consommation
associe´es a` l’e´tape 4.1 de l’implantation de´taille´e (2.69), note´e Y , se mode´lise par :
Y  wHpR   X˜   aq  B , (2.71)
ou` R re´fe`re a` l’e´tat initial de Rcmp avant l’e´criture de X˜   a.
A` partir des relations (2.70) et (2.71), on en de´duit :
Y 
$''''&''''%
wHpX˜q  B si a  0
wHpX   1q  B si a  1 et T1   T2  0
wHpXq  B si a ¡ 0 et T1   T2  a
wHpF pX˜   pa 2qq   S1   S2   X˜   aq  B si a ¡ 1 et T1   T2  pa 1q
wHpF pX˜   pa 1qq   S1   S2   X˜   aq  B sinon
(2.72)
Comme X˜  X   T1   T2, avec T1, T2 des variables inde´pendantes de X et uniforme´ment
distribue´es sur F256, la variable Y n’apporte alors aucune information sur X lorsque a  0.
On choisit alors d’ignorer ce cas. Ainsi, on a :
Y 
$&% wHpXq  B si T1   T2  awHpX   1q  B si T1   T2  0 et a  1
wHpZq  B sinon
(2.73)
avec Z une variable inde´pendante de X uniforme´ment distribue´e sur F2n .
A` partir de la relation (2.73), on peut montrer que la variable Y de´pend de X. En effet,
l’espe´rance de Y sachant les valeurs prises par X satisfait :
ErY | X  xs 
$&%
1
2n
 pwHpxq   wHpx  1qq  
2n2
2n
 ErwHpZqs if a  1
1
2n
 wHpxq  
2n1
2n
 ErwHpZqs if a ¡ 1
(2.74)
Comme Z est uniforme´ment distribue´e sur F2n , on a :
ErY | X  xs 
$&%
1
2n
 pwHpxq   wHpx  1qq  
np2n2q
2n 1
if a  1
1
2n
 wHpxq  
np2n1q
2n 1
if a ¡ 1
(2.75)
Lorsque a ¡ 1, l’espe´rance de´crite par la relation (2.75) est une fonction affine de wHpxq
et une fonction affine de wHpxq   wHpx   1q lorsque a  1. Dans les deux cas, cette
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espe´rance re´ve`le de l’information sur X. Un attaquant peut alors cibler le second tour de
l’algorithme 12 (i.e., a  1) et re´cupe´rer les fuites de consommation relatives a` la variable
Y de´finie par la relation (2.71). Comme X est une variable sensible (i.e., correspond a`
l’addition bit a` bit entre une petite partie de la sous-cle´ et une partie du message clair
pouvant eˆtre choisie par l’attaquant), on peut appliquer une attaque statistique pour
expliciter la de´pendance donne´e par la relation (2.75) et ainsi retrouver la partir de la cle´
attaque´e.
Second cas : RA  Rcmp
Dans ce second cas, on suppose que l’accumulateur RA est diffe´rent du registre Rcmp.
Le mode`le de fuite e´tant lie´ a` la distance de Hamming, la fuite produite a` l’e´tape 4.5
de l’implantation donne´e par (2.69) de´pend donc du contenu du registre Rcmp, note´ r et
du contenu du registre RA. La variable relative aux fuites de consommation pouvant eˆtre
produites a` cette e´tape peut eˆtre mode´lise´e par :
Y  wHpR   F pX   T   aq   Sq  B , (2.76)
ou` T  T1   T2 and S  S1   S2. A` partir de la relation 2.70, la relation (2.76) peut eˆtre
re´e´crite en fonction de a et des valeurs pouvant eˆtre prises par T :
Y 
$''''&''''%
wHp F pX   T q   S q  B si a  0
wHp F pXq   S q  B si a  1 et T  pa 1q
wHp F pXq   S q  B si a ¡ 0 et T  a
wHp Da pa2qF pX   pa 2q   pa 1q q  B si a ¡ 1 et T  pa 1q
wHp Da pa1qF pX   pa 1q   T q q  B sinon
(2.77)
ou` DaF re´fe`re a` la de´rive´e de F par rapport a` a P F2n , qui est de´finie pour tout x P F2n
telle que :
DaF pxq  F pxq   F px  aq . (2.78)
Dans les trois premiers cas donne´s par la relation (2.77), la pre´sence de S implique que la
variable Y est inde´pendante de X. En effet, dans ces cas Y est de la forme wHpZq B ou` Z
est une variable uniforme´ment distribue´e sur F2n et inde´pendante de X. Dans les derniers
cas, S n’apparaˆıt pas. Par conse´quent, on peut ve´rifier que la variable Y de´pend de X.
En effet, graˆce a` la loi des probabilite´s totales, pour tout x P F2n et a  1, l’espe´rance de
Y sachant les valeurs prises par la variable X satisfait :
ErY |X  xs 
2µ
2n
 
1
2n
2n1¸
t2
wHpDaF px  tqq, (2.79)
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ou` µ  ErwHpUqs  n{2 avec U une variable uniforme´ment distribue´e sur F2n .
Lorsque a ¡ 1, cette espe´rance satisfait :
ErY |X  xs 
µ
2n
 
1
2n
wHpDa pa2qF px  pa 2q   pa 1qqq
 
1
2n
2n1¸
t0,ta,pa1q
wHpDa pa1qF px  pa 1q   tqq. (2.80)
D’un point de vue alge´brique, la somme explicite´e dans (2.79) (respectivement celle expli-
cite´e dans (2.80)) peut eˆtre vue comme e´tant la moyenne des valeurs prises par DaF px tq
(respectivement par Da pa1qF px   pa  1q   tq) sur le coset x   tt, t P r2, 2
n  1su (res-
pectivement x   tt, t P r0, 2n  1szta  1, auu). Or comme ces cosets ne sont pas tous
e´gaux en fonction d’un x donne´, leur moyenne sera probablement diffe´rente en fonction
des valeurs x. A` partir des relations (2.79) et (2.80), on peut alors en de´duire que la fuite
re´ve`le de l’information sur X. Par conse´quent, des observations de la variable Y peuvent
eˆtre utilise´es pour effectuer une attaque d’ordre 1 ciblant la variable sensible X.
2.5.2 Adaptation de contre-mesure : me´thode intuitive
Comme illustre´ par les exemples pre´sente´s dans la sous-section 2.5.1, une attention
particulie`re doit eˆtre porte´e lors de l’implantation d’une contre-mesure re´sistante dans
le mode`le lie´ au poids de Hamming sur un composant dont mode`le de fuite est lie´ a` la
distance de Hamming. Une ide´e naturelle pour y parvenir consiste a` effacer le registre
utilise´ avant chaque nouvelle e´criture. Ainsi, la distance de Hamming entre le pre´ce´dent
contenu du registre R et la valeur e´crite X (i.e., distpX,Rq) sera remplace´e par la se´quence
suivante : "
distp0, Rq  wHpRq
distpX, 0q  wHpXq
(2.81)
On peut noter que cette technique est couramment utilise´e en pratique a` la fois au niveau
hardware et software.
Contrairement au mode`le de fuite lie´ au poids de Hamming, ce mode`le prend en compte
une fuite supple´mentaire lie´e au contenu de la me´moire avant e´criture. Comme cette fuite
supple´mentaire est suppose´e correspondre a` la manipulation d’une variable qui a de´ja` e´te´
manipule´e, on peut supposer que la fuite lie´e a` wHpRq a de´ja` e´te´ prise en compte dans la
preuve de se´curite´. Par conse´quent, on peut supposer que cette solution d’implantation
peut permettre d’e´tendre une preuve de se´curite´ e´tablie dans le mode`le de fuite lie´ au poids
de Hamming a` une preuve de se´curite´ dans le mode`le de fuite lie´ a` la distance de Hamming.
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Cependant, cette solution n’est plus suffisante de`s lors que l’hypothe`se suivante devient
caduque : les fuites supple´mentaires sont suppose´es de´ja` prises en compte dans la preuve
de se´curite´. Par exemple, reprenons l’exemple de la contre-mesure re´sistante a` l’ordre 2
de´crite par l’algorithme 12 donne´ dans la sous-section 2.5.1.2. On va montrer que cette
solution d’effacement permet dans ce cas de mettre en place une attaque d’ordre 2.
Supposons que le mode`le de fuite est lie´ a` la distance de Hamming et que le contenu des
registres Rb et Rb est initialement e´gal a` ze´ro, avec b PR F2. Dans le but de conserver la
preuve de se´curite´ donne´e dans le mode`le lie´ au poids de Hamming, on propose d’effacer
le registre utilise´ avant une nouvelle e´criture. Sous ces hypothe`ses, la quatrie`me e´tape de
l’algorithme 12 peut eˆtre implante´e de la fac¸on suivante :
4.1 Rcmp Ð 0
4.2 Rcmp Ð F px˜  aq   s1   s2
(2.82)
Comme pre´ce´demment, on suppose que le contenu du registre Rcmp avant l’e´tape 4.1 vaut
R (cf. relation (2.70)). De plus, on suppose que le contenu du registre Rcmp est mis a` ze´ro
avant l’e´criture Z  F pX˜   aq   S1   S2 a` l’e´tape 4.2. La variable relative a` la fuite de
consommation de´finie par la relation (2.71) est alors remplace´e par la se´quence suivante :"
distpR, 0q  B1  wHpRq  B1 (e´tape 4.1)
distp0, Zq  B2  wHpZq  B2 (e´tape 4.2)
(2.83)
Ce mode`le n’est pas totalement e´quivalent au mode`le lie´ au poids de Hamming car le
registre Rcmp fuit lorsqu’il est efface´. Pour effectuer une attaque d’ordre 2, on propose
d’exploiter les variables relatives aux fuites d’information, note´es Y1 et Y2, produites lors
de chaque exe´cution de l’algorithme 12 implante´ avec l’e´tape (2.82). La premie`re variable
est associe´e aux fuites pouvant eˆtre produites lors de la manipulation de X˜ :
Y1  wHpX˜q  B0 . (2.84)
La seconde est quant a` elle associe´e aux fuites pouvant eˆtre produites a` l’e´tape 4.1 de
l’implantation de´taille´e (2.82) :
Y2  wHpRq  B1 . (2.85)
A` partir des relations (2.70) et (2.85), on en de´duit :
Y2 
$''''&''''%
wHp0q  B1 si a  0
wHp0q  B1 si a  1 et T1   T2  0
wHp0q  B1 si a ¡ 0 et T1   T2  a
wHpF pX˜   pa 2qq   S1   S2q  B1 si a ¡ 1 et T1   T2  pa 1q
wHpF pX˜   pa 1qq   S1   S2q  B1 sinon
(2.86)
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ce qui implique :
Y2 
$''''&''''%
wHp0q  B1 si a  0
wHp0q  B1 si a  1 et T1   T2  0 ou 1
wHpZq  B1 si a  1 et T1   T2  0 ou 1
wHp0q  B1 si a ¡ 1 et T1   T2  a
wHpZq  B1 si a ¡ 1 et T1   T2  a
(2.87)
avec Z une variable inde´pendante de X et uniforme´ment distribue´e sur F2n .
A` partir de la relation (2.87), on peut voir que la variable Y2 est inde´pendante de T1   T2
lorsque a  0. Pour cette raison, on propose d’e´tudier l’espe´rance de Y2 seulement lorsque
a ¡ 0 :
EpY2q 
$''&''%
wHp0q si a  1 et T1   T2  0 ou 1
wHpZq si a  1 et T1   T2  0 ou 1
wHp0q si a ¡ 1 et T1   T2  a
wHpZq si a ¡ 1 et T1   T2  a
(2.88)
ce qui donne, comme Z est uniforme´ment distribue´e sur F2n :
EpY2q 
$&% wHp0q si a  1 et T1   T2  0 ou 1wHp0q si a ¡ 1 et T1   T2  an
2
sinon
(2.89)
La variable Y1 de´pend quant elle de X   T1   T2. Par conse´quent, on en de´duit que
la paire pY1, Y2q de´pend statistiquement de la variable sensible X. De plus, on peut voir
d’apre`s la relation (2.89) que la fuite sur T1 T2 est maximale lorsque a  1. Un attaquant
peut alors cibler le second tour de l’algorithme 12 (i.e., a  1), pour re´cupe´rer a` chaque
exe´cution, la paire de consommation de fuite correspondant a` l’observation de pY1, Y2q.
Ensuite, a` partir de ces mesures de consommation, il va pouvoir exploiter l’information
sur X en effectuant une attaque d’ordre 2.
Pour illustrer cette attaque d’ordre 2, on l’a simule´e en conside´rant le mode`le de fuite
sans bruit et en ciblant la variable sensible X  M   k, ou` M correspond a` 8 bits du
message clair connu par l’attaquant et k correspond a` 8 bits de la cle´ secre`te (fixe). Pour
ce faire, les fuites associe´es a` Y1 et Y2 (produites au tour a  1) ont e´te´ combine´es a` l’aide
de la fonction de combinaison appliquant la multiplication normalise´e entre deux points de
fuite [PRB09]. Ensuite, en appliquant une CPA, la valeur secre`te k a e´te´ retrouve´e avec
un taux de succe`s de 99% a` l’aide de moins de 200.000 courbes. La figure 2.5.2 repre´sente
la convergence de la valeur de corre´lation maximale pour les diffe´rentes hypothe`ses de
sous-cle´ en fonction du nombre de courbes de consommation simule´es. Chaque courbe
correspond a` une hypothe`se de sous-cle´ k. En particulier, la courbe noire correspond a` la
bonne hypothe`se k.
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Figure 2.1 – Courbes de convergence re´sultant d’une CPA effectue´e a` partir de courbes
de consommation simule´es sans bruit
2.5.3 Autre adaptation de contre-mesure
L’attaque d’ordre 2 pre´sente´e dans la sous-section 2.5.2 montre que l’effacement des
registres avant une nouvelle e´criture n’est pas toujours suffisant pour porter une preuve
de se´curite´ d’un mode`le lie´ au poids de Hamming vers celui lie´ a` la distance de Hamming.
Des solutions comple´mentaires doivent eˆtre apporte´es en fonction de l’implantation a`
prote´ger. Notamment pour rendre cette attaque inefficace, une solution plus pertinente
pourrait par exemple consister a` remplacer le contenu du registre Rcmp avant chaque
nouvelle e´criture par la valeur d’une variable uniforme´ment distribue´e sur F2n . En effet,
dans ce cas l’espe´rance de la variable Y2 vaut wHpZq, avec Z une variable uniforme´ment
distribue´e sur F2n , et donc l’attaquant ne peut plus mettre en e´vidence de de´pendance
avec la variable sensible X.
Bien que cette solution est pertinente pour l’algorithme 12, il semble pe´rilleux d’affir-
mer que cette solution peut eˆtre ge´ne´ralise´e pour porter n’importe quelle contre-mesure
re´sistante aux attaques d’ordre t dans le mode`le lie´e au poids de Hamming vers une
contre-mesure se´curise´e dans le mode`le lie´e a` la distance de Hamming. L’e´laboration et
la preuve de se´curite´ d’une me´thode ge´ne´rique reste donc un sujet de recherche ouvert.
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2.6 Conclusion
Dans ce chapitre, apre`s avoir introduit les attaques d’ordre supe´rieur, on a pre´sente´ les
notions associe´es aux sche´mas de partage de secret, puis on a expose´ leur utilite´ dans le
monde de l’embarque´. Plus pre´cise´ment, on a explicite´ le fait que n’importe quel sche´ma
de partage de secret de parame`tre de se´curite´ t peut eˆtre applique´ dans le contexte des
attaques par canaux cache´s pour prote´ger un cryptosyste`me des attaques d’ordre t. En
particulier, on a pre´sente´ des exemples d’utilisation de sche´mas de partage de secret per-
mettant d’imple´menter un AES re´sistant aux attaques d’ordre t. Par ces exemples, on a
souligne´ l’inte´reˆt des sche´mas de partage line´aire a` seuil pour implanter les transforma-
tions dites line´aires de l’AES. En ce qui concerne les transformations non stables, telles
que la transformation SubBytes, ce sujet de recherche suscite toujours beaucoup d’inte´reˆt,
malgre´ les nombreuses solutions propose´es.
Dans le but de proposer de nouvelles me´thodes pour implanter les transformations de
l’AES et en particulier la transformation SubBytes, on s’inte´resse dans le chapitre suivant
a` une construction de sche´mas de partage de secret peu connue dans le contexte des
attaques par canaux cache´s. Cette dernie`re est base´e sur l’utilisation des codes correcteurs
d’erreurs, initialement pre´sente´e dans [Mas93]. En appliquant de tels sche´mas de partage
de secret dans le contexte des attaques par canaux cache´s, on propose ensuite dans le
chapitre 4, de nouvelles me´thodes pour implanter diffe´rentes transformations re´sistantes
aux attaques d’ordre t dans le mode`le de fuite lie´ au poids de Hamming.
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Sche´mas de partage de secret et
codes line´aires
Sommaire
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.2 Ge´ne´ralite´s sur les codes line´aires . . . . . . . . . . . . . . . . 72
3.2.1 De´finitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.2.2 Dualite´ et codes auto-duaux . . . . . . . . . . . . . . . . . . . . 74
3.2.3 Construction de code line´aire . . . . . . . . . . . . . . . . . . . 74
3.2.4 Quelques exemples de codes line´aires . . . . . . . . . . . . . . . 76
3.3 Sche´mas de partage de secret et codes line´aires . . . . . . . . 78
3.3.1 Description de la construction . . . . . . . . . . . . . . . . . . . 78
3.3.2 Ope´rations line´aires . . . . . . . . . . . . . . . . . . . . . . . . 83
3.3.3 Exemples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.4 Proce´dure de multiplication se´curise´e . . . . . . . . . . . . . . 85
3.4.1 Description de la proce´dure de multiplication standard . . . . . 85
3.4.2 Ame´lioration de la proce´dure de multiplication . . . . . . . . . 89
3.4.3 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.5 Proce´dure d’e´le´vation a` la puissance p . . . . . . . . . . . . . . 96
3.5.1 Description ge´ne´rale . . . . . . . . . . . . . . . . . . . . . . . . 96
3.5.2 Cas particulier . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.5.3 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.6 Couˆt des ope´rations masque´es . . . . . . . . . . . . . . . . . . . 100
3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
72
3.1 Introduction
Dans ce chapitre, on s’inte´resse a` une construction de sche´mas de partage de secret
peu connue dans le domaine des attaques par canaux cache´s, a` savoir celle explicite´e
par James L. Massey dans [Mas93] dans les anne´es 1990. Cette construction relie les pa-
rame`tres d’un sche´ma de partage de secret line´aire a` ceux d’un code line´aire permettant
ainsi de tirer profit des re´sultats de la the´orie des codes. Plus pre´cise´ment, apre`s avoir
rappele´ les notions ne´cessaires sur la the´orie des codes, on explicitera cette construction
qui assure une protection contre les attaques d’ordre supe´rieur. On pre´sentera ensuite la
proce´dure de multiplication fournie par les codes line´aires. Cette proce´dure a e´te´ pre´sente´e
par Ronald Cramer et al. par exemple dans [CC06, CCCX09] dans le contexte du calcul
multi-parties. Il s’agit d’une ge´ne´ralisation, en terme de codes line´aires, de la proce´dure
de multiplication initialement de´crite pour le sche´ma de partage de secret de Shamir
[BOGW88, CCD88](cf. sous-section 2.4.2.3). En conside´rant le contexte des attaques par
canaux cache´s, on proposera une ame´lioration de cette proce´dure se´curise´e que l’on appli-
quera au sche´ma de partage de secret de Shamir afin de discuter de son efficacite´. Enfin,
on e´tudiera la proce´dure d’e´le´vation a` la puissance p, lorsque le corps de base est de
caracte´ristique p .
3.2 Ge´ne´ralite´s sur les codes line´aires
Dans cette section, on rappelle des notions fondamentales de la the´orie des codes.
De plus amples informations dans ce domaine peuvent eˆtre retrouve´es par exemple dans
l’ouvrage [MS77]. Par de´faut, un code sera toujours suppose´ line´aire.
3.2.1 De´finitions
Soit Fq le corps fini a` q e´le´ments. Un code line´aire C sur Fq de longueur n et dimension k
est un sous-espace vectoriel de Fnq de dimension k. Un tel code contient qk vecteurs de lon-
gueur n sur Fq, appele´s mots de code. Ces derniers peuvent eˆtre entie`rement de´termine´s
par une matrice G appele´e matrice ge´ne´ratrice dont les lignes constituent une base de
code. A` tout vecteur pr1, . . . , rkq P Fkq est associe´ un mot de code c  pc1, . . . , cnq obtenu
en calculant :
pc1, . . . , cnq Ð pr1, . . . , rkq G . (3.1)
De´finition 3.2.1 (Matrice sous forme syste´matique). Une matrice ge´ne´ratrice d’un code
line´aire dont la sous-matrice extraite des k premie`res colonnes constitue la matrice identite´
de dimension k est dite sous forme syste´matique.
Notation 3.2.2. On notera dans la suite Ik, la matrice identite´ de dimension k.
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De´finition 3.2.3 (Codes e´quivalents). Deux codes line´aires C et C 1 sont e´quivalents si C 1
peut eˆtre obtenu a` partir de C en appliquant une permutation sur les coordonne´es.
A` e´quivalence pre`s, tout code line´aire peut eˆtre de´fini par une matrice ge´ne´ratrice sous
forme syste´matique.
De´finition 3.2.4 (Distance de Hamming). La distance de Hamming entre deux vecteurs
c  pc1, . . . , cnq et c
1  pc11, . . . , c
1
nq de Fnq , note´e distpc, c1q, est le nombre de coordonne´es
ou` les deux vecteurs diffe`rent :
distpc, c1q  cardpti : i P t1, . . . , nu, ci  c
1
iuq . (3.2)
De´finition 3.2.5 (Poids de Hamming). Le poids de Hamming d’un vecteur c  pc1, . . . , cnq
de Fnq , note´ wHpcq, est le nombre de coordonne´es ci diffe´rentes de ze´ro :
wHpcq  cardpti : i P t1, . . . , nu, ci  0uq . (3.3)
On a distpc, c1q  wHpc c
1q pour tout mot de code c, c1 P C.
De´finition 3.2.6 (Distance minimale). La distance minimale, note´e d, d’un code line´aire
C est e´gale a` :
d  mintdistpc, c1q : c, c1 P C, c  c1u . (3.4)
Comme C est un code line´aire, c’est aussi le plus petit poids d’un mot non nul de C :
d  mintwHpcq : c P C, c  p0, . . . , 0qu . (3.5)
De´finition 3.2.7 (Codes isomorphes). Deux codes line´aires C et C 1 sont isomorphes si
et seulement s’il existe une application bijective ϕ : C Ñ C 1 qui conserve la line´arite´ entre
deux mots de codes et la distance minimale des mots, i.e., pour c, c1 P C :
ϕpcq   ϕpc1q  ϕpc  c1q
wHpcq  wHpϕpcqq
(3.6)
Dans ce cas, on notera : C  C 1.
Un code line´aire C de longueur n, de dimension k et de distance minimale d de´fini
sur Fq est dit de parame`tres rn, k, dsq (ou simplement de parame`tres rn, ksq lorsque la
distance minimale n’est pas pre´cise´e). Lorsque q  2, on dira que le code C est binaire de
parame`tres rn, k, ds (ou simplement rn, ks).
Proprie´te´ 3.2.8. (Borne de Singleton, [MS77, p.33]) Soit C un code line´aire de parame`tres
rn, k, dsq. La distance minimale d du code C ve´rifie la majoration suivante :
d ¤ n k   1 . (3.7)
Si cette borne est atteinte, le code est dit MDS (pour ”Maximum Distance Separable”).
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3.2.2 Dualite´ et codes auto-duaux
De´finition/Proprie´te´ 3.2.9 (Code dual). ([MS77, p.26]) Le dual CK d’un code C de
parame`tres rn, ksq est l’ensemble
CK   h P Fnq : xh, cy  0 , @c P C( , (3.8)
ou` xh, cy de´signe le produit scalaire entre h  ph1, . . . , hnq et c  pc1, . . . , cnq :
xh, cy 
n¸
i1
hici . (3.9)
Le dual CK est un code de parame`tres rn, n ksq.
Notation 3.2.10. Dans la suite, on notera dK la distance minimale de CK.
De´finition 3.2.11 (Code auto-dual). Si C  CK, le code C est dit auto-dual.
De´finition 3.2.12 (Code faiblement auto-dual). Si C  CK le code C est dit faiblement
auto-dual.
Les codes auto-duaux sont bien connus dans la litte´rature. Par exemple dans [MS77,
p.626], une liste de codes binaires auto-duaux ayant une distance minimale infe´rieure ou
e´gale a` 20 et de longueur infe´rieure a` 104 est pre´sente´e.
De´finition 3.2.13 (Matrice de controˆle). Soient C un code line´aire de parame`tres rn, ksq
et CK son dual. On appelle matrice de controˆle de C une matrice ge´ne´ratrice de CK que l’on
notera H. Lorsque la matrice ge´ne´ratrice de C est sous forme syste´matique : G  pIk|P q,
alors H  pP T |Inkq, ou` P T de´signe la transpose´e de P , est une matrice de controˆle de
C. Par construction, cette matrice ve´rifie :
c P C ô H  cT  p0, . . . , 0qT (3.10)
Proprie´te´ 3.2.14. ([MS77, p.33]) Soit C un code line´aire de longueur n de matrice de
controˆle H. Si δ de´signe le nombre maximal de colonnes de H line´airement inde´pendantes,
alors la distance minimale de C vaut δ   1.
Proprie´te´ 3.2.15. ([MS77, p.318]) Si C est un code line´aire MDS, alors CK l’est aussi.
3.2.3 Construction de code line´aire
Dans cette sous-section, on de´crit une proprie´te´ et une de´finition pre´sentant chacune
une construction de code line´aire que l’on conside`rera a` la fois dans ce chapitre et dans
le chapitre 4. La premie`re construction requiert le lemme suivant :
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Lemme 3.2.16. Conside´rons Fq une extension de Fp. Soient L un sous espace-vectoriel
de Fnp de dimension k et V le sous espace-vectoriel de Fnq engendre´ par une base de L. La
dimension de V vaut k.
De´monstration. Soit Fq une extension de Fp de degre´ m. Soient L un sous espace-vectoriel
de Fnp de dimension k et V le sous espace-vectoriel de Fnq engendre´ par une base de L note´e
B  pb1, . . . , bkq.
Par construction, B engendre V , B est donc une famille ge´ne´ratrice de V . Il reste donc
a` montrer que B est une famille libre sur Fq. Pour ce faire, conside´rons λ1, . . . , λk des
e´le´ments de Fq ve´rifiant la relation suivante :
k¸
i1
λibi  0 . (3.11)
Fq e´tant un Fp-espace vectoriel de dimension m, chaque e´le´ment de Fq peut s’e´crire par
de´finition comme une combinaison line´aire sur Fp. En conside´rant une base pv1, . . . , vmq
de Fq sur Fp, on peut alors e´crire, pour tous les λi P Fq avec i  1, . . . , k :
λi 
m¸
j1
ui,jvj , (3.12)
avec les ui,j P Fp pour i  1, . . . , k et j  1, . . . ,m.
En re´e´crivant la somme donne´e par la relation (3.11) a` l’aide de la relation pre´ce´dente,
on obtient alors :
k¸
i1

m¸
j1
ui,jvj

bi  0 . (3.13)
En notant bi  pbi,1, . . . , bi,nq P Fnp , pour i  1, . . . , k, la relation (3.13) devient pour tout
l  1, . . . , n : °k
i1
°m
j1 ui,jvj
	
bi,l  0 , (3.14)
ô
°m
j1
°k
i1 ui,jbi,l
	
vj  0 . (3.15)
Comme pv1, . . . , vmq est une base de Fq sur Fp, on a donc pour l  1, . . . , n et j  1, . . . ,m :
k¸
i1
ui,jbi,l  0 dans Fp . (3.16)
On en de´duit pour tout j  1, . . . ,m :
k¸
i1
ui,jbi  0 dans Fnp . (3.17)
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La famille B  pb1, . . . , bkq e´tant libre sur Fp, on a alors pour tout i  1, . . . , k et j 
1, . . . ,m : ui,j  0. Ce qui implique que pour tout i  1, . . . , k : λi  0. Par conse´quent,
la famille B  pb1, . . . , bkq est libre sur Fq.
Proprie´te´ 3.2.17. Soit Fq une extension de Fp. Soit C un code line´aire de parame`tres
rn, k, dsp de matrice ge´ne´ratrice G. Le code C 1 de´fini sur Fq, engendre´ par G, est un code
line´aire de parame`tres rn, k, dsq. Les mots de code de C 1 sont construits a` partir de G en
conside´rant des e´le´ments dans Fq, i.e.,
C 1  tpr1, . . . , rkq G : ri P Fq, i P t1, . . . , kuu . (3.18)
De fac¸on similaire, on retrouve la meˆme proprie´te´ entre les codes duaux de C et de C 1.
De´monstration. Soit Fq une extension de Fp. Conside´rons C un code line´aire de parame`tres
rn, k, dsp de matrice ge´ne´ratrice G et de code dual CK. Soit C 1 le code line´aire de´fini sur
Fq engendre´ par G. Par construction, G est une matrice ge´ne´ratrice de C 1, il est alors
e´vident que la longueur de C 1 est e´gale a` n. De plus, par le lemme 3.2.16, on de´duit que
la dimension de C 1 est e´gale a` celle de C, i.e., a` k.
Par ailleurs, comme G est une matrice ge´ne´ratrice de C et de C 1 alors on peut en
de´duire qu’une matrice de controˆle de C 1 est aussi une matrice de controˆle de C. En
effet, a` e´quivalence pre`s, on peut supposer que la matrice ge´ne´ratrice de C est sous forme
syste´matique : G  pIk|P q. Dans ce cas, il est direct d’en de´duire la matrice de controˆle
associe´e : H  pP T |Inkq. Ainsi, la matrice H est par construction aussi une matrice de
controˆle de C 1. Par le meˆme raisonnement que pre´ce´demment, on peut donc en de´duire
que le code dual de C 1 est de meˆme longueur et de meˆme dimension que CK.
Enfin, par la proprie´te´ 3.2.14, on en de´duit que la distance minimale de C 1 vaut donc
d et par un raisonnement similaire, on peut aussi en de´duire que la distance minimale du
code dual de C 1 est e´gale a` celle de CK.
De´finition 3.2.18. Soit C un code line´aire de parame`tres rn, ksq. Le code e´tendu de C,
note´ C est le code de parame`tres rn  1, ksq de´fini par :
C 
#
c1, . . . , cn,
n¸
i1
ci

: pc1, . . . , cnq P C
+
. (3.19)
3.2.4 Quelques exemples de codes line´aires
3.2.4.1 Code de parite´
Le code de parite´ binaire de longueur n est un code line´aire de parame`tres rn, n 1s.
Ce code est de´fini de sorte que la somme des coordonne´es de chaque mot de code soit
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nulle. La matrice ge´ne´ratrice sous forme syste´matique d’un tel code est :
G 
 1In1 ...
1
 . (3.20)
La matrice de controˆle H correspondante se re´duit au vecteur tout a` un de longueur n :
H  p1, . . . , 1q  1n . (3.21)
Par la proprie´te´ 3.2.14, on de´duit que la distance minimale d’un code de parite´ vaut 2.
De plus, d’apre`s la matrice de controˆle H, on en de´duit directement que le code dual de
C est de parame`tres rn, 1, ns.
Remarque 3.2.19. Dans la suite, le code de parite´ de parame`tres rn, n 1, 2sq de´signera
le code de´fini sur Fq de caracte´ristique 2 engendre´ par la matrice G comme de´crit par la
proprie´te´ 3.2.17.
3.2.4.2 Code de Hamming
Le code de Hamming binaire de longueur n  2m  1, avec m ¥ 2 peut eˆtre construit
a` partir d’une matrice de controˆle H dont l’ensemble des colonnes est e´gal a` l’ensemble
de tous les vecteurs non nuls possibles de Fm2 . Un tel code est de parame`tres r2m1, 2m
m  1s. De plus, comme la somme de deux colonnes de H est par construction e´gale a`
une troisie`me colonne de H, on en de´duit par la proprie´te´ 3.2.14 que la distance minimale
d’un code de Hamming est toujours e´gale a` 3 quelque soit la valeur du parame`tre m.
Exemple 3.2.20. Soit C un code de Hamming binaire de parame`tres r7, 4, 3s ( i.e., m  3).
Une matrice de controˆle H d’un tel code est
H  pP T |I3q 
 1 1 1 0 1 0 01 1 0 1 0 1 0
1 0 1 1 0 0 1
 (3.22)
et la matrice ge´ne´ratrice associe´e est e´gale a` :
G  pI4|P q 

1 0 0 0 1 1 1
0 1 0 0 1 1 0
0 0 1 0 1 0 1
0 0 0 1 0 1 1
 . (3.23)
En conside´rant le code e´tendu de C, appele´ code de Hamming e´tendu, on peut de´terminer
une matrice ge´ne´ratrice G et une matrice de controˆle H de C telles que :
G  H 

1 0 0 0 1 1 1 1
0 1 0 0 1 1 0 1
0 0 1 0 1 0 1 1
0 0 0 1 0 1 1 1
 . (3.24)
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Le code de Hamming e´tendu est donc un code auto-dual.
De plus par de´finition, tout mot de code c  pc1, . . . , c7q P C est associe´ a` un mot de code
x  pc1, . . . , c7,
°7
i1 ciq P C tel que :
wHpxq 
"
wHpcq si wHpcq  0 mod 2
wHpcq   1 sinon
(3.25)
D’apre`s la distance minimale du code de Hamming C, on en de´duit alors que la distance
minimale de C vaut 4. Par conse´quent, le code de Hamming e´tendu est de parame`tres
r8, 4, 4s.
3.2.4.3 Code de Reed-Solomon
Un code de Reed-Solomon est un code MDS de parame`tres rn, ksq avec n ¤ q. Il est
construit en conside´rant l’ensemble des vecteurs de Fnq de la forme :
pfpx1q, . . . , fpxnqq , (3.26)
ou` x1, . . . , xn sont des e´le´ments fixes et distincts de Fq et ou` fpXq de´crit l’ensemble des
polynoˆmes de degre´ ¤ k  1.
Une matrice ge´ne´ratrice G d’un tel code est donne´e par :
G 

1 . . . 1
x1 . . . xn
x21 . . . x
2
n
...
...
...
xk11 . . . x
k1
n
 . (3.27)
3.3 Sche´mas de partage de secret et codes line´aires
3.3.1 Description de la construction
Comme explicite´ par James L. Massey dans [Mas93], une e´quivalence entre les sche´mas
de partage de secret line´aires et les codes line´aires existe. Dans cette sous-section, on rap-
pelle cette e´quivalence et on explicite la construction d’un sche´ma de partage de secret
e´tablie a` partir d’un code line´aire.
Dans un premier temps, conside´rons un sche´ma de partage de secret line´aire et ide´al
entre n participants de´fini sur le corps Fq a` partir des proce´dures de partage et de recons-
truction de´crites dans le chapitre 2 (cf. de´finition 2.3.1). Montrons qu’a` partir d’un tel
sche´ma, on peut construire un code line´aire.
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Notation 3.3.1. Comme dans le chapitre 2, Es de´signe l’ensemble des vecteurs de partage
d’un secret s P S pouvant eˆtre construit a` partir d’une proce´dure de partage donne´e, ou` S
est un ensemble non vide.
Comme de´crit par la de´finition 2.3.1, un sche´ma de partage de secret line´aire de´fini
sur Fq est associe´ a` l’ensemble
E  tps, vsq : s P S, vs P Esu  Fn 1q . (3.28)
Par construction, un tel sche´ma est stable sur Fq par l’addition de deux e´le´ments et par
la multiplication par un scalaire. L’ensemble E est donc un sous-espace vectoriel de Fn 1q .
Par de´finition d’un code line´aire de longueur n  1 de´fini sur Fq, on en de´duit qu’a` partir
d’un sche´ma de partage de secret line´aire sur Fq, on peut construire un code line´aire dont
les mots de code sont les e´le´ments de E.
Re´ciproquement, montrons qu’un code line´aire C satisfaisant une condition technique
peu restrictive donne´e par le the´ore`me 3.3.3 permet de de´finir un sche´ma de partage
de secret. Avant de donner ce the´ore`me, on de´crit le lemme suivant qui servira a` sa
de´monstration.
Lemme 3.3.2. Si C est un code line´aire de parame`tres rn   1, ksq, on a l’assertion sui-
vante :
p1, 0, . . . , 0q R C ñ CK  tp0, h1, . . . , hnq : h1, . . . , hn P Fqu . (3.29)
De´monstration. Ce lemme se ve´rifie aise´ment par un raisonnement par contrapose´e. En
effet, si CK  tp0, h1, . . . , hnqu, on a alors pour tout mot de code h P CK :
xp1, 0, . . . , 0q, hy  0 , (3.30)
ce qui impliquerait que p1, 0, . . . , 0q P C.
The´oreme 3.3.3. Tout code line´aire C de parame`tres rn   1, k, dsq de dual CK tel que
d, dK ¥ 2, ou` dK est la distance minimale de CK, permet de de´finir un sche´ma de partage
de secret line´aire entre n participants avec S  Fq.
De plus, lorsque la matrice ge´ne´ratrice G de C est sous forme syste´matique, les algo-
rithmes 13 et 14 permettent de de´finir respectivement les proce´dures de partage et de
reconstruction de ce sche´ma de partage de secret. En particulier, la proce´dure de recons-
truction associe´ a` C utilise un vecteur λ  pλ1, . . . , λnq, appele´ vecteur de reconstruc-
tion, ve´rifiant : p1,λ1, . . . ,λnq P CK.
Remarque 3.3.4. Par la construction donne´e dans l’algorithme 13, chaque mot de code
de C est constitue´ d’une coordonne´e secre`te s P S et n coordonne´es formant un vecteur
de partage de s. Le choix de la coordonne´e secre`te e´tant arbitraire, on supposera dans la
suite la premie`re coordonne´e de chaque mot de code comme secre`te.
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Notations 3.3.5. Dans la suite, on pourra noter partageCpsq et reconstructionCpvsq pour
pre´ciser respectivement que la proce´dure de partage applique´e a` s et celle de reconstruction
applique´e a` vs sont de´finies a` partir du code line´aire C.
De plus, on notera EspCq au lieu de noter simplement Es, l’ensemble des vecteurs de
partage possibles obtenu en appliquant une proce´dure de partage a` un secret s P S de´crite
a` partir du code C.
Algorithme 13 Proce´dure de partage
Entre´es: Soit C un code line´aire de parame`tres rn  1, k, dsq de dual CK tel que d, dK ¥ 2
Conside´rons une matrice ge´ne´ratrice G de C sous forme syste´matique et s P S un secret
Sortie: vs un vecteur de partage appartenant a` EspCq
Fonction : partage(s)
1. Pour i  1 a` k  1 faire:
Ge´ne´rer ri PR Fq
2. ps, c1, . . . , cnq Ð ps, r1, . . . , rk1q G
3. Retourner vs Ð pc1, . . . , cnq
Algorithme 14 Proce´dure de reconstruction
Entre´es: Soit C un code line´aire de parame`tres rn  1, k, dsq de dual CK tel que d, dK ¥ 2
Soient vs P EspCq un vecteur de partage et λ un vecteur de reconstruction associe´ a` C
Sortie: Le secret s P S
Fonction : reconstruction pvsq
1. sÐ xvs, λy
2. Retourner s
De´monstration du the´ore`me 3.3.3. Soit C un code line´aire de parame`tres rn   1, k, dsq
de dual CK tel que d, dK ¥ 2. Conside´rons G une matrice ge´ne´ratrice de C sous forme
syste´matique. Montrons qu’un tel code permet de de´terminer un sche´ma de partage de
secret line´aire de´fini sur Fq.
Par hypothe`se, comme d, dK ¥ 2, on a alors p1, 0, . . . , 0q R C Y CK. En appliquant le
lemme 3.3.2 a` CK, on en de´duit que C  tp0, c1, . . . , cnq : c1, . . . , cn P Fqu. Par conse´quent,
il existe un mot c  p1, c1, . . . , cnq. Ainsi pour tout secret s P S  Fq, il existe alors un
mot de code c  pc0, c1, . . . , cnq P C tel que c0  s.
De meˆme, en appliquant le lemme 3.3.2 a` C, on en de´duit que CK  tp0, h1, . . . , hnq :
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h1, . . . , hn P Fqu. Il existe alors un mot h  p1, h1, . . . , hnq P CK. Ainsi, pour tout mot de
code c  ps, c1, . . . , cnq P C, on a :
xps, c1, . . . , cnq, p1, h1, . . . , hnqy  0 ùñ s 
n¸
i1
ciphiq . (3.31)
On peut alors choisir pour vecteur de reconstruction le vecteur suivant : λ  ph1, . . . ,hnq.
Ainsi le code C permet de construire un sche´ma de partage de secret entre n participants
sur Fq, pour lequel on a bien pour tout s P S  Fq :
s  reconstruction ppartagepsqq . (3.32)
Remarque 3.3.6. D’apre`s le the´ore`me 3.3.3 et les notations pre´ce´dentes, on peut re-
marquer l’e´quivalence suivante :
ps, c1, . . . , cnq P C ô pc1, . . . , cnq P EspCq . (3.33)
Proprie´te´ 3.3.7. Conside´rons le sche´ma de partage de secret construit a` partir d’un
code line´aire C de parame`tres rn   1, k, dsq de dual CK tel que d, dK ¥ 2. La proce´dure de
partage de´crite par l’algorithme 13 applique´e a` un secret s P S retourne un vecteur de
partage uniforme´ment distribue´ sur EspCq.
De´monstration. Conside´rons le sche´ma de partage de secret construit a` partir d’un code
line´aire C de parame`tres rn   1, k, dsq de dual CK tel que d, dK ¥ 2. Montrons que la
proce´dure de partage applique´e a` un secret s P S (Alg. 13) retourne un vecteur de partage
uniforme´ment distribue´ sur EspCq. Pour ce faire, montrons que pour tout secret s P S,
l’application suivante est bijective :
ϕs : Fk1q ÝÑ EspCq
pr1, . . . , rk1q ÞÝÑ pc1, . . . , cnq
(3.34)
ou` pc1, . . . , cnq est extrait du vecteur ps, c1, . . . , cnq obtenu en calculant ps, r1, . . . , rk1q G,
avec G une matrice ge´ne´ratrice de C sous forme syste´matique.
Par de´finition : ϕspFk1q q  EspCq, l’application ϕs est donc surjective. Il reste a`
montrer que ϕs est injective. L’application ϕs e´tant line´aire, de´terminons son noyau.
Conside´rons un vecteur pr1, . . . , rk1q P Fk1q et supposons que :
ϕspr1, . . . , rk1q  ps, r1, . . . , rk1q G  p0, . . . , 0q . (3.35)
Comme la matrice G est sous forme syste´matique (i.e., G  rIk|P s), par identification,
on en de´duit alors que : $'&'%
r1  0
...
rk1  0
(3.36)
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D’ou` Kerpϕsq  p0, . . . , 0q, et donc ϕs est injective.
Par conse´quent, l’application ϕs est bijective, ce qui assure que pour tout s P S et pour
tout r1, . . . , rk1 PR Fq : ϕspr1, . . . , rk1q PR EspCq.
Comme explicite´ dans le chapitre 2, les sche´mas de partage de secret sont couramment
utilise´s dans le monde l’embarque´ afin de prote´ger les implantations cryptographiques des
attaques d’ordre t, ou` t ¥ 0 est le parame`tre de se´curite´. Un second parame`tre que
l’on peut conside´rer est le parame`tre de reconstruction note´ r. Comme introduit dans
le chapitre 2, ce parame`tre indique le nombre minimum de parts quelconques permettant
de reconstruire le secret partage´ par un vecteur de partage. En conside´rant un sche´ma
de partage de secret line´aire construit a` partir d’un code line´aire C, le the´ore`me suivant
montre que ces deux parame`tres de´pendent des distances minimales d et dK.
Proprie´te´ 3.3.8. ([CCG 07]) Un sche´ma de partage de secret construit a` partir d’un
code line´aire C de parame`tres rn  1, k, dsq de dual CK tel que d, dK ¥ 2, a pour
1. parame`tre de se´curite´ t ¥ dK  2,
2. parame`tre de reconstruction r  n d  2.
De´monstration. Soit C un code de parame`tres rn  1, k, dsq tel que d, dK ¥ 2.
1. Posons t1  dK  2 et montrons que t1 est bien le parame`tre de se´curite´, i.e., t  t1.
Soit s P S un secret et choisissons t1 indices distincts pi1, . . . , it1q  t1, . . . , nu.
Montrons que la connaissance de t1 coordonne´es d’un vecteur de partage vs P EspCq
n’apporte aucune information sur s. Pour ce faire, conside´rons le code line´aire C 1 
tps, ci1 , . . . , cit1 q : ps, c1, . . . , cnq P Cu et montrons que C 1  Ft
1 1
q . Par l’absurde,
supposons que C 1  Ft1 1q , ce qui e´quivaut a` C 1K soit diffe´rent de t0u. Dans ce cas,
il existe alors un mot de code h1  ph10, h
1
1, . . . , h
1
t1q P C 1K avec les h1i non tous nuls
pour i P t0, 1, . . . , t1u. Conside´rons le mot de code h P CK construit a` partir de h1 tel
que h0  h
1
0, hij  h
1
j pour ij P ti1, . . . , it1u et hi  0 sinon, i.e.,
h  ph10, 0, . . . , 0, h
1
1, 0, . . . , 0, h
1
t1 , 0, . . . , 0q . (3.37)
Ceci implique que wHphq ¤ t
1   1  dK  1, ce qui est exclu. On en de´duit que
C 1  Ft1 1q . Par conse´quent la connaissance de t1 coordonne´es au maximum d’un
vecteur de partage vs P EspCq n’apporte aucune information sur s, donc t  t1.
2. Posons r1  n  d   2 et montrons que le parame`tre de reconstruction r est e´gal
a` r1. Choisissons r1 indices distincts pi1, . . . , ir1q  t1, . . . , nu et conside´rons le code
line´aire C 1  tps, ci1 , . . . , cir1 q : ps, c1, . . . , cnq P Cu. Montrons qu’a` partir d’un tel
code, on peut de´terminer un sche´ma de partage de secret. D’apre`s la preuve du
the´ore`me 3.3.3, il suffit de montrer que :
p1, 0, . . . , 0q R C 1 Y C 1K . (3.38)
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Si p1, 0, . . . , 0q P C 1, il existe un mot de code c P C tel que cij  0 pour j P t1, . . . , r1u.
Le poids de Hamming d’un tel mot est alors majore´ par :
wHpcq ¤ n pn d  2q   1  d 1 , (3.39)
ce qui est exclu. Par conse´quent, on en de´duit que p1, 0, . . . , 0q R C 1.
Si p1, 0, . . . , 0q P C 1K, alors on peut construire un mot de code h de CK tel que
h  p1, 0, . . . , 0q ce qui est exclu car dK ¥ 2. Donc p1, 0, . . . , 0q R C 1K.
Par conse´quent, on a p1, 0, . . . , 0q R C 1 Y C 1K, et donc au minimum r1  n  d  
2 coordonne´es quelconques d’un vecteur de partage permettent de reconstruire le
secret associe´ : r  r1.
Lemme 3.3.9. Soit C un code line´aire de parame`tres rn   1, k, dsq tel que d, dK ¥ 2. Le
code C est MDS si et seulement si le sche´ma de partage de secret construit a` partir de C
est un sche´ma de partage de secret line´aire a` seuil.
De´monstration. Soit C un code line´aire de parame`tres rn   1, k, dsq de dual CK tel que
d, dK ¥ 2. Par la borne de Singleton, on a :"
d ¤ pn  1q  k   1  n k   2
dK ¤ pn  1q  pn  1 kq   1  k   1
(3.40)
Supposons que C soit un code MDS. D’apre`s la proprie´te´ 3.2.15, CK est aussi un code
MDS. Ainsi d et dK atteignent la borne de Singleton. Par de´finition des parame`tres t et
r, on en de´duit : "
t  dK  2  k  1
r  n d  2  k
(3.41)
D’ou` la relation r  t  1 est ve´rifie´e.
Inversement, supposons que le sche´ma de partage de secret soit a` seuil. Du syste`me (3.40)
et de la de´finition des parame`tres t et r, on en de´duit que t ¤ k  1 et r ¥ k. Or comme
le sche´ma est suppose´ a` seuil, on en de´duit que r  t   1  k   1. Par conse´quent, le
syste`me (3.41) est e´galement ve´rifie´, et donc le code C est MDS.
3.3.2 Ope´rations line´aires
Un sche´ma de partage de secret de´termine´ a` partir d’un code line´aire est par construc-
tion line´aire. Par conse´quent, les transformations stables telles que les additions de
deux secrets et les multiplications d’un secret par un scalaire en utilisant des vecteurs de
partage, peuvent s’effectuer efficacement comme pour n’importe quel sche´ma de partage
de secret line´aire.
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3.3.3 Exemples
Dans cette sous-section, on applique la construction de sche´mas de partage de secret
line´aires a` l’aide de codes line´aires, afin de de´crire les exemples introduits dans le cha-
pitre 2, a` savoir le sche´ma de partage de secret basique et celui de Shamir de´finis sur Fq.
Ces sche´mas e´tant a` seuil, les codes associe´s sont donc des codes MDS. En prenant des
codes MDS de longueur n 1 et de dimension k, le syste`me (3.41) ve´rifie donc r  t 1  k.
Pour de´terminer des sche´mas re´sistants aux attaques d’ordre t ¥ 0, on conside`re alors des
codes associe´s au sche´ma de partage de secret basique et a` celui de Shamir de dimension
t  1.
3.3.3.1 Sche´ma de partage de secret basique
Le sche´ma de partage de secret basique de´fini sur Fq, ou` q est de caracte´ristique 2,
peut eˆtre construit a` partir du code de parite´ C de parame`tres rt   2, t  1, 2sq. En effet,
un tel code ve´rifie bien les conditions attendues par le the´ore`me 3.3.3 sur d et dK, pour
t ¥ 0 : "
d  2
dK  t  2
(3.42)
De plus, pour chaque secret s P S, un vecteur de partage vs  pc1, . . . , ct 1q P EspCq est
obtenu en ge´ne´rant les e´le´ments r1, . . . , rt PR Fq, puis en calculant :
ps, r1, . . . , rtq G  ps, vsq ,
ou` G est la matrice ge´ne´ratrice de´crite par la matrice (3.20) en prenant n  t  2.
La proce´dure de reconstruction (Alg. 14) est quant a` elle de´termine´e en prenant λ 
1t 1 car la matrice de controˆle H  1t 2 (cf. sous-section 3.2.4.1). Ainsi le secret s est
reconstruit en calculant :
s 
t 1¸
i1
ci . (3.43)
3.3.3.2 Sche´ma de partage de secret de Shamir
Quelques anne´es apre`s l’introduction du sche´ma de partage de secret de Shamir dans
[Sha79], Robert J. McEliece et Dilip V. Sarwate ont fait remarquer dans [MS81] que le
sche´ma de partage de secret de Shamir peut eˆtre construit a` partir d’un code de Reed-
Solomon de parame`tres rn  1, t  1sq, avec n ¤ q et n ¥ t  1, ou` t ¥ 0 est le parame`tre
de se´curite´. Un tel code e´tant un code MDS, on a alors :"
d  n  1 pt  1q   1  n t  1
dK  t  2
ñ
"
d ¥ 2
dK ¥ 2
(3.44)
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comme attendu par le the´ore`me 3.3.3.
La proce´dure de partage utilisant la matrice ge´ne´ratrice suivante :
G 

1 1 . . . 1
x0 x1 . . . xn
x20 x
2
1 . . . x
2
n
...
...
...
...
xt0 x
t
1 . . . x
t
n
 , (3.45)
ou` x0  0 et xi  xj pour i  j P t0, 1, . . . , nu, revient a` e´valuer un polynoˆme de degre´ t
aux points x1, . . . , xn. La proce´dure de reconstruction s’effectue quant a` elle en conside´rant
le vecteur de reconstruction λ de´fini a` partir des polynoˆmes de Lagrange :
λi 
"
βip0q, si i P Q
0, sinon
(3.46)
ou` Q est un groupe qualifie´ (cf. sous-section 2.3.2.3).
3.4 Proce´dure de multiplication se´curise´e
En conside´rant des codes line´aires, il est facile d’effectuer efficacement des ope´rations
line´aires en utilisant des vecteurs de partage. Cependant qu’en est-il des ope´rations non
line´aires ? En particulier, on s’inte´resse a` la multiplication entre deux secrets sur des
vecteurs de partage. Cette proce´dure a e´te´ initialement de´crite dans [BOGW88, CCD88,
GRR98] pour le sche´ma de partage de secret de Shamir. Elle a ensuite e´te´ ge´ne´ralise´e
pour n’importe quel sche´ma de partage de secret ayant une proprie´te´ dite multiplicative
dans [CDM00]. Enfin, cette proce´dure a e´te´ plus re´cemment de´crite en termes de codes
correcteurs par exemple dans [CC06, CCCX09].
Dans cette section, on pre´sente la ge´ne´ralisation de la proce´dure de multiplication
fournie par les codes line´aires, que l’on nomme proce´dure de multiplication standard.
Puis, on propose une ame´lioration de cette proce´dure dans le contexte des attaques d’ordre
t. Enfin, on e´value son efficacite´ en conside´rant le sche´ma de partage de secret de Shamir.
3.4.1 Description de la proce´dure de multiplication standard
Soit Fq une extension de Fp. Conside´rons un code line´aire C de parame`tres rn 1, k, dsq
de dual CK tel que d, dK ¥ 2. Comme vu pre´ce´demment, un tel code permet de construire
un sche´ma de partage de secret de parame`tre de se´curite´ t  dK  2.
A` partir de deux mots de code de C : c  ps, c1, . . . , cnq et c1  ps1, c11, . . . , c1nq, une manie`re
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naturelle d’avoir un partage de ss1 est d’effectuer le produit de Schur entre ces deux
vecteurs de´fini par :
c  c1  ps, c1, . . . , cnq  ps
1, c11, . . . , c
1
nq  pss
1, c1c
1
1, . . . , cnc
1
nq . (3.47)
Cependant, le mot de code re´sultant de ce produit n’est pas un mot de code de C et oblige
a` conside´rer le code pC de´fini par :pC  tc  c1 : c, c1 P Cu . (3.48)
Notations 3.4.1. Dans la suite, la distance minimale de pC est note´e pd. De plus pCK
de´signe le code dual de pC et pdK sa distance minimale.
Conside´rons deux vecteurs de partage vs P EspCq et vs1 P Es1pCq ou` s, s1 P S. Le produit
de Schur entre ces deux vecteurs ne conserve pas les proprie´te´s du sche´ma de partage de
secret associe´ a` C dans le sens ou` un vecteur de reconstruction λ associe´ au code C, ne
permet pas de reconstituer le secret ss1. Cependant, si le code pC ve´rifie pd, pdK ¥ 2, alors ce
code permet de de´finir un sche´ma de partage de secret. Dans ce cas, on peut noter :
vss1  vs  vs1  pc1c
1
1, . . . , cnc
1
nq P Ess1ppCq . (3.49)
De plus, il existe alors un vecteur de reconstruction pλ  ppλ1, . . . , pλnq associe´ a` pC. Par
conse´quent le secret partage´ par vss1 pourra eˆtre reconstruit :
ss1 
n¸
i1
pλicic1i. (3.50)
Le lemme suivant indique la condition sur pC permettant de construire un sche´ma
de partage de secret a` l’issue du produit de Schur entre deux vecteurs de partage de C
re´sistant aux attaques d’ordre t, ou` t est le parame`tre de se´curite´ relatif a` C.
Lemme 3.4.2 (Proprie´te´ de multiplication des codes line´aires). Soit C un code line´aire de
parame`tres rn 1, k, dsq de dual CK tel que d, dK ¥ 2 et de parame`tre de se´curite´ t  dK2.
Le code pC permet de construire un sche´ma de partage de secret qui conserve le parame`tre
de se´curite´ relatif a` C si pd ¥ 2 et pdK ¥ dK.
De´monstration. Conside´rons un sche´ma de partage de secret construit a` partir d’un code
line´aire C de parame`tres rn   1, k, dsq de dual CK tel que d, dK ¥ 2. De plus, supposons
que le code pC ve´rifie pd ¥ 2 et pdK ¥ dK. On peut noter que comme pd ¥ 2 alors pCK est
non vide. D’apre`s le the´ore`me 3.3.3, on de´duit que pC permet de construire un sche´ma de
partage. De plus comme pdK ¥ dK, il s’ensuit que t  dK  2 ¤ pdK  2. Par conse´quent le
sche´ma de partage associe´ a` pC est re´sistant aux attaques d’ordre t.
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A` ce stade, une me´thode permettant de transcoder le vecteur de partage vss1 P Ess1ppCq
en un vecteur de partage vss1 P Ess1pCq est primordiale afin de conserver les proprie´te´s du
sche´ma de partage de secret relatif a` C. Notamment si l’on souhaite effectuer plusieurs
multiplications successives ou bien si l’on souhaite reconstituer le secret a` partir de la
proce´dure de reconstruction en utilisant le vecteur de reconstruction λ (Alg. 14). Une telle
me´thode est appele´e proce´dure de transcodage. Dans le cas ge´ne´ral, cette me´thode
permet d’obtenir un vecteur de partage associe´ a` un code C a` partir d’un vecteur de par-
tage associe´ a` un autre code C 1 en appliquant la proce´dure de´crite par l’algorithme 15.
Algorithme 15 Proce´dure de transcodage
Entre´es: Soient C et C1 deux codes line´aires de parame`tres respectifs rn   1, k, dsq et rn1  
1, k1, d1sq ve´rifiant d, d
K, d1, d1K ¥ 2, ou` d1K est la distance minimale duale de C1
Soient pw1, . . . , wn1q P EspC1q et λ1 un vecteur de reconstruction associe´ a` C1
Sortie: pz1, . . . , znq P EspCq
Fonction : transcodagepC1ÑCqpλ1, pw1, . . . , wn1qq
1. De´terminer n1 nouveaux vecteurs de partage associe´s a` C
pw1,1, . . . , w1,nq P Eλ11w1pCq Ð partageCpλ11w1q
...
...
...
pwn1,1, . . . , wn1,nq P Eλ1
n1
wn1
pCq Ð partageCpλ1n1wn1q
2. Pour j  1 a` n faire:
3. zj Ð
°n1
i1wi,j
4. Retourner pz1, . . . , znq
The´oreme 3.4.3 (Proce´dure de transcodage se´curise´e). Soient C et C 1 deux codes line´aires
de parame`tres respectifs rn   1, k, dsq et rn
1   1, k1, d1sq ve´rifiant d, d
K, d1, d1K ¥ 2, ou` d1K
est la distance minimale duale de C 1. La proce´dure de transcodage de C 1 vers C s’ap-
plique a` un vecteur de partage de EspC 1q et retourne un vecteur de partage de EspCq. De
plus, la proce´dure de´crite par l’algorithme 15 est re´sistante aux attaques d’ordre t, lorsque
d1K  2 ¥ t et dK  2 ¥ t.
De´monstration. Soient C et C 1 deux codes line´aires de parame`tres respectifs rn  1, k, dsq
et rn1   1, k1, d1sq ve´rifiant d, d
K, d1, d1K ¥ 2. Soit pw1, . . . , wn1q P EspC 1q. Conside´rons un
parame`tre de se´curite´ t, ve´rifiant dK  2 ¥ t et d1K  2 ¥ t.
Par hypothe`se, on peut supposer le vecteur de reconstruction λ1 associe´ a` C 1 public. L’ob-
servation de t valeurs interme´diaires durant la manipulation des vecteurs pw1, . . . , wn1q et
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pλ11w1, . . . , λ
1
n1wn1q n’apporte pas d’information sur le secret s. Ensuite, la proce´dure de
partage associe´ a` C est applique´e pour chaque e´le´ment λ1iwi pour i P t1, . . . , n1u :
pλ1iwi, wi,1, . . . , wi,nq Ð pλ
1
iwi, r1, . . . , rk1q G , (3.51)
ou` G est une matrice ge´ne´ratrice de C et r1, . . . , rk1 PR Fq. D’apre`s la proprie´te´ 3.3.7, on
sait que chaque vecteur de partage de s issu de la proce´dure de partage est uniforme´ment
distribue´ sur EspCq. De plus, comme on suppose dK  2 ¥ t, il est alors facile de voir
qu’un attaquant observant t valeurs interme´diaires durant cette e´tape n’apprendra pas
plus d’information sur le secret s qu’en observant directement t valeurs interme´diaires
du vecteurs pw1, . . . , wn1q. Enfin, les vecteurs pwi,1, . . . , wi,nq pour i P t1, . . . , n
1u obtenus
a` l’issue des n1 partages correspondent a` des mots de code commenc¸ant par λ1iwi. Leur
somme donne donc un mot de C commenc¸ant par s qui conserve le parame`tre de se´curite´ t.
La proce´dure de transcodage de´crite par l’algorithme 15 est donc re´sistante aux attaques
d’ordre t.
Dans le cas de la multiplication entre deux vecteurs de partage, en supposant pd ¥ 2 etpdK ¥ dK, la proce´dure de transcodage se´curise´e peut alors eˆtre applique´e sur un vecteur
de partage de ss1 associe´ a` pC afin d’obtenir un nouveau vecteur de partage de ss1 associe´
a` C. De plus, comme les conditions attendues par la proce´dure se´curise´e de transcodage
de pC vers C sont remplies, on peut alors en de´duire le the´ore`me suivant :
The´oreme 3.4.4 (Proce´dure de multiplication se´curise´e). Soit C un code line´aire de
parame`tres rn 1, k, dsq ve´rifiant d, d
K ¥ 2. Supposons que pd ¥ 2 et pdK ¥ dK. La proce´dure
de multiplication entre deux vecteurs de partage de´crite par l’algorithme 16 est re´sistante
aux attaques d’ordre t  dK  2.
Algorithme 16 Proce´dure de multiplication standard entre deux vecteurs de partage
Entre´es: Soient C et pC deux codes line´aires de parame`tres respectifs rn 1, k, dsq et rn 1,pk, pdsq
ve´rifiant d, dK ¥ 2, pd ¥ 2 et pdK ¥ dK
Soient pc1, . . . , cnq P EspCq, pc11, . . . , c1nq P Es1pCq et pλ un vecteur de reconstruction associe´ a` pC
Sortie: pz1, . . . , znq P Ess1pCq
Fonction : SecMult(pc1, . . . , cnq, pc
1
1, . . . , c
1
nq)
1. pw1, . . . , wnq Ð pc1c
1
1, . . . , cnc
1
nq
2. pz1, . . . , znq Ð transcodagep pCÑCqppλ, pw1, . . . , wnqq
3. Retourner pz1, . . . , znq
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3.4.2 Ame´lioration de la proce´dure de multiplication
La proce´dure de multiplication se´curise´e de´crite par l’algorithme 16 a e´te´ initialement
introduite dans le contexte du calcul multi-parties, ou` le mode`le d’attaquant est diffe´rent
de celui conside´re´ dans le contexte des attaques par canaux cache´s (cf. chapitre 2). De ce
fait, en analysant la proce´dure de multiplication se´curise´e dans le contexte des attaques
par canaux cache´s, on va montrer que cette proce´dure peut eˆtre ame´liore´e.
Lemme 3.4.5. Soient C un code line´aire de parame`tres rn   1, k, dsq ve´rifiant d, dK ¥ 2
et s P Fq un secret. Supposons que le code pC ve´rifie pd ¥ 2 et pdK ¥ dK. Notons e  pt  t
l’entier de´fini a` partir de t et de pt, respectivement les parame`tres de se´curite´ fournis par
C et pC. Si e est strictement positif, alors additionner e   1 parts d’un vecteur de partage
vs  pw1, . . . , wnq PR EsppCq entre elles, n’apporte aucune information sur le secret s
partage´ par le vecteur vs. De meˆme additionner e   1 parts du vecteur ppλ1w1, . . . , pλnwnq
entre elles, ou` pλ est un vecteur de reconstruction associe´ a` pC, n’apporte aucune information
sur s.
De´monstration. Soit C un code line´aire de parame`tres rn   1, k, dsq, avec d, dK ¥ 2 et
posons t  dK  2. Conside´rons un vecteur de partage de s P Fq uniforme´ment distribue´
sur EsppCq : vs  pw1, . . . , wnq PR EsppCq. Par les proprie´te´s de pC, si e  ppdK  2q  t ¡ 0,
alors l’observation de t  e valeurs interme´diaires n’apporte alors aucune information sur
le secret s. Or le niveau de se´curite´ attendu reste quant lui e´gal a` t, i.e., un attaquant ne
peut seulement observer t valeurs interme´diaires. Ainsi en regroupant e   1 parts entre
elles (par exemple les e 1 premie`res), on obtient un vecteur de longueur ne pour lequel
l’observation de t parts parmi les parts
 °e 1
i1 wi, we 2, . . . , wn

ne re´ve`le pas d’information
sur s.
De meˆme, comme le vecteur de reconstruction pλ est public, l’observation de t   e parts
parmi les parts pλ1w1, . . . , pλnwn n’apporte aucune information sur le secret partage´ s. On
en de´duit qu’en regroupant e  1 parts entre elles, l’observation de t parts parmi les parts°e 1
i1
pλiwi, pλe 2we 2, . . . , pλnwn	 ne re´ve`le pas d’information sur s.
Par conse´quent, e 1 parts d’un vecteur de partage vss1 P Ess1ppCq peuvent eˆtre additionne´es
entre elles tout en conservant le parame`tre de se´curite´ attendu t du sche´ma fourni par le
code C.
Soit C un code line´aire de parame`tres rn   1, k, dsq ve´rifiant d, dK, pd ¥ 2 et xdK ¡ dK.
Afin d’ame´liorer la proce´dure de multiplication de´crite par l’algorithme 16, on propose
d’appliquer le lemme 3.4.5 avant d’effectuer la proce´dure de transcodage. Cependant, ce
lemme s’applique sur un vecteur de partage associe´ au code pC qui doit eˆtre uniforme´ment
distribue´. Pour assurer cette condition, on propose de tirer profit du lemme suivant sur
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le vecteur de partage associe´ a` pC re´sultant du produit de Schur entre deux vecteurs de
partage associe´ au code C.
Lemme 3.4.6. Soit C un code line´aire de parame`tres rn   1, k, dsq ve´rifiant d, dK ¥ 2.
L’addition entre un vecteur de partage vs P EspCq et un vecteur issu de la proce´dure de
partage applique´e a` 0 retourne un vecteur uniforme´ment distribue´ sur EspCq.
De´monstration. Soit C un code line´aire de parame`tres rn   1, k, dsq ve´rifiant d, dK ¥ 2.
Pour prouver le lemme pre´ce´dent, il suffit de montrer la bijectivite´ de l’application affine
suivante, pour tout s P S  Fq et tout vecteur vs  pc1, . . . , cnq P EspCq :
ϕvs : E0pCq ÝÑ EspCq
v0 ÞÝÑ vs   v0
(3.52)
La bijectivite´ de cette application se de´duit directement en exhibant l’application re´ciproque
de ϕvs :
pϕvsq
1 : EspCq ÝÑ E0pCq
y ÞÝÑ y  vs
(3.53)
Par conse´quent, pour tout s P Fq et pour tout vecteur vs P EspCq, l’application ϕvs est
bijective, ce qui assure que pour tout vecteur v0 PR E0pCq : pv0   vsq PR EspCq.
Par les lemmes 3.4.5 et 3.4.6, on peut alors en de´duire le the´ore`me suivant :
The´oreme 3.4.7 (Proce´dure de multiplication se´curise´e ame´liore´e). Soit C un code line´aire
de parame`tres rn 1, k, dsq ve´rifiant d, d
K ¥ 2. Supposons que pd ¥ 2, pdK ¡ dK. La proce´dure
de multiplication entre deux vecteurs de partage de´crite par l’algorithme 17 est re´sistante
aux attaques d’ordre t  dK  2.
Remarque 3.4.8. Le choix des parts a` additionner entre elles est arbitraire. Par souci
de clarte´, on additionnera toujours les e  1 premie`res parts dans la suite.
Notation 3.4.9. Dans l’algorithme 17, afin de pouvoir appliquer la proce´dure de transco-
dage sur le vecteur p
°e 1
i1
pλiwi, pλe 2we 2, . . . , pλnwnq, on dira que ce vecteur est associe´ a`
un sche´ma de partage de secret construit a` partir du code issu de pC de longueur n e  1.
Dans la suite, on notera ce code pC. De plus, par construction, on peut prendre comme
vecteur de reconstruction de pC le vecteur 1ne.
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Algorithme 17 Ame´lioration de la proce´dure de multiplication standard
Entre´es: Soient C et pC deux codes line´aires de parame`tres respectifs rn 1, k, dsq et rn 1,pk, pdsq
ve´rifiant d, dK ¥ 2, pd ¥ 2 et pdK ¥ dK. Notons t et pt les parame`tres de se´curite´ respectifs de C etpC ve´rifiant : e  pt t ¡ 0 et pC le code de longueur n e  1 de´duit de pC (cf. notation 3.4.9)
Soient pc1, . . . , cnq P EspCq, pc11, . . . , c1nq P Es1pCq et pλ un vecteur de reconstruction associe´ a` pC
Sortie: pz1, . . . , znq P Ess1pCq
Fonction : SecMult2(pc1, . . . , cnq, pc
1
1, . . . , c
1
nq)
1. py1, . . . , ynq Ð pc1c
1
1, . . . , cnc
1
nq
2. pw1, . . . , wnq Ð py1, . . . , ynq   partage pCp0q
3. pwe 1, . . . , wnq Ð
°e 1
i1
pλiwi, pλe 2we 2, . . . , pλnwnq
	
4. pz1, . . . , znq Ð transcodagep pC ÞÑCq p1ne, pwe 1, . . . , wnqq
5. Retourner pz1, . . . , znq
3.4.3 Applications
Dans cette sous-section, on e´tudie l’application de la proce´dure de multiplication four-
nie par les codes line´aires et son ame´lioration lorsque l’on conside`re les exemples de
sche´mas de partage de secret cite´s dans la sous-section 3.3.3.
3.4.3.1 Sche´ma de partage de secret basique
Lemme 3.4.10. Soit Fq le corps fini a` q e´le´ments de caracte´ristique p. Si C est le code
de parite´ de parame`tres rt   2, t   1sq (avec t ¥ 1), alors pC ne permet pas de construire
un sche´ma de partage de secret line´aire comme de´crit par le the´ore`me 3.3.3.
De´monstration. Soit C le code de parite´ de parame`tres rt   2, t   1, 2sq. Pour tout i 
0, . . . , t   1, notons ei le vecteur de la base canonique Ft 2q ayant un 1 en position i.
Montrons que pour tout i : ei P pC.
D’apre`s la matrice ge´ne´ratrice de C (cf. matrice (3.20)), il est facile de voir que pour tout
i, j  0, . . . , t  1, les vecteurs ei,j  ei  ej sont des mots de code de C. Par construction,
on a ei  ei,j  ei,k, pour tout i, j, k  0, . . . , t   1 tels que i  j  k. Donc ei P pC, pour
tout i  0, . . . , t   1. D’ou` pC  Fn 1q . Par conse´quent le code pC ne permet de construire
un sche´ma de partage de secret comme de´crit par le the´ore`me 3.3.3.
D’apre`s le lemme 3.4.10, on sait que le code pC associe´ au sche´ma de partage de secret
basique construit a` partir du code de parite´ C de parame`tres rt   2, t   1sq (avec t ¥ 1)
ne permet pas de construire un sche´ma de partage de secret line´aire comme de´crit par le
the´ore`me 3.3.3. Par conse´quent la proce´dure de multiplication fournie par la structure des
codes line´aires ne peut pas eˆtre applique´e. Ne´anmoins d’autres me´thodes de multiplication
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ont e´te´ propose´es dans la litte´rature n’utilisant pas les proprie´te´s des codes line´aires (cf.
chapitre 2).
3.4.3.2 Sche´ma de partage de secret de Shamir
Lemme 3.4.11. Soit Fq le corps fini a` q e´le´ments de caracte´ristique p. Conside´rons un
sche´ma de partage de secret de parame`tre de se´curite´ t ¥ 0 construit a` partir du code de
Reed-Solomon C de parame`tres rn  1, t  1sq avec n ¤ q et d, dK ¥ 2. Lorsque n ¥ 2t  1,
alors le code pC est un code de Reed-Solomon de parame`tres rn  1, 2t  1sq qui permet de
construire un sche´ma de partage de secret de parame`tre de se´curite´ pt  2t.
De´monstration. Soit C le code de Reed-Solomon de parame`tres rn  1, t  1sq avec n ¤ q ;
n ¥ 2t   1 et d, dK ¥ 2. Conside´rons x0, . . . , xn des e´le´ments de Fq tous distincts deux a`
deux. Soient deux mots de code pfpx0q, . . . , fpxnqq P C et pgpx0q, . . . , gpxnqq P C, avec f
et g deux polynoˆmes de degre´ t. Le produit fg retourne un polynoˆme de degre´ 2t :
fpxqgpxq 
2t¸
i0
cix
i . (3.54)
On a alors par construction de pC que pfpx0qgpx0q, . . . , fpxnqgpxnqq P pC correspond a`
l’e´valuation du polynoˆme fg de degre´ 2t en les n  1 ¥ 2t  1 points : x0, . . . , xn. Le codepC est donc inclus dans le code de Reed-Solomon de parame`tres rn  1, 2t  1sq.
De plus, on a l’inclusion inverse. En effet, chaque vecteur de base pxi0, . . . , x
i
nq du code de
Reed-Solomon de parame`tres rn  1, 2t  1sq, pour i  0, . . . , 2t, s’e´crit comme le produit
de Schur de deux vecteurs de base de C :
pxi0, . . . , x
i
nq  p1, . . . , 1qloooomoooon
PC
 pxi0, . . . , x
i
nqlooooomooooon
PC
, si i ¤ t
pxi0, . . . , x
i
nq  px
t
0, . . . , x
t
nqlooooomooooon
PC
 pxit0 , . . . , x
it
n qlooooooomooooooon
PC
, si i ¡ t
(3.55)
Par conse´quent, le code pC est donc un code de Reed-Solomon de parame`tres rn 1, 2t 1sq
qui permet de construire un sche´ma de partage de secret de parame`tre de se´curite´ pt pdK  2  2t.
Soit C le code de Reed-Solomon de parame`tres rn   1, t   1sq avec n ¤ q. Lorsque
n ¥ 2t  1, le code C permet de de´terminer un sche´ma de partage de secret de parame`tre
de se´curite´ t comme de´fini par le the´ore`me 3.3.3. De plus, d’apre`s le lemme pre´ce´dent, on
peut en de´duire que pC permet quant a` lui de de´terminer un sche´ma de partage de secret
de parame`tre de se´curite´ 2t. Les proce´dures de multiplication se´curise´es de´crites par les
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algorithmes 16 et 17 sont donc applicables.
Par ailleurs, l’application de la proce´dure de multiplication standard de´crite par l’al-
gorithme 16 est une ge´ne´ralisation de celle de´crite initialement dans [BOGW88, CCD88]
pour le sche´ma de partage de secret de Shamir. De plus, on peut e´galement e´crire en
termes de code correcteurs l’ame´lioration propose´e par Louis Goubin et Ange Martinelli
dans [GM11] rappele´e dans le chapitre 2 par l’algorihme 10. Ce qui donne l’algorithme 18.
Algorithme 18 Multiplication de Goubin et Martinelli [GM11, Adaptation de l’algorithme 2]
Entre´es: Soient C et pC les codes de Reed-Solomon de parame`tres respectifs r2t   2, t   1sq et
r2t  2, 2t  1sq ; C1 le code de Reed-Solomon de parame`tres rt  2, t  1sq obtenu en tronquant C
Soient t 1 e´le´ments publics distincts non nuls : xt 2, . . . , x2t 1, βjpxiq des e´le´ments pre´-calcule´s
pour 1 ¤ j ¤ t  1 et t  2 ¤ i ¤ 2t  1
Soient pc1, . . . , ct 1q P EspC1q, pc11, . . . , c1t 1q P Es1pC1q et pλ un vecteur de reconstruction de pC
Sortie: pz1, . . . , zt 1q P Ess1pC1q
Ge´ne´ration a` la vole´e des t parts supple´mentaires :
1. pc1, . . . , ct 1, ct 2, . . . , c2t 1q Ð

c1, . . . , ct 1,
°t 1
j1 cjβjpxt 2q, . . . ,
°t 1
j1 cjβjpx2t 1q
	
2.
 
c11, . . . , c
1
t 1, c
1
t 2, . . . , c
1
2t 1

Ð

c11, . . . , c
1
t 1,
°t 1
j1 c
1
jβjpxt 2q, . . . ,
°t 1
j1 c
1
jβjpx2t 1q
	
Proce´dure de multiplication :
3. pw1, . . . , w2t 1q Ð
 
c1c
1
1, . . . , c2t 1c
1
2t 1

4. pz1, . . . , zt 1q Ð transcodagep pC ÞÑC1q
pλ, pw1, . . . , w2t 1q
	
5. Retourner pz1, . . . , zt 1q
De plus, notre proce´dure de multiplication ame´liore´e pre´sente´e dans la sous-section 3.4.2
permet d’ame´liorer l’algorithme pre´ce´dent. En effet, conside´rons C, pC les codes de Reed-
Solomon de parame`tres respectifs r2t   2, t   1sq et r2t   2, 2t   1sq. Ces codes e´tant des
codes MDS, on a alors : "
dK  t  2pdK  2t  2 (3.56)
D’ou` e  pdK  dK  t. Comme a` l’e´tape 3 de l’algorithme 18, 2t   1 parts associe´es a` pC
sont manipule´es, on a 2t   1  e  t   1. Par conse´quent, notre ame´lioration peut alors
eˆtre applique´e ne´cessitant seulement t   1 proce´dures de partage lors de la proce´dure de
transcodage au lieu de 2t   1. L’algorithme 19 pre´sente le traitement de la proce´dure de
multiplication prenant en compte l’ame´lioration de la section 3.4.2 et celle propose´e dans
[GM11] (Alg. 18).
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Algorithme 19 Adaptation de l’algorithme 17 pour le sche´ma de partage de secret de Shamir
Entre´es: Soient C et pC les codes de Reed-Solomon de parame`tres respectifs r2t   2, t   1sq et
r2t  2, 2t  1sq ; C1 le code de Reed-Solomon de parame`tres rt  2, t  1sq obtenu en tronquant
C ; t   1 e´le´ments publics distincts non nuls : xt 2, . . . , x2t 1 ; βjpxiq des e´le´ments pre´-calcule´s
pour 1 ¤ j ¤ t  1 et t  2 ¤ i ¤ 2t  1
Soient pc1, . . . , ct 1q P EspC1q, pc11, . . . , c1t 1q P Es1pC1q et pλ un vecteur de reconstruction de pC
Sortie: pz1, . . . , zt 1q P Ess1pC1q
Ge´ne´ration a` la vole´e des t parts supple´mentaires :
1. pc1, . . . , ct 1, ct 2, . . . , c2t 1q Ð

c1, . . . , ct 1,
°t 1
j1 cjβjpxt 2q, . . . ,
°t 1
j1 cjβjpx2t 1q
	
2.
 
c11, . . . , c
1
t 1, c
1
t 2, . . . , c
1
2t 1

Ð

c11, . . . , c
1
t 1,
°t 1
j1 c
1
jβjpxt 2q, . . . ,
°t 1
j1 c
1
jβjpx2t 1q
	
Proce´dure de multiplication ame´liore´e :
3. pw1, . . . , w2t 1q Ð
 
c1c
1
1, . . . , c2t 1c
1
2t 1

  partage
pCp0q
4. pwt 1, . . . , w2t 1q Ð
°t 1
i1
pλiwi, pλt 2wt 2, . . . , pλ2t 1w2t 1
	
5. pz1, . . . , zt 1q Ð transcodagep pC ÞÑC1q p1t 1, pwt 1, . . . , w2t 1qq
6. Retourner pz1, . . . , zt 1q
ale´a add e´val polynoˆmes mult
Proce´dure standard :
Alg. 16 ([BOGW88,
CCD88])
2t2   t 4t2   2t
2t  1 (en 2t  1 ptsq
ñ
"
4t3   4t2   t add
4t3   4t2   t mult
4t  2
Premie`re
ame´lioration :
Alg. 10 ou Alg. 18
([GM11])
2t2   t 4t2   2t
2t  1 (en t  1 ptsq
ñ
"
2t3   3t2   t add
2t3   3t2   t mult
2t2   6t  2
Seconde
ame´lioration :
Alg. 19
t2   3t 3t2   4t  1
1 (en 2t  1 ptsq
ñ
"
4t2  1 add
4t2   2t mult
t  1 (en t  1 ptsq
ñ
"
t3   2t2   t add
t3   2t2   t mult
2t2   6t  2
Table 3.1 – Couˆt des proce´dures de multiplication sur Fq re´sistantes aux attaques d’ordre
t applique´es pour le sche´ma de partage de secret de Shamir
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Le couˆt des trois proce´dures de multiplication cite´s pour le sche´ma de partage de secret
de Shamir est de´crit dans la table 3.1. De plus, afin de comparer l’efficacite´ de ces trois
proce´dures, on donne une application nume´rique de cette premie`re table pour t  1, . . . , 6
(cf. table 3.2).
D’apre`s les tables 3.1 et 3.2, on peut constater que l’algorithme de´crit par Louis
Goubin et Ange Martinelli (Alg. 18), et l’ame´lioration que l’on propose (Alg. 19) sont
plus efficaces que la me´thode dite standard de [BOGW88, CCD88] (Alg. 16) de`s t  2.
De plus, notre proce´dure de multiplication est nettement plus efficace que celle de Louis
Goubin et Ange Martinelli de`s t  4.
Proce´dure standard Premie`re ame´lioration Seconde ame´lioration
Alg. 16 Alg. 10 ou 18 Alg. 19
( [BOGW88, CCD88]) ([GM11]) (Nous)
t=1
3 ale´a
15 add
15 mult
3 ale´a
12 add
16 mult
4 ale´a
15 add
20 mult
t=2
10 ale´a
70 add
60 mult
10 ale´a
50 add
52 mult
10 ale´a
54 add
60 mult
t=3
21 ale´a
189 add
161 mult
21 ale´a
126 add
122 mult
18 ale´a
123 add
128 mult
t=4
36 ale´a
396 add
342 mult
36 ale´a
252 add
238 mult
28 ale´a
228 add
230 mult
t=5
55 ale´a
715 add
627 mult
55 ale´a
440 add
412 mult
40 ale´a
375 add
372 mult
t=6
78 ale´a
1170 add
1040 mult
78 ale´a
702 add
656 mult
54 ale´a
570 add
560 mult
Table 3.2 – Application nume´rique des proce´dures de multiplication sur Fq re´sistantes
aux attaques d’ordre t  1, . . . , 6 pour le sche´ma de partage de secret de Shamir
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3.5 Proce´dure d’e´le´vation a` la puissance p
3.5.1 Description ge´ne´rale
Soit Fq une extension de Fp. Soit C un code line´aire de parame`tres rn 1, k, dsq ve´rifiant
d, dK ¥ 2. La proce´dure d’e´le´vation a` la puissance p d’un secret s a` partir d’un vecteur de
partage vs P EspCq peut eˆtre re´alise´e en appliquant p fois une proce´dure de multiplication
lorsque le code pC ve´rifie pd, pdK ¥ 2.
Cependant, conside´rons le code suivant :
Cp  tcp  c  . . .  clooomooon
p fois
: c P Cu . (3.57)
Notations 3.5.1. Dans la suite, on notera dp et d
K
p respectivement les distances minimales
de Cp et de son dual note´ CKp .
Un tel code ve´rifie le lemme suivant :
Lemme 3.5.2. Soit Fq une extension de Fp. Soit C un code line´aire de parame`tres rn  
1, k, dsq, avec d, d
K ¥ 2. Le code Cp de´fini par la relation (3.57) est isomorphe au code C
et le code CKp est isomorphe au code CK.
De´monstration. Soit Fq une extension de Fp. Conside´rons C un code line´aire de parame`tres
rn   1, k, dsq, avec d, d
K ¥ 2. Afin de prouver que le code Cp est isomorphe au code C,
montrons que l’application suivante est bijective :
ϕ : C ÝÑ Cp
c ÞÝÑ cp
(3.58)
Par construction de Cp, on peut en de´duire directement la surjectivite´ de l’application ϕ.
A` pre´sent montrons que ϕ est injective. Par l’application de Frobenius, on a pour tout
c, c1 P C : pc  c1qp  cp   c1p. L’application ϕ est donc une application line´aire. Montrons
alors que ϕ est injective en de´terminant son noyau. Conside´rons un mot de code c 
pc0, . . . , cnq P C et supposons que ϕpcq  p0, . . . , 0q. Ceci implique que cpi  0, pour tout
i  0, . . . , n. Or Cp e´tant de´fini sur le corps Fq de caracte´ristique p, on a par de´finition :
@α P Fq : α  0 ô αp  0 . (3.59)
Donc ci  0, pour tout 0  1, . . . , n. D’ou` Kerpϕq  p0, . . . , 0q. L’application ϕ est donc
injective. Par ailleurs, par la relation (3.59), on peut en de´duire que dp  d. Il s’en suit
que :
Cp  C . (3.60)
Montrons a` pre´sent que CKp  CK. En appliquant la relation (3.60) au dual de C, on
peut en de´duire directement :
pCKqp  CK . (3.61)
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Montrons alors que les deux codes suivants :"
pCKqp  typ : y P CKu
CKp  pCpqK  ty P Fn 1q : @x P Cp, xy, xy  0u (3.62)
constituent le meˆme code.
Soit h un mot de code de CK. Par de´finition, on a pour tout mot de code c P C : xh, cy  0.
Par l’application de Frobenius, on obtient xhp, cpy  0. D’ou` hp P pCKqp. D’apre`s la
de´finition de pCpqK, on peut alors en de´duire que :
pCKqp  pCpqK . (3.63)
De plus, d’apre`s les relations (3.60) et (3.61), on peut en de´duire que :
dim pCpqK  dim CK
dim pCKqp  dim CK (3.64)
ou` dim p.q de´signe la dimension du code conside´re´.
Par conse´quent, on peut en de´duire que CKp  pCpqK  pCKqp.
Par ailleurs, par le meˆme raisonnement entre C et Cp, on peut en de´duire que la distance
minimale du code CKp est e´gale a` celle de CK.
En exploitant le lemme 3.5.2, la proce´dure d’e´le´vation a` la puissance p peut alors
s’effectuer plus efficacement qu’en effectuant p proce´dures de multiplication. En effet,
conside´rons un secret s P S et un vecteur de partage vs P EspCq. Dans ce cas, on peut
obtenir un vecteur vsp P EsppCq :
– en mettant chacune des coordonne´es du vecteur de partage vs a` la puissance p,
– puis en appliquant la proce´dure de transcodage de Cp vers C.
Cette proce´dure est de´crite par l’algorithme 20.
Algorithme 20 Proce´dure d’e´le´vation a` la puissance p d’un vecteur de partage
Entre´es: Soit Fq un corps de caracte´ristique p.
Soit C un code line´aire de parame`tres rn  1, ksq ve´rifiant d, dK ¥ 2
Soient pc1, . . . , cnq P EspCq et λ un vecteur de reconstruction associe´ a` C
Sortie: pz1, . . . , znq P EsppCq
Fonction : puissancep(s)
1. pw1, . . . , wnq Ð pc
p
1, . . . , c
p
nq
2. pz1, . . . , znq Ð transcodagepCp ÞÑCqpλ
p, pw1, . . . , wnqq
3. Retourner pz1, . . . , znq
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Lemme 3.5.3 (Proce´dure d’e´le´vation a` la puissance p se´curise´e). Soit Fq un corps de
caracte´ristique p. Soit C un code line´aire de parame`tres rn   1, k, dsq ve´rifiant d, dK ¥ 2.
La proce´dure d’e´le´vation a` la puissance p de´crite par l’algorithme 20 est re´sistante aux
attaques d’ordre t  dK  2.
De´monstration. Soit C un code line´aire de parame`tres rn  1, k, dsq ve´rifiant d, dK ¥ 2, de
parame`tre de se´curite´ t. D’apre`s le lemme 3.5.2, le code Cp ve´rifie les conditions suivantes :
dp  d et d
K
p  d
K. Les conditions attendues par la proce´dure se´curise´e de transcodage de
Cp vers C sont remplies. Par conse´quent, la proce´dure d’e´le´vation a` la puissance p de´crite
par l’algorithme 20 est re´sistante aux attaques d’ordre t.
Remarque 3.5.4. Soit C un code line´aire de parame`tres rn  1, k, dsq ve´rifiant d, dK ¥ 2.
On peut montrer aise´ment, pour tout m P N, que la proce´dure d’e´le´vation a` la puissance
pm, donne´e par l’algorithme 20 en remplac¸ant p par pm, est re´sistante aux attaques d’ordre
t  dK  2.
3.5.2 Cas particulier
Conside´rons le sche´ma de partage de secret construit a` partir d’un code line´aire C de
parame`tres rn  1, k, dsq ve´rifiant d, d
K ¥ 2. Supposons de plus que le sche´ma de partage
de secret est construit a` partir d’un code line´aire C dont les coefficients de sa matrice
ge´ne´ratrice sont de´finis dans Fp. Par le lemme suivant, on en de´duit que la proce´dure
d’e´le´vation a` la puissance p est une transformation stable, ne ne´cessitant donc pas de
proce´dure de transcodage, i.e., :
@pc1, . . . , cnq P EspCq : pcp1, . . . , cpnq P EsppCq . (3.65)
Lemme 3.5.5. Soit C un code line´aire de´fini sur un corps fini Fq de caracte´ristique p.
Les assertions suivantes sont e´quivalentes :
1. Cp  C.
2. C est un code line´aire caracte´rise´ par une matrice ge´ne´ratrice ayant ses coefficients
de´finis dans Fp.
De´monstration. Soit Fq un corps fini de caracte´ristique p. Soit C un code line´aire de
parame`tres rn, ksq ayant une base de´finie dans Fp : b1, . . . , bk avec bi P Fnp pour i P
t1, . . . , ku, c’est-a`-dire pour tout i, bpi  bi.
Si c P C, alors il existe une combinaison line´aire telle que c  °ki1 hibi avec hi P Fq. On
a alors cp 
°k
i1 h
p
i b
p
i 
°k
i1 h
p
i bi P C.
Inversement, conside´rons un code line´aire C de parame`tres rn, ksq tel que pour tout mot
de code c P C, cp P C. Conside´rons G une matrice ge´ne´ratrice de C sous forme syste´matique.
Notons bi la i-ie`me ligne de G, on peut e´crire :
bi  p0, . . . , 0, 1, 0, . . . , 0, a1, . . . , ankq , (3.66)
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avec a1, . . . , ank P Fq.
Par hypothe`se bpi  p0, . . . , 0, 1, 0, . . . , 0, a
p
1, . . . , a
p
nkq P C, il existe donc une combinaison
line´aire telle que bpi 
°k
j1 hjbj. A` partir de la dernie`re e´galite´, la j-e`me coordonne´e de b
p
i
est e´gale a` hj pour j P t1, . . . , ku. Par identification, on a pour 1 ¤ j ¤ k et j  i : hj  0
et hi  1. Par conse´quent b
p
i  bi, et donc a
p
j  aj pour j P t1, . . . , ku. Ainsi bi P Fnp .
3.5.3 Applications
Dans cette sous-section, on e´tudie l’application de la proce´dure d’e´le´vation a` la puis-
sance pm, avec m P N, lorsque l’on conside`re les exemples de sche´mas de partage de secret
cite´s dans la sous-section 3.3.3.1. Plus pre´cise´ment, on conside`re le sche´ma de partage de
secret basique et celui de Shamir de´finis sur Fq de caracte´ristique p.
3.5.3.1 Sche´ma de partage de secret basique
Pour construire le sche´ma de partage de secret basique de parame`tre de se´curite´ t,
conside´rons le code de parite´ de parame`tre rt   2, t   1, 2sq (avec t   2 ¥ 2) de matrice
ge´ne´ratrice G sous forme syste´matique (cf. sous-section 3.3.3.1).
D’apre`s le lemme 3.5.3, la proce´dure d’e´le´vation a` la puissance p  2 de´crite par l’algo-
rithme 20 est applicable et re´sistante aux attaques d’ordre t  dK  2. De plus, comme
la matrice ge´ne´ratrice d’un tel code a ses coefficients de´finis dans F2, on sait d’apre`s le
lemme 3.5.5 que la proce´dure d’e´le´vation a` la puissance 2 est une transformation stable
ne ne´cessitant pas de transcodage :
@c P C ñ c2 P C . (3.67)
Ainsi, on a aussi : @c2 P C ñ c4 P C. Il s’en suit que pour tout m P N :
@c P C ñ c2m P C . (3.68)
Par conse´quent, la proce´dure d’e´le´vation a` la puissance 2m, avec m P N, est une trans-
formation stable.
3.5.3.2 Sche´ma de partage de secret de Shamir
Soit Fq une extension de Fp. Pour construire le sche´ma de partage de secret de Sha-
mir de parame`tre de se´curite´ t, conside´rons le code de Reed-Solomon C de parame`tres
rn  1, t  1sq avec n ¤ q et n ¥ t  1. D’apre`s la remarque 3.5.4, la proce´dure d’e´le´vation
a` la puissance pm, pour tout m P N, de´crite par l’algorithme 20 en remplac¸ant p par pm
est applicable et re´sistante aux attaques d’ordre t.
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Par ailleurs pour n  t  1, la proce´dure d’e´le´vation a` la puissance pm de´crite par cet al-
gorithme co¨ıncide avec la solution propose´e dans [GM11]. En effet, pour tout secret s P S,
chaque vs P EspCq correspond a` l’e´valuation d’un polynoˆme de degre´ t en t  1 points dis-
tincts et fixe´s : x1, . . . , xt 1. Conside´rons un vecteur de partage vs  pfpx1q, . . . , fpxt 1qq,
ou` f un polynoˆme de degre´ t, ve´rifiant :
s 
t 1¸
i1
fpxiqβi . (3.69)
Par l’application de Frobenius, on en de´duit :
sp 

t 1¸
i1
fpxiqβi
p

t 1¸
i1
fpxiq
pβpi 
t 1¸
i1
fpxpi qβ
p
i . (3.70)
Le vecteur de partage pfpx1q
p, . . . , fpxt 1q
pq correspond donc a` l’e´valuation du polynoˆme
f en t  1 points distincts : xp1, . . . , x
p
t 1. Le code Cp est donc le code de Reed-Solomon de
parame`tres rt 2, t 1sq dont les mots de code sont constitue´s de l’ensemble des polynoˆmes
de degre´ t e´value´s en les points : xp1, . . . , x
p
t 1. La proce´dure d’e´le´vation a` la puissance p re-
quiert donc une proce´dure de transcodage afin de retourner un vecteur de partage associe´
au code C, i.e., a` l’ensemble des polynoˆmes de degre´ t e´value´s en les points : x1, . . . , xt 1.
De la meˆme fac¸on, la proce´dure d’e´le´vation a` la puissance pm requiert une proce´dure de
transcodage du code Cpm vers le code C.
Cependant, l’ame´lioration propose´e dans la version longue de [PR11a] (cf. sous-sec-
tion 2.4.2.3) qui permet de remplacer la proce´dure de transcodage par une simple per-
mutation de parts reste applicable. Cette dernie`re requiert de choisir au pre´alable de la
construction du sche´ma de partage de secret, des points x1, . . . , xt 1 tels que l’ensemble de
ces points soient stables par l’application de Frobenius x ÞÑ xp. Dans ce cas, une e´le´vation
a` la puissance p peut s’effectuer en appliquant une permutation sur les parts. En effet,
comme explicite´ dans la sous-section 2.4.2.3, on peut conside´rer des points x1, . . . , xt 1
tels que :
@i P t1, . . . , t  1u, Dj  i P t1, . . . , t  1u tel que xpi  xj , (3.71)
et ainsi, pour tout pc1, . . . , ct 1q P EspCq, on a cpi  fpxiqp  gpxpi q  gpxjq  c1j, avec g un
polynoˆme de degre´ t. D’ou`, en permuttant les parts, on obtient : pc11, . . . , c
1
t 1q P EsppCq.
Il s’en suit que pour tout m P N, une proce´dure d’e´le´vation a` la puissance pm d’un secret
requiert t  1 e´le´vations a` la puissance pm et un simple ordonnancement des parts au lieu
d’une proce´dure de transcodage.
3.6 Couˆt des ope´rations masque´es
Soit Fq une extension de Fp. Soit C un code line´aire de parame`tres rn   1, k, dsq avec
d, dK ¥ 2. Supposons que pC de parame`tres rn   1,pksq ve´rifie pd, pdK ¥ 2. Notons t et pt les
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parame`tres de se´curite´ respectifs de C et de pC et supposons que l’e´le´ment e  pt  t soit
strictement positif.
Dans cette section, on de´termine le couˆt de chacune des ope´rations masque´es, c’est-a`-dire
re´sistantes aux attaques d’ordre t, a` savoir le couˆt de :
– la proce´dure de partage d’un secret dans C
– la proce´dure de partage d’un secret dans pC
– la proce´dure d’addition entre un vecteur de partage associe´ a` C et un e´le´ment de Fq
– la proce´dure d’addition entre deux vecteurs de partage de C
– la proce´dure de multiplication d’un vecteur de partage de C par un scalaire
– la proce´dure de multiplication donne´e par l’algorithme 16
– la proce´dure de multiplication ame´liore´e donne´e par l’algorithme 17
– la proce´dure d’e´le´vation a` la puissance p donne´e par l’algorithme 20.
Dans la table 3.3, ale´a, additions, multiplications re´fe`rent sur Fq respectivement aux
nombres de variables uniforme´ment distribue´s ge´ne´re´es, d’additions et de multiplications
requises. De plus L et L1 indiquent respectivement le nombre d’additions et de multiplica-
tions ne´cessaires lors d’une proce´dure de partage qui de´pendent de la matrice ge´ne´ratrice
G conside´re´e. De meˆme, pL et pL1 indiquent respectivement le nombre d’additions et de
multiplications ne´cessaires lors d’une proce´dure de partage de pC dont la dimension est pk.
Enfin, on note nλ  cardptλi  0, 1 : i  1, . . . , nuq.
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ale´a additions multiplications
Partage d’un secret dans
C : partageC
k  1 L L1
Partage d’un secret danspC : partage
pC
pk  1 pL pL1
Addition d’un vecteur
avec un e´le´ment de Fq
k  1 n  L L1
Addition entre deux vec-
teurs de partage
- n -
Multiplication par un
scalaire
- - n
Proce´dure de multiplica-
tion (Alg. 16)
pk  1qn npL  n 1q np1  L1q   nλ
Proce´dure de multiplica-
tion ame´liore´e (Alg. 17)
pk  1 
pk1qpneq
pL  pn eqpL  nq  n pL1 n nλ L1pne)
E´le´vation a` Stable - - -
la puissance  n e´le´vations a` la puissance p
p : (Alg. 20) npk  1q npL  n 1q npL1   1q
 n e´le´vations a` la puissance p
Table 3.3 – Couˆt des proce´dures re´sistantes aux attaques d’ordre t a` partir d’un sche´ma
de partage de secret construit avec un code line´aire de parame`tres rn  1, ksq de distance
minimale duale dK  t  2 et tel que e  pdK  dK ¥ 0
Cette table permet de de´terminer le couˆt de chaque ope´ration masque´e pour tout code
line´aire C ve´rifiant d, dK ¥ 2, pd ¥ 2 et pdK ¥ dK. En particulier, cette table sera exploite´e
dans le chapitre 4.
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3.7 Conclusion
Dans ce chapitre, on a pre´sente´ la construction des sche´mas de partage de secret
line´aires a` partir des codes line´aires. En particulier, on a illustre´ l’e´quivalence existante
entre les deux notions en pre´sentant cette construction pour les sche´mas de partage de
secret les plus connus, a` savoir le sche´ma de partage de secret basique et le sche´ma de
partage de secret de Shamir.
Afin d’utiliser une telle construction pour implanter des algorithmes re´sistants aux
attaques d’ordre supe´rieur, on a de´crit des proce´dures se´curise´es permettant d’effectuer
diffe´rentes ope´rations entre plusieurs secrets a` partir des vecteurs de partage associe´s.
En particulier, on a pre´sente´ la ge´ne´ralisation de la proce´dure de multiplication se´curise´e
fournie pour les codes line´aires. De plus, en tirant profit des proprie´te´s des codes line´aires,
on a propose´ une ame´lioration de cette proce´dure qui s’ave`re a` la fois efficace et re´sistante
contre les attaques par canaux cache´s d’ordre supe´rieur, notamment lorsque l’on conside`re
le sche´ma de partage de secret de Shamir.
En pratique, on peut constater que seuls les sche´mas de partage a` seuil, autrement
dit base´s sur des codes MDS, sont utilise´s, alors que de nombreux sche´mas peuvent eˆtre
construits en conside´rant les codes line´aires. On a vu dans le chapitre 2 que les sche´mas
line´aires a` seuil sont en effet adapte´s pour les implantations ne´cessitant seulement des
transformation line´aires pouvant eˆtre effectue´es directement coordonne´e par coordonne´e.
Cependant, ces meˆmes sche´mas sont-ils les plus approprie´s pour des transformations non
line´aires telles que la multiplication entre secrets a` partir des vecteurs de partage associe´s ?
En e´tudiant les proprie´te´s fournies par les codes line´aires, on pourrait concevoir de nou-
veaux sche´mas de partage de secret adapte´s aux algorithmes a` se´curiser. En particulier,
en identifiant les codes pour lesquels la proce´dure de multiplication est applicable, on
propose dans le chapitre 4, des sche´mas de partage de secret adapte´s pour implanter un
AES re´sistant aux attaques d’ordre supe´rieur.
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Chapitre 4
Applications a` l’AES
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4.1 Introduction
Dans ce chapitre, on s’inte´resse a` l’e´laboration de nouveaux sche´mas de partage de se-
cret pour implanter l’AES de manie`re se´curise´e, i.e., re´sistante contre les attaques d’ordre
t. Comme la plupart des transformations requises sont line´aires, il est alors judicieux de
choisir un sche´ma de partage de secret line´aire pour implanter ces transformations comme
des transformations stables. A` premie`re vue, les sche´mas de partage de secret construits
a` partir de code MDS semblent eˆtre les plus pertinents car ils permettent de manipuler
un nombre minimal de coordonne´es lors des transformations stables. C’est d’ailleurs le
cas des solutions pre´sente´es dans la sous-section 2.4.2. Cependant, on a vu dans la sous-
section 2.4.2.1 que la solution propose´e re´cemment dans [CPRR13] utilisant le sche´ma de
partage de secret basique semble efficace mais qu’aucune preuve de se´curite´ ne garantit
pour le moment la re´sistance de l’implantation de la transformation SubBytes. A` l’inverse,
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la solution propose´e par [GM11, PR11b], base´e sur l’utilisation du sche´ma de partage de
secret de Shamir (cf. sous-section 2.4.2.3), est tre`s couˆteuse mais une preuve de se´curite´
peut eˆtre fournie. On peut alors se demander si l’utilisation de tels codes pour implanter
la transformation SubBytes de manie`re se´curise´e est la plus pertinente ?
En tirant profit des re´sultats pre´sente´s dans le chapitre 3, il serait inte´ressant de
de´terminer les proprie´te´s que doivent ve´rifier les codes pour construire des contre-mesures
permettant de garantir la se´curite´ de l’implantation de l’AES tout en restant la plus
efficace possible. Dans cette optique, on propose, dans les sections 4.2 et 4.3, l’utilisation
de deux sche´mas de partage de secret construits a` partir de codes line´aires non MDS pour
lesquels la proce´dure de multiplication fournie par les codes line´aires est applicable. En
particulier, la premie`re solution propose´e est construite a` partir d’un code d’e´valuation
proche de celui du code de Reed-Solomon tandis que la seconde conside`re la famille des
codes auto-duaux et faiblement auto-duaux ayant leur matrice ge´ne´ratrice a` coefficient
sur F2 ou F4. De plus, l’efficacite´ de ces dernie`res est compare´e dans la section 4.4 avec
les me´thodes pre´sente´es dans la sous-section 2.4.2.
4.2 Sche´ma de partage de secret non-ide´al
Dans cette section, on propose une variante du sche´ma de partage de secret de Shamir
pour implanter l’AES de manie`re re´sistante aux attaques d’ordre t. Cette solution est
base´e sur l’utilisation d’un sche´ma de partage de secret line´aire non-ide´al construit a`
partir d’un code d’e´valuation proche de celui du code de Reed-Solomon. Apre`s avoir
pre´sente´ ce sche´ma dans la sous-section 4.2.1, on de´crit dans les sous-sections 4.2.2 et
4.2.3, l’implantation des principales transformations de l’AES.
4.2.1 Variante du sche´ma de partage de secret de Shamir
Comme rappele´ dans la sous-section 2.4.2, le cryptosyste`me AES est de´fini sur le
corps fini F256  F2rxs{px8   x4   x3   x   1q. Une alternative est de conside´rer une
autre repre´sentation de ce corps en construisant une extension quadratique. Pour ce
faire, conside´rons U un polynoˆme irre´ductible de degre´ 4 et construisons le corps F24 
F2rxs{Upxq, que l’on note dans la suite K. Soit P est un polynoˆme irre´ductible de degre´
2 de´fini dans K. On construit alors le corps F28  Krxs{P pxq, que l’on note L.
Soient θ une racine de U dans K et ω une racine de P dans L. On en de´duit que p1, θ, θ2, θ3q
est une base de K sur F2 et p1, ωq une base de L sur K. Par conse´quent, on peut alors
construire la base de L sur F2 suivante :
B  p1, θ, θ2, θ3, ω, ωθ, ωθ2, ωθ3q . (4.1)
D’apre`s l’article [BLV13], on peut choisir par exemple les polynoˆmes suivants :
Upxq  x4   x  1
P pxq  x2   x  θ7
(4.2)
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En exprimant θ et ω dans le corps de l’AES de base Baes  pζ7, . . . , ζ, 1q, on construit
une matrice de passage permettant de passer d’une repre´sentation dans une base a` une
autre. Pour ce faire, apre`s avoir factorise´ Upxq et P pxq dans la base Baes, on choisit :
θ  ζ6   ζ3   ζ2   ζ
ω  ζ4   ζ
(4.3)
et ainsi on en de´duit la matrice passage de la base Baes a` la base B suivante :
Mp 

0 0 1 0 0 0 0 1
0 1 0 1 0 0 1 0
0 0 0 0 0 0 0 1
0 0 1 0 1 0 0 1
0 1 1 0 0 1 1 1
0 1 0 1 0 0 0 1
0 1 0 0 1 0 1 0
1 0 1 0 0 0 0 0

(4.4)
Chaque e´le´ment a repre´sente´ dans la base Baes est alors repre´sente´ dans la base B en
calculant :
bÐM1p  a . (4.5)
Remarque 4.2.1. Dans la suite, un tel e´le´ment b pourra eˆtre vu soit comme un nombre
binaire pb0b1b2b3b4b5b6b7q2 (ou` b  b0   b1θ   b2θ
2   b3θ
3   b4ω   b5ωθ   b6ωθ
2   b7ωθ
3),
soit comme une paire de 4 bits repre´sente´e par un polynoˆme de degre´ 1, note´ alors bpxq 
bl   bhx avec bl  b0   b1θ   b2θ
2   b3θ
3 et bh  b4   b5θ   b6θ
2   b7θ
3.
Notation 4.2.2. Pour simplifier, on note dans la suite Krxsd l’ensemble des polynoˆmes
de degre´ au plus d a` coefficients sur K, ou` K est la repre´sentation du corps F24 de´finie
par l’extension F2rxs{Upxq.
En conside´rant chaque e´le´ment de´fini sur l’extension L  Krxs{P pxq, on de´crit une
variante du sche´ma de partage de secret de Shamir associe´e a` l’ensemble suivant :
E  tpspxq, vspxqq : spxq P Krxs1, vspxq P Espxq  Krxs{p1pxq  . . . ,Krxs{pnpxqu , (4.6)
ou` p1pxq, . . . , pnpxq sont des polynoˆmes deux a` deux premiers entre eux et premiers avec
P pxq.
On de´finit le sche´ma de partage de secret associe´ a` cet ensemble E a` l’aide de la proce´dure
de partage de´crite par l’algorithme suivant :
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Algorithme 21 Proce´dure de partage
Entre´es: Soient E l’ensemble de´fini par la relation (4.6) ; n, k des entiers, ou` n ¡ k. Conside´rons
n polynoˆmes de degre´ non nul a` coefficients sur K, deux a` deux premiers entre eux et premiers
avec P pxq, note´s : p1pxq, . . . , pnpxq et tels que le degre´ de
±n
i1 pipxq soit supe´rieur ou e´gal a`
k   1. Soit spxq P Krxs1 un secret
Sortie: vspxq un vecteur de partage appartenant a` Espxq
Fonction : partage(spxq)
1. Ge´ne´rer un polynoˆme rpxq PR Krxsk2
2. Construire le polynoˆme f P Krxsk de´fini tel que : fpxq  spxq   rpxqP pxq
3. Pour i  1 a` n faire:
4. ci Ð fpxq mod pipxq
5. Retourner vspxq Ð pc1, . . . , cnq
Les polynoˆmes p1pxq, . . . , pnpxq utilise´s par l’algorithme 21 e´tant choisis deux a` deux
premiers entre eux, on peut de´duire d’apre`s le the´ore`me des restes chinois l’isomorphisme
suivant :
Krxs {
n¹
i1
pipxq  Krxs{p1pxq  . . .Krxs{pnpxq , (4.7)
avec par hypothe`se le degre´ de
±n
i1 pipxq supe´rieur ou e´gal a` k   1.
Par conse´quent, tout polynoˆme fpxq P Krxsk peut eˆtre reconstruit a` partir des e´valuations
modulo pipxq, avec i  1, . . . , n. Ainsi, pour tout vecteur de partage pc1, . . . , cnq P Espxq,
construit a` partir de la proce´dure de partage de´crite par l’algorithme 21, il existe un
unique repre´sentant fpxq P Krxsk ve´rifiant fpxq  spxq   rpxqP pxq. Pour tout vecteur de
partage pc1, . . . , cnq P Espxq, le secret spxq peut alors eˆtre reconstruit. La proce´dure de
reconstruction consiste alors a` de´terminer un groupe qualifie´ Q  t1, . . . , nu tel que le
degre´ de
±
iPQ pipxq soit ¥ k   1, puis a` effectuer :
reconstructionppciqiPQq 
¸
iPQ
ciλi mod P pxq (4.8)
ou` le vecteur λ  pλ1, . . . , λnq est de´fini pour tout i  1, . . . , n par :
λi 
"
pqipxq
1 mod pipxqqqipxq mod
±
iPQ pipxq, si i P Q
0 sinon
(4.9)
avec qipxq 
±
jPQ,ji pjpxq.
Comme on effectue une re´duction modulo P pxq, les coordonne´es du vecteur λ peuvent
alors eˆtre conside´re´es comme des polynoˆmes de degre´ 1, a` coefficient dans K : λi P Krxs1,
pour tout i P Q.
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Remarque 4.2.3. Si les polynoˆmes p1pxq, . . . , pnpxq sont de degre´ 1, i.e., pipxq  x αi
avec les αi deux a` deux distincts, pour i  1, . . . , n, alors la re´duction du polynoˆme fpxq
modulo pipxq revient a` e´valuer fpαiq. De plus, le vecteur λ correspond aux polynoˆmes
d’interpolation de Lagrange re´duits modulo P pxq. En effet pour tout i P Q avec Q 
t1, . . . , nu un groupe qualifie´ tel que le degre´ de
±
iPQ pipxq soit ¥ k   1 :
qipxq 
¹
jPQ,ji
x αj , (4.10)
d’ou`, pour tout i P Q :
λi  pqipxq
1 mod pipxqqqipxq mod P pxq
 p
±
jPQ,ji
1
xαj
mod x αiqp
±
jPQ,ji x αjq mod P pxq

±
jPQ,ji
xαj
αiαj
mod P pxq .
(4.11)
Conside´rons pc1, . . . , cnq P Espxq un vecteur de partage associe´ a` un polynoˆme fpxq P
Krxsk et Q  t1, . . . , nu un groupe qualifie´ tel que le degre´ de
±
iPQ pipxq soit ¥ k   1.
Pour simplifier, on suppose dans la suite que les polynoˆmes p1pxq, . . . , pnpxq sont tous de
degre´ 1. Dans ce cas, les parame`tres de reconstruction r et de se´curite´ t ve´rifient :
r  k   1
t  k  1
(4.12)
En effet, d’apre`s le choix des polynoˆmes pipxq, on peut choisir Q tel que cardpQq  k  1.
D’apre`s la relation (4.8), le secret spxq peut eˆtre de´termine´ a` partir de ces k 1 coordonne´es
en reconstruisant le polynoˆme fpxq mod
±
iPQ pipxq, puis en le re´duisant modulo P pxq.
Cependant, avec seulement k coordonne´es, on peut reconstruire au mieux un polynoˆme
de degre´ k  1, d’ou` r  k   1. De plus, comme les coordonne´es du vecteur de partage
sont des e´le´ments de´finis sur K, la connaissance de k coordonne´es permet a` un attaquant
de construire 16 polynoˆmes fpxq possibles distincts de degre´ k en testant les 16 valeurs
possibles de la pk   1q-ie`me coordonne´e manquante. Ainsi en faisant cette recherche ex-
haustive, le nombre de solutions possibles pour le secret spxq est 16 au lieu de 256. C’est
donc pour assurer l’e´quiprobabilite´ de toutes les valeurs spxq P Krxs1 possibles que le
parame`tre de se´curite´ est re´duit a` t  k 1. Par conse´quent, le sche´ma de partage de
secret construit a` partir de la proce´dure de partage donne´e par l’algorithme 21 n’est pas
un sche´ma a` seuil (i.e., r  t  1).
On peut noter qu’un tel sche´ma est line´aire. En effet, il est facile de ve´rifier que pour
tout vecteur de partage vspxq, vs1pxq associe´ a` E et tout scalaire γ, on a :
vspxq   vs1pxq  vspxq s1pxq P Espxq s1pxq
γvspxq  vγspxq P Eγspxq
(4.13)
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De ce fait, le sche´ma de partage de secret associe´ a` E peut eˆtre construit en conside´rant
un code line´aire C. En particulier, en supposant les polynoˆmes pipxq, pour i  1, . . . , n de
degre´ 1 : i.e., ppxiq  xαi, avec les αi distincts, on peut de´crire la proce´dure de partage
a` l’aide de la matrice ge´ne´ratrice G suivante :
G 

1 0 1 . . . . . . 1
0 1 α1 . . . . . . αn
0 0 θ7   α1   α
2
1 . . . . . . θ
7   αn   α
2
n
0 0 pθ7   α1   α
2
1qα1 . . . . . . pθ
7   αn   α
2
nqαn
0 0 pθ7   α1   α
2
1qα
2
1 . . . . . . pθ
7   αn   α
2
nqα
2
n
...
...
...
...
...
...
0 0 pθ7   α1   α
2
1qα
k2
1 . . . . . . pθ
7   αn   α
2
nqα
k2
n

. (4.14)
Le code line´aire C est donc de parame`tres rn  2, k   1s de´fini sur K. Les deux premie`res
coordonne´es de chaque mot de C sont donc conside´re´es comme secre`tes. On a alors :
@psl, sh, c1, . . . , cnq P C ô pc1, . . . , cnq P EspxqpCq , (4.15)
avec spxq  sl   shx P Krxs1.
La proce´dure de partage applique´e sur un secret spxq consiste alors :
– a` ge´ne´rer k  1 e´le´ments : r0, . . . , rk2 PR K,
– puis a` calculer : psl, sh, c1, . . . , cnq Ð psl, sh, r0, . . . , rk2q G,
– et enfin a` retourner pc1, . . . , cnq.
Par construction, on obtient alors un vecteur de partage de spxq comme attendu, i.e., pour
tout i  1, . . . , n : ci  fpαiq, ou` fpxq  spxq rpxqP pxq et rpxq  r0 r1x . . . rk2x
k2.
Dans la suite, on supposera que la proce´dure de partage de´crite par l’algorithme 21
est implante´e comme de´crit pre´ce´demment. Ainsi, cette proce´dure requiert :
 k  1 e´le´ments ge´ne´re´s uniforme´ment sur K,
 kn multiplications entre des e´le´ments de´finis sur K (utilisant la table pre´-calcule´e
de´crite par la relation (4.17)),
 kn additions entre des e´le´ments de´finis sur K,
 et le pre´-calcul des e´le´ments pθ7   αi   α
2
i qα
j
i , pour i  1, . . . , n et j  1, . . . , k  2.
4.2.2 Implantation des transformations line´aires
Conside´rons le sche´ma de partage de secret construit a` partir de la proce´dure de par-
tage donne´e par l’algorithme 21 avec n  k   1. Par construction, n  t   2, ou` t est le
parame`tre de se´curite´, les vecteurs de partage de ce sche´ma sont donc de longueur t  2,
constitue´s d’e´le´ments de´finis sur F24 . Bien que ce sche´ma ne soit pas a` seuil, l’implan-
tation des transformations line´aires de l’AES re´sistant a` l’ordre t a` l’aide de ce dernier
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reste pertinent, car le couˆt impute´ par la coordonne´e supple´mentaire par vecteur de par-
tage reste ne´gligeable. De plus, comme les coordonne´es des vecteurs de partage sont des
e´le´ments de´finis sur 4 bits, on peut supposer que sur un processeur 8 bits des optimisations
d’implantation peuvent eˆtre applique´es.
4.2.3 Proce´dure se´curise´e de la transformation SubBytes
Pour implanter la transformation SubBytes de manie`re se´curise´e (i.e., re´sistant a`
l’ordre t), supposons qu’en entre´e et en sortie, on attende 16 vecteurs de partage associe´s
a` E construit a` partir de la proce´dure de partage donne´e par l’algorithme 21 avec n  t 2.
On propose d’appliquer inde´pendamment sur chacun des vecteurs de partage :
– la proce´dure d’inversion de´crite a` partir de la relation (2.48) reque´rant l’application
de 4 proce´dures de multiplication et de 7 proce´dures d’e´le´vation au carre´,
– puis la transformation affine.
Pour ce faire, on propose respectivement dans les sous-sections 4.2.3.1, 4.2.3.2 et 4.2.3.3,
l’implantation des proce´dures de multiplication, d’e´le´vation au carre´ et de la transforma-
tion affine.
4.2.3.1 Proce´dure de multiplication se´curise´e
Dans un premier temps, conside´rons le sche´ma de partage de secret construit a` partir
de la proce´dure de partage donne´e par l’algorithme 21 avec n  2t   3 et k  t   1, ou`
t est le parame`tre de se´curite´. Comme explicite´ dans la sous-section 4.2, un tel sche´ma
correspond a` un code line´aire de parame`tres r2t  5, t  2s de´fini sur K que l’on note C.
Comme le produit de deux polynoˆmes de degre´ t   1 retourne un polynoˆme de degre´
2t   2, on peut en de´duire que le code pC engendre´ par tc  c1 : c, c1 P Cu est associe´ au
sche´ma de partage de secret construit a` partir de la proce´dure de partage donne´e par
l’algorithme 21 avec les parame`tres n  2t   3, k  2t   2 et de parame`tre de se´curite´pt  2t  1. Autrement dit, pC est un code line´aire de parame`tres r2t  5, 2t  3s de´fini sur
K ve´rifiant les proprie´te´s suivantes : " pd ¥ 2pt ¥ t (4.16)
avec pd la distance minimale de pC.
Par conse´quent, en conside´rant le code line´aire C, les proce´dures de multiplication de´crites
pour les codes line´aires peuvent eˆtre adapte´es (cf. chapitre 3). En effet, conside´rons deux
vecteurs de partage pc1, . . . , c2t 3q P EspxqpCq et pc11, . . . , c12t 3q P Es1pxqpCq. En appliquant
le produit de Schur entre ces deux vecteurs de partage, on obtient un vecteur de partage
pc1c
1
1, . . . , c2t 3c
1
2t 3q P Es2pxqppCq, avec s2pxq  spxqs1pxq mod P pxq. Notons pλ le vecteur
de reconstruction du sche´ma de partage de secret associe´ a` pC. D’apre`s le parame`tre de
se´curite´ relatif au sche´ma EppCq, i.e., comme pt ¡ t, l’observation de t valeurs interme´diaires
112
durant la manipulation du vecteur pc1c
1
1, . . . , c2t 3c
1
2t 3q n’apporte pas d’information sur
le secret s2pxq, et donc l’observation de t valeurs interme´diaires durant la manipulation
du vecteur pc1c
1
1
pλ1, . . . , c2t 3c12t 3pλ2t 3q non plus. De plus, on peut noter que pλi P Krxs1,
pour tout i  1, . . . , 2t  3, d’ou` : cic
1
i
pλi P Krxs1. La proce´dure de partage peut donc
eˆtre applique´e sur chacune des parts : cic
1
i
pλi, pour i  1, . . . , 2t   3. Par conse´quent, la
proce´dure de multiplication standard (Alg. 16) est applicable en conside´rant ces
codes C et pC, avec la proce´dure de partage de´crite par l’algorithme 21.
De plus, comme pt  t  t   1 et cic1ipλi P Krxs1, pour i  1, . . . , 2t   3, d’apre`s le
lemme 3.4.5, on peut additionner e 1  t 2 parts du vecteur pc1c
1
1
pλ1, . . . , c2t 3c12t 3pλ2t 3q
entre elles, sans re´ve´ler de l’information sur le secret s2pxq. D’ou` l’ame´lioration de
la proce´dure de multiplication standard est e´galement applicable avec e  t   1
(Alg. 17).
Par ailleurs, l’ame´lioration propose´e par Louis Goubin et Ange Martinelli pour le
sche´ma de partage de secret de Shamir (Alg. 18), qui consiste a` ge´ne´rer a` la vole´e des
parts supple´mentaires pour permettre de manipuler moins de parts en entre´e et en sortie
de l’algorithme, peut e´galement eˆtre adapte´e. En particulier, l’algorithme 22 combine cette
ame´lioration avec celle de´crite par l’algorithme 17 avec e  t  1.
Algorithme 22 Proce´dure de multiplication se´curise´e pour la variante du sche´ma de partage
de secret de Shamir
Entre´es: Soient C et pC les codes de longueur 2t   5 et de dimensions respectives t   2 et
2t  3 permettant de de´finir respectivement les sche´mas de partage de secret associe´ a` EpCq et
EppCq donne´e par la relation (4.6) ; C1 le code de longueur t   3 et de dimension t   2 obtenu
en tronquant C ; t  1 e´le´ments publics distincts non nuls : αt 3, . . . , α2t 3 ; βjpαiq des e´le´ments
pre´-calcule´s de´finis sur F24 pour 1 ¤ j ¤ t   2 et t   3 ¤ i ¤ 2t   3, ou` les βjpxq sont des
polynoˆmes d’interpolation de Lagrange et pλ un vecteur de reconstruction de pC
Soit pc1, . . . , ct 2q P EspxqpC1q, pc11, . . . , c1t 2q P Es1pxqpC1q
Sortie: pz1, . . . , zt 2q P Es2pxqpC1q, avec s2pxq  spxqs1pxq mod P pxq
Ge´ne´ration a` la vole´e des t  1 parts supple´mentaires :
1. pc1, . . . , ct 2, ct 3, . . . , c2t 3q Ð

c1, . . . , ct 2,
°t 2
j1 cjβjpαt 3q, . . . ,
°t 2
j1 cjβjpα2t 3q
	
2.
 
c11, . . . , c
1
t 2, c
1
t 3, . . . , c
1
2t 3

Ð

c11, . . . , c
1
t 2,
°t 2
j1 c
1
jβjpαt 3q, . . . ,
°t 2
j1 c
1
jβjpα2t 3q
	
Proce´dure de multiplication ame´liore´e :
3. pw1, . . . , w2t 3q Ð
 
c1c
1
1, . . . , c2t 3c
1
2t 3

  partage
pCp0q
4. pwt 2, . . . , w2t 3q Ð
°t 2
i1
pλiwi, pλt 3wt 3, . . . , pλ2t 3w2t 3
	
5. pz1, . . . , zt 2q Ð transcodagep pC ÞÑC1q p1t 2, pwt 2, . . . , w2t 3qq
6. Retourner pz1, . . . , zt 2q
Le sche´ma de partage de secret conside´re´ e´tant de´fini sur K, toutes les ope´rations
requises durant les proce´dures de multiplication peuvent alors eˆtre effectue´es sur K. Les
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multiplications pourront alors eˆtre implante´es a` l’aide d’une unique table pre´-calcule´e :
@a, b P K, tablerasrbs  ab , (4.17)
au lieu de faire appel a` un traitement plus couˆteux utilisant les tables pre´-calcule´es alog,log.
En particulier, a` l’e´tape 4 de l’algorithme 22, comme les pλi, pour i  1 . . . , 2t  3 sont des
e´le´ments de Krxs1, les multiplications pλiwi sont effectue´es comme deux multiplications
par des scalaires qui requiert donc 2 acce`s a` la table pre´-calcule´e table.
L’implantation de la proce´dure de multiplication re´sistante aux attaques d’ordre t,
de´crite par l’algorithme 22 requiert alors :
 t2   4t  1 e´le´ments ge´ne´re´s uniforme´ment sur K
 t3   12t2   26t  14 additions entre des e´le´ments de´finis sur K
 t3   9t2   28t  20 multiplications entre des e´le´ments de´finis sur K utilisant la table
pre´-calcule´e de´crite par la relation (4.17)
La table 4.1 donne une application nume´rique de l’algorithme 22 re´sistant aux attaques
d’ordre t  1, . . . , 6. Plus pre´cise´ment, cette table indique une estimation en nombre de
cycles lorsque l’on suppose cet algorithme implante´ sur un composant avec un processeur
8 bits, ou` une simple addition bit a` bit requiert seulement un cycle, la ge´ne´ration de
4 bits d’ale´a requiert e´galement un cycle et l’acce`s a` une table pre´-calcule´e requiert 3
cycles. On peut supposer a` titre d’indication que le traitement permettant d’effectuer
une multiplication entre deux e´le´ments de F256 utilisant les tables pre´-calcule´es alog, log
requiert grossie`rement 20 cycles.
En comparant cette table, avec celle pre´sentant le couˆt des diffe´rentes proce´dures de
multiplication applique´es au sche´ma de partage de secret de Shamir, i.e., table 3.2, on
peut voir que l’algorithme 22 utilisant le sche´ma de partage de secret que l’on propose est
plus efficace que l’utilisation du sche´ma de partage de secret de Shamir, de`s t  1.
ale´a sur K additions sur K table estimation (en cycles)
t  1 6 53 60 239
t  2 13 122 128 519
t  3 22 227 230 939
t  4 33 374 372 1523
t  5 46 569 560 2295
t  6 61 818 800 3279
Table 4.1 – Estimation du couˆt de l’algorithme 22 re´sistant aux attaques d’ordre t, pour
t  1, . . . , 6
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4.2.3.2 Proce´dure d’e´le´vation a` la puissance 2m
Avec le meˆme raisonnement que celui donne´ dans la sous-section pre´ce´dente, comme K
est de caracte´ristique 2, on peut en de´duire que la proce´dure d’e´le´vation au carre´ de´crite
pour les codes line´aires (Alg. 20) est applicable sur E, ou` E est construit a` partir de la
proce´dure de partage donne´e par l’algorithme 21 avec les parame`tres n  t   1. Cette
dernie`re consiste simplement a` effectuer l’e´le´vation au carre´ sur chacune des coordonne´es
du vecteur de partage, puis a` transcoder le vecteur obtenu en un nouveau vecteur de
partage associe´ a` E. La proce´dure d’e´le´vation a` la puissance 2m, pour m  1, 2, 4, sur un
vecteur de partage de longueur t  2 de E, requiert alors :
 t  2 e´le´vations a` la puissance 2m,
 t2   2t e´le´ments ge´ne´re´s uniforme´ment sur K
 t3   6t2   11t  6 additions entre des e´le´ments de´finis sur K
 t3   5t2   10t  8 multiplications entre des e´le´ments de´finis sur K utilisant la table
pre´-calcule´e de´crite par la relation (4.17)
On peut noter que contrairement au sche´ma de partage de secret de Shamir de´fini
sur F256, on ne peut pas appliquer l’optimisation propose´e dans [PR11b] (cf. sous-sec-
tions 2.4.2.3 et 3.5.3.2) qui consiste a` remplacer la proce´dure de transcodage par un simple
re´-ordonnement des coordonne´es. En effet, dans notre cas, en de´terminant des points
α1, . . . , αt 2 P K, tels que α
2
i  αj, avec i, j  1, . . . , t   2, le vecteur de reconstruction
λ2  pλ21, . . . , λ
2
t 2q est de´fini pour tout i, j  1, . . . , t  2 par :
λ2i 
t 2¹
u1,ui
x2   α2u
α2i   α
2
u

t 2¹
u1,uj
x  θ7   αu
αj   αu
 λj . (4.18)
4.2.3.3 Proce´dure se´curise´e de la transformation affine
Conside´rons le sche´ma de partage de secret associe´ a` E, ou` E est construit a` partir
de la proce´dure de partage donne´e par l’algorithme 21 avec les parame`tres n  t  2. La
transformation affine pourrait eˆtre implante´e a` partir de la relation (2.67) qui de´crit cette
transformation sous sa forme polynomiale. Ce traitement requerrait alors : 7 proce´dures
d’e´le´vation au carre´, 7 multiplications de vecteur de partage par des constantes de´finies sur
Krxs1 et 8 additions de vecteurs de partage. Or comme chaque proce´dure d’e´le´vation au
carre´ requiert une proce´dure de transcodage, un tel traitement applique´ a` notre sche´ma
de partage de secret est alors extreˆmement couˆteux compare´ a` l’utilisation du sche´ma
de partage de secret basique qui effectue cette transformation comme une transformation
stable. Pour pallier cet inconve´nient, on propose une alternative moins couˆteuse reque´rant
seulement une proce´dure de transcodage.
Par de´finition, la transformation affine, de´finie sur le corps de l’AES de base Baes,
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associe a` tout entier s P F28 :
TransAffBaesrss  ϕABaes psq   bBaes , (4.19)
ou` ϕApsq  ABaes  s est une fonction line´aire sur F2 de´finie par une matrice binaire ABaes
de dimension 8 8 et bBaes est un e´le´ment de´fini dans la base Baes.
Pour pouvoir appliquer la transformation affine sur le corps L, on de´termine la matrice AB
et l’e´le´ment bBpxq correspondant respectivement a` la repre´sentation de la matrice ABaes
dans la base B et celle de bBaes . Pour ce faire on effectue les changements de base suivants :
AB Ð M1p  ABaes Mp
bBpxq Ð M1p  bBaes
(4.20)
Ainsi, on peut de´finir la transformation affine sur L par :
TransAffrspxqs  ϕABpspxqq   bBpxq . (4.21)
De plus, pour tout vecteur de partage pc1, . . . , ct 2q P Espxq, on a par line´arite´ de ϕAB :
ϕAB pspxqq  ϕAB

t 2¸
i1
ciλi


t 2¸
i1
ϕABpciλiq . (4.22)
D’apre`s cette remarque, on propose alors d’effectuer la transformation affine en de´termi-
nant dans un premier temps, le vecteur pϕABpc1λ1q, . . . , ϕABpct 2λt 2qq. Puis, on propose
de transcoder ce vecteur en un vecteur de partage de EϕAB pspxqq. En effet, en notant
pwi,1, . . . , wi,t 2q le re´sultat de la proce´dure partagepϕABpciλiqq, pour tout i  1, . . . , t  2,
on a :
pw1,1, . . . , w1,t 2q P EϕAB pciλiq
 
...
...
...
...
  pwt 2,1, . . . , wt 2,t 2q P EϕAB pct 2λt 2q
 p
°n
i1wi,1, . . . ,
°n
i1wi,t 2q P EϕAB pspxqq
(4.23)
Enfin, en additionnant le vecteur de partage de EϕAB pspxqq obtenu avec un vecteur de
partage de EbBpxq, on obtient un vecteur de partage de EϕAB bBpxq comme souhaite´.
Cette proce´dure est re´sistante aux attaques d’ordre t. En effet, l’observation de t
valeurs interme´diaires durant la manipulation du vecteur pc1λ1, . . . , ct 2λt 2q n’apporte
pas d’information sur le secret spxq. On a de meˆme pour l’observation de t valeurs in-
terme´diaires durant la manipulation du vecteur pϕABpc1λ1q, . . . , ϕABpct 2λt 2qq car ϕAB
est bijective et qu’elle s’applique inde´pendamment sur chaque coordonne´e.
116
4.3 Sche´ma de partage de secret ide´al
Dans cette section, en tirant profit des me´thodes propose´es dans la sous-section 2.4.2
et des proprie´te´s issues de la construction des sche´mas de partage de secret par les codes
line´aires, on propose une nouvelle solution pour implanter l’AES re´sistant aux attaques
d’ordre t. Plus pre´cise´ment, dans les sous-sections 4.3.1 et 4.3.2, on sugge`re l’utilisation
de codes auto-duaux ou faiblement auto-duaux pour implanter la proce´dure d’inversion,
puis de changer de code afin d’effectuer efficacement les transformations stables a` l’aide
d’un code MDS. L’implantation de notre solution est pre´sente´e en sous-section 4.3.3.
Il est a` noter que les re´sultats pre´sente´s dans cette section ont fait l’objet d’une pu-
blication a` IMA CC 2013 [CRZ13].
4.3.1 Codes auto-duaux ou faiblement auto-duaux
Pour effectuer la proce´dure d’inversion se´curise´e requise par la transformation SubBytes
de l’AES, on sugge`re de conside´rer un sche´ma de partage de secret construit a` partir d’un
code line´aire pour lequel le lemme 3.4.2 est ve´rifie´. Dans ce cas, les proce´dures de mul-
tiplication se´curise´es de´crites dans le chapitre 3 seront applicables. On conside`re alors
la famille des codes auto-duaux (et faiblement auto-duaux) qui satisfait les proprie´te´s
requises par le lemme 3.4.2 :
The´oreme 4.3.1. Soit C un code auto-dual (ou faiblement auto-dual) de longueur n  1
de´fini sur Fq de dual CK, tel que d, dK ¥ 2. Le code pC satisfait les proprie´te´s suivantes :# pd ¥ 2pdK ¥ dK (4.24)
Lemme 4.3.2. Si C est un code line´aire auto-dual (ou faiblement auto-dual) de longueur
n   1 de´fini sur Fq, alors le mot de code 1n 1 est un mot de code de pCK (le code produit
dual de C), ou` 1n 1 est le vecteur tout a` 1 de longueur n  1.
De´monstration. Pour tous mots de code c et c1 d’un code line´aire auto-dual (ou ou fai-
blement auto-dual) de longueur n  1, on a :
xc, c1y  xc  c1,1n 1y  0 . (4.25)
Preuve du the´ore`me 4.3.1. Soit C un code auto-dual (ou faiblement auto-dual) de lon-
gueur n  1 de´fini sur Fq de dual CK, tel que d, dK ¥ 2. Montrons par l’absurde que pd ¥ 2.
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Supposons que pd  1. Dans ce cas, on peut supposer que le mot de code p1, 0, . . . , 0q P pC.
Or d’apre`s le lemme 4.3.2, le mot 1n 1 P pCK, on a alors par de´finition :
xp1, 0, . . . , 0q,1n 1y  0 , (4.26)
ce qui est absurde, d’ou` pd ¥ 2.
A` pre´sent montrons que pdK ¥ dK. Pour ce faire, supposons par l’absurde qu’il existe un
mot de code h P pCK tel que wHphq   dK. Pour tout mot de code c, c1 P C, on a par
de´finition du code pC :
xc  c1, hy  0 ô xc, c1  hy  0 , (4.27)
ce qui implique que pc1  hq P CK. Or comme wHphq   dK, on en de´duit : wHpc1  hq   dK,
ce qui est impossible. On a donc pdK ¥ dK.
Dans le but d’implanter une proce´dure d’inversion se´curise´e, on propose de conside´rer
dans un premier temps des sche´mas de partage de secret construits a` partir des codes
de´finis sur F256 engendre´s par des codes auto-duaux ou faiblement auto-duaux binaires,
puis a` partir des codes engendre´s par des codes auto-duaux ou faiblement auto-duaux
de´finis sur F4.
4.3.1.1 Construction a` partir de codes auto-duaux ou faiblement auto-duaux
binaires
D’apre`s le lemme 3.5.5, en choisissant un code line´aire C de parame`tres rn 1, ks de´fini
sur F256 engendre´ a` partir d’un code ayant une matrice ge´ne´ratrice binaire 1, la proce´dure
d’e´le´vation au carre´ peut alors eˆtre implante´e comme une transformation stable. De plus,
une telle construction assure que le code engendre´ sur F256 a les meˆmes parame`tres et les
meˆmes proprie´te´s que le code de´fini sur F2 (cf. proprie´te´ 3.2.17). De ce fait, on propose
alors de construire des sche´mas de partage de secret a` partir de codes line´aires de´finis
sur F256 engendre´s par des codes auto-duaux ou faiblement auto-duaux binaires. En plus
d’obtenir une proce´dure d’e´le´vation au carre´ peu couˆteuse, les proce´dures de multiplica-
tion se´curise´es de´crites dans le chapitre 3 (i.e., Alg. 16 et Alg. 17) sont applicables (cf.
the´ore`me 4.3.1) avec une proce´dure de transcodage ne reque´rant aucune multiplication.
De plus, en prenant le vecteur de reconstruction de pC : pλ  1n 1 (cf. lemme 4.3.2), les
proce´dures de multiplication se´curise´es s’effectuent avec une complexite´ en Optq multipli-
cations 2, ce qui est plus efficace qu’avec le sche´ma de partage de secret de Shamir qui
a une complexite´ en Opt3q multiplications 3 (cf. sous-section 3.3.3.2) et que le sche´ma de
1. i.e., ayant ses coefficients de´finis sur F2.
2. La longueur du code n  1 est line´aire en t.
3. Elle peut eˆtre ame´liore´e en Opt2 log4 tq multiplications en utilisant la transformation de Fourier
discre`te comme de´crit dans [CPR12].
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partage de secret basique (cf. sous-section 2.4.2.1) qui a une complexite´ en Opt2q multi-
plications.
Les codes auto-duaux et faiblement auto-duaux binaires sont des codes tre`s e´tudie´s
dans la litte´rature. En particulier, la table 4.2 pre´sente une liste de codes binaires C ayant
une distance minimale duale dK  t   2 pour 1 ¤ t ¤ 6. On peut noter que les codes
ayant une distance dK paire sont des codes auto-duaux et a` l’inverse, les codes ayant une
distance dK impaire sont des codes faiblement auto-duaux.
Dans cette table, le code de Golay raccourci [22,11,6] est construit a` partir du code de
Golay e´tendu en utilisant les mots de code commenc¸ant par 00 et 11. Le code C21 [21,11,5]
est quant a` lui obtenu en supprimant une coordonne´e du code de Golay raccourci. Les
matrices ge´ne´ratrices de ces codes C sont donne´es en appendice A.1. Pour des valeurs de t
plus grandes, le lecteur peut se re´fe´rer aux codes donne´s par exemple dans [CS90, GO03].
Code binaire C Code binaire dual CK Nombre d’additions
t rn  1, ks avec dK  t  2 lors d’une proce´dure de partage
1 Code r7, 3s Code de Hamming r7, 4, 3s 5
2 Code de Hamming e´tendu r8, 4, 4s 8
3 Code r21, 10s C21 r21, 11, 5s 48
4 Code de Golay raccourci r22, 11, 6s 44
5 Code r23, 11s Code de Golay r23, 12, 7s 64
6 Code de Golay e´tendu r24, 12, 8s 72
Table 4.2 – Codes auto-duaux et faiblement auto-duaux binaires
A` partir des codes C donne´s dans la table 4.2, on peut alors engendrer des codes
de´finis sur F256 permettant de construire des sche´mas de partage de secret pour lesquels
la proce´dure d’e´le´vation au carre´ est stable et les proce´dures de multiplication se´curise´es
(i.e., Alg. 16 et Alg. 17) sont applicables. En particulier, pour chacun des codes line´aires
de la table 4.2, le code pCK a pour distance minimale duale pdK  n   1. La proce´dure de
multiplication ame´liore´e (Alg. 17) est alors applicable avec : e  n 1dK. Pour juger de
l’efficacite´ de la proce´dure de multiplication ame´liore´e, une comparaison nume´rique pour
t  1, . . . , 6 entre les deux proce´dures de multiplication (Alg. 16 et Alg. 17) est donne´e
dans la table 4.4 par la colonne intitule´e Code F2. D’apre`s cette table, on peut voir que
la proce´dure de multiplication ame´liore´e donne´e par l’algorithme 17 est plus efficace que
la proce´dure de multiplication donne´e par l’algorithme 16 de`s t  1.
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4.3.1.2 Construction a` partir de codes auto-duaux ou faiblement auto-duaux
de´finis sur F4
En vue des parame`tres indique´s dans la table 4.2, on peut noter qu’un sche´ma de par-
tage de secret de parame`tre de se´curite´ t, construit par un code auto-dual (ou faiblement
auto-dual) binaire requiert un grand nombre de parts compare´ a` un sche´ma construit par
code MDS. Par exemple, pour t  3, le sche´ma de partage de secret propose´ requiert 20
coordonne´es alors que pour un sche´ma a` seuil, seulement 4.
Pour re´duire le couˆt de notre proposition, une solution est de conside´rer des codes
de´finis sur F256 engendre´s par des codes auto-duaux (ou faiblement auto-duaux) de´finis
sur F4 au lieu de F2. D’apre`s la proprie´te´ 3.2.17, de tels codes ont les meˆmes parame`tres et
les meˆmes proprie´te´s que les codes associe´s sur F4 et de plus, de tels codes peuvent offrir
un meilleur rapport n{t compare´ aux codes line´aires binaires [GO03]. En particulier, la
table 4.3 indique une liste de codes auto-duaux (et faiblement auto-duaux) optimaux sur
F4 qui offrent un meilleur rapport n{t que les codes binaires. De plus, cette table pre´cise le
nombre d’additions et de multiplications par w ne´cessaire lors d’une proce´dure de partage,
en fonction de la matrice ge´ne´ratrice conside´re´e (cf. appendice A.2). La matrice ge´ne´ratrice
e´tant a` coefficient dans F4  t0, 1, w, w   1u, ou` w4  1 avec w P F256, une proce´dure de
partage ne´cessite alors quelques multiplications avec w qui peuvent eˆtre implante´es avec
un couˆt ne´gligeable contrairement au sche´ma de partage de secret de Shamir. En effet
seule la valeur constante w est manipule´e : la multiplication entre un e´le´ment de F256 et
w peut eˆtre pre´-calcule´e a` l’aide d’une table. De meˆme, la multiplication d’un e´le´ment de
F256 avec pw   1q requiert un acce`s a` cette table et une addition.
Code C Code dual CK Proc. de partage
t rn  1, ks4 avec d
K  t  2 add mult w
1 Code de re´sidus quadratiques e´tendu XQRp3q r4, 2, 3s 4 2
3 Code r11, 5s Code de re´sidus quadratiques QRp11q r11, 6, 5s 25 5
4 Code de re´sidus quadratiques e´tendu XQRp11q r12, 6, 6s 32 6
5 Code r19, 9s Code de re´sidus quadratiques QRp19q r19, 10, 7s 69 9
Table 4.3 – Codes auto-duaux et faiblement auto-duaux de´finis sur F4
Comme dans le cas des codes auto-duaux et faiblement auto-duaux binaires, pour
chacun des codes line´aires de la table 4.3, le code pCK a pour distance minimale dualepdK  n   1. Par conse´quent, la proce´dure de multiplication ame´liore´e (Alg. 17) est aussi
applicable avec : e  n  1 dK.
D’apre`s la table 3.3 et les parame`tres de la table 4.3, la colonne intitule´e : ”Code F4”
de la table 4.4 indique le nombre d’ope´rations a` effectuer lors des proce´dures de multipli-
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Code F2 Code F4
t Algo.16 Algo.17 Algo.16 Algo.17
1
12 ale´a
60 add
6 mult
7 ale´a
20 add
6 mult
3 ale´a
18 add
3 mult
6 multw
3 ale´a
10 add
3 mult
2 multw
2
21 ale´a
98 add
7 mult
12 ale´a
40 add
7 mult
- -
3
180 ale´a
1340 add
20 mult
46 ale´a
239 add
20 mult
40 ale´a
340 add
10 mult
50 multw
21 ale´a
120 add
10 mult
15 multw
4
210 ale´a
1344 add
21 mult
60 ale´a
296 add
21 mult
55 ale´a
462 add
11 mult
66 multw
30 ale´a
188 add
11 mult
24 multw
5
220 ale´a
1870 add
22 mult
71 ale´a
467 add
22 mult
144 ale´a
1548 add
18 mult
162 multw
57 ale´a
464 add
18 mult
45 multw
6
253 ale´a
2162 add
23 mult
88 ale´a
608 add
23 mult
- -
Table 4.4 – Couˆt des proce´dures de multiplication donne´es par les algorithmes 16 et
17 re´sistantes aux attaques d’ordre t  1, . . . , 6 applique´es aux sche´mas de partage de
secret construits avec des codes de´finis sur F256 engendre´s par des codes auto-duaux (ou
faiblement auto-duaux) binaires (Code sur F2) et de´finis sur F4 (Code sur F4)
cation se´curise´es : Alg. 16 et Alg. 17 en fonction du sche´ma de partage de secret conside´re´
pour t  1, 3, 4 et 5. En particulier, multw indique le nombre requis de multiplications
avec la constante w. On peut constater que la proce´dure de multiplication ame´liore´e
donne´e par l’algorithme 17 est plus efficace que la proce´dure de multiplication donne´e
par l’algorithme 16 de`s t  1. De plus, l’implantation de la proce´dure de multiplication
ame´liore´e avec de tels codes est plus efficace qu’avec des codes engendre´s par des codes
auto-duaux (ou faiblement auto-duaux) binaires, comme attendu.
Lorsque l’on conside`re un sche´ma de partage de secret construit a` partir d’un code
C de´fini sur F256 engendre´ a` partir d’un code auto-dual (ou faiblement auto-dual) de´fini
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sur F4, la proce´dure d’e´le´vation au carre´ n’est pas une transformation stable sur C. Par
conse´quent, cette dernie`re requiert une proce´dure de transcodage comme de´crit par l’algo-
rithme 20). Cependant, d’apre`s le lemme 3.5.5, on en de´duit que la proce´dure d’e´le´vation
a` la puissance quatre s’effectue comme une transformation stable :
@c P C ñ c4 P C . (4.28)
D’apre`s la relation 2.48, on peut voir que 3 proce´dures a` la puissance 4 peuvent eˆtre
requises. L’utilisation de tels sche´mas de partage de secret pour implanter une proce´dure
d’inversion requiert 5 proce´dures de multiplication se´curise´es et 3 proce´dures d’e´le´vation
a` la puissance 4.
4.3.2 Implantation des transformations line´aires
Pour minimiser le couˆt de l’implantation se´curise´e des transformations line´aires de
l’AES, on propose d’effectuer un changement de code, de sorte a` effectuer ces transforma-
tions a` l’aide d’un sche´ma de partage de secret a` seuil. Pour implanter un AES se´curise´,
on sugge`re alors d’utiliser :
– le code MDS de parite´ de parame`tres rt  2, t  1s256 pour implanter les transforma-
tions stables
– un code auto-dual (ou faiblement auto-dual) de parame`tres rn  1, k   1s256 de dis-
tance minimale duale dK  t  2.
Les transformations stables seront alors effectue´es avec le meˆme couˆt que les solu-
tions propose´es dans la sous-section 2.4.2. En particulier, la transformation affine de la
transformation SubBytes peut eˆtre effectue´e comme une transformation stable (cf. rela-
tion 2.44). L’implantation de la transformation SubBytes que nous proposons est de´crite
plus pre´cise´ment par l’algorithme 23.
4.3.3 Proce´dure se´curise´e de la transformation SubBytes
Dans cette sous-section, apre`s avoir explicite´ l’implantation se´curise´e de la transfor-
mation SubBytes que l’on propose (cf. Alg. 23), on de´crit la proce´dure sur un exemple
utilisant le code de re´sidus quadratiques e´tendu XQRp3q r4, 2, 3s de´fini dans la table 4.3.
De plus, on illustre la re´sistance en pratique de notre solution en pre´sentant les re´sultats
obtenus lors d’attaques CPA d’ordre 1 et d’ordre 2 ciblant des implantations re´sistantes
a` ces attaques.
4.3.3.1 Description
L’algorithme 23 pre´sente l’implantation de la transformation SubBytes que l’on pro-
pose. En particulier, transcodage et SecMult2 re´fe`rent aux proce´dures se´curise´es de´crites
respectivement par l’algorithme 15 et l’algorithme 17.
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Algorithme 23 Implantation de la transformation SubBytes re´sistante aux attaques d’ordre t
Entre´es: Soient C le code de parite´ de parame`tres rt   2, t   1s de´fini sur F256 et C un code
de´fini sur F256 de parame`tres rn  1, k  1s engendre´ par un code auto-dual (ou faiblement auto-
dual) tel que dK  t  2, e  pdK  dK ¡ 0 et pλ  1n 1, le vecteur de reconstruction associe´ a` pC
Soit px1, . . . , xt 1q P EspCq
Notons la transformation affine, pour tout x P F256 : x ÞÑ Apxq   b
Sortie: pz1, . . . , zt 1q P EsboxpsqpCq
1. Si C est un code engendre´ par un code binaire alors
2. pc1, . . . , cnq Ð transcodagepCÑCq p1t 1, px1, . . . , xt 1qq (vecteur de partage de EspCq)
3. py1, . . . , ynq Ð pc
2
1, . . . , c
2
nq (vecteur de partage de Es2pCq)
4. Sinon (i.e., C est un code engendre´ par un code de´fini sur F4), alors
5. py1, . . . , yt 1q Ð px
2
1, . . . , x
2
t 1q (vecteur de partage de Es2pCq)
6. pc1, . . . , cnq Ð transcodagepCÑCq p1t 1, px1, . . . , xt 1qq (vecteur de partage de EspCq)
7. py1, . . . , ynq Ð transcodagepCÑCq p1t 1, py1, . . . , yt 1qq (vecteur de partage de Es2pCq)
8. pz1, . . . , znq Ð SecMult2ppc1, . . . cnq, py1, . . . , ynqq (vecteur de partage de Es3pCq)
9. pw1, . . . , wnq Ð pz
4
1 , . . . , z
4
nq (vecteur de partage de Eps3q4pCq)
10. pz1, . . . , znq Ð SecMult2ppz1, . . . znq, pw1, . . . , wnqq (vecteur de partage de Es15pCq)
11. pz1, . . . , znq Ð pz
16
1 , . . . , z
16
n q (vecteur de partage de Eps15q16pCq)
12. pz1, . . . , znq Ð SecMult2ppz1, . . . znq, pw1, . . . , wnqq (vecteur de partage de Es252pCq)
13. pz1, . . . , zt 1q Ð transcodagepCÑCq p1n, pz1y1, . . . , znynq (vecteur de partage de Es254pCq)
14. pz1, . . . , zt 1q Ð pApz1q   b, Apz2q, . . . , Apzt 1qq (vecteur de partage de EsboxpsqpCq)
15. Retourner pz1, . . . , zt 1q
The´oreme 4.3.3 (Transformation SubBytes se´curise´e). La proce´dure de´crite par l’algo-
rithme 23 est re´sistante aux attaques d’ordre t.
De´monstration. D’apre`s les parame`tres des codes line´aires utilise´s dans l’algorithme 23,
les conditions attendues par les the´ore`mes 3.4.3 et 3.4.7 du chapitre 3 sont remplies.
L’implantations des proce´dures, note´es transcodage et SecMult2 de´crites respectivement
par l’algorithme 15 et l’algorithme 17, peuvent alors eˆtre effectue´es de manie`re re´sistante
aux attaques d’ordre t. De plus, les proce´dures restantes e´tant effectue´es comme des
transformations stables, leur implantation est e´galement re´sistante aux attaques d’ordre
t. Par conse´quent, la proce´dure de´crite par l’algorithme 23 est re´sistante aux attaques
d’ordre t.
4.3.3.2 Exemple : utilisation du code auto-dual XQRp3q
Afin d’expliciter la transformation SubBytes se´curise´e de l’AES que l’on propose, on
pre´sente un exemple d’application re´sistant aux attaques d’ordre 1, utilisant le code de´fini
sur F256 engendre´ par le code auto-dual C construit a` partir de la matrice ge´ne´ratrice du
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code XQRp3q de´fini sur F4  t0, 1, w, w 1u. En entre´e de l’algorithme 23, on a pour chaque
e´tat s de l’AES, un vecteur de partage px1, x2q P EspCq, ou` C est le code de parite´ de
parame`tres r3, 2s de´fini sur F256.
Comme la matrice ge´ne´ratrice du code auto-dual conside´re´ a ses coefficients dans F4, on
commence par effectuer la proce´dure d’e´le´vation au carre´ directement sur le vecteur de
partage px1, x2q, afin que cette transformation soit stable. On obtient alors :
py1, y2q Ð px
2
1, x
2
2q . (4.29)
Les vecteurs de partage associe´s aux secrets s et s2 (i.e.,px1, x2q et py1, y2q), sont transcode´s
en deux nouveaux vecteurs de partage correspondant a` des mots de code de C. Plus
pre´cise´ment, on obtient le vecteur de partage pc1, c2, c3q P EspCq en calculant dans un
premier temps :
px1, r1q G  px1, r1, x1w   r1w   r1, x1w   r1w   x1q
px2, r2q G  px2, r2, x2w   r2w   r2, x2w   r2w   x2q
(4.30)
ou` r1, r2 PR F256 et G est la matrice ge´ne´ratrice de C donne´e par (A.7) en Appendix A.2.
Ensuite le vecteur de partage pc1, c2, c3q est obtenu en sommant les pre´ce´dents vecteurs
de partage entre eux :$&% c1 Ð r1   r2c2 Ð rx1w   r1w   r1s   rx2w   r2w   r2s
c3 Ð rx1w   r1w   x1qs   rx2w   r2w   x2s
(4.31)
De fac¸on similaire, le nouveau vecteur de partage py1, y2, y3q P Es2pCq est obtenu en
calculant : $&% y1 Ð r3   r4y2 Ð rx21w   r3w   r3s   rx22w   r4w   r4s
y3 Ð rx
2
1w   r3w   x
2
1qs   rx
2
2w   r4w   x
2
2s
(4.32)
ou` r3, r4 P F256.
L’e´tape suivante de l’algorithme consiste a` effectuer successivement :
pz1, z2, z3q Ð SecMult2ppc1, c2, c3q, py1, y2, y3qq
pw1, w2, w3q Ð pz
4
1 , z
4
2 , z
4
3q
pz1, z2, z3q Ð SecMult2ppz1, z2, z3q, pw1, w2, w3qq
pz1, z2, z3q Ð pz
16
1 , z
16
2 , z
16
3 q
pz1, z2, z3q Ð SecMult2ppz1, z2, z3q, pw1, w2, w3qq
(4.33)
ou` SecMult2 re´fe`re a` l’algorithme 17.
Enfin, l’e´tape 13 de l’algorithme 23 retourne directement un vecteur de partage de Es254pCq :
1. En effectuant le produit de Schur entre pz1, z2, z3q et py1, y2, y3q, ce qui donne
pz1y1, z2y2, z3y3q
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2. En transcodant pz1y1, z2y2, z3y3q en un vecteur de partage de C :
pz1, z2q Ð transcodagepCÑCq p13, pz1y1, z2y2, pz3y3qq . (4.34)
Finalement la transformation affine de la transformation SubBytes est effectue´e comme
une transformation stable en appliquant sur chaque coordonne´e une table pre´-calcule´e A :
Apz1q, Apz2q, puis en additionnant a` Apz1q la constant b. Le vecteur de partage retourne´
par l’algorithme 23 est pApz1q   b, Apz2qq qui correspond bien a` un vecteur de partage de
EsboxpsqpCq.
4.3.3.3 Re´sistance en pratique
Pour mettre en e´vidence la mise en pratique de notre proposition donne´e par l’algo-
rithme 23, on a implante´ sur un composant de carte a` puce ayant un langage assembleur
8051 et un co-processeur 8 bits, la transformation SubBytes avec le code de parame`tres
r7, 3, 4s (pour re´sister aux attaques d’ordre 1) et avec le code de Hamming e´tendu de
parame`tres r8, 4, 4s (pour re´sister aux attaques d’ordre 2) (cf. Table 4.2).
Figure 4.1 – Courbes de convergence re´sultant d’une CPA d’ordre 1 (a` gauche) et d’une
CPA d’ordre 2 a` (droite) effectue´es a` partir de courbes de consommation simule´es sans
bruit
Ensuite, on a effectue´ une CPA d’ordre 1 (resp. une CPA d’ordre 2) ciblant un octet de
la cle´ de chiffrement de l’algorithme re´sistant a` l’ordre 1 (resp. a` l’ordre 2) en utilisant des
courbes de consommation simule´es sans bruit supposant le mode`le de fuite du composant
lie´ au poids de Hamming. La figure 4.1 a` gauche (resp. a` droite) explicite la convergence des
valeurs maximales obtenues en calculant le coefficient de Pearson pour les 256 hypothe`ses
de sous-cle´ en fonction du nombre de courbes de consommation conside´re´es lors d’une
CPA d’ordre 1 (resp. d’ordre 2). En particulier, les courbes grises correspondent aux
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255 mauvaises hypothe`ses de sous-cle´, tandis que la courbe noire correspond a` la bonne.
Comme attendu, on peut voir que notre implantation utilisant le code de parame`tres
r7, 3, 4s (resp. utilisant le code de Hamming e´tendu de parame`tres r8, 4, 4s) re´siste aux
CPA d’ordre 1 (resp. aux CPA d’ordre 2).
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4.4 Comparaison des diffe´rentes me´thodes
Dans cette section, on compare les diffe´rentes me´thodes pre´sente´es dans le chapitre 2
(cf. sous-section 2.4.2) ainsi que celles pre´sente´es dans ce chapitre pour implanter la trans-
formation SubBytes de l’AES. La table 4.5 pre´sente le couˆt de ces diffe´rentes me´thodes
pour un parame`tre de se´curite´ t fixe´. Dans cette table :
 ale´a indique le nombre d’e´le´ments ge´ne´re´s uniforme´ment sur F256 (i.e., le nombre
d’octets ge´ne´re´s), excepte´ aux lignes 2 et 4, ou` il est pre´cise´ le nombre de bits ge´ne´re´s.
 add/and indique le nombre d’additions entre des e´le´ments de´finis sur F256 (ou sur
F24) et le nombre de multiplications bit a` bit effectue´ sur un octet lorsque and est
pre´cise´.
 mult indique le nombre de multiplications entre des e´le´ments de´finis sur F256 utili-
sant les tables pre´-calcule´es alog, log.
 table indique le nombre d’acce`s a` une table pre´-calcule´e, comme par exemple la
table qui retourne l’e´le´vation au carre´ d’un e´le´ment de´fini sur F256.
L’implantation de l’article [CPRR13], de´crite par l’algorithme 8 sugge`re l’utilisation de
deux tables pre´-calcule´es particulie`res : l’une retournant l’e´le´vation a` la puissance 3 d’un
e´le´ment de´fini sur F256 et l’autre retournant l’e´le´vation a` la puissance 5. Cette solution
permet d’e´viter deux multiplications couˆteuses entre des e´le´ments de´finis sur F256, ce qui
est donc plus efficace. Pour cette raison, on propose d’utiliser de telles tables dans l’im-
plantation de l’algorithme 23. Les deux dernie`res lignes de la table 4.5 indique donc le
couˆt de l’algorithme 23 lorsque l’on conside`re de telles tables pre´-calcule´es.
D’apre`s la table 4.5, on peut constater que les solutions de´crites par l’algorithme 23 ont
chacune une complexite´ de Optq multiplications 4 contrairement aux solutions de´crites par
les algorithmes 8 et 9 qui ont une complexite´ de Opt2q multiplications, et a` celle de´crite par
l’algorithme 11 qui a une complexite´ deOpt3qmultiplications. Le couˆt de la solution de´crite
a` la ligne 4 ne requiert quant a` elle aucune multiplication sur F256, cependant cette dernie`re
requiert plus d’acce`s a` des tables pre´-calcule´es que les autres me´thodes. En supposant le
couˆt des ope´rations autres que l’implantation d’une multiplication sur F256 et l’acce`s a` des
tables comme ne´gligeables, la solution de´crite par l’algorithme 23 est donc asymptotique-
ment plus pertinente que les solutions de´crites dans [CPRR13, GPQ11b, GM11, PR11b]
et la celle de´crite dans la sous-section 4.2.
4. Le parame`tre n est line´aire en t.
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ale´a add/and mult F256 table
Sche´ma de partage de
secret basique : Alg.8+
rel.(2.44) [CPRR13]
3t2   3t 14t2   12t 1 2t2  4t  2 4t2   14t 
10
Sche´ma de partage
multiplicatif : Alg.9+
rel.(2.44) [GPQ11b]
7t2 7t
8
bits
4t2   4t octets
60t2 77t 25
8
add
14t3 28t2 14t
8
and
2t2   8t 2t  2
Sche´ma de par-
tage de Shamir :
Alg.11+rel.(2.67)
[GM11, PR11b]
8t2   4t 8t3 28t2 20t 
8
8t3 20t2 
35t  15
14t  14
Variante du sche´ma de
partage de Shamir : cf.
sous-section 4.2
p8t2   24t   4q
demi-octets
8t3   72t2  
148t  80
- 8t3 56t2 
156t  120
Sche´ma construit a` par-
tir de codes auto-duaux
binaires : Alg.23 +
Code F2
5nt 5pk1qt 
5k  9
11nt   p5L 
1qt  5L 3
4n 7n  t  1
Sche´ma construit a` par-
tir de codes auto-duaux
de´finis sur F4 : Alg.23 +
Code F4
5nt 6pk1qt 
6k  10
12nt   p6L 
1qt  6L 3
4n 6n p6L1 
2qt 6L1 2
Sche´ma construit a` par-
tir de codes auto-duaux
binaires : Alg.23 +
Code F2 (avec tables de
puissance 3 et 5)
5nt 5pk1qt 
5k  9
11nt   p5L 
1qt  5L 3
2n 9n  t  1
Sche´ma construit a` par-
tir de codes auto-duaux
de´finis sur F4 : Alg.23 +
Code F4 (avec tables de
puissance 3 et 5)
5nt 6pk1qt 
6k  10
12nt   p6L 
1qt  6L 3
2n 8n p6L1 
2qt 6L1 2
Table 4.5 – Couˆt des implantations de la transformation SubBytes avec un parame`tre
de se´curite´ t
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Pour estimer le couˆt des diffe´rentes solutions pour des petites valeurs de t (pour
t  1, . . . , 6), une estimation en cycles de cette table est pre´sente´e par la table 4.6. Pour
ces estimations, on a conside´re´ les implantations sur un processeur 8 bits ou` :
 la ge´ne´ration de 4 bits ale´atoires requiert 1 cycle,
 l’addition ou la multiplication bit a` bit entre deux e´le´ments de F256 requiert 1 cycle,
 l’implantation d’une multiplication de´finie sur F256 requiert 20 cycles,
 et l’acce`s a` des tables pre´-calcule´es requiert 3 cycles.
Choix du sche´ma de partage de secret t=1 t=2 t=3 t=4 t=5 t=6
Sche´ma de partage de secret basique :
Alg.8+ rel.(2.44) [CPRR13]
281 637 1137 1781 2569 3501
Sche´ma de partage multiplicatif :
Alg.9+ rel.(2.44) [GPQ11b]
260 642 1168 1847 2690 3707
Sche´ma construit a` partir de codes
auto-duaux binaires : Alg.23 + Code
F2 (avec tables de puissance 3 et 5)
816 1207 4598 5485 7054 8515
Sche´ma construit a` partir de codes
auto-duaux de´finis sur F4 : Alg.23 +
Code F4 (avec tables de puissance 3
et 5)
402 - 2462 3487 7184 -
Variante du sche´ma de partage de
Shamir : cf. sous-section 4.2
1364 2972 5460 9020 13.844 20.124
Sche´ma de partage de Shamir :
Alg.11+rel.(2.67) [GM11, PR11b]
1732 5010 11.192 21.286 36.300 57.242
Table 4.6 – Application nume´rique des transformation SubBytes
D’apre`s la table 4.6, on peut voir que la solution utilisant la variante du sche´ma
de partage de secret de Shamir (cf. ligne 5) est plus efficace que la solution propose´e
dans [GM11, PR11b] de`s t  1. Les me´thodes base´es sur l’utilisation de codes auto-
duaux (ou faiblement auto-duaux) de´crites par l’algorithme 23 (cf. lignes 3 et 4) sont
quant a` elles moins couˆteuses que ces deux solutions. Cependant, elles sont plus couˆteuse
que les me´thodes propose´es par l’utilisation du sche´ma de partage de secret basique
(cf. [CPRR13]) et celui multiplicatif (cf. [GPQ11b]). Ne´anmoins, on peut noter pour t  1
que l’implantation de l’AES a` l’aide du code auto-dual construit a` partir de la matrice
ge´ne´ratrice du code XQRp3q est compe´titive compare´e a` ces deux solutions.
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4.5 Conclusion
Dans ce chapitre, on a pre´sente´ deux nouvelles solutions pour implanter un AES
re´sistant aux attaques d’ordre t. Ces solutions sont base´es sur l’utilisation de sche´mas de
partage de secret construits a` partir de codes line´aires non MDS. La premie`re solution
de´crite dans la sous-section 4.2, est une alternative au sche´ma de partage de secret de
Shamir utilisant un code d’e´valuation proche du code de Reed-Solomon. La seconde solu-
tion de´crite par l’algorithme 23, repose quant a` elle sur l’utilisation d’un code auto-dual
(ou faiblement auto-dual) construit a` partir d’une matrice ge´ne´ratrice a` coefficient sur F2
ou F4. Ces deux solutions sont a` la fois re´sistantes aux attaques d’ordre t, mais aussi plus
efficaces que la solution propose´e re´cemment dans [GM11, PR11b]. De plus, la solution
base´e sur l’utilisation de codes auto-duaux (ou faiblement auto-duaux) de´crites par l’algo-
rithme 23 a une complexite´ en Optq multiplications, contrairement aux solutions de´crites
dans [CPRR13, GPQ11b] qui ont une complexite´ en Opt2q multiplications. Asymptoti-
quement, la solution de´crite a` l’aide de code auto-duaux (ou faiblement auto-duaux) est
donc la plus pertinente. Cependant pour des petites valeurs de t, cette dernie`re est plus
couˆteuse du fait du nombre conse´quent d’addition et de ge´ne´ration de nombre ale´atoire
requis. Ne´anmoins, pour t  1, l’utilisation d’un code auto-dual construit a` partir d’une
matrice ge´ne´ratrice a` coefficient sur F4 est compe´titive compare´e aux solutions de´crites
dans [CPRR13, GPQ11b].
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Conclusion et Perspectives
De nos jours, les cryptosyste`mes implante´s sur carte a` puce doivent faire face a` deux
grandes cate´gories d’attaques : les attaques par canaux cache´s et les attaques par injec-
tion de fautes. Pour s’en pre´munir, des contre-mesures sont alors e´labore´es, puis valide´es
en conside´rant un mode`le d’attaquant bien de´fini. Dans ce manuscrit, nous nous sommes
inte´resse´s a` la protection des cryptosyste`mes syme´triques contre les attaques par canaux
cache´s et plus pre´cise´ment contre les attaques statistiques d’ordre supe´rieur. Pour ce faire,
nous avons rappele´ dans un premier temps l’analogie entre les contre-mesures de masquage
et les sche´mas de partage de secret de´crits dans le contexte du calcul multi-parties. Puis
notre e´tude a porte´ sur la construction de sche´mas de partage de secret a` partir de codes
line´aires, introduites par James L. Massey en 1993. En adaptant cette solution dans le
contexte des attaques par canaux cache´s, nous avons propose´ l’e´laboration d’une me´thode
ge´ne´rique de contre-mesures de masquage a` l’ordre t   1 construit a` partir de codes
line´aires, ainsi que de´crit des proce´dures de calculs se´curise´es dans ce contexte. L’origina-
lite´ de cette construction repose sur les proprie´te´s inhe´rentes a` certains codes permettant
de construire des contre-mesures de masquage ade´quates en fonction des ope´rations a`
effectuer. Une telle me´thode permettrait donc de de´terminer les contre-mesures de mas-
quage les plus approprie´es en fonction des cryptosyste`mes a` implanter.
Dans notre e´tude, nous nous sommes focalise´s sur l’utilisation de codes line´aires dans
le contexte des attaques par canaux cache´s. Cependant, un code line´aire est un cas parti-
culier de code correcteur dont les objectifs sont principalement la de´tection et la correction
d’erreurs. En conside´rant la proprie´te´ de de´tection, le code line´aire utilise´ pour une contre-
mesure de masquage pourrait e´galement permettre de se pre´munir contre des attaques
par injection de fautes. Ainsi, une e´tude approfondie dans cette direction permettrait
de tirer profit de la contre-mesure de masquage a` la fois pour se pre´munir des attaques
statistiques d’ordre supe´rieur mais aussi des attaques par injection de fautes. Une telle
solution pourrait permettre de re´duire le couˆt impute´ par l’ajout de contre-mesures qui
ge´ne´ralement sont e´labore´es inde´pendamment en fonction de l’attaque a` contrecarrer.
Dans cette meˆme optique, un autre axe de recherche serait de tirer profit de l’uti-
lisation de sche´mas de partage de secret construit a` partir de codes correcteurs pour
implanter des cryptosyste`mes asyme´triques. Par exemple l’utilisation des codes des restes
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chinois permettrait de prote´ger les cryptosyste`mes asyme´triques, tels que la signature
RSA ou les cryptosyste`mes base´s sur l’utilisation des courbes elliptiques, des attaques
statistiques, mais aussi des attaques par injection de fautes. Par ailleurs, on peut noter
que le code des restes chinois correspond a` la repre´sentation RNS (Residue Number Sys-
tem) qui permet une arithme´tique efficace base´e sur le the´ore`me des restes chinois. Des
travaux e´tudiant l’efficacite´ d’une telle solution face aux attaques statistiques ont de´ja`
e´te´ mene´, par exemple dans le cadre du RSA [CNPQ04]. En conside´rant la repre´sentation
RNS en termes de codes correcteurs, on pourrait envisager de tirer profit de la proprie´te´
de de´tection et ainsi d’utiliser une telle contre-mesure e´galement dans le contexte des
attaques par injection de fautes.
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Annexe A
Appendice
A.1 Code auto-dual (ou faiblement auto-dual) binaire
Dans cette section, nous donnons les matrices ge´ne´ratrices des codes auto-duaux
(ou faiblement auto-duaux) binaires cite´es dans la table 4.2. Ces matrices peuvent eˆtre
trouve´es par exemple dans [CS90, GO03].
Matrice ge´ne´ratrice du code r7, 3s (avec dK  3) 1 0 0 1 1 1 00 1 0 1 1 0 1
0 0 1 1 0 1 1
 (A.1)
Matrice ge´ne´ratrice du code de Hamming e´tendu r8, 4, 4s (avec dK  4) :
1 0 0 0 1 1 1 0
0 1 0 0 1 1 0 1
0 0 1 0 1 0 1 1
0 0 0 1 0 1 1 1
 (A.2)
Matrice ge´ne´ratrice du code C21 r21, 10s (avec dK  5) :
0 0 0 1 0 0 1 0 1 1 1
1 0 0 0 1 0 0 1 0 1 1
1 1 0 0 0 1 0 0 1 0 1
1 1 1 0 0 0 1 0 0 1 0
0 1 1 1 0 0 0 1 0 0 1
Id10 1 0 1 1 1 0 0 0 1 0 0
0 1 0 1 1 1 0 0 0 1 0
0 0 1 0 1 1 1 0 0 0 1
1 0 0 1 0 1 1 1 0 0 0
0 1 0 0 1 0 1 1 1 0 0

(A.3)
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Matrice ge´ne´ratrice du code de Golay raccourci r22, 11, 6s (avec dK  6) :
0 0 0 1 0 0 1 0 1 1 1
1 0 0 0 1 0 0 1 0 1 1
1 1 0 0 0 1 0 0 1 0 1
1 1 1 0 0 0 1 0 0 1 0
0 1 1 1 0 0 0 1 0 0 1
Id11 1 0 1 1 1 0 0 0 1 0 0
0 1 0 1 1 1 0 0 0 1 0
0 0 1 0 1 1 1 0 0 0 1
1 0 0 1 0 1 1 1 0 0 0
0 1 0 0 1 0 1 1 1 0 0
0 0 1 0 0 1 0 1 1 1 0

(A.4)
Matrice ge´ne´ratrice du code de Golay r23, 11s (avec dK  7) :
1 1 1 1 1 0 0 1 0 0 1 0
0 1 1 1 1 1 0 0 1 0 0 1
1 1 0 0 0 1 1 1 0 1 1 0
0 1 1 0 0 0 1 1 1 0 1 1
1 1 0 0 1 0 0 0 1 1 1 1
Id11 1 0 0 1 1 1 0 1 0 1 0 1
1 0 1 1 0 1 1 1 1 0 0 0
0 1 0 1 1 0 1 1 1 1 0 0
0 0 1 0 1 1 0 1 1 1 1 0
0 0 0 1 0 1 1 0 1 1 1 1
1 1 1 1 0 0 1 0 0 1 0 1

(A.5)
Matrice ge´ne´ratrice du code de Golay e´tendu r24, 12, 8s (avec dK  8) :
1 0 1 0 1 1 1 0 0 0 1 1
1 1 1 1 1 0 0 1 0 0 1 0
1 1 0 1 0 0 1 0 1 0 1 1
1 1 0 0 0 1 1 1 0 1 1 0
1 1 0 0 1 1 0 1 1 0 0 1
Id12 0 1 1 0 0 1 1 0 1 1 0 1
0 0 1 1 0 0 1 1 0 1 1 1
1 0 1 1 0 1 1 1 1 0 0 0
0 1 0 1 1 0 1 1 1 1 0 0
0 0 1 0 1 1 0 1 1 1 1 0
1 0 1 1 1 0 0 0 1 1 0 1
0 1 0 1 1 1 0 0 0 1 1 1

(A.6)
135
A.2 Code auto-dual (ou faiblement auto-dual) de´fini
sur F4
Dans cette section nous donnons des matrices ge´ne´ratrices des codes auto-duaux (ou
faiblement auto-duaux) de´finis sur F4  t0, 1, w, w   1u cite´es dans la table 4.3. Ces ma-
trices peuvent eˆtre trouve´es dans [GO03].
Matrice ge´ne´ratrice du code de re´sidus quadratiques e´tendu XQRp3q r4, 2, 3s
(avec dK  3) :

1 0 w w   1
0 1 w   1 w


(A.7)
Matrice ge´ne´ratrice du code r11, 5s (avec dK  5) :

1 w 1 1 w   1 1
w   1 0 1 w w   1 w
Id5 w   1 w w   1 w 0 1
0 w   1 w w   1 w 1
w w   1 1 0 w w   1
 (A.8)
Matrice ge´ne´ratrice du code de re´sidus quadratiques e´tendu XQRp11q r12, 6, 6s
(avec dK  6) :

1 w 1 1 w   1 1
w   1 0 1 w w   1 w
Id6 w   1 w w   1 w 0 1
0 w   1 w w   1 w 1
w w   1 1 0 w w   1
w 1 1 w   1 1 1
 (A.9)
Matrice ge´ne´ratrice du code r19, 9s (avec dK  7) :
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
1 w w   1 w   1 0 1 0 w w w   1
w   1 0 0 1 w   1 w   1 1 1 w   1 0
0 w   1 0 0 1 w   1 w   1 1 1 w   1
w   1 1 1 w 0 w w   1 w 0 w   1
Id9 w   1 w w   1 w   1 w w   1 w w w   1 w
w 0 w   1 w w   1 0 w   1 1 1 w
w 1 1 w w 1 0 0 w 0
0 w 1 1 w w 1 0 0 w
w w   1 w   1 0 1 0 w w w   1 1

(A.10)
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