The paper describes about the development of a Named Entity Recognition (NER) system for Geological text using Conditional Random Fields (CRFs). The system makes use of the different contextual information of the words along with the variety of features that are helpful in predicting the various named entity (NE) classes. The NE tagged geological corpus was developed from the collection of scientific reports and articles on the geology of the Indian subcontinent has been used to build up the system. The training set consists of more than 2 lakh words and has been manually annotated with a NE tag set of seventeen tags. The system is able to recognize 17 classes of NEs with 75.8% Fmeasure.
INTRODUCTION
Named Entity Recognition (NER) is a key part of information extraction system. NER involves identification of proper names in texts and their classification into a set of predefined categories of interest. Different categories are usually person names, location names, organization names, date & time expressions etc. A variety of techniques has been used for NER. The different approaches to NER include a. linguistic approaches b. machine Learning (ML) based approaches c. hybrid systems. The linguistic methods usually use rules manually written by linguists. There are several rule based NER systems, containing mostly lexicalized grammar, gazetteer lists, and list of trigger words, which are capable of providing up to 92% F-measure accuracy for English [1] . Linguistic approach uses hand crafted rules which require skilled linguistics. The main disadvantage of these rule based method is that they need vast experience and grammatical knowledge of the particular language or domain and these systems are not easily adaptable to other domains or languages [2] . Machine learning approaches are trainable and are thus much cheaper than that of rule-based ones. Some of the machine learning techniques used for the NER tasks are hidden markov model [3] , Maximum Entropy Markov Model (MEMM) [4] , Conditional Random Fields [5] , [6] . Hybrid systems have been generally more effective for NER. Combination of MaxEnt, hidden markov model (HMM) and handcrafted rules for make creating NER is explored in [7] . Section 2 gives Characteristics of geological text. Section 3 discusses features used for Geological NER. Section 4 gives brief introduction to Conditional Random Fields, a machine learning approach to sequence labeling task. Section 5 describes the details of Geological Corpus. Section 6 explain the experiments and Results. The paper is concluded in section 7.
GEOLOGICAL NAMED ENTITY RECOGNITION
Geology is the study of origin, history and structure of the earth. Text mining on geological documents is an important area in scientific data mining. These documents contain spatial references and geo references in the form of spatial coordinates stored in database. They contain geospatial and temporal information. This spatial and temporal information is very important but normal text mining algorithms will fail to extract such information. Named Entity Recognition (NER) is an important tool in almost all Natural Language Processing (NLP) application areas. Proper identification and classification of named entities (NEs) are very big challenge to the NLP researchers. Geological NER has applications in several domains including information extraction, information retrieval, question answering [8] , automatic summarization, machine translation [9] etc from Geological text. Named entity recognition (NER) (also known as entity identification and entity extraction) is a subtask of information extraction that seeks to locate and classify atomic elements in text into predefined categories such as the names of persons, organizations, locations, expressions of times, quantities, monetary values, percentages, etc. The different categories of Geological Named Entities considered here are Country, State, City, Region, Mountain, Island, Water bodies, River, Village, Mineral, Year, Organization, Measures, Person, Time, Fault and Rock. We have used corpus based machine learning technique to recognize, classify, and identify these geological entities.
In general NER is a hard problem. Words have different applications and there is an infinite number of proper names. In English, the problem of identifying NEs is solved to some extent due to capitalization feature. Most of the named entities begin with a capital letter which is a discriminating feature for classifying a token as named entity. Geological documents contain spatial references and geo references in text. Major task in handling geographical references in text is Name Resolving.
Many names do not have existence also. The same place name can be used for several locations (referent ambiguity) and same location can have multiple names (reference ambiguity). So if we have to uniquely identify place names in Geological document, the task becomes more complex and Geological named entity recognition, disambiguation are issues which need proper attention.
Many named entities (NEs) occur rarely in corpus. There are Ambiguity of NEs. There are many ways of mentioning the same NE. Ex: Haradanahalli Doddegowda Deve Gowda and H. D. Deve Gowda refer to the same person. West Bengal, WB both refer to the same location.
Our approach is the task of identifying and classifying tokens in a annotated Geological text corpus into predefined set of classes such as Country, State, City, Region, Mountain, Island, Water bodies, River, Village, Mineral, Year, Organization, Measures, Person, Time, Fault and Rock.
CHARACTERISTICS OF GEOLOGICAL TEXT
Geological documents contain textual description of geological phenomena, images and maps of geographic space in the form of spatial references, geo references and temporal information. Geographic references can be defined spatially using a point (ex. longitude and latitude) or a set of points. The information in the textual document such as place name and the corresponding linked geographic location is called geographic footprint. Geographic footprint is represented by coordinates (longitude, latitude) 
Features used for Geological NER

CONDITIONAL RANDOM FIELDS
Conditional Random Fields (CRFs) [10] are undirected graphical models used to calculate the conditional probability of values on designated output nodes given values assigned to other designated input nodes. A conditional random field (CRF) is a type of discriminative probabilistic model used for the labeling sequential data such as natural language text. Conditionally trained CRFs can easily include large number of arbitrary non independent features. The expressive power of models increased by adding new features that are conjunctions to the original features. When applying CRFs to the named entity recognition problem an observation sequence is the token sequence of a sentence or document of text and state sequence is its corresponding label sequence. In the special case in which the output nodes of the graphical model are linked by edges in a linear chain, CRFs make first order Markov assumption and can be viewed as conditionally trained probabilistic finite automata (FSMs)
The conditional probability of a state sequence s=<s 1 
DETAILS OF GEOLOGICAL CORPUS
The corpus was created out of a collection of scientific reports and articles on the geology of the Indian subcontinent. Many of these constituted reports submitted to the Earth Sciences Division of Department of Science and Technology, Government of India. The corpus consists of about 200 documents with each document about 10,000 words long. They represented various aspects of geology. The lexicon consisted of several well known as well as rare geological terms. The titles of some of these documents are listed below. The NE tagged corpus help to identify named entities such as location, person, organization etc. Corpus has been manually annotated with the seventeen tags as described in Table II . 
EXPERIMENTAL RESULTS
A NE tagged Geological corpus (IITKGP-GEOCORP) has been used for NER experiment and it contains geology related information in India. This corpus is split into two sets. One forms the training data and the other forms the test data. They consist of 90% and 10% of the total data respectively. CRF is trained with training data and test data is tagged using CRF model. More than 2 lakh words have been used as training set for the CRF based NER system. The size of the test file is 23K words and the data is labeled with 17 labels. We have used different standard measures such as Precision, Recall and F-measure for evaluation.
Recall is the ratio of number of NE words retrieved to the total number of NE words actually present in the file(gold standard). Precision is the ratio of number of correctly retrieved NE words to the total number of NE words retrieved by the system. These two measures of performance combine to form one measure of performance, the F-measure, which is computed by the weighted harmonic mean of precision and recall. 
CONCLUSION
In this paper, we have developed a NER system using CRF with the help of a NE tagged Geological Corpus (IITKGP-GEOCORP). We also presented a new named entity tagset that was developed for annotation of this corpus. We have considered features such as prefix and suffix of length up to three of the current word, POS information, digit features, information about the surrounding words and their tags. Analyzing the performance using other methods like MaxEnt and Support Vector Machines (SVMs) will be other interesting experiments.
