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The term Big Data has an increased and tautological occurrence in scientific publications. It is of interest how and whet r 
the data provisioning is able to support enterprises n the handling and value creation of this emerging issue. Considering the 
amount of growing publication and the fuzzy nature of this term, an overview is requested to avoid duplications to gain 
relevant findings and to identify potential research gaps. To address this issue, a general literature revi w is accomplished, 
which extrapolates and clusters discussed research fields and potential gaps. It becomes apparent that a huge part of the 
research is technical driven. Moreover, no identified paper addresses the research area of functional data provisioning. This 
initiates further investigations to discuss whether Big Data itself negate such intention or research has missed it and 
improvements regarding Big Data are possible. 
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INTRODUCTION 
The long lasting discussion of an information supply affects the discussion of information flooding of decision makers in 
enterprises, too. Big Data seems to be another b ick in the wall of this discussion. The amount of business data is globally 
growing exponential while their accompanied tasks of t ring and processing are not able to follow anymore (Reddi et al., 
2011). In this context, the vague and fuzzy term Big Data occurs increasingly in scientific discussions, (see Figure 1), but 
varies in research disciplines and definitions (Cuzzocrea et al., 2011; Bizer et al., 2011). It is the paper’s goal to gain insight 
into the scientific discussion of the interdisciplinary term to address potential research gaps in the area of data provisioning. 
Hereby, findings for further design, development, ad pplication of information and communication system can be obtained. 
Thus, the paper clusters Big Data relevant research to gain an overview on current discussions and research gaps.  
 
Figure 1. Number of evaluated Publications 
According to Gartner, 85 percent of all enterprise infrastructures will be overwhelmed until 2015 by Big Data (Casonato et 
al., 2011). In this context, Big Data related issues can be addressed from a functional as well as from a technical perspective. 
Here, traditional database management, storage, and analytical capabilities do not provide acceptable performance according 
to existing business requirements. (Jacobs, 2009) But, the increasing demand in availability, variety, and complexity of new 
data sources requests advanced data management concepts (Casonato et al., 2011). But in fact, the challenge is not novel. 
During the 1970s, information concepts like Management Information System (MIS) failed due the emerging i formation 
flood (Koreimann, 1971). Such an issue was addressed by approaches like the Data Warehouse (DWH) concept during the 
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1990s. But now, Big Data refers to a challenge of an unfavorable ratio between available data and current information 
technologies or concepts. In consequence, there is a need for research and based on this the development of further solutions 
to address the demonstrated issue. Information lifecycl  management (Robek et al., 1996), lean (Hicks, 2007) or value 
oriented information management (Sankar, 1998) are prominent examples. This approaches or in particular the demand and 
supply of information and the inherent value to gain n appropriate and task oriented reduction of data, by avoiding a loss of 
knowledge can be understood as functional data provisioning (Figure 2). Thus, it is the question of research, whether Big 
Data is addressed by both, functional and technical data provisioning aspects, or not. An unbalanced ratio can indicate a 
potential research gaps. A State-of-the-Art about the scientific Big Data literature seems to be approriate to gain an 
overview about Big Data research fields to avoid duplication, to consider relevant findings, and to identify potential research 
gaps in favor of further activities.  
 
Figure 2. Blueprint Functional Data Provisioning 
The concourse of the paper is as follows: the following section introduces the research design followed by a literature 
analysis. Hereby, the identified papers get evaluated nd categorized to determine specific research fields and further research 
perspectives. Finally, the paper is summarized to discuss conclusions. 
RESEARCH METHOD AND RELATED WORK  
The first step of any research is the identification of already existing examinations with similar scient fic aims. In this 
context, three State-of-the-Art studies (Agrawal et al., Cuzzocrea et al., 2011; Agrawal et al., 2010) are identified within the 
literature. Agrawal et al. (2011, 2010) provide a St te-of-the-Art for scalable database management systems by discussing 
updates in heavy applications as well as in decision upport systems for analytics in Big Data cloud infrastructures. Even 
Cuzzocrea et al. (2011) discuss the current State-of-the-Art of Big Data analytics and provide research questions. But, no 
paper follows a rigorous research method, thus the results are not comprehensible.  
Existing scientific publications are analyzed to execute an academic State-of-the-Art. According to Cooper, a literature 
review represents a research method and is defined as a number of primary examinations with the similar questions and do 
not provide own new findings concerning to the research field. Hereby, the method scopes in describing, consolidating, 
integration, and analyzing results of primary investigations (Cooper, 1998). Moreover, a literature review can be described as 
a process and contains five phases (see Figure 3).  
The problem formulation defines the academic goal of the review itself: research questions and hypothesizes are formulated. 
Suitable literature according to the problem formulation has to be identified during the second phase. In addition, the 
acquired literature will be proofed of relevance and classified within the literature evaluation. The results are analyzed and 
interpreted. Thus, results gets inspected and evaluated in respect to the addressed problem formulation. Finally, the generated 
results are presented in an appropriate manner. (Cooper, 1998)  
LITERATURE ANALYSES IN RESEARCH FIELD BIG DATA 
There are valuable insights from the various phases of the review process. This is the basis for further investigations in 
succeeding investigations. Here, the investigation follows the proceeding shown in Figure 3.  
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Figure 3. Process of the Literature Review 
Literature search and evaluation 
Figure 3 depicts the usage of several academic databases to identify relevant papers. To ensure comparability, the search item 
Big Data was requested in quotation marks and limited to abstract, title, or keywords. As a result, 989 hits regarding the 
search term have been obtained.  
The literature evaluation serves in favor of proofing and securing quality and relevance. In an inital s ep, duplications and 
unserious papers were removed according to a four-eyes principle. To address the stated problem statement, ranked papers 
were considered, only, to benefit from the basis of a peer reviewed process. To guarantee the domain relevance of the 
publications, well accepted rankings were used (AIS, 2007; VHB, Ulrich et al., 2008) and led to an amount of 16 papers. It 
became obvious that the biggest subset refers to computer science literature. To address this impact, computer science papers 
were considered as well. As a result, all peer reviewed papers provided by the two largest computer sci nce associations 
ACM and IEEE were selected to remain quality, since the discipline itself has no general accepted journal anking available. 
In this context, another 30 papers were embedded into the investigation, which led to 46 papers (listed in Table 1).  
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Table 1. Summary Selected Publications 
Literature analysis and interpretation 
The topic Big Data has an increased occurance within the scientific dis ussion. In this context, a significant raise of 
publications can be observed from 2010 to 2011. Almost 70 percent of all ranked papers were published in the recent two 
years. Hence, the relevance of the topic in the discipl ne can be assumed.  
The tautological usage of the term Big Data demands a categorization of papers based on similarities. Here, independent 
research fields can be explored in order to be able to meet the research aim. In this context, the two dimensional framework 
of Gluchowski (2001) is chosen. This approach allows a positioning of diverse concepts and applications concerning to a 
specific research field. According to him, the system is stretched in the vertical axe by data processing forms and in the 
horizontal perspective by orientation perspectives (Figure 3). The range of technology elements reaches from data driven 
components to application specific presentation and alytical forms. Here, the upper section contains mainly data storage 
and provision approaches, whereas the lower section addresses methodic components and aspects where off d data is 
utilized. In consequence, the left side corresponds more to technique relevant attributes as the right one. Clusters positioned 
in the middle addressing several dimensions. Regarding to the research question and the chosen approach of Gluchowski, the 
data utilization cluster will be described more briefly to maintain completeness and rigorousness.  Thus, all publication gets 
clustered regarding the inherent characteristics. In this context, a classification of current research fields can be achieved. 
To enable a clustering of the research fields, experts (researchers, practitioners and software vendors) were asked to sort all 
relevant publications by a triple blind review process. Thus, the heterogeneity of the experts perspective ensures an 
acceptable categorization and an explorative consent within the community. Hereby, each expert assigned a specific 
publication position within of the framework by using a Likert scale (Likert, 1932). According to Dawes (2008), 10-point-
scales are common and meaningful. In this context, wo 10-point-scales were used where the responds has to choose between 
zero (paper refers totally to a technical/data utilization perspective) and nine (paper refers totally to a functional/data 
provisioning perspective). The results are aggregated nd means are calculated. That allows a refined differentiation among 
the identified objects. The results are presented in Figure 4 (occurring numbers within the brackets rfer to the references in 
Table 1) and are successively refined in the following sections. Hereby, key articles are highlighted an  further research 
exposed.  
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Figure 4. Clustering of Big Data Research Fields 
Technical-Data-Provisioning 
The biggest cluster is within the data provisioning and technical perspective. All these articles discus  how the increasing 
amount of data can be recorded, stored, and preceded to meet performance requirements. Surprisingly, more than 87 percent 
of all Information System papers are categorized into the technical-data-provisioning cluster. Thus, an unbalanced ratio 
occurs in the discipline. In contrast, the technical driven computer science research treats also functional aspects. The 
literature describes the Big Data itself as voluminous, large in scale and scope, distributed, and various (Junwei et al., Bizer et 
al. and Han et al., 2011). As a result, Big Data enviro ments have to consider those inherent requirements (He et al. 2011; 
Simmhan, Reisser and Priebe, 2009)  
To overcome those characteristics, one research field d scuses several database management systems. Here, a vast majority 
consider that relational databases are not able to meet the requirements due the lack of scalability and query performance, 
(Han et al, 2011) whereas others allude proceedings in relational databases (Panchaksharaiah, 2009). Other authors discuss 
parallel working databases as a powerful performance alternative (Stonebraker et al., 2010). In addition, Han et al. (2011) 
compare several NoSQL approaches like key value, column oriented and document based databases, whereas Agr wal et al. 
(2011) highlight distributed databases, if a huge amount of data has to be analyzed. At least Venkataram n et al. (2011) 
discuss the storage hardware itself and compare sevral memory technologies like Non-Volatile Byte-Addressable and 
Dynamic-Random-Access-Memory (Venkataraman, 2011). Another research field considers the placement structu e. Here, 
RCFile supports fast loading, fast query processing, efficient storage space utilization and adaptivity provides a performance 
efficient alternative to row-, column-, and hybrid-stores. In this context, RCFile enjoys a widely distribution. It is used by 
Facebook and adopted by several high level languages. (He et al., 2011) Furthermore, efforts can be observed where the 
amount of data is reduced by algorithms. Here, Wang d Hu (2007) suggest a time complex less attribute reduction 
algorithms, whereas Li et al. (2010) provide a reliable reduplication approach. 
An identified key driver of Big Data is cloud computing. (Agrawal et al., 2010, 2011; Dai et al., 2011) One aspect is the 
distributed computing of large data sets. In this context, Googles MapReduce represents the center of r search and is quoted 
in almost all publications. The framework specifies a map function and a reduce function. Hereby, the approach splits a large 
problem into small pieces and assigns it to appropriate pairs (key-value). These smaller tasks will be automatically preceded 
in an efficient parallel way and finally consolidated by reduced functions. (Dean et al., 2004) The improvement of 
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MapReduce reflects another research field. For instance, Junwei et al. (2011) introduce a message oriented approach to 
overcome the traffic overload in MapReduces. In addition, other efforts are fruitful to merge parallel databases and 
MapReduce. Due MapReduce performs well for complex analytical and extract-transform-load (ETL) tasks, whereas parallel 
databases are excellent in querying large data sets. (Stonebraker et al., 2010) Another discussion refers to Apaches Hadoop 
framework (Cuzzocrea et al., 2011). Hadoop runs on MapReduce tasks and holds several components like the key value 
oriented database HBase, Hadoops Distributed File System (HDFS), as well as the SQL oriented language Hiv /HiveQL, the 
high level language Pig/PigLatin and their translators. (Bajda-Pawlikowski et al., Lee et al., 2011) In this context, Hadoop’s 
Distributed File System (HDFS) represents the underlying file system and is object of intensive research. Thus, projects like 
HadoopDB or Hadapt received obviously performance advantages (Bajda-Pawlikowski et al., 2011). Lee at al. (2011) 
improve Hive and Pig by YSmart, an advanced SQL-to-MapReduce translator that provides an evident performance increase 
during complex queries (Lee et al., 2011). Dryad represents Microsoft’s runtime pendant for the execution of parallel data 
applications. (Isard et al., 2007) Thereby, it formulates program codes as directed acyclic graph, where data is flowing 
between operations. In this context, DryadLINQ represents a declarative, data flow programming language for Dryad and can 
be translated in any .NET language. (Toole et al., 2011)  
Another research fields refers to BI. Here, BI and the underlying DWH have to tackle the massive acquisition, storage, and 
analyzes of Big Data in distributed systems due to support enterprises with valuable information. Here, Hadoop and Hive are 
two known implementations of ETL and the analytical layer (Cuzzocrea et al., 2011). Cohen et al. (2009) quote initial 
requirements for BI in Big Data, because traditional solutions are not aiming this topic. In this context, Bajda-Pawlikowski et 
al. (2011) beat the performance of commercial DWH infrastructures by the column-oriented Hadoop extension, Hadapt. 
It becomes apparent that Big Data is technical driven, yet. Thus, researches have to design and observe enterprise 
applications that deal in Big Data. Hence, technical issues and requirements become evident. Here, an important field will be 
the DWH and the implications and advantages that can be achieved due Big Data technology. In this context, issues 
occurring in context of multidimensional structures have to build up on top of distributed file structres or missing 
capabilities of query languages like HiveQL to support complex analytics. In addition, integration conepts are needed due 
heterogeneous data sources and potential combination eff rts of NoSQL and relational databases (Cuzzocrea et al., 2011).  
Technical-Data-Utilization 
Big Data characteristics affect not only the data provision, but also their utilization. Thus, the computation and time 
complexity suffers by current algorithms and technology (Cohen et al., 2009). To overcome the obstacle of huge amount of 
data, parallel processing of analytical tasks is well discussed in literature. (Freedman and Kisilev, 2009; Wu et al., 2007) The 
MapReduce framework seems promising and obtained att ntion. Here, for instance machine learning algorithms or statistical 
methods like ordinary least squares or conjugate gradient are already successfully developed. (Cohen et al., 2009) Thus, Yan 
and Pi (2009) introduces a parallelizable clustering algorithms and Freedman and Kisilev (2009) a segmentation model, 
whereas Wu et al. (2007) proposes a decision tree. In addition, there are approaches, which use text mining techniques (Chen, 
2011). In this context, the term deep analyzes as new direction of data analysis driven by complex statistical analysis and 
sophisticated machine learning techniques arises more and more in the literature. (Agrawal et al., 2010, 2011; Cohen et al., 
2009) The term data mining occurs in publications more often in order to achieve valuable insights by identifying data 
patterns (Wu et al, 2007; Zhang et al., 2008; Bicking and Wimmer, 2010; Bizer et al. and Toole et al., 2011).  
Especially, data mining or deep analytics are faced by a trade-off. Thus, too many data will influence th  information value 
due unacceptable processing time. In this context, he approach of Beekmann (2003) should be observed. Thus, the work 
reduces the amount of considered analysis data by sample test. Here, analyzes of sample data will almost c ntain the same 
value as if the entirely data had been taken. Consequently, the storage space and computing effort gets r duced. But 
accordingly, further work is necessary. In addition, issues occurring due the law of addition. Therefore, not all algorithms can 
be processed in a parallel way (e. g. median) due to the reason that valuable information gets lost during processing. In an 
initial step, Qin et al. (2011) proposes an approach where missing data is successfully estimated. Thus, similar concepts are 
beneficial. Another research field is expected in the adequate visualization of Big Data. In this context, specifications and 
solutions are not yet addressed. 
Functional-Data-Provisioning 
No paper covers a functional and data provisioning perspective. It remains questionable why existing approaches are not 
linked to the Big Data discussion to overcome such an information flood. An improved information management is requested 
that obtain an advanced information demand analysis and provide better information supply. Consequently, the data itself and 
the required processing time can be reduced. Potential concepts like information lifecycle management (Robek et al., 1996) 
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or lean information management (Hicks, 2007) have to come into the discussion to overcome the information wave. Here, the 
value of the information itself is to scrutinize. Further investigations of suitable approaches and Big Data have to be done. If 
existing concepts are not sufficient, researchers have to detect issues, hindering factors and further requirements to design an 
appropriate concept. In consequence, the question has to be answered weather and how Big Data can be processed and 
reduced in a task oriented way, by avoiding a loss of knowledge.   
Functional-Data-Utilization 
The usage of Big Data enjoys a wide distribution in various disciplines. Here, Big Data occurs in social sciences (Amer-
Yahia et al., 2010), e-government (Bicking and Wimmer, 2010), finance (Zhang et al., 2008), medicine (Bower et al., 2009), 
behavioral science (Eagle, 2010), ubiquitous computing (Bizer et al., 2011), construction (Khan and Hornbæk,, 2011), crime 
analysis (Toole et al., 2011), bioinformatics (Yan and Pi, 2009), climate science (Alexander et al. 2011), astrology (Freedman 
and Kisilev, 2009) and BI (Cuzzocrea et al., 2011). For the first time, Zhang et al. (2011) enables a performance acceptable 
option price prediction by using the Monte Carlo method, whereas Toole et al. (2011) discovers spatio-temporal crime patters 
by segmentations. Thus, it appears that Big Data affects various disciplines. Thereby, it is the task of further research to 
identify potential use cases. Moreover, Big Data and BI applications require more research due the quoted technologies are 
promising to overcome volume, performance and heterogeneity issues (Cuzzocrea et al., 2011). 
CONCLUSION 
The topic has an increased occurrence within the scientific discussion. The work supports the discussion about Big Date by 
providing a structured overview. Here, the paper idntifies current research fields and scrutinizes, whether data provisioning 
driven concepts are affecting Big Data. It gets obvi us that the topic is technical driven, yet, and conducted by performance 
aspects. Especially, the technical data provisioning part gained a high consideration. In addition, methods like data mining or 
deep analytics are discussed in utilization and furthermore, use cases are presented. Surprisingly, not a single publication 
considers functional data provisioning concepts.  
In this context, there are missing investigations about this topic in an overall perspective. This paper uncovers a relevant 
research gap that tackles the challenge not merely by costly technologies. An adequate functional data provisioning out of the 
Big Data has to support the prevention of flooding users with information. Hence, potential concepts like information 
lifecycle management or lean information management ca  support a task and user oriented reduction of the huge amount of 
data and disclose the inherent value. These concepts implicate methods that enable a continuously determination of an 
information demand and supply. For instance, lean information management follows a pull principle and is riven by a value 
paradigm. Thus, the customer causes the data recording. This leads to the point that no data is stored s nseless and the user 
itself regularizes the supply and demand. Nevertheless, such an approach requires further research to be able to offer 
appropriate solutions.  
The work does not deliverer a definition or related heories. Thus, former articles that affecting BigData relevant topics but 
missing the term itself were not taken into account, ye . Further investigations have to treat these gaps. Additionally work 
will investigate, if the nature of Big Data neglects the intention of functional data provisioning or if no one has addressed it, 
yet. In the latter case, existing approaches have to be identified and proofed against suitability and value contribution in order 
to solve the challenge to get task and user oriented data out of the Big Data. This leads to the demand that relevant 
requirements of a new approach have to be identified. Thus, users suffering on an information flood will obtain a scoped 
overview and will be able to use information as a competitive advantage referring to their assigned tasks.  
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