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Abstract—In this paper, we presented an automatic system for 
precise urban road model reconstruction based on aerial images 
with high spatial resolution. The proposed approach consists of 
two steps: i) road surface detection and ii) road pavement 
marking extraction. In the first step, support vector machine 
(SVM) was utilized to classify the images into two categories: 
road and non-road. In the second step, road lane markings are 
further extracted on the generated road surface based on 2D 
Gabor filters. The experiments using several pan-sharpened 
aerial images of Brisbane, Queensland have validated the 
proposed method.  
I. INTRODUCTION  
Accurate and detailed road models are of great importance 
in many applications, such as traffic monitoring, and advanced 
driver assistance systems. However, the majority of road 
feature extraction approaches have only focused on the 
detection of road centerline rather than the lane details. Only a 
few approaches involved the detection of lane markings in the 
road extraction. For instance, Steger et al. [1], Hinz and 
Baumgartner [2], and Zhang [3] ext racted the road markings in 
their methods to obtain clues as to the presence of road surface. 
Therefore, the quality requirements [4], such as robustness, 
quality, completeness, are far below the lane level applications. 
In more recent works, Kim et al. [5] and Tournaire et al. [4] 
presented systems for pavement information extraction from 
remote sensing images with high spatial resolution. 
In this paper, the SVM and Gabor filters are introduced into 
a framework for precise road model reconstruction from aerial 
imagery. The experimental practices using a data set of aerial 
images acquired in Brisbane, Queensland are utilized to 
evaluate the effectiveness of the proposed strategy. 
II. METHODS 
In this paper, an automatic road feature extraction approach 
is presented and applied to a number of aerial images in urban 
areas. Supervised SVM image classification technique is 
employed to segment the road surface from other ground 
details, and the road pavement markings are detected on the 
generated road surface with Gabor filters.  
A. SVM 
An SVM is basically a linear learning machine based on the 
principal of optimal separation of classes  [6]. The goal is to 
find a linear separating hyperplane that separates the classes of 
interest provided the data is linearly separable. The hyperplane 
is a plane in a multid imensional space and is also called a 
decision surface or an optimal separating hyperplane or an 
optimal margin hyperplane. 
Consider a set of l labelled training patterns (x1, y1), (x2, 
y2),…,(xi, yi),…,(xl, yl), where xi denotes the i-th training 
sample and    *    + denotes the class label. If the data are 
not linearly separable in the input space, a non-linear 
transformation function ( ) is used to project xi from the input 
space to a higher dimensional feature space. An optimal 
separating hyperplane is constructed in the feature space by 
maximizing the margin between the closest points  (  )  of 
two classes. The inner-product between two projections is 
defined by a kernel function  (   )   ( )   ( ) . The 
commonly used kernels include polynomial, Gaussian RBF, 
and Sigmoid kernels. 
The decision function of the SVM is defined as 
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where   is the nearest support vector,    is the Lagrange 
multiplifier, and   is a constant. The optimal hyperplane can be 
obtained by maximizing 
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subject to  ∑       
 
    and       , where C denotes 
a positive value determining the constraint violation during the 
training process. 
SVM is superior to conventional classifiers, such as the 
maximum likelihood classifier, for image classification in Very 
High Resolution (VHR) remotely sensed data, since the 
estimated distribution function usually employs the normal 
distribution, which may not represent the actual distribution of 
the data [7]. 
B. Gabor filters 
2D Gabor filter, which was extended from 1D Gabor by 
Daugman [8], have been successfully applied to a variety of 
image processing and pattern recognition problems, such as 
texture analysis, and image segmentation. 2D Gabor filter can 
be used to extract the road lane markings thanks to its 
following properties: (i) tuneable to specific orientations, (ii) 
adjustable orientation bandwidth, and (iii) robust to noise. 
Furthermore, it has optimal joint localization in both spatial 
and frequency domains. Therefore, Gabor filter can be 
considered as orientation and scale tunable edge and line (bar) 
detectors [9], which makes it a superior tool to detect the 
geometrically restricted linear features, such as the road 
pavement markings. 
1) Gabor functions. 
The general functionality of the 2D Gabor filter family can 
be represented as a Gaussian function modulated by a complex 
sinusoidal signal. Specifically, the 2D Gabor filter can be 
defined in both the spatial domain  (   )  and the frequency 
domain  (   ) . The 2D Gabor function in spatial domain can 
be formulated as [10]: 
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Its 2D Fourier transform is expressed as  
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where   √  ; (     ) indicates the peak of the Gaussian 
envelope; (     ) are the two axis scaling parameters of the 
Gaussian envelope; (     ) presents the spatial frequencies of 
the sinusoid carrier in Cartesian coordinates, which can also be 
expressed in polar coordinates as (   ) , where   
√  
    
 ,         (     ), and the subscript r stands 
for a rotation operation as follows: 
               
                
where   is the rotation angle of the Gaussian envelope. 
2) Determination of Gabor filter parameters 
Road markings, which are presented as linear features with 
certain widths and orientations within local areas, can be 
considered as rectangular pulse lines to some extent. The 
correct determination of Gabor filter parameters is the central 
issue for the lane pavement markings extraction process. In 
order to effectively and accurately extract road lane markings 
with different sizes and thicknesses from aerial images using 
Gabor filters, we proposed an efficient method to determine the 
Gabor filter parameters. 
 Determination of   
  stands for the orientation of the span-limited sinusoidal 
grating. The orientation   (  ,   )) of Gaussian envelope is 
given as perpendicular to the direction (  ,   )) of the 
road surface by: 
  (     )   
where   is the modulo operator. 
 Determination of f 
f is the frequency of the sinusoid, which determines the 2D 
spectral centroid positions of the Gabor filter. Th is parameter is 
derived with respect to the width of road lane markings. In 
order to produce a single peak for the given lane line as well as 
discard other ground objects , such as white vehicles, the 
frequency f of the Gabor filter must satisfy the following 
conditions: 
            
where   is the width of the road marking in pixel, and   
is the width of other white features. The details of the proofing 
process can be referred to [11]. 
In our experiments, we set       , which will produce 
only a single peak in the output of the filter on road markings 
regardless of the values of    and  . 
 Determination of    and   
The parameters    and    determine the spread of the 
Gabor filter in   and   directions respectively. According to 
[11],    and   have the following parameter constraint: 
       
where k  is a constant. As the road lane markings have strict 
orientation and enough distance between adjacent lanes, we set 
    to simplify the calculation. 
The relationship between the orientation bandwidth    and 
the frequency   within the frequency domain is illustrated in 
figure 1, which can be given by: 
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where    is the orientation bandwidth. It give: 
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Figure 1.  The uncertainty relation in frequency domains. 
     ,      ,    is the orientation bandwidth, and both h 
and l are radius (only the positive frequencies are shown) 
Applying the 3dB frequency bandwidth in V direction when 
      to equation (2), we have 
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According to orientation bandwidths of cat cortical simple 
cells [11], the mean angle covers a range from     to    . 
After examin ing the line extraction results over the above range, 
we find it appropriate to set      . Then    and    can be 
further obtained by: 
             
III. EXPERIMENTS AND DISDUSSION 
The objective of the experiment was to determine the 
performance of the proposed road feature extraction approach 
quantitatively over the study area. A dataset of aerial images 
located in South Brisbane, Queensland were selected as the 
study areas. The selected aerial images consist of three bands: 
Red, Blue and Green. Figure 2 shows one of the testing images. 
 
Figure 2.  The testing site I (4096 4096 pixels) 
The training data were used to train the support vector 
machine and the resulting model was used to classify the whole 
image into two features: road and non-road. For the 
implementation of SVM, the software package LIBSVM by 
Chang and Lin [12] was adapted. Gaussian RBF was used as 
the kernel function, and the parameter C was set to be 10. After 
the image classification, the connected component analysis is 
used to remove small noises misclassified into road class . 
Up to now, we have obtained the road surface though SVM 
classification. Gabor filter is then utilized to ext ract the lane 
marking features while restrain the affection from other ground 
objects. To reduce the calculation complexity, Principle 
Component Analysis (PCA) is applied on the color image and 
only the 1
st
 component is chosen for Gabor filtering. The 
parameters of Gabo filters are determined as given in the 
previous section. For instance, the orientation of the lane 
markings shown in Figure 2 is approximate 130 degree. The 
average of width of the road markings is 6 pixels, thus the 
frequency f is set to be 0.17, while the axis scaling parameters 
   and    of the Gaussian function is set to be 3.4. The filtered 
image is as illustrated in figure 4, which is then masked by the 
road surface acquired in the previous step. 
 
Figure 3.  Gabor filtered result 
Finally, the Gabor filtered image is then segmented by 
Otsu’s thresholding algorithm, and directional morphological 
opening and closing algorithms are utilized to remove 
misclassified features. The lane segments may be corrupted by 
many facts: occlusion, e.g. trees above the road surfaces; worn-
out painting of lane lines; dirty markings on the road surfaces. 
We eliminate the affection from vehicles in the road markings 
extraction by utilizing the following indicators: (i) elongation – 
the ratio of the major axis to the minor axis of the polygon, and 
(ii) lengths of the major and minor axis. The elongation 
measure of vehicle is smaller than the road lane markings, and 
the length of the major and minor axis of vehicle are within 
certain ranges. In our experiment, the major axis length of the 
vehicle is set to be within 2 to 10m, while minor axis is set to 
be between 1.5m and 3m. The ext racted pavement markings 
are superimposed on the road surfaces, as given in figure 4. 
 
Figure 4.  Final result 
The quantitative evaluation of the experimental results  is 
carried out by comparing the automated (derived) results 
against a manually compiled, high quality reference model. 
Following the concept of error matrix, the evaluation matrices 
for the accuracy assessment of road surfaces detection can be 
defined at the pixel level as follows: 
 Detection rate 
  
  
     
 
 False alarm rate 
  
  
     
 
 Detection rate 
  
  
        
 
In the above equation, TP (true positive) is the number of 
road surface pixels correctly identified, FN (false negative) is 
the number of road surface pixels identified as other objects, 
FP (false positive) is the number of non-road pixels identified 
as road surfaces. 
The road marking accuracy evaluation is carried out by 
comparing the extracted pavement markings with manually 
plotted road markings used as reference data as presented in 
[13], and both data sets are given in vector representation. The 
buffer width is predefined to be the average width of the road 
markings, and we set it to be 15 cm in our experiment. Then 
the accuracy measures are given as : 
 Detection rate 
  
                              
                   
 
 False alarm rate 
  
                                  
                    
 
 Detection rate 
  
                              
                                        
 
Road boundaries and road markings are firstly digit ized  
from the test images and used as ground truth. Three measures 
of the extraction results for both road surfaces and pavement 
markings are given in table 1. 
TABLE I.  EVALUATION OF THE ROAD SURFACES AND PAVEMENT 
MARKINGS EXTRACTION RESULTS 
Test site Road details Detection rate False alarm rate Quality 
Site I Surfaces 91.8% 12.9% 80.3% 
markings 93.3% 10.6% 83.7% 
Site II Surfaces 93.2% 7.2% 88.5% 
markings 94.5% 2.7% 92.7% 
Site III Surfaces 83.2% 23.2% 63.1% 
markings 87.7% 12.0% 75.9% 
Site IV Surfaces 88.8% 2.2% 86.2% 
markings 83.5% 15.0% 71.8% 
For the entire four test sites, nearly 90% of the road 
surfaces are correctly detected, and the relevant false alarm rate 
is about 10%. The completeness of road pavement marking 
extraction reaches above 87%, except for test site IV, which is 
seriously affected by shadows. The shadows on the road 
surfaces can reduce the intensity contrast between pavement 
markings and the road surfaces background, which makes it 
difficult to enhance the road markings by Gabor filter. The 
average false alarm rate of the four test sites is about 10%. 
IV. CONCLUSION 
In this paper, an automatic road surface and pavement 
marking extraction approach from aerial images with high 
spatial resolution is proposed. The developed method, which is 
based on SVM image classification as well as Gabor filtering, 
can generate accurate lane level digital road maps 
automatically. The experimental results using the aerial image 
dataset with ground resolution of 0.07 m have demonstrated 
that the proposed method works satisfactorily. Further work 
will concentrate on the process of seriously curved road surface 
and large images, which may be achieved by using knowledge 
based image analysis and image partition technique. 
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