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Cyberinfrastructure for Cosmology and Line-of-Sight Projection in
Optical Galaxy Clusters
by
Brandon M. S. Erickson
Chair: August E. Evrard
Upcoming wide-area sky surveys such as the Dark Energy Survey (DES) offer the
power to test the source of cosmic acceleration by placing extremely precise constraints
on existing cosmological model parameters. These observational surveys will employ
multiple tests based on statistical signatures of galaxies and larger-scale structures
such as clusters of galaxies. Simulations of large-scale structure provide the means to
maximize the power of sky survey tests by characterizing key sources of systematic
uncertainties. This dissertation explores two subjects motivated by these facts. First,
it explores how grid-aware cyberinfrastructure needs to be utilized in current and up-
coming simulation campaigns that support large-area sky surveys. Second, it shows
how line-of-sight projection plays into cosmological analysis based on galaxy cluster
counts in the same wide-area sky surveys. In the first part, an Apache Airavata-
enabled grid-aware application workflow for managing simulations is described. Re-
sults pertaining to efficiency in producing N-body simulations are reported. In the
second part, bias in cosmological parameter estimates caused by incorrectly assuming
xvii
a Gaussian (projection-free) mass–observable relation when the true relation is non-
Gaussian due to projection is explored. Projection tends to skew the mass–observable
relation of galaxy clusters by creating a small fraction of severely blended systems,
those for which the measured observable property of a cluster is strongly boosted
relative to the value of its primary host halo. A model motivated by optical cluster-
finding applied to the Millennium Simulation is introduced for projection and Fisher
information matrix parameter bias forecasts are produced for a DES-like sky survey.
The model predicts significant biases in the dark energy density and equation of state
parameters. The model additional predicts an increase in uncertainties in dark energy
parameters to a factor of about two larger than forecast uncertainties. Additionally,
new parameters used to characterize the model degrade uncertainties in the dark en-
ergy parameters. Motivated by this result, this dissertation also contains preliminary
results for a new projection model meant to reduce bias in cluster analysis based on




Through the early- and mid- twentieth century, it was clear that the Universe is a
staggeringly complex place, but cosmology was a data-starved science, where each
newer and larger instrument heralded a leap forward in understanding. Then, in the
late 1980s, desktop computers became powerful and ubiquitous, and a few important
space telescopes were launched. By 1991, desktop computers had processor speeds
measured in MegaHertz and storage space measured in MegaBytes. The COsmic
Background Explorer (COBE ) and Hubble Space Telescope (HST ) were in orbit, and
cosmology entered its golden age. High precision measurements combined with heavy
numerical calculations combined to pick out particular parameter sets in Big Bang
cosmology, and by the year 2000 cosmologists had zeroed in on the Lambda Cold
Dark Matter (ΛCDM) cosmological model.
In the mid to late 1990s a large number of space telescopes were launched or
in development, and digital ground telescopes were being built. Cluster comput-
ing centers could provide Teraflops computing systems to run cosmological simula-
tions. With these computers, rigorous, predictive theoretical frameworks could be
established and compared with precision observations. The Wilkinson Microwave
Anisotropy Probe (WMAP) satellite and Sloan Digital Sky Survey (SDSS)—along
with other observations—combined to tightly constrain parameters of the ΛCDM
cosmology. By the middle of the first decade of the twenty-first century, cosmologists
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knew the three main components of the Universe—baryonic matter, dark matter and
dark energy—and their proportions at the percent level. But, we understand very
little about two of the three components.
An enormous number of NASA missions will end in the next few years, and
cosmologists will be left with a smaller number of telescopes, but those instruments
will produce enormous data sets. The data provided will be so precise that to continue
to build knowledge of the Universe, precision modeling and detailed understanding of
potential systemic errors will be necessary. Perhaps cosmology is entering a platinum
age, where cosmologists will be data-rich and insight driven, as opposed to data-
starved and driven by the need to build data sets. To fully harness the power of these
data sets, theory and modeling will need to support from large simulation campaigns,
so large that the traditional model of running a simulation on a cluster computer
and then moving data around for analysis will no longer be viable. Cosmologists will
need to utilize federated computing resources to manage large data and strengthen
collaborative study.
This dissertation touches on each of the major issues facing cosmologists in this
transition. I have made an attempt to using grid computing resources to improve
simulation efficiency and data sharing. I have also explored one potential systematic
effect in galaxy-cluster–based cosmological studies: line-of-sight projection.
Chapter 2 traces the history of cosmology, from paleolithic times to modern wide-
area sky surveys. Unfortunately, the history is abbreviated and focuses only on
developments in Western culture, which is not meant to be a slight to great Eastern
astronomers, or downplay the importance of historical details, but due to the limited
time and space for this document. By the end of Chapter 2, we should have an appre-
ciation for how current and next-generation sky-surveys require precision modeling
to fully exploit their large data sets. Chapter 3 presents the standard cosmological
model (ΛCDM) and how we use current computing methods to generate artificial Uni-
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verses on our desktops—or at a computing center—and how we are entering a phase
in computational cosmology where grid computing methods are needed to manage
the rising deluge of simulated data.
The next three chapters cover published work, or work that will be submitted
for publication shortly after presenting this dissertation. The first research oriented
chapter describes efforts to build a grid-aware cyberinfrastructure for cosmological
simulations. Chapter 4 is an amalgamation of two published works—Erickson et
al. (2012) and Erickson et al. (2013)—as well as some new results. This chapter
describes my efforts to develop a workflow environment for efficiently running cosmo-
logical simulations, which could ideally one day serve as, or inform, a backend for a
cosmological simulations gateway, as described in Chapter 3. The next two research
chapters are related to precision modeling for wide-area sky surveys. Chapter 5 is a
study of how line-of-sight projection in optical galaxy cluster observations can bias
extracted cosmological parameters, published in Erickson, Cunha, and Evrard (2011).
Chapter 6, partially motivated by the work found in Chapter 5, presents a method
for accounting for line-of-sight projection with the optical cluster finder red-sequence
Matched-filter Probabilistic Percolation (redMaPPer). This work, with sufficient ex-
pansion and improvement, will be submitted as Erickson, Rykoff, and Rozo (2013).




From Naked Eye Astronomy to Precision
Cosmology
Astronomy is by far the oldest of the natural sciences, representing the growth of
humanity’s concept of the world and its place in it. While other sciences have de-
veloped relatively recently in human history, astronomy has had at least an implicit
place in humanity’s mind from the earliest times. The lives of early humans were
driven by the rising Sun, which brings light and warmth, and also panic and con-
fusion from an occasional eclipse. Attempts to understand these daily events would
have driven the earliest astronomers. Early astronomy was an amalgamation of reli-
gion, philosophy, astrology and astronomy; but, by the Neolithic Era, astronomy was
truly scientific, evidenced by surviving megaliths such as Stonehenge (Challener, 1999;
Hawkins, 1963, 1985; Hoyle, 1966a,b; Lockyer, 1906; Newham, 1966) that illustrate
astronomical alignments. Humanity has continued to study the sky since Neolithic
times, progressing from megaliths marking the solstice to precision cosmology, aiming
to describe the history and structure of the Universe with detailed observational data
and mathematical models.
In this chapter, I will provide an overview of the history of occidental astronomy
and cosmology from Mesopotamian times up to today. With that historical context
in place, I will give examples of observations that led to general relativity and the
Friedmann–Lemâıtre world model. Next, I will chronicle efforts to investigate that
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model with improved technology led to the standard ΛCDM cosmology. Finally, I
will describe modern cosmological surveys, culminating with a description of the
Dark Energy Survey (DES), which the work described in this dissertation supports.
2.1 Foundations
Ancient astronomy is minimally documented, but we can imagine paleolithic humans
looking out from the Lascaux caves at night wondering about their place in the
cosmos. Megalithic structures show astronomical alignments, and so surely ancient
civilizations were able to make some measurements of the night sky, though no written
records survive to describe their conception of the Universe. Thanks to near invincible
clay tablets, we know the Babylonians believed in a six-level Universe, with two
heavens and two underworlds, and that Earth was a disk floating in the sea.
But, we have much more details about astronomy in classical times. The word
cosmology comes to us from ancient greek—κόσμος (world) + -λογία (treating of)—
by way of medieval latin—cosmōlogia—carrying with it thousands of years of his-
tory. Much of Greek cosmology fixated on solving a problem set by Plato (b. 427
BC). Plato believed heavenly bodies moved exclusively in circles, and he posed this
problem to mathematicians: what circular motions, uniform and perfectly regular,
are the essence behind the apparent irregular wanderings of the planets (Pannekoek,
1961)? His student Eudoxius (b. 408 BC) devised a system of 27 homocentric rotating
spheres, with one assigned to the background stars, and the rest divided among the
moon, known planets and the Sun. Eudoxius’s contemporary Callippus (b. 370 BC)
added seven more spheres to account for additional observations. Another of Plato’s
students, Aristotle (b. 384 BC), devised another system of the cosmos, influenced by
Callippus. Aristotle required 55 crystalline spheres, with 22 of them counter-rotating
to explain the apparent motions of planets and stars (Pannekoek, 1961). These are
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the Greek explanations of the cosmos that we normally remember, but shortly after
Aristotle, another Greek made a profound leap in logic to produce another model of
the Universe, one that would not be repeated for quite some time.
Aristarchus of Samos (b. 310 BC) made an effort to calculate the relative distances
to the Sun and Moon, and then computed their relative volumes to the Earth—by
using the arc of Earth’s shadow during eclipses to relate the size of the Moon to
the Earth. He found that the sun had a volume between 254 and 368 times that of
Earth (the modern value is ≈1.3 × 106). Perhaps because he found it absurd that
such a large object would move about the earth he adopted a heliocentric model for
the cosmos. Unfortunately, the only surviving text from Aristarchus is the one in
which he computes the relative distances and sizes of the Sun and Moon. We know of
his heliocentric theory today because Archimedes references Aristarchus in his works,
and Archimedes is nearly contemporary with Aristarchus (Heath and Aristarchus of
Samos, 1913). However, the heliocentric theory did not gain sufficient popularity to
compete with Aristotle’s model. Astronomy continued to develop through antiquity,
building on Aristotle’s model, culminating with Ptolemy’s (b. AD 90) theory of the
Universe.
Ptolemy put forth a much more complete and useful theory of the cosmos than
his Greek predecessors, combining much of the work from the preceding 500 years—
especially that of Hipparchus (b. 190 BC)—in one useful set of tables and mathe-
matical relations. Ptolemy’s opus, Almagest, presents a geocentric Universe—solar
system plus background stars—where a number of phenomena are explained mathe-
matically, by nested circular motions and epicycles, illustrated in Figure 2.1. Ptolemy
presents an explanation of the motion of the planets, and their apparent retrograde
motion against the zodiac, precession of the equinoxes, eclipses and more (Hethering-
ton, 1993; Pannekoek, 1961); the work was so powerful that it remained the basis for
cosmological studies for nearly 1500 years.
6
Figure 2.1: Ptolemy’s Universe as illustrated in Cellarius (1661).
Between the final dissolution of the Roman Empire (476) and the beginning of
the scientific revolution (1543), astronomy was a subject limited to study within
the Catholic Church, due to its need to correctly reckon religious holidays. In the
thirteenth century Thomas Aquinas (b. 1225) united the Aristotelean cosmology with
the doctrine of the Church. Much Greek knowledge disappeared during the dark ages,
but many classical manuscripts were stored at libraries in the Middle East. During
the renaissance, classical knowledge flowed with commercial trade back to western
Europe from the Middle East. The Ptolemaic system again became the accepted
system, but it needed to be improved. It did not provide sufficient accuracy for
religious events to occur on the same days as they had been in historical times, and
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as trade routes expanded in the renaissance, more accurate navigational tools were
required. The need for a better astronomical system for the Church and for commerce
provided incentive to improve astronomical observations and calculations.
Modern scientific analysis of the cosmos began in earnest in 1543 when Coper-
nicus placed the Sun at the center of the Solar System and set Earth spinning on
an axis (Copernicus, 1543). With this system, and a number of recent observations,
Copernicus provided a simpler explanation of the cosmos—in that there were fewer
motions that explained more observable phenomenon—that could make better pre-
dictions than the Ptolemaic system. The Copernican Universe is illustrated in Figure
2.2. The year 1543 is considered the start of the scientific revolution, and advances in
astronomical observations and theories would come much more frequently thereafter.
Even with the new heliocentric worldview in place, background stars were thought
constant and unchanging, but in 1572 a supernova appeared in the constellation
Cassiopeia. Noticing this new star, Tycho Brahe was struck by the idea that amassing
observational data would be the best way to improve astronomical theories. From
1572, observation would be his life’s work. He was meticulous in his observations,
demanding precision beyond any previous observer—to the point that when concerned
about atmospheric refraction affecting his measurements at the arcminute level, he
would send assistants to different latitudes to double check measurements. Late in his
career, Brahe hired Johannes Kepler, who would inherit and analyze Brahe’s data,
arriving at his eponymous laws of planetary motion. These laws were invaluable to
Isaac Newton as support for his law of gravitation.
Building on Galileo’s work on linear motion, and Huygens’s on centrifugal force,
Newton was presented a scientific world where it was well established that a force of
attraction directed toward the center of an orbit acts upon the planets and moon.
The question Newton addressed was how that force varied with distance. Huygens
had estimated in 1673 (Bell, 1941; Huygens, 1673) that the centrifugal force on a
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Figure 2.2: The Copernican Universe as illustrated in Cellarius (1661).
body is proportional to both the square of the its velocity and to the inverse of the
its radius of motion. With Kepler’s third law—the square of the orbital period is
proportional to the cube of the semi-major axis—Newton was able to explain how
centrifugal force varied with distance. In particular, a four times larger circular orbit
has an eight times larger period, hence a two times smaller velocity. Then, using
Huygens relationship, that orbit experiences a sixteen times smaller centrifugal force.
If Gravity compensates in the same ratio, then such a planetary system obeys an
inverse square law for the gravitational force. His theory was completed in 1684–
1685, presented to the royal society in 1686, and published in 1687, along with his
mathematical theory, calculus (Newton, 1687).
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Newton’s theory reinforced the heliocentric model for the Solar System but, sci-
entists were becoming aware that the Universe extends beyond the Solar System, and
started to address the nature of the Milky Way and stellar background. The first cos-
mological models extending beyond the Solar System were speculative conjectures,
but they are interesting nonetheless. René Descartes put forward a model of inter-
locking Solar Systems (Descartes, 1677) as shown in Figure 2.3a. In 1750, Thomas
Wright attempted to put the Sun and the other stars in orbit around a divine center
(Figure 2.3b, and noted that an observer looking out from a location on the spherical
shell orbiting the center would observe a bright band of stars exactly like the Milky
Way (Wright, 1750). In 1755, Immanual Kant proposed a hierarchical structure for
the Universe—from the level of a galaxy down to a solar system—and that celestial
objects are flattened by rotation (Kant, 1755).
William Herschel mapped the stars in the Milky Way in 1785 (W. Herschel, 1785),
making cosmology a more staid subject. Herschel argued that the observable distant
nebulae were actually galaxies like our own, and set about the task of resolving stars
in those distant nebulae. His endeavors led him to doubt his own theory, as he
discovered cases where there were regions of luminous gas that could not be resolved
into stars. He lost faith in his model and started to believe the galaxy had no edge.
However, his study led to the first large catalog of interesting nebulae (W. Herschel,
1786). This and a contemporary catalog of objects by Charles Messier (Messier, 1781)
were the earliest extensive galaxy catalogs, and we still use Messier identification
numbers today (e.g., M51 in Figure 2.6). William Herschel’s son, John, continued
cataloging objects visually, releasing the General Catalogue of Nebulae in 1846 (J.
Herschel, 1864), which provided a large fraction of the objects for John Dreyer’s New
General Catalogue (NGC) of Nebulae and Clusters of Stars (Dreyer, 1888) and two
Index Catalog supplements (Dreyer, 1895, 1908). All of these catalogs are relevant
to astronomy today, because many observable objects are identified by the number
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(a) René Descartes (b) Thomas Wright
Figure 2.3: The Universe according to Descartes and Wright. Descartes imagined a
world of interlocking Solar Systems (left). In this image, S represents the sun, while
C, L, K and O are other stars in the center of their own regions of circular motions.
Wright imagined a shell of stars circulating about a divine center (right). Wright
adopted this model, because looking out in the tangential direction from the shell,
an observer would see a band of stars across the sky, which could explain the Milky
Way.
that they were assigned in these early visual catalogs (e.g., NGC 1365 in Figure 2.6).
The visual cataloging of objects was done by 1908, as photographic methods became
viable.
After Newton introduced his laws of motion, he and other scientists appreciated
that the nature of this gravitational law had important implications for the large-scale
structure of the Universe. In particular, if all objects are gravitationally attracted
to each other, how can the Universe be stable as it appears to be? One way to
resolve this problem is to allow space to extend infinitely in all directions, with a
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Figure 2.4: William Herschel’s measurement of star positions; the Milky Way Galaxy
(W. Herschel, 1785).
uniform distribution of stars. Early observations suggested that there was an even
distribution of stars in all directions, although the Herschel map showed otherwise.
This uniform distribution theory had problems, one of which was the idea that if a star
were perturbed from its equilibrium position, it would be attracted gravitationally to
another star. Nonetheless, with no better theory in place, the idea of a static and
infinite–as well as spatially flat–Universe, was the prevalent theory, until the late 19th
century. Several observations and theoretical developments in the early 20th century
created doubt about the static Universe model.
2.2 Early Twentieth Century Observations
There were a number of observations and predictions made in the early 20th century
that are consistent with, and even point to the modern standard cosmological model,
though at the time they were made, they may have seemed confusing and unrelated.
Though not a true 20th century observation, an interesting question to ask about
the sky is, why is it dark at night? A dark night sky fits neatly with the medieval
view that the Universe was created for man to live in, with Earth at its center, and
a finite number of celestial spheres (Harrison, 1987; P. Schneider, 2006), but does
not fit as well in the post-scientific resolution and enlightenment world. A dark
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sky does follow from an infinite Universe with a uniform distribution of stars, which
would make the sky bright. This question is commonly known as Olbers’s paradox,
though the problem was posed by others before Heinrich Olbers posed the problem
in 1823 (Harrison, 1987). The dark sky implies that the Universe is not infinite,
or the distribution of stars is not uniform, or some effect causes distant starlight to
be diminished on its path to Earth. There is another possibility, one that would
have made many of the early natural philosophers uncomfortable but that gained
traction in the 20th century: the Universe is not static. Perhaps stars evolved from
some factor that occurred before stars could exist, or perhaps some property of the
Universe evolves in time that influences starlight.
In 1927 Georges Lemâıtre proposed that the Universe is expanding while investi-
gating the equations of Einstein’s general relativity (Lemâıtre, 1927, 1931). In 1928
Edwin Hubble observed that the doppler shift of spectral lines from distant galaxies
showed that the recessional velocity of those galaxies increases linearly with their
distance (Hubble, 1929) as shown in Figure 2.5;
v = H0D, (2.1)
where H0 is the Hubble constant. This finding offered support for Lemâıtre’s predic-
tion, but comes with an odd implication. If everything in the observable Universe
is moving apart, then if we were to run time in reverse, at some point, everything
could come together. If we could wind the clock back far enough, all matter and
energy would be so densely packed that the laws of physics as we know them would
not apply. We call the early hot and dense state from which the Universe started the
Big Bang.
Aside from all these large-scale observations, there were some smaller scale investi-
gations of individual galaxies and clusters of galaxies around the same time. Studying
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Figure 2.5: Edwin Hubble’s original galaxy recession diagram. The horizontal axis
is the distance to the galaxy, while the vertical axis is their measured recessional
velocity. Filled circles and solid line are computed using galaxies individually, while
the open circles and dotted line result from combining galaxies into groups. The cross
is the mean velocity and mean distance corresponding to 22 galaxies that could not
be estimated individually (Hubble, 1929).
spectra of stars in the Milky Way, in 1932 Jan Oort found that the stars tended to
move faster than expected if moving only under the influence of mass associated with
visible matter (stars, gas, dust) (Oort, 1932). In fact, the stars had sufficient velocity
to escape the gravitational pull of the other visible matter in the galaxy, but Oort
knew this could not be the case, and he postulated the existence of some unobserv-
able matter. Near the same time, Fritz Zwicky was studying the Coma Cluster of
Galaxies, and applied the virial theorem—derived by Claussius (1870), applied to
star clusters by Eddington (1916)—to their measured velocities and found evidence
for hundreds of times more mass in the Coma Cluster than would be expected based
on the luminosity of the galaxies (Zwicky, 1933, 1937). These observations by Oort
and Zwicky were the first evidence for the dark sector of the Universe, a sector which
will play an more important role later in the 20th century.
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2.3 Classical Cosmology
As World War II approached, astronomers had come around to the Friedmann–
Lemâıtre world models, and there were several questions to address: is space curved;
what is the value of Hubble’s parameter; how fast is the Universe’s expansion decel-
erating (or so they thought. . . ); and what is the mean density of the Universe? A
number of technological advances in the early- and mid-twentieth century would help
answer these questions, though determining some of the answers would take much
longer than anybody in the early-twentieth century expected.
To address these questions and examine the large-scale structure of the Universe,
the visual sky catalogs described in section 2.1 were useful, but not sufficient. Infor-
mation about the sky would need to be acquired and cataloged much more quickly
and reliably, and observations would need to be more precise. In the late nineteenth
century, photographic plates were developed for use in astronomy. Early photo-
graphic materials were not very sensitive, and telescopes were not sufficiently stable
to produce sharp images for the length of required exposures. In 1900, the Lick Ob-
servatory commissioned a new telescope designed for astrophotography, and opened
by photographing M51, shown in Figure 2.6a. Two large telescopes that were de-
signed to be capable of photography are interesting to note. A 100-inch telescope
was commissioned for the Mount Wilson Observatory in California in 1906 and saw
first light in 1917. Hubble used the Mount Wilson telescope for several of his im-
portant observations. A 48-inch aperture Schmidt camera—a new wide-field design
(B. Schmidt, 1938)—was built at the Mount Palomar Observatory in California be-
tween 1939 and 1949, and then used for a nine-year, all-sky photographic survey,
with 14 inch photographic plates in two colors. The survey covered the entire sky
in the northern hemisphere (Minkowski and Abell, 1963). The NGS-POSS was an
indispensable research tool for years, providing images for the first Abell catalog of












































































Figure 2.6: A series of images to illustrate improving telescope technology. The top
row shows images of a series of individual galaxies from a variety of telescopes span-
ning more than a century. The first image shows detail of a commissioning photograph
from the Lick Observatory in 1900 containing M51, the Whirlpool Galaxy (2.6a). The
second image shows M33, the Triangulum Galaxy , on a red sensitive photographic
plate from the NGS-POSS (2.6b). The next image shows NGC 2403 from the SDSS
(2.6c). The final image shows a recent image of NGC 1365 from the DES (2.6d). This
set of images illustrates how much more detail is available to astronomers today than
in the early and middle twentieth century, as recent images have more resolution,
color information and can detect fainter objects. The bottom row shows two images
of the same region of space with two different telescopes separated by half a century.
They each show Abell 2151 from the NGS-POSS (left, 2.6e) and SDSS (right, 2.6f)
respectively. This pair of images is meant to illustrate how new digital surveys with
color information that find dimmer objects make identifying clusters faster and sim-
pler, especially when paired with computer analysis, which was not available to Abell
when he first identified Abell 2151.
Zwicky and Abell catalogs (Abell, Corwin, and Olowin, 1989; Zwicky et al., 1961–
1968). The World War II era not only saw telescopes with controls precise enough
for photographic surveys, but also technological development allowing observation at
frequencies outside the visible spectrum, which led to discoveries beyond what simple
visible observations would provide. Figure 2.6 shows how sky surveys have improved
from the first photograph-enabled telescopes to the most recent CCD telescopes, de-
scribed later in the chapter.
2.4 Recent Observations
Early observations were consistent with world models developed by Friedmann and
Lemâıtre. The recessional velocity measurements suggested some early hot dense
period in the early Universe, emergence from which was dubbed the Big Bang (or
horrendous space kablooie, see front matter). However, some astronomers held out
for some other ideas, most notably Fred Hoyle with the steady state theory (Hoyle,
1948; Hoyle, Burbidge, and Narlikar, 1993). But, the post World War II years came
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with new observations that bolstered Big Bang cosmology, in particular the ΛCDM
paradigm that will be explained in Chapter 3.
Accepting the Big Bang, it is possible to make predictions about some properties
of the Universe and compare them to observations to see if we are forming a consis-
tent picture. Imagining the Universe as a hot and dense matter fluid, and combining
thermodynamics and Universal expansion, it is possible to estimate the relative abun-
dance of light elements that should be observed in the Universe. Alpher first did this
estimation in 1948 (Alpher, Bethe, and Gamow, 1948) and found rough agreement
with the light element abundances observed at the time, though he missed badly
on heavy element abundances. More detailed calculations, taking into account more
thermodynamic processes is possible (Coc et al., 2004; Kolb and M. Turner, 1990),
and these calculations agree with modern measurements.
Another implication of the description of space-time that Lemâıtre—and others—
used when predicting that the Universe is expanding is that space is isotropic and
homogeneous on large scales (de Sitter, 1917; Friedmann, 1922, 1924; Lanczos, 1922;
Lemâıtre, 1927, 1931; Robertson, 1935; Walker, 1937). Penzias and Wilson (1965)
measured an excess diffuse background radiation while calibrating a sensitive maser
receiver system. They found that the radiation intensity was uniform over the sky in
the wavelength range 1 cm < λ < 1 m, corresponding to a black-body temperature of
about 3 Kelvin. The uniform background radiation was a key hot Big Bang measure-
ment, and Penzias and Wilson were awarded the 1978 Nobel Prize in Physics. In the
distant past, matter was so hot that it existed only in ionized form, and a measurable
low temperature radiation background is a relict of the early ionization. Theorists
predicted that the radiation could be measured, though Penzias and Wilson did not
know it at the time (Doroshkevich and Novikov, 1964; Penzias, 1979)! From the mo-
ment when the Universe cooled enough to allow for atoms to form, photons have been
able to stream freely, carrying information about the state of the Universe at that
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(a) COBE : launched 1989 (b) WMAP : launched 2001
-200 200µK
(c) Planck : launched 2009
Figure 2.7: The CMB as measured by COBE , WMAP and Planck . The uniform
component of the CMB has been removed, as well as the dipole component due to
Earth’s velocity through the background radiation. Additionally, the images have
been corrected to remove radiation from the plane of the galaxy, leaving a map of the
fluctuations in the microwave background. Each plot is on the same scale, in units of
microKelvin. These anisotropies give hints about the geometry of the Universe, as well
as the seeds of structure formation. Notice how the more recent maps have much finer
detail. The COBE instrument had an angular resolution of 7 degrees, while WMAP
had 13.5 arcminutes, and Planck 5 arcminutes, improvements by factors of 30 and
2.5 respectively. Additionally, WMAP ’s instruments were 45 times more sensitive
than COBE ’s, and Planck ’s 10 times more sensitive still. This shows how much more
precise measurements have become in the early 21st century. Data for COBE and
WMAP from NASA, and for Planck from ESA and the Planck collaboration (Planck
Collaboration (2013) and related).
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time. The background radiation is called the Cosmic Microwave Background (CMB).
Given that we have structure in the Universe today, one would expect to see very small
fluctuations in the CMB that would be amplified by gravitational infall to give the
structure we see today (Kolb and M. Turner, 1990). Many experiments have gathered
data on the CMB, space-based telescopes are especially notable: the COBE , starting
in 1989; the WMAP starting in 2001; and the Planck satellite, launched in 2009.
COBE verified that the CMB is a perfect source of blackbody radiation with a tem-
perature of 2.7 K, and measured that there were anisotropies in the CMB, but was
not capable of exploring those anisotropies in detail (Mather et al., 1994; Smoot et al.,
1992). For discovering the anisotropies and verifying the black body spectrum of the
CMB, the COBE team was awarded the Nobel Prize in 2006. WMAP carried much
more sensitive instruments and was able to measure anisotropies in detail (Komatsu
et al., 2011; Spergel et al., 2003). Figure 2.7 shows maps of the CMB as measured by
COBE and WMAP . However, those fluctuations are smaller than would be expected
for a Universe in which baryons are the only source of matter, giving support to the
idea of Dark Matter, in accordance with Oort’s and Zwicky’s observations. The CMB
also favors a Universe in the Lemâıtre model with no curvature (see Chapter 3), re-
quiring a specific amount of total energy in the Universe, but the amplitude of the
temperature fluctuations suggested that matter (luminous or dark) can only account
for ∼30% of that required energy.
In 1998 and 1999, two groups performing experiments similar to Hubble’s reces-
sional velocity measurements but using Supernovae (SNe), found evidence supporting
an expanding Universe, and that the expansion is accelerating (Perlmutter et al., 1997,
1999; Riess et al., 1998). They measured the redshift of the SNe, which is equivalent
to Hubble’s original recessional velocity measurements, and applied standard candle
assumptions and measurements to measure the distance to those objects. So ve-
locity/redshift is on x-axis in both cases, and distance on y-axis. Their results are
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Figure 2.8: The Hubble dia-
gram for Type Ia SNe from the
High-Z Supernova Search (Riess
et al., 1998) and the Super-
nova Cosmology Project (Perl-
mutter et al., 1999). The bot-
tom panel shows residuals for
the cosmological fits given in the
upper panel legend. Figure from
Perlmutter and B. P. Schmidt
(2003).
Supernova Cosmology Project

























High-redshift (z > 0.15) SNe:
Calan/Tololo SN Search
CfA & other SN follow-up


















shown in Figure 2.8. Accelerating expansion is a clear indicator that the missing
energy density required to give the Universe its flat geometry exists in a form with
negative pressure. We call the energy driving the accelerating expansion dark energy ,
and there are many models to describe it, one of which is a cosmological constant Λ,
described in detail in Chapter 3. There are also more exotic explanations for dark
energy which involve dynamical non-canonical scalar fields (see e.g., Saotome (2013)),
but those lie outside the scope of this work.
In addition to previously mentioned virial theorem and CMB measurements im-
plying the existence of non-luminous matter, careful analysis of a cluster commonly
called the Bullet Cluster shows strong evidence for the existence of dark matter.
Galaxy clusters are the observational counterpart to dark matter halos, and are the
largest graitationally bound objects in the Universe. Density fluctuations in the early
Universe grow by gravitational collapse into large dark matter structures that we
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Figure 2.9: A Composite X-ray, dark matter and optical wavelength image of galaxy
cluster 1E 0657-56, the Bullet Cluster , with stars shown as bright points, the X-
ray gas temperature shown in pink and the weak-lensing mass distribution shown
in blue. This cluster provides strong evidence for the existence of dark matter.
Credits: X-ray: NASA/CXC /CfA/Markevitch (2006); Lensing Map: NASA/STScI;
ESO WFI; Magellan/U.Arizona/Clowe et al. (2006) Optical: NASA/STScI; Magel-
lan/U.Arizona/Clowe et al. (2006).
call halos. These halos also contain luminous matter, such as stars, galaxies and hot
intergalactic—or intracluster—gas. X-ray observations of the spatial gas distribution
about the Bullet Cluster cluster suggests that it is a high-velocity merger event of two
different clusters, with the interacting gas lagging behind the motion of the collision-
less galaxies. Additionally, a weak gravitational lensing study of the mass distribution
shows that the majority of the overall cluster mass corresponds to the center of the
galaxy distribution. This suggests that the dark matter has continued on its trajec-
tory along with the luminous matter, implying that it is a non- or weakly-interacting
form of matter, while the diffuse gas from the two clusters has collided and slowed.
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The measurements are combined into one false color image overlaid on the cluster’s
galaxy distribution in Figure 2.9. The clear separation of mass and gas is strong evi-
dence for dark matter of the same type that would match other observations (Clowe
et al., 2006; Clowe, Gonzalez, and Markevitch, 2004; Markevitch, 2006; Markevitch
et al., 2004).
2.5 Theoretical Developments
Some of the observations described in the previous section create more problems to
be solved. Observing small anisotropies in the CMB creates three problems (Dicke
and Peebles, 1979). First, the horizon problem: why are parts of the sky that should
have been causally separated in the early Universe appear to have been in thermal
equilibrium? Second, the flatness problem: the equations of generally relativity show
that if at any point in the history of the Universe, it had not been flat, the spatial cur-
vature would have rapidly evolved to be less flat (see 3.1 for a discussion of flatness).
To observe the level of flatness we see today, the early Universe would have had to
be flat to a part in ∼1016, which is an unsatisfying fine-tuning problem. Third, many
theories predict that we should observe magnetic monopoles. Guth (1981) proposed
an idea that could solve all of these problems simultaneously. He proposed that in the
very early Universe there was a rapid, exponential expansion of space. This means
that patches of the sky that appear to not be causally connected actually were, since
the correspond to much smaller patches before inflation. Also, if there were a region
of space that had a complicated curved structure, the rapid expansion could drive
the region to become so large that locally, it appears to be flat. Finally, inflation
reduces the monopole density to such low levels that we should not necessarily expect
to observe them.
Computer simulation of physical systems became sufficiently sophisticated in the
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second half of the twentieth century to address some of the questions raised by the
observations. At first, simulators had difficulty producing the correct distribution
of matter on both large and small scales in a variety of cosmological models—
e.g., Standard Cold Dark Matter (Davis et al., 1985; Dodelson, Gates, and M. Turner,
1996; Maddox et al., 1990a). Early models favored matter densities that produce flat
spatial curvature (see section 3.1), but the distribution of matter could more readily
be matched with simulations where the matter density of the Universe is only ∼30%
of that required to give a flat spatial curvature (Efstathiou, Sutherland, and Maddox,
1990; Evrard et al., 1993). Also, observed X-ray emission from galaxy clusters when
compared with simulations suggest that the ratio of baryonic matter to dark matter
in clusters does not differ from the cosmic value, and that observations are with the
matter density being only∼30% of the total required for a flat Universe (Evrard, 1997;
S. White et al., 1993). However, these simulations were independent of the presence
of dark energy, so a flat spatial curvature—favored by CMB measurements—could be
achieved by a combination of low matter density and large dark energy density, ∼30%
and ∼70% respectively (Carroll, Press, and E. Turner, 1992; Ostriker and Steinhardt,
1995).
The 1980s saw inflation and computer simulation combine with ever higher preci-
sion observations to buttress the conclusion that the Universe not only has luminous
matter, but dark matter and dark energy, described by Einstein’s general relativity.
2.6 Modern Cosmology
Modern cosmology is built around measurement in many wavebands, but I focus
on optical galaxy catalogs, because that is where I have focused my effort in DES.
The early galaxy cluster catalogs of Abell (1958) and Abell, Corwin, and Olowin
(1989) were determined by visual inspection of photographic plates. Visual inspec-
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tion is highly prone to systematic errors (Dekel et al., 1989). Other visually identified
galaxy and galaxy cluster catalogs (e.g., Shane and Wirtanen (1967); Zwicky et al.
(1961–1968)) also had significant systematic effects that generated interesting dis-
cussions about how reliably clusters could be identified, whether the galaxy counts
(or richness) for clusters were reliable and if clusters are prone to projection effects
alon a line-of-sight (de Lapparent, Kurtz, and Geller, 1986; Groth and Peebles, 1977,
1986a,b). Not only did visual inspection introduce systematic errors, but larger sky
surveys produced so much data that the only way to extract useful information was
to develop high speed methods for identifying galaxy clusters. In the years after the
Lick Survey (Shane and Wirtanen, 1967), computational and photographic power
advanced significantly, and automatic scanning machines allowed for digitization of
sky surveys. The Automatic Plate Mover (APM) galaxy survey eventually found 3
million galaxies using automated photographic plate scanners (Dalton et al., 1997;
Maddox, Efstathiou, and Sutherland, 1990; Maddox et al., 1990b), which was a sig-
nificant improvement compared to the 30,000 galaxies in Zwicky et al. (1961–1968).
The next round of galaxy surveys added the ability to determine the distance to
galaxies by measuring their distance—or redshift, see section 3.1—with multi-object
spectrometers. With the distance information, the Harvard–Smithsonian Center for
Astrophysics (CfA) redshift survey (Huchra et al., 1983) and the impressive Two-
degree-Field Galaxy Redshift Survey (2dFGRS) were able to probe the large-scale
structure of the Universe with their statistical power and three dimensional position
measurements, discovering the Great Wall (Geller and Huchra, 1989) and finding
Baryon Acoustic Oscillation (BAO) (Cole et al., 2005). The distribution of galaxies
observed by the CfA survey and 2dFGRS are shown in Figure 2.10, along with more
recent observations from the SDSS described below, and corresponding galaxies from
a recent large-scale structure simulation.
The SDSS was fully a fully end-to-end digital survey, which allowed data to be
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Figure 2.10: Observed galaxy distributions from three galaxy redshift surveys,
and corresponding simulated galaxy distribution from the Millennium SImulation
(Springel et al., 2005). The inner top wedge shows galaxies from the Harvard–
Smithsonian Center for Astrophysics redshift survey, while the outer top wedge shows
SDSS galaxies, and the left wedge shows the distribution measured by 2dFGRS. The
remaining wedges show corresponding sections of the Millennium SImulation (image
from Springel, Frenk, and S. White (2006)).
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produced even faster than with the automatic plate-scanning surveys. SDSS used
a wide field of view (3 square degrees), 120 Megapixel CCD camera and covered
nearly 1/4 of the sky during operation. The camera was equipped with 5 waveband
filters, improving on earlier surveys, which usually used 2 color photographic plates,
for precise determination of galaxy positions in three dimensions. The telescope
operated in time-delay integrate mode (D. Schneider, M. Schmidt, and Gunn, 1994),
allowing for long exposures which could be used to find quasars and galaxies at high
redshift. The SDSS is the largest sky survey completed to date. The ninth data
release (Ahn et al., 2012) contains over 900 million celestial objects (stars, galaxies,
etc.), and has spectra for over 2 million of them.
While these surveys were combing the visible wavelengths of light, other large
surveys have explored other wavelengths to investigate properties of the Universe be-
yond the visible mass distribution. The previously mentioned WMAP experiment has
observed the sky at microwave, and its successor experiment, the Planck satellite will
improve the WMAP measurements (Planck Collaboration, 2011a). The Two Micron
All-Sky Survey (2MASS) has covered the sky with infrared observations (Skrutskie
et al., 2006), and the HI Parkes All Sky Survey (HIPASS) covered the southern sky
with radio frequency observations (D. Barnes et al., 2001). The X-ray Multi-Mirror
Mission–Newton (XMM–Newton) and Chandra X-Ray Observatory satellites provides
X-ray coverage of the sky (Cappelluti et al., 2009) and the Fermi Gamma-ray Space
Telescope searches the sky for gamma ray emission (Abdo et al., 2010).
All of these deep and wide-field sky surveys have wrought a fundamental change
in cosmological studies. No longer is there only a race to build collections of objects.
Finding objects is bordering on banal, but understanding measurement systematics
and theoretical uncertainties is becoming a priority for extracting more detailed cos-
mological properties from the plethora of surveys available. With the next generation
of experiments, including the DES, Large Synoptic Survey Telescope (LSST) (LSST
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Science Collaboration et al., 2009), Atacama Large Millimeter Array (ALMA) (Woot-
ten, 2003) and Square Kilometer Array (SKA) (Rawlings and Schilizzi, 2011), there
will need to be advances made in modeling to exploit the full observational power of
the survey. I will now focus on particulars of the DES, which is the survey for which
the work described here supports.
2.7 The Dark Energy Survey
Building on the success of the SDSS, the DES is an optical survey using a new
camera mounted on the 4-meter Blanco telescope at Cerro Tololo Inter-American
Observatory (CTIO) in Chile (Annis, Bridle, et al., 2005; Flaugher et al., 2012).
The survey will observe 5,000 square degrees of the southern sky in five different
optical bands: g, r, i, z, and Y (Kuehn et al., 2012), out to redshift ∼1.3 using a ∼3
square degree field of view, ∼570 megapixel CCD camera. The resulting data set
should contain about 200 million galaxies and about 2000 Type Ia SNe (The Dark
Energy Survey Collaboration, 2005). DES aims to greatly improve constraints on
the dark energy equation of state parameters w0 and wa(described in Chapter 3) and
test general relativity. Currently, w0 is constrained at the ∼10% level, and wa is
only weakly constrained (e.g., Sullivan et al. (2011)), while some tests of models that
modify general relativity are inconclusive (Reyes et al., 2010). DES will tighten these
constraints and tests, by improving and combining measurements of four cosmological
probes: galaxy clusters, weak gravitational lensing, large-scale structure and Type Ia
SNe.
2.7.1 Galaxy Clusters
Galaxy clusters are associated with large dark matter halos, the largest gravitationally
bound objects in the Universe. Galaxy clusters are exceptionally interesting objects,
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they were early indicators of dark matter and provided evidence that the matter con-
tent of the Universe was less than that of the density that corresponds to a flat spatial
geometry (Zwicky, 1933, 1937). For a review of how cluster properties can inform cos-
mology, see the review by Allen, Evrard, and Mantz (2011). Clusters can be observed
in optical, X-ray, infrared, radio or microwave bands, and cross-correlating the signals
can increase the statistical power of surveys to constrain cosmology (Cunha, 2009;
Cunha, Huterer, and Frieman, 2009). Galaxy clusters should be tightly correlated
with the large scale dark matter distribution in the Universe, and the amplitude of
the dark matter structure is set by the cosmological parameters σ8 and Ωm (described
in Chapter 3). Observing galaxy cluster counts and relating their observational sig-
natures back to a theoretical underlying dark matter halo distribution—dark matter
halos host galaxy clusters—allows cluster counts to constrain cosmology (Voit, 2005).
2.7.2 Large-Scale Structure
Baryon Acoustic Oscillation (BAO) are fluctuations in the angular correlation of
the visible baryon density caused by acoustic waves in the early Universe. In the
early Universe, photons and baryons were tightly coupled. If we consider a dense
region of dark matter, baryons and photons in the early Universe, the pressure of
the baryons and photons would create an outward traveling spherical sound wave.
As the Universe expands and cools, the photons and baryons decouple; the photons
continue on their free streaming path and reduce some of the pressure in the system.
A shell of baryonic matter will remain at a characteristic radius—the sound horizon—
away from the original dense region. As the Universe evolves, gravitational collapse
causes the dense regions and the shells of baryonic matter to grow, leaving a pattern
on the sky that allows the sound horizon to be measured as a function of redshift.
This allows the expansion history of the Universe to be characterized, and the time
evolution of dark energy to be constrained. BAO can be seen in measurements of
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the CMB, or in the angular galaxy-galaxy correlation function, with the latter being
the technique that will be employed in DES data. For an extraordinarily detailed
discussion of BAO, see Hu (1995).
2.7.3 Weak Gravitational Lensing
Light from distant galaxies passes massive structures on its journey to Earth. In
some cases, the light is deflected so significantly as to create multiple images of the
background galaxy. This effect is called strong gravitational lensing. A far more com-
mon effect is for the light to be slightly deflected, creating distortions to the size and
shape—shear—of the observable signature of the background galaxy. This is called
weak gravitational lensing. Since one does not know the properties of the unlensed
galaxy, signals can only be analyzed in large statistical samples. The evolution of the
weak gravitational lensing shear power spectrum, and the cross correlation between
foreground galaxies and background shear are both sensitive to the matter content
and expansion history of the Universe (Huterer, 2002), and can be used to constrain
cosmological parameters.
2.7.4 Type Ia Supernovae
Type Ia SNe start as white dwarf stars, which then accrete sufficient mass from a
companion star to pass the Chandrasekhar limit (Hillebrandt and Niemeyer, 2000)
and explode. The luminosity of the supernova rises and falls as a function of time,
with a specific shape when plotted as a function of time and is called a light-curve.
This combination of peak brightness and shape of the light-curves allows the distance
to a supernova to be precisely calculated (Frieman, M. Turner, and Huterer, 2008).
The extreme brightness of SNe means they can be seen at great distances. With
extensive and precise distance measurements, a collection of Type Ia SNe provide a
probe of cosmic acceleration and the expansion history of the Universe, as illustrated
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Figure 2.11: Forecasted 1-σ con-
straints on w0 and wa for DES. The
parameters w0 and wa describe a
particular model for time evolution
of the dark energy equation of state,
and are described in section 3.1.
The fiducial model is taken to be
w0 = −1, wa = 0. Each individ-
ual constraint includes Planck pri-
ors. From Soares-Santos and the
DES Collaboration (2012).
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FIG. 2: LEFT: Forecasted 1! constraints on dark energy parameters from the DES probes, including only statistical errors
and assuming !CDM as the true model. From the largest to the smallest ellipse, the probes considered are baryon acoustic
oscillations (black), supernovae (green), cluster counts (magenta), and weak lensing (blue). Each constraint is combined with
a prior expected from Planck CMB measurements; additionally, the supernovae constraint includes an 8% prior on H0.
RIGHT: Same as LEFT but now the true model is assumed to be our toy modified gravity model with " = 0.68.
Shown are the forecasted constraints when we incorrectly attempt to fit a GR+dark energy model to the data. The center of
the weak lensing ellipse has moved to (w0, wa)=(-1.1, 0.47) while the cluster counts ellipse has moved to (-1.19, 0.90). The
probes are seemingly consistent, but we discuss the problems with this interpretation in Section IIIB.
Our first task then is to determine the expected values of the measurements for the four probes in the assumed modi-
fied gravity model and compare those to the predictions in standard GR+Dark energy. We consider a set of 8 standard
cosmological parameters with fiducial values {w0, wa, !DE, !k, h, !b, ns, !8} = {!1, 0, 0.73, 0, 0.72, 0.046, 1, 0.8} where
!k is the curvature density, h is the Hubble constant in units of 100 km/s/Mpc, !b is the baryon density, ns is the
slope of the primordial spectrum, and !8 normalizes the matter power spectrum at z = 0. For each probe, we then
compute the constraints including projected priors from the Planck satellite [see e.g. 16]. We include only statistical
errors in the projections for each experiment, therefore our parameter constraints will be optimistic but su"cient for
our goal, which is to compare methods of testing GR.
For two probes, supernovae and BAO, the answer is simple: these probes are sensitive only to background geometry
which is assumed identical in our MG and GR models, so the predictions for the distance moduli (from supernovae)
and correlation function peak (due to BAO) are identical to standard GR and #P = 0. The projected contours
therefore are centered on the point in parameter space corresponding to the fiducial values. The only work that needs
to be done is to determine the Fisher matrix which delineates the allowed region. This has been done before; here we
simply reproduce these results, shown projected onto the (w0, wa) plane in Figure 2. The CMB is mostly insensitive to
our choice of MG since " only determines structure growth in the late Universe. The CMB power spectrum is in fact
a$ected by gravity modifications via the late Integrated Sachs-Wolfe e$ect [17, 18] and gravitational lensing, but we
ignore these e$ects, which should only reduce our sensitivity to MG. Our Planck prior is therefore unchanged between
the GR and MG cases. Only the weak lensing and cluster predictions are significantly changed when comparing GR











in Figure 2.8. Type Ia SNe are a powerful probe. As mentioned earlier, they a e the
observable that convinced the cosmology community that the Universe’s expansion is
accelerating, i.e., that dark energy exists.
2.7.5 Combined Probes
While DES will have power to constrain cosmology in each of these robes indi-
vidually, by combining probes the cons raints on parameter can be dramatically
improved. DES will be the first experiment designed to use all four probes from one
data set, and Figure 2.11 shows the power of combining probes. With all four probes,
DES aims to constrain the dark energy equation of state parameters {w0, wa} at the
5% and 30% level respectively (Soares-Santos and the DES Collaboration, 2012).
2.8 Conclusion
A large fraction of the sky is now covered with large surveys at every useful wavelength
in the electromagnetic spectrum. Long gone are the days of looking through a tele-
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Figure 2.12: Dark energy con-
straints from combining all cos-
mological datasets as described in
Vikhlinin et al. (2009). Here,
we can see that all of the dif-
ferent cosmological probes are in
general agreement in constrain-
ing the dark energy parameters
w0 and ΩΛ discussed in Chapter
3. They find w0 = 0.991 ±
0.045(±0.04 systematic) and ΩΛ =
0.740± 0.012.
























scope, attempting to identify nebulae visually. From the early days when the nature
of the Universe was completely unknown, we are now in an era where tight constraints
on specific models are achieved by wide-field all sky digital surveys. Cosmology has
become a true precision science, with a standard cosmological model covered in the
next Chapter, and all observations from every method and wavelength agreeing with
the model predictions spectacularly well. Most of the parameters of the model have
been identified to a few-percent level precision, and all of the cosmological probes
agree, as shown in Figure 2.12. In this era, to gain more precision or to probe slightly
modified models, such as time evolution of dark energy, small systematic effects and
properties of detection and selection need to be identified and characterized. In this
dissertation, I explore one particular problem in optical observations of galaxy clus-
ters, and explore how significant the effect can be in estimating model parameters, as
well as how to produce data to aid the modeling. In Chapter 4 we will look at how to
produce simulated data to improve modeling, and then in Chapters 5 and Chapter 6





Current and next generation sky-surveys will be able to measure cosmological pa-
rameters at the percent level, so potential systematic measurement errors must be
understood in detail, and implications of underlying theoretical models must be clear.
To support analysis for Dark Energy Survey (DES), large simulations for a variety of
cosmological models are needed to make detailed predictions about the dark matter
distribution, and to vet the scientific analysis process. These simulations are run
using N-body simulations that trace the growth of structure over cosmic time in an
expanding background. Simulations supporting DES are large and computationally
intensive, requiring large national computing infrastructure. To expedite production,
these simulations can be managed with software developed to maximize efficiency on
that infrastructure, and some of this dissertation is dedicated to documenting efforts
to use that software by mapping our N-body problem into the appropriate form.
Overall, by building large simulations efficiently, DES as well as future surveys such
as the Large Synoptic Survey Telescope (LSST) should be able to realize their full
power.
This chapter outlines the standard ΛCDM cosmological model, then describes the
development of N-body simulations and how simulations for DES produce synthetic
sky surveys. Then, it lays out why exploiting cyberinfrastructure is useful for scientific
collaboration, and how it should be helpful for DES and future sky surveys.
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3.1 The Standard Cosmological Model
The observations described in Chapter 2 show that the Universe started with a hot
Big Bang, then experienced a period of rapid inflation. After inflation, we were left
with a spatially flat Universe that is accelerating due to dark energy. The energy
required to make the Universe flat comes in three major components:
1. baryonic matter, making up about 4% of the energy;
2. dark (non-luminous) matter (for which there are many potential explanations,
see e.g., Harper (2013)), making up about 23%;
3. dark energy, with negative pressure, making up the remaining 73%.
These facts can be combined with Einstein’s theory of general relativity to give the
ΛCDM —or standard—cosmological model of the Universe.
The standard cosmological model arises using general relativity, combining the
energy-momentum properties of a perfect fluid and spacetime geometry or gravity
with a specific choice of spacetime metric. We will start our study of standard cos-
mology with Einstein’s equation from general relativity, closely following Hobson,
Efstathiou, and Lasenby (2006). I will not repeat the long and necessary derivations
to arrive at Einstein’s equation, but start with Einstein’s equation and find prop-
erties of space-time with observable implications—with details in Appendix A. In
particular, I will investigate the Universe’s kinematic and geometric properties.
Einstein’s equation encompasses all of the differential equations relating the cur-








where gµν is the metric tensor, Rµν and R are the Ricci tensor and scalar, G is
Newton’s gravitational constant and Λ is the cosmological constant.
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Careful inspection of each term in the equation, using the Freidman–Lemâıtre–
Robertson–Walker (FLRW) metric (see Appendix A.1), and checking all of the indices











c2 + Λc2 (3.2)






























Λc2R2 − c2k, (3.5)
which are known as the Friedmann–Lemâıtre equations.
Before moving forward with the Friedmann–Lemâıtre equations, it is convenient
to recast the density term into it’s components and recast them as dimensionless
densities relative to the critical density of the Universe. There are three significant
components to the density from a cosmological perspective: matter, radiation and
dark energy, Λ, so that the total energy density can be written
ρ(t) = ρm(t) + ρr(t) + ρΛ(t). (3.6)














If we consider our three components, and use the Friedmann–Lemâıtre equations
to determine how they evolve with time (See Appendix A) , we find
ρm(t) = ρr,0(1 + z)
3 (3.9)
ρr(t) = ρr,0(1 + z)
4 (3.10)




where we have introduced the cosmological redshift z,















Rewriting equation 3.5 in terms of the dimensionless densities gives the simple
equation
Ωm + Ωr + ΩΛ = 1− Ωk, (3.15)
where all the variables have time dependance. There are three types of Universes
that can be specified by the parameters on the left hand side of this equation:
Ωm + Ωr + ΩΛ < 1⇔ k = −1, open (3.16)
Ωm + Ωr + ΩΛ = 1⇔ k = 0, flat (3.17)
Ωm + Ωr + ΩΛ > 1⇔ k = 1, closed. (3.18)
36
CMB measurements have essentially limited the parameters to be those that give a
flat Universe, where k=0. In this case, Ω = 1 and total energy density is equal to the
critical density.
Returning to the Friedmann-Lemâıtre equations, in particular, equation 3.5, re-
calling that H = Ṙ/R, and using equations (3.8–3.11) we have an equation for the










−4 + ΩΛ,0 + Ωk,0a
−2) . (3.19)
Up until this point, we have only considered cosmological constant dark energy,
but there are a variety of other more general possibilities for dark energy. In this
work, we are especially interested in simple models for time evolution of the dark





The most common time evolution model discussed is that from Linder (2003) where
w(a) = w0 + wa(1− a) (3.21)
which introduces additional interesting time evolution into the right hand side of
equation 3.19.
3.2 Structure Formation
The previous section describing the smooth expansion of the Universe ignores that
the Universe is not perfectly smooth. The existence of stars, galaxies and other
dense regions in the Universe today must have been present as small perturbations
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in an almost perfectly smooth early Universe, that have since grown via gravitational
collapse. At some early time, there must have been regions in the Universe that must




where 〈〉 denotes a mean value. Birkhoff’s theorem (Birkhoff and Langer, 1923;
Peebles, 1993) tells us that for small perturbations, we can essentially treat each of
them independently and in the Newtonian limit. As such, we can turn to Newtonian
mechanics to describe the growth of perturbations. If we write the three standard
Newtonian equations in comoving cosmological coordinates, and use equation 3.22
for the density (See Appendix A.2), we arrive at three equations governing the time






∇ · ~v = 0 (3.23)






∇ϕ̃ = 0. (3.25)
We can eliminate the peculiar velocity by subtracting the time derivative of the first
equation from the divergence of the third. Combined with the Poisson equation for







For a flat Universe with a cosmological constant (w = −1 for dark energy) equation










and can be normalized (D = 1 at z = 0) by dividing by the same integral over all
z. This expression is useful for evolving the power spectrum that describes the early
density fluctuations to different epochs. However, if the equation of state for dark
energy is time-dependent, the solution given by equation 3.27 does not apply. See
equation A.75 for the full time-dependent dark energy expression.
As useful as this solution is for investigating the power spectrum, galaxies and
clusters of galaxies arise from highly non-linear evolution of the initial density per-
turbations (δ  1). Using the Press–Schechter formalism, covered in Appendix A,
the spatial mass distribution of matter can be treated approximately for δ & 1, but to
evaluate the full non-linear growth of structure, a more extensive calculation method
is necessary. For this task, N-body simulations are useful.
3.3 Cosmological Simulations
Analytic treatments are only able to evaluate cosmic structure growth in the linear
regime, but interesting features such as galaxies and clusters of galaxies arise in the
highly non-linear regime. As such, numerical techniques are needed to calculate how
these structures grow and evolve in time. There are many scales at which these types
of simulations are done, for various purposes, and include different physical treat-
ments. The simulation backbone for DES is built on cosmological volume simulations
of collisionless massive particles, i.e., N-body dark matter simulations. Cosmological
volume simulations sometimes include hydrodynamics to model the baryonic compo-
nent of the Universe, and include various treatments heating and star formation and
other special cases, but lie outside the scope of this work. For details on the effects of
gas physics, see Stanek (2009). For reviews of simulations, see Bertschinger (1998);
Dolag et al. (2008); Hockney and Eastwood (1988) and Borgani and Kravtsov (2009).
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3.3.1 The N-body Problem
The N-body problem is an initial value problem, where, given a set of initial positions
~xi and velocities ~̇xi (the dot denoting a time derivative) of a collection of N particles,














where H is a function of the positions, ~x and momenta, ~p. The ~xi are vectors in
comoving coordinates, and the corresponding momentum is ~pi = a
2mi~̇xi. Rather than
calculate the acceleration of each particle by direct summation, simulations often solve










+H~v = ~g; (3.30)
∇ · ~g = −4πGa(t) (ρ(~x, t)− ρ̄(t)) . (3.31)
3.3.2 History
The earliest N-body simulations were done by Holmberg (1941) to study tidal capture
of Galaxies by close encounters. He used 37 lightbulbs to represent point masses and
photocells to measure the amount of light reaching specific points. He exploited the
similarity between gravitational potential and the intensity of light (∝ 1/r2) to map
the magnitude and direction of the gravitational force on particles in various config-
urations. It was then possible to map particle trajectories by graphical integration.
This simulation of course, was done without the aid of electronic digital computers.
The earliest simulations to use computers were performed by von Hoerner (1960) and
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Aarseth (1963) They studied small clusters of point masses, their moment of inertia
and velocity dispersions, but were limited to less than 100 particles.
Through the 1970s, the number of particles in the simulations increased, as well
as the complexity of what was measured. Early cosmological simulations included
Peebles (1970) and S. White (1976). Peebles (1970) used 300 particles and a di-
rect summation technique to find that gravitational interactions over the age of the
Universe could form a compact cluster of galaxies like the Coma Cluster. S. White
(1976) extended Peebles’s calculation to 700 particles to show that large clusters form
by amalgamation of smaller clusters. There were additional simulations in the late
1970s to study structure formation, hierarchical clustering and the two-point galaxy
correlation function (see Bertschinger (1998) for an extensive list of references). Up
to this point, the simulations used a direct summation technique, evaluating all forces
pairwise, an O(N2) operation.
Then, in the 1980s, interest in simulations exploded, as new computational meth-
ods made performing simulations with large particle numbers (∼105) possible. Efs-
tathiou and Eastwood (1981) introduced the Particle-Particle/Particle-Mesh (P3M)
method to cosmological simulations The P3M algorithm uses direct summation over
pair of particles on short ranges, but cuts out direct summation over longer ranges. A
mesh grid is constructed, and mass is assigned to each grid point based on the mass
within the grid cell. The gravitational potential due to the distant particles can be
computed quickly in Fourier space, and varies slowly with time. The algorithm scales
as O(N logN), and allowed Efstathiou and Eastwood (1981) to use 20,000 particles,
and Efstathiou et al. (1985) to show that P 3M is desirable over previous methods to
study hierarchical clustering. The resulting data sets show that the virial theorem
can provide a good mass estimator for galaxy clusters, and that the same analysis on
real data would show Ωm < 1 (Evrard, 1986; Evrard and Yahil, 1985a,b).
J. Barnes and Hut (1986) introduced a hierarchical tree structure for force cal-
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Figure 3.1: Plot showing the historical development of simulation sizes. The vertical
line at 1980 represents the time when algorithms more efficient that direct summation
started to be developed. Notice the dotted line shows how fast simulations were
growing with direct summation techniques, while the dashed line shows how they
have grown with advanced techniques. Black points represent simulations by other
authors, and blue are simulations for this work. The black points are (1) von Hoerner
(1960); (2) Aarseth (1963); (3) Standish (1968); (4) Peebles (1970); (5) Miyoshi and
Kihara (1975); (6) S. White (1976); (7) Aarseth, E. Turner, and Gott (1979); (8)
Efstathiou and Eastwood (1981); (9) Melott (1983); (10) Davis et al. (1985); (11) S.
White et al. (1987); (12) Carlberg and Couchman (1989); (13) Park (1990); (14) Suto
and Suginohara (1991); (15) Warren et al. (1992); (16) Gelb and Bertschinger (1994);
(17) Park et al. (1994); (18) Park (1997); (19) Jenkins et al. (1998); (20) Governato
et al. (1999); (21) Colberg et al. (2000); (22) Bode et al. (2001); (23) Wambsganss,
Bode, and Ostriker (2004); (24) Springel et al. (2005); (25) Teyssier et al. (2009); (26)
Klypin, Trujillo-Gomez, and Primack (2011); (27) Kim et al. (2011); (28) Angulo et
al. (2012). The blue points are DES BCC simulations. Points (1) and (2) represent
individual BCC simulations, using 14003 and 20483 particles respectively. Point (3) is
the total number of particles simulated for the BCC so far, five complete cosmologies
with a 14003 box and four 20483 boxes each. Points (4) and (5) represent the two year
and four year goals for the BCC which is to run 50 and 100 cosmologies respectively.
The comparison between blue points (3), (4) and (5) and other simulations may not
be fair, because earlier simulations were for single models, while the BCC will sample
many cosmological models.
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Figure 3.2: Projections from two dark matter simulations. The left panel comes from
Efstathiou et al. (1985) and shows a two dimensional projection of a 323 particle sim-
ulation. The right panel shows a projection from the Millennium Simulation (Springel
et al., 2005) which traced 21603 dark matter particles.
culations. Here, at each timestep, the simulation volume is divided into subcells
recursively until each cell contains only one particle. Contributions to the force from
nearby particles can be calculated by direct summation, while distant particles are
grouped into large cells, and the force contribution is calculated from the center of
mass of the large cell. The overall algorithm scales as O(N logN), but has an ad-
vantage over P3M in that this method does not require any special tuning to the
geometry of the problem (e.g., spherical harmonics of Fourier transforms. J. Barnes
and Hut (1986)).
Xu (1995) combined the advantages of P3M for computing long range forces
quickly, with the advantages of a tree code for computing short range forces. This
eliminates the problems that particle mesh-based codes have in dealing with highly
clustered regions. Xu (1995) also added variable timesteps for clustered regions, allow-
ing greater accuracy, and fully parallelized the code for modern computing clusters.
The resulting TreePM algorithm is the basis for much of recent N-body simulation
work.
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For the N-body calculations done for this work, a modified version of the cosmo-
logical simulation code Gadget-2 (Springel, 2005). Gadget-2 is a publicly available
TreePM + Smooth Particle Hydrodynamics code for cosmological simulations. How-
ever, we performed N-body only simulations, and used a modified version of the code
dubbed “LGadget-2.” LGadget-2 has had all of the gas properties removed in order
to reduce the per-particle memory footprint, allowing for more particles per processor
and more efficient code scaling than Gadget-2. LGadget-2 was created for the Mil-
lennium Simulation (Springel et al., 2005). For details on LGadget-2 and producing
N-body simulations in general, see Appendix B, where all of the steps for producing
our N-body simulations are discussed in detail.
3.4 Simulations for the Dark Energy Survey
The Dark Energy Survey (DES), introduced in section 2.7, will be the first sky survey
to examine all four probes of dark energy—Type Ia Supernovae (SNe), Baryon Acous-
tic Oscillation (BAO), Clusters and Gravitational Lensing—in a single data set which
will cover 5,000 square degrees of the southern sky. Three of these probes—Clusters,
BAO and Weak Lensing—are collectively referred to as Large Scale Structure (LSS).
Large Scale Structure formation through cosmic time is a highly non-linear process,
as described in section 3.2. To study LSS in detail requires N-body simulations to
trace non-linear structure growth. An essential feature of all LSS studies is the na-
ture of the input data, which consists of property catalogs of discrete objects that lie
along the past lightcone of observers. To calibrate science analysis for a survey like
DES, a collection of DES-like synthetic data LSS realizations along the past light-
cone of a virtual observer allows real-world observers to test science code, understand
systematic errors, and if blinded, test for confirmation bias.
This work describes the methods by which we provide the DES collaboration with
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full DES-sized synthetic catalogs of varying cosmologies in the parameter space
~θ = {Ωm,Ωb, σ8, ns, h,ΩΛ, w0, wa, fNL} , (3.32)
where most parameters have been described so far, but h = H0/(100 km/s/Mpc)
and fNL characterizes non-Gaussian initial conditions (A. Becker (2012) discusses fNL
extensively, but details of fNL will not be discussed here).
Figure 3.4 shows the generic process for producing a DES catalog, but it omits
some details in the N-body simulations. In order to accomplish the DES science
goals, it is necessary to accurately model the dark matter distribution on a lightcone
over the full volume and dynamic range probed by the DES. This requirement puts
competing constraints on the underlying N-body simulation:
1. it must be large enough to probe∼5,000 square degrees to a distance of∼6 h−1 Gpc,
the survey area and depth of DES;
2. it must have sufficient mass resolution to model the host galaxies brighter than
the DES survey sensitivity limit.
The former requirement fixes the length of the periodic simulation cube while the
latter specifies the particle mass resolution. Achieving a particle mass of ∼3 ×
1010 h−1M (sufficient to resolve small, low-redshift galaxies) within a single ∼6 Gpc
volume would require more than 5 × 1011 particles. Such a large simulation is tech-
nically feasible at present (Angulo et al., 2012; Kim et al., 2011), but producing an
ensemble of such simulations is impractical and unnecessary. We have adopted a more
efficient approach using multiple, nested volumes to construct a deep lightcone out
of segments of progressively coarser mass and spatial resolution.
Table 3.1 lists the sidelength, L, of the four main simulation volumes used to pro-
duce a synthetic DES BCC survey. A fifth, high-resolution simulation is needed to
train the Adding Density Determined GAlaxies to Lightcone Simulations (ADDGALS)
45
Table 3.1: Simulation set for a single cosmology
L (h−1 Gpc) Npart Mpart(10
10h−1 M) kSU Storage (TB)
1.05 14003 3 45 2.7
2.60 20483 15 125 8.4
4.00 20483 60 115 8.4
6.00 20483 200 115 8.4
0.40 20483 0.05 300 28
All — — 700 55.9
method. The first (1.05 h−1 Gpc) volume resolves nearby galaxies to faint absolute
magnitudes. At redshift z = 0.34, we switch to the 2.6 h−1 Gpc simulation, with
mass resolution sufficient to model galaxies above the DES magnitude limit at these
redshifts. This transition is repeated two more times, at z = 0.9 and z = 2.0 to
extend the edge of the lightcone to z = 6. A schematic of the stitching is shown in
Figure 3.3.
The process for producing a synthetic DES optical galaxy catalog is shown in
Figure 3.4. This figure also illustrates the process by which multi-wavelength data
can be produced from the same underlying data, enabling collaboration across experi-
ments that cover different wavebands, e.g., South Pole Telescope (SPT) for Sunyaev–
Zel’dovich (SZ) signals and X-ray Multi-Mirror Mission–Newton (XMM–Newton) for
X-ray signals. The first step, N-body production is performed in three steps. First, we
compute the matter power spectrum for the initial redshift of a simulation using the
Figure 3.3: Simulation lightcones are
stitched together to produce a DES depth
catalog. The particle masses for each box
size are shown, as well as the redshift at














Code for Anisotropies in the Microwave Background (CAMB) (Challinor and Lewis,
2005; Lewis, Challinor, and Lasenby, 2000). CAMB solves the coupled Einstein and
Boltzmann equations to calculate the expected clustering of the dark matter—in
both Fourier and harmonic space. Then, to calculate initial particle kinematics, we
employ the robustly tested Second-order Langrangian Perturbation Theory Initial
Conditions (2LPTic) code (Crocce, Pueblas, and Scoccimarro, 2006). This code, as
the name suggests, uses second-order perturbation theory to generate initial condi-
tions. With the initial conditions in place, the particles are evolved forward in time
using the code LGadget-2, which is a streamlined version of the public code Gadget-2,
developed by Volker Springel for the Millennium Simulation (Springel, 2005). Gadget
is a hybrid Tree-PM code designed to scale to thousands of compute cores for dark
matter simulations (Gadget is described in detail in Appendix B). LGadget produces
snapshots—the positions and velocities of all the particles in the simulation at a fixed
time—and lightcones—the dark matter along the past lightcone of a virtual observer
in the simulation box. We archive all the raw snapshot and particle data to a storage
system, and perform a number of analysis steps on the data.
For each simulation snapshot, we compute the distance to the nth nearest neigh-
bor for each particle, with n depending on the simulation resolution. The distance
provides a local density estimate for each particle in each output snapshot. We also
calculate the distance to the nth nearest neighbor for lightcone output for each simu-
lation. For the nearest-neighbor calculation, we use CALCRNN, a code developed by
Matthew Becker specifically for our purposes (details can be found in Appendix C.1).
We also perform dark matter halo finding and compute halo properties on the output
snapshots and lightcones. For halo finding, we use the Robust Overdensity Calcu-
lation using K-Space Topologically Adaptive Refinement (ROCKSTAR) halo-finder
(Behroozi, Wechsler, and Wu (2013); described in Appendix C.2). We also build halo























































Figure 3.4: This diagram shows a schematic of the full process for producing a multi-
wavelength synthetic sky. Each large block in the upper row shows a major compu-
tational step, and the inner ovals show the sub-steps for each major step. The lower
row shows the data products that are produced by each computational block. See
text for details on each step.
mation about the dark matter halos and informs later galaxy assignment. Then, we
compute the distance to the nth nearest particle neighbor for the dark matter halo
centers in all of the cases where we performed halo finding. With this suite of density
estimates, dark matter halos and associated properties, we proceed to assign galaxies
to the matter distribution.
We dress the dark matter distribution with galaxies brighter than the DES limiting
magnitudes in each passband using the ADDGALS algorithm (Busha and Wechsler,
2013). The galaxy catalogs contain all of the true information about the galaxies and
their parent dark matter halos from the simulation. From those truth values, we then
proceed to create observational catalogs, which contain values that correspond to the
actual quantities that DES will observe.
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To calculate the effect of weak gravitational lensing, and in turn the observed
galaxy properties, we use Curved-sky grAvitational Lensing for Cosmological Light
conE simulatioNS (CALCLENS) (M. Becker (2012); described in Appendix C.5). We
also collaborate with Tomasz Biesiadzinski to produce SZ maps matching observa-
tional properties of the SPT. Since our simulations are dark matter only, the SZ halo
profiles are created by laying an Arnaud gas profile (M. Arnaud et al., 2010) down at
the halo location. At the time of writing, we have not developed the ability to pro-
duce X-ray flux maps based on the halo catalogs, illustrated by the faded appearance
of the X-ray products in Figure 3.4. Producing these catalogs would be an excellent
future project to expand the scope of these synthetic skies. Note that for DES-only
science, neither the SZ nor X-ray skies are necessary, though they do allow for collab-
oration with surveys in the SZ and X-ray wavebands that have survey are overlapping
DES. The final observed galaxy properties included are the magnitudes in each DES
survey filter band (grizY ), as well as weak gravitational lensing properties. We also
calculate photometric redshift probability distributions, P (z), for each galaxy using
the zCarlos code (based on Cunha et al. (2009)), and provide photometric redshift
values for galaxies from the ARBORz (Gerdes et al., 2010) and ANNz (Collister and
Lahav, 2004) algorithms.
The final product of this entire process is a synthetic DES sky survey in the form
of an observed galaxy catalog, as well as underlying truth about the dark matter
and galaxies, with corresponding SZ signals. These catalogs can then be tested and
analyzed by the full DES collaboration for code validation and quality control. Cos-
mological parameters derived from DES science analysis codes can then be compared
against the original model and parameters used to generate the synthetic survey, to
characterize the fidelity of cosmological analysis in the collaboration.
A collection of simulations with the parameters unknown by the science analysis
teams would form the basis of a Blind Cosmology Challenge (BCC).
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3.4.1 The Blind Cosmology Challenge
The Dark Energy Survey is embarking on a BCC to ensure reliable cosmological anal-
ysis on real science data. The BCC is built on the synthetic observational surveys
described in the previous section. The general idea is to sample cosmological param-
eter space given in equation 3.32 in such a way as to test science analysis code for
a variety of models. We want to make sure that the codes can return a number of
possible models, avoiding confirmation bias, and that the analysis returns the same
cosmology used to generate the synthetic surveys.
Toward a BCC we have already produced four different N-body models, of which,
two have been fully transformed into observational catalogs. However, in the near
term, we would like to expand the number of cosmologies to at least ten, and in the
longer term, on the order of one hundred. Looking at the steps laid out to produce
a synthetic catalog in the previous section, we can see that there are a number of
heterogenous computational tasks that need to be managed. Producing one hundred
simulations could require as many as 500 separate computing jobs to be managed
at the computing centers used to run the simulations. To expedite these jobs, and
remove human management, we look to grid-based cyberinfrastructure.
3.5 Cyberinfrastructure
Producing an entire simulation set requires significant time and effort to manage
job submissions. Every compute cluster available for running DES simulations has
different sets of queue policies, limiting the number of jobs that can be run in parallel,
and limiting the amount of time that each job can run. For example, the Texas
Advanced Computing Center (TACC) Ranger system, where we performed most of
our early production simulations, limits a 1024 cpu core job to no more than 48 hours
of continuous run-time. Given the total runtime of our simulations, that means a
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single job requires three submissions to the queue. Combined with the power spectrum
calculation, and the initial conditions calculation, that makes five submissions per
simulation box, plus 7–9 more for the high resolution tuning box (bottom row in Table
3.1). Adding the post-processing steps, nearest neighbor calculations and halo finding,
a single simulation box may require twenty separate job scripts and submissions, and
a full cosmology may need close to one hundred. Plus, each cosmology generates
nearly 60 TB of data that need to be managed, documented and stored for later
access. For the several cosmological models we intend to run, the task of managing
data and jobs becomes error prone and inefficient for an individual using a standard
terminal window and command line.
An automated solution would reduce errors in job submission, increase efficiency
and reduce the learning curve for running BCC simulations. Part of this thesis doc-
uments development errors and results of automating the BCC production process.
Ideally, this solution will provide a basis for other surveys that will need simulation
support to improve their simulation quality and efficiency.
Recent cosmological simulations have been performed on high-performance com-
puting clusters. The standard procedure is to consume a large number of CPU-hours
to generate simulated data, then, move the data to local disk and perform scientific
analysis for publication. However, as algorithms and compute resources have ad-
vanced, data products from simulations have grown in size and complexity so that
the standard production mechanism should be reexamined. Dark matter simulations
and their associated data products for DES generate ∼50 TB of information per
cosmological model. Moving 50 TB of data via the internet can be extremely time
consuming—almost 5 days at 1 Gbps and 48 days at 100 Mbps. If computational
research groups were to regularly generate this much data, university systems would
quickly be saturated with data and data transfer. Additionally, data output from
a single simulation is sufficient to support many analysis projects. When taken to-
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gether, these points suggest that computational cosmology will pass a critical point,
from a data-limited state to an insight-limited state if computational power is not
efficiently harnessed.
For the past 30 years, generating ever larger simulations was the driving factor
in computational cosmological research (see Figure 3.1). Adding more particles, or
increasing resolution, while adjusting cosmological parameters was sufficient to gener-
ate new and useful results. The important difficulties to address were how to improve
algorithms, or how to access larger computing resources. Now, computing power has
scaled to a level that accessing resources and producing enormous data sets is not
hard, but making use of the large data sets is more so. There needs to be a shift
in research processes to harness the data we now generate, and increase the output
of scientifically rich insights. Computational cosmology is not the only field entering
the domain of data rich science, many others are facing a similar transition. For an
overview, see Hey, Tansley, and Tolle (2009). Some groups and fields have worked
to develop infrastructure to more efficiently use data, often built around the concept
of grid computing. A shift to this data-intensive style of research can be enabled by
IT specialists by providing cyberinfrastructure and grid based computing solutions.
Grid computing is usually taken to be federated computer resources that can be used
for on-demand computing and on-demand storage, where sharing and transferring
data are optimized across the federation for simplified collaboration when compared
to trying to work across various institutional networks. The motivation behind de-
veloping grid computing environments is to reduce the amount of computer science
work that domain scientists need to perform and to maximize the amount of time
they spend on data analysis. One example of a computing grid is eXtreme Science
and Engineering Discovery Environment (XSEDE)
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3.5.1 XSEDE
XSEDE is an NSF supported grid computing environment that follows the TeraGrid
(Berman, 2001; Towns, 2011) and is, in the words of the National Science Foundation
(NSF):
the most advanced, powerful, and robust collection of integrated digital
resources and services in the world. It is a single virtual computing system
that scientists can use to interactively share resources, data and expertise.
XSEDE is funded by a $121 million, five-year NSF grant and is designed to integrate
resources and services, making them easier to use. XSEDE, led by the University of
Illinois’s National Center for Supercomputing Applications, supports 16 supercom-
puters, visualization, data analysis and data storage facilities across the country. It
is designed to streamline research by offering support for developing and optimizing
applications for the systems supported.
DES has made use of supercomputers under the XSEDE umbrella for running BCC
simulations, but running simulations alone does not use the grid nature of XSEDE to
its full extent. XSEDE encourages researchers to create gateways , which make it much
easier to generate and share data collaboratively. A science gateway is a collection
of tools, applications and data that are integrated via a common interface. Often
a gateway is a web service that allows users associated with the gateway to access
national resources to further their research goals with little application development
required. DES has engaged with XSEDE staff in an effort to build a science gateway
for cosmological simulations, first for internal DES use, but ideally one which could be
exposed to the larger research community, allowing for much more efficient simulation
production and analysis than can be accomplished by individual researchers working
on their own data products.
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3.5.2 Toward Data Rich N-body Production
Not so long ago, exploring the possibility of adding features to codes was possi-
ble by highly-motivated and hard-working individuals on a reasonable time scale
(e.g., Evrard (1988)). New simulation programs are massively parallel, sometimes
requiring functions built specifically to match the physical layout of a particular com-
puter to optimize performance (Habib et al., 2012). Long gone are the days when
an individual could produce code for a useful end-to-end simulation and analysis in
a reasonable timescale. If domain scientists spend 90% of their time developing code
to produce or reduce data for analysis, and only 10% performing scientific analysis
of the tasks there is an enormous loss of potential scientific insight. With this in
mind, it is clear that an online collaborative environment, where a small number of
scientists specialize in developing optimized code, and others specialize in tools for
analyzing data, is desirable. In such and environment, scientists could invert the time
split; 10% computer science work, and 90% domain science work. This would vastly
improve efficiency in producing scientific results per unit simulated (or experimental)
data.
For this work, I have been developing software for a gateway for cosmological
simulations. Ideally, there would be a web interface where a user could select cos-
mological models, parameters, simulation size, resolution, and output options. After
selecting the options, the gateway would be capable of selecting the best grid com-
puting resource for the simulation and launch the job. When data is ready, the user
requesting the simulation should be notified, so the data could be further analyzed, or
served to the user if they wanted to move it to local resources. Also, the idea environ-
ment would have a database of completed simulations and data products that could
be shared with the research community, so that researchers would not repeat simula-
tions if one similar or identical had already been produced. We would like to have a
gateway that could provide synthetic surveys on-the-fly for the DES collaboration/
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Our first task is to collect and import codes that we can use immediately with
a purpose and start to wrap them in workflow middleware that launches compute
jobs and then build toward a gateway service. The BCC for DES has provided an
opportunity to build such a service. Here, our goal is to produce an interface where
a DES simulator need only select a cosmological model and parameters, and a full
BCC simulation will be run with some data reduction, and the simulator being notified
when the task is complete. I detail progress on this task in Chapter 4.
3.6 Conclusion
To produce cosmological simulations is no small task. The N-body problem must
be solved in an expanding background, and simulations need to have sufficiently
high resolution to model survey observables. To efficiently produce these simulations
requires harnessing significant computing resources, and for maximum efficiency, those
resources should be managed by automated middleware. With a fully automated
cosmology portal, DES will be able to quickly produce synthetic surveys, which will
allow science analysis teams to test their code for a variety of cosmological models.




An Environment to Efficiently Produce
Synthetic Skies
The Dark Energy Survey (DES) (Annis, Bridle, et al., 2005; Annis, Castander, et al.,
2005; The Dark Energy Survey Collaboration, 2005) is a Stage III1 dark energy project
jointly sponsored by Department of Energy (DoE) and National Science Foundation
(NSF) that will soon begin survey operations. The project has deployed a new 560
Megapixel panoramic camera on the Blanco 4-m telescope at the Cerro Tololo Inter-
American Observatory (CTIO) in Chile. This instrument will be used to image ≈5000
square degrees of the sky in the South galactic cap in four optical bands, and to carry
out repeat imaging over a smaller area to identify distant type Ia Supernovae (SNe)
and measure their distances. The camera began science verification in fall 2012—
discovering four new SNe (Abbott, Abdalla, Achitouv, et al., 2012)—and survey
operations will begin in fall 2013.
The main imaging area of the DES overlaps the South Pole Telescope (SPT)
(Carlstrom et al., 2011) sub-mm survey that will identify galaxy clusters via the
Sunyaev–Zel’dovich (SZ) effect (Sunyaev and Zel’dovich, 1972) as well as the Visible
and Infrared Survey Telescope for Astronomy (VISTA) infrared survey of galaxies,
which will provide additional information on galaxy photometric redshifts and on the
properties of galaxy clusters at large cosmological redshift, z > 1. Roughly three
1In the language of the Dark Energy Task Force, see Albrecht et al. (2006)
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hundred scientists across nearly thirty institutions comprise the DES collaboration.
The DES will be the first project to combine four different methods to probe
the properties of the dark sector (dark matter and dark energy) and test general
relativity gravity via evolution of the Hubble expansion parameter and the linear
growth rate of structure. The methods—baryon acoustic oscillations in the matter
power spectrum, the abundance and spatial distribution of galaxy groups and clusters,
weak gravitational lensing by large-scale structure, and type Ia supernovae—are quasi-
independent. Each has sources of systematic error associated with it, some of which
are unique to the method but some of which are shared. Examples of the latter
are the accuracy of photometric redshift estimates (Cunha et al., 2012), line-of-sight
contamination of foreground galaxies (Erickson, Cunha, and Evrard, 2011), the form
of the non-linear matter clustering power spectrum, and shape measurement errors
for galaxy images that affect cosmic shear and galaxy cluster mass estimates. DES
will thus be the first survey to address joint systematics in multiple methods probing
accelerating expansion of the Universe. N-body simulations provide key support for
the analysis of systematics in the three methods associated with cosmic large-scale
structure (all but supernovae in the above list). To validate science analysis codes, the
DES Simulations Working Group is coordinating a Blind Cosmology Challenge (BCC)
process, in which a variety of sky realizations in different cosmologies will be analyzed,
in a blind manner, by DES science teams. The BCC process will enable a variety
of DES science, as well as collaborative science, particularly with the SPT, detailed
in the next section. I have described the BCC in some detail in Chapter 3, so I will
give a brief reminder here, and then describe our efforts to automate BCC production
using eXtreme Science and Engineering Discovery Environment (XSEDE) software
and resources.
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4.1 The Blind Cosmology Challenge
The BCC process will require generating multiple galaxy catalogs to the full photo-
metric depth across the full 5000 square degrees of the DES survey.
The dark matter structure from N-body simulations of a given cosmology forms
the basis for galaxy catalog expectations. Generating a large cosmological BCC sim-
ulation has two principal steps. The first is to realize an appropriate set of initial
conditions within a chosen cosmological model. We generate an initial matter-power
spectrum for a given cosmological model using Code for Anisotropies in the Microwave
Background (CAMB) (Lewis, Challinor, and Lasenby, 2000). To produce accurate
initial particle kinematics, we use Second-order Langrangian Perturbation Theory
Initial Conditions (2LPTic) (Crocce, Pueblas, and Scoccimarro, 2006). We evolve
the N-body particle set using a streamlined version of the Gadget-2 code developed
by Volker Springel for the Millennium Simulation (Springel et al., 2005). The code
scales well for large-volume simulations for which the tree calculations are mainly
computed within a single node. We store particle configurations, {xi(t), vi(t)}, in two
forms: snapshots of the positions and velocities of all particles i in the simulation
volume at a fixed time t, and lightcones (Evrard et al., 2002) that hold kinematic
information for particles lying on the past lightcone of a virtual observer located at
a fixed position, xcen, in the computational volume.
Dark matter halos, bound systems that host galaxies and clusters of galaxies,
are identified in these outputs and their properties can be used to determine their
central galaxy characteristics. Halos, as well as a local density estimate are used
by the Adding Density Determined GAlaxies to Lightcone Simulations (ADDGALS)
algorithm to assign galaxy properties to suitably selected dark matter particles. The
matter along the past lightcone also sets the gravitational lensing shear signal applied
to these galaxies, and we use the Curved-sky grAvitational Lensing for Cosmological




The simulation codes discussed in section 3.4 are executed on large scale XSEDE
resources where heterogeneity and complexity in interfacing with batch resources
managers slow scientists in harnessing the vast amount of available computing power.
Scientific workflows are a prominent abstraction tool that allow scientists to carry
out their scientific discovery and experimentation without having to completely un-
derstand underlying systems that are constantly evolving (Belhajjame et al., 2008;
Curcin and Ghanem, 2008; Goecks, Nekrutenko, and J. Taylor, 2010; Ludäscher et
al., 2006; Marru et al., 2011). These abstractions lower the entry costs and learning
curves to using computing resources. The also help reduce human inefficiency and
errors in running jobs, and can provide detailed provenance.
To build our cosmological workflow, we leverage the experience and software de-
veloped by the Open Gateways Computing Environments (OGCEs) project (Pierce
et al., 2010) facilitated by the XSEDE Extended Collaborative Support Services. The
workflow infrastructure is based upon the Apache Airavata (Marru et al., 2011) frame-
work. The Airavata workflow system is primarily targeted to support long running
scientific applications on computational resources. Airavata’s XBaya is a graphical
workflow tool, allows composition, execution and monitoring of tasks. The Aira-
vata workflow engine, dubbed “XBaya,” requires these applications to be conform
to a specific Application Programming Interface (API) that allows XBaya to exe-
cute the applications using a standard protocol. The Airavata Generic Application
Factory (GFac) component bridges this gap between applications and the workflow
systems by providing a network accessible web service interface to the scientific ap-
plication.
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Figure 4.1: Processing steps to build
a synthetic galaxy catalog are illus-
trated here and described in the text.
The Apache Airavata suite currently
controls the elements shown in the
tan polygon which consists of meth-
ods to sample a cosmological power
spectrum, generate an initial set of
particles, evolve the particles forward
in time with LGadget (N-body) and
perform basic post processing—dark
matter halo finding and local density
estimation. The remaining methods
















Once the simulation codes are deployed on XSEDE computational resources, we
register descriptions of these applications with the Apache Airavata registry service.
These descriptions are used by the Airavata GFac component to generate the arti-
facts required to expose the application as a service. The workflow developer can
access these wrapped application services and construct workflows and orchestrate
executions on target compute resources.
4.2.1 Implementation
To illustrate the construction of a cosmological workflow, we will describe developing
the N-body simulation workflow illustrated in Figure 4.1. First, the nature of the
applications, their execution characteristics, and their input and output data are
analyzed. The application meta information, including the executable location, its
nature (e.g., serial, MPI, TCP/IP), inputs and outputs, are described and registered
with Airavata registry. This process was followed for the following four applications:
BCC Parameter Maker
This initial setup code is written as a python script and prepares necessary
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configurations and parameter files for the workflow execution. This simple script
is forked on the XSEDE Ranger job management nodes.
CAMB
The Code for Anisotropies in the Microwave Background application computes
the power spectrum of dark matter, which is necessary for generating the simu-
lation initial conditions. This application is a serial fortran code. The output
files are small ASCII files describing the log-binned power spectrum.
2LPTic
The Second-order Langrangian Perturbation Theory Initial Conditions code is
an MPI C code that computes the initial conditions for the simulation from
the input power spectrum generated by CAMB. The output of this application
are a set of binary files that vary in size from ∼80–250 GB depending on the
simulation resolution, scaling with the number of particles.
LGadget
The LGadget simulation code is MPI based C code that uses a TreePM algo-
rithm to evolve a gravitational N-body system. The outputs of this step are
system state snapshot files, as well as lightcone files, and some properties of the
matter distribution, including diagnostics such as total system energies and mo-
menta. The total output from LGadget depends on resolution and the number
of system snapshots stored, and approaches 10 TB for DES simulation volumes.
ROCKSTAR The ROCKSTAR application is a C code parallelized with a specially
written TCP/IP communication library for efficient communication. This code
identifies halos by first running a percolation algorithm on the simulation parti-
cles to determine how to split particles between processors. The code performs
a hierarchical phase space refinement to find structures in the particle distribu-
tion. The output is a collection of binary or ASCII files containing information
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that describes identified dark matter halos, including positions, velocities, an-
gular momentum and several mass measurements—e.g., M200c,M500c,Mvir.
CALCRNN This is a hybrid MPI/OPENMP algorithm written in C that uses a
simple k-d tree to perform nearest neighbor searches. The novel part of the code
is that it reduces interprocessor communication overhead by using the Peano-
Hilbert space filling curve domain decomposition from Gadget to identify which
parts of the Gadget output each processor needs to read to perform the nearest
neighbor search. The output is a set of binary files with particle ids and distance
to the nth nearest neighbor.
After all the above applications are registered, the BCC workflow is constructed
using Airavata XBaya. With the workflow in place, all of the jobs can be executed
with appropriate dependency on an XSEDE resource by setting a master parameter
file and beginning execution with a single click. Users can be notified by email as
steps complete, and when all of the computations have completed. The nature of the
ADDGALS algorithm requires it to be run at SLAC, so the final step in our current
workflow process is a gridFTP data transfer of necessary data products to SLAC for
final processing, as well as an archive or all data products to the Texas Advanced
Computing Center (TACC) Ranch archive. An example workflow graph is shown
in Figure 4.2. This figure is somewhat simplified from a workflow for a full set of
cosmology boxes, in that it only shows two simulation box sizes. We can follow the
data and computational flow by reading from left to right across the figure. In the
figure, solid lines show data flow, and dotted lines indicate dependency. The leftmost
boxes are the basic run parameters, the directories containing the python script to set-
up the simulation boxes and the output directories for the various applications. The
first large box is the python set-up scripts, which accepts the initial input parameters
and outputs locations of parameter files and executables for every other task. The



































































































































































































































































































































Finally comes LGadget, which is wrapped with a DoWhile construct, which ensures
that LGadget executes at least once, with the possibility of executing many times if
necessary to reach the end of the simulation.
4.2.2 Workflow System Enhancements
Apache Airavata is being constantly updated to reflect the needs of its science use
cases on XSEDE resources. Executing the DES BCC workflow required new features
to be added to the Airavata structure by the Airavata team, in particular by our
collaborator Raminderjeet Singh.
Iterative execution support for long running applications. The N-Body
simulation requires multiple days of execution, but the XSEDE Ranger and Stam-
pede clusters limit maximum wall time to 48 hours. To mitigate this limitation, the
workflow infrastructure has to allow iterative support so the job can be broken down
into multiple increments of 48 hour jobs harnessing the check-point restart capabil-
ities within the application. These capabilities required sophistication beyond the
blind restarts, in order to account for application execution patterns and exception
handling. To add these capabilities, we have added a formal Do-While construct se-
mantic characteristic of workflow engines. The Do-While construct requires that an
application execute at least once, but it may execute an indefinite number of times
depending on a condition. In our case, the condition to stop execution is LGadget
reaching the final simulation time, if it hasn’t, LGadget is submitted again.
Output Transfers. The workflow executions tend to produce terabytes of data
residing on the cluster scratch file systems to long persistence archival systems.
The data movement to archival systems like TACC Ranch for long term storage
have to be provided. The large file data movement is non-trivial process. Even
though advancements have been made in this area, seamless reliable data trans-
fers are still challenging. The emerging solutions like Globus Online (https://www.
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globusonline.org) GridFTP client API (http://www.globus.org/toolkit/docs/
latest-stable/gridftp/rn/#gridftpRN) and bbcp (http://www.slac.stanford.
edu/~abh/bbcp) are potentially viable options. Globus Online would be the best of
the three options based on testing, however, the command line interface to Globus
Online is not sufficiently stable to implement in the workflow. In the meantime, we
have implemented GridFTP in a test workflow, but have been using the web interface
for Globus Online in most cases.
4.3 Results
We have run a number of cosmological models on XSEDE resources using the Airavata
XBaya workflow engine, and a few individual boxes by hand. For a given cosmology,
we generate five N-body simulations in nested volumes, consisting of three large-
volume realizations with 20483 particles, one small volume realization with 20483
particles, and one intermediate volume of 14003 particles. This approach allows a
better match to halo mass selection imposed by the magnitude-limited nature of the
DES galaxy sample. The mass resolution varies by nearly a factor of 100 from our
smallest to largest volumes. A halo resolved by a minimum of 100 particles ranges
from a mass of 3 × 1012 h−1 M in the near-field simulation to 2 × 1014 h−1 M in
the far-field. We nest the simulations as mentioned in Chapter 3 and illustrated in
Figure 4.3: Simulation lightcones are
stitched together to produce a DES
depth catalog. The particle masses for
each box size are shown, as well as the
redshift at which they are stitched to-















Table 4.1: Kilo-SUs (1 SU = 1 cpu-hour) consumed producing BCC simulations on
XSEDE resources in 2012–2013. For these simulations, we have consumed nearly 1.5
million SUs and produced approximately 200 TB of data to be reduced to final galaxy
catalogs.
Size: L (h−1 Gpc) data
Sim 0.4 1.05 2.60 4.00 6.00 total in TB
Aardvark-2 — 25.2 67.7 57.4 53.8 204.1 30
Beluga 205.8 23.3 65.3 55.7 52.8 402.8 60
Chinchilla-1 239.5 38.0 100.8 94.7 — 473.0 50
Chinchilla-2 — 14.1 71.7 59.2 54.5 199.5 30
Chinchilla-3 — 25.7 72.9 60.5 56.2 215.3 30
total 1,494.6 200
Figure 4.3 to produce DES depth lightcones. The former is roughly the mass of our
Milky Way galaxy’s halo while the latter corresponds to the mass scale of clusters
of galaxies. The computational time and data produced from those simulations are
summarized in Table 4.1.
Each simulation produces lightcone outputs centered on each of the eight corners
of the computational volume. By employing the periodic boundary conditions of the
computational domain, we can stitch these octants of sky into a single 4π represen-
tation of the full past lightcone of a hypothetical observer placed at the origin of the
simulation. A map of the resultant structure in a thin radial slice of synthetic sky is
shown in Figure 4.4.
4.3.1 Efficiency Gains(?) with XBaya
The XBaya workflow shown in Figure 4.2 was tested and refined using smaller simu-
lations over the period October 2011 to June 2012. From June 2012 to mid-August
2012, some production simulations were run, but with a combination of manual and
XBaya management due to some bugs being discovered that had not been vetted
during the testing period. From late-August 2012 to December 2012, we had a burst
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Figure 4.4: Full-sky image of the dark matter density in a thin radial slice (50–
75 h−1 Mpc distance from observer) taken from one of our 1050 h−1 Mpc ΛCDM
simulation. Color maps the local matter density relative to the mean value on a
logarithmic scale ranging from -1 (blue) to roughly 500 (red). Figure courtesy of
Matthew Becker (University of Chicago).
of simulation production, as we used XBaya to manage several jobs, and at the same
time ran a few additional jobs by hand. The production period in the last quarter
of 2012 provides an interesting set of run times to investigate if, and to what extent,
the XBaya workflow was able to improve our production efficiency. Jobs were sub-
mitted to the long queue at TACC Ranger, which has maximum resource limits of
1024 processors and 48 hour runtime.
The first two columns of Table 4.2 give the simulation run, and the third column
gives the method used to manage the job. The next two columns give: Total Time,
the real world wallclock time interval for the entire production process (dd:hh:mm:ss);
and the CPU Time—the sum of the run times of the required jobs. Times reflect the
full N-body production process, from generating initial conditions all the way through
to completing of the final N-body timestep. Efficiency is the ratio of CPU to total
time, with 100% representing the ideal scenario of running without interruption and
with no queue wait time.
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Table 4.2: Comparison of Manual and Workflow-enabled production times
(dd:hh:mm:ss) for production runs between September and December 2012.
Simulation Size Control Total Time CPU Time Efficiency
Beluga-xbao 1050 Manual 4:05:39:07 2:17:43:43 64.8%
Beluga-xrnsd 2600 XBaya 3:01:56:41 2:17:35:50 88.4%
Beluga-xbao 2600 Manual 8:15:33:05 4:07:24:10 50.0%
Beluga-xbao 4000 XBaya 2:09:53:23 2:05:08:59 92.4%
Beluga 1050 XBaya 2:22:02:41 2:00:37:16 69.4%
Beluga 2600 XBaya 4:09:22:21 2:19:09:50 63.7%
Beluga 4000 XBaya 4:10:59:04 2:07:16:45 51.7%
Beluga 6000 XBaya 3:12:35:25 2:04:30:52 62.1%
Chinchilla-1 1050 Manual 4:09:46:18 3:02:49:49 70.7%
Chinchilla-1 2600 Manual 4:12:45:04 4:03:19:00 91.3%
Chinchilla-1 4000 Manual 5:05:07:26 3:22:14:43 75.3%
Chinchilla-2 1050 XBaya 1:20:39:18 1:07:51:23 71.3%
Chinchilla-2 2600 XBaya 10:13:16:03 3:08:14:43 31.7%
Chinchilla-2 4000 XBaya 5:07:11:26 2:13:23:15 48.3%
Chinchilla-2 6000 XBaya 6:16:51:06 2:12:14:13 37.4%
Chinchilla-3 1050 XBaya 2:04:42:56 2:02:36:42 96.0%
Chinchilla-3 2600 XBaya 4:05:45:11 3:02:44:09 73.4%
Chinchilla-3 4000 XBaya 3:04:18:18 2:13:12:00 80.2%
Chinchilla-3 6000 XBaya 4:14:54:22 2:09:00:24 51.4%
Total XBaya 59:10:28:15 34:03:55:31 57.5%
Total Manual 27:00:51:00 18:05:55:18 67.5%
At a first glance, this table presents a counterintuitive result that an automated job
management system can be less efficient that manually managing those jobs. However,
that is not the correct conclusion to draw. Consider the factors that contribute to
the wall time to run a job
tjob = tcpu + tq, (4.1)
where tcpu is the amount of cpu time required to run the job, and tq is the amount
of time a job spends waiting in the queue to begin execution. If a task requires more









where tlag is the time between job (i) completing, and job (i + 1) being submitted
to the queue. For these efficiency measurements, the idea is to eliminate human
inefficiency in resubmitting to the queue. For example, if job (i) were to finish in the
middle of the night, and a user did not become aware that the job was complete until
morning, tlag would be the time while the user was asleep, before checking on the
progress of job (i). If a job completes at a convenient time, a user may submit the
next job almost immediately, reducing tlag. An automated job management system
that monitors the job status will submit job (i+1) immediately after job i completes,
taking tlag → 0. In this case, we would expect that if tcpu and tq are the same for a
given job, then an automated system should always do at least as well as manual job
management, and often better.
Let us keep the assumption that tcpu is the same for similar jobs, but examine
the effect of tq on efficiency. Given that we are defining efficiency as the ratio or cpu
run time to job time, the only source of inefficiency in an automatically managed
job is the queue time. If tq is often much larger than tlag, we would expect that
an automated system would only be marginally more efficient than a user. Also,
if tq varies widely, then a set of user managed jobs could have a serendipitously
small
∑
tq, while automated jobs could have an unfortunately large
∑
tq, and the
automated system would appear to be less efficient compared to the user jobs.
To see this effect in our table, we can consider the simulation Chinchilla-2 and
when it occurred in the XSEDE allocation cycle. XSEDE allocates SUs for a calendar
year, accepting applications every quarter. Generally, as the end of an allocation
period approaches, the number of jobs submitted on machines rises, as users attempt
to use all of their hours before their allocation period ends. The deluge of extra jobs
generally increases the queue time for jobs, as the computing resources are much
busier. Chinchilla-2 was run in the middle of December of 2012, while all other runs
were earlier in the allocation cycle. We can imagine that in addition to the usual
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end-of-quarter run on the computing system, there may have been an extra boost
because it was the end of the year, and users may have been trying to use their time
before leaving campuses for winter breaks.
We can excise Chinchilla-2 from the efficiency calculation and compare with man-
ual run jobs, as shown in Table 4.3. Here, we can see that if we exclude a time that
had spuriously large tq from the efficiency calculation, then the automated system is
indeed marginally more efficient than manual user management.
Table 4.3: New XBaya total value excluding runs near the end of the allocation
quarter.
Simulation Control Total Time CPU Time Efficiency
Total XBaya 59:10:28:15 34:03:55:31 57.5%
Excl. mid-Dec. XBaya 35:00:30:22 24:10:11:57 69.7%
Total Manual 27:00:51:00 18:05:55:18 67.5%
The difference between these two efficiencies ia driven by tlag. But even for man-
ual job management, it is possible to drive tlag → 0 if the jobs being run are well
understood. On all of the XSEDE batch computing resources used for this work, it is
possible to tag dependencies between compute jobs. So, if job (i+ 1) depends on the
output from job (i), the two jobs can be submitted at the same time by the user, with
job (i+ 1) marked in such a way that it will wait to begin execution until job (i) has
completed successfully. I am sufficiently familiar with these simulations that I usually
know beforehand how long an LGadget job will take, and as such, how many times a
simulation will need to be submitted to run to completion. For most of the manual
jobs in Table 4.2, I was able to submit a set of jobs with appropriate dependencies
to take tlag → 0, essentially performing the same task as XBaya using the batch sys-
tem. In this case, I would expect that XBaya and manual management should have
essentially the same efficiency, and that the efficiency could be characterized by the
average queue time on the systems over the quarter that the jobs were submitted.
However, even though XBaya might not have a significant advantage by this mea-
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sure of efficiency, there were still some efficiency gains to be had. When I would
submit jobs with dependencies, I would have to put considerable effort in to plan all
of the jobs beforehand, and interact several times with the batch system, at least once
per job to be submitted, as well as write the necessary job submission scripts with
appropriate parameters for walltime, number of processors, account to be charged for
SUs, etc.. On the other hand, with XBaya, execution of all jobs can be started with
a single click, and a previously programmed set of rules for each job is automatically
applied. So, XBaya can give the same efficiency by this measure with a smaller time
commitment to manage jobs by a user, which is advantageous.
4.3.2 Other XBaya Advantages
XBaya has advantages beyond saving the user time in job management. The workflow
process creates parameter files for an entire set of simulations from a master file, which
creates two distinct advantages over manual execution.
First, an entire suite of simulations can be set from a single parameter file, and
a number of parameters are dynamically set correctly by the workflow process. For
example, CAMB takes an Ωdm = Ωm + Ωb parameter and an Ωb parameter, while
2LPTic and LGadget take Ωm and Ωb seperately. This can create confusion when
setting parameter files manually. The workflow reduces the learning curve, and elim-
inates potential errors from confusing which values belong in which configuration file.
Also, the configuration step runs almost instantaneously, significantly reducing the
set-up time for each simulation.
Also, since all of the simulation parameters for all boxes in a given cosmology are
set by a script, they are guaranteed to be consistent. In the early testing period,
we ran a set of XBaya simulations with identical parameters to an earlier manual
run. Upon completion, we found that not all outputs from the automated simulation
agreed with the manual simulation. Upon careful investigation, we found that for
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one of the jobs in the manual case, a parameter in one configuration file had been
mistakenly set to an incorrect value.
On the other hand, this configuration feature is included in the workflow as a
python script that can be executed separately, in conjunction with manual runs, so
the advantages from automated configuration can be realized in a manually managed
job. But, all of the submission scripts still need to be addressed in a fully manual
sense, leaving XBaya with a still significant advantage over manual management.
4.3.3 Some XBaya disadvantages
The Apache Airavata framework is a software project supported by a team of software
engineers and designed to be an easy environment to import code, but at this stage
of development, some help is needed to embed code in its XBaya environment. Our
Airavata use was attached to an XSEDE award that come with support from those
developers in the form of Extended Collaborative Support Service (ECSS) time, which
ensured that our code could be integrated in the XBaya workflow manager. Needing
to interact with a developer each time that we need to make changes or add features
adds a layer of communication and inefficiency in our development process. If that
developer is working on many other projects simultaneously, then making changes to
our workflow could incur delays.
Another challenge that we faced was a mismatch between the computer application
paradigm in which scientists often operate, and the paradigm that computer scientists
expect. While a scientist often develops code, it is often to get a particular task done
in a minimalist fashion. Scientists often do not include significant error handling,
as there is an implicit assumption that users will know how to use the code, and
rarely are unit tests written. Computer scientists with experience working on large
software projects expect that a significant amount of time is dedicated to these kinds of
tasks. This created specific problems for us trying to develop our workflow. Consider
72
LGadget as an example.
LGadget returns few error messages that are useful. LGadget will return a useful
error message if the user supplies contradictory memory bounds and run parameters
in the configuration file, relating to allocation performed within LGadget. However,
several packages that LGadget calls do not provide similar memory bounds checking,
so it is possible that LGadget can overrun available memory without providing a
useful error message. The job will then crash, with little or no useful information
about what caused the crash. One feature we would have liked to include in our
workflow is the ability to resubmit jobs that experience runtime errors. However,
without useful error messages and return codes built into LGadget, the XBaya is
unable to determine if the cause of the crash is something that needs to be addressed
or can be ignored before resubmission. This means that every time there is a runtime
error, a user needs to manually inspect all of the outputs to determine what kind
of error caused the crash before the job can be resubmitted, just as in a manually
managed case.
Another LGadget example is that the code needs to be compiled differently de-
pending on the type of cosmological model and parameters, e.g., enabling w 6= −1
models is a compile time option for LGadget. Each time a new application is compiled
it needs to be added to the XBaya application registry, so every time we wanted to
run a new model, we would need our developer to register a new version of LGadget
and construct a new workflow, which added time between BCC runs. To alleviate
these sorts of issues and adjust our codes to match the standard computer science
paradigm, error handling in particular, would require a significant time investment.
I estimate that to make the appropriate changes to LGadget would require at least 6
months of effort.
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4.3.4 Enabling DES Projects
With the N-body simulations in place, additional processing proceeds at SLAC to
produce galaxy catalogs from the N-body data. This section explores some of the
work done with the data products. Much of the work here is done by others, but I
will include a summary of some of the work for completeness, and to show concrete
examples of DES scientific results that follow from these N-body simulations.
4.3.4.1. Projection in Optical Galaxy Clusters
Figure 4.5: A cartoon showing how a line-of-sight projection can influence a cluster
finder’s mass estimation. The left panel represents a patch of sky that might be
observed on the sky. The symbol in the bottom right represents an arrow facing
away, indicating that we are looking along the line-of-sight. The middle panel shows
true galaxy positions and underlying dark matter halos, indicated by the shaded area.
The right panel shows inferred galaxy distances based on their colors The arrows in
these two panels show the line-of-sight direction. A cluster finder might identify one
cluster in this data (circled in green). This results in a richness estimate biased high
relative to either halo.
The first project described is related to optical projection effects. This project
is covered in detail in Chapter 6, so I will omit most of the details, but include the
introduction to the project published in Erickson et al. (2013). Galaxy cluster surveys
aim to measure the space density of dark matter halos by locating and counting groups
and clusters of galaxies as a function of their size and distance from the Milky Way
(equivalent to cosmic epoch, z). Galaxies will tend to be clustered in regions with
massive underlying dark matter halos. A signal that can be used to identify the
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number of galaxies in a halo is the measure λ, known as richness (Rozo, Rykoff,
Koester, McKay, et al., 2009; Rykoff et al., 2012). In a pure and complete sample,
the expected number of galaxy clusters, N , in a richness bin λi and redshift bin zj















P (λ|M, z) dM dλ, (4.3)
where M is the halo mass, dn(M, z)/dM is the halo space density (also called the
mass function), dV/dz is the cosmological volume element, and P (λ|M, z) is the prob-
ability of observing a particular λ given an underlying halo mass and redshift. Dark
matter, dark energy and other cosmological parameters enter this expression through
dn(M, z)/dm and dV/dz, while astrophysics and cluster finding algorithm properties
can be characterized by the probability, P (λ|M, z), the mass–observable relation. Re-
lating observed galaxy cluster counts to a theoretical underlying distribution of dark
matter halos allows cosmological parameters to be extracted.
Our synthetic survey catalogs can be used to characterize the mass-observable
likelihood, P (λ|M, z), in a variety of cosmological models and to study the nature of
noise arising from projection of unrelated halos along the line-of-sight. Such studies
inform analysis of the real data, where the true underlying cosmology is unknown,
since constraints on cosmological models depends on how well characterized is the
mass–observable relation.
The mass–observable relation is often assumed to be log-normal about a power-
law mean. That is, a signal can be expected to be related to the true mass correctly
on average, but has some scatter about the true mass value. However, there are a
variety of reasons why the observed relation may not be log-normal. One possible
systematic effect could come from galaxies along the line of sight to a target halo.
Dark matter halos usually lie at the confluence of dark matter filaments, and if an
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observer happens to be looking along such a filament, there will be excess galaxies
along the line of sight. Halos projected along the line-of-sight of a given target boost
its signal in a stochastic manner, resulting in a P (λ|M, z) that grows a tail to high
values.
Figure 4.5 shows a cartoon version of how line of sight projection can boost the
mass estimate of a large halo. A cluster finder would locate an apparent galaxy
overdensity on the two dimensional visible sky, represented by the left panel, but
given that the Universe has three dimensions, there can be some confusion about
the galaxy positions in the third axis, which is illustrated in the middle and right
panels—the line of sight is shown by the direction of the arrows in the lower right
hand corner of each box. DES will use photometric redshift estimators to determine
the distance to galaxies in the line-of-sight direction. That means that the color
of the galaxy as measured a couple of filter bands will determine its redshift. The
right panel shows the positions of galaxies that might be measured by photometric
redshifts, while the middle panel shows the true positions. A cluster finder in this
cartoon example would assign two galaxies from a small foreground halo to the larger
background halo. Since optical cluster finders use the number of galaxies measured
in a cluster as a mass proxy, this would result in the mass of the background halo
being overestimated. There is a much larger number of small dark matter halos in
the Universe than massive ones. These small halos do not contain enough galaxies
to be identified as clusters but can bias mass estimates via projection to the galaxy
counts for larger halos.
If a log-normal assumption is used in cosmological analysis, when there is in fact
line-of-sight projection, cosmological parameter estimates will be biased, see Chapter
5. However, we can account for this projection effect in red-sequence Matched-filter
Probabilistic Percolation (redMaPPer) identified clusters, as described in Chapter 6,
most clearly illustrated by Figure 6.5 and the supporting text.
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Projects done by other authors have also been able to use the XSEDE-produced
data described here, and I will now illustrate some of those.
4.3.4.2. CFCP
Cluster cosmology is built on making a link between a theoretical prediction for the
distribution of dark matter halos and observed galaxy clusters. Different cluster
finding algorithms and cluster definitions will lead to different cluster identifications.
While identifying clusters differently is not a problem in itself, extracting cosmological
information from sky surveys depends on the ability to characterize the properties
of each method and relate their results to the underlying dark matter distribution.
A galaxy cluster finder is more powerful when, compared to others, it can trace the
underlying dark matter halos more efficiently and accurately.
In our synthetic galaxy surveys, scientists have an advantage in that they know the
true underlying dark matter distribution and dark matter halo locations. Detected
clusters can thus be compared directly to the underlying dark matter halo population.
A variety of competing cluster-finding algorithms are available, and the synthetic
surveys allow an assessment of their relative performance.
Figure 4.6 shows in two dimensional cartoon form how two different cluster finding
algorithms might perform. Galaxies are represented by the black spiral shapes, and
dark matter halos by gray circles. The green and red circles show clusters identified
by two different algorithms. The “best” cluster finding algorithm would be one that
most reliably matches the underlying halo distribution, and can most robustly relate
the observed galaxy distribution to the underlying dark matter halo mass.
Looking at this cartoon, we can quickly identify some strengths and weaknesses
of each cluster finder. If we look at the three dark matter halos on the left, we
see that the green cluster finder identifies galaxy clusters that are highly correlated
with the underlying dark matter halos, while the red finder merges halos together.
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Figure 4.6: A gedanken cluster finder comparison. The it grey circles represent true
underlying dark matter halos, in which there is an overdensity of galaxies relative to
the diffuse galaxy background. The red and green circles represent clusters identified
by two galaxy cluster finders. Which more reliably reproduces the underlying dark
matter halos? The green finder more closely matches the halos where it identifies a
cluster, but the red finder identified the same number of clusters as underlying halos.
Note that in real galaxy clusters, most galaxies are elliptical type, rather than the
spiral type illustrated here.
Such confusion could arise because of projection effects arising in the third dimension
as described in section 4.3.4.1. In this region, it seems that the green algorithm is
clearly superior to the red. Looking at the two dark matter halos on the right, we
again see that the green finder, where it identified a cluster, is highly correlated with
the underlying halo. But, the green finder only identifies one cluster where there are
two halos, while the red finder, though being poorly correlated with the underlying
halos, has identified two clusters. From this small cartoon picture it is hard to say if
red or green would be a better cluster finding algorithm to use for a large data set.
The DES Clusters Working group has embarked on a Cluster Finder Comparison
Project (CFCP) (Song et al., 2013). There are six cluster finding algorithms available
to DES: C4 (Miller et al., 2005), GMBCG (Hao et al., 2010), redMaPPer (Rozo and
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Rykoff, 2013; Rykoff et al., 2013), VTRS (Barkhouse et al., 2006), WAzP (Benoist
et al., 2013), and zVT (Soares-Santos et al., 2011) and each could be used to generate
cluster catalogs from DES data. Using the synthetic skies, these catalogs can be
analyzed and include descriptive information about their performance in tracing the
underlying dark matter.
In order to test how the cluster finders trace the dark matter, it is necessary to
map clusters to halos. The CFCP defines two methods to match a galaxy cluster
to an underlying dark matter halo, proximity matching and membership matching.
Proximity matching attempts to match each cluster center with the nearest dark
matter halo center. This process can be complicated by several factors; e.g., how
to deal with a situation where a cluster finder identifies two clusters that exist in
one true underlying halo. To overcome this, CFCP proximity matching defines a
search volume and matches clusters with more galaxies to halos with larger masses.
Membership matching assigns clusters to halos based on the overlap of the member
galaxies. That is, a cluster matches a halo if the plurality of the clusters galaxies
overlap a single halo and vice versa.
Once clusters can be matched to halos, we can define statistics that describe the








where C characterizes how well the cluster finder is at finding clusters that actually
correspond to underlying dark matter halos, and P characterizes what fraction of
the clusters that were found matched halos. The completeness and purity can be
checked in redshift bins. For a concrete example, let us examine the red and green
cluster finders of Figure 4.6. The green algorithm identifies 4 clusters, of which all
4 are well matched to a dark matter halo. Since there are 5 halos, this finder has
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C = 80% and P = 100%. The red algorithm identifies 5 clusters, but only 3 are well
matched to underlying halos. Again since there are 5 halos, this finder has C = 100%
and P = 60%. Figure 4.7 shows preliminary results for purity and completeness of a
proximity matching based DES CFCP.
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Figure 4.7: Preliminary results of a cluster finding comparison on a BCC synthetic
galaxy catalog in a z = 0.3–0.4 redshift shell. The plots show completeness (left) and
purity (right) for (note the different vertical scales) for 5 cluster finders available to
DES. The horizontal axis is the mass associated with proximity matched halos for
each finder. Figure courtesy of Jeeseon Song (University of Michigan).
4.3.4.3. Weak Lensing Mass Calibration
Members of the Weak Lensing Working Group have been investigating how best to
estimate the mass of an observed cluster based on the weak lensing distortion of
background galaxies. Using a maximum likelihood estimator of P. Schneider, King,
and Erben (2000) to fit the synthetic observations, and comparing to the true halo
masses from the simulation, the group can understand how best to estimate masses
and also provide feedback on the model used to generate the synthetic observations.
A recent calibration plot comparing estimated and true masses is shown in Figure 4.8.
The dotted line shows an identity relation. A best fit to the data returns a mean mass
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Figure 4.8: Comparison of the mass
inferred from weak lensing shear
analysis (y-axis) to the true halo
mass (x-axis) for several thousand
galaxy clusters identified in the first
synthetic DES sky survey. The dot-
ted line is the identity relation. Fig-
ure courtesy of Jörg Dietrich (Uni-
versitäts-Sternwarte München).
that is on average, biased by -8.7%. The scatter is about 85%. This is an early test
case, and results should improve.
4.3.4.4. Joint Cluster Finsing with the SZ Effect
The N-Body simulations and halo catalogs we produce also provide a platform for
generating simulated SZ observations for multi-wavelength cosmological studies. DES
was designed to have a significant overlap with the SPT survey of the SZ effect in order
to take advantage of joint cosmological analysis. Theoretical work shows that this
multi-wavelength approach can improve the characterization of dark energy and other
cosmological parameters by DES (Cunha, 2009; Wu, Zentner, and Wechsler, 2010). In
order to prepare for this joint analysis computational framework needs to be built and
tested on synthetic observations. Therefore, analogously to the ADDGALS observable
catalog creation for the DES optical data, tools have been developed in order to
create realistic simulated observations for SPT and other instruments (Biesiadzinski
et al., 2013). Just as optically identified galaxy cluster counts are related to an
underlying halo distribution by a mass–observable relation, so are SZ clusters, where
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the observable is the SZ decrement. The SZ effect is a spectral distortion in the
observed Cosmic Microwave Background (CMB). It is caused by CMB scattering
off of with electrons in the hot gas bound to dark matter halos. The change in





where the SZ decrement is governed by the temperature of the gas, Tg, electron













and integration is over the line of sight. The DES BCC simulations do not include
gas dynamics, so the method for generating SZ maps is to embed gas pressure profiles
within the dark matter halos (M. Arnaud et al., 2010) and treat that gas as the source
of the decrement. Figure 4.9 shows a patch of sky for which an SZ map has been
generated from BCC halos.
Maps generated using this framework have already been utilized in the study of
SZ–mass scaling of clusters of galaxies observed by the Planck satellite (Biesiadzinski
et al., 2012) and to measure the correlation between optical and infra-red detected
galaxies and CMB lensing (Bleem et al., 2012). In addition, cluster finding algorithms
run on these simulated maps are also being combined in a rigorous fashion with cluster
finding data obtained from the equivalent optical simulations—based on the same
underlying N-Body simulations—in order to explore whether the joint galaxy cluster
catalogs can offer improved purity and completeness as well as reduce the scatter in
optical observables (Nord et al., 2013).
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Figure 4.9: Synthetic SZ sky map patch from BCC dark matter halos identified with
ROCKSTAR. This map does not include the overall cosmic microwave background,
only sources of the SZ effect. Red regions indicate that there are no sources, while
blue indicated a strong source. The large blue circles represent nearby massive dark
matter halos that have a large SZ footprint.
4.4 Summary
Implementing the Airavata workflow for this project has entailed significant overhead.
Scripts that set up the input parameter files needed to be developed, and new features
were added to the existing codebase so that our applications would integrate more
effectively with the workflow framework. Interaction between the co-authors of this
document—domain scientists along with XSEDE ECSS team members—was essential
to achieving a production-level service. The effort invested has been worthwhile in
that we have been able to produce a large number of N-body simulations for DES
with much less effort than would have been necessary to produce them manually.
In past two years we have automated codes in a workflow infrastructure which
improves simulation production efficiency, by reducing effort needed by a user to set-
up a simulation, and then using wallclock time with ∼70% efficiency. Eventually,
this service could serve as the backend for a web-based gateway. The gateway could
be used by astrophysicists who may want to generate a synthetic sky in a particular
83
model without needing to build their own production system and locate sufficient
computing resources.
The workflow system can capture provenance, including information such as when
the data set was created, by whom, where, and with what application version and
which input parameters. Currently this information is distributed across the High
Performance Computing (HPC) filesystems where runs are performed, and is not eas-
ily accessible. We would like to modify how Airavata handles provenance tracking,
e.g., by centralized reportng in a single, web-accessible database. Improved prove-
nance can enable broader sharing, reuse, and long-term preservation of our simula-
tions and the resultant galaxy catalogs.
In the longer term, we could also expand our scope, generalizing our galaxy catalog
construction process into a science gateway that would support broader classes of
astrophysical studies. The optical catalogs we create could be augmented by synthetic
surveys at other wavelengths, from radio to X-ray, and our focus on galaxies could
be expanded to include quasars, galactic stars, and other astrophysical objects.
Now, we turn away from long discussions of simulation and computer science is-
sues, and turn to some scientific analysis. First, in the next Chapter, I will look into
an observational systematic, line-of-sight projection, and how it can affect cosmolog-
ical analysis. Then, in Chapter 6, I will use some of the DES simulations discussed
here to show how to account for line-of-sight projection in DES analysis.
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CHAPTER 5
Influence of Projection in Optical Cluster
Cosmology Studies
We examine the bias in cosmological parameter estimates caused by incorrectly as-
suming a Gaussian (projection-free) mass–observable relation when the true relation
is non-Gaussian due to projection. Projection tends to skew the mass–observable
relation of galaxy clusters by creating a small fraction of severely blended systems,
those for which the measured observable property of a cluster is strongly boosted
relative to the value of its primary host halo. We introduce a mixture model for
projection and explore Fisher forecasts for a survey of 5,000 square degrees to z = 1.1
and an equivalent mass threshold of 1013.7 h−1M. Using a blended fraction moti-
vated by optical cluster-finding applied to the Millennium Simulation, and applying
Planck and otherwise weak priors, we find that the biases in ΩDE and w are significant
and that new parameters describing the model increase uncertainty by factors of 2.8
and 2.4, respectively, above previous forecast uncertainties. Incorporating eight new
degrees of freedom to describe cluster selection with projection increases the forecast
uncertainty in ΩDE and w by similar factors. Knowledge of these additional param-
eters at the 5% level limits degradation in dark energy constraints to ∼<10% relative
to projection-free forecasts. We discuss strategies for using simulations and comple-




Galaxy clusters offer tests of large-scale gravity and cosmology, as their space den-
sity is exponentially sensitive to the time-dependent amplitude of the matter power
spectrum and the cosmic expansion history (see Allen, Evrard, and Mantz (2011)
and Voit (2005) for recent reviews). Because their counts and clustering probe the
gravitational growth of structure, clusters provide information beyond that provided
by Cosmic Microwave Background (CMB) and cosmic distance measurements, such
as Supernovae (SNe) and Baryon Acoustic Oscillation (BAO). Joining cluster data
with such measurements significantly improves cosmological parameter constraints
(Cunha, Huterer, and Frieman, 2009).
While the potential for clusters to constrain parameters such as the dark energy
equation of state, the energy densities of cosmic components, and the amplitude of
matter density fluctuations has long been known (Bahcall and Fan, 1998; Henry and
K. Arnaud, 1991; Lima and Hu, 2004; Majumdar and Mohr, 2004; Weller, Battye,
and Kneissl, 2002), early work also emphasized the importance of understanding sys-
tematic errors associated with survey modeling (e.g., Evrard et al., 2002; Levine,
Schulz, and M. White, 2002). The agreement in cosmological parameters derived
recently from independent samples selected at optical (Rozo et al., 2010) and X-ray
(Henry et al., 2009; Mantz et al., 2010; Vikhlinin et al., 2009) wavelengths indicates
progress in addressing systematic errors. However, early Planck analysis of the ther-
mal Sunyaev–Zel’dovich (SZ) effect in the optically-selected maxBCG sample (Koester
et al., 2007) suggests there is more work to be done, e.g., the mean gas thermal
energies inferred from Planck measurements lie a factor of two below simple model
expectations (Planck Collaboration, 2011d). The origins of this disagreement are due
to differences in mass calibration (Rozo, Bartlett, et al., 2012; Rozo, Evrard, et al.,
2012; Rozo, Rykoff, Bartlett, et al., 2012; Rozo, Vikhlinin, and More, 2012), the
effective offset in total mass of ∼40% is in ∼2.5σ conflict with the mass calibration
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errors quoted in the above cosmological studies.
The Planck optical results highlight the importance of a key functional element
of cluster cosmology from counts, namely the likelihood, p(Mobs|M, z), that a halo of
mass M at redshift z has an observed property Mobs. For SZ observations, Mobs is the
total thermal energy of the hot gas inferred from the spectral distortion in the cosmic
microwave background. For the case of optical studies we consider Mobs to be the
optical richness, defined by the number of red galaxies in the cluster above a given
magnitude limit. Sky counts expected within a particular model are calculated by
a convolution of this mass–observable function with the space density of halos. The
latter has been calibrated to high precision by N-body simulations (Crocce et al.,
2010; Evrard et al., 2002; Jenkins et al., 2001; Tinker et al., 2008; Warren et al.,
2006).
Since the scaling of most observables with mass are power-laws, and therefore
linear in the logarithm, the convolution kernel is typically assumed to be log-normally
distributed about a power-law mean. The log-normal assumption for deviations in
hot gas properties about the mean is supported by X-ray observations of core-excised
luminosity and temperature in clusters (Pratt et al., 2009) and from a range of hot gas
properties in simulated halo samples (Stanek et al., 2010; Yang, Ricker, and Sutter,
2009). However, some degree of departure from log-normality should be expected
intrinsically, potentially driven by different formation histories (Yang, Bhattacharya,
and Ricker, 2010) and by major merging events (Poole et al., 2006).
A given intrinsic likelihood for halo observables will be modified when Mobs is
projected onto the sky (Cohn et al., 2007; Hallman et al., 2007; M. White, Hernquist,
and Springel, 2002). Halos projected along the line-of-sight of a given target boost its
signal in a stochastic manner, resulting in a P (Mobs|M, z) that grows a tail to high
values. Optical richness is an attractive property to measure because it only requires
broad-band photometry; however, it is also sensitive to line of sight projections. Rich-
87
ness scales roughly linearly with mass (Johnston et al., 2007; M. White et al., 2011;
Zheng et al., 2009), while X-ray and SZ signals scale more steeply, ∼M1.6 (Planck
Collaboration, 2011c; Reiprich and Böhringer, 2002; Rykoff et al., 2008; Stanek et
al., 2006), making these observables less susceptible to contamination from (spatially
more abundant) lower mass halos. Indeed, the Abell catalog (Abell, Corwin, and
Olowin, 1989) contains cautionary notes about projected confusion. Spectroscopic
studies of optically selected clusters occasionally reveal multiple peaks and complex
structures in velocity space (A1689 ( Lokas et al., 2006), CL1604 (Gal et al., 2008),
A85 (Boué et al., 2008) and EIS clusters (Grove, da Costa, and Benoist, 2008)), and
simulation studies are beginning to explore these issues in detail (Noh and Cohn,
2011; M. White, Cohn, and Smit, 2010). Joint X-ray and optical studies of three
nearby clusters show thermal signatures anticipated by gas dynamic simulations for
actively merging systems (Maurogordato et al., 2011).
The statistical ingredients (the space density, spatial clustering, and galactic con-
tent of halos) needed to calculate projected confusion are coming into focus, and
a generic expectation is that most massive halos suffer little contamination while a
modest percentage are strongly affected by projection (Cohn et al., 2007; Rozo et al.,
2011). These studies motivate a Gaussian mixture model for projection that we ex-
plore in this paper. The mixture represents a dominant component of clusters whose
sight-lines are largely clean, along with a minority of clusters whose signal is strongly
boosted. The latter category we refer to as blended systems, or blends, and in these
objects the Mobs signal is not dominated by a single halo. Our treatment here is in-
tended to be illustrative, but model parameters could be tuned using sky simulations
tailored to specific surveys (Cai et al., 2009).
An earlier study of projection used an Edgeworth expansion to model cluster
counts including non-zero skewness and kurtosis in p(Mobs|M, z). Shaw, Holder, and
Dudley (2010) find that the detailed shape becomes important when the product of
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the scatter in the mass–observable relation and the logarithmic slope of the mass
function at the limiting mass is greater than one. Our study differs from that work
in two ways: our Gaussian mixture approach, which includes eight new degrees of
freedom, is more general than their expansion. Also, we use a Fisher matrix approach
to explicitly calculate both the bias that projection induces in a projection-free (single
component Gaussian) analysis, as well as the additional variance that is incurred when
the extra degrees of freedom are included. We explore the latter under a variety of
prior constraints.
The discussion is organized as follows. In section 5.2, we briefly recount the
procedure to extract dark energy constraints via cluster counts and variance in counts,
and we present our parameterization of the mass–observable relation that includes
line-of-sight projection. In section 5.3, we present our results and, in section 5.4, a
discussion of the results.
5.2 Cluster Selection Model with Projection
When Abell published the first homogeneous cluster catalog from photographic plate
imaging, he employed the count of galaxies within a fixed-metric aperture and a
scaled magnitude range as a measure of galactic richness, a proxy for cluster mass
(Abell, 1958). The development of multi-band imaging cameras in the late 1990s
(Boulade et al., 2003; Gunn et al., 1998) enabled cluster samples to be selected
using color selection techniques, whereby counts within a joint magnitude and color
(or photometric redshift) range are employed as a mass proxy (Adami et al., 2010;
Gladders and Yee, 2005; Hao et al., 2010; Koester et al., 2007; Szabo et al., 2011; Wen,
Han, and Liu, 2009). These samples contain up to 69,000 clusters extending to z ∼ 1
across nearly 8,000 square degrees of sky. The next generation of optical and near-
infrared surveys—the Dark Energy Survey (DES), the Visible and Infrared Survey
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Telescope for Astronomy (VISTA) surveys, Panoramic Survey Telescope and Rapid
Response System (Pan-STARRS), with Large Synoptic Survey Telescope (LSST) and
Euclid to follow—will identify hundreds of thousands of clusters.
Modern, color-based–cluster-finders rely on the 4000 Å break, a spectral feature
of old stellar populations (Bower, Lucey, and Ellis, 1992). Observations show, and
stellar population models expect, that the mean color in a fixed observed band strad-
dling 4000 Å will vary with redshift. A single color can therefore be used as a simple
photometric redshift estimator (Gladders and Yee, 2000). The redshift accuracy is
limited by the finite color width of the red galaxy population at a given epoch. The
finite width of the color filter employed for cluster finding in turn corresponds to a
comoving length scale of order hundreds of Megaparsecs (Cohn et al., 2007). Red
galaxies in spatially distinct halos that fall within a cylinder of this length aligned
toward an observer will be catalogued as a single cluster (Milkeraitis et al., 2010),
illustrated in cartoon form in Figure 4.5. We generically refer to this process as blend-
ing. While all clusters suffer some degree of projected blending, we are particularly
interested in extreme cases, and so adopt a specific definition for classifying clusters.
A cluster of observed richness Mobs will be referred to as a blended cluster if no single
halo contributes Mobs/2 or more to the richness. Conversely, a cluster for which a
single halo does contribute ≥Mobs/2 of the richness is referred to as clean (We assume
here that the radial scale for observed and intrinsic measures are aligned.).
The massive halos that host clusters tend to be embedded in filaments and/or su-
percluster regions. Viewpaths that traverse such structures will have a locally boosted
background in the color-magnitude sub-space used for cluster detection. Empirical
studies of a new red-sequence matched filter method applied to Sloan Digital Sky
Survey (SDSS) maxBCG data (Rozo et al., 2011; Rykoff et al., 2012) indicate that such
boosts generate a blended fraction of ∼10% in the cluster population.
Previous Fisher matrix forecasts for the cosmological parameter yield from upcom-
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ing surveys (Cunha, 2009; Lima and Hu, 2004; Majumdar and Mohr, 2004; Weller,
Battye, and Kneissl, 2002) have assumed a log-normal distribution for the observ-
able likelihood, p(Mobs|M, z). While the log-normal form may reflect the intrinsic
(e.g., spherically averaged) dispersion in the halo ensemble, blended clusters will have
p(Mobs|M, z) strongly boosted at high Mobs. We use a Gaussian mixture model in
log-mass, described in section 5.2.2, to model a bimodal cluster population consisting
of clean and blended systems.
While our model is general, we tune default parameters using the results of Cohn
et al. (2007). That study applies a red sequence–based algorithm to projected galaxy
maps from the Millennium Simulation (Croton et al., 2006; Springel et al., 2005).
They use a single R−z color applied in narrow redshifts sliced centered at z = 0.4, 0.7
and 1.0. Matching halos to clusters by galactic membership, they identify a blended
subset of clusters whose mass–observable relation is shifted to higher Mobs values and
whose variance is larger than that of clean clusters. At higher redshifts, the mean
color in the old stellar population varies more weakly with z, and the color width of
the red sequence traces out an increasingly longer comoving cylinder, reaching ∼500
h−1 Mpc at z = 1. The longer search cylinder drives an increase in the blended
fraction of clusters, from 11% at z = 0.4 to 22% at z = 1. Note that the fraction of
halos at fixed true mass that are blended will be lower than this, as convolution with
a steeply falling mass function increases the fraction of blended clusters at fixed Mobs
(Rozo et al., 2011).
5.2.1 Reference Model Survey
Our reference model survey, based on DES+VISTA, is assumed to cover 5,000 square
degrees and extend to a limiting redshift of zmax = 1.1. Our choice of maximum
redshift is somewhat conservative since with the addition of IR filters from VISTA,
the combined surveys should have accurate redshifts for field galaxies up to z ∼ 1.5.
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We assume that DES+VISTA will detect clusters above an observational threshold,
Mobs ≥Mth, with Mth = 1013.7h−1M, comparable to what is achieved by low redshift
surveys (Johnston et al., 2007; Koester et al., 2007). Based on the maxBCG Ngal
richness measure, the zero-redshift variance in the mass–observable relation is taken
to be σ20 = 0.25 (Rozo, Rykoff, Evrard, et al., 2009).
We subdivide the sky into 500 bins of 10 square degrees each, and calculate the
counts and sample variance using richness bins of width ∆lnMobs = 0.2 with the
exception of the highest mass bin, which we extend to infinity. We set the width
of our redshift bins to ∆z = 0.1. These bin sizes imply 11 redshift bins and 10
mass bins. We assume fiducial cosmological parameters based on the fifth year data
release of the Wilkinson Microwave Anisotropy Probe (WMAP) (WMAP5, Komatsu
et al. (2009)). Thus, we set the baryon density, Ωbh
2 = 0.0227, the dark matter
density, Ωmh
2 = 0.1326, the normalization of the power spectrum at k = 0.05Mpc−1,
δζ = 4.625×10−5, the tilt, n = 0.963, the optical depth to reionization, τ = 0.087, the
dark energy density, ΩDE = 0.742, and the dark energy equation of state, w = −1. In
this cosmology, σ8 = 0.796. With the exception of w, the cosmological parameters we
use have been determined to an accuracy of a few percent. We apply Planck priors1 to
all cosmological parameters. We use CMBfast (Seljak and Zaldarriaga, 1996), version
4.5.1, to calculate the transfer functions.
5.2.2 The Mass–Observable Relation for Clean Clusters
We assume that the majority of clusters are clean systems whose selection properties
are described by a single log-normal form. Following the notation of Cunha and
Evrard (2010), we write the probability of observing a cluster with observable mass
1Planck Fisher matrix courtesy of Wayne Hu.
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x ≡ lnMobs − lnM − lnMbias(M, z)√
2σ2lnM(M, z)
. (5.2)
The model allows for systematic error in the observable by allowing redshift-
dependent bias and variance
lnMbias(M, z) = B0 +B1ln(1 + z), (5.3)







We set the fiducial values of B0, B1 and the si to zero throughout this Chapter. The
baseline mass scatter, σ0, is taken to be 0.5, a value consistent with maxBCG findings
for that survey’s original Ngal richness estimator (Rozo, Rykoff, Evrard, et al., 2009).
Recently, Rykoff et al. (2012) proposed an improved mass-estimator for MaxBCG,
with scatter expected to be 0.2 to 0.3, making our assumption about the scatter
conservative.
Below, we apply this single Gaussian model to fit a set of data that are described
by our extended, two Gaussian case. For that fit, σ0 has a slightly different value,
and B0, B1 and the si elements will be non-zero, as described in section 5.3.1.
5.2.3 Selection with Projection: Blended Clusters
To model selection with projection, we use a Gaussian mixture form for Mobs that
combines clean and blended sub-populatons,
p(Mobs|M, z) = (1− γ(z)) Gclean + γ(z)Gblend (5.5)
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where Gclean and Gblend are log-normal distributions of the form given by equa-
tion (5.1), and the blend factor, γ(z), controls the fraction of blended clusters.
For the component representing blends, we introduce a set of parameters for the
bias and scatter different than that of the clean component,
lnMbias,b(z) = µ0 + α ln(1 + z) + β (lnM − lnMth), (5.6)
σ2lnM,b(M, z) = σ
2
0,b + szz + sM(lnM − lnMth). (5.7)
We highlight below the role of the mass bias terms, especially the constant offset, µ0,
and its logarithmic redshift gradient, α. The parameter β allows for a mass-dependent
bias. For the scatter of the blended component, we focus on a pessimistic scenario
where σ20,b = 2σ
2
0. This is consistent with results derived from Millennium Simulation
analysis Cohn et al., 2007. The more optimistic case of σ20,b = σ
2
0 yields qualitatively
similar results. The variance is allowed to evolve linearly with redshift and log-mass.
Default parameter values for the blended component model are β = sz = sm = 0,
and σ20,b = 2σ
2
0. We consider three specific combinations of µ0 and α that reflect
different scenarios of redshift evolution in the bias of the blended component: none
(α = 0, µ0 = 0.75); weak (α = 0.5, µ0 = 0.5); and strong (α = 1, µ0 = 0.25). In all
cases, the log-mean halo mass of blended clusters is biased low, by µ0 + αln(1 + z)
relative to that of the clean component.
The blend factor controls the overall fraction of blended clusters, and we write its
evolution as
γ(z) = γ0 + γ1ln(1 + z)e
−z, (5.8)
where the exponential damping is added only to regularize γ at high redshift. The
blend factor grows with redshift to z = 0.77, then flattens and decreases weakly
toward the z = 1.1 redshift limit.
We choose this parameterization because it allows sufficient freedom to roughly
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match the blending fraction as a function of redshift found in Cohn et al. (2007). We
calculate the blended fraction of clusters as a function of their observable mass proxy,
Mobs, via convolution with the mass function, as described below. In Figure 5.1 we





as a function of redshift bin for γ0 = 0 and γ1 = 0.05, 0.15 and 0.25. The mean counts,
N , are given by equation (5.11) below, where the clean and blended components are
calculated using the associated components of equation (5.5). For each γ1, the three
lines show results for the three choices of {µ0, α} pairs discussed above. The results
of Cohn et al. (2007), shown as the three black dots in the figure, are roughly matched
by the choice of γ1 = 0.15.
5.2.4 Cluster Counts and Clustering
The subject of deriving cosmological constraints from cluster number counts and
clustering of clusters has been treated extensively in the literature (see, e.g., Cunha
(2009); Lima and Hu (2004, 2005, 2007)). We give a brief summary in this section,
following the approach described in Cunha (2009), and leave other details to Appendix
D.3.
The number density of clusters at a given redshift z with observable in the range














is the mean halos space density, also called the mass function. We use
the Tinker et al. (2008) parameterization for the mass function, and ignore errors
in redshift estimates. The mean cluster number counts, and sample covariance, in
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Figure 5.1: The fraction of blended clusters above the survey Mobs threshold is plotted
for γ0 = 0 and γ1 = 0.05, 0.15, 0.25 (bottom to top). The three black dots are the
values found from the Millennium Simulation study of Cohn et al. (2007). Color-styles
correspond to three different redshift dependence forms (none, weak, strong) for the
bias of the blending amplitude: µ0 = 0.75, α = 0.0 (dotted, blue); µ0 = 0.5, α = 0.5
(dashed, green); µ0 = 0.25, α = 1 (solid, red). The models are tuned to coincide near
the median cluster sample redshift of z = 0.65.
bins labeled by i = {a, b, c}, where a denotes mass proxy, b redshift, and c angular










Sij = 〈(Ni −N i)(Nj −N j)〉. (5.12)
where Wc
th(Ω) is an angular top-hat window function.
Define the covariance matrix of halo counts
Cij = Sij +N iδij (5.13)
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where N i is the vector of mean counts defined in equation (5.11) and Sij is the sample
covariance defined in equation (5.12). The indices i and j refer to observable, redshift
and angular coordinate bins. Assuming Poisson noise and sample variance are the
only sources of noise, the Fisher matrix is, (Holder, Haiman, and Mohr, 2001; Hu and













where commas denote derivatives with respect to the model parameters. The first
term on the right-hand side contains the information from the mean counts, N . The
Sij matrix can be thought of as contributing noise to this term, and hence only reduces
the information content from counts alone. The second term contains the information
from the sample covariance.
The marginalized error in a parameter is given by σ(θα) = [(F
−1)αα]
1/2. Priors
are easily included in the Fisher matrix. If parameter θi has a prior uncertainty of
σ(θi), we add σ
−2(θi) to the Fii entry of the Fisher matrix before inverting.
5.3 Results
Our model with projection differs from previous models that assume an entirely clean
(single log-normal) population. Applying a clean-only model to a sky with projec-
tion will generally introduce a bias into derived cosmological parameters. We first
address the magnitude of this bias, then turn to the impact that introducing extra




To estimate the bias in cosmological constraints that would result if cluster samples
with projection are analyzed using a model with no projection, we follow a linearized
approach used in previous studies (Huterer and Takada, 2005; Wu, Rozo, and Wech-
sler, 2008). Our true sky counts are based on the bimodal mass–observable relation,
equation 5.5, applied using the three redshift evolution cases for the mass bias of the
blended component (none, weak, strong) discussed above. The redshift growth rate
of the blending factor, γ1, is a controlling degree of freedom.
If the true sky is analyzed assuming no projection, meaning using a unimodal
mass–observable relation equivalent to a γ(z) = 0 assumption in equation 5.5, then
the resultant projection-free counts, N1, and sample covariance S1 may differ from
the true values of N and S, respectively. The set of model—cosmological and mass–
observable—parameters, ~θ, recovered will generally differ from that of the true model.
The bias in the model parameters (used in Wu, Rozo, and Wechsler (2008)) is derived



















The covariance and Fisher matrix in the above expression are evaluated for the
projection-free model using parameter values determined by fitting the redshift be-
havior of the first two moments of the mass-observable relation with projection. In
our optical type survey described in §5.2.1, and for a specific choice of true model




0), we compute the
mean mass and variance in redshift bins of width 0.1 and fit these to determine the
terms B0, B1, s1, s2, s3 of the unimodal model, equations (5.6) and (5.7). Values for
the case of γ1 = 0.15 are given in Table 5.1.
For γ1 = 0.15, the shifts in the mean mass are below one percent at z = 0 but
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Table 5.1: Projection-free mass–observable parameters fit to the case with projection
for γ1 = 0.15.
µ0 α B0 B1 σ
2
0 s1 s2 s3
0.75 0.00 0.0076 0.0389 0.2503 0.1110 -0.1299 0.0491
0.50 0.50 0.0040 0.0470 0.2500 0.0760 -0.0497 0.0097
0.25 1.00 0.0004 0.0551 0.2499 0.0475 0.0111 -0.0163
grow to 3.8% at z = 1 for the strong blending evolution case (α = 1). The mass
bias fit, constrained by the form of equation (5.3) with only two free parameters, can
differ from the true bias in the projection model by up to 0.007 at z = 1 when the fit
is the worst (in the α = 0) case, but only by 0.002 for the best fit (α = 1) case. The
redshift behavior of the variance, with four free parameters of equation (5.4), matches
the values of the projection case quite well, with deviations less than 3× 10−4 in the
worst case. The variance at z = 1 is larger for larger values of α, with σ2 = 0.293 for
the α = 1 case.
For smaller γ values, the fits deviate less from the true bias in projection. For
comparison, the bias at z = 1 for a fir with γ1 = 0.05, differs by 0.002 in the worst
case and the mass bias is about 0.03. The variance also grows more slowly with z,
with σ2 = 0.264 at z = 1 for the α = 1 case.
We compute survey expectations for counts (N) in mass, angle and redshift bins
and their covariance (S) for the range 0 ≤ γ1 ≤ 0.3. We then calculate the counts
(N1), sample covariance (S1), full covariance (C1
−1), and Fisher matrix (F1) for
the respective projection-free case using the best-fit parameters described above. As
mentioned in section 5.2.1, we add unbiased Planck priors to the Fisher matrix, so
that F1 → F1 + FPlanck. The resultant values are used to compute bias in model
parameters according to equation (5.15).
Figure 5.2 shows the resulting biases in w and ΩDE. For the cases shown, we








Figure 5.2: Shifts in the cosmological parameters w (upper lines) and −ΩDE (lower
lines) as a function of the blending evolution rate, γ1. Line-styles correspond to three
different redshift dependence forms (none, weak, strong) shown in Fig. 5.1.
are free. When γ1 = 0 there is no blended component and therefore no parameter
bias (note we assume γ0 = 0). The bias in cosmological parameter estimates grows
approximately linearly with γ1, with slopes that are weakly dependent on the assumed
redshift evolution of the mass bias in the blended component. For the strong redshift
evolution case (µ0 = 0.25, α = 1.0) with γ1 = 0.17, which provides a close match to
the simulation results of Cohn et al. (2007), we find a significant biases in the dark
energy equation of state, δw = 0.12, and in the dark energy density, δΩDE = −0.04.
These shifts may be considered pessimistic, in the sense that we have assumed a
large scatter in the blended component. For the case of σ2blend = σ
2
0, the slopes of
the equivalent lines in Figure 5.2 are reduced by ∼50%, so that the strong redshift
evolution case with γ1 = 0.17 produces δw = 0.08 and δΩDE = −0.03. Reducing the
assumed σ0 = 0.5 scatter in the clean component would also lead to smaller biases in
cosmological parameters.
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Table 5.2: Cosmological parameter shifts, δθ, for strong redshift evolution (µ0 =








δζ × 105 4.625 0.0222
n 0.963 -0.0015
τ 0.087 1.0× 10−7
Table 5.2 shows the bias in all cosmological parameters for strong redshift evo-
lution for γ1 = 0.17, the case that best matches Cohn et al. (2007). The bias for
parameters other than ΩDE and w is less than 1% of the fiducial value. However,
comparing to the fiducial uncertainties from the Fisher matrix with unbiased Planck
priors show that the shifts can approach a 1-σ level for Ωmh
2 and δζ .
Figure 5.3 offers insight into the magnitude of the change in cluster counts arising
from projection. As a fiducial measure, we use counts, Nfid, for the projection-
free (unimodal) case with default parameters (zero bias and redshift-independent
variance). The solid lines in Figure 5.3 show the fractional shifts in counts, rela-
tive to the fiducial, as a function of redshift for the projected (bimodal) cases with
µ0 = 0.25, α = 1.0. For γ1 ∼> 0.1, projection boosts counts on the order of a few
tens of percent at high redshift. The dotted lines show projection-free expectations
when the mass–observable parameters are shifted to the values given in Table 5.1,
but the cosmology is held fixed. The dashed lines give projection-free expectations
when both cosmological and mass–observable parameters are adjusted according to
equation (5.15).
The counts of the projection-free model with fully shifted parameters provide a
good match to the counts with projection. The adjustment of the mass–observable
parameters alone offers a good match at low redshifts, but at high redshift, a unimodal
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Figure 5.3: Fractional change in counts in the strong redshift evolution case (µ0 =
0.25, α = 1), relative to a projection-free model, are shown for three values of the
blending evolution parameter, γ1. Solid lines give the case with projection while
dotted lines show the projection-free model with parameters tuned to match the
mass bias and variance of the projection model, but with cosmology fixed at the
fiducial WMAP5 values. Dashed lines show the projection-free case after shifting all
parameters (cosmological and mass-observable) according to Eq. (5.15).
fit to the bimodal form of the projected p(Mobs|M, z) becomes decreasingly accurate.
Adjustments in cosmological parameters shift the amplitude and shape of the mass
function as a function of redshift, providing a degree of compensation for deficiencies
introduced by a unimodal p(Mobs|M, z) assumption. While the quality decreases for
higher values of γ1, the fits are still acceptable in a χ
2 sense.
Note that as γ1 grows and the associated shifts in parameters grow, the linear
approximation for the bias given by equation (5.15) begins to break down. For γ1 =
0.05, agreement between the shifted single-Gaussian case and the two-Gaussian case
is quite good, while at γ1 = 0.25, the divergence is much larger.
Finally, we note that equation (5.15) calculates shifts using the Fisher matrix of
the projection-free model. We have verified that we obtain the same results if we
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employ the projection model matrix with sharp priors added to the eight parameters
describing the blended component. This is expected because, for the same free pa-
rameters in the two models, the linearized equation should be symmetric under their
exchange.
5.3.2 Dark Energy Parameter Constraints
While introducing additional parameters to describe selection with projected blending
may eliminate bias in cosmological parameters, that benefit comes with the risk of
degrading cosmological parameter constraints. The amount of degradation depends
on assumptions about priors on model parameters.
Table 5.3 summarizes results using the projection model that corresponds to our





0, γ1 = 0.17). In all cases, Planck priors are added to the cosmological parameters,
and we consider priors on the clean and blended cluster components separately. Given
an assumed prior error, σi, on the i







We consider sharp priors as being numerically larger than other entries in the Fisher
matrix, generally Fsharp ≈ 106, and flat priors are given by Fflat = 0.
Table 5.3 shows permutations of three basic cases: a flat prior on model param-
eters, a prior of σ = 0.1 added to model parameters as well as a 10% prior added
to σ20 or σ
2
0,b, or sharp priors on model parameters. The last two columns give the
marginalized uncertainty in w and ΩDE.
The first three rows compare extremal cases. Sharp knowledge of all mass–
observable parameters produces the best constraints possible, ±0.002 in ΩDE and
±0.011 in w. The projection–free case with no prior knowledge of the six parameters
103
Table 5.3: Forecasts for w and ΩDE constraints using Planck priors.
Priors Uncertainty
Clean Blended σ(ΩDE) σ(w)
sharp sharp 0.002 0.011
flat sharp 0.014 0.046
flat flat 0.034 0.109
0.1 sharp 0.010 0.030
0.1 0.1 0.010 0.030
0.1 flat 0.013 0.042
of the clean component, shown in the second row, produces constraints of ±0.014 in
ΩDE and ±0.046 in w. These errors are worse by factors of 7 and 4, respectively, than
the case of perfect knowledge. Introducing eight new degrees of freedom to represent
the blended component further degrades the errors by somewhat more than a factor
of two, to ±0.034 in ΩDE and ±0.11 in w.
Targeted follow-up and complementary survey information, from mm or X-ray
observations for example, may enable moderate priors to be placed on the bias and
variance of the mass–observable relation. These cases are explored in the lower three
rows of Table 5.3. Knowledge of the clean component parameters at the level of ±0.1
provides substantial improvement over the flat case. Even with no prior knowledge
of the blended component, the errors of ±0.013 in ΩDE and ±0.042 in w represent
improvements over the projection–free case with no prior knowledge (second row).
When 0.1 priors are brought to bear on the projected blends, the constraints improve
to ±0.010 in ΩDE and ±0.030 in w. Stronger priors on the blended component do
not improve these constraints.
5.3.3 Discussion
Achieving constraints on w and ΩDE at the few percent level is a goal of next-
generation cluster surveys. Our analysis shows that avoiding biases at this level
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requires projection to be incorporated into the likelihood modeling of optical-IR sur-
veys.
Prior knowledge of the blended component behavior can limit parameter bias.
In Figure 5.4, we illustrate the rate at which the forecast uncertainty in w changes
with prior uncertainty on the mass–observable parameters of the blended component.
The behavior for ΩDE is similar, mainly because Planck priors effectively fix many
of the correlations between cosmological parameters. The solid line shows the effect
of applying priors to all eight parameters while dashed lines show the behavior when
priors are applied only to parameters controlling the blending amplitude (γ0, γ1),
mass bias terms (µ0, α, β) and mass variance (σlnM,b, sz, sM). In all cases, flat
priors are imposed to the remaining mass–observable parameters.
Applying priors to only the parameter subsets, we see that all three sets have
comparable effects on w uncertainties. Because of covariance, the effect of applying
strong priors to all parameters is much stronger than for any of the isolated sets. The
error in w is somewhat more sensitive to the blending amplitude γ(z) than to the
bias and variance, but all parameters need to be known at the level of 0.1 in order to
avoid significant degradation.
For red sequence or photometric redshift cluster finding methods, the fraction
of blended clusters is not likely to dominate the population, suggesting that the
current level of uncertainty is near 0.1. By testing the performance of cluster finding
algorithms on sophisticated simulations, and by calibrating mass selection based on
multi-wavelength follow-up campaigns of existing deep cluster catalogs, the error may
be reduced to ∼0.05 as part of next generation survey analysis. In the right-hand
panel of Figure 5.4, we show the error in w for cases in which just the amplitude or
both the amplitude and mass bias of the blending component are known at the ∼0.05
level. These cases limit the degradation of the w constraint, to factors of 2.0 and 1.5,






















































































































































































































































































































































































































































Our assumed value of σ0 = 0.5 may be pessimistic, in that future cluster finders
may achieve better mass selection. An improved matched filter method Rykoff et al.
(2012) applied to the maxBCG catalog indicates a mass scatter closer to 0.3 for low red-
shift clusters for a sample with mass threshold close to the value assumed here. While
achieving this level of mass selection at z > 0.5 has not yet been demonstrated, the
variety of cluster multi-color detection algorithms under active development (Adami
et al., 2010; Dong et al., 2008; Koester et al., 2007; Milkeraitis et al., 2010; Miller
et al., 2005; Soares-Santos et al., 2011; Song et al., 2012; Wen, Han, and Liu, 2009)
offer the potential of future gains.
Spectroscopic observations of cluster fields provide valuable empirical tests of
blending. For example, a follow-up of 58 EIS cluster candidates, selected only with
I-band imaging and so without the benefit of color-based redshift filtering, found mul-
tiple redshift-space structures in a majority of fields (Grove, da Costa, and Benoist,
2008). Studies at high redshift using infrared color selection, which are just begin-
ning, fare better but are not entirely clean. Six rich clusters from the SpARCS sample,
which uses z′–3.6µ color from ground-based and Spitzer observations, have been fol-
lowed up with Keck/LRIS spectroscopy. Two cases appear to be strongly blended,
with dynamical mass estimates derived from velocity dispersions lower by a factor
∼6 than mass estimates based on their galactic richness. Continued follow-up of this
and other IR-selected deep cluster samples should be followed vigorously as a means
to characterize the amplitude and mass scale of projected blends.
Simulations of large-scale structure provide an effective tool for understanding pro-
jection. Work is underway within the DES collaboration to test a variety of cluster
finding algorithms against simulated expectations for the multi-band galaxy catalog,
as described in Chapters 4 and 6. Using either galaxy membership or redshift-space lo-
cation as a way to match clusters and halos, the simulations offer the means to test the
sensitivity of blending to algorithm choice and to choice of parameters within a fixed
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algorithm (Gerke et al., 2005). Such studies should produce improved, algorithm-
specific characterizations of blends that can be coupled to empirically-derived studies
to serve as prior information for cluster likelihood analysis.
As algorithms improve in terms of mass selection, characterization of projection
effects will inevitably become apparent through the full shape of the mass–observable
relation, p(Mobs|M, z) or its inverse, the mass–selection function, p(M |Mobs, z). Ulti-
mately, cluster surveys have the potential to achieve the best possible constraints on
dark energy parameters given by the first row of Table 5.3. Extracting a one percent
constraint on w poses the challenge of precisely characterizing selection.
While we focus our analysis on optical-IR studies, the issue of blending is generic
to all cluster finding methods. The blending factor γ(z) should be minimal for X-ray
selection, due to the compactness of the surface brightness image as well as the strong
scaling of luminosity with mass. SZ selected samples are likely to incur blending at
a level below that of optical-IR surveys (Cohn and M. White, 2009). However, for
X-ray and SZ, angular resolution is also an important factor. The Planck satellite
has only moderate resolution of 5–10′, depending on frequency. Of the 21 new cluster
candidates identified in the Planck Early SZ sample, four are known to be double
or triple systems from X-ray Multi-Mirror Mission–Newton (XMM–Newton) follow-
up imaging (Planck Collaboration, 2011b). Follow-up studies of these and other
SZ-selected sources from South Pole Telescope (SPT) (Carlstrom et al., 2011) and
Atacama Cosmology Telescope (ACT) (Swetz et al., 2011) is needed to characterize
the mass selection of these methods.
5.4 Summary
Cluster counts used in cosmological studies have typically been modeled with log-
normal deviations about power-law forms for the mass–observable relation. While a
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log-normal expectation may reasonably reflect intrinsic scatter, projection will gener-
ically boost a minority of systems to higher observed signal. This blending of halo
properties is particularly true for optical-IR surveys that use color or photometric
redshifts as a distance estimator. We extend previous Fisher matrix studies by in-
troducing a Gaussian mixture model for the mass–observable relation. The model
employs eight new parameters to describe a redshift-dependent amplitude and shape
of the blended component, in addition to the six parameters of the dominant, non-
blended cluster population.
The presence of a minority of strongly blended clusters influences cosmological
parameter estimation. For the case of blending parameters tuned to Millennium
Simulation analysis (Cohn et al., 2007) (Fig. 5.1), we find that survey analysis using
a projection–free (single Gaussian) analysis model introduces biases of 0.1 in w and
−0.04 in ΩDE. Comparing their Fisher forecast errors with Planck , these shifts are
comparable to uncertainties expected using flat priors on mass–observable parameters,
but are an order of magnitude larger than the uncertainties possible under precise
mass–observable knowledge. Explicit modeling of projection is therefore required to
avoid significant bias in next generation cosmological studies using cluster counts and
clustering. Optical studies at low redshift, where the blended fraction is below ten
percent, or studies using cleaner detection methods, such as X-ray selection, are less
susceptible to bias from projection.
Constraints on w and ΩDE with Planck priors degrade by about a factor of 2.4
when new parameters to describe the Gaussian mixture distribution are included.
Our analysis indicates that 5% prior knowledge of the blending amplitude and mass
bias limit the degradation to a factor of 1.5.
Improved knowledge of blending will come from complementary approaches em-
ploying follow-up observations, simulations, and joint analysis of overlapping multi-
wavelength surveys. Follow-up campaigns will provide mass estimates based on hy-
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drostatic, virial and lensing masses. Simulations of the galaxy distribution will grow
in fidelity, benefitting from empirical studies of the relation between halo mass stellar
content to z ∼ 1 (Leauthaud et al., 2011, 2012). Optical cluster finders applied to
such simulated sky expectations will inform prior constraints on projection effects.
Over the next decade, the ability to cross-match large cluster samples from mm to
X-ray wavelengths will offer a new window into the nature of the relationship between
clusters and the massive halos that host them.
110
CHAPTER 6
Projection in redMaPPer Identified
Galaxy Clusters
Chapter 5 shows that line-of-sight projection is potentially a significant source of bias
when extracting cosmological information from cluster surveys if not properly taken
into account. Chapter 5 also shows that if a large number of parameters are used
to describe the projection effects, those parameters need to be constrained to better
than 10% level to avoid introducing large uncertainties to cosmological parameters.
The Dark Energy Survey (DES) will use cluster counts to probe cosmology, and it has
several cluster finding algorithms available to choose from (see Cluster Finder Com-
parison Project (CFCP) in section 4.3.4). The most recent is red-sequence Matched-
filter Probabilistic Percolation (redMaPPer) (Rykoff et al., 2013), which has been
developed with DES needs in mind.
Compared to the method used in Cohn et al. (2007) as redMaPPer has improved
background subtraction via an iterative red-sequence model for assigning galaxies to
clusters (see E.1). This Chapter outlines a model that can be calibrated to account
for line-of-sight projection in redMaPPer identified clusters using only a few new
parameters. The model treats a redMaPPer richness measurement as a sum of a
target halo richness and a projected richness, where the projected richness is assumed
to be dominated from the most massive halo along the line-of-sight. This assumption,
combined with an assumed form for the richness–mass relation for target halos in clean
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sight-lines allows us to make a prediction for the richness–mass relation observed from
all sight-lines.
6.1 Projection Effects
We begin our investigation of line-of-sight projection in redMaPPer clusters by look-
ing at dark matter halos in the synthetic DES galaxy catalogs. The catalogs are
produced by assigning galaxies to dark matter halos as described in earlier chapters,
and the resulting catalogs reproduce low-order spatial statistics of known galaxy pop-
ulations. RedMaPPer is a photometric, red-sequence based cluster finder. It uses a
red-sequence model based on a small spectroscopic training set and returns probable
cluster centers, galaxy membership probabilities, and a redshift probability distribu-
tion as well as a richness estimate, λ, for each cluster. The richness estimator, λ, is
the number of red-galxies in a cluster above 0.2L∗ in the Schechter luminosity func-
tion. For more details, see Appendix E.1. We have added a feature to the redMaPPer
algorithm that short-circuits the centering part of the algorithm, and performs just
the richness estimation for a fixed redshift. We made this modification seeking to
investigate how many halos contribute significantly to a cluster richness estimate due
to proximity along the line of sight. The total richness returned by redMaPPer for
a cluster will be a sum of the intrinsic richness of a target halo and the richness





where we take i = 0 to be the target halo, and the remaining richnesses for nearby
halos to be rank ordered by value, i.e., λi+1 ≤ λi.
We then examined random sight-lines in a DES synthetic survey. The richness
estimates returned along a variety of sight-lines containing at least one halo are shown
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(a) Clean sight-lines (b) Non-clean sight-lines
Figure 6.1: Curves showing the measured λ about halos for clean sight-lines, left and
projected sight-lines, right. The curves extend to ±0.1 about zhalo. The clean sight-
lines have Gaussian λ(z) curves, while the sight-lines that are likely to have projection
effects show more complicated structure.
in Figure 6.1. This figure shows two types of λ(z) measurements, some from sight-
lines with only one halo, and some from sight-lines with several halos. For the clean
sight-lines—with only one halo—the λ measurement rises as the redshift used for the
measurement approaches the halo redshift, and then falls as the measurement redshift
moves away from the halo redshift, with the resulting λ(z) curve being Gaussian. For
the projected sight-lines—with more than one halo—the story is more complicated.
One feature that can be seen in the projected sight-lines, however, is that many of
the curves appear to be bi-modal, suggesting that two underlying halos contribute
significantly to the richness. With this thought in mind, we decided to explore a
two-halo projection model, that is
λ = λ0 + λ1. (6.2)
This takes the usual implication that a single halo hosts all of the galaxies identified
with a cluster to the next order.
As a check to see how the two-halo model might perform, we randomly selected a
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Figure 6.2: A measurement of redMaPPer richness, λ, about a dark matter halo
position in a DES synthetic catalog. The measurements are given by black markers.
Here, there are halos at z = 0.63 and z = 0.70 along the line-of-sight. Two Gaussian
curves, representing how redMaPPer would measure the richness if each halo were
isolated along the line-of-sight at the halo positions, sown by the dotted red and
green lines. The two Gaussians to give the solid blue line, which closely tracks the
redMaPPer richness measurement.
sight-line for a λ(z) measurement, and then compared that measurement to a predic-
tion for the measurement when considering the two largest line of sight halos. The
result is shown in Figure 6.2. We overlay two Gaussian curves, motivated by the
clean sight-lines shown in Figure 6.1, at the two halo positions shown by the dotted
red and green lines. Their sum is shown by the solid blue line, while the richness
measurements are shown by the points. This illustrates the point that richness mea-
sures for clusters identified along this line of sight would have contributions from the
two separate host halos, and that those two halos account for most of the richness
measure.
6.1.1 The Most Massive Projected Halo
Seeing that the randomly selected sight-lines suggest a two-halo model is important
to include in richness measurements, we should check to see if we expect a two-halo
model to be sufficient from additional arguments. A useful measure is the mass
scale, M1, that characterizes the typical mass of the most massive projected halo.
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Specifically, given a target halo of mass Mt, we define M1 as the mass such that
one expects, on average, 1 halo of mass M ∈ [M1,Mt] within the projection volume

























Figure 6.3: The characteristic mass M1 of the most massive projected halo, as a
function of the target halo mass Mt at z = 0.2, solid , and z = 0.8, dashed . The
mass M1 is defined such that one expects, on average, one halo of mass M ∈ [M1,Mt]
within the volume 2At∆χ, where At = π Mpc
2 is the cross-sectional area of the target
halo, and ∆χ is the length of the cylinder over which projections are effective. For
high mass halos that host clusters of galaxies, the most-massive projected neighbor
is nearly independent of target halo mass.
Figure 6.3 shows the mass M1 at z = 0.2 and z = 0.8. for a variety of cylinder
lengths ∆χ. We have kept the cross section of the cylinder At = πR
2 with physical
R = 1 Mpc fixed, and we have ignored the evolution of the halo mass function along
the cylinder. The solid and dashed lines show the mass M1 evaluated using the z = 0.2
and z = 0.8 mass functions respectively.
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As we can see, evolution of the halo mass function has only a modest impact on the
mass M1, which is nearly independent of the mass Mt for high mass halos. The mass of
the most massive projector in the z = 0.2 and z = 0.8 case for Mt = 1.0×1015 h−1M
vary with cylinder length according to:
log10M1 = 0.97 log10 ∆χ+ 10.5; z = 0.2; (6.4)
log10M1 = 0.86 log10 ∆χ+ 10.6; z = 0.8. (6.5)
6.1.2 Projection in the Optical
We focus now on projections in the optical. We check to see if a simple Halo Oc-
cupation Distribution (HOD) prediction agrees with our expectation that a two-halo
model can describe projection effects. If the most massive projecting halo found in the
previous section is the dominant factor in projection, then a two-halo model should be
able to characterize projection in redMaPPer clusters. We use a simply HOD model
for richness where the mean number of galaxies N in a halo of mass M is given by















so Msat can be characterized by the number of galaxies in high mass halos. As a
fiducial model, we set Msat such that a halo of mass 10
15 h−1M has on average
120 satellite galaxies. We set Mmin via Msat = 10Mmin, and the slope α = 1.0 in
accordance with results from SDSS (Zehavi et al., 2011).
Figure 6.4 shows the expected number of projected galaxies in a cylinder of radius
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Galaxies in Remaining Projected Halos
Total Projected Galaxies
Galaxies in Target Halo
Figure 6.4: Number of galaxies within a cylinder centered on a target halo, as a
function of the mass of the target halo. This calculation is done at z = 0.2 with
∆χ = 122 Mpc. Around massive target halos, the most massive projected halo hosts
only ≈2 galaxies, with the remaining projected halos hosting no more than one galaxy
each. This suggests that the most massive projected halo is a more significant source
of contamination than many small mass halos along the line-of-sight.
R = 1 Mpc and length ∆χ =
√
3cH−10 ∆z with ∆z = 0.015(1 + z), assuming the
cylinder is centered on a halo of mass Mt. The width of the red-sequence in redshift is
approximately ∆z ≈ 0.015, while the factor of
√
3 comes from matching the standard
deviation of a top-hat and Gaussian distributions. The color distribution of red-
sequence galaxies is roughly Gaussian in color, and therefore redshift. Since we are
approximating projections using a top-hat selection, one needs to select the width of
the top-hat to match the standard deviation of the red-sequence. At z = 0.2 (0.8),
this corresponds to ∆χ = 122 Mpc (131 Mpc). The figure is made assuming z = 0.2,
but the results at z = 0.8 are similar. Also shown are the expected number of galaxies
in the target halo. We have also split the total projected galaxies into galaxies that
reside in halos of mass M1 or above, and galaxies that reside in halos of masses M1
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and below.
Comparing the dashed and dotted lines in Figure 6.4, we see that the most mas-
sive projected halo contributes about the same number of galaxies as the remaining
projected halos combined. For massive halos, the most massive projected halo typ-
ically contributes a little more than two galaxies (dashed line). Since the remaining
halos are all less massive than M1, we typically expect for only the most massive
projected halo to contribute more than one galaxy to the total richness. From this,
we expect that a two-halo model should be able to account for most of the projection
in redMaPPer identified clusters.
Finally, looking at Figure 6.4 we see that the expected number of projected galax-
ies in the cylinder spanned by the red-sequence is ≈5. For a more detailed study of
line-of-sight optical projection using an HOD, see Chen (2013), which covers variance
in projection by realizing many random sight-lines and compares optical signals with
those of other wavelengths, but these factors are beyond the simple argument pre-
sented here. Additionally, for our choice of fiducial HOD parameters, we expect that
robust optical identification of halos with .5 galaxies is not possible. This simple
argument suggests that a most massive projected halo is the dominant factor in op-
tical line-of-sight projection, and that a two-halo model will capture most projection
effects. In our model, we will ignore additional nearby line-of-sight halos, which will
effectively contribute additional scatter to the richness–mass relation.
6.2 Projection Model
Consider a halo of mass M at redshift z, and let λ be the richness of the halo. We
refer to this halo as the target halo. We assume λ1 is the largest contribution to λ
from all line of sight halos, and λ0 is the intrinsic richness of the target halo so that
118
the total λ measured for a cluster will be
λ = λ0 + λ1. (6.8)
We say a target halo suffers from projection effects if
λ1 ≥ λc (6.9)
where λc is a constant. In other words, a halo suffers from projection effects if the
contribution λ1 to the total richness is larger than some critical value λc. For these
preliminary calculations, we fix λc = 5 based on arguments in the previous section,
but more extended work should consider λc = cf(M, z), where c is a constant, and f
is some function describing how clusters of different mass and redshift may be more
or less prone to projection. We define P0(λ0|M, z) as the probability distribution of




6.2.1 The λ1 Distribution
We are interested in the probability distribution for λ, which depends on the probabil-
ity distribution for λ0 and λ1. Having already assumed a distribution for λ0, we need
to address the distribution for λ1. We need to consider two factors, the probability
that a halo of mass M ′ at redshift z′ overlaps the target halo, and a probability that
such a halo contributes richness λ1. We can address the first term by introducing the
function, S given by,




(1 + b(M)b(M ′)ξ(r)) , (6.10)
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which is built around the halo mass function, dn/dM ′, the cylindrical comoving vol-
ume dV/dz′ and the halo bias function b(M) and two-point function ξ(r). Expressions
for all of these functions can be found in Appendix E.2. Then, the probability of a
halo of mass M ′ at redshift z′ overlaps the target halo is SdM ′dz′. We assume that










We require W (z, z) = 1, and W = 0 for |z − z′| → ∞. Putting these two ideas
together, we arrive at an expression for P1 (λ|M, z), with details in Appendix E.2:












where P ′0(x) = P0 (x|M ′, z′). As with λ′0 and P ′0, from here on, a prime will indicate
|M ′, z′), and no prime notation will indicate |M, z).
6.2.2 The Richness–Mass Relation
We now turn our attention towards the richness–mass relation of galaxy counts. Let
then P̃1 denote the unity-normalized (∫ dλ1P̃1(λ1) = 1) probability distribution for
λ1. Since λ1 is either identically zero or larger than λc, we have then
P̃1 (λ1) = c(M)δ(λ1) + P1(λ1)θ(λ1 − λc) (6.13)
where the θ term accounts for the fact that λ1 must be greater than λc. The factor
c(M) is the completeness , or probability that a halo does not suffer from projection
effects, note that this definition of completeness similar, but differs from the definition
in Chapter 4. In Chapter 4 completeness was the ratio of we were interested in
describing how well a cluster finder would recover underlying halos, where failures
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could come from any number of problems in relating identified clusters to underlying
halos. Here, we are treating halos and clusters as equivalent objects, and implying
that if a halo is projected onto a target, it will not be independently identified as
a cluster. As such, the number of clusters will be less than the number of halos,
except if ∫ dλ1P1 = 0, in which case there is no projection. In this case, all halos
will be identified as clusters, and the sample will be 100% complete. To calculate
the completeness, we subtract the probability that a halo does suffer from projection
effects from unity. The probability that a halo does suffer from projection effects is






Now, to find an expression for P (λ|M, z), we need to sum over all possible λ0 and λ1
subject to the constraint that λ = λ0 + λ1,
P (λ|M, z) =
∫











θ(λ− λ0 − λc). (6.16)
If we look at equation 6.16 we can check a couple of cases to make sure that this
expression meets basic expectations. First, if a halo does not suffer from projection,
λ = λ0 and therefore λ is distributed according to P0(λ). On the other hand, if there
is some probability of projection—encompassed by S—then there will be additional
contributions to the richness from a halo at (M ′, z′). We can make another useful
sanity check, though not necessarily an obvious one. The term P0((λ − λ0)/W ) is
sharply peaked around λ̄′0W , so the integral picks out a projector halo that contributes
approximately λ̄′0W to the richness. Now we can check our initial effort to asses if this
model will be able to address projection in redMaPPer richness in synthetic catalogs.
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6.3 Model Calibration
We have started looking into this model using the DES synthetic galaxy catalog ver-
sion 3.05, which is an unpublished testing synthetic galaxy catalog produced following
the steps described in Chapter 3. The Halo catalog contains information about the
halos and their ADDGALS assigned observable properties, including mass measures
(e.g., M200c,M500c, etc.), radius measures (e.g., R200c, etc.) and the number of galax-
ies with brighter than a number of magnitude cuts (e.g., -19,-20,-21, etc.), position
in right ascention and declination, as well as a variety of other properties, see (DES
Simulations Working Group, 2013) for a full ist of properties. The v3.05 catalog cov-
ers a small sky area, which limits our ability to test the model, but here follows some
preliminary results.
6.3.1 Redshift Weighting
First, we attempt to calibrate the window function introduced in equation 6.11. In
terms of the λ(z) curves we can measure, W is given by




where λ(z) is the richness of a halo at redshift z, and λ(z′) is the richness we would
assign to the halo if we assumed the halo was at redshift z′. Consequently, to estimate
W all we need to do is take all clusters within some redshift bin ∆z = z ± δz, and
compute the above ratio along a grid of redshifts z′.
We isolate clean sight-lines in the v3.05 catalog to investigate W (z, z′). We select
our sight-lines by limiting analysis to halos that satisfy the following conditions:
1. Mhalo > 1.0× 1014 h−1M;
2. λ > 20 for redMaPPer richness evaluated at zhalo;
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3. zhalo < 0.8;
4. N19halo >
√
N19line of sight halos.
The first two conditions limit us to massive halos that can be robustly identified,
and are likely to return a non-zero λ(z′) as z′ becomes large. The redshift cut is to
limit us to a region of the simulation that is well calibrated in the Adding Density
Determined GAlaxies to Lightcone Simulations (ADDGALS) framework. The final
condition is to limit us to very clean sight-lines, that is those that have very few
potential contaminant galaxies along the line of sight (in a range zhalo ± 0.2; here,
N19 is the number of galaxies associated with a halo above the 19th magnitude in
the synthetic DES catalog). Figure 6.1 shows λ(z) for a variety of halos identified in
the DES v3.05 synthetic catalog, both clean halos (left) that survive all of our cuts
for clean sight-lines as well as several that do not (right). We can see that halos from
clean sight-lines exhibit the Gaussian shape while the curves from non-clean sight-
lines have a more complicated structure, illustrated in Figures 6.1 and 6.2. These
curves were binned in λpeak and z, then averaged together and fit with a Gaussian
distribution as motivated by the earlier findings. The resulting fits to extract W were
found to have an average standard deviation of 0.04 in redshift. The amplitude and
mean of the fits were determined by the bins. We then used the mean amplitude and
width to calculate P (λ|M, z) according to equation 6.16, as shown in the following
section.
6.4 Results
Using the width for W (z, z′) we were able to calculate P (λ|M, z) for a few target
halo masses. The results are shown in Figure 6.5. To produce this plot, we made an
additional assumption, that the mean of the richness–mass relation for clean sight-
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Figure 6.5: The richness–mass relation for λ, P (λ|M, z). The dashed line shows the
intrinsic relation, P0(λ|M, z), in the absence of projection effects, while the solid lines
include projection, given by equation 6.16. Lines are shown for five target halo masses,
M , at redshift z = 0.3. There is a boosted probability to larger λ from projection
effects.
lines follows the same value as Rykoff et al. (2012):






This relation was determined by Rykoff et al. (2012) by evaluating λ for SDSS maxBCG
clusters with ROSAT (e.g., Voges et al., 1999) X-ray follow-up data as an additional
mass proxy. In this figure, the assumed distribution for clean sight-lines, P0(λ|M, z),
is shown with a dotted line, and the distribution with projection calculated according
to equation 6.16 is shown as the solid line. There is a higher probability of observing a
large richness system due to the line-of-sight projection when compared to the original
assumption, as expected.
The next step in this work will be to compare the two cases illustrated in Figure
124
6.5 with the distribution of halos in a large simulation. Since the v3.05 catalog
covers only ∼200 square degrees of sky, there is not sufficient statistical power to
characterize the distributions. Without more statistical power, it is difficult to say
how well the model works, or will work in real data. To address these questions,
halos from larger area synthetic catalogs will need to be analyzed. The DES Blind
Cosmology Challenge (BCC) Aardvark, Beluga and Chinchilla catalogs will provide
an opportunity to test the model with larger survey areas.
6.5 Summary
This Chapter presented a work in progress to analyze projection in redMaPPer cat-
alogs. Motivated by the results of Chapter 5 we looked into if redMaPPer clusters
show the same kind of contamination found in Cohn et al. (2007). By examining
how redMaPPer measures richness as a function of redshift about halo centers, we
found that there are cases where projection effects interfere with richness estimates.
We then used a simple HOD model to argue that most projection should come from
a most massive projector halo, motivating a two-halo projection model. We gave a
short overview of the model, and showed how the model predicts projection should
appear in the richness–mass relation. The next steps are to more finely calibrate and




This is a transitional time for cosmology. For much of the twentieth century, discov-
eries and knowledge were advanced with newer and larger instruments because the
field was starved for data. At the end of the century however, digital computers and
digital cameras created an opportunity to advance quickly; we settled on the ΛCDM
model for the Universe, and all observational campaigns agreed on that model and its
parameters at the percent level. Moving into the twenty-first century, we have digi-
tal ground-based and space-based telescopes that will produce enormous high-quality
data sets. In this era, we will need to be able to extract precise information from these
data sets which will require new analysis paradigms: both in computational modeling
and data analysis will need to move from desktop to distributed computing resources
and analysis will need to focus on previously insignificant systematic sources of error.
In this dissertation, I attempted to create an environment for the former, and make
a contribution to the latter.
7.1 Workflow
We worked to develop a workflow environment for running cosmological simulations
in a grid-aware context. Ideally, the final product would have been a web interface
where a user could select a set of cosmological parameters, and the Apache Airavata
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suite would have launched an appropriate compute job on eXtreme Science and Engi-
neering Discovery Environment (XSEDE) resources. This interface would allow us to
rapidly produce synthetic skies for the Dark Energy Survey (DES) Blind Cosmology
Challenge (BCC). After two years of effort, we have working solution for producing
BCC-like simulations with low user overhead to produce N-body simulations that
uses wall time with ∼70% efficiency, though we do not have a web front end. The
workflow produces modest gains in efficiency for producing our simulations, and an
easier interface for setting up the simulations, and in that sense, our workflow project
is a success. However, I believe that other grid-aware computing solutions should be
explored for future simulation capaigns.
7.2 Projection
In Chapter 5 we showed that line-of-sight projection in optical galaxy clusters is a
source of systematic error that should not be ignored in current and future cluster
surveys. Ignoring projection can cause significant bias in recovered cosmological pa-
rameters. With this in mind, I worked to model and characterize line-of-sight projec-
tion for the red-sequence Matched-filter Probabilistic Percolation (redMaPPer) clus-
ter finding algorithm. Though the model described generates a qualitatively correct
richness–mass relationship, I was not able to completely validate the model because
of sample size limitations.
7.3 Future directions
There is additional work to be done on both fronts explored in this dissertation. Grid-
based computing solutions are helping other fields improve their rate of discovery, ex-
emplified by nanoHUB, and cosmology will surely need to join those fields in maximiz-
ing discovery by harnessing computing resources as efficiently as possible. Exploring
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how to use a hubZERO (http://hubzero.org/) interface could help computational
cosmologists collaborate. Additionally, other groups are building cyberinfrastructure
for cosmology that could yet blossom into a collaborative environment that fully har-
nesses grid-computing resources, e.g., the yt project (http://yt-project.org/) and
the Galaxy workflow engine as implemented at Argonne National Laboratory (Heit-
mann et al., 2013). In any case, all possibilities should be explored for improving
how cosmologists harness computational resources, by reducing the effort scientists
must spend on infrastructure and computer science issues. Line-of-sight projection
for redMaPPer can be explored in more detail as soon as the newest redMaPPer
version (v5) can produce the necessary λ(z) information. Large synthetic catalogs
already exist, which can improve the statistical issues described in Chapter 6. Work-
ing to improve simulations and precision cluster cosmology analysis will allow us to
address some fundamental questions about dark energy—such as if the equation of





Details of the FLRW metric
A.1 FLRW









where gµν is the metric tensor, Rµν and R are the Ricci tensor and scalar, G is
Newton’s gravitational constant and Λ is the cosmological constant.
We shall investigate these terms one at a time. First, the metric tensor gµν . As
argued in section 2.1, we live in a homogenous and isotropic universe, for which the
appropriate metric the Freidman–Lemâıtre–Robertson–Walker (FLRW) metric, given
by the space-time interval
ds = −c2dt2 +R2(t)
[
dr2
1− kr2 + r
2
(









1− kr2 ; (A.4)
g22 = −r2R2(t); (A.5)
g33 = −R2(t)r2 sin2 θ. (A.6)
For a perfect fluid, where there are no forces between particles and no heat con-
duction or viscosity, then all of the off-diagonal terms of the energy-momentum tensor




T11 = p; (A.8)
T22 = p; (A.9)
T33 = p. (A.10)
(A.11)
This leaves us the Ricci tensor and scalar. The Ricci scalar can be written R =
8πG/c4T µµ , with T
µ
µ = ρc
2 − 3p, and the Ricci tensor is an awful mess. The Ricci
tensor can be written in terms of the affine connection of the metric (also known as
a Christoffel symbol) Γσµν ,
Rµν = ∂νΓ
σ
µσ − ∂σΓσµν + ΓρµνΓσρν − ΓρµνΓσρσ, (A.12)
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gσρ (∂νgρµ + ∂µgρν − ∂ρgµν) . (A.13)
If we were to follow through on all of the algebra for all of these myriad terms, we




















22 = −r(1− kr2) (A.15)














Γ323 = cot θ. (A.18)
Then combining the non-zero terms and doing yet more algebra, we would find







RR̈ + 2Ṙ + 2c2k
)
c2 (1− kr2) ; (A.20)
R22 = −
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c2 + Λc2 (A.23)






























Λc2R2 − c2k, (A.26)
which are known as the Friedmann-Lemâıtre equations.
A.1.1 Components
Before moving forward with the Friedmann–Lemâıtre equations, it is convenient to
think about the possible components of the density and pressure terms in equations
A.25 and A.26. There are three significant components to the density from a cosmo-
logical perspective: matter, radiation and dark energy, Λ, so that the total energy
density can be written
ρ(t) = ρm(t) + ρr(t) + ρΛ(t), (A.27)
where, for practical purposes we assume that the fluids do not interact (not true
for matter and radiation), and treat each as an ideal fluid with an equation of state
(relationship between state variables p and ρ) given by
pi = wiρic
2 (A.28)
where w is called the equation-of-state parameter. For matter, or pressureless “dust,”
w = 0. For radiation, w = 1
3
. For vacuum energy, or cosmoloigcal constant dark
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energy in a ΛCDM model, w = −1. Note that matter can come in two forms,
baryonic or dark matter, and that dark matter itself can come in two varieties, hot
dark matter or cold dark matter. For our purposes here, the differences between the
types of matter are not important.
If we differentiate equation A.26 with respect to time and eliminate ä(t) in equa-










This equation is recognizable as a statement of the first law of thermodynamics for
a reversible adiabatic process at fixed number density—that is dN, dS = 0 in dE =







and then move ȧ(t) to the left hand side, trading a time derivative for one with respect







If we plug our expression for the equation-of-state of the fluid components into equa-
tion A.31, we get
d
da
ρR3 = −3wρR2 (A.32)
which gives
ρ ∝ R−3(1+w) (A.33)
If we consider our three components, and plug their equation of state into equation
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A.33, we find
ρm(t) = ρr,0(1 + z)
3 (A.34)
ρr(t) = ρr,0(1 + z)
4 (A.35)




where we have introduced the cosmological redshift z,















Looking at equations A.34–A.36, we see that when R(t) is small, radiation was the
dominant source of energy. As the Universe expands, matter becomes the dominant
factor, and as the Universe continues to expand, the vacuum or dark energy dominates
the energy density.
When discussing cosmology, working with dimensionless parameters is more com-
mon and convenient than working with dimensional quantities. For the case of den-











and i = {m, r,Λ}. Thus, a particular ΛCDM model can be specified with the param-
eters
H0,Ωm,0,Ωr,0,ΩΛ,0 (A.42)
Rewriting equation A.26 in terms of the dimensionless densities, and introducing





gives the simple equation
Ωm + Ωr + ΩΛ = 1− Ωk, (A.44)
where all the variables have time dependance.
There are three types of Universes that can be specified by the parameters on the
left hand side of this equation:
Ωm + Ωr + ΩΛ < 1⇔ k = −1, open (A.45)
Ωm + Ωr + ΩΛ = 1⇔ k = 0, flat (A.46)
Ωm + Ωr + ΩΛ > 1⇔ k = 1, closed. (A.47)
CMB measurements have essentially limited the parameters to be those that give a






Returning to the Friedmann-Lemâıtre equations, in particular, equation A.26,
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recalling that H = Ṙ/R, and using equations (A.34, A.35, A.36, A.40, A.43) we have










−4 + ΩΛ,0 + Ωk,0a
−2) , (A.49)
Up until this point, we have only considered cosmological constant dark energy,
but there are a variety of other more general possibilities for dark energy. In this
work, we are especially interested in simple models for time evolution of the dark





The subscript DE can also cover ΩDE for a variety of dark energy models, while the
subscript Λ implies cosmological constant (w = −1) dark energy. The most common
time evolution model discussed is that from Linder (2003) where
w(a) = w0 + wa(1− a) (A.51)
which introduces additional interesting time evolution into the right hand side of
equation A.49. Figure A.1 shows a calculated from H(a) for several cosmologies.
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Figure A.1: This plot shows the scale factor, described by H(a) for several cosmo-
logical models. The horizontal axis is given in time units in Gigayears, and each plot
has the current age of the Universe t0 subtracted. The red lines are closed universe
models where the Universe collapses in a big crunch. All other models represent uni-
verses that end in a big chill , that is, they expand forever. The green line is a classic
Einstein–de Sitter Universe with Ωm,0 = 1.0 and no dark energy. The models with
dark energy show accelerating expansion as the Universe get older. The black lines
are ΛCDM models with low and high matter contents, and the cyan line represents a
dark energy only Universe. For the dark energy only Universe, t0 is taken to be the




At some early time, there must have been regions in the Universe that must have




Initial perturbations are expected to be Gaussian or close to Gaussian (Guth and
Pi, 1982; Kolb and M. Turner, 1990), in which case they are isotropic and can be
completely described by a power spectrum






The power spectrum is generally assumed to obey a power-law P (k) ∝ kn, and is
usually discussed in terms of its tilt, n and its normalization σ8. The normalization
is a constraint on the magnitude of the fluctuations in mass on an 8 Mpc scale. For
a spherical top-hat function Wx(~r), a function that falls to zero outside radius ~r, the





d3xδ(~x)W (|~x− ~r|). (A.55)
We can write down the variance of the mass perturbation σ2 = 〈|δM/M |2〉 in terms






where for σ8, the integration is bounded above at 8 Mpc.
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Time evolution
Birkhoff’s theorem (Birkhoff and Langer, 1923; Peebles, 1993) tells us that for small
perturbations, we can essentially treat each of them independently and in the New-
tonian limit. As such, we can turn to standard Newtonian mechanics to describe the
growth of perturbations. Here, I follow the method of Peebles (1993) though similar
arguments, with varying degrees of depth can be found in Kolb and M. Turner (1990);
Liddle and Lyth (2000); Voit (2005); Weinberg et al. (2012).
We can treat the density perturbation as an ideal pressureless fluid, with density
ρ and velocity field ~u. The collection of equations that describe the fluid are the
continuity equation for Mass, the Euler equation of motion and the Poisson equation











+ (~u · ∇~r)~u = −∇~rϕ (A.58)
∇2~rϕ = 4πGρ. (A.59)
These equations are set in an inertial coordinate system, ~r, but they also apply in
the dynamic Friedmann-Lemâıtre spacetime of section A.1.1, as long as we transform
them into comoving with the expansion rate,
~r ≡ a(t)~x. (A.60)
In this comoving coordinate system, the velocity field is
~u = ~̇r = ȧ~x+ a~̇x = ȧ~x+ ~v (A.61)
where ~v is the peculiar velocity of the field, that is, the velocity ignoring the back-
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ground expansion of the Universe. The differential operators transformed to the new

















The subscripts above refer to a coordinate system, but from here on, the operators
will refer to the comoving coordinate system. After pushing through the changes to
the velocity, and the change to the derivatives, and simplifying the expressions, we






∇ · [(1 + δ)~v] = 0 (A.64)






(~v · ∇)~v = −1
a
∇ϕ̃ (A.66)
In the linear regime of interest, terms of order δ2 can be dropped, including terms






∇ · ~v = 0 (A.67)






∇ϕ̃ = 0 (A.69)
We can eliminate the peculiar velocity by subtracting the time derivative of the first
equation from the divergence of the third. Combined with the Poisson equation for









This differential equation for the growth has a growing and a decaying solution.
δ(~x, t) = A(~x)D1(t) +B(~x)D2(t). (A.71)
The decaying solution is not interesting to us, because decaying perturbations in the
early Universe will not form structures that we can observe today. We can rewrite
equation A.70 in terms of the growth factor D1(t)
D̈1 + 2H(t)Ḋ − 4πGρD = 0. (A.72)
We are interested in matter perturbations, and we are interested mostly in a regime
where dark energy and radiation are not contributing significantly to the density, ρ,
so we can use our previous expression for ρm (A.34) to write this equation





0 (1 + z)
3D = 0. (A.73)










and can be normalized (D1 = 1 at z = 0) by dividing by the same integral over
all z. This expression is useful for evolving the power spectrum that describes the
early density fluctuations to different epochs. While this expression is useful for a
cosmological constant, a much more complicated form of the differential equation
needs to be solved for more interesting dark energy scenarios. One common question
about dark energy is if the equation of state parameter evolves with time, w(a), in








w0 =−1.0, wa =0.0
w0 =−0.8, wa =0.0
w0 =−1.2, wa =0.0
w0 =−1.0, wa =1.0
w0 =−1.0, wa =−1.0










Figure A.2: The cosmological growth factor calculated by solving equation A.75 for
D(a). All of the calculations are for a ΛCDM model with Ωm,0 = 0.3,ΩΛ = 0.7 while
adjusting the values for w0 and wa described by equation A.51.
to be solved numerically. In this case, it is convenient to recast the equation in the









































d ln a′w(a′). (A.79)
A.2.2 Spatial mass distribution
All of the discussions so far have considered linear large scale structure growth, but
we can investigate a particular case of non-linear structure formation if we ask the
question what happens if a density perturbation is sufficiently large to experience
rapid gravitational collapse. First, we claimed in equation A.53 that the primordial
density perturbations were Gaussian, which means the distribution of amplitudes ca











Press and Schechter (1974) address the question at hand. Their analysis begins
by calculating the fraction F (M) of objects of a given mass M which become bound

















where tc = δc/
√















For a power-law power spectrum P (k) ∝ kn, we can estimate the mass variance
by using the two point correlation function (see e.g., Peebles (1993), Longair (2008))






Since sin kr/kr is ≈ 1 for small kr and vanishes quickly for kr  1, if we integrate
this from 0 to kmax = 1/r we get ξ(r) ∝ r−(n+3). Now, since M is proportional to
r3(M ≈ ρr3, we can write
ξ(M) ∝M−(n+3)/3. (A.85)
The two-point function ξ is related to the root-mean-square density fluctuations di-
rectly (again, see e.g., Peebles (1993), Longair (2008)) so we have
σ2(M) = AM−(n+3)/3. (A.86)
where A is a constant.

















Now, if we wish to estimate the mass distribution of collapsed objects, we need to
consider the number of objects in a mass range M+dM . The fraction of objects falling
in that mass range is given by dF = (dF/dM)dM . Also, the mass of the perturbation
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is M = ρ̄V , where ρ̄ is the mean background density. Once the perturbation begins










where the minus sign accounts for the fact that F is a decreasing function of M .
Combining equations A.81 and A.88 and doing a stack of algebra not presented, one




















In this expression, γ = 1(n/3). Information about time evolution is wrapped up into
the reference mass M∗ via δc. This expression undercounts the mass by a factor of 2,
because once an object starts to collapse, it tends to accrete mass from its vicinity.









∣∣∣∣d lnσ(M, z)d lnM
∣∣∣∣ νc(M, z) exp [−ν2c (M, z)2
]
. (A.90)
In the above equation, ν is the critical overdensity in units of variance, δc/σ. Again,
cosmological information is folded into the critical density.
Since the number density of large collapsed dark matter objects—halos—is ob-
servable because the halos host galaxy clusters, measurements of equation A.90 can be
used to constrain cosmological models. In practice, this can be difficult, because esti-
mating the mass and location of dark matter halos can be difficult. In the years since
1974, a number of new parameterizations for the mass function have been explored
and calibrated using N-body simulations, including Jenkins et al. (2001); Warren et




N-body simulations require at least two steps. First, one must generate the initial
state particle set and then that state needs to be evolved by an appropriate N-body
technique. In astrophysics, N-body simulation can be used to study how molec-
ular clouds develop star systems (e.g., Adams et al., 2006), how planetary systems
evolve (e.g., Ketchum, Adams, and Bloch, 2013), how galaxies form and evolve (e.g.,
D’Onghia, Vogelsberger, and Hernquist, 2012; Shin and Ruszkowski, 2013), or, for
our purposes, how the large-scale structure of the Universe evolves (Bertschinger,
1998). Each of these situations requires different initial conditions. For a planetary
system, it is easy to imagine assigning about ten particles masses and velocities to
evolve (planets and a star), though it may be less simple to imagine how to account
for say, asteroids and moons. Cosmological simulations on one hand are more simple,
because there are many particles and the starting time for cosmological simulations
usually reaches far enough into the past that the positions are close to uniformly
distributed and their velocities may be small. However, to guarantee that the simu-
lation will produce a universe that matches the observed statistical properties of our
Universe, some care needs to be taken. First, the large- and small-scale power of
current-epoch structures are characterized in a matter power spectrum, and then an
initial conditions generator uses that information to create an early Universe particle
set that has statistically appropriate properties—plus randomization—to be evolved
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by an N-body code. For generating a matter power distribution, we use Code for
Anisotropies in the Microwave Background (CAMB) , for our initial conditions, we
use Second-order Langrangian Perturbation Theory Initial Conditions (2LPTic) and
for our N-body evolution, we use LGadget. Each of these codes are described in this
Appendix in sections B.1, B.2 and B.3
B.1 CAMB
We use the Code for Anisotropies in the Microwave Background written by Lewis,
Challinor, and Lasenby (2000) to compute a matter power spectrum. As mentioned in
Appendix A.2, the power spectrum for large scale structure is assumed to be smooth
(P (k) ∝ kn), but that is not a sufficiently accurate assumption for modern high-
precision sky surveys (Eisenstein and Hu, 1998). The matter power spectrum has
a number of features due to interactions of all types of particles (baryons, photons,
neutrinos) in the early Universe, which imprints some features beyond the smooth kn
form of the power spectrum. To fully account for those features, coupled linearized
Boltzmann and Einstein equations with Thomson scattering need to be solved for per-
turbations in the early Universe. Fully solving all of the coupled differential equations
in the Boltzmann equation can be computationally intensive, so CAMB uses a fast
line-of-sight integration technique first presented by Seljak and Zaldarriaga (1996) to
perform the same calculation quickly. The resulting power spectrum of fluctuations
for each species can then be evolved forward in time and is often described by a
transfer function. The transfer function relates the primordial power spectrum (still
assumed to be p(k) ∝ kn) to the linear power spectrum at a later redshift,
Plin(k, z) = APprim(k)T
2(k, z), (B.1)
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where A is a normalization constant that can be set by specifying σ8 for the power
spectrum. CAMB accepts cosmological parameters as inputs, as well as a normaliza-
tion value. CAMB also outputs a number of properties of anisotropies of the Cosmic
Microwave Background (CMB), but we do not use those features. CAMB is available
for download at http://camb.info/.
B.2 2LPTic
To take the power spectrum of perturbations to an initial particle we use the Second-
order Langrangian Perturbation Theory Initial Conditions code developed by Crocce,
Pueblas, and Scoccimarro (2006). Using a linear power spectrum to seed the initial
conditions implies that an N-body simulation should be started at the lowest scale
factor (or highest redshift) possible, where the true perturbation spectrum is closer
to the linear value. However, at smaller scale factors, any imprecision in the initial
perturbations becomes more amplified in the late time particles properties, so it is
imperative to have the most precise initial conditions possible. Traditionally, N-body
simulations use the Zel’dovich Approximation (ZA) (Zel’dovich, 1970) to generate
initial conditions (Dolag et al., 2004, 2009; Efstathiou et al., 1985; Evrard, 1990;
Klypin and Shandarin, 1983; Metzler and Evrard, 1997), but the ZA has been shown
to introduce transients—non-linear effects that survive to low redshift—due to second-
order deviations in initial velocity fields because the ZA fails to conserve momentum
(Scoccimarro, 1998). We have elected to use 2LPTic, because transients are greatly
suppressed. 2LPTic perturbs particle positions from a grid according to second-
order Lagrangian perturbation theory—the ZA is essentially first-order Lagrangian
perturbation theory—as the name of the code would suggest. To generate a set of
initial conditions, a glass distribution is first created. To generate a glass, a uniform
random particle field is created, and then evolved with a repulsive gravitational force
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(i.e., reverse the sign of G) until the particles reach stable positions. Then, the
particles are perturbed according to








where the potentials satisfy the Poisson equation,
















where ~q are unperturbed particle positions. Setting φ(2) = 0 recovers ZA initial
conditions. For a full discussion of how to derive and implement these equations, see
Scoccimarro (1998). 2LPTic is available for download at http://cosmo.nyu.edu/
roman/2LPT/.
B.3 LGadget
For our N-body calculations, we use LGadget2, a modified version of the public code
Gadget-2 Springel (2005) written by Volker Springel and used for the Millennium
Simulation (Springel et al., 2005). The L stands for “Lean” because Gadget-2 in-
corporates smooth particle hydrodynmics along with a TreePM N-body code, and
LGadget has stripped out all of the hydrodynamics for a pure N-body code as well
as particle data for a number of different simulation options available in Gadget-2,
reducing the memory footprint per particle from 80 bytes to 40 bytes.
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B.3.1 Time Integration
To solve the equations describing a cosmological N-body system, LGadget uses a
symplectic leapfrog integration method known as the kick-drift-kick (KDK) scheme.
Since the Hamiltonian for an N-body system (equation 3.28) is separable H = Hkin +
Hpot, time evolution operators for each part can be computed exactly (Quinn et al.,
1997),







and ~pi(t+ τ) = ~pi(t) (B.6)





and ~xi(t+ τ) = ~xi(t) (B.7)





is the force on particle i. Here, the gravitational poten-




mjg(|~xj − ~xi|), (B.8)


























≤ u < 1,
− 1
u
, u ≥ 1,
(B.9)
where u = r/ε with ε being the gravitational softening length. The purpose of
gravitational softening is meant to prevent hard collisions between particles in which
there could be a large energy transfer, incorrectly leading to particles being ejected
from dense regions. The gravitational softening length is usually set to 1/35 of the
mean interparticle spacing for a simulation.
Using the Drift (equation B.6) and Kick (equation B.7) operators, a KDK time
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This time-evolution operator has a number of nice properties detailed by Springel
(2005), but one of note is how it can be used with adaptive timesteps. Wisely choosing
timesteps can reduce the overall time to run a simulation by maintaining accuracy.
Particles that are in low density regions can be integrated with larger timesteps than
particles in highly dense regions. LGadget chooses the size of the next timestep based
on the acceleration of the particle at this timestep, ∆t ∝ 1/
√
|~a| and sub-cycles over
particles in dense regions.
B.3.2 TreePM
For short-range force computations, LGadget uses a tree method. The purpose of the
tree method is to reduce computation time by grouping distant particles into cells,
allowing their gravitational potential to be computed using a multi-pole computed for
the center of mass for the grid. LGadget uses the J. Barnes and Hut (1986) method.
Here, a cubical root node that encompasses all of the particles in the simulation is
recursively subdivided into eight child nodes, each of half the side length of the parent
until there is only single particles remain at each node. Forces are then computed
by traversing the tree. At each node, a decision is made as to whether the multipole
potential will be sufficiently accurate at that point. If yes, then the multipole is
used, and if not, then the child nodes are considered in turn. Force accuracy can be
controlled by the opening criterion, which is what determines if a particular node’s
multi-pole will be used. In LGadget, the parameter is the opening angle from the
particle for which the force is being computed to the edge of the cell in question. The
result is that nearby cells, which have large opening angles will be opened to lower
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levels, while more distant cells which have a smaller opening angle will not. Because
the force computation is not done for every pair of particles, the algorithm scales like
O(N logN).
LGadget splits the gravitational potential into two parts, short range and long
range. The short range portion of the gravitational potential is computed using the
tree algorithm described above. For long range forces, LGadget uses the clouds-in-
cells method of Hockney and Eastwood (1988), to construct a mass density on a
Particle Mesh (PM). The fourier transform of the mass density, ρk can the be used





Then the Fourier transform of the potential is then transformed back to a grid and
interpolated to give the potential for every simulation particle. This method is efficient
for computing long range forces, and is immensely more computationally efficient than
direct summation or Tree could be for long ranges.
B.3.3 Parallelization
Each particle requires 44 Bytes of memory, and the PM calculation and Barnes–Hut
tree need additional memory. This means that for simulations with large particle
number, the available memory to a single processing core can rapidly be consumed.
For the Blind Cosmology Challenge (BCC) simulations, we used up to 20483 particles,
which requires 352 GB of memory for particle data alone. About the same amount of
memory is required for the PM calculation. Clearly, our computations require many
processors, and so particles need to be distributed across processors in some way.
This is done in LGadget by breaking the simulation volume into different domains
along a space-filling fractal called a Peano–Hilbert curve. The Peano–Hilbert curve is
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nice for cosmological simulations because points that are close to each other along the
length of the curve are also near each other in 3-dimensional space, which, reduces
interprocessor communication time in a cosmological simulation when compared to
other domain decomposition schemes (e.g. slab or grid). Also, the Peano–Hilbert
curve has a nice property that it can be sliced in such a way as to be commiserate with
the BH tree structure. The actual domain decomposition has a number of detailed
steps, which are described in Springel (2005), but the general idea is shown in Figure
B.2. The public version of Gadget-2 is available at http://www.mpa-garching.mpg.
de/gadget/ though LGadget is not a publicly available code.
(a) Two-dimensional Peano–Hilbert curves
(b) Three-dimensional Peano–Hilbert curves
Figure B.1: A series of figures illustrating the Peano-Hilbert curve as well as the asso-
ciated Barnes–Hut tree used by Gadget-2. The top row shows a Peano-Hilbert curve
in two dimensions, while the middle row shows several examples in three dimensions.
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(a) The Barnes–Hut tree across processors
Figure B.2: This figure shows the relationship between the Barnes-Hut tree and the
Peano-Hilbert curve in two dimensions. The simulation volume is split into domains
by cutting the Peano-Hilbert curve at locations indicated by the blue circles, with
each computing core receiving particles associated with a single domain. Each of the
domains corresponds to some branch of the global Barnes-Hut tree, and as such, all
the particles for that branch reside on a single processor. Additionally each processor
carries a top-level tree that represents higher levels of the global tree, with particles
that reside on other processors marked with ghost particles. These figures come
directly from Springel (2005).
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B.3.4 Lightcones
LGadget contains an on-the-fly lightcone generator. An observer in the Universe, or
in a simulation volume, observes photons emitted at time te that have traversed the







where a(t) is the scale factor for the spacetime metric. At each timestep in LGadget,
particles are checked to see if they have crossed a spherical shell corresponding to
r(t) measured from an observers position. If so, the particle’s position and velocity
is used to quadratically interpolate the time and position at which passed through
the lightcone surface and then written to disk. We place an observer at every corner
of the simulation box, which means eight sky octants are dumped to disk. Those
eight octants can then be stitched together exploiting the periodic box boundary
conditions to produce a full sky lightcone with more volume than simply placing an
observer at the origin. However, using the full-sky lightcone for statistical analysis
can be misleading, because not all eight octants are independent. For Dark Energy




Creating Observable Cluster Properties
C.1 CALCRNN
To estimate the local density of a dark matter particle δDM, we use a simple nearest
neighbor calculation. The code CALCRNN uses a k-d tree to sort particles from a
local slice of an LGadget Peano-Hilbert domain to quickly search for the nth nearest
neighbor in the domain. A k-d tree splits a set of points into a binary search tree by
partitioning the entire set of particles into two sets at each point, recursively, until
all particles are assigned to the tree. Figure C.1 shows the spatial arrangement and
resulting k-d tree for the set of points {(2, 3), (5, 4), (9, 6), (4, 7), (8, 1), (7, 2)}.












Figure C.1: The spatial cuts left and resulting 2 dimensional k-d tree right for the
point set {(2, 3), (5, 4), (9, 6), (4, 7), (8, 1), (7, 2)}. Figure thanks to user KiwiSunset
at wikimedia commons, CC: BY-SA.
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C.2 ROCKSTAR
Observables related to the large scale structure of the Universe are related back to
underlying cosmological models via the halo mass function, number density of dark
matter halos as a function of mass and redshift. For modern sky surveys to reach their
full potential in constraining dark energy, systematic errors in the halo mass function
need to be understood at the same order as statistical errors in the observations
(Cunha and Evrard, 2010). As such, a robust method for identifying dark matter
halos in simulations that is consistent across simulation sizes, resolutions and time-
steps is desirable. The Robust Overdensity Calculation using K-Space Topologically
Adaptive Refinement (ROCKSTAR) halo finder is designed to use full six-dimensional
particle information (positions and velocities) as well as temporal information across
simulation snapshots for robust identification of dark matter halos. The code is also
written to run efficiently on massively parallel computers and on very large data sets
(Behroozi, Wechsler, and Wu, 2013).
ROCKSTAR performs the following steps to identify dark matter halos and their
properties. First, halos are approximated using a three-dimensional Friends-of-Friends
(FoF) algorithm with a large linking length and distributes groups to individual pro-
cessors for analysis. A FoF works by locating all particles that are within some
distance, l (linking length), of a particle, then, all particles within the linking length
of that particle are identified. This process is repeated until a group of friends is
found, where all other simulation particles are separated by more than the linking
length from all members of the group. Next, particle positions and velocities are
normalized by the FoF group positions and velocities to give a phase-space metric.
A hierarchy of FoF subgroups is built in phase space by adaptively reducing the
six-dimensional linking length so that 70% of the parent group’s particles are linked
together in subgroups. Once all levels of substructure are identified, seed halos are
placed at the lowest level of substructure and particles are assigned hierarchically to
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the closest seed halo in phase space. If multiple time-steps are available, ROCKSTAR
then computes relationships between halos and subhalos. Once particles have been
assigned to halos, halo properties are calculated (e.g., position, velocity) excluding
unbound particles. These steps are shown schematically in Figure C.2.
Figure C.2: The steps in ROCKSTAR. On the left, 3D FoF groups are identified and
normalized. In the center, 6D FoF subgroups are identified and renormalized. On the
right, all substructure is identified and the collected into dark matter halos. Figure
from Behroozi, Wechsler, and Wu (2013).
C.3 CTREES
We also build merger trees and halo formation histories for some simulations. For this
task we use the CTREES code by Behroozi et al. (2013) which is publically available
at http://code.google.com/p/consistent-trees/. The merger trees ensure con-
sistency in halo identification from snapshot to snapshot and reduce some sytematic
effects in calculating subhalo properties. Merger trees can inform galaxy formation
models (e.g., Wechsler, 2001), and also inform the Sub-Halo Abundance Match-







































Figure C.3: Examples of merger trees for two halos. This diagram illustrates the
merging history of a massive halo and a much smaller halo, with the vertical column
of numbers indicating scale factor. The circles are directly related to the halo size, but
rescaled to have the same size in the figure at a = 1. These trees show how two halos
can have very different merger histories. History plays a role in galaxy formation and




To produce galaxy catalos from N-body simulations, Dark Energy Survey (DES)
uses the ADDGALS algorithm. ADDGALS places synthetic galaxies on dark matter
particles in a lightcone output N-body simulations. The galaxies are placed in such
a way as to match the luminosities, colors, and clustering properties of galaxies from
a variety of redshift surveys including Sloan Digital Sky Survey (SDSS). ADDGALS
places galaxies in a simulation via a two step process: a galaxy population based on an
input luminosity function are assigned to particles in the lightcone, then photometry
is added to each galaxy using a training set of observed galaxies.
The first step starts by defining the probability that a galaxy with magnitude Mr
and redshift z resides in a region with local density δDM, defined as a the redius of a
sphere containing 1.8×1013 h−1 M of dark matter—P (δDM|Mr, z). This relation can
be tuned to reproduce the luminosity-dependent galaxy two-point function by using
a high resolution tuning simulation and a technique known as subhalo abundance
matching (Behroozi, Conroy, and Wechsler, 2010; Conroy, Wechsler, and Kravtsov,
2006; Wetzel and M. White, 2010). Once P (δDM|Mr, z) is measured using a tuning
simulation, galaxies are added to the production simulation by integrating an r -band
luminosity function to generate a list of galaxies with magnitudes and redshifts, then
drawing a δDM for each galaxy from P (δDM|Mr, z) and attaching it to an appropriate
dark matter particle. This process is applied to dark matter halo satellite galaxies
and central galaxies separately to ensure that central galaxy properties match their
host halo’s properties in a detailed fashion.
Once galaxy positions have been assigned, a Spectral Energy Distribution (SED) is
assigned to each galaxy by drawing a random training set galaxy with the appropriate
r -band magnitude and local density. The SED is then K-corrected (Hogg et al., 2002)
to the appropriate redshift and projected onto the DES survey band-pass filters.
When assigning colors, the likelihood of assigning a red or blue galaxy is smoothly
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varied as a function of redshift to reproduce the observed red fraction of galaxies
from various observational catalogs, including SDSS. Finally, photometric errors are
applied to mimic DES photometric errors. A conceptual process for adding galaxies
and color to a simulation is shown in Figure C.4.
(a) Data (b) Mock
(c) Mock with color
Figure C.4: The steps in ADDGALS. The top left panel represents a collection of
observed galaxies. The top right panel shows galaxies placed onto dark matter halos,
assigned to particular dark matter particles with an appropriate δDM. To draw an
appropriate training set galaxy to assign a spectral energy distribution to a mock
galaxy, ADDGALS checks the observed training set for a similar galaxy by looking
at the fifth nearest neighbor. In this example, there are two similar galaxies in the
data for a particular mock galaxy, all circled in black. The five nearest neghbors have
arrows pointing to them, with the fifth nearest neighbor indicated in yellow. The red
galaxy on the right in the data has the most similar environment to the mock galaxy,
and so the mock galaxy is assigned the same color as the data, illustrated in the
bottom panel. This process is repeated to assign colors to all the ADDGALS galaxies.
Figure is adapted from one presented by Michael Busha to the DES collaboration.
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C.5 CALCLENS
For weak lensing calculations, we use the Curved-sky grAvitational Lensing for Cos-
mological Light conE simulatioNS (CALCLENS) algorithm. CALCLENS uses a
multiple-plane ray tracing algorithm (Jain, Seljak, and S. White, 2000) adapted to a
sphere (M. Becker, 2012).
The code proceeds in several steps. First, rays are initiated at the observer, then
calculates the lensing potential for the mth lens plane ψ(m) in the multiple-plane and
Limber approximations (Limber, 1953) via the two-dimensional Poisson equation.
Then the derivative of the lensing potential and propogate the rays to the m + 1th
lens plane. For galaxies in the m + 1th plane, the lensing Jacobian is interpolated
onto them. These steps are repeated until the last lens plane is traversed. The code
uses a spherical harmonic transform plus multigrid method to solve for the lensing
potential. I never ran this application, so it is only mentioned here for completeness,




We often wish to estimate how well we can estimate a parameter from available data.
The Cramér-Rao inequality (e.g., Nielsen, 2013) states that a minimum variance,
unbiased estimator can only do so well in estimating a target parameter, θ. In its




where F (θ) is the Fisher information and θ̂ is an estimator for θ. The Fisher Infor-
mation for a model can be used to calculate the minimum variance that the model
can achieve in estimating some parameter. In multiple dimensions, the Fisher infor-
mation is a matrix, the inverse of which is the covariance matrix for a model. The
Fisher Matrix for a model is given by the expectation value of the negative second








In Chapter 5, we used the Fisher matrix to forecast the variance in a variety
of cosmological parameters based on a variety of possible observational constraints
on some parameters of the model. We additionally used the Fisher information to
calculate how much parameter estimation can be biased by using an incorrect model
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for underlying data. We assumed a Gaussian likelihood, applying arguments made
by Tegmark, A. Taylor, and Heavens (1997). Here, I derive expressions for the Fisher
matrix given a log likelihood function and derive an expression for parameter bias in
terms of the Fisher matrix.
D.1 Fisher Information Matrix











for a random variable ~x = 〈x1, x2, . . . xk〉 where C is the covariance matrix and ~µ is
the vector of mean values.
The (negative) log-likelihood function for the gaussian is





ln det C +
1
2
(~x− ~µ)TC−1(~x− ~µ) (D.4)
To find the maximum likelihood estimator for θ, we take the derivative of the log
likelihood with respect to θ. Also, multiply by 2 for convenience and drop the constant
in front since when I get around to doing the derivatives, it of course, disappears.
2L = ln det C + (~x− ~µ)TC−1(~x− ~µ) (D.5)
use ln det C = Tr ln C to rewrite the first term. Also, we can rewrite the second
term as a trace by noting that
~vTM~v = Tr{M~v~vT} (D.6)
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where ~v~vT is the kronecker product (outer product) of the two vectors, resulting
in a matrix. So now we have
2L = Tr{ln C + C−1D} (D.7)
where D = (~x − ~µ)(~x − ~µ)T is the data matrix. Now, we want to differentiate this
expression with respect to the parameters θi and maximize to find the maximum
likelihood. Looking at each term:
d
dθi
ln C = C−1C,i (D.8)
d
dθi
C−1D = −C−1C,iC−1D + C−1D,i (D.9)
so we have
2L,i = Tr{C−1C,i −C−1C,iC−1 + C−1D,i} (D.10)
where ,i indicates differentiation with respect to parameter i. If we average over all ~x
and then perform one more algebraic step, we have
2〈L,i〉 = Tr{C−1C,i −C−1C,iC−1〈D〉+ C−1〈D,i〉} (D.11)
= Tr{C−1C,i(1−C−1〈D〉) + C−1〈D,i〉} (D.12)
|Tr{C−1C,i(1−C−1〈D〉) + C−1〈D,i〉}|θ=θ̂ = 0 (D.13)
If we differentiate equation D.10 again, and then average over ~x we will get an
expression for the fisher information matrix
2L,ij = Tr{−C−1C,jC−1C,i + C−1C,ij + C−1C,jC−1C,iC−1D−C−1C,ijC−1D
+ C−1C,iC
−1C,jC
−1D−C−1C,iC−1D,j −C−1C,jC−1D,i + C−1D,ij}, (D.14)
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where we can do some factoring to arrive at
2L,ij = Tr{−C−1C,jC−1C,i + C−1C,ij + C−1(C,jC−1C,i + C,iC−1C,j)C−1D
−C−1(C,iC−1D,j + C,jC−1D,i)−C−1C,ijC−1D + C−1D,ij}. (D.15)
If we average over ~x, and note that 〈D〉 = C and 〈D,i〉 = 0 we have
2L,ij = Tr{−C−1C,jC−1C,i + C−1C,ij + C−1(C,jC−1C,i + C,iC−1C,j) C−1C︸ ︷︷ ︸
1
−C−1(C,iC−10 + C,jC−10)−C−1C,ij C−1C︸ ︷︷ ︸
1
+C−1〈D,ij〉}. (D.16)
Canceling terms we are left with
2L,ij = Tr{C−1C,jC−1C,i + C−1〈D,ij〉}. (D.17)
Next, we use the fact that C is symmetric, 〈D,ij〉 = ~µ,i~µT,j + ~µ,j~µT,i and Tr{AB} =
Tr{BA}to write
2L,ij = 2~µT,iC−1~µ,j + Tr{C−1C,iC−1C,j}, (D.18)








D.2 Linearized Parameter Bias
Now, suppose we have a case where the properties of the distribution C(θ), ~µ(θ) are
given by model A and these define the chosen likelihood function. Let us also suppose
that the model does not exactly reflect the truth. Suppose that the true values for
C and ~µ come from a distribution with CB and ~µB. That mean our observations (or
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model calculations) of the data matrix D will give different values than if our data
were drawn or observed from model B.
If we average over ~x for our measurements, we find
〈D〉 = 〈(~x− ~µ)(~x− ~µ)T 〉 (D.20)
= 〈~x~xT 〉 − 〈~x〉~µT − µ〈~xT 〉+ ~µ~µT (D.21)
= CB + ~µB~µBT − 〈~x〉~µT − µ〈~xT 〉+ ~µ~µT (D.22)
= CB + ~µB~µBT − ~µB~µT − µ~µBT + ~µ~µT (D.23)
= CB + (~µB − ~µ)(~µB − ~µ)T (D.24)
also, we have 〈D,i〉:
〈D,i〉 = (〈~x~xT 〉),i︸ ︷︷ ︸
=0
−〈~x〉~µT,i − µ,i〈~xT 〉+ (~µ~µT ),i (D.25)
= −~µB~µT,i − µ,i~µBT + ~µ,i~µT + ~µ~µT,i (D.26)
= −2~µ,i(~µB − ~µ)T (D.27)
If we want to know how these observations B, coming from the true model, affect
our maximum likelihood estimator, we can set θ̂ = θt+δθ and linearize equation D.13
(where θt is the true parameter value) with the 〈D〉 and 〈D,i〉 given above containing
the true parameter, and C and ~µ containing θ̂.
Expanding relevant terms in equation D.13 one at a time and considering in some
cases the results
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where I have noted (θt) to indicate evaluation at θt.
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Recognizing that the last set of parenthesis contains an expression equal to equation






































Finally, if we drop the Transpose that should be clear from simple vector multi-
plication rules, and reverse the order of the Cs in the final term to change the sign,
and multiply by the inverse Fisher matrix, leaving our parameter bias alone on the















D.3 Cluster Counts and Clustering
For the space density and clustering of halos, we follow conventions used in previous



















Following Tinker et al., 2008 we allow three parameters of f(σ) to vary with
redshift:
A(z) = A0(1 + z)
Ax ; (D.43)
a(z) = a0(1 + z)
ax ; (D.44)
b(z) = b0(1 + z)
−α. (D.45)
For fiducial parameters, we adopt the values of Tinker et al., 2008 at mean density




)1.2, and c = 1.19. As Tinker et al. (2008) describe, A controls
the overall amplitude of f(σ), a controls the tilt and b sets the mass scale at which
the power law in f(σ) becomes significant.
The sample covariance of counts Nα,i is, given by (Hu and Kravtsov, 2003)






















b(M ; z)p(Mobs|M). (D.48)
W ∗i (k) is the Fourier transform of the top-hat window function and Pi(k) is the linear
power spectrum at the centroid of redshift bin i.
We adopt the b(M, z) fit of Sheth and Tormen (1999) for the halo bias











and choose the fiducial values for the parameters to be ac = 0.75, δc = 1.69, and
pc = 0.3.
Following Hu and Kravtsov (2003), we find that the window function W ∗i (k) is
given by








Here ri = r(zi) is the angular diameter distance to the i
th redshift bin, and δri =
r(zi+1)− r(zi). Similarly, Hi = H(zi) = H(z), which we assume to be constant inside
each bin. The variables k‖ and k⊥ represent parallel and perpendicular components
of the wavenumber k relative to the line of sight.
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APPENDIX E
Clusters and Cluster Finding
Galaxy clusters are the observable counter-part to large dark matter halos, the largest
gravitationally bound objects in the Universe. To extract cosmological information
from galaxy cluster counts, an observed cluster population needs to be related to
the underlying dark matter distribution. Cluster counting experiments measure the
cluster counts in mass and redshift bins for an observable quantity X. The expected
number of galaxy clusters, N , in an observable bin Xi and redshift bin zj lying within















P (X|M, z) dM dX, (E.1)
where M is the halo mass, dn(M, z)/dM is the halo mass function, dV/dz is the cos-
mological volume element, and P (X|M, z) is the probability of observing a particular
X given an underlying halo mass and redshift.
An observational campaign designed to use cluster observations to address cos-
mology can measure Nijk. Galaxy clusters can be detected in various wavebands such
as optical, X-ray or microwave, and each band will be characterized by a different
mass–observable relation—in addition to different astrophysics. So, the name of the
game in cluster cosmology is measuring Nijk and understanding P (X|M, z). This
dissertation is concerned almost exclusively with optical measurements.
Visible galaxies have long served as a means to identify clusters of galaxies (hence
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the name!), with the first systematic search for clusters being published in 1958 (Abell,
1958). Since 1958 many wide area surveys have provided large galaxy catalogs for
cluster analysis, chronicles in Chapter 2, up to Sloan Digital Sky Survey (SDSS) and
soon, Dark Energy Survey (DES). To extract quality cosmological constraints from
a cluster survey requires not only identifying clusters, but identifying them in such
a way that detected clusters are highly correlated with underlying dark matter halos
and return a reliable mass estimate—characterized by small scatter in the mass–
observable relation. The quality of a cluster finder can be described by its purity
and completeness; purity being the probability that an identified cluster is a true
cluster and completeness the probability that an identified cluster is associated with
an underlying halo.
There are a variety of methods for detecting halos, discussed extensively in Hao
(2009). The work in this dissertation is centered on one particular cluster finding
algorithm, developed since Hao (2009), red-sequence Matched-filter Probabilistic Per-
colation (redMaPPer). I will give a short overview of redMaPPer, based on Section 3
of Rykoff et al. (2013) here, but for an extensive discussion, see Rykoff et al. (2013)
and Rozo and Rykoff (2013).
E.1 redMaPPer
The redMaPPer cluster finder uses the λ richness estimator (Rozo, Rykoff, Koester,
McKay, et al., 2009; Rykoff et al., 2012) for clusters which is approximately equal to
the number of red galaxies cluster above 0.2L∗, where L∗ is the characteristic lumi-
nosity where the power-law part of the galaxy luminosity function cuts off (Longair,
2008; Schechter, 1976). The estimator is the sum over all galaxies of the probability






where calculating pmembership is a complicated and iterative process described in Rykoff
et al. (2013).
The algorithm has a training phase, where a set of training clusters, with spec-
troscopic central galaxy redshifts are used to calibrate a red-sequence model. Red-
sequence galaxies are useful for cluster finding methods because all clusters contain
a regular population of elliptical galaxies with a strong relationship between their
color and magnitude. Since structure form hierarchically in the Universe, these clus-
ter galaxies formed at high redshift and are now red and dead. With appropriate
color filters, these galaxies stand out, and focusing on them is a useful method to
identify clusters (Gladders and Yee, 2000). The redMaPPer algorithm calibrates a
red-sequence model that can identify overdensities in red galaxies over a wide range
of redshifts.
The cluster finder operates using the red-sequence model. The first step treats all
galaxies in an input galaxy catalog as candidate cluster centers, and three cuts are
applied. First, galaxies that deviate too far from the red-sequence or are dimmer than
0.2L∗ are eliminated as possible cluster centers. Then, any remaining galaxy must
have at least two others within 500h−1 kpc. These three cuts greatly reduce the num-
ber of possible central cluster galaxies, for example, reducing the SDSS Eighth Data
Release catalog from ∼58 million galaxies to ∼9 million candidate centers (Rykoff
et al., 2013).
For each candidate center, all nearby galaxies are assigned a probability of be-
longing to a cluster centered on the candidate based on the red-sequence model. The
resulting list of cluster candidates is then sorted according to likelihood, which is a
sum of a term depending on probability sum of all nearby galaxies and a complicated
term meant to account for the uncertainty in the cluster center. Since the galax-
ies are assigned a probability of membership, they can contribute fractionally to the
total richness estimate for the cluster. Then, the list of galaxies is percolated. The
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(g) Fourth Cluster (h) Fifth Cluster (i) All Clusters
Figure E.1: A conceptual redMaPPer percolation process. First, a set of input galax-
ies (E.1a) is cut based on how closely a galaxy’s color follows the red-sequence model,
and if it has sufficient luminosity to be a central galaxy (E.1b). Then, galaxies in
overdense regions are identified as candidate cluster centers (E.1c), shown here in
small black circles. The centers are ranked according to richness and centering likeli-
hood, and we can imagine that the galaxy indicated by “1” here is the first ranked.
Then, a cluster is built about that center (E.1d), shown in the large black circle,
and the galaxies for that cluster are masked from further analysis. Galaxies in the
cluster can not be centers of other clusters, but they can contribute to the richness of
other clusters. In this case, I illustrate galaxies with a low probability of membership
by leaving them in following panels, but colored orange, rather than red. In panels
E.1e–E.1h, the galaxies are percolated, building a cluster catalog, in each case the
highest ranked center is indicated by a “1.” Note that in the fifth cluster (E.1h), two
galaxies contribute to the richness that already contributed some of their membership
probability to the second identified cluster (E.1e). Galaxies that contributed richness
to two clusters are shown in yellow.
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highest likelihood cluster is assigned the member galaxies associated with it. Any
remaining lower ranked candidate centers that have been assigned to the first cluster
are removed from the remaining list of candidate centers. Those galaxies can still
contribute their membership probability to the richness for lower ranked clusters, but
cannot be the center of a new cluster. Then, the process repeats based on the new
percolated galaxy catalog.
E.2 RedMaPPer projection Model
Any measurement of λ will be the sum of richness from galaxies that are hosted
by any dark matter halos in the vicinity of the target halo that are convolved with





where λi+1 ≤ λi. Based on arguments presented in Chapter 6, the largest halo along
the line of sight is the most significant source of projection, so we consider a two-halo
model. As such, λ for the target will be the sum of the intrinsic richness and the
richness of the next largest halo along the line of sight,
λ = λ0 + λ1. (E.4)
We say a target halo suffers from projection effects if
λ1 ≥ λc (E.5)
where λc is a constant. In other words, a halo suffers from projection effects if the
contribution λ1 to the total richness is larger than some critical value λc.
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In section E.2.2, we derive an expression for the probability of a target halo to suf-
fer from projection effects. As long as this probability is small, chance alignments of
multiple halos will be correspondingly smaller, and therefore the distinction between
λ0 and λ̃0 becomes irrelevant. Finally, we define P0(λ0|M, z) as the probability distri-
bution of λ0. We assume P0 is a Gaussian of mean λ̄0(M, z) and standard deviation
σ0(M, z) = λ̄
1/2(M, z).
E.2.1 The λ1 Distribution
We wish to determine the probability distribution for λ1. The probability of a halo
contributing richness λ1 to our target halo is given by
P1 (λ|M, z) =
∫
dM ′dz′Phalo (M
′, z′)Pρ (λ1|M,M ′, z, z′) (E.6)
where Phalo(M
′, z′)dM ′dz′ is the probability that a halo of mass M ′ at redshift z′
overlaps the target halo, and Pρ (λ1|M,M ′, z, z′) is the probability that such an over-
lapping halo contributes λ1 to richness λ. Assuming projection effects are rare, one
has
Phalo (M
′, z′) dM ′dz′ = dN (E.7)






(1 + b(M)b(M ′)ξ(r)) dM ′dz′ (E.8)
Here, dn/dM is the halo mass function and b(M) the halo bias function. For the
calculations in this work, we use the mass function from Tinker et al. (2008) and the
bias function from Tinker et al. (2010). Additionally,
dV
dz′






is the cylindrical comoving volume at z′ subtended by the area A used to estimate
the richness of the target halo, r is the separation between the halos, and ξ is the
linear matter correlation function. To simplify the calculations, we set A = π Mpc2—
a 1 Mpc aperture radius—for all calculations. We ignore the transverse separation
between halos when evaluating ξ, so that
r = cH−1(z)|z − z′|. (E.10)
It is useful to define the source function S as




(1 + b(M)b(M ′)ξ(r)) (E.11)
so that
dN = SdM ′dz′ (E.12)
Putting it all together, we arrive at
P1 (λ|M, z) =
∫
dNPρ (λ1|M,M ′, z, z′) (E.13)
=
∫
dM ′dz′S(M ′, z′|M, z)Pρ (λ1|M,M ′, z, z′) (E.14)
Equation E.14 is the fundamental result with which we can evaluate the proba-
bility distribution P1 (λ|M, z). To do so, however, we need to know the distribution
Pρ (λ1|M,M ′, z, z′). Let then λ0(M ′, z′) be the richness of halo (M ′, z′) in the ab-
sence of projection effects. The probability distribution of λ0(M
′, z′) is therefore
simply P0 (λ0|M ′, z′). We assume that λ1 scales with λ0(M ′), so that
λ1 = λ0(M
′)W (z, z′) (E.15)
where W (z, z′) is a weighting function. For the time being, we simply note that one
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must have W (z, z) = 1, and W → 0 for |z − z′| → ∞. Assuming the weighting
function W is known, we have then




∣∣∣∣M ′, z′) . (E.16)
Inserting into equation E.14 we find
P1 (λ|M, z) =
∫




∣∣∣∣M ′, z′) . (E.17)
Before we move on, it is worth pausing here to consider the integration limits in
the above equation. Specifically, in deriving equation E.17 we considered the line of
sight contribution to the richness of a target halo. Observationally, if we were to find
two overlapping halos along a line of sight, we would always consider the largest of the
two halos as the target halo, and the smaller one as the projecting halo. Consequently,
the the integral over halo mass for P1 ought to extend only to masses as large as that
of the target halo, so that putting the integration limits in equation E.17 explicitly,
we find










∣∣∣∣M ′, z′) . (E.18)
E.2.2 Projection Effects and Completeness




dλ1P1 (λ|M, z) . (E.19)
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This is because P1 is the probability that there exists a halo along the line of sight




dλ1P1 (λ|M, z) (E.20)
the c̃ is simply the probability that a target halo suffers from projection effects. The
associated completeness is the probability that a halo does not suffer from projection
effects,
c(M, z) = 1− c̃(M, z). (E.21)
The condition that projection effects are rare corresponds to
c̃(M, z) 1. (E.22)
If this condition is violated, our model is inapplicable. Indeed, this is precisely why
we must introduce the parameter λc: the condition λ1 ≥ λc can only be satisfied for
halos relatively near to the target halo. If λc → 0, any halo along the line of sight
can contribute to c̃, which can quickly lead to the above inequality being violated.
For numerical purposes, it is worth limiting the integration volume by exploiting
the properties of λ̄0(M
′, z′) and W . Specifically, W can only decrease as |z − z′|
increases, and λ̄0(M















where Mmax is the target halo mass, M , and Mmin(M, z) is given by
λ̄0(Mmin, z) = λc, (E.24)
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and zmin(M, z) and zmax(M, z) are given by solving for z
′ in
W (z, z′)λ̄0(M
′, z′) = λc. (E.25)
E.2.3 The Richness–Mass Relation
We now turn our attention towards the richness–mass relation of galaxy counts. Let
then P̃1 denote the unity-normalized (∫ dλ1P̃1(λ1) = 1) probability distribution for
λ1. Since λ1 is either identically zero or larger than λc, we have then
P̃1 (λ1|M, z) = c(M)δ(λ1) + P1(λ1|M, z)θ(λ1 − λc) (E.26)
where the θ term accounts for the fact that λ1 must be greater than λc. Given that
λ = λ0 + λ1 we find
P (λ|M, z) =
∫
dλ0dλ1P0(λ0)P̃1(λ1)δ(λ− λ0 − λ1) (E.27)
=
∫
dλ0P0(λ0) [c(M)δ(λ1) + P1(λ1|M, z)θ(λ1 − λc)] (E.28)
= c(M)P0(λ) +
∫









θ(λ− λ0 − λc)
(E.30)
where P0(x) is shorthand for P0(x|M, z) and P ′0(x) for P0(x|M ′, z′).
To make this expression a little bit easier to examine, we can consider ignoring









Doing so, we arrive at
P (λ|M, z) = c(M)P0(λ|M, z) +
∫
dM ′dz′SP0(x)θ(x)θ(λ̄0(M
′, z′)W (z, z′)− λc)
(E.32)
where
x(M ′, z, z′) = λ− λ̄0(M ′, z′)W (z, z′) (E.33)
Note one may also write this expression as
P (λ|M, z) = c(M)P0(λ) +
∫
dNP0(x)θ(x)θ(λ̄0(M
′, z′)W (z, z′)− λc) (E.34)
where dN is given by equation E.8. This illustrates the idea behind our result: there
is a probability c that a halo doesnt suffer from projection effects in which case λ = λ0
and λ is distributed according to P0(λ). On the other hand, there is a probability dN
that a halo of mass M ′ at redshift z′ projects onto the target halo, contributing λ̄′0W
to the richness, where λ̄′0 = λ̄(M
′, z′). The richness of the target halo must therefore
be x = λ − λ̄′0W . The total probability for projection effects is therefore simply
dNP0(x), summed over all possible projection halos, and subject to the restriction
that λ̄′0 > λc.
We can also use this result to derive simple expressions for the moments of λ. For
instance, the mean richness is given by
〈λ|M, z〉 = λ̄0(M, z) +
∫
dNλ̄0(M
′, z′)W (z, z′)θ(λ̄0(M
′, z′)W (z, z′)− λc). (E.35)
This is exactly as we would expect: λ̄0 is the mean richness in the absence of projection
effects. Projection effects simply add an additional contribution to the richness which
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Stanek, R., A. E. Evrard, H. Böhringer, P. Schuecker, and B. Nord (Sept. 2006). “The
X-Ray Luminosity-Mass Relation for Local Clusters of Galaxies”. In: ApJ 648,
pp. 956–968. doi: 10.1086/506248. arXiv: astro-ph/0602324 (cit. on p. 88).
Stanek, R., E. Rasia, A. E. Evrard, F. Pearce, and L. Gazzola (June 2010). “Massive
Halos in Millennium Gas Simulations: Multivariate Scaling Relations”. In: ApJ
715, pp. 1508–1523. doi: 10.1088/0004-637X/715/2/1508. arXiv: 0910.1599
[astro-ph.CO] (cit. on p. 87).
Sullivan, M. et al. (Aug. 2011). “SNLS3: Constraints on Dark Energy Combining the
Supernova Legacy Survey Three-year Data with Other Probes”. In: ApJ 737, 102,
p. 102. doi: 10.1088/0004-637X/737/2/102. arXiv: 1104.1444 [astro-ph.CO]
(cit. on p. 28).
Sunyaev, R. A. and Y. B. Zel’dovich (Nov. 1972). “The Observations of Relic Ra-
diation as a Test of the Nature of X-Ray Radiation from the Clusters of Galax-
ies”. In: Comments on Astrophysics and Space Physics 4, p. 173. sao–nasa ads:
1972CoASP...4..173S (cit. on p. 56).
Suto, Y. and T. Suginohara (Mar. 1991). “Redshift-space correlation functions in the
cold dark matter scenario”. In: ApJ 370, pp. L15–L18. doi: 10.1086/185966.
sao–nasa ads: 1991ApJ...370L..15S (cit. on p. 42).
Swetz, D. S. et al. (June 2011). “Overview of the Atacama Cosmology Telescope:
Receiver, Instrumentation, and Telescope Systems”. In: ApJS 194, 41, p. 41. doi:
10.1088/0067- 0049/194/2/41. arXiv: 1007.0290 [astro-ph.IM] (cit. on
p. 108).
210
Szabo, T., E. Pierpaoli, F. Dong, A. Pipino, and J. Gunn (July 2011). “An Optical
Catalog of Galaxy Clusters Obtained from an Adaptive Matched Filter Finder
Applied to Sloan Digital Sky Survey Data Release 6”. In: ApJ 736, 21, p. 21.
doi: 10.1088/0004-637X/736/1/21. arXiv: 1011.0249 [astro-ph.CO] (cit. on
p. 89).
Tegmark, M., A. N. Taylor, and A. F. Heavens (May 1997). “Karhunen-Loeve Eigen-
value Problems in Cosmology: How Should We Tackle Large Data Sets?” In: ApJ
480, p. 22. doi: 10.1086/303939. arXiv: astro-ph/9603021 (cit. on p. 165).
Teyssier, R., S. Pires, S. Prunet, D. Aubert, C. Pichon, A. Amara, K. Benabed,
S. Colombi, A. Refregier, and J.-L. Starck (Apr. 2009). “Full-sky weak-lensing
simulation with 70 billion particles”. In: A&A 497, pp. 335–341. doi: 10.1051/
0004-6361/200810657. arXiv: 0807.3651 (cit. on p. 42).
The Dark Energy Survey Collaboration (Oct. 2005). “The Dark Energy Survey”. In:
ArXiv Astrophysics e-prints. arXiv: astro-ph/0510346 (cit. on pp. 28, 56).
Tinker, J., A. V. Kravtsov, A. Klypin, K. Abazajian, M. S. Warren, G. Yepes, S.
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