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ABSTRACT The latestWorld Health Organization’s (WHO) study on 2018 is showing that about 1.5 million
people died and around 10 million people are infected with tuberculosis (TB) each year. Moreover, more
than 4,000 people die every day from TB. A number of those deaths could have been stopped if the disease
was identified sooner. In the recent literature, important work can be found on automating the diagnosis by
applying techniques of deep learning (DL) to the medical images. While DL has yielded promising results in
many areas, comprehensive TB diagnostic studies remain limited. DL requires a large number of high-quality
training samples to yield better performance. Due to the low contrast of TB chest x-ray (CXR) images, they
are often is in poor quality. This work assesses the effect of image enhancement on performance of DL
technique to address this problem. The employed image enhancement algorithm was able to highlight the
overall or local characteristics of the images, including some interesting features. Specifically, three image
enhancement algorithms called Unsharp Masking (UM), High-Frequency Emphasis Filtering (HEF) and
Contrast Limited Adaptive Histogram Equalization (CLAHE), were evaluated. The enhanced image samples
were then fed to the pre-trained ResNet and EfficientNet models for transfer learning. In a TB image dataset,
we achieved 89.92% and 94.8% of classification accuracy and AUC (Area Under Curve) scores, respectively.
All the results are obtained using Shenzhen dataset, which are available in the public domain.
INDEX TERMS Image enhancement, convolutional neural network (CNN), ResNet, EfficientNet, binary
tuberculosis classification.
I. INTRODUCTION
Millions of people around the world die each year because
of tuberculosis (TB). Around 1.5 million deaths due to TB
are reported in 2018 alone, according to the WHO’s report.
It is mainly prevalent in Africa and Southeast Asia. This
is a very infectious disease caused by a TB of the bacil-
lus mycobacterium [36]. In recent developments, there are
several diagnostic methods that utilize molecular analysis
and bacteriological culture. Unfortunately, they are still high-
The associate editor coordinating the review of this manuscript and
approving it for publication was Yudong Zhang .
cost, especially for most of developing countries which are
affected by the disease. It is also stated that the low-cost and
most common diagnostic technique so-called sputum smear
microscopy have problems with sensitivity [1]. In recent
years, DL has performedwell in the area of image recognition
and classification, and one of the most popular models are
convolutional neural network (CNN) model [37]. DL tech-
niques have been successfully been implemented in many
different fields, such as surveillance system [2], face recogni-
tion [3], [4], autonomous cars [5], vehicle classification [6],
and many others [7]–[9], [50]. In addition, there are already
numerous CAD (computer-aided design) systems that use
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CNNs to diagnose disease [10], [11], but their application to
TB detection remains limited [38]. The key problems are the
limited size of the public dataset and relying on preset feature
models. In recent literature, some automated TB detection
systems have utilized the DL technique, such as the works
proposed by Liu, et al. [14], Lopes and Valiati [12], Lakhani
and Sundaram [13], Hwang et al. [15], and Rajaraman and
Antani [42]. This research focuses on evaluating the effect
of the pre-processing step for the performance of the DL
technique thoroughly, which has not been reported in the
aforementioned literature.
In most of the cases, the training of the new CNN
model and the fine tuning of the pre-trained CNN model
(transfer learning) are two essential ways to train the CNN
model [12], [14]. However, regardless of the training meth-
ods employed, the image datasets are typically processed
in various ways prior to training the CNN models, such as
image cropping and image enhancement. The quality of the
image data sets greatly affects the model’s performance [33].
In the medical CXR imaging method, the operator’s exper-
tise, the patient’s own consideration and certain other factors
that may cause the imaging effect are not optimal, such as
low brightness, low contrast, and bad or blurry informa-
tion. According to Koo and Cha [16], image pre-processing
is important when training CNN models, which can effec-
tively boost the performance of CNN models in classifica-
tion. Also, the enhancement of images is a very important
part of pre-processing. Hence, research into the relation-
ship between image enhancement and the CNN model is
important.
The main objective of this work is to evaluate the effect
of two different pre-processing approaches (UM [17] and
HEF [18]) on the use of pre-trainedCNN to detect TB disease.
The UM and HEF algorithms have proven to perform well
on medical images [19], [20]. This work, hopefully, opens
the opportunity to consider other state-of-the-arts enhance-
ment techniques to be performed prior to medical image
classification. Therefore, in this research we used a com-
mon approach as a baseline and early-work incorporating TB
image enhancement and deep learning model. Because of its
outstanding accuracy and robustness, we used ResNet [21]
and EfficientNet [47] as a DL architecture. The most impor-
tant contributions are as follows:
• The quantitative analysis of the performance of ResNet
and EfficientNet after training of enhanced image
datasets through UM and HEF algorithms is presented.
• In addition, several fine-tune parameters, including
enhancement parameters, are also carefully discussed.
This is the first time, to our knowledge, that all of these
observations have been identified in the literature.
The paper is divided as follows: the most important works
are described in Section 2. Section 3 discusses the data col-
lection andmethods utilized in the image enhancement phase.
Section 4 explains the proposed final detection pipeline and
its results.
II. RELATED WORKS
A. TB DETECTION USING CONVENTIONAL MACHINE
LEARNING ALGORITHM
TB detection is a difficult task that mainly because of vari-
ous types of manifestations such as large opacities, aggrega-
tion, focal lesions, cavities, small opacities, and CXR image
nodules. Related papers (especially those using a machine
learning algorithm) use color, texture, shape or geometry
features to detect the TB from an image [22]–[24]. One of
the important work is proposed by Chauhan et al. [24]. They
implemented a single system for TB detection through CXR
images. Their system consists of a series of modules that
must obey several steps in order to classify the input image.
The dataset begins with a denoising-based pre-processing
module, followed by an extraction function. Finally, a model
is constructed through the SVM classifier.
B. TB DETECTION USING PRE-TRAINED CNN
(TRANSFER LEARNING)
CNN is commonly used for various computer vision applica-
tions, especially for classification, detection, and recognition
task. Typically, the CNN model consists of several layers,
namely pooling, convolutional, and fully-connected (FC) lay-
ers. The preceding layer by means of kernels with a pre-
defined, fixed-size receptive field is connected to every layer.
The CNN model learns the setup of hyper-parameters from a
big data collection to represent the image’s global or local
characteristics. That model architecture has different layer
types and activation functions to display better representa-
tional features than human-engineered software.
In recent literature [12], [14], [44], pre-trained CNN
(where an ImageNet-trained network is used) shows good
performance in the medical domain. For efficiency purposes,
the researcher can avoid train more than a million images,
which also requires a large amount of memory and com-
putation. This is a method called transfer learning. Transfer
learning aims at storing information gained from one domain
and applying it to another, still similar domain [39]. It usually
takes a lot of time when training from scratch, as the random
Gaussian distribution is utilized to initialize all model param-
eters. Typically, the convergence is achieved with a batch size
of 50 images, and after at least 30 epochs [14].
Recent studies [25], [26] have shown that fine tuning of a
more complex dataset results in excellent classification and
detection performance using a pre-trained ImageNet dataset
model. The reason for this training procedure is that CNN
receives a general representation of natural images from pre-
training. The model adjusts the parameter after the fine-
tuning to show the specific features of the individual images,
while retaining the ability to display the general image. This
training strategy is implicitly implemented, coupled with a
sampling of shuffles and cross-validation.
It is noteworthy that most of the previous existing
approaches for TB detection have adopted pre-trained CNN
steps. As one of the initial work on TB detection through DL,
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Hwang et al. [27] proposed to collect and train huge private
data collection consisting of approximately 10,000 images.
Unlike many other areas, the literature of TB detection
through DL remains limited. The recent works are pro-
posed by Lakhani and Sundaram [13], Hooda et al. [28],
Liu et al. [14], Lopes and Valiati [12], and Rajaraman and
Antani [42] to name a few. Lakhani and Sundaram [13] eval-
uated the efficacy of CNN for detecting TB. Both untrained
and pre-trained on ImageNet were used and augmented
with numerous pre-processing techniques. Hooda et al. [28]
employed 7 convolution layers and 3 FC layers of CNN
architecture. They compared three different optimizers, and
Adam optimizer achieved the best results. Liu et al. [14]
proposed a DL method with CNN and transfer learning.
They used AlexNet [29] and GoogleNet [30] as pre-trained
networks. Different from the aforementioned works, Lopes
and Valiati [12] focused on investigation whether pre-trained
CNN as feature extractors are able to detect TB disease
or not. Recently, Rajaraman and Antani [42] improved the
accuracy of TB detection through modality-specific deep
learning models. The pre-trained CNNs are employed to train
large-scale datasets including the RSNA dataset, Pediatric
pneumonia dataset and Indiana dataset.
C. IMAGE ENHANCEMENT EFFECT FOR
PRE-TRAINED CNN
Throughout this study, we evaluated the impact of image
enhancement on a pre-trained CNN model. This influence
has been studied in the literature in various fields. In [31],
Tian et al. reported that using image enhancement function
with Laplace operator can improve the performance of fast
R-CNN and R-CNN in the pedestrian detection task. They
compared the enhanced image dataset with the Laplace oper-
ator and the original image. The enhanced approach could
increase the detection rate by 2% and 1% for the two R-CNN
models, respectively. The paper’s experiments used the trans-
fer learning by fine tuning of the pre-trained R-CNN model.
Kuang et al. [32] proposed a night-time vehicle detection
approach that has three key techniques: night-time image
enhancement focused on ROI extraction incorporating light
detection for the vehicle. In [33], Chen provided a compre-
hensive evaluation of image enhancement on RGB and gen-
eral CXR images. In addition, the accurate detection of retinal
blood vessels via deep learning and image enhancement is
discussed in a recent paper by Soomro, et al. [43]. While
several works have been proposed, none of the work thor-
oughly investigates the effect of image enhancement through
pre-trained CNN for TB detection.
III. METHODS
A. DATASET
All the experiments in this research have been tested using
the Shenzhen Public Dataset [34]. The Shenzhen data set
was collected at Shenzhen Hospital, Guandong Providence,
China. The dataset consists of 662 frontal CXR, of which
336 are TB infected and 326 are not disease-infected. All
images have a resolution of about 3K×3K pixels. As one
of the largest infectious disease hospitals in China, Shenzhen
hospital aims at improving both its prevention and treatment.
The CXR photos were captured within a period of one month,
mostly in September 2012, as part of Shenzhen hospital’s
daily routine, using a digital diagnosis system from Philips
DR. For the Shenzhen dataset, it has a corresponding radiol-
ogist reading, which is then considered being ground-truth.
In Fig. 1, we visualize the example of CXR images in this
dataset.
B. METHODOLOGY
1) TB CXR IMAGE ENHANCEMENT BASED ON UNSHARP
MASKING (UM) AND HIGH-FREQUENCY EMPHASIS
FILTERING (HEF)
The quality of CXR images is not always good because
the patient-related x-ray amount is small considering patient
safety [48]. The image enhancement techniques have been
used to improve the image quality and achieved desired solu-
tion [19]. The widely used methods for improving images
include histogram equalization [40], low pass filtering, and
high pass filtering [41]. The basic principle of histogram
equalization is to enhance the image’s visual effect by
expanding the image distribution’s gray scale spectrum. This
allows the process to accomplish the purpose of improving
the contrast. As a result, the original image, which has several
gray levels, are then synthesized into one gray level, resulting
in image information loss. Only image smoothing or sharpen-
ing may be accomplished by the high-pass filter or low-pass
filter [18]. In image enhancement, it is typically important
not only to change the image’s dynamic range but also to
highlight the image’s characteristics. Color Enhancement
Technology is an image-based technique designed to increase
visual effects through digital image processing and transfor-
mation to reflect color quality and enhance contrast [33], [41].
Using two successful image enhancement algorithms; UM
andHEF, this research improved the visualization of TBCXR
images before DL classification stage. Every method was
independently executed and evaluated. It is noteworthy, in the
next section, CLAHE will also be evaluated by calculating
over-enhancement measures. Fig. 2 shows the illustration of
the image enhancement step:
2) UNSHARP MASKING (UM)
UM [17] is an image sharpening technique that produces a
mask of the original image using a distorted, or ‘‘unsharp,’’
negative image. The unsharp image is then combined with the
original positive image, creating a less blurred image than the
original image. In other words, UM is a linear filter capable
of amplifying an image’s high-frequencies.
The first step of the algorithm was to copy the original
image and apply Gaussian blur to it. The radius is an impor-
tant setting when performing Gaussian blur. Radius is related
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FIGURE 1. Example of CXRs in the Shenzhen dataset. (a) The top left CXR is from a 28 year-old male, (b) center image from a 39-year-old male and
(c) the top rights from a 38-year-old male (no TB). The bottom three images are cases of TB: (d) the left CXR is from a 28 year-old female (left
secondary TB), (e) center image is from a 50 year-old male (bilateral secondary TB with right upper atelectasis; 2.right pleural adhesions; 3.left
compensatory emphysema) and (f) the right CXR is from a 32-year-old male (secondary TB in the right upper field).
FIGURE 2. Image processing of gray images.
to blur intensity as it defines the size of the edges.






where i and j are in horizontal and vertical axis, respectively,
distance from the origin. Furthermore, σ is the standard
deviation of the Gaussian distribution.
Next, we subtracted the blurred image from the original
image, and we will only get the blurred edges. This is what
we called the ‘‘unsharp mask.’’ Finally, after applying the
following equation, the enhanced image is collected:
Ium_enhanced = Iori + amount ∗ (Iu) (2)
where Ium_enhanced , Iori, and Iu are final result after applying
UM algorithm, the original image and unsharp image, respec-
tively. To be clear, the radius and the amount (in Eq.(2)) are
described below:
• Amount can be thought of as howmuch contrast is added
to the edges (how much dark or light it will be).
• Radius influences the size of the edges to be improved or
how large the edge rims are, so a smaller radius improves
the accuracy of smaller scale.
Different guidelines exist for starting values of these
parameters, and the significance may vary from one imple-
mentation to another. In our experiment on TB CXR images,
the best two values for radius and amount, respectively,
are 5 & 2. Fig.3 provides an illustration between the original
image and the enhanced image by UM:
3) HIGH-FREQUENCY EMPHASIS FILTERING (HEF)
HEF [18] is a technique that uses a Gaussian high-pass filter
to emphasize and accentuate the edges. The edges tend to
be expressed in the high-frequency spectrum because they
have more significant changes in intensity. This technique
produces a low contrast image, and the use of histogram
equalization is necessary to increase sharpness and contrast.
The filter step of the algorithm is to apply the Gaussian
high-pass filter (intensity depends on the setting of the radius)
(see Eq. (3)). As shown in Eq. (4), the image has to go through
the transformation of Fourier and the filter function is calcu-
lated on it. We will have the image filtered after the inverse
transformation (see Eq. (5)). Fig. 4 illustrates the step-by-step
process of the HEF technique. In addition, the comparison of
each technique is shown in Fig. 5.
G_Filter(i, j) = 1−e−D
2(i,j)/2D20 (3)
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FIGURE 3. Illustration of the image comparison between original image
and enhanced image through UM.
FIGURE 4. Using Fourier-domain filtering to apply HEF.
where D0 is the cut off distance. The Fourier transform of
f(x,y), denoted by F(i,j), for x and i = 0,1,2. . .M − 1 and y
and j = 0,1,2. . .N− 1, is given by the equation:























FIGURE 5. The image comparison between original TB CXR, enhanced
UM, and enhanced HEF images.
Finally, the contrast of the image was adjusted with a simple
histogram equalization (Hist_Eq):
Ihef _sharpened = (Iori+(G_Filter)) ∗ (Hist_Eq) (6)
4) PRE-TRAINED ResNet AND EfficientNet MODELS
The input of CNN is assumed to be in the form of an image.
This allows us to encode certain properties in the network.
In our work, since the input is a grayscale image, the array of
pixels will be height × width × depth (e.g., 224 × 224 × 1).
For generating useful features from the images data, specific
parameters were modified in the Conv layers throughout the
training. Concurrently, the collection of learned parameters
in the FC layers classify the extracted features in the target
classes (normal image or TB image). Conv layers acquire
visual features from raw input images in a hierarchical man-
ner. The low-level features, such as shapes or edges, are
obtained from lower layers, while high-level visual features,
such as object part are obtained from higher-layers. The
images are labeled as vectors. In our case, the label is binary,
either the value ‘1’ for the TB image or ‘0’ for the other
image.
The experiment selected the ResNet-18, ResNet-50, and
EfficientNet-B4 models in transfer learning. ResNet [21] is a
neural network that uses skip connections to leap over several
layers (as shown in Fig. 6). The purpose to leap over layers
is to prevent the issue of vanishing gradients by reusing acti-
vations from the previous layer before the neighboring layer
knows its weights. The efficiency of the extracted features
on the network depends on the depth of the architecture. The
ResNet is made up of various layers in which each layer is
usually inserted numerous times. Note that for the design
of the ResNet-50, each 2-layer block in the 34-layer net is
replaced by a 3-layer bottleneck block [21].
FIGURE 6. Illustration of a ResNet. A layer k-1 is skipped over activation
from k-2.
By implementing a compound scaling approach in all net-
work dimensions, i.e. distance, depth, and resolution, due
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FIGURE 7. The deep learning-based architecture for TB detection through ResNet and EfficientNet-B4.
FIGURE 8. Some example of testing images during experiment.
to its superiority in prediction efficiency, EfficientNet [47]
has attracted attention. EfficientNet is a collection of models,
namely EfficientNet-B0 to B7 that were derived from the
base network (so-called EfficientNet-B0). The advantages of
EfficientNet are expressed in two ways, it provides higher
precision, and also increases the performance of the model
by reducing the parameters and FLOPS (Floating Point Oper-
ations per second). Fig. 7 explains the deep learning-based
architecture used in our work.
First, the initial resizing of the input images was performed
prior to enhancing the images. This will output a uniform
size of 640 × 480 pixels of enhanced input images. Next,
we used transfer learning from a pre-trained network, and the
image was resized to 224 × 224 pixels (as commonly used
by pre-trained models on the ImageNet database). In other
words, a crop of 224 × 224 of enhanced image was used.
Specifically, a crop of 224 × 224 image or horizontal flip
was sampled randomly, and subtract the mean of that pixel
across all images. This is called per-pixel mean subtraction.
Fig. 8 visualizes some example of testing images during
TABLE 1. Parameter used in the training stage.
experiment. In table 1, we show the parameter used in the
training stage.
5) ENHANCED IMAGE QUALITY ASSESMENT AND
PARAMETER SETTING
The primary intention of the IQA is to automatically deter-
mine the quality of an image in accordance with a good
assessment of human quality. It involves two main purposes,
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firstly, it is used to determine the quality of the optical image
and to change the setting automatically to gain the best qual-
ity. Second, in order to completely optimize the algorithm and
achieve an optimized design in preprocessing to offer the best
parameter setting, the algorithm can be embedded in image
processing. This allows the selection of a relatively good
parameter for a specific dataset. To be specific, while gen-
eralization of enhancement parameters (D0, radius, amount,
and etc.) is not straightforward, we involve over-enhancement
measure, LOE, which quantifies the unnaturalness. As a
result, the good parameter values are then set to produce
the enhanced image (prior to training via deep learning net-
work). It is noteworthy, the idea of incorporating this mea-
surement was recently introduced by Bai and Reibman [49].
Therefore, in our work, we incorporate a well-known image
enhancement related IQAs so-called Lightness Order Error
(LOE) [46]. The differences in the order of lightness between
the original and its enhanced image show the level of natu-
ralness. When the lightness order is high, the LOE score is
high, so a high potential for the enhanced image suffers from
unnatural enhancement of contrast, and vice versa.
In this work, the LOE score allows us to prove the best
approach among tested methods (HEF, UM, and CLAHE).
To be clear, the LOE score is utilized in order to find the
best parameter setting in each method. Fig. 9 shows sample
of an image tested with LOE. Notice that, Fig. 9(b) is a well
enhanced contrast image has LOE = 341.09, while Fig. 9(d)
is suffering from unnatural contrast enhancement has
LOE = 1852.1.
FIGURE 9. An example of enhanced image and its LOE Score. (a) Original
Image, (b) HEF (LOE = 341.09), (c) UM (LOE = 837.89), and (d) CLAHE
(LOE = 1852.1).
IV. RESULTS AND DISCUSSION
We evaluated the impact of image enhancement by calcu-
lating the LOE (Lightness Order Error) [46] score among
enhancement methods (the HEF, UM, and CLAHEmethods).
The analysis shows that HEF can produce the best score in
terms of naturalness enhancement. Notice that the enhanced
image via CLAHE suffers from unnatural enhancement and
led to very poor accuracy during the transfer learning stage
(see Fig. 10 and 11).
TABLE 2. Best parameter for HEF, UM and CLAHE.
The validation accuracy is calculated at the end of the
Epoch. It aims to improve generalization, robustness, and
prevent overfitting. The data is split into 60% training and
40% validation sets. Training was conducted using categori-
cal cross-entropy as the error function and with the ResNet
and EfficientNet batches of 6 and 2 samples, respectively.
With the SGD (stochastic gradient descent) optimizer, which
only calculates on a small subset or random collection of
data examples, we trained for 10 epochs. Besides, the weight
decay was used to generalize the model better. To be specific,
weight decay will penalize large weights and effectively limit
the freedom of our model. In our setting, the weight decay
value is set to 0.00001. Since the dataset is small (e.g. in the
case of the Shenzhen dataset), the validation analysis is very
useful in estimating the model’s accuracy. It is because of per-
formance between validation sets that could be significantly
changed.
Using Shenzhen CXR images as a dataset, experi-
ments with the EfficientNet-B4, ResNet-50, and ResNet-
18 model were performed using HEF, UM, and CLAHE
image enhancement algorithms. As discussed by Lopes and
Valiati [12], the ResNet model can outperform other models
on Shenzhen public datasets. Because of the data variance,
certain orders of magnitude are lower, and very large net-
works are not needed to improve the accuracy [12]. However,
in our experiment, the pre-trained EfficientNet-B4 model can
obtainmore stable performances in enhanced images via HEF
and UM methods (see Fig. 10).
When we enhance training images, the image contrast is
increased, the disparity between the TB areas was observed
and the remaining regions were more noticeable. In addition,
the observed edge region and outline were more distinct.
As a result, the trained model can extract better features,
and contour details of the obtained region. We compared our
proposed pipelinewith theworks fromLopes andValiati [12],
Jaeger et al. [35], Hwang et al. [27], Rajaraman and
Antani [42], and original data without enhancement (base-
line). In terms of accuracy (table 3), the proposed pre-trained
EfficientNet-B4 with UM outperforms previous works from
Lopes and Valiati [12], Jaeger et al. [35], and Hwang
et al. [27] with the result of 89.92. In terms of AUC (table 3),
our proposed method attained the competitive result, with an
AUC of 94.8. While our work cannot outperform the results
proposed by [42], our results still can be very competitive. It is
noteworthy that the previous works by Lopes and Valiati [12]
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FIGURE 10. Validation accuracy of each image enhancement method through transfer learning.
FIGURE 11. Average validation accuracy through transfer learning (pre-trained of EfficientNet-B4,
ResNet-50 and ResNet-18 models).
TABLE 3. Accuracy of previous works, proposed EfficientNet-B4 with UM and HEF image.
and Rajaraman and Antani [42] utilize ensemble approaches.
Ensemble approaches use multiple DL algorithms to achieve
better predictive efficiency than any DL algorithm could have
achieved by itself. Computational costs are increased because
of the inclusion of the multi-stage deep learning ensemble
technique. The use of ensemble approaches is however out of
the scope of this work and focuses on evaluating the impact
of image enhancement on each model. As visualized in the
comparative bar charts (Fig. 10-13), our proposed approach
achieved results that are relatively competitive in many
cases.
Finally, we analyzed the time of computation. For training
and testing, we used aNVIDIA R©GeForceGTX 1050 Ti with
memory 4GB, it roughly takes 14minutes nonstop to train the
217904 VOLUME 8, 2020
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TABLE 4. Comparison – AUC.
FIGURE 12. Comparison of accuracy.
FIGURE 13. Comparison of AUC.
model. The PyTorch 1.2 was employed as a framework. The
inference of one CXR image takes less than one minute by
using GPU. This research has its limitations. By employing
the CNN network, directly feed the original image resolu-
tion will require higher GPU and memory quality. In addi-
tion, the process would increase the training time. Therefore,
the images were down-sampled to 224 × 224 pixels before
being fed into the pre-trained networks. Indeed, accuracymay
improve with the use of higher resolution images, especially
for subtle findings [13].
V. CONCLUSION
Incorporating DL technique with Unsharp Masking (UM)
and High-Frequency Emphasis Filtering (HEF) image
enhancement, this paper uses EfficientNet-B4, ResNet-
50 and ResNet-18 in order to train the TB images and improve
the detection accuracy. The experiments showed that the
accuracy of the proposed idea is very competitive. More-
over, in terms of the AUC and accuracy, we also thoroughly
compared the results with previous works, the proposed idea
achieved better results. The use of an image enhancement
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K. Munadi et al.: Image Enhancement for TB Detection Using DL
system to pre-process the TB images will thus allow the
tested pre-trained network to learn better model. Future works
will evaluate more image enhancement techniques in order
to show a more significant effect of enhancement on DL
models. Moreover, a comprehensive subjective judgment and
preference from the medical expert will also be analyzed.
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