Pathwise uniqueness holds for the Skorokhod stochastic differential equation in C 1+γ domains in R d for γ > 1/2 and d ≥ 3.
1. Introduction. We will prove pathwise uniqueness for the Skorokhod equation in every C 1+γ domain D ⊂ R d , with γ > 1/2 and d ≥ 3. We begin by giving rigorous definitions of these terms and state our main result.
We will write x = (x 1 , . . . , x d−1 , x d ) = (x, x d ) for x ∈ R d . We will say that a function Φ : R d−1 → R is C 1+γ if Φ is bounded and for some constant c 1 and allx andŷ,
|∇Φ(x) − ∇Φ(ŷ)| ≤ c 1 |x −ŷ|
γ ,x,ŷ ∈ R d−1 .
A C 1+γ domain is one which can be represented locally as the region above the graph of a C 1+γ function.
Reflecting Brownian motion in a Euclidean domain with Lipschitz boundary can be represented as a solution to the following Skorokhod stochastic differential equation:
where n(x) is the inward pointing unit normal vector at x ∈ ∂D, W = {W t : t ≥ 0} is a d-dimensional Brownian motion with respect to a filtered probability space (Ω, F, {F t }, P), X 0 ∈ D, and we require X t ∈ D for all t. Moreover, L t is a nondecreasing continuous process that increases only when X t ∈ ∂D, that is, Weak existence and weak uniqueness for (1.1) are known; see, for example, Theorem 4.2 in [6] . This and the pathwise uniqueness proved in Theorem 1.1 imply strong existence by a standard argument (see [10] , Theorem IX.1.7).
Pathwise uniqueness for (1.1) has been proved for all Lipschitz domains D ⊂ R 2 with Lipschitz constant 1 in [5] . See [4] for a shorter proof. In particular, pathwise uniqueness holds in C 1+γ domains in R 2 for every γ > 0. See [3] for an introduction to the theory of reflecting Brownian motion and [5] for the history of the problem considered in this paper. It was asserted in [6] that pathwise uniqueness holds in C 1+γ domains for all γ > 0. The proof given in that paper is incorrect; see Remark 3.8 for further details.
We have a heuristic argument showing that pathwise uniqueness fails in some C 1+γ domains for some γ > 0 and some d ≥ 3. At this time, we are not able to supply all the details needed to turn this claim into a rigorous proof. However, we present a counterexample showing that γ = 1/2 is the critical value for Proposition 3.4, a result on pathwise uniqueness for reflected SDEs in a half-space that are closely related to the reflecting Brownian motion in C 1+γ domains. The counterexample gives credence to our belief that Theorem 1.1 is sharp, that is, it does not hold for γ < 1/2.
The proof of Theorem 1.1 is based on an analysis of the distance between two solutions to (1.1). We use Itô's formula to express the distance as the sum of a martingale and a process with finite variation. The size of the oscillations for each of these processes is bounded above using estimates for the Green function of the solution to (1.1) and bounds for partial derivatives of a mapping of D to a half-space. Some of the crucial estimates are taken from the literature on PDEs in C 1+γ domains. We conclude that the distance between the two solutions has to be 0, hence pathwise uniqueness holds.
The paper has three more sections. The next section gives some estimates for solutions to partial differential equations. The proof of the main theorem is given in the third section. A counterexample showing that Proposition 3.4 is sharp is given in the last section.
2. Estimates for solutions to elliptic PDEs. First, we introduce some notation. By standard techniques, it is enough to prove uniqueness in the region above the graph of a C 1+γ function Φ. Suppose Φ :
We use U = {x d > 0} for the upper half-space. Let
the usual seminorm for the space C 1+γ . We will use the well-known fact that if h is harmonic in a ball B(x, r) and bounded by M in absolute value in B(x, r), then
see [1] , Corollary II.1.4, for example. By induction, the jth-order partial derivatives of h at x are bounded in absolute value by c j M/r j . 
Proof. (a) Case (i) follows immediately from Theorem A of [7] , if we take A(x, y, p) = p and B(x, y, p) = 0 in their theorem.
Let us consider case (ii). First we claim that h is C ∞ in A 1 ∪ A 2 , where
Moreover, we claim that the absolute values of the kth partial derivatives of h are bounded in A 1 ∪ A 2 by constants depending only on k and c 0 but otherwise independent of Φ and h. The result for A 2 follows from (2.1) since h is bounded in absolute value by 1 and A 2 is a positive distance from the boundary of D. We turn to A 1 . Consider any vertical line segment in A 1 of the form L =x 0 × (0, 7/8). Let T =B(x 0 , 1/32) × (−15/16, 15/16) be a tube about this line segment and define f (x) on ∂T to be equal to h(x, |x d |). If Z is a standard d-dimensional Brownian motion and τ (T ) is the first exit of this process from T , then the function
is easily seen to have the same boundary values as h on D ∩ ∂T . The function h is harmonic because each term in (2.2) is separately harmonic in T . We have ∂ h/∂n = 0 on T ∩ ∂D by symmetry. Hence h = h in T ∩ U . This implies that h is C ∞ on A 1 . The estimate (2.1) and the remark following it can be applied to h inside B(x, 1/32) for x ∈ L. We see that the absolute values of kth partial derivatives of h are bounded on L by constants depending only on k. The same holds for h, because h = h on L. This finishes the proof of our claim about the behavior of h and its derivatives on A 1 ∪ A 2 .
Since h and ∂h/∂n are bounded in
where ρ is surface measure on ∂D 1 . Hence the function h is in W 1,2 (D 1 ), the Sobolev space of functions whose gradient is in L 2 . Choose a C ∞ function g : D → R of compact support that equals h in D 1 ∩ D and has zero normal derivative on ∂U \ D 1 . Such a g is easy to find because ∂D is flat outside of D 1 . Let f = ∆g. We now apply Theorem 5.1 of [9] in the domain {x :
, and therefore u = g solves div A(x, u, ∇u) + B(x, u, ∇u) = 0 in the region above the graph of Φ. We set ψ(x, u) ≡ 0, so the boundary condition in the theorem in [9] becomes ∂g/∂n = 0. Set α = γ. With these choices, verifying assumptions (5.1)-(5.6) of Theorem 5.1 in [9] is routine. According to a remark in the second to last paragraph on page 98 of [9] , one can take β = 1 in Theorem 5.1 of that paper. The conclusion of part (a) of our lemma in case (ii) follows now from (5.7) in [9] .
To prove (b), fix i and let
ϕ be a nonnegative C 2 function supported in B(0, 1) with ϕ = 1, and let ϕ r (y) = r −d ϕ(y/r). Let g r = g * ϕ r . Since
then by (2.1)
Note that |∇ϕ r (z)| ≤ c 7 r −d−1 . Using dominated convergence to justify interchanging differentiation and integration and the fact that ϕ r (z) dz = 1, we have ∇ϕ r (z) dz = 0. Therefore
Combining (2.3) and (2.4), we obtain
which proves (b).
3. Pathwise uniqueness. 
Proof. It is routine to construct the following functions Φ ε and the corresponding domains D ε . For each ε > 0 let Φ ε agree with Φ onB(0, ε), Φ ε (x) = 0 if |x| ≥ 3ε, and | Φ ε | C 1+γ ≤ 2|Φ| C 1+γ . Note that for some δ > 0 and all ε ∈ (0, δ), Φ ε ∞ < ε. Let
For each ε, we define h ε i , i ≤ d, on D ε , as follows. For i < d, let h ε i be the harmonic function whose boundary values are x i on ∂D ε \ ∂ L D ε , and whose normal derivative on ∂ L D ε is 0. Define h ε d to be the harmonic function whose boundary values are
By Proposition 2.1, we see that the h ε i and their gradients are equicontinuous in B(0, 1/2) ∩ D ε . Taking a sequence ε j → 0 along which the h
and their gradients converge, it is clear that in the limit, we obtain for i < d a function that is harmonic in Q(0, 1) ∩ U , has boundary values x i on ∂Q(0, 1) ∩ U , and has zero normal derivative on Q(0, 1) ∩ ∂U . Therefore the limit must be the function x i . For i = d, a similar argument shows that the limit is the function x d . The gradients also converge, so the limit of the gradients of h ε j i must be e i , the unit vector in the x i direction. Therefore, if we take j sufficiently large, and set ε = ε j , then the function
will have all the properties stated in the lemma on B(0, ε j ) ∩ D. It is routine to find an extension H of H to D satisfying the desired properties on all of D.
Let E ⊂ R d be a domain and Z a continuous process taking values in E. Let us say L Z t is a local time for Z on ∂E if L Z t is a nondecreasing function that increases only when Z ∈ ∂E, that is,
Suppose that H and ε > 0 are as in Lemma 3.1, x 0 ∈ D ∩ B(0, ε/2), and X is a solution to
t is a local time of X on ∂D. Assume that these processes are defined on a filtered probability space (Ω, F, {F t }, P), and W, X and L X are adapted to
Then for t < τ and i = 1, . . . , d − 1,
where L Y t is a local time of Y on ∂U that is adapted to {F t }.
Proof. The lemma follows from Itô's formula, but we cannot apply Itô's formula directly because the function H is not necessarily of class C 2 on D. For δ > 0, let
Note that for δ ∈ (0, ε/16), the components of H δ are harmonic and C 2 on D ∩ B(0, 7ε/8). Let e d = (0, . . . , 0, 1) and n(x) = (n 1 (x), . . . , n d (x)), the inward pointing normal vector on ∂D. By Itô's formula, for t < τ and i = 1, . . . , d,
By Proposition 2.1, the first partial derivatives of h i 's are Hölder continuous with exponent γ > 1/2. This and the fact that X is a continuous process imply that for any i and k, the processes
By convention, let n(x) be the zero vector for x / ∈ ∂D. Recall from Lemma 3.1 that ∇h k · n = 0 on ∂D ∩ B(0, ε) for k = 1, . . . , d − 1 and ∇h d (x) = c(x)n(x) for x ∈ ∂D ∩ B(0, ε). We use the Hölder continuity of the ∇h i 's and the continuity of X to conclude that for i = 1, . . . , d − 1 and all k, 
and
s satisfies the definition of local time of Y on ∂U , that is, it is a nondecreasing continuous process such that 
Proof. In view of (3.1), all we have to show is that there exists c 2 > 0 such that for all x ∈ B(0, ε) ∩ D,
But this is immediate from Lemma 3.1(h) and the fact that h d = 0 on ∂D ∩ B(0, ε).
Consider the stochastic differential equation 
Proof. Let δ > 0 be small. We can find c 2 , c 3 < ∞ such that for each ε > 0 there exists a C 2 function f ε : R d → R such that f ε (x) is a nonincreasing function of |x|, f ε (x) = − log |x| for |x| ≥ ε, f ε (x) ≥ − log ε if |x| < ε, and
We see that ∂f ε (x)/∂x d ≤ 0 for x ∈ U and ∂f ε (x)/∂x d ≥ 0 for x ∈ U c . Using (3.10), for any i, j the mean value theorem tells us that
Let Z t = Y t − Y ′ t and apply Itô's formula with the function f ε . We have
Note that if Y s ∈ ∂U , then Z t ∈ U c and so
Hence V t is a nondecreasing process. By (3.13) and (3.14),
Also by (3.13) and (3.14),
Therefore, using (3.12),
So there exists N > 1, independent of ε, such that
Since f ε (Z 0 ) ≥ log(1/ε) and V t is nondecreasing, (3.15) and the above estimates imply that except for an event of probability at most 2δ, we have
We conclude that Z τ = 0, with probability greater than or equal to 1 − 2δ. Since δ is arbitrary, Z τ = 0, a.s. This is true, a.s., simultaneously for all stopping times τ ∧ t, for rational t. Since Z t is continuous in t, our result follows. 
relative to the same Brownian motion W . Let
Proof. Let H be as in Lemma 3.1 and Y = H(X) and Y ′ = H(X ′ ). It will suffice to show that P(Y t = Y ′ t for all t ∈ [0, τ ]) = 1. In view of Lemma 3.2 and Proposition 3.4, all we have to show is that (3.12) holds for these processes Y and Y ′ .
Extend the definition of each σ ij by setting σ ij (x, [8] (see also [2] ), the Green function K(x, y) for the corresponding elliptic operator is comparable to |x − y| 2−d . Let
We will estimate the last quantity in the special case y 0 = 0. The general case can be dealt with in an analogous way. Let
Since γ > 1/2, the series j≥1 2 −j(2γ−1) is summable, and we have
Proof of Theorem 1.1. By standard arguments, the local version of pathwise uniqueness proved in Corollary 3.5 can be extended to the global assertion stated in Theorem 1.1. 
and for each i, j = 1, . . . , d and x, y ∈ R d , we have
Remark 3.8. The proof in [6] that weak uniqueness holds for (1.1) is correct, but the proof of strong existence is not. If {F t } is the filtration of the Brownian motion, it was proved that there exists a solution X t of (1.1) with X t being F 1 measurable for all t ≤ 1, but the process X constructed there was not necessarily adapted, that is, it was not shown that X t was F t measurable.
4.
Counterexample. Let U be the upper half-plane and consider the stochastic differential equation
where Y t is a three-dimensional process, W t is a three-dimensional Brownian motion with respect to a filtered probability space, y 0 ∈ U , n is the inward pointing normal vector and L Y t is the local time of Y on ∂U .
Theorem 4.1. For every γ ∈ (0, 1/2) there exists σ which maps U to the class of 3 × 3 matrices such that σ is bounded, uniformly positive definite, there exists c 1 such that for each i, j, k ≤ 3,
and there exist two solutions Y and Y ′ to (4.1) with respect to the same Brownian motion and with y 0 = 0 such that for some t > 0,
Proof. We will identify ∂U and R 2 . Choose a function Ψ : R 2 → [0, ∞) with the following properties:
Let ϕ k be the harmonic function in U which has boundary values Ψ k (x) on ∂U . Consider a large integer n 1 whose value will be specified later and let ϕ = m≥0 ϕ mn 1 .
Let σ ij ≡ 0 for i = j, σ 33 ≡ 1 and σ jj (x) = 1 + ϕ(x) for j = 1, 2. First we will show that the σ ij 's satisfy (4.2). For some c 2 , c 3 < ∞, all j, and all x ∈ ∂U , we have |ϕ 0 (x)| ≤ c 2 and | 
We use scaling to see that
Hence, for some c 7 < ∞, j = 1, 2, 3 and all x ∈ U ,
This and the definition of the σ ij 's imply that (4.2) holds. Assume that pathwise uniqueness holds for (4.1). We will show that this assumption leads to a contradiction. Pathwise uniqueness together with weak existence imply strong existence. Let Y and Y ′ be the unique solutions to (4. 
It follows that if we set
This implies that R t is a time-change of the square of a two-dimensional Bessel process. Hence, the process t → |Y t − Y ′ t | has the same exit probabilities from an interval as a two-dimensional Bessel process. The main technical goal of this proof will be to show that R hits 1 before some time t 0 < ∞ with probability p 0 > 0, where t 0 and p 0 are independent of R 0 > 0.
We will now derive some estimates based on (4.5) that will be needed later in the proof.
Suppose that 
Since |Y − Y ′ | is a time-change of a two-dimensional Bessel process, we have for a two-dimensional Brownian motion W ,
Note that if τ 2 < ∞, then
and therefore
The last quantity is a constant p 0 > 0 depending on a 0 , a 1 and b but not depending on Y or Y ′ . Moreover, it is easy to see that for fixed a 0 and a 1 , p 0 → 0 when b → ∞. We record the above inequality for future reference as
We will now estimate the probability of the complementary event in the same setting. We have
This easily implies that
where p 1 → 0 as b → 0, for any fixed a 0 and a 1 .
Take 1 − a 0 = a 1 − 1 > 0 and consider an arbitrary finite stopping time τ . Note that
If we take a 2 = a 1 − 1, it follows from (4.7) that for any a 2 , p 0 > 0 there exists b > 0 such that for every stopping time τ ,
We will next estimate ϕ(x) − ϕ(y) for x and y such that x 3 = y 3 > 0. The function ϕ 0 is not constant on horizontal planes, so for some x 0 ∈ U we have (
for all x ∈ B(x 0 , r 0 ). By scaling,
for k ≥ 1 and all x ∈ B(2 −k x 0 , 2 −k r 0 ).
We have |ϕ k (x)| ≤ 2 −kγ for all x, so k≥0 ϕ k ∞ < ∞. It follows that We use scaling again to see that Fix some k 0 such that 2 −k 0 < r 0 /4 and consider any vector u with zero third component such that 2 −k 0 −k−1 ≤ |u| ≤ 2 −k 0 −k . There exists c 9 < ∞ such that for every z ∈ ∂U we can find x 2 and x 3 of the form
with the property that |z − x 2 | ≤ c 9 2 −k and |z − x 3 | ≤ c 9 2 −k . One of the vectors u or −u must form an angle smaller than 3π/8 with one of the vectors v or w. Suppose that u forms an angle smaller than 3π/8 with v and consider x ∈ B(x 2 , 2 −k r 0 /100) and y ∈ B(x 2 + u, 2 −k r 0 /100). By integrating ∇ϕ along the line segment joining x and y, and using (4.18), we obtain |ϕ(x) − ϕ(y)| ≥ c 10 2 −kγ , (4.21) where c 10 does not depend on k, z, x or y. In the remaining cases, either the above estimate holds as stated or it holds for x ∈ B(x 3 , 2 −k r 0 /100) and y ∈ B(x 3 + u, 2 −k r 0 /100).
Next we will estimate the rate of growth of t → The process Y 3 (t) reaches level 2 −j at some time T 1 < τ , then Y hits B(x 2 , r 1 2 −k−1 ) at a time T 2 < τ , and then stays in B(x 2 , 3r 1 2 −k /4) until at least T 2 + 2 −2k .
