series methods compute a solution to an initial value problem in ordinary differential equations by expanding each component of the solution in a long Taylor series. The series terms are generated recursively using the techniques of automatic differentiation.
TAYLOR SERIES ALGORITHM:
l Initialize method control parameters.
l Assign initial conditions and the integration interval.
l Loop for each integration step.
-Initialize the first few series terms.
-Generate the entire series.
-Call subroutine RDCV, which determines the optimal stepsize from (i) the location and order of the primary singularity,
(ii) the series length, (iii) the error tolerance, and (iv) adjusts the stepsize.
-Call subroutine RSET, which performs analytic continuation and prints the solution.
A method which uses an infinite Taylor series is A-stable. However, in practice, the series is truncated to N terms. The characteristic polynomial is p(z, y) = z -C[y(k)/k!].
The realvalued stability intervals are (-8.8,0) , (-12.6,0) , and (-16.3,O) for N = 20, 30, and 40 terms, respectively. Taylor series methods are best suited to solve problems that require high accuracy. Since very high order derivatives are used in these methods, stiff problems can be solved using the approximation of a polynomial with a negative exponential.
Under the infinite series method option, the function that represents the primary singularity is determined to allow the integration stepsize to be much larger than in previous methods. If the error criterion is less stringent than the accuracy to which the pole can be calculated, then the integration stepsize can be larger than the radius of convergence because we effectively remove the primary singularity and increase the radius of convergence.
In Section 2, we describe the domain of applicability and the use of the ATOMFT system for solving ODES by Taylor series methods. The body of the paper considers applications of Taylor series techniques.
In Section 3, we give numerical experiments on global error propagation. Examples of single and multi-constraint differential algebraic equations (DAEs) are solved in Section 4. In Section 5, we apply ATOMFT to linear and nonlinear boundary value problems, numerical quadrature, and delay differential equations.
ATOMFT TRANSLATOR
The ATOMFT system [7-lo] is designed to solve stiff and nonstiff initial value ODE problems and some classes of DAEs. The latter are control problems; for example, the controlled landing of the space shuttle through the Earth's atmosphere without burning up (Section 4). ATOMFT is simple enough to be used by students, practical enough to be used by engineers, and versatile enough to be used by research mathematicians.
The source code for the complete ATOMFT system is available from Corliss. The complete package includes the ATOMFT compiler, its subroutine library RDCV, and a printed User Manual [lo] , on which this article is based. The ATOMFT system is portable to any computer that has a Fortran 77 compiler. -systems of stiff and nonstiff systems of initial value problems in ordinary differential equations in which -the highest order derivative of each dependent variable is given explicitly on the left hand side of an equation, -whose right hand side has a finite sequence of +, -, *, /, **, EXP, SIN, COS, TAN, SINH, COSH, TANH, ALOG; -with any number of user-defined functions nested to any depth.
-boundary value problems, .
-time delay equations, -problems which have catastrophic subtractive errors, and -control problems of whatever size (limited by computer memory), with up to nine constraint equations, and consistent or inconsistent initial conditions.
l ATOMFT can also solve (with some manual intervention): -problems with polynomial solutions, -singular problems which require the application of 1'Hopital's rule.
l ATOMFT is most attractive for: -problems with high accuracy requirements, -boundary value problems, -problems with user-defined functions, -problems containing derivatives that have different independent variables, -problems which must be solved repeatedly (such as parameter identification, or optimization) ,
-quick and easy problems (students' assignments).
The very high order and precise error control used by ATOMFT have enabled it to solve many problems which cause other methods difficulties. It solves with ease a class of problems with negative-order singularities, which usual methods solve incorrectly. These are problems whose right-hand sides do not satisfy the Lipschitz condition. For these problems, ATOMFT will correctly "fail" to compute a solution.
The ATOMFT compiler supports the solution of ODES in the complex domain [ll] . This unique capability can be used to explore the structure of the singularities in the complex domain of nonlinear problems. The information about the location and order of singularities in the solution provides insight into the behavior of the system. This method has been used to map the first mathematical natural boundary discovered in the solution of a chaotic dynamical system [12-
141.
The complexity and execution time of ATSPGM depend on the number of functions and on the number of multiplications in the ODE system, and not on the number of equations in the ODE system nor on the order of the derivatives involved. There is no penalty for high-order derivatives.
As with all numerical methods, there is no substitute for insight into the structure of the ODE system and for the application of clever transformations.
Using the ATOMFT Translator
The ATOMFT translator is an ODEsolving compiler written in Fortran consisting of two major components: a translator program ATOMFT, and a subroutine library RDCV. The ODE system to be solved is written into the ODEINP input file. ATOMFT reads ODEINP and produces a Fortran object program called ATSPGM. The solution to the ODES is obtained by compiling and executing ATSPGM together with the library subroutine RDCV. Here we outline the purpose of each of the seven steps in using these two components. This outline is intended only to convey the flavor and ease-of-use of the ATOMFT system. To use ATOMFT, one should consult the User Manual [lo] ( available from Corliss) for detailed explanations of the features and many more examples that we include here.
STEP 0. INSTALLATION. At installation time, ATOMFT is compiled and linked with the Fortran 77 library to create an executable file, and the runtime library RDCV is created. There are no system-dependent parameters to be set. Of course, the commands to compile, link, and build the library must be system-dependent. STEP 1. EDIT ODEINP. At Step 1, the system of differential equations is stated in a form acceptable to ATOMFT as illustrated in Example 1. The input file ODEINP specifies for ATOMFT 1. the system of differential equations to be solved, 2. how the initial conditions and the interval of integration are communicated to ATSPGM, and 3. the commands to control the operation of ATOMFT or to control the execution of AT-SPGM. The first block contains the system of differential equations. These equations are processed by ATOMFT to determine the recursion relations that are written into ATSPGM to generate the Taylor series for each component of the solution. To enter the differential equations, DIFF (Y,T,N) denotes the Nth derivative of Y with respect to T. N may range from 0 to 8, inclusively. The DIFF( , , ) f unc t ion is used to specify the system of ODES with Fortran-like statements using standard Fortran operators and functions. ATOMFT compiler processes the data in the first block to produce a Fortran object program ATSPGM, which is then compiled and executed to solve the problem. The second, third, and fourth blocks are copied unchanged from ODEINP to predetermined locations in ATSPGM.
The second block is usually empty, but it can be used to insert nonexecutable Fortran statements at the beginning of ATSPGM.
The third block is used to specify the interval of integration and the initial conditions by reading them from a data file prepared at Step 5. This is the file DATA opened in Block 3. The interval of integration is from START to END. END can be less than START for integration in a negative direction. The initial values (at START) of a dependent variable named y and its derivatives are assigned to the array Y as follows:
Y(1) denotes 9 at START, Y(2) denotes y' at START, Y(3) denotes y" at START, etc. Thus, in Example 1, two initial conditions Y(1) for y(0) and Y(2) for y'(0) are entered for the second order differential equation. All other valid Fortran statements may be included in Block 3 ATOMFT 213 to be copied into ATSPGM, ss shown in Example 1 by the WRITE statement to echo the input. The third block may also be used to change the default values of method-controlling variables.
The fourth block is usually empty. It may be used to insert statements into ATSPGM at the end of each integration step.
At Step 2, ATOMFT (A) reads the first block from ODEINP, (B) analyzes the differential equations, (C) generates the ATSPGM program, and (D) copies the second, third, and fourth blocks from ODEINP directly into ATSPGM. The User Manual [lo] includes the complete ATSPGM for Example 1.
In the normal usage of the ATOMFT system, it is not necessary for the user to inspect the code in ATSPGM. However, in the event of an error or if some small changes are desired, the user can edit ATSPGM by hand. At Steps 3 and 4, the ATSPGM program is compiled using any suitable Fortran 77 compiler and linked with the runtime library RDCV to produce an executable module.
STEP 5. PREPARE THE DATA. The recommended manner to supply the initial conditions, the interval of integration, and control parameters is to read them from a data file which you prepare at Step 5. The format of this data file is completely under your control as shown by Example 1.
Step 5 may be done at any time before
Step 6, or it may be omitted completely if the input data is hard-wired into input Block 3 of ODEINP.
STEP 6. RUN ATSPGM.
At
Step 6, the given problem is solved. Every component of the equations is expanded in a Taylor series, and the solution point is moved forward by analytic continuation. ATSPGM may read the data file prepared at Step 5 and writes the solution results. The exact content, format, and location of the solution results depend on the data in ODEINP prepared at Step 1. Now that we have discussed the ATOMFT system for solving ODES using Taylor series techniques, we turn for the rest of this paper to applications to which ATOMFT has been put.
GLOBAL ERROR ANALYSIS
Numerical solutions of nonlinear ODES have analyzable, almost predictable, global error behaviors. Periodic oscillations have solutions with global errors whose magnitudes increase quadratically with time. Together with this quadratic rise, there is a cyclical behavior whose phase diagram has the same shape ss the phase diagram for the derivatives of the solution function. Chaotic dynamical systems, such as the Henon-Heiles problem, exhibit similar features, except that the magnitude of the global error increases exponentially.
For this discussion on global errors, we solve a simple second-order nonlinear periodic ODE first solved in [5] , and we plot the absolute errors against time. The absolute errors in the solution of this problem are shown in Figure 1 . The horizontal scale is time from zero to t = 50. The vertical scale is the logarithm of the absolute error, log 1 ftrue -fcalcj. The upper curve in Figure 1 is the global error in the solution by DVERK (a Runge-Kutta method) with a tolerance of lo-lo. The bottom curve is the result from ATOMFT with the same error limit. The "true" values used for comparison are calculated using an extended-precision arithmetic.
The global error from ATOMFT is much smaller than the global error from DVERK for the same error limit. This is indicative of the superior error control under ATOMFT. The propagation of the global error over time can be seen by examining the plot for the DVERK results. Since ATOMFT takes very large integration steps, there are too few points for analysis. The tops of the global error plot are on the line for the square of the time. The magnitude of the global error for nonlinear periodic oscillation increases quadratically with time.
To study the cyclical behavior, we plot the phase diagrams for this problem. Nonlinear problems have distinctively shaped phase diagrams. The phase diagram usually shown is that for f' vs. f. We are going to plot the "derivative" phase diagram for f" vs. f' in Figure 2 because the cyclical component of the global error has a phase diagram with the same shape as the derivative phase diagram. It is shaped like a fan, and the points progress clockwise as the time advances. Figure 3 is the global error phase diagram for data from the ATOMFT solution. This phase diagram has a very similar shape as the phase diagram for f" vs. f' in Figure 2 . The exception is that the error phase diagram in Figure 3 increases in size on each revolution as dictated by the quadratically growing propagation. This similarity in the two shapes signifies that the global error is proportional to the derivative of the solution. We cannot prove this conclusion; we only offer the evidence. This similarity is found in all of the examples that we have examined, including chaotic systems.
We continue this study of global errors by comparing the solutions to two problems, a two-body problem and a chaotic problem. The two-body problem has a period of 27r. The initial values for z, Y, g, and 2 are determined from the eccentricity of the orbit, e = 9. &a: 
Henon-Heiles problem
The twobody problem and the Henon-Heiles problem have oscillations with about the same period, 2n. This allows for a direct comparison of the global error propagation in the two solutions.
The Henon-Heiles problem has singularities that are three time units from the real axis. The two-body problem has singularities that are only 0.03 time units from the real axis. The distance of a singularity from the real axis is directly related to the radius of convergence. Therefore, the two-body problem requires stepsizes that are about one hundred times smaller than the Henon-Heiles problem. We show in Figure 4 the global errors for problems (1) and (2).
The vertical scale is the logarithm of the error, and the horizontal scale is from t = 0 to t = 95. These results are obtained from DVERK with a tolerance of 10-l'. The Henon-Heiles results are marked by small dots, while the two-body problem results are marked by larger dots. The global error in the two-body solution is very large beginning with the first revolution, while the global error in the Henon-Heiles solution is quite small during the first few revolutions. As the numerical solutions progress to longer times, we observe that the global error in the two-body solution propagates as the square of time, and the global error in the Henon-Heiles solution grows exponentially with time. The exponential propagation is the characteristic of a chaotic problem.
SOLVING CONTROL PROBLEMS
A system of differential algebraic equations (DAEs) contains a system of ordinary differential equations (ODES) with one or more algebraic constraint equations.
The ATOMFT system has the capability to solve DAEs with up to nine control parameters.
In this section, we will solve several examples including the simple pendulum, a space shuttle problem, a problem with linear constraints, and the coupled pendula problem.
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The Simple Pendulum
We begin with a very simple DAE example, a weight at location (2, y) on a string of unit length suspended from the ceiling.
condition = x * x + y * y -1 = 0.
The gravitational force is g, and X(t) is the unknown tension in the string. The algebraic constraint equation is the "condition" that the string does not stretch. There is a direct cause and effect relationship between the unknown string tension A(t) condition and the constant string length. At each solution step, the string length is maintained constant by adjusting the unknown tension A(t).
To use the ATOMFT system to solve a DAE, the user is required to assign specific names to two variables.
First, the unknown variable in the ODE, X(t) in this example, must be named FNTCND.
The name stands for the function related to the condition. Second in the algebraic equation (3), the lefthand side must be named CNDITN. The condition must be equal to zero, CNDITN = 0. is at the extremum of its swing, where both the x and y velocities are zero. At the starting point, Y(1) = y(0) = -cos(l.2). We have purposely entered an inconsistent initial value for y(0) = -l/2 to illustrate the power of ATOMFT. Second, the 30th terms of all the dependent variables (here z and y) must be assigned initial values of 0 or 1 in the third input block. The X(30) = 1 indicates that the initial value for x is exact. The Y(30) = 0 indicates that the initial value for y must be adjusted to achieve consistency.
Solution for the simple pendulum.
Step number 0 at T = 0.00000E+00 X 9.32039E-01 O.OOOOOE+OO Y -5.OOOOOE-01 0.00000E+00
Step 0 at O.OOOOOE+OO solved by SEEK.
X 9.320393-01 0.00000E+00 Y -3.62358E-01 0.00000E+00 The constraint zeros:-O.OOOOE+OO O.OOOOE+OO
Step 1 at 2. 16238501 solved by SEEK. X 5.13954&01 -4.845553+00 Y -8.578188-01 -2.90316E+OO The constraint zeros:--2.3842E-07 -2.86lOE-06
Step number 6 at T = 1.00000E+00 X 5.150573-01 4.83858E+OO Y -8.57154E-01 2.90746E+OO
The ATOMFT algorithm adjusts all of the dependent variables under the control of the subroutine SEEK. This is accomplished with reverse communication, where portions of the main program are inside SEEK's iteration loops. In the partial solution given above, SEEK finds the consistent initial value for y(0) = -cos(l.2) = -0.326358. Also, SEEK maintains the solution on-track by adjusting for consistency whenever the solution wandered off by more than machine error.
The Space Shuttle Problem
We shall now solve a DAE problem that is much more complicated than the simple pendulum. This is a space shuttle landing problem described in [15] . The object is to land the space shuttle without burning up in the Earth's atmosphere.
The unknown variable FNTCND in this problem is the bank angle of the space shuttle. The initial conditions given in Example 3 are taken from [15] . They do not have sufficient accuracy for the ATOMFT standard double precision error limit of 1Zdecimal digits. Therefore, ATOMFT does not accept the initial values as given. In the solution output listed below, all the initial values except xi and V, are adjusted by DSEEK. The differential equations specifying the space shuttle problem were stated in reference [15] as first-order equations. This does not imply a derivative offset equal to one in the ATOMFT solution [16] . The derivative offset of a control problem is defined to be the difference between the order of the FNTCND Taylor terms and the order of the related CNDITN Taylor terms. The derivative offset is usually equal to the order of the ODE, the correct order of the ODE for the scientific problem and not an artificially written ODE. The equations of motion are second-order ODES.
Solution forthespace shuttle problem.
Step number 0 at T = 3.32868735D+02 XI HIGH AMSDA VR GAMMA A solved by DSEEK.
The constraint zeros:-2.2204D-15 -2.7756D-17
Step number 5 at T = 4. 
A Linear Constraint Problem
The ATOMFT system is particularly well-suited to solving systems of nonlinear differential equations. However, the ATOMFT system can solve linear DAEs just as easily. Linear ODES can also be solved by series analysis as shown in Section 5. We will examine the following linear constraint problem described in [17] . The exact solutions to this linear DAE problem are x1 = sin(t), 22 = cos(t), x3 = et, and x4 =e -'. Thus, the consistent initial conditions at t = 0 are x1 = 0, 22 = 1, x3 = 1, and x4 = 1. The input to ATOMFT for this example is given in Example 4, where we have specified the consistent initial conditions. The complete solution given by ATOMFT for this example yields values in agreement with the exact solution. Step number 0 at T = 0.00000E+00 Xl 0.00000E+00 X2 1.00000E+00 X3 1.00000E+00 X4 1.00000E+00
Step 1 at i.l6617E+OO solved by SEEK. THE COUPLED PENDULA The use of ATOMFT in the solution of these complicated problems will be illustrated by a DAE problem with five constraints, the coupled pendula. The coupled pendula is composed of a pair of identical pendula side by side with a solid cross bar connecting the two strings one-third down from the ceiling. This is an interesting problem because the energy transfers back and forth between the two pendula.
They each take turns swinging, as shown in Figure 6 . This is a very good example of a multiple-constraint problem. There are five constraints corresponding to the five lengths of strings and cross bar. The physical layout is shown in Figure 5 . There are two pendula side by side connected by a rigid cross bar one-third down from the ceiling.
1. zi and yr are the horizontal and vertical positions of the left end of the cross bar one-third down from the ceiling. 2. 22 and ~2 are the positions of the right end of the cross bar one-third down from the ceiling. 3. 5s and ys are the positions of the weight of the left pendulum. 4. x4 and y4 are the positions of the weight of the right pendulum. 5. AL1 = 1 is the top one-third length of the string. 6. AL3 = 2 is the bottom two-thirds length of the string. 7. BAR= 2 is the length of the cross bar. 8. RM= 10 is the ratio of the mass of the weights of the pendula divided by the mass of the cross bar connecting the two strings.
With multiple constraints, it is very important that the ODES, the FNTCNx's, and the CNDITx's are given in the correct order. ATOMFT must be able to perform the sorting of the equations and variables. The proper input ODEINP file for the coupled pendula is given in
.Yj ==a Figure 5 . Coupled pendula. Figure 6 . The swinging weights of the coupled pendula.
Example 5. FNTCND is the tension in the string between the ceiling and 21, FNTCN2 is the tension in the string between the ceiling and 22, FNTCNS is the tension in the solid cross bar, FNTCN4 is the tension in the string between zi and x3, and FNTCN5 is the tension in the string between 2s and x4. The five CNDITx = 0 equations are assigned to the corresponding strings or cross bar.
The coupled pendula problem has been solved in double precision over a very long duration of time, fifteen seconds. This is done to observe the stability of the transferring of the energy between the two pendula. The solution obtained is stable and periodic over the entire fifteen seconds. This clearly indicates that the Taylor series solution is complete, correct, accurate, and stable for multiple-constraint problems. 
OTHER APPLICATIONS OF ATOMFT
In this section, we will discuss some applications of the Taylor series method for problems that are outside of the usual class of ODES. ATOMFT can be applied to boundary value problems, the evaluation of integrals (quadrature), and delay differential equations. There can be many other is particularly good in the solution of a delay problem, because of the very large stepsizes that it can take. As a consequence, we are required to save only a minimum amount of previous data, just enough to reach back to the delayed time step. In our example, this can be just a single step. This sample delay problem has two time delays.
Linear Boundary Value Problems
Solutions which are entire (they have no singularities in the finite plane) can be found without using iteration.
Entire solutions are characterized by infinite radii of convergence. It can be shown that all problems, including boundary value problems, with entire solutions can be solved in Taylor series form. Since the radius of convergence is infinite for linear problems, the Taylor series solution (in theory) can cover the entire domain of the problem in a single step. Linear systems of ODES can be solved quickly and accurately by the ATOMFT system, However, we will not use the ATOMFT system at first.
An example of a general second-order linear ODE can be written as 
The Y-series is the general solution to the problem. Since the problem is linear, we can apply the principle of superposition and define the solution as the sum of two separate functions, a known u(t), and an unknown u(t). Then, the terms for the A-series and U-series must sum to the Y-series, Y(k) = A(k) + U(k). Starting with the known boundary condition at t = 0, y(0) = 1, we have A(1) = Y(1) = 1, and U(1) = 0. A(1) is completely known (equal to one). U (1) is completely unknown, so it is set equal to zero. Since the first derivative of y is unknown, the second terms of A and U are A(2) = 0, and U(2) = guess = G.
A (2) is completely unknown; so it is set equal to zero. U(2) is known (equal to the guess G).
Both the A-series terms and the U-series terms obey the general recursion relation (4) because they are both solutions of the same problem. They satisfy
A(1) = 1, A(2) =O,...,A(k) =
The sum of all the A-series terms is a(l) = 1.8210821. Similarly, using u(2) = guess = G, the U-series must satisfy the same recursion relation,
The sum of all the U-series terms is ~(1) = 1.3064476 * G. We can solve this linear boundary value problem for the condition at the far boundary if and only if t = 1 is within the radius of convergence from t = 0. This is true, because y(t) is entire.
At the far boundary t = 1, the solution for y is given by y(1) = 2 A(i) + 2 U(i), i=l i=l = 1.8210821 + 1.3064476 * G = 10,
so G = 6.2604255. Indeed, having this value for the derivative of y at t = 0, we can solve this problem as an initial value problem. The result for y at t = 1 is found to be exactly 10.
We have described the manual Taylor series solution for a boundary value linear problem. We now implement this solution using the ATOMFT system. It is necessary to solve the problem (4) twice; once for the auxiliary function a(t), and once for the auxiliary function u(t). The value for the missing initial condition, y'(0) = G, is then solved just as in equation (6). The ODEINP file for this problem is given in Example 6. The solution for the guess = G is easily obtained.
This example of a linear boundary value problem is necessarily a simple one so that we may describe the noniterative Taylor series solution in complete detail. Since ATOMFT can handle problems with any degree of complexity, it is therefore possible to solve all linear boundary value problems with almost equal ease. The main things to remember are (1) the use of two identical ODES, one each for the known and unknown variables, and (2) the initial conditions for the known and unknown are exactly skewed. When one variable is equal to one, the other variable is equal to zero and visa versa. The complete ATOMFT output for this problem is the message, "The initial slope is 6.2604263+00."
Use this to solve for y(t). 
Nonlinear Boundary Value Problems
When a boundary value problem is nonlinear, ATOMFT usually yields a solution with efficiency and very high accuracy. Of course, with nonlinear problems, there is always the question of existence of the solution. In those instances when the solution has either a sharp spike or a boundary layer behavior, ATOMFT has difficulties just as other numerical methods have.
In 1966, Leavitt proposed that two-point boundary value problems could be solved using a two-dimensional Taylor series, where the first dimension contains the power series of the solution with respect to the independent variable, and the second dimension has the solution function expanded in powers of the unknown initial condition. In 1971, Chang wrote a compiler called ATSBVP based on this idea. The two-dimensional Taylor series were 20x20; 20 terms in the normal series, and 20 terms in powers of the unknown. It was used successfully to solve boundary value problems. In 1976, Corliss questioned the efficiency of the two-dimensional Taylor series technique, "Is it cost effective to carry the solution in powers of the unknown initial condition all the way to 20 terms?" He analyzed the situation and concluded that the most efficient method for solving boundary value problems should contain only the terms up to the second power of the unknown initial condition, a third-order method. His analysis also showed that a second-order method such as Newton's iteration is only 15 percent less efficient than the third-order method. Upon learning of these results, Chang abandoned work on the ATSBVP compiler.
In previous versions of ATOMFT, we had recommended the variational technique plus Newton iteration to solve boundary value problems. Here, we illustrate the ease of use of standard shooting techniques in the context of Taylor series algorithms. Shooting algorithms do not necessarily require the differentiation of the ODES, and can be quite good at detecting the nonexistence of solutions.
We introduce a new approach to shooting algorithms. We solve the system of ODES with a first guess for the unknown initial condition. Successive guesses are produced automatically by the subroutine BVP. It is called to process the iterations, which are performed on the calculated results at the far boundary in following manner. Upon completion of the first solution, the second guess is the first guess plus ten percent. Upon completion of the second solution, the third guess is calculated from a straight-line fit. After the third solution, the fourth guess is calculated by a parabolic fit. Then, each succeeding solution yields an ever higher-order fit for the next guess. Our algorithm requires finding the roots of successively longer polynomials for each guess. This is handled easily by the RTPOLY algorithm within BVP. RTPOLY is a Taylor series based algorithm to solve for all the roots of any polynomial. It is very fast, and very powerful. It has solved polynomials as large as degree 8,000.
To activate our algorithm in ATOMFT for two-point boundary value problems, one only needs to insert a 'CALL BVP' in the fourth data block of ODEINP.
IF(KFNDFC .NE. 2) GO TO 25 CALL BVP(KOUNT,VALUE,BVAL,GUESS.IPASS,BPASS),
where KOUNT is the number of iterations attempted, VALUE is the name of the variable that is to match the boundary value BVAL, and GUESS is the current guess.
SIMPLE BOUNDARY VALUE PROBLEMS
We illustrate with a simple example.
d2y dt2---exp(y),
with the boundary conditions y(0) = 1, y(1) = 1.3.
This problem will be solved as an initial value problem starting at t = 0. We will use a first trial G = 1.0 for the unknown slope. Step number 0 at T = 0.00000E+00 X 1.00000E+OO 1.00000E+00
Step number 2 at T = 1.00000E+00 X 5.17076E-01 -1.75566E+OO
. . . . Step number 0 at T = O.OOOOOE+OO Y 1.00000E+00 5.00000E-01
Step number 0 at T = 0.00000E+00 Y 1.00000E+00 2.78460E+OO
Step number 2 at T = 1.00000E+00 Y 2.08451E-01 -1.79528E+OO
Step number 2 at T = 1.00000E+00 Y 1.30000E+OO -2.41908E+OO
ATOMFT also works well if the boundary conditions are complicated functions of y and y' at the boundaries. The User Manual [lo] contains examples.
MOVING BOUNDARY VALUE PROBLEMS
There is a class of boundary value problems where the position of the far boundary is unknown. A good example is the cannonball problem, where the independent variable is time. The interest of the artillery officer, however, is not in hitting a target at a specified time. He wants to hit the target at a specific distance. The proper solution of the cannonball problem requires that we find (1) the time when the cannonball hit the ground and then (2) the distance of that hit. Item (1) determines the position of the far boundary, and item (2) is to match the target distance. 
GUESS,IPASS,RPASS) $
The muzzle velocity is 3,000 feet per second, the drag force is proportional to the square of the velocity with a coefficient of 3.E-5. We use a value of GUESS = 0.2 for the unknown elevation angle of the cannon.
The solution is stopped by calling ZEROT which finds the time at which the cannonball hits the ground (y = 0). At that time, the value of X (1) Step number 5 at T = 3.34718E+Ol X 4.50016E+04 7.19815E+02 Y 2.32130E-09 -4.70665E+02 For trial 5, next guess = 2.6691853-01
Step number 4 at T = 3.34692E+Ol X 4.50000E+04 7.198633+02 Y -1.48477E-05 -4.7063lE+02 The subroutine ZEROT called in Example 8 also is used to provide a G-Stop capability for ATOMFT [19] .
Integration-Numerical Quadrature
The numerical integration (quadrature) of arbitrary functions is fundamentally no different than the numerical integration of ODES. Therefore, the ATOMFT system (or for that matter, any ODE solver) can be easily applied to evaluate integrals. ATOMFT can perform numerical integration of both simple and complicated functions. We will show that this method of quadrature is much faster than QAGS from QUADPACK [18] for the integral of a complicated Bessel function.
We begin by defining the indefinite integral, q(z), of a function, f(z).
q(x) := J f(x) dx + c.
03)
A definite integral is the difference between the two values for q(z) evaluated at the upper and lower limits. Numerical integration is the evaluation of definite integrals and not an expression such as equation (8).
Since the constant C in equation (8) is arbitrary, we can let either qa or Qb = 0 when we solve equation (9) by applying our algorithm. Differentiating both sides of equation (8), we have
Since equation (10) is an ordinary differential equation, we can use any ODE solver to evaluate the definite integral of equation (9). If we let q. = 0, then we need the value for f(a) as an initial condition. For a simple function such as f(x) = sin(x)2, the function call for a typical Runge-Kutta type ODE solver would be as follows. When the integral is not of a function that is tabulated or can be easily calculated, it is very difficult to perform the integration using the usual quadrature routines, such as QAGS. Then, the simplicity of our algorithm for evaluating the integral is evident. Consider the example The usual numerical integration methods will have a great deal of difficulty with this example, because the function f(z) is not tabulated. (As we will show later, even for a Bessel function, which is tabulated, our algorithm is much faster than QAGS.) The ODEINP file for the evaluation of this integral by the ATOMFT system is listed in Example 10. The calculation yields q = 0.0103192. The Bessel functions of the first and second kinds are calculated from the Bessel equation using the starting values at T = 5, because there is a singularity at T = 0. We need the first two terms of the Bessel functions J and Y at r = 5 for the initial conditions. Although Bessel functions are tabulated, and there are programs to perform their evaluations, QAGS is very slow in this integration. The evaluation of this integral by a Runge-Kutta ODE solver (DVERK) is five times faster than QAGS. The ATOMFT evaluation of this integral is 19 times faster than QAGS. Our algorithm is very easy to apply, and it is very fast.
Solution of the Bessel function integral.
Step number 0 at R = 5.00000000D+00 BESJ -3.27579137591466D-01 -l.l2080943796045D-01 BESY 1.47863143398317D-01 -3.38090253950026D-01 Q 0.00000000000000D+00
Step number 7 at R = 4.00000000D-01 BESJ 1.9602657795532lD-01 4.70331781771260D-01 BESY -1.78087204438336D+OO 3.84615554249842D+OO Q 4.90784209958622D+OO
Delay Problems
An ODE with time delay requires that the solution results from earlier times be available for inclusion in the calculations at the current time. This means that the earlier results must be stored and ready for recall. For ATOMFT, this can be done with ease. Since the ATOMFT solution takes very large stepsizes, it is necessary to save only a few of the previous results. For many simple delay problems, only a single step needs to be saved. We will describe the solution of a problem with two time delays, where many more previous data must be saved.
While using ATOMFT to solve delay problems, it is important to remember that Taylor series are used in this method. The Taylor series to be saved contains information about the solution at a previous time, with a specific expansion stepsize. It is therefore necessary that the expansion stepsize be maintained constant throughout the entire solution. Otherwise, the Taylor series saved will not be usable for inclusion in subsequent calculations. Alternatively, one could achieve a variable stepsize by storing the Taylor series with the stepsize used to generate it and reevaluating the series at intermediate points as necessary. For our example delay problem, the radius of convergence is much larger than the stepsize, so a constant stepsize can be maintained easily.
When there is a single time delay which is smaller than the time step, the ATOMFT solution needs to save the solution at one previous step. We do this by adding a simple replacement statement. We illustrate this with the following example.
df(t) -= ; f(t -T) -; f(t). dt
We need to save and recall the Taylor series for the solution f(t) at an earlier time, f(t -T). We introduce an additional variable FTMTAU to hold the saved data. Then, a simple replacement statement FTMTAU = F accomplishes this task when a stepsize equal to TAU is used. The Taylor series stored in FTMTAU is exactly that from the previous step in the solution.
When the stepsize cannot be equal to the time delay because the radius of convergence is small, or because of some other constraint, we must then introduce more than one additional variable. For example, if this problem had required the inclusion of f(t -37), we would add three variables as follows. They must be processed in exactly the order given. This processing order is necessary for the proper transfer of the stored data from F to FM3TAU in three separate steps as the solution of the problem progresses forward. We write the first two replacement statements as derivatives of order zero. DIFF (FM3TAU. T, 0) = FMZTAU DIFF WMPTAU, T, 0) = FMTAU FMTAU-F
We will now solve a delay problem with two time delays. In this problem, the first time delay variable is p(t -i), and the second time delay variable is r(t -6i). We need to add one variable for ~(t -i), and six variables for r(t -6i). Note the seven additional variables and their positions in Example 12. l =P(t -i) > -fc r(0) = 0, dp -= 20r(t -Si) -;p, dt p(0) = 0. We chose it to avoid underflow and overflow. The ATOMFT is not completely automatic. We must manually edit one line in the ATSPGM object program produced by ATOMFT. The statement HNEW = 1.0 must be manually moved to above the statement at Fortran label 24. The resulting code should appear as follows.
CALL RDCV0MPV,NAMRS,IPASS,RPASS) RNIIW = 1.0 24 CALL RSET0'MPV,NARRS,IPASS,RPASS)l
The reason is that we must maintain a constant stepsize equal to the smaller time delay. This is the unit of time that the solution can step forward. It must do so in order to keep the saved solution data in their proper positions. HNEW is the step that the ATOMFT solution takes, and the smaller delay time is i = 1. Therefore, HNEW must be equal to 1. Normally, HNEW is the output of the RDCV subroutine, which makes HNEW a fraction of the radius of convergence. We are thus overriding the normal output. The solution results for this example delay problem is listed below. Notice that p(t) is zero until the seventh time step. 
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Step number 0 at T ENA O.OOOOOE+OO
Step number 1 at T RNA
1.18041E+01
Step number 2 at T FlNA
1.89636E+Ol
Solution to a delay differential equation.
= O.OOOOOE+OO
Step number 8 at T ,. _#....,.___,.1 P O.OOOOOE+OO RNA 2.894493+01 = l. OOOOOE+OO Step number 9 at T P O.OOOOOE+OO ENA 2.69075E+Ol = 2.OOOOOE+OO
Step number IO at T P O.OOOOOE+OO Step number 6 at T -6.oooooE+OO
Step number 18 at T
RNA

2.85064E+Ol
P O.OOOOOE+OO RNA
4.13046E+OO
Step number 7 at T = 7.OOOOOE+OO
Step number 19 at T RNA 2.9094lE+Ol P l.O4874E+O2 RNA 7.67149E+OO = l.80000E+Ol P 6.95798E+O2 -2.00000E+Ol P 4.64669E+O2
This completes our discussion of delay problems. It is not possible to cover the many different types of delay problems in this article. If you encounter any interesting problem, please communicate with the authors.
CONCLUSIONS
Taylor series methods are powerful, accurate, and flexible tools for attacking many types of problems in scientific computation involving ordinary differential equations.
The ATOMFT software and User Manual are available from George Corliss (Address on by-line, or e-msilgeorgec@mscs .mu. edu).
