The problem of imposing a set of correlations, C, of any order, C = {C 1 , C 23 , C 145 · · ·}, on binary sequences is addressed. The entropy of innitely long sequences obeying such a given set is calculated using the saddle-point method, and it is observed that a nite fraction of sets are characterized by a non-extensive entropy. The region of nite entropy, the allowed region of sets of correlations, is found to be a convex hyper-polygon in the space of correlation-sets, using the Simplex algorithm. Outside of this region the Simplex solution indicates that sequences obeying the correlations cannot be found, therefore the entropy is −∞. In particular, the boundaries of the allowed region for {C 1 , C m } are presented. At the boundaries, the entropy drops in a rst-order phase transition fashion, and this drop can be explained from a combinatorial point of view. Finally, we observe that the fraction of the volume occupied by allowed correlation-sets drops exponentially with the number of correlations imposed, and a qualitative explanation of this scaling phenomenon is provided.
I. INTRODUCTION: CORRELATION SETS
Autocorrelation, a cross-correlation of a sequence with itself, and correlated sequences, are of great interest in a variety of elds, for example economics [1] , biology [2] , physiology [3] , and digital communication [4] . Eorts usually focus on identifying the correlations typical of a process, such as correlations in the quotes of a stock in the stock market [1] , or autocorrelated noise over a communication channel [4] . Alternatively, one may attempt to relate a certain correlation type to a behavior of a system, such as long-range correlations in heartbeats of an ill individual [3] , or autocorrelations within coding or non-coding DNA sections [2] . In this paper, we address the subject from a dierent perspective: we analyze the consequence of imposing a set of constraints, in the form of autocorrelations, on a binary sequence. We calculate the entropy of the ensemble of all sequences obeying a given set of correlations. We show that choosing a specic set of correlations is not arbitrarily free, but the space of correlation-sets can actually be divided into allowed and restricted regions. In the allowed region, the entropy of sequences obeying the correlation-set is an extensive quantity, while in the surrounding restricted regions, the entropy is −∞, therefore no sequence obeying the constraints can be found. We map the boundaries of the allowed region, and show that it is a convex region, forming a hyper-polygon in the correlation-set space.
Autocorrelations can appear in the simple form of two-point correlations [5] :
where L is the length of the binary vector, x i ∈ ±1, m is the correlation distance and we assume periodic boundary conditions. In the general form, high order correlations are given by:
which is a measure of the correlation of an element with successive elements located at 
Let a correlation-set, C, be a collection of some high order correlations. Think of each element of C as a base vector in a vector space, the correlation-set space. The dimensionality d of the correlation-set space is determined by the cardinality of C, and every specic set (e.g., We raise the following questions regarding the correlation-set space: Is there a way to estimate the number of sequences obeying the constraints of a given point in this space?
And are there correlation-sets representing contradicting constraints that cannot co-exist? In
other words, what is the entropy of a point in a correlation-set space, and do correlation-sets with entropy equal to −∞ exist.
An answer to the rst question is given in section II. Using the statistical-physics technique of transfer matrix, the entropy of a point in a given correlation-set space is calculated.
However, we observe that this method does not provide a solution for every point in the space, corresponding to points with zero entropy, or may be a consequence of numerical precision problems. In sections III and IV the problem is reformulated in terms of constraining marginal probabilities on short blocks, and the Simplex algorithm [6] is applied for solving this problem. The Simplex method answers the second question in the armative.
All points of non-zero entropy are located within an allowed region, which is a polygon-like convex region in the correlation-set space. Outside this region, no sequences obeying the constraints exist, and the entropy is −∞. Section V provides detailed results for the cases
indicating that the volume of the allowed region exponentially decays with the number of constraints imposed, and we support it by a qualitative explanation. Concluding remarks are given in section VI, followed by Appendices, describing a combinatorial method for constructing the boundaries of the allowed region, and a proof of convexity.
II. CALCULATING THE ENTROPY OF CORRELATED SEQUENCES
In this section, the method of nding the entropy (per bit) of the ensemble of sequences obeying a set of autocorrelations is briey described. We repeat our calculations from recent papers [79] . For the sake of clarity of notations, we focus on two-point correlations only, considering the set of all such correlations up to order m:
to high order correlations is straightforward, and is presented in [9, 10] . Let Ω(C) denote the number of sequences of length L obeying the set C. Assuming periodic boundary conditions, and representing each two-point correlation constraint as a delta function, δ(
Using the integral representation of the delta functions, Eq. (3) can be written as:
Since the Trace is over x i and the integrations are over y k , Eq. (4) can be rearranged to:
The term inside the Trace represents the interactions (according to C ) of each element, 
where λ max (y 1 . . . y m ) is the maximal eigenvalue of the corresponding transfer matrix. For large L, Ω can be found using the Saddle Point method. Denoting by y * 1 , . . . , y * m the solutions of the saddle point (i.e., the y's of the extremum, minimizing the exponent term in (6)), the binary entropy [17] , H 2 (C), is given in the leading order by:
By surveying, for instance, the correlation-set space C = {C 1 , C 2 }, it was observed [7] that a solution for the Saddle Point, Eq. (7), can be found only in the region:
At the boundary of this region, C 2 = 2|C 1 | − 1, the parameters {|y * |} diverge, and the entropy drops to zero in a rst order phase transition fashion. In Table I , results around .
III. FROM ENSEMBLES OF SEQUENCES TO MARGINAL PROBABILITIES OF SHORT BLOCKS
The limited results presented in the previous section, obtained from the numerical so- To overcome these diculties, in the next section we show how the allowed region of a correlation-set can be mapped using the Simplex algorithm, but rst we draw a conceptual connection between the ensemble of all the (nite or innitely long) sequences obeying a given set of correlations C, and marginal probabilities of short blocks.
We term a short section of the sequence that contains N binary elements, a block of length N . Let P (±....±) be the marginal probability of a certain internal representation of a block. For N = 4, for instance, P (+ + −+) is the probability of nding the subsequence +, +, −, +, in the ensemble of all the binary sequences obeying C. Let i be a running index over the 2 N congurations and P i be the marginal probability of conguration i. Since the correlations are dened with periodic boundary conditions, if a given sequence is included in the ensemble, then all the cyclic permutations of that sequence will also be included. P i is therefore independent of the specic location of the block along the sequence. In other words, sampling blocks from dierent locations, yield the same marginal distribution of P i .
Hence, instead of treating long sequences obeying a set C, we can discuss short blocks and the marginal probabilities that induce the desired correlations. In the following section we show how this problem can be solved by the Simplex algorithm.
IV. DETERMINE ALLOWED REGION USING THE SIMPLEX ALGORITHM
The Simplex algorithm [6] 
Constraining P i to be legitimate probabilities
In order to ensure that the variables P i have proper values as probabilities, they should obey:
and
However, the Simplex method deals only with non-negative variables, therefore the condition in Eq. (10) immediately implies that ∀i P i ≤ 1, rendering Eq. (9) unnecessary.
Implying the correlation constraints
Following the discussion in Sec. III, we demand that the average over every two successive binary elements is equal to C 1 . We therefore sum the probabilities of all congurations where S 1 = S 2 and subtract the probabilities of all congurations where S 1 = S 2 .
Implying the constraint C 1 on the binary elements S 1 and S 2 , yields the following equation:
where f k,k+l (i) is an indicator function; f k,k+l (i) = 1 when i is a conguration with both elements (S k and S k+l ) having the same sign, and f k,k+l (i) = −1 when the elements have opposite signs (explicit form of Eq. (11) is given in [18]).
Similarly, for elements S 2 and S 3 , and for elements S 3 and S 4 :
Our target parameter is C 2 (our goal is to nd the min/max C 2 for a given C 1 ). By adding the probabilities of all congurations where S 1 = S 3 and subtracting the probabilities of all congurations where S 1 = S 3 , we nd for the elements S 1 and S 3 :
Similarly, for elements S 2 and S 4 :
Since the Simplex algorithm only treats one target function, we use one of these last two equations as a target function (e.g., Eq. (14)), and the other equation as an additional constraint, which demands that C 2 between elements S 1 and S 3 is equal to C 2 between elements S 2 and S 4 . Solving these equations for a given C 1 with the Simplex method results in the maximal/minimal C 2 , which complies with all constraints. C. General case of two-point correlations:
The most general case of two-point correlations is the case of the set {C 1 , C 2 , ..., C m }.
Assuming that the allowed region of {C 1 , C 2 , ..., C m−1 } is already mapped, our next step is to nd the max/min C m for each of the allowed points in the m − 1 space.
For every l < m, for all element-pairs l sites apart, we enforce a constraint C l :
For each correlation C l we have N − l pairs, and therefore N − l equations. Summing over all l < m, we nd that the number of equations for correlation constraints is:
The C m constraint is represented by (N − m) equations:
As before, one of the (N − m) equations becomes the target function, and we set the rest as additional constraints. In total there are 2 N variables and the number of equations is:
plus one target function.
V. RESULTS

A. A pair of two-point correlations,
The allowed region in C = {C 1 , C 2 } space is a head-down isosceles triangle (Eq (8), Fig.   1 ) dened by:
For C = {C 1 , C 3 } we found that the allowed region is a parallelogram (Fig 2) , formed by the lines:
>From the solutions up to m ≤ 7 and from the argument given in Appendix A we discovered a simple generic behavior for a pair of two correlations C 1 and C m :
(bearing in mind that by denition |C l | ≤ 1 ∀l). In Fig. 2 , the allowed regions of C = 
B. Allowed region for
We nd that imposing a series of ever growing constraints in the form of two-point cor-
shaped, convex polytope of the allowed region in the m dimensional space. Proof of convexity is given in Appendix B. The fraction of volume occupied by the allowed region, V allowed /2 m , decays as m increases (constraints are added). In Fig. 3 , the fraction of allowed volume is plotted versus the maximal correlation length taken, m, and it appears to t very well with an exponential decay.
This observation can be qualitatively supported by the following theoretical argument.
As reported above, the allowed region for a pair of two-point correlations, C = {C 1 , C m } 
VI. CONCLUSIONS
In this work we addressed the problem of imposing a set of correlations on binary sequences. A correlation, say C m , is a macroscopic consequence of microscopic interaction among lattice sites located m sites apart. These interactions, as well as the entropy of the system, can be evaluated by the transfer matrix method. We observed that choosing a correlation-set is not arbitrarily free, but limited to an allowed region in the correlationset space, out of which the Saddle-Point equations cannot be solved. The transfer matrix method suers from numerical inaccuracy near the boundaries, and becomes a heavy computational task when the correlation length increases. Using the Simplex algorithm we managed to circumvent these diculties. The Simplex solution has the following benets over the Statistical Mechanics approach.
• Using the Simplex method, exact expressions for the boundaries of the region can be found with no numerical imprecision, and with aordable complexity.
• It is obvious from the Simplex solution that outside the allowed region no sequence exists (which is not clear from the Saddle Point solution).
• The Simplex solution indicates that the allowed region is convex (any point on a line between two allowed points is an allowed point). A proof of convexity is given in Appendix B.
• The allowed region found by the Simplex algorithm is valid also for nite sequences.
The volume of the allowed region decays exponentially with the number of correlations imposed, an observation that is supported by an argument in high dimensions.
The ndings reported here have practical application in the design of a digital communication system for correlated sequences over noisy channels [7, 8, 10] , and we anticipate further applications in various elds. 
Appendix B: PROVING CONVEXITY FOR THE ALLOWED REGION
The main idea is that one can verify that the set of equalities (such as Eq. (16 -17) can be written in a matrix representation in the following form
where M is a matrix with elements ±1; P represents the marginal probabilities P i and C represents the desired correlations and the normalization constant. The inequalities force the probabilities into the range [0 : 1]. In order to show convexity we should prove that any point which lies on the line between two "allowed" points is also "allowed". Let C α and C β be two "allowed" points obeying the following equations:
where P α and P β are two sets of probabilities solving Eq. (B2). A point between C α and C β can be written as C γ = λC α + (1 − λ)C β where 0 ≤ λ ≤ 1.
