Sampling from restricted Boltzmann machines (RBMs) is done by Markov chain Monte Carlo (MCMC) methods. The faster the convergence of the Markov chain, the more e ciently can high quality samples be obtained. This is also important for robust training of RBMs, which usually relies on sampling. Parallel tempering (PT), an MCMC method that maintains several replicas of the original chain at higher temperatures, has been successfully applied for RBM training. We present the first analysis of the convergence rate of PT for sampling from binary RBMs. The resulting bound on the rate of convergence of the PT Markov chain shows an exponential dependency on the size of one layer and the absolute values of the RBM parameters. It is minimized by a uniform spacing of the inverse temperatures, which is often used in practice. Similar as in the derivation of bounds on the approximation error for contrastive divergence learning, our bound on the mixing time implies an upper bound on the error of the gradient approximation when the method is used for RBM training.
Introduction
Restricted Boltzmann machines (RBMs) are probabilistic graphical models corresponding to stochastic neural networks [1, 2] (see [3] for a recent review). They are applied in many machine learning tasks, notably they serve as building blocks of deep belief networks [4] . Markov chain Monte Theoretical Computer Science doi:10.1016/j.tcs.2015.05.019
Carlo (MCMC) methods are used to sample from RBMs, and chains that quickly converge to their stationary distribution are desirable to e ciently get high quality samples. Adaptation of the RBM model parameters typically corresponds to gradient-based likelihood maximization given training data. As computing the exact gradient is usually computationally not tractable, sampling-based methods are employed to approximate the likelihood gradient. It has been shown that inaccurate approximations can deteriorate the learning process (e.g., [5] ), and for the most popular learning scheme contrastive divergence learning (CD, [2] ) the approximation quality has been analyzed [6, 7] . The quality of the approximation depends, among other things, on how quickly the Markov chain approaches the stationary distribution, that is, on its mixing rate.
To improve RBM learning, parallel tempering (PT, [8] ) has successfully been used as a sampling method in RBM training [9, 10, 11, 3] . Parallel tempering introduces supplementary Gibbs chains that sample from smoothed replicas of the original distribution-with the goal of improving the mixing rate. However, so far there exist no published attempts to analyze the mixing rate of PT applied to RBMs. Based on the work by Woodard et al. [12] , we provide the first such analysis. After introducing the basic concepts, section 3 states our main result. Section 4 summarizes general theorems required for our proof in section 5, which is followed by a discussion and our conclusions.
Background
In the following, we will give a brief introduction to RBMs and the relation between the mixing rate and the spectral gap of a Markov chain. Afterwards we will describe the parallel tempering algorithm and its application to sampling from RBMs.
Restricted Boltzmann machines
Restricted Boltzmann machines (RBMs) are probabilistic undirected graphical models (Markov random fields). Their structure is a bipartite graph connecting a set of m visible random variables V = (V 1 , V 2 , . . . , V m ) modeling observations to n hidden (latent) random variables H = (H 1 , H 2 , . . . , H n ) capturing dependencies between the visible variables. In binary RBMs the state space of one single variable is given by ⌦ = {0, 1} and accordingly (V , H) 2 {0, 1} m+n . The joint probability distribution of (V , H) is given by the Gibbs distribution
with energy
and real-valued connection weights w ij and bias parameters b j and c i for i 2 {1, . . . , n} and j 2 {1, . . . , m}. The normalization constant Z, also called the partition function, is given by Z = P v,h exp( E(v, h)). Training an RBM means adapting its parameters such that the distribution of V models a distribution underlying some observed data. In practice, this training corresponds to performing stochastic gradient ascent on the loglikelihood of the weight and bias parameters given sample (training) data. The gradient of the log-likelihood given a single training sample v train is given by
where ✓ is the vector collecting all parameters. Since the expectation under the model distribution in the second term on the right hand side can not be computed e ciently (it is exponential in min(n, m)), it is approximated by MCMC methods in RBM training algorithms. Typically, the expected value under the model distribution is approximated by
given a sample v (k) obtained by running a Markov chain for k steps. Alternatively, we can consider
) @✓ given a sample h (k) to save computation time if m < n.
Mixing rates and the spectral gap
A homogeneous Markov chain on a discrete state space ⌦ can be described by a transition matrix P = (p x,y ) x,y2⌦ , where p x,y is the probability to move from x to y in one step of the Markov chain. We also refer to this probability as P (x, y), and accordingly P k (x, y) gives the probability to move from x to y in k steps of the chain.
Markov chain Monte Carlo methods make use of the fact that an ergodic Markov chain on ⌦ with transition matrix P and equilibrium distribution ⇡ satisfies P k (x, y) ! ⇡(y) as k ! 1 for all x, y 2 ⌦. It is important to study the convergence rate of the Markov chain in order to find out how large k has to be to ensure that P k (x, y) is suitably close to ⇡(y). One way to measure the closeness to stationarity is the total variation distance kP k (x, ·) ⇡k = 1 2 P y |P k (x, y) ⇡(y)| for an arbitrary starting state x. Reversibility of the chain implies that the eigenvalues of P are real-valued, and we sort them by value 1 = 1 2 · · · r 1. The value Gap(P ) = 1 2 is called the spectral gap of P , and the eigenvalue with the second largest absolute value SLEM = max{ 2 , | r |} is often referred to as second largest eigenvalue modulus (SLEM).
Many bounds on convergence rates are based on the SLEM. Diaconis and Salo↵-Coste [13] , for example, prove
If P is positive definite all eigenvalues are non-negative. In this case SLEM = 2 and we can replace SLEM in (3) (and similar bounds) by 1 Gap(P ). We can make an arbitrary transition matrix Q positive definite by skipping the move each time with probability 1 2 , that is, by considering the transition matrix P = 1 2 I + 1 2 Q. This makes P in the long run two times slower than Q.
A typical application of MCMC methods (e.g., in the training of RBMs) is to approximate the expected value of a given function under the stationary distribution based on samples obtained after running the Markov chain for k steps. A bound on the chain's convergence rate directly leads to a bound on the bias of this approximation (see Appendix A for a proof).
Parallel tempering
Consider a multi modal target density ⇡ on a state space ⌦ from which one would like to sample via a Markov chain. The transition steps of the Metropolis-Hastings algorithm move only locally in space so that the resulting Markov chain may move between the modes of ⇡ only infrequently. The PT algorithm [8] tries to overcome this by introducing supplementary Markov chains, which are "flattened" or "smoothed" versions of ⇡. These (and the original density) are referred to as tempered densities ⇡ t , t = 0, . . . , N fulfilling 
The PT transition matrix consists out of two components, one for updating the states of the individual tempered chains and one allowing swaps between states of adjacent tempered chains. We will denote the corresponding transition matrices by T and Q, respectively. For the considerations in this paper, we add a probability of 1 2 of staying in the current state each time T or Q is applied to guarantee positive definiteness and thus positive eigenvalues. We define the PT matrix as P = QT Q. A transition matrix constructed like this assures reversibility (unlike T Q) and is used in the analysis by Madras and Zheng [14] and Woodard et al. [12] .
Here the matrices T and Q are defined as follows: T chooses t 2 {0, . . . , N} uniformly and updates the state of ⇡ t based on some transition matrix T t , which is reversible with respect to ⇡ t . This can, for example, be the Metropolis-Hastings or a Gibbs matrix [15] . Thus, the probability of moving from x = (
) 2 ⌦ N collects all components of x except the t-th one and, for any set B, I
B (y) = 1 if y 2 B and I B (y) = 0, otherwise. The 1 2 I {x} (y) ensures non-negative eigenvalues as discussed above. The swapping matrix Q proposes to swap state x
[t] and x [t+1] by sampling t uniformly from {0, . . . , N 1}. The proposed swap is accepted with the Metropolis probability a(x, t) = min
which guarantees detailed balance. So the transition probability from x = (
a(x, t) , the probability to stay in x is
and the transition probability between all other states is 0. By construction both T and Q are reversible with respect to ⇡ PT and strictly positive definite due to their 1 2 holding probability. It follows from the definition of P that both properties also hold for P . Thus, P has only positive real-valued eigenvalues and the convergence of the PT chain to the stationary distribution ⇡ PT can be bounded in terms of (3) by replacing SLEM by 1 ↵, where ↵ is a lower bound for Gap(P ).
Training RBMs with PT
The PT algorithm is often the sampling procedure of choice for RBM learning algorithms to approximate the gradient of the log-likelihood given in equation (2) [10, 11] . In this setting, the tempered distributions are defined as
and 0 is typically set to 0, which we will also assume in our analysis. The transition matrices T t for the single tempered chains are set to a 'randomized' version of blockwise Gibbs sampling: we choose to update either V or H with equal probability and then update all neurons in this layer simultaneously. The random choice of the layer leads to reversibility of T t . In this paper, we want to find a lower bound for the spectral gap of PT sampling as defined above applied to RBMs. In the PT algorithm most often used for RBM training in practice the transition operator di↵ers from the one analyzed in this paper. It consists out of an update step followed by a swapping step. During the update step, one step of blockwise Gibbs sampling is performed in all tempered chains in parallel, where one step of blockwise Gibbs sampling corresponds to sampling a new state h 0 of H based on the conditional probability ⇡(h 0 |v) given the current state of the visible variables v, followed by sampling a new state v 0 of V based on ⇡(v 0 |h 0 ). During the swapping step, the states at all temperatures may be swapped based on the Metropolis probability a(x, t) as defined in (4), with x = (v, h). The swapping is often organized in two substeps, where even temperatures are considered in the first and odd temperatures in the second substep. While this approach seems to work in practice, the corresponding transition matrix need not be reversible, which makes it di cult to obtain theoretical results on its mixing behavior, see our discussion in section 6.
Main Result
Let ⇡ denote the Gibbs distribution of an RBM as defined in (1) and for 0 = 0 < · · · < N = 1 let ⇡ t be the corresponding tempered Gibbs distribution with inverse temperature t as given in (5). Then the stationary distribution of PT sampling for RBMs as defined above is given by
) and for the spectral gap of the corresponding transition matrix it holds: Theorem 1. For the PT transition matrix P of an RBM with m visible and n hidden variables
being the sum over the absolute values of parameters of the RBM,
being the sum of over the absolute values of the bias parameters of the visible and hidden variables, respectively, and
and
being the fraction of the minimal and maximal activation of the j-th visible and the i-th hidden neuron.
The proof is given in section 5. By combining this result with equation (3), we arrive at an upper bound on the rate of convergence of the PT chain.
Corollary 1. Let P be the PT transition matrix for an RBM with m visible and n hidden variables and let ⇡ P T be the joint distribution over all tempered chains. Then for any starting point of the Markov chain x = (
with
and , b , c , f j , and g i as defined above. Theorem 1 bounds the gap of the PT product chain. As the original chain (the chain with inverse temperature N ) never converges slower than this product chain (see Appendix B for a proof), corollary 1 also leads to an upper bound for the convergence rate of the chain of interest. Bounding the product chain leads to the dependency on the number N of supplementary tempered chains. However, to our knowledge all approaches analyzing PT su↵er from this drawback (e.g., [12, 14, 16] ). Now, we can make use of the fact that a bound on the convergence rate implies a bound on the bias of an MCMC estimate and obtain a bound on the bias of the PT based estimator when used in RBM training. Recall that for training RBMs the log-likelihood gradient given in equation (2) is approximated by replacing the expected value under the model distribution in the second term, P
, by the value
,h) @✓ is bounded by 1 and thus, using the result in Appendix A with max t(x) = 1, we get the following corollary:
Corollary 2. Given an RBM with m visible and n hidden variables and a PT chain starting from x = (
) be the approximation of the log-likelihood derivative w.r.t some RBM parameter ✓ obtained by estimating the second term in equation (2) based on a PT-sample
, gained by running the chain for k steps. That is, for a training sample v train
Then we can bound the absolute value of the bias of
where ↵ is defined as in corollary 1. Similar considerations lead to an alternative proof of the approximation error of contrastive divergence learning [7] by combining the result in Appendix A with standard bounds on the periodic Gibbs sampler (e.g. [20] , page 289).
Bounding the Spectral Gap of PT
This section summarizes definitions and results required for the proof of theorem 1. We state important results for bounding the spectral gap of general Markov chains and recall the link between the SLEM and Dobrushin's coe cient.
Definitions
For any transition matrix P reversible with respect to a distribution ⇡ and any subset A of the state space ⌦ of P , the restriction of P to A is defined as:
for x 2 A, B ⇢ A. In this way transitions that would leave A are prohibited and the probabilities to stay in A are increased correspondingly.
Given a partition
for all j, the projection matrix of P with respect to A is given by the transition operatorP with
for i, j 2 {1, . . . , J}.
General results
Given a partition A of the state space as defined above, the following theorem allows to lower bound the spectral gap of the PT transition matrix in terms of the spectral gap of the projection matrix and the minimum over the spectral gaps of the restrictions of P to the subsets A j .
Theorem 2. Let P be a transition matrix reversible with respect to a distribution ⇡ on a state space ⌦. Let {A j : i = 1, . . . , J} be any partition of ⌦ such that ⇡(A j ) > 0 for all j. Define P |A j as in (10) andP as in (11) . If P is nonnegative definite, it holds
As Woodard et al. [12] show this theorem can be proven based on the results from Caracciolo et al. [17] (which were first published in [18] ) and the results from Madras and Zheng [14] . Often, one wishes to bound the spectral gap of one chain based on the spectral gap of another chain, which, for example, is easier to estimate. In this case the following theorem can be applied. Combining the theorem for the comparison of the Dirichlet-forms of two Markov chains given by Diaconis and Salo↵-Coste [19] with Reyleigh's theorem (e.g., [20] , p. 205) we get: Theorem 3. Let P and Q be transition matrices on a finite state space ⌦, reversible with respect to densities ⇡ P and ⇡ Q respectively. Denote by
Q(x, y) > 0} the edge sets of the corresponding transition graphs. For each pair x 6 = y such that (x, y) 2 E Q fix a path
Then it holds Gap(Q)  c Gap(P ). If both chains are reversible with respect to the same distribution, the following theorem proven in [12] can be applied:
Theorem 4. Let P and Q be transition matrices on a state space ⌦ reversible with respect
Recall that the PT transition matrix T combines N + 1 transition oper-
) in the joint state space ⌦ P T and performing a transition by randomly picking t 2 {0, . . . , N} and sampling a new value x
[t] for the t-th chain from T t . Such a Markov chain is called a product chain. The following theorem deals with product chains and gives the dependency between the spectral gap of the product chain and the spectral gaps of all single chains it subsumes ( [21] , lemma 3.2):
Theorem 5. For any natural number N and t = 0, . . . , N, let P t be a ⇡ treversible transition matrix on a state space ⌦ t . Let P be the transition matrix on ⌦ = Q t ⌦ t given by
for some set of b t > 0 such that
[ t] all components except the t-th one. A Markov chain with transition matrix P is called a product chain. It is reversible with respect to ⇡(x) =
The next theorem is a well known result that gives an upper bound on the SLEM (e.g., see [20] , p. 237).
Theorem 6. The second largest eigenvalue modulus SLEM of a transition matrix P = (p x,y ) x,y2⌦ can be bounded from above by Dobrushin's coe cient:
Proof of the main result
For proving the main result we make use of an approach inspired by Woodard et al. [12] . The basic idea behind this approach is to partition the state space of the PT chain into subsets, such that the Markov chain mixes well inside the single subsets at all temperatures and between the subsets at the lowest temperature. To begin with, a suitable partitioning of the RBM state space is needed. For a binary RBM with m visible and n hidden neurons the state space is ⌦ = {0, 1} n+m . Let A = {A j : j = 1, . . . , 2 n } be the partition of ⌦ where each subset A j contains all states having the same state of the hidden neurons, that is, and each A j contains 2 m elements. Using this partition, we can now prove theorem 1 based on the results given in the previous section. Our proof can be divided into five steps, where steps 1 and 2 are taken from Woodard et al. [12] .
The basic thoughts behind the steps of the proof can be outlined as follows. The gap of the PT transition matrix P depends on (a) how well the single tempered chains mix inside the single subsets A 1 , . . . , A 2 n , (b) how well the chain at the highest temperature (i.e. the chain with inverse temperature 0 ) mixes between the subsets, and (c) the mixing properties between the chains at the di↵erent temperatures. In step 1, Gap(P ) is bounded in terms of the gaps of two transition matrices, one depending on (a) and the other depending on (b) and (c). The first one is further bounded in steps 2 and 3 and the second one in steps 4.
Step 5 puts everything together.
5.1.
Step 1: Bounding Gap(P ) in terms of Gap(P ) and Gap(P )
Consider the state x = (
of the PT chain. Let the signature be the vector s(x) = ( 0 , . . . , N ) with t = j if x [t] 2 A j for t = 0, . . . , N. Since the partition of ⌦ consists out of 2 n subsets A j and we have N + 1 temperatures, a signature lives in ⌃ = {1, . . . , 2 n } N +1 .
For a fixed
2 ⌃ let us now define ⌦ = {x 2 ⌦ N +1 : s(x) = }. Then all possible 2 ⌃ induce a partition {⌦ } 2⌃ of the PT-state space ⌦ PT = ⌦ N +1 . Let P = P |⌦ now be the restriction of P to ⌦ as defined in equation (10) . And letP denote the projection matrix of P with respect to {⌦ } 2⌃ as defined in (11). Now we can apply theorem 2 and get
5.2.
Step 2: Bounding Gap(P ) in terms of min t,j Gap(T t | A j ) Woodard et al. now proceed by bounding Gap(P ) and Gap(P ) separately. For bounding Gap(P ) they note that, since P = QT Q and Q has a 1 2 holding probability, P (x, y) 1 4 T (x, y) 8x, y 2 ⌦ . With theorem 4 it follows Gap(P ) 1 4 Gap(T ). As T is a product chain, theorem 5 gives
Thus, it follows
Gap(P ) 1 8(N + 1) min
5.3.
Step 3: Bounding min t,j Gap(T t | A j ) We will now drive a lower bound for min t,j Gap(T t | A j ). The transition matrix T t analyzed here for (tempered) RBMs corresponds to randomized blockwise Gibbs sampling as described above. The transition probability from (v, h) to (v 0 , h) is given by
and the probability to change the state of the hidden variables is accordingly
Based on (10) for the restriction of T t to A j it holds:
and the probability to stay in the same state is
Let us denote the SLEM of T t | A j by Tt SLEM and the second largest eigenvalue by Tt 2 . Based on theorem 6 it holds Gap(T t |A j ) = 1
To upper bound the Dobrushin's coe cient of T t | A j first note that for all v, v 0 :
Now it is easy to see that D(T
and insertion into (14) gives Gap(
. Thus, we finally get by insertion into equation (13) Gap(P ) 1 16(N + 1) .
5.4.
Step 4: Bounding Gap(P ) For bounding Gap(P ) first note thatP is reversible with respect to the probability mass function
and that according to definition (11) for any , ⌧ 2 ⌃, the probability of moving from ⌦ to ⌦ ⌧ underP is given bȳ
We proceed by bounding Gap(P ) based on theorem 3 by comparingP to another ⇡ ⇤ -reversible transition matrix T ⇤ . The transition matrix T ⇤ chooses t uniformly from {0, . . . , N} and then draws t with the probability ⇡ t (A t ). To ease the notation let us now denote
. Now we can define the transition matrix T ⇤ by
. For the application of theorem 3, for each edge ( , [i,j] ) in the transition graph of T ⇤ let us define a path
in the transition graph ofP as follows: 
The product of the three upper bounds on the three terms I, II, and III will be used as an upper bound on c.
Bounding Term I. First, we want to find an upper bound for X
for the above-defined paths and for any edge (⌧ , If the edge is in stage 2 of the path ⌧ = ( 1 , . . . , l , j, l+1 , . . . , N ) for some l 2 {0, . . . , i} and ⇠ = ( 1 , . . . , l , l+1 , j, . . . , N ). Here, 0 is unknown and has 2 n possible values. With i 2 {0, . . . , N} there are not more then 2 n (N + 1) paths containing an edge in stage 2 of the path. Similarly, there are no more than 2 n (N + 1) paths containing a certain edge in stage 3 of the path. Since the same edge could either be found in stage 1 or 4 of the path or in stage 2 or 3 each edge can be in two stages, each corresponding to at most 2 n (N + 1) paths. Therefore, the total number of paths containing a single edge is no more than 2 n+1 (N + 1) = 2 max{N + 1, 2 n (N + 1)} and thus
Bounding Term II. For bounding
first note that any state in the stages 1 or 2 of the path from to [i,j] as given above is of the form ⌧ = ( 1 , . . . , l , j, l+1 , . . . , N ) for some l 2 {0, . . . , i}. Therefore,
For the Boltzmann distribution of RBMs we have
and for the first term on the left side of equation (19) 
.
Now consider that
because we can write
, which makes all arguments of the exponential function in the terms of denominator and numerator nonnegative. The function
is monotonically decreasing in x for x  y for 1
0, and for each value of v we can write x = E(v, h k ) and y = max v,h E(v, h) and fix R k and R k 1 to the remaining terms in numerator and denominator, respectively. Thus, the expression gets maximal if we replace x by min h E(v, h). This can be done for all values of v. So we can write:
Any state ⌧ in stage 3 of the path is of the form
In an analogous way as above we get
Any state ⌧ in stage 4 is given by
Thus, by now we have shown that for all states ⌧ in the path we have
Bounding Terms III. Now we will bound the remaining term
. We have
For boundingP (⌧ , ⇠), we consider two cases. Any edge (⌧ , ⇠) on the path
[ , [i,j] ] can be one of the following two types:
It is an edge where we get ⇠ from ⌧ = (⌧ 0 , . . . , ⌧ N ) by replacing ⌧ 0 by any new state ⇠ 0 and, thus,
Case 2. It is an edge which we obtain by swapping two elements ⌧ t and ⌧ t+1 and, thus, ⇠ = (⌧ 0 , . . . , ⌧ t+1 , ⌧ t , . . . , ⌧ N ). Let us analyse these two cases separately:
and by
we getP
Because we consider the first case, we can restrict the inner sum to y 2 ⌦ ⇠ that di↵er from x only in the state of the lowest chain, since T (x, y) = 0 otherwise. That is, for x = (
In this case we have
to sample a new state of the 2 n hidden variables, which are uniformly distributed). And thus
where we use
Using (22) this is bounded from above by
Case 2: For boundingP (⇠, ⌧ ) in the second case, we can make use of P (x, y) 1 2 Q(x, y), because P = QT Q and the swap can either occur under the first or the second Q and the probability of holding under T and the other Q is 1
4
. Thus, we get
, where in the last step we made use of the facts that
. . , t 1, t + 2, . . . , N} and that the probabilities to propose and accept a certain swap according to Q are 1
2N
and min 1,
, respectively. We further have
and thus a bound ofP (⌧ , ⇠) is given bȳ
Using max
summing the absolute values of parameters of the RBM, we get
From (24) and the upper bound for T ⇤ ( , [i,j] ) given in (22) it follows in the current case that
Combining Terms I, II, III. By joining the results (23) and (25) for term III with the upper bound for term II given in (21) we get in case 1
and in case 2
If we combine these results for the two cases (26) and (27) we get
Putting this and (18) together, we arrive at an upper bound for the constant c from theorem 3:
) Thus, applying theorem 3 and theorem 5, from which follows that Gap(T ⇤ ) = (N +1) 1 because we have
) and all component chains of the product chain T ⇤ have a spectral gap of 1, we get:
Step 5: Putting it all together
Using (29) and (15) in (12) leads to
which we further bound by making use of the factorisation of the marginal distribution of the hidden RBM variables. As can, for example, be seen from equation (20) in [3] , the marginal distribution of the hidden units can be written as
. Therefore, f j is just the fraction of the minimal and maximal activation of the jth visible unit of the RBM.
Thus, we get
It is possible to repeat the proof while changing the roles of hidden and visible variables, which finally leads to (6) and proves our main result.
Discussion
Theorem 1 and corollary 1 are the first non-trivial results on the convergence rate of PT for sampling from binary RBMs. As shown in corollary 2, they lead to an upper bound on the approximation error when applying the analyzed PT method to gradient estimation in RBM training.
The upper bound depends exponentially on the size of one layer and the absolute values of the RBM parameters. The fewer the number of nodes and/or the smaller the amount of the parameters, the faster the convergence. This intuitive result resembles the bounds on the approximation bias in contrastive divergence learning [7] . Actually, our current hypothesis is that RBM PT chains are in general not rapidly mixing, and that it is in general not possible to get rid of the exponential dependencies in the RBM sampling complexity. This is the case for some related models such as variants of the Potts model [16, 22] .
Because our analysis considers the convergence to the stationary distribution of the product chain consisting of all replica chains, we get an undesired additional linear dependency on the number of replicas. However, such a dependency seems to be inevitable for this type of analysis, and we are not aware of any approach bounding the original chain.
The terms f j , j = 1, . . . , m, and g i , i = 1, . . . , n, are the fractions of the minimal and maximal probability to be activated of visible neuron j and hidden neuron i given states of the respective other layer. They are measures of how strongly neurons vary with changing input. The observed dependency is in accordance with the expectation that highly variable chains require more samples to reach the stationary distribution. Furthermore, the minimal and maximal probabilities to be activated give information about how close the conditional distributions are to being uniformly distributed. Gibbs sampling relies on these conditional distributions, and it is optimal if all neurons are activated with probability 0.5 (it reaches the stationary distribution in only one sampling step in this case) and gets more and more deterministic as closer these probabilities get to zero or one-and, thus, mixing slows down as our bound indicates.
When inspecting the role of the inverse temperatures in (6) . This theoretical result is in accordance with the heuristic choice of a uniform inverse temperature spacing as used in many applications (e.g., see [9, 11] ). So far, to our knowledge, the only theoretically justified heuristic for spacing the inverse temperatures in the tempered transitions literature is choose the 0 , . . . , N geometrically (i.e., i+1 / i = const) [23, 24] . Geometric temperature spacing has been shown to be optimal for sampling from Gaussian distributions by Neil [23] , and this result has been extended to a more general class of distribution by Behrens et al. [24] . However, RBMs do not fall into this class and a geometric spacing is sub-optimal for sampling RBMs [25] . Desjardins et al. suggest to use an adaptation scheme that dynamically adjusts the inverse temperatures during RBM training (starting from a uniform distribution). In their experiments, the higher inverse temperatures are adapted to values that are much closer together than a geometric spacing would suggest [25] , which also supports rather a uniform than a geometric static inverse temperature spacing.
We regard the PT variant we analyzed as the typical algorithm considered in theoretical analyses of PT, for instance by Madras and Zheng [14] and Woodard et al. [12] . Still, it di↵ers from PT most often used for RBMs in practice. However, as mentioned in section 2.4, in this PT variant the corresponding transition operator is not reversible because of several reasons. Firstly, it consists of an update step in which blockwise Gibbs sampling is performed in all tempered chains. This is not reversible due to the fixed order of first sampling h k+1 based on p(h|v k ) followed by sampling v k+1 based on p(v|h k+1 ), where the superscripts denote the sampling steps. Secondly, the swapping is usually organized in two substeps, where even temperatures are considered in the first and odd temperatures in the second substep. And, last but not least, we have P = T Q instead of P = QT Q.
Lacking reversibility prohibits our type of analysis, and we are not aware of other strategies not requiring the property. Of course, one can design PT operators that are closer to the one used for RBM sampling in practice but still reversible. For example, we can define P = QT Q, choose T to perform an update of all visible or all hidden variables (each picked with probability 0.5) in all tempered chains simultaneously, and Q to trying to swap with equal probability either all even or all odd chains in parallel. We have adapted our analysis to this PT variant. However, the resulting bound was actually less tight (among others due to the fact that T is not defined as an product chain anymore, but is of the form T = Q N t=0 T t , and thus theorem 5 can not be applied) and the proof did not provide additional insights.
Conclusion
Parallel tempering (PT) is state-of-the-art for sampling restricted Boltzmann machines (RBMs). We presented a first analysis of the convergence rate of the Markov chains of the PT algorithm as considered by Madras and Zheng [14] and Woodard et al. [12] for sampling RBMs by deriving-an arguably loose, but non-trivial-bound on the spectral gap.
We find an exponential dependency on the maximum size of the two layers and the absolute values of the RBM parameters in accordance with existing bounds on the approximation bias in contrastive divergence learning. We hypothesise that RBM PT chains are in general not rapidly mixing, and one can in general not get rid of the exponential dependencies on the number of variables in the RBM sampling complexity. We regard proving conditions under which RBMs are torpid mixing as an interesting question for future research.
Our bound on the spectral gap gets minimal if the inverse temperatures are spaced uniformly, which is a common choice in practice. We do not claim that this spacing is optimal, in particular an adaptive spacing seems to be a good idea. Still, the result matches the practical experience that a uniform spacing (either fixed or as starting point for adaptation) is preferable to a geometric one when using PT for sampling RBMs.
The bound on the convergence rate naturally leads to a bound on the gradient approximation error of the method when used during RBM training, which resembles bounds on the approximation error of contrastive divergence learning [7] . 1 2
