Border surveillance monitoring using Quadcopter UAV-Aided Wireless Sensor Networks by Sarra Berrahal et al.
Border surveillance monitoring using Quadcopter
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Abstract—In this paper we propose a novel cooperative border
surveillance solution, composed of a Wireless Sensor Network
(WSN) deployed terrestrially to detect and track trespassers, and
a set of lightweight unmanned aircraft vehicles (UAVs) in the
form of quadcopters that interact with the deployed WSN to
improve the border surveillance, the detection and investigation
of network failures, the maintenance of the sensor network, the
tracking of trespasser, the capture and transmission of real-
time video of the intrusion scene, and the response to hostage
situations. A heuristic-based scheduling algorithm is described to
optimize the tracking mission by increasing the rate of detected
trespassers spotted by the quadcopters. Together with the design
of the electrical, mechanical and software architecture of the
proposed VTail quadcopter, we develop in this paper powerless
techniques to accurately localize terrestrial sensors using RFID
technology, compute the optimal positions of the new sensors to
drop, relay data between isolated islands of nodes, and wake
up sensors to track intruders. The developed VTail prototype is
tested to provide valid and accurate parameters’ values to the
simulation. The latter is conducted to evaluate the performance
of the proposed WSN-based surveillance solution.
Index Terms—Border surveillance, WSN, Quadcopter, Net-
work maintenance, Tracking, Heuristics
I. INTRODUCTION
Monitoring national borders is remarkably one of the major
concerns of any country wishing to protect and control its own
infrastructure and reinforce public safety and economic well-
being. In this context, specialized government agencies are
created to promote security measures in order to control and
monitor their country’s borders. A variety of solutions have
been used for detecting, tracking and recognizing illegal activ-
ities, unwanted infiltrations, and unauthorized trespassers (e.g.,
smugglers, terrorists, illegal immigrants, or hostile forces) and
preventing from unlawful cross-borders activities. A com-
monly used practice is to physically build a wall or fence
between two separate nations. The United States Customs and
Border Protection (CBP) implemented an Integrated Surveil-
lance Intelligence System to remotely monitor illegal crossings
of the border with night-day cameras [1]. The Department
of Homeland Security (DHS) has also made use of their
resources to secure the northern and southwest USA borders
by increasing the number of patrol agents, aerial coverage,
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and restricting points of entry. All of these approaches are
generally requesting intensive human involvement which is
tedious, error-prone, costly, and time-consuming.
Faced to the aforementioned limitations, Wireless Sensor
Networks (WSNs) have emerged as a promising tool that as-
sists authorities in monitoring the security of critical areas and
properties, such as borderlines. These networks are provided
as a collection of autonomous sensor devices that are able
to create a multi-hop radio network, maintain a decentralized
connectivity, and perform a pervasive detection and monitoring
of physical and environmental conditions (e.g., temperature,
motion, pressure) around them through cooperation and self-
organization.
Among the main properties that should be satisfied by a
good WSN-based application of border surveillance, one can
cite: a) the efficient deployment of sensor devices to maximize
the network coverage; b) the optimal use of computational,
communication, and storage resources by sensors to maximize
the network lifetime; c) the ability to rapidly detect and inves-
tigate nodes failure and network partitioning to avoid coverage
holes; and d) the capability to minimize the cost associated to
the repair of failures, the redeployment of damaged nodes, and
the reconfiguration of the network.
To guarantee a continuous and pervasive monitoring of
the borderline and allow the authorities to timely respond
to intrusions, several problems associated to the deployment
and use of WSN-based border surveillance systems need to
be addressed. These problems range from the destruction
of sensor nodes during their landing, to the appearance of
communication and sensing holes (e.g., due to sensors’ energy
depletion, or the occurrence of transient transmission impair-
ments). An economical and rapid intervention of the network
administrator should be possible to detect and investigate
failures in the network, and timely repair them (e.g., by
dropping new sensors at precise locations).
Several border surveillance applications were proposed in
the literature [2], [3], [4], [5], [6], [7], [8], showing either the
use of Unmanned Aircraft Vehicles [9], or terrestrial Wireless
Sensor Networks, but not a deep cooperation of both of
them. Consequently, these existing solutions remain unable to
guarantee neither a continuous and improved monitoring, nor
a timely investigation and reaction to network failures.
In this paper we design a cooperative border surveillance
application that integrates a set of lightweight Unmanned
Aircraft Vehicles (UAVs), in the form of quadcopters, and a
terrestrially deployed WSN. UAVs interact with the WSNs to
improve the border surveillance, the detection and investiga-
JOURNAL OF COMMUNICATIONS SOFTWARE AND SYSTEMS, VOL. 12, NO. 1, MARCH 2016 67
1845-6421/03/8432 © 2015 CCIS
tion of network failures, the maintenance of the network, the
tracking of trespassers, and the response to hostage situations.
To optimize the network maintenance as well as the tracking
mission, we consider that the supervised border is subdivided
into adjacent intervention areas, each one is monitored by a
single quadcopter. In addition, a heuristic-based scheduling
algorithm is proposed to prioritize the actions that should be
taken by the quadcopter to increase the rate of successfully
detected and captured trespassers. In this paper, the electrical,
the mechanical, and the software architecture of the proposed
VTail quadcopters are designed, and a prototype is developed
and tested. In addition, green techniques are proposed to
allow the quadcopters to accurately localize sensors, detect
coverage holes, identify and investigate sensors’ failures, fix
coverage holes by dropping sensors after computing their
suitable positions, relay urgent data between isolated island of
sensors, wake up unreachable sensors to track intruders, and
transmit real image capture of the trespassers being detected
by terrestrial sensor nodes.
The contributions of this paper are four-fold: (1) Green
techniques for the accurate localization of sensor nodes and
the investigation of coverage problems by quadcopters are
developed; (2) Through the integration of WISP (a battery-free
and wirelessly powered platform for sensing and computation)
to the wireless sensor network nodes, and thanks to the use of
Dual-port nonvolatile memory (an EEPROM with RFID and
Serial Interfaces), the configuration state of sensor devices can
be powerlessly read or updated by the quadcopters, allowing
to investigate several types of failures; (3) The developed
quadcopters behave as enhanced mobile sensors, which co-
operate with the terrestrially deployed sensors to enhance
the accuracy of the trespassers detection and to optimize
the network maintenance. They provides an economical and
efficient response tool that allows to quickly respond to various
types of incidents (e.g., sensor’s coverage problems, sensors
failures, trespassers detection) by intervening in the field to
drop additional sensors at precise positions (since they are
able to fly at very low altitude and speed, the coordinates of
sensors’ landing point can be determined with high accuracy),
or to capture and transmit aerial photo and video footages
of the zone being crossed by trespassers; and (4) The use
of a scheduling algorithm together with a set of heuristics to
select the best action that should be taken by the quadcopter
to maximize the successful rate of trespassers’ tracking.
The remainder of the paper is as follows. Section II gives an
overview of several border surveillance approaches that were
proposed in the literature. In section III, a thick strip border
surveillance system based on a WSN is presented, showing the
description of the network architecture, the nodes deployment
strategy, and the target detection and tracking approach. Sec-
tion IV provides a set of advanced functions provided by the
quadcopters to improve the quality and accuracy of a WSN-
based border surveillance system. Section V describes the
design of the quad-copter device and its electrical, mechanical
and software architecture. In Section VI, we discuss the system
features validation through some conducted simulations. The
last section concludes the paper.
II. STATE OF THE ART
Several recent proposals, based on the use of WSNs or
unmanned aerial vehicles, have been proposed for the purpose
of border surveillance. Nonetheless, the available works do
not address in an efficient manner the requirements of such a
critical mission as it will be shown in the following.
A. WSN-based border surveillance solutions
In [4] and [5] military surveillance and reconnaissance
applications were proposed by deploying a flat and a homo-
geneous WSN is deployed along the monitored borderline.
All nodes in the WSN have the same physical capabilities
and are in charge of sensing the surrounding environment to
detect vibration/seismic activity or magnetic anomaly, which
indicates that intruders are crossing the border. In [10] a Self-
healing Autonomous Sensor Network (SASNet) is proposed.
The latter is a tiered WSN-based architecture for military
surveillance applications that is built using a set of (short
range) sensor nodes and wireless gateways. The gateway actsas
an intermediary between the sensor nodes and the remote
command station, and uses Beyond Line-Of-Sight (BLOS)
communication in order to bridge the sensed data and alarms
to a remote user. However, due to the limited and inaccurate
information collected by sensors, false alerts are likely to be
generated, due to animal crossing or environmental impact.
The use of these WSNs does not allow a fast investigation
and intervention in the case of warnings.
In BorderSense [3], a three-layer hybrid network architec-
ture for border surveillance was proposed. The latter uses
wireless multimedia sensor nodes attached to surveillance tow-
ers, mobile sensor nodes that roam throughout the monitored
border, and scalar sensors (e.g., vibration sensors) deployed
in underground or on the ground. These sensor nodes are
randomly deployed along the border. A process could be
used with a predefined spatial density. However, although
[3] provides several advantages in terms of minimization of
the human involvements and improvement of the detection
accuracy of the border surveillance systems. It does not
provide mechanisms to either rapidly detect and investigate
nodes failures, or to minimize the cost associated to the
repair of failures, the redeployment of damaged nodes, and
the reconfiguration of the network.
In [11] a border surveillance approach using a stationary
WSN as a Sensor Fence, was proposed. These sensors are
in charge of detecting and tracking multiple targets crossing
the border based on a fusion-driven decentralized sensor
scheduling scheme. The latter aims to provide an energy-
efficient track estimation by enabling dynamic space-time
clustering of powerful sensing nodes around the estimated
positions of several moving targets. A Probabilistic Finite State
Automata (PFSA) approach is run on each sensor node to
control the communication and sensing devices in an energy-
efficient manner.
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B. Toward the needs of quadcopters for enhancing border
surveillance
Typically, in a WSN-based border surveillance system,
sensors are linearly arranged due to the linear nature of the
borderline, creating a specific class of these networks. To
provide an economical large-scale monitoring of the bor-
derline, even in critical environments whereimpractical for
humans to be present, an aerial vehicle is generally used to
drop sensors. However, several issues are facing the use of
these networks. First, the physical location of sensors’ landing
points cannot be determined with a high accuracy, even if
advanced models for the controllable and random deployment
of nodes thrown from the air, are used [12], [3]. Therefore,
multiple coverage holes may appear. In addition, since sensors
are thrown from aircraft vehicles, some of them could be
damaged during landing. Second, after an operational period
of time, some sensor nodes may go out of energy, and their
sensing range may be affected by the variation of the vege-
tation surrounding them. Third, over time, threats affecting
the monitored zone could vary, making the density of the
nodes within the vulnerable area insufficient to guarantee an
accurate good detection and tracking. Fourth, some transient
troubles could occur (e.g., rainy weather), creating coverage
and communication problems (e.g., isolated islands of sensor
nodes). Fifth, false alarms triggered by these sensors require
unnecessary human intervention which is in turn expensive and
even dangerous [13]. However, due to their sensitivity, alerts
generated by sensor nodes should be timely exchanged and
forwarded through the network to the control center, otherwise
trespassers could cross the border undetected.
Quadcopters offer unique capabilities and are very flexible
devices in terms of the advantageous tasks they can per-
form including hovering (at lower altitudes) above a point
of interest in the monitored area (especially in narrow and
unreachable areas). Therefore, a better approach to enhance
border surveillance missions would consist in using terrestri-
ally deployed WSNs together with Unmanned Aerial Vehicles
(UAVs) in order to enhance the quality of detection, guarantee
a continuous and pervasive monitoring of the borderline,
and provide an economical and rapid detection and network
failures, investigate the failure problems, and intervene in time
to repair them.
C. Use of Unmanned Aerial Vehicles (UAVs) for border
surveillance
Several other works in the literature focused on the design
of lightweight quadcopters, among which we cite the most
important.
Authors in [14] designed an UAV to enter an enclosed
area of unknown dimensions to find and obtain an object
of known properties while evading security detection. The
UAV or Quadcopter in this case uses a method of randomly
searching an area for the target while mapping its environment
and making a return route. An attachment and delivery system
is made with a box attached to the bottom of the quadcopter.
The box opens in the front via a pulley mechanism to drop
an object on the ground, and has also a sticky tape attached
to the bottom of the box to retrieve objects. The UAV will
know its environment and will not require mapping to return
home. The UAVs method of finding its target is based on a
random search, and the proposed pickup/delivery system is not
suitable. In fact, the use of a sticky tape is unreliable for give
for solid attachment, as dropping a sensor out the front end
of a box could, not only damage the sensor, but also place it
in a wrong orientation.
In [15] a helicopter capable of flying autonomously using
a vision-based algorithm to pickup and drop-off a designated
payload, is designed. The helicopter travels to a GPS way
point with an accuracy of one meter horizontal radius and
half a meter vertical radius. The helicopter is controlled over
a Wi-Fi network via a ground computer. It has an approximate
payload of 19lbs, and it can pick up a target with a hook.
However, the hook for the payload carrying is not efficient, as
the servo system needs to be of a high torque value to hold
19lbs, and requires an important source of energy. The hook
system is not suitable for targets that have a solid connection
to the surface underneath it. The pan tilt system also has a
slower reaction time to pick up object while flying towards it.
Authors in [16] took interest to mechanical system mod-
eling, design, estimation and control for aerial grasping. The
design of the grabber implements a quadrotor with a spring-
loaded mechanism with hooks to penetrate and grab the sur-
face of a porous object in nature. Rigid body dynamic models
are used to verify grasp and control the overall movement
of the quadcopter with or without a payload. However, the
quadrotors were designed to be controlled by a computer and
not on-board. The gripper can successfully hold objects such
as wood, foam, and fabric.
In [17] the design of a swarm of quadcopters used to
build structures with magnetic segments, is proposed. Each
quadcopter is fitted with a grabbing mechanism and are all
controlled with a motion tracking system. While the quadrotors
can perform the tasks without the motion tracking system, the
claw grabbing mechanism works only for a specific subset of
objects with an increased need for accuracy.
The authors of [18] described the design of a quadcopter
which is controlled by a motion capture system and uses three
arms attached to its base to grab objects on the ground. Each
arm has two degrees of freedom and extends towards the
ground. However the quadcopter requires manual liftoff and
can continue to fly using the autopilot. The autopilot causes
to move the quadrotor in an oscillatory fashion. The arms are
not ideal for carrying objects since the farther they extend,
the weaker they become. The ends of the arms are also in
the form of hooks that are not equipped with a real grabbing
mechanism.
The work in [19] showed the ability of one to three
helicopters to carry a payload with a cord attached between the
helicopter(s) and the object. Control algorithms were designed
so that if three helicopters are used to carry an object, they
would evenly distribute the weight. However, the method of
carrying an object requires an initial setup by an outside
system (or human) to tie the rope to the object. This method
is not optimal for an autonomous system of helicopters.
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D. Cooperative WSNs and UAVs for Border Surveillance
In [8] a quadcopter UAV is designed to monitor the border
area and locate and track intruders (using GPS), to guide
military troops, and to shoot videos of the occurred events
from a long distance. The collected data will be received by
the processor and transmitted to the controller via zigbee. The
controller monitors the quadcopter device via remote IR and
controls its flying. The multimedia data is transmitted via a
Wireless camera to be analyzed and recorded. The designed
quad-copter would facilitate the intervention in unreachable
areas to minimize the risk of losing human lives. However, the
only use of quad-copters to survey very long borders makes
the solution unscalable and unable to provide a continuous
surveillance, unless a high number of long distance quad-
copters are used simultaneously all the time. This would make
the surveillance unpractical and highly expensive.
In [20] a path planning problem for a team of unmanned
aerial vehicles patrolling a network of roads and pursuing
intruders using Under Groud Sensors is proposed. Since this
problem is shown to be intractable and NP_hard, a heuristic
algorithm that aims to coordinate the UAVs during surveillance
and pursuit is provided. In this algorithm the revisit deadlines
are used in order to schedule the vehicles’ paths nominally.
The algorithm uses detections from the sensors to predict pos-
sible intruders’ locations and plans the paths for the UAVs by
minimizing a linear combination of missed deadlines and the
probability of not intercepting intruders. Finally, the heuristic
algorithm interacts with the sensor nodes to trigger the capture
of an image of the intruder by a loitering UAV.
In the solution presented in [21], we had described a border
surveillance solution built using a set of lightweight Unmanned
Aircraft Vehicles (UAVs) that interacts with a terrestrially
deployed WSN in order to improve the border surveillance
through a set of advanced functions including the detection
and investigation of network failures, the maintenance of the
deployed sensor network, the tracking of trespassers illegally
crossing the monitored area, and the response to hostage
situations. Compared to [21], the current work considers the
following aspects: (i) the subdivision of the monitored area
into multi-intervention areas to facilitate and improve the
tracking and the maintenance tasks of the quadcopter while
reducing the energy consumption;(ii) the development of a
scheduling algorithm together with a set of heuristics to select
the best action that should be taken by the quadcopters,
and therefore in order to increase the rate of successfully
tracked and spotted trespassers; and (iii) the description of
the electrical and mechanical architecture of the developed
quadcopter.
III. A THICK BORDER STRIP SURVEILLANCE WSN
In this section, we describe the architecture of the terres-
trial border surveillance wireless sensor network, the features
provided by each type of node, and the nodes deployment
scheme.
A. Network architecture
We consider a thick linear and hierarchical wireless sensor











































































Figure 1: The WSN based subsystem architecture
of sensors: Basic Sensing Nodes (BSNs), Data Relay Nodes
(DRNs), and Data Dissemination Nodes (DDNs). The BSNs
are elementary sensor devices forming the first layer of the
architecture. They are low powered and resource impoverished
nodes used for the detection of moving objects, the alerting,
and the cooperative relaying of messages to/from the second
layer (i.e., the DRN nodes). The DRNs are resource rich nodes
equipped with powerful energy and communication resources.
They form the second layer of the network, and are responsible
of collecting alerts from the different BSN nodes in their
vicinity, and cooperating with neighbor DRNs to forward these
alerts to the third layer of the network (i.e., the DDNs).
The DRNs are also in charge of discovering the different
deployed BSNs, and scheduling their activity and managing
routes towards them. The DDN form the third network layer.
They represent a set of sink nodes in charge of collecting data
from their neighbor DRNs, pre-processing and aggregating
them, and forwarding them to the Network Control Center
(NCC).
The wireless sensor network we are designing follows a
thick linear topology. In this context, the DRNs and DDNs
are deployed linearly through the border, while the BSN are
distributed around the DRNs and delimited by two lines. Gap
areas are introduced between two strips to enlarge the width
of the monitored area.
B. Nodes deployment scheme
To provide an accurate detection and tracking of trespassers by
the border surveillance wireless sensor network, the methods
and techniques used for the deployment of nodes should
achieve a maximum coverage of the entire supervised area,
and should allow sensors to form a connected communication
network.
Let Rdc and R
b
c denote the communication range of a DRN
and a BSN, respectively. We denote by Rbs the sensing range
of a BSN. We assume that the thick line border is a rectangle
of length L and width W , that we partition into equal squares.
Each one of these squares of width W is partitioned into a set
of equal subsquares. We place a DRN in the central subsquare
of each square, and a BSN in all the remaining subsquares.
70 JOURNAL OF COMMUNICATIONS SOFTWARE AND SYSTEMS, VOL. 12, NO. 1, MARCH 2016
Since DRNs are deployed in a linear manner, they must be
mutually connected to guarantee radio connectivity. In this
context, every DRN node should have at least two neighbor
DRNs in its communication range (Rdc ), and the length of
every square should be lower or equal to half the DRN’s
communication range (W ≤ 12 × R
d
c ). The minimum number
of DRNs to be deployed would be equal to 2× L/Rdc .
The dimension of a subsquare is chosen with respect to the
sensing coverage of a sensor node, so that every point in a
subsquare will be in a sensing disk of a sensor. Typically,
the deployment pattern to use should guarantee that in every
subsquare a BSN is placed. To guarantee that successive
BSN sensors are able to communicate with each other, while
providing full monitoring, we assume that Rbc ≥ 2 × Rbs.
For each square the DRN is placed at the central subsquare,
while at least a BSN is placed at each one of the remaining
subsquares. DDNs, representing gateways to the NCC are
placed at a regular interval after a predefined set of DRNs.
In practice, BSNs and DRNs are randomly deployed from
the sky using aerial vehicles. We propose to use the scheme
proposed in [12] for the aerial deployment of a 3-layer hier-
archical WSN capable of monitoring a 2D area. The position
of the sensors’ landing point is determined with respect to
the wind speed vector of the aircraft vehicle (transporting
the sensors), the wind forces experienced by the sensors
thrown from the air, and the interval separating two successive
droppings times.
As depicted in Figure 1, the optimal position of every
BSN, DRN, or DDN is at the central of a subsquare. Even
if the technique proposed in [12] allows to control the error
related to the variation of the landing patterns, some sensing
coverage holes may occur due to the sudden variation of the
wind velocity and the geographical features of the landing
area. These holes should be detected and eliminated after
deployment, otherwise they would allow invasive intruders to
cross the thick line evade detection.
C. Target tracking
The target tracking is a collaborative task involving all nodes
in the network. When a trespasser crosses the borderline and
enters in the sensing range of a BSN. The latter detects it,
generates an alert, and forwards it to the DRN of the same
square. As long as the trespassers continue to move and cross
areas covered by sensors, neighbor BSNs, which are located
in the same or adjacent square, generate and forward their
alerts to the DRNs. These alerts, which are subsequently
forwarded by DRNs to the NCC, provide measurements of
the successive locations of the intruder. Based on the received
measurements, the NCC traces back the trajectory of the
intruder, and determines its velocity and direction. Based on
that trajectory, it predicts the next zone to be crossed within a
next predefined period of time. The NCC informs the DRNs
located in the predicted trajectory, and instructs them to wake
up BSNs available on that trajectory. As long as new alerts are
received by the NCC, the difference between the predicted and
the observed trajectory is computed and used to enhance the
predicted trajectory in the next time period.
D. Need for proactive and reactive techniques for an accurate
detection and tracking
An efficient detection and tracking of intruders by sensor
nodes requires that the monitored area is totally covered, and
the BSNs are able to communicate with their neighbors and
generate routes toward DRNs. The existence of sensing or
communication coverage holes in the network, would prevent
either the detection of trespassers and the generation of alerts,
or the routing of received alerts toward the DRN. Holes in the
network appear due to the following reasons:
• As sensors are thrown from aircraft during deployment,
some of them could be damaged.
• Sensors are prone to faults and malfunctioning. Calibra-
tion drifts, for example, which increase throughout the
sensor lifetime, could decrease the detection accuracy.
• A sensor could run out of energy depending on the
quantity of detected events and generated and forwarded
alerts.
• Due to modifications on the environment, under which
a sensor is deployed (e.g., vegetation, temperature,
noise), or the occurrence of transient troubles (e.g., rainy
weather), several irregularities could arise on the sensing
and transmission range, contributing to the creation of
coverage holes.
In addition to holes, threats affecting the monitored zone could
vary over time, requiring sometimes to increase the density of
nodes within the vulnerable area to guarantee a good detection
and tracking.
To guarantee a good quality of detection and tracking, a
WSN-based border surveillance applications should allow the
prediction, detection and identification of a wide set of sensor
faults, the tolerance of the monitoring system to these faults,
and the ability to recover from them. Energy consumption
of a sensor node, for example, should be monitored, and the
instant of failure should be predicted based on the history of
resources consumption. A replacement procedure should be
developed so that the NCC can proactively respond to failure
by replacing the sensor before it becomes faulty. The efficiency
of the replacement procedure depends on the size of the border
area, the mean time separating two successive faults, and the
frequency of events generation.
IV. BORDER SURVEILLANCE QUALITY IMPROVEMENT: USE
OF QUAD-COPTERS
In this section we introduce the use of unmanned aircraft
vehicle platforms of quadcopters, to interact with a terrestrially
deployed wireless sensor network and be used as a tool for
the proactive response and investigation of faults occurring on
the deployed sensors.
A. Quadcopter objectives
The main objectives of the quadcopter are: a) Localization
of terrestrial sensors and detection of sensing and transmission
coverage holes; b) Detection of several types of nodes failures,
such as battery depletion, and routing problems; c) Transport-
ing and dropping of lightweight sensor nodes; d) Correction
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of coverage holes by dropping sensors at suitable positions; e)
Relaying of data between isolated island of BSN nodes, and
between isolated DRNs and the NCC; f) Tracking of objects
crossing the border by capturing and transmitting real-time
video of the intrusion area; g) Waking up of isolated sensors
to track mobile trespassers and trace their trajectory.
The use of quadcopters for enhancing the quality of border
surveillance offers several advantages. First, it is able to fly
over hazardous and risky areas, allowing to prevent the loss of
human life. Second, it is an inexpensive platform that can be
built from scratch using components available in the market,
and easily assembled due to its non-complex mechanical
architecture. Third, it does not rise safety and legislative issues
thanks to its small dimension and ability to fly at very low
altitude. However, we should mention that such advantage
is granted to quadcopter unless some conditions are satisfied
including: (i) The quadcopter should not fly over or within 150
meters of a congested area or an organised open-air assembly
of more than 1,000 persons; (ii) The quadcopter should not
fly within 50 meters of any vessel, vehicle or structure which
is not under the control of the person in charge of the aircraft;
and (iii) The quadcopter should not fly within 50 meters of
any person1.
B. Quad-copter design requirements
To achieve the aforementioned objectives we design a quad-
copter that has the following characteristics. First, it represents
a mobile sensor that is able to communicate with the WSN
deployed on the ground. Second, it is able to perform a long
distance communication with the NCC using a packet oriented
service connection (such as 3G or rural mobile network) to
receive navigation data, transmit the locally collected data, and
relay data between isolated nodes. Third, it can be remotely
piloted and controlled over thousands of meters, and is able
to fly at a tunable altitude (up to several tens of meters).
Fourth, it is equipped with a set of on-board sensors for safe
flying (e.g., Attitude and Heading Reference System (AHRS),
GPS receiver, 2D LIDAR obstacle detection, compass, and
accelerometer). Fifth, it has an attached camera to capture
high-resolution images and real-time videos of the intrusion
scene. The images and video will be processed by a computer
vision algorithm to minimize the rate of false alerts. Sixth, it
can transport and drop tiny sensor nodes.
In order to reduce to the maximum possible the overhead
of the energy required by terrestrial sensors to respond to the
requests generated by the quadcopter, we introduce the use of
Radio Frequency energy harvesting techniques to powerlessly
localize sensors and collect and modify configuration data. We
integrate to every sensor a Wireless Identification and Sensing
platform (WISP) which is a programmable battery-free sensing
and computational platform [22], [23] that can be powered and
read by a standards compliant Ultra-High Frequency (UHF)
Radio Frequency Identification (RFID) reader. A WISP uses an
ultra-low-power programmable micro-controller powered by
RF energy to encode its unique ID and additional data in order
to perform sensing and computation tasks [24]. We equip the
1http://blog.oscarliang.net/laws-quadcopter-drones-uk/
quad-copters with long-range RFID readers to read the WISP
tags deployed on the WSN nodes located on the ground.
C. Coverage holes detection and maintenance
To detect sensing and transmission coverage holes, the
quadcopter needs to compute the current positions of neighbor
BSNs and DRNs within a predefined geographic area. To
compute the coordinates of a sensor node, say s, the quad-
copter proceeds as described in Figure 2. First, it computes
its coordinates (xp, yp) at position p thanks to the use of
an embedded GPS receiver, or using triangulation with the
3G network access points. Second, while flying at a constant
speed (from position p to another position q) and in parallel to
the upper boundary of the strip representing the thick border,
the quadcopter performs two successive measurements of the
distances dp and dq (between itself and the sensor node) at
two positions p and q, respectively. Knowing its speed and
the time difference between the two instants of measurements,
the quadcopter computes the distance separating the two
positions p and q. The coordinates (xs, ys) of the sensor s





(dpq−xs)2 + y2s = d2q . We obtain xs and ys as follows. Since
the quadcopter is always flying at the upper boundary (see
Figure 2), the ys’ value cannot be negative.{
xs = (d
2
p − d2q + d2pq)/(2dpq)
ys =
√
(d2p/2dpq) ∗ (d2p − d2q + d2pq)
(1)
To compute the distances dp and dq the quadcopter performs
an RFID based localization by estimating the physical distance
separating it to the passive WISP tag embedded in the sensor.
Several techniques can be used for the distance estimation
such as Radio Signal Strength or the time difference of arrival.
In [25] a technique that combines the advantages of acoustic
location (high degree of precision and simplicity) and the use
of RFID technology (powerless computation and unlimited
lifetime) is proposed to provide a high accuracy in comparison
with the existing techniques. Using it, the WISP tag embedded
to the sensor will be equipped with an acoustic tone detec-
tor. Once interrogated, the WISP powerlessly generates an
ultrasound signal after the reception of an acoustic beacon,
measures the acoustic Time of Flight, and stores the latter in
the tag to be read by the RFID reader integrated in the quad-
copter.
After computing the ground sensors’ positions (both BSNs
and DRNs), the quadcopter checks if: a) the distance sepa-
rating two neighbor DRNs does not exceed Rdc ; b) each BSN
has the required number of neighbor BSNs; and c) the distance
between two neighbor BSNs or between a BSN and a DRN
does not exceed Rbs. If one of these conditions is not satisfied,
the quad-copter drops additional nodes in the adequate zone
to overcome coverage and connectivity problems.
Having computed the positions of the two horizontal DRNs
say Di and Dj , which are unable to communicate together,
the quadcopter computes the position of the new DRN to
be dropped, so that it will be at the intersection of the






























































(a) Quadcopter’s Followed Trajectory
(b) Quadcopter’s Trajectory
Figure 2: Quad-copter-based localization correction
DRN
BSN
Figure 3: Deployment of DRNs
communication coverage areas of Di and Dj and inside the
squared zone as depicted in Figure 3. If possible, the position
of the new DRN will be also in the communication coverage of
one or two vertical neighbors, so that DRNs located at different
strips could communicate together to relay alerts from a border
strip to another (this feature is needed during tracking, so that
a DRN could ask its vertical neighbors to wake up sensors
located in the trajectory of the intruder).
To avoid the appearance of isolated islands of nodes
showing the existence of sensing and transmission coverage
holes between candidate group of nodes, the deployment of
additional BSNs should guarantee that each BSN has at least
one BSN in its sensing range Rs. To respond to coverage
holes, the quad-copter drops new BSNs as follows. First, it
determines the nearest BSNs of both isolated islands and
selects one of them. Second, it drops the new BSN as far





















Figure 4: Localization error estimation
distance separating them will be equal to Rs − ε where ε is
a small value representing the estimated error in computing
the distance between nodes. The quadcopter repeats the same
operation until no coverage hole exists.
D. Localization error estimation
Since the determination of the distance separating the
quadcopter to the tags requires that the WISP computes the
acoustic Time of Flight, through two successive interrogations
of the RFID tag, a non negligible period of time is required
to determine that distance. During the interrogation of the
WISP, the quadcopter moves using a static speed. Therefore,
during the two successive (interactions with the WISP, the
geographical coordinates of the quadcopter may vary slightly,
which may lead to an inaccurate estimation of the sensor’s
location. We estimate in this section the localization error as
follows:
Let t be the time elapsed between the first and the last
wireless communication with the WISP, s be the propagation
speed of the signal, and v be the speed of the quadcopter.
As the quadcopter speed is constant, The distance d4 can be
computed as d4 = t× v.
We denote by d3 = (d1 + d2)/2 the effective measured
distance (between the quadcopter and the sensor) due to the
movement of the quadcopter between the two interrogations of
the WISP, and let d2 be the distance supposed to be measured
by the quadcopter. Using the Pythagorean theorem, we obtain
the following equalities, assuming that the quadcopter is




(d4 − d2 cos(α))2 + (d2 sin(α))2 (2)
d3 = (
√
(d4 − d2 cos(α))2 + (d2 sin(α))2 + d2)/2 (3)
Since d3 = t× s, we can obtain the value of d2 in function
of t, s, v and α, and estimate the error e related to the
computation of the distance between the quadcopter and the
sensor as e = d3 − d2
E. Maintenance of failed nodes
Sensor failures could occur due to different reasons such
as battery depletion, or hardware/software manufacturing, or
calibration drift. We extend the sensor node architecture by
integrating to the WISP a dual Access EEPROM, which can
be accessed through a wired serial port from the embedded
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micro-controller, or through a wireless RFID reader. The use
of the RFID interface will allow the memory of the sensor
to be read and updated remotely and powerlessly. Therefore,
the failures can be investigated even if the sensor is unable
to respond to the quadcopter’s requests. The used dual-port
access memory stores the configuration state of the deployed
sensors, including: a) A routing table showing at least a route
to the nearest DRN. A route is a four-uplet in the form of
〈DRN id, next hop, distance, timestamp〉, describing the
id of the DRN , the identity of the next hop, the number
of hops to reach the DRN, and the time of the last update
(performed periodically or upon a failure detection); b) A
timestamped value of the remaining battery energy computed
and updated by the sensor each period of time T ; c) The value
of energy average consumption computed over a predefined
number of hours; d) The content of alerts that remained in
the sending buffer for a period of time exceeding a threshold
Th. Failures in sending the buffered data could occur due to
the unavailability of neighbor sensors in the route towards the
BSN; and e) A status flag describing whether the sensor is
in active or sleeping state. To detect and investigate failures,
the quadcopter uses its RFID reader to read the content of the
dual access memory. Failures can be detected as follows:
a) Detection of unreachable nodes: Some nodes could be
unreachable even if they are in the transmission coverage of
their neighbors, especially due to transmission impairments.
This failure can be detected by noticing the availability of
alerts that remained in the sensor node’s sending buffer for
a period of time exceeding a threshold Tmax. Basically, the
quad-copter traverses a linear path on the monitored area and
checks the content of the dual access memory of the sensors
therein deployed.
We consider a set A = {ai|i = 1, ..., n} of alerts available in a
sensor buffer at a given instant Tread, which denotes the time
when the quad-copter starts reading the content stored in the
sending buffer. The waiting time of a given alert is denoted
by Θ(a) = |T (a)−Tread|, where T (a) denotes the generation
time of alert a. If there exist an alert a ∈ A such that Θ(a) is
greater than a predifined threshold Tmax, (Θ(a) ≥ Tmax), a
transmission failure is detected. The quadcopter proceeds by
copying the content of these buffered alerts and immediately
forwarding them to the NCC. After being acknowledged, it
deletes these alerts from the dual access memory of the sensor
node.
b) Detection of out-of-coverage BSN nodes by the quad-
copter: The use of the quad-copter aims to increase the cov-
erage of the entire border surveillance system by investigating
and repairing sensor nodes connectivity problems such as the
existence of out-of-coverage nodes. We assume that every alert
reception should, normally, be acknowledged by the NCC
by τ seconds; otherwise the unacknowledged alert must be
retransmitted in a later time until it is finally received. The
number of retransmissions is limited to a threshold value
Retmax. If such a threshold is reached, the buffered alert
should be tagged in order to be read and relayed using the
quad-copter (i.e., via the WISP).
More formally, at a given instant t, the quadcopter checks
if the routing table is empty or contains an outdated route
to the DRN. It checks, within the buffered alerts on every
node, if the current time value tread is higher than the sum of
the route timestamp and the period of update, tup, (tread >
timestamp(j) + tup) and whether the maximum number of
retransmissions is exceeded.
If it is the case, the NCC instructs the quadcopter to correct
coverage holes by relaying these alerts and deleting them
from the buffer after being acknowledged. In addition, the
quadcopter is in charge of dropping additional sensors along
the uncovered zone as discussed in the previous section.
c) Powerless detection/identification of critical battery
level and out-of-energy nodes : To determine whether the
sensor is still active, the quadcopter checks whether the times-
tamp of the last update is recent, and whether the expected
remaining energy has reached the zero value considering the
average consumption of energy. If sensor’s battery is depleted,
the NCC instructs the quadcopter to drop a new sensor node
in that location.
We consider that the quad-copter is also able to detect whether
the sensor’s battery status is critical before completely deplet-
ing its energy. The quad-copter reads the last update of the
remaining battery energy level Elevel and checks if it is lower
than a threshold Eth based on the following inequality:
Elevel − (Emean ∗ TQ) < Eth (4)
where Emean is the mean consumption energy level of a given
sensor per a unit of time and Eth is a threshold value that
defines the minimum level of energy required to keep a sensor
node active for the period TQ that denotes the quad-copter
mean intervention time.
Consequently, if the residual energy of a deployed sensor
goes below this threshold, an alert is automatically forwarded
to the NCC, which instructs the quad-copter to intervene in
that location by replacing the sensor node before its battery
becomes out of energy .Tracking assistance
This subsection focuses on the description of an UAV-assisted
tracking scheme that exploits the cooperation between the
UAVs and the deployed WSN in order to provide an accurate
target state estimation and an efficient tracking of trespassers.
F. Intruders Exit Point Estimation
After detecting a trespasser, alerts generated by BSNs are
forwarded to the NCC through the hierarchical DRNs and
DDNs. The NCC predicts the trajectory of the trespassers,
instructs the DRNs on that trajectory to wake up sensors in
their vicinity, and sends the quadcopter to the trespassers’
exit point to remotely capture real-time video of the intrusion
scene. To predict the intruder’s exit point, we consider the
following hypotheses:
• The intruders seek to take the shortest path, when cross-
ing the border area, and try to not be exposed for a long
time to the sensor nodes deployed along the border, so
as to minimize the likelihood of being detected .
• An intruder, as illustrated in Figure 5, is moving along
a trajectory whose direction is typically perpendicular to
the borderline, but due to the geographical characteristics
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of the border areas, it can be inclined vertically with a
tilt angle α.
• The quadcopter is always flying at the upper boundary.
Therefore, to maximize the number of detected tres-
passers while minimizing the energy consumption we
consider that the capture of trespassers is performed at
the exit point of border strip.
The estimation of the intruder’s exit point is based on the
estimation of the next sensor by which it will pass and the
projection of the position of the last sensor that has detected










Figure 5: Typical Example of Intruder’s Trajectory
Let us consider a set Nint = 1, ..., n of intruders which are
crossing the border line at an instant t, and let (xi, yi) be
the position of the intruder i. This position is varying over
time. We consider that from the different positions computed
over time, we can estimate the X’s coordinate, say x̂i, of
the trespasser at the upper boundary axis, at the moment
when it will exit the borderline. Such an estimation can be
done using prediction algorithms [26], [27], and based on
the trespasser’s velocity and direction as determined by the
deployed sensors. The control center keeps track the estimated
exit point of each trespasser and updates it as long as new
sensors detect its displacement. These estimated exist points
are shared with the different intervention centers which will
send their quadcopters to spot trespassers when they will cross
the upper boundary axis, allowing to reduce the rate of false
positives by determining the type of moving object.
G. Quadcopter-based tracking
The quadcopter is initially located at the intervention center
(IC). To track intruders, it reads the list of estimated exist
points of trespassers and goes back and forth along the
borderline to spot tress passers. However, the quadcopter is
constrained to return to the IC for the purpose of maintenance
(replacement of the depleted battery by a fully charged one).
Therefore, efficiently scheduling the list of tasks that should
be performed by the quadcopter is necessary to minimize
energy consumption, reduce unnecessary displacement, and
avoid battery depletion before reaching the intervention center.
While the global direction of the trespassers’ trajectory is al-
most perpendicular to the borderline, their instantaneous veloc-
ity and direction is random, as illustrated in Figure 5). There-
fore, the estimation of their exit instant and x’s coordinate
is uncertain. Consequently, the scheduling of quadcopter’s’
actions should be based on heuristics that use the information
acquired from sensor nodes and available in NCC in order to
further the selection, with respect to a predefined conditions.
In this sub-section, we focus on describing a priority-aware
heuristic-based tracking algorithm for effectively tracking,
using quadcopters, multiple trespassers in the monitored area.
Such an algorithm meets the following properties:
• The NCC is in charge of scheduling the tracking tasks
based to their times of exit, and sending them to the
quadcopter;
• The execution of a tracking task cannot be interrupted
once the quadcopter starts performing it;
• Once the quadcopter finishes the execution of a tracking
task, it receives another instruction or is ordered to return
to the intervention center for battery replacement.
We consider a set of tracking instructions Q = {qi|i =
1, ..., n}, where a tracking instruction, qi = (x̂i,Θ(x̂i)),
is a tuple describing the estimated X’s coordinate of the
trespasser’s exit point at the borderline (x̂i), and the time
instant when it will be there Θ(x̂i). To serve the set of
instructions in Q, two main heuristics are used, namely the
Earliest Exit Time First (EETF) and the Nearest Exit Time
First (NETF).
• The Earliest Exit Time First (EETF): this heuristic en-
courages the selection of the task to be served according
to the time of exit value. In other words, quadcopter
servers the task related to the trespasser that will be the
first to cross the borderline.
• The Nearest Exit Time First (NETF): this heuristic
suggests selecting the task that minimizes the energy
consumed to move the quadcopter. In this context, the
quadcopters serves the nearest task to its current position.
In the sequel, we denote by Select (Q, EQ, EQth, H) the
function that will select the task q ∈ Q to be served based
on the heuristic H , considering a remaining battery energy
equal to EQ. Before serving a task and moving from a location
to another, the quadcopter should guarantee that the estimated
energy at the arrival is higher or equal to a predefined threshold
EQth.
Algorithm 1 describes how tasks are served by the quad-
copter, considering an available set of tasks Q, a battery energy
level equal to EQ, and an energy threshold EQth (i.e., the
minimal acceptable energy level of the quadcopter energy to
guarantee its availability). Whenever there are new tasks in the
set Q received from the network control center and not already
served by the quadcopter, the quadcopter is ordered by the
intervention center to serve the task selected with respect to the
heuristic H . If the energy remaining in the quadcopter battery
is sufficient to move it to forth toward the location of the task
and back toward the intervention center, the task is served.
Otherwise, the quadcopter is moved directly to the intervention
center for maintenance purpose. After the accomplishment of
every task, the energy remaining in the quadcopter battery is
inspected, its location is updated, and the task is set to served.
Since the quad-copter has the capability to communicate
with the deployed sensors within a communication radius ρ,
the NCC can also instruct the quadcopter to check if the
sensors located on the predicted trajectory and within its
communication radius are all woke up by remotely reading
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Algorithm 1 Priority-aware heuristic-based tracking algorithm
Track (Q, EQ, EQth, H)
Begin
∀q ∈ Q: Served(q)← false
// All received tasks are assumed to be not already served
x← GetQuadLoc()
// Set x to the quadcopter location on the borderline
While(Q 6= null && ∃q ∈ Qsuch that Tracked(q)=false)q ← Select (Q, EQ, x,H)
// Select the next node to serve (the task q ∈ Q) considering the heuristic H , the remaining energy EQ, and the quadcopter location x.
Er = ReqEgy(q, x, Loc(q))
// determine the required energy to serve the task by moving the quadcopter from the current location x to the task’s location Loc(q)
Ec = ReqCEgy(Loc(q))
//determinethe required energy to reach the control center once the task q is served at location Loc(q)
If EQ − Er − Ec ≤ EQth
//the quadcopter has enough energy to serve the task and be able to reach the control center once the task is served
Then Serve(q); EQ ← EQ − Er; Served(q)← True;
//Move the quadcopter to serve the task, update the remaining energy, and set the task as solved
Else GoToConCenter( ); EQ ← EQ − Ec;
//Move the quadcopter to the control center to change its battery, and update the remaining battery energy after such a maintenance.
End If
x← GetQuadLoc()
// Update the the new position of the quadcopter on the borderline
END While
End
the dual access memory and checking the value of the status
flag. If some sensors are found to be still in sleeping state, the
quadcopter informs the NCC (this failure can be investigated
later), and sends a pulse to the sensor (by writing directly to
the dual access memory) to change its configuration state.
H. Coping with the execution of complex tasks on WISPs
Radio Frequency energy harvesting techniques are used
to powerlessly locate sensor nodes located in the ground
and collect and modify configuration data, or even weak up
sleeping sensors. Using long-range RFID readers, quadcopters
can interact with the WSN by reading the WISP tags deployed
on each sensor node. Therefore, the quadcopter device should
be in direct visibility with the target sensor node to efficiently
perform it tasks, namely trespassers’ tracking and network
maintenance. However, since the energy required by these
tasks may overtake the quantity of energy harvested by the
WISP, sudden discontinuation and interruption of the executed
operation may happen. To cope with such an issue, we propose
to use one of the following two mechanisms, which were
proposed in the literature to allow the execution of complex
algorithms on a WISP, while introducing different steps of
energy harvesting during that execution.
Several mechanisms were proposed in the literature to han-
dle such a challenging issue. In [28], a mechanism enabling the
execution of complex computational algorithms was proposed.
The algorithm is split into a virtual set of instructions (the
energy required by each instruction is estimated) that will be
executed sequentially and will be divided into blocks. The
division of the virtual set of instructions into blocks should
take into consideration that the energy consumption of every
block does not exceed a predefined (estimated) threshold.
The WISP proceeds by the execution of the first block of
instructions upon receiving from the RFID reader the required
quantity of energy. Upon the block execution is terminated,
the program computational state is saved to a flash memory,
and a new energy harvesting request for the execution of
the next bloc is sent to the programmer. The WISP waits
for harvesting the required energy from the RFID reader and
then resumes the program’s execution by performing the next
block of instructions. The execution of such a process will be
repeated until the execution of the last bloc of instructions of
the whole complex task. One drawback of such an approach
consists of the delay overhead caused the wasted waiting time
after the execution of every bloc of instructions. During that
time the WISP should wait for the response of the RFID reader
transported by the quadcopter, in order to harvest energy.
Mementos [29] is another proposed approach aiming that
deals with the energy harvesting problem. The solution con-
sists of a software system which is implemented under an
enhanced WISP, and which integrates an energy-aware state
checkpointing system that allows spliting the complex tasks
into several life cycles. Trigger points are used at: (i) the
compilation time to call energy estimation functions to es-
timate the available energy level; and (ii) run time to predict
power losses. The program computational state is stored in a
non-volatile memory when an energy interruption is predicted.
Once enough energy is received, the previous program execu-
tion is not lost but the last saved state will define the new start
execution point. Compared to the previous solution, the inter-
ruption of tasks’ execution in this approach is only performed
if a potential power loss is predicted by the energy estimation
function, which could reduce the unnecessary overhead delays.
However, energy consumption problems and additional delays
may be experienced due to the repetitive and useless execution
of energy estimation functions.
76 JOURNAL OF COMMUNICATIONS SOFTWARE AND SYSTEMS, VOL. 12, NO. 1, MARCH 2016
V. PROTOTYPING THE QUAD-COPTER
This section focuses on describing the developed prototype
of the quad-copter (i.e., the quadcopter framework, and the
electrical, mechanical, and software architecture), and on how
this prototype has been tested to detect network status and
intruders.
A. Quadcopter framework
We chose to work with a quadcopter, which has a “Y”
shaped VTail design, over the conventional “X” orientation.
The VTail design, shown in Figure 6 is modeled after the
shape of the letter “Y” with a tail in the shape of the letter
“V”. The base setup of the VTail quadcopter contains 1240kV
motors, 30Amp electric speed controllers (ESCs), two 8045
and two 9047 propellers, and a 2.4GHz 8 Channel radio
receiver. The major differences between the VTail and con-
ventional quadcopters are the weight, motors, and battery. The
VTail’s credentials allow it to carry a heavier payload, have
longer flight times, and achieve more agile flight maneuvers.
This unique construction promotes a more stabilized flight,
combining the natural agility of a tricopter (a multirotor with
three motors and three propellers) setup, the stability of the
“X” style quadcopter (a multirotor with four motors and four
propellers), and removes the disadvantage pending on servo
control to turn in place.
Figure 6: VTail quadcopter: Bird view
B. Quadcopter’s electrical architecture
The electrical architecture shown in Figure 7, is centred
around the use of a well-known flight controller called the
KK2 Board made by RC store HobbyKing. This board uses the
Atmega324 PA, an 8-bit microcontroller operating at 20MHz
with 32 general purpose input/output pins, I2C communica-
tion protocol, Universal Asynchronous Receiver/Transmitter
(UART) serial communication line, and analog to digital con-
version (ADC) channels. The KK2 Board has a library of pre-
installed software to compute and set the different orientations
of quadcopters, which is especially useful since the VTail
form is rarely supported. This board is responsible for sending
pulse width modulated (PWM) signals ranging from 1.5ms to
2.0ms every 20ms to four electric speed controllers (ESCs),
Figure 7: Electrical architecture
which control the speed and therefore, thrust of each individual
motor on the quadcopter. The sensors on the board include a
sensitive gyroscope and accelerometer system to keep up with
the VTail’s unique agility and auto-levels the quadcopter in
the air at a high refresh rate. A separate GPS system is used
to keep track of the UAV in relation to the Earth at all times.
The sensors on the ground have radio frequency identification
(RFID) tags that relay valuable information that needs to be
retrieved by the UAV. To accomplish this, the ID-12LA RFID
reader is placed on the quadcopter to store the information
on the tag from the wireless sensor network. The quadcopter
operates through a radio control frequency of 2.4GHz with the
aid of a live video stream captured by a GoPro video camera
and transmitted by an 800mW 1.3GHz transmitter.
C. UAV Mechanical Architecture
In the case where a sensor is damaged or is malfunctioning
in the field, the UAV will need to be able to retrieve the data
from the broken sensor and replace it with a working one. A
workable solution is to attach a magnetic locking mechanism
to the base of the quadcopter. In Figure 8 there is a permanent
magnetic ring on the bottom of the structure. That ring will
hold the top of the sensor to be deployed on the ground. The
way that the UAV drops the sensor is by a stepper motor-driven
threaded turning rod that passes through a hole in the base of
the structure, making the platform able to move upwards. The
rod will physically push the top of the sensor down to create
enough to separate the sensor from the magnetic ring, dropping
the sensor on the ground in its designated location. The stepper
motor is controlled by a channel on the KK2 board as seen in
Figure 7.
D. Quadcopter software architecture
The software designed for the quadcopter is an infinite loop.
The process starts with the control input from either the user
or a set of instructions saved in memory. The next step is
to decide the best route on how to accomplish the given
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Figure 8: Magnetic Sensor Attachment
input by capturing the current sensor data provided by the
accelerometer, gyroscope, magnetometer, and GPS. Then, the
software that is run on the KK2 Board uses a PID controller
to handle the predicative calculations, the motor speed output,
and the error percentage based on the difference between the
expected and actual attitude of the quadcopter. The ESCs
each have their own processor that operates at a relatively
high clock speed in order to react in real-time to the KK2
Board’s rapid string of commands. That command is used as
an objective to reach and in turn, is translated as a task that
is attempted until it is completed. Then, the process starts
over with a new input resulting into a different task. Possible
tasks include, but are not limited to, travelling to a set of GPS
coordinates, deploying/retrieving a sensor, and surveillance
and data collection using near field communication.
E. Testing the quadcopter’s Prototype
We tested our prototype on a test scenario with two control
method setups, namely manual control and GPS based auto-
control, for providing valid parameters to simulations. In the
test scenario, three triangular positions (Intruder position A,
and Intruder position B, and intervention center C) were
arranged with GPS coordinates. Our quad-copter flights over
each intruder A and B, and then flights back to C. We
equipped the designed quadcopter with a 3000mAH battery. In
comparison with a normal quadcopter, which has a 3300mAH
battery, our quadcopter can reach a maximum flight distance
of 3390 m before it has to return to its take-off area, while
the Crossfire’s maximum distance is 1872 m. This difference is
mostly due to the fact that the VTail is lighter, more agile, and
faster than the Crossfire, overcoming the battery disadvantage.
The prototype made 10 flights over intruder positions, and
we measured the battery consumption, and also the flight
speed, distance, and mission completion times based on GPS
positions. Our quad-copter showed a top speed of 11.5m/s.
To spot a trespasser, the range of the VTail quadcopter can
be extended by considering the range of the camera used to
take a picture. The camera used for the simulation was a GoPro
Hero 3 Black Edition, having a resolution of 12 Mega Pixels.
The range of this camera considering the need to recognize a
face, is given by : {
H = rw × (wm/wp)
D = f × (H/h)
(5)
where H is the width of the scene (m), rw is the width
of the resolution of the scene (px), wm is the width of the
face to detect in meters (m), wp is the width of the face
to detect in pixels (px), D is the distance to the scene (m),
f is the maximum focal length of the camera (mm), and h
is the width of the CMOS (mm). Obviously, experimentally
finding the Optimal flight speed of the quadcopter can increase
flight efficiency so that battery lifetime and flight distance can
also be extended due to the phenomenon called "helicopter
transnational lift". If the altitude of the UAV were to be 10
meters, the distance that can be added to the radius of the
VTail is 99.08 meters measured on the ground and derived
from Pythagorean theorem sqrt((99.586m)2 − (10m)2)).
In this experimentation, we were unable to find the optimal
speed of our quad copter yet because of the limited coverage of
the flight speed control system currently used. Such a feature
will be be developed in a future work.
VI. SIMULATION
Each BSN or DRN is able to estimate the remaining
lifetime by calculating the average energy consumption in J/S
over a history period. Before its lifetime reaches a threshold
value Th, a node forwards a notification to the NCC which
intervenes by sending a quadcopter to replace that node and
consequently extend the network lifetime. We suppose that the
time of intervention of the quadcopter is constant and defined
as the total time required to: a) fly to the suitable zone; b)
compute the position of the new BSN to drop; c) drop the
new BSN; d) wait for the new BSN to attach itself to the
network; and e) read the BSN’s WISP to check whether the
routing table of the BSN has a new route to the DRN.
A. Simulation Model
We consider a thick line WSN deployed along a rectangular
area of 6000 meters length and 150 meters width. A DRN
is placed each 150 meters, and each DRN is encircled by
8 BSNs. The distance between two BSNs is set to 30 m.
The IC is located in the middle of the intervention zone
and on border line. We assume that: (a) during the operation
period of the network, a sensor can be replaced several
times thanks to the use of the quadcopter, which is able to
repair one or several failures simultaneously; (b) the energy
consumption of a sensor depends on the number of alerts
generated and forwarded and on the duration of sensing period;
(c) the monitored area can be divided into adjacent and non-
overlapping intervention areas (each area is under the control
of one quadcopter); and (d) a set of trespassers are crossing the
border line starting from a point of entrance p, by following
a linear trajectory and using a constant velocity v = 1m/sec.
The line connecting the entrance point to the exit point of
the intruder is assumed to be perpendicular to the borderline.
Due to the geographical characteristics of the border areas,
the intruder’s trajectory is typically vertical to the borderline
(i.e., the intruder wants to quickly cross the border and remain
the minimum time exposed to the WSN nodes), but it can be
inclined vertically at an angle α. For each intruder, the point of
entrance p and the vertical inclination α are chosen randomly
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(following an uniform distribution), where p ∈ [O, 6000]




]. As long as a moving trespasser is in
the sensing range of a BSN, it generates an alert with a
constant rate of 1 packet/sec. Such an activity will lead to
an energy consumption considering the following parameters:
Transmission (59.2µJ/Byte), reception (28.6µJ/Byte), sensing
(6×10−3 µJ/msec). The used battery has an initial power equal
to 8640 J , and the alert datagram size is equal to 36 bytes.
The time of intervention of the quadcopter is the total time
required to: a) fly to the suitable zone; b) compute the position
of the new BSN to drop; c) drop the new BSN and wait for
its attachment to the network; and e) read the WISP of the
BSN to check whether it has a new route to the DRN. We
developed our own simulator using Matlab tool.
B. Estimation of the BSNs’ lifetime span
The first simulation we conducted aims to evaluate the
average rate of BSNs’ lifetime span with respect of the
threshold Th (The lifetime notification threshold). Figure 9
illustrates the variation of the average rate of BSNs’ lifetime
span in terms of the time of intervention of the quad-copter,
considering a variable number of quad-copters. Let Ti be
a period of operational time between the (i − 1)th and ith
failure (In particular T0 denotes the operation time before the
first failure). Then, the average rate of BSNs’ lifetime span,




Ti)/(Simulation time− T0) (6)
Based on the obtained results, we notice that the average
rate of BSNs’ lifetime span rises with the increase of the
number of quad-copters. Subsequently, the more the number of
quad-copters we have, the better the network lifetime gain we
obtain. In addition, we notice that for a given number of quad-
copters the curves decrease with the growth of the intervention
time. In fact, when the quad-copter is able to reach the failed
nodes rapidly (i.e. intervention time < 15 minutes) the gain
is considerably important regardless of the number of quad-
copters. As long as the intervention time is getting higher than
15 minutes, the gap between the average rates increases with
the increase of the number of quad-copters.
Figure 10 shows the evolution of the average rate of BSNs’
lifetime span with respect to the number of intruders, consider-
ing different values of the quad-copter intervention time. The
rate of gained network lifetime decreases with the increase
of the number of intruders crossing the monitored borderline.
The higher is the frequency of intrusions, the more the quad-
copter fails to reach the BSN nodes before becoming out of
energy. We also notice that the negative impact of the number
of intrusions/hour on the rate of gained lifetime, becomes more
and more important with the increase of the intervention time.
In particular, when the quad-copter is able to reach the failed
nodes rapidly (i.e.,intervention time ≤ 10 minutes), the gain
remains considerably important regardless of the number of
intruders/hour. When the quad-copter takes more than 10 min
to reach the BSN nodes, the gap between the obtained rates for
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Figure 9: Average rate of BSNs lifetime span vs. intervention
time
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Figure 10: Impact of the number of intruders on the average
rate of BSNs lifetime span
the same number of intruders is important. This gap increases
significantly with the increase of the number of intruders.
Figure 11 shows the evolution of the average rate of BSNs’
lifetime span with respect to the mean intervention time of
the quad-copter, considering different values of the mean resi-
dential time (TR) of intruders under the coverage of one BSN.
Based on the obtained results, we notice that the rate of gained
lifetime is negatively affected by the increase of the mean
intervention time of the quad-copter as well as the increase
of the intruders’ mean residential time. The lower is the
velocity of intrusions, the more the BSNs generate alerts and
the more the quadcopter fails to reach the BSN nodes before
becoming out of energy. This impact becomes more important
when the mean residential time per sub-square is equal to 60
seconds. Indeed, we notice that the curves for TR=60 seconds
decrease dramatically when the mean intervention time of the
quadcopter is greater than 5 minutes. When the value of TR
is in the range [30 50] and the quad-copter is able to reach
the failed nodes rapidly (i.e., intervention time <10 minutes),
the gain remains considerably important. However, when the
quad-copter takes more than 10 min to reach the BSN nodes,
the curves are considerably decreasing and the gap between the
obtained rates is significantly increasing. The more the mean
intervention time is increased the more the average rate of
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Figure 11: Impact of the intruders’ velocity and Quadcopter’s
intervention time on the average rate of BSNs lifetime span





































gained lifetime is decreased. For a value of TR equal to 60 sec,
the quad-copter may fail to reach the BSNs before completely
depleting their energy if it takes more than 5 minutes to repair
them. To optimize the BSNs’ lifetime, the designer should be
able to either reduce the mean intervention time of the quad-
copter or to multiply the quadcopter’s intervention centers.
In this simulation, the number of deployed BSNs is in-
creased, and the the border strip is enlarged, so that a BSN
can be connected to a DRN in a two-hop path The BSN
node keeps the generation of alerts as long as the intruder
lasts in its correspondant sub-square. The concept of multi-
hop communication has been introduced during simulation
to allow BSN nodes that detect trespassers to transmit their
alerts through the shortest path to the DRN node. Figure 12
shows the impact of the average residential time of trespassers
per sub-square on the evolution of the average rate of BSNs’
lifetime span. The illustrated curves are obtained for different
values of the quad-copter intervention time (10, 20, and 30
min). We notice that the rate of gained network lifetime
decreases with the increase of the average residential time
and with the decrease of the quadcopter intervention time.
Compared to the previous simulation, whichconsiders that
BSNs transmit their generated alerts directly to their DRN
neighbor, in this simulation we consider that alerts are for-
warded through a one-hop or two-hop route to their destination
(i.e., a DRN node in the same sub-square). The gained lifetime
is optimized since unnecessary transmissions are avoided. By
considering that alerts are transmitted to their destinations (i.e.,
the DRN node) through the shortest path, only the BSNs on
that route will participate in the transmission process. The
impact becomes more important when the mean residential
time per sub-square is greater than 30 seconds. When the
quad-copter takes 10 minutes to reach the BSN nodes, the
average rate of BSN’s lifetime span starts to considerably
decrease once the mean residential time becomes higher than
30. By minimizing the quadcopter’s response time and the
trespasser’s residence time the gained BSN’s life time will be
considerably improved. The configuration of the quad-copter’s
mean intervention time should be adjusted by taking into
Figure 12: Impact of the Residential Time of Intruders on The
average rate of BSN’s Lifetime Span






























Intervention Time = 20 minutes
Intervention Time = 15 minutes
Intervention Time = 10 minutes
consideration a set of parameters reported by the terrestrially
deployed WSNs including the number of intruders, the mean
residentail time, and the rate of alerts generation. Therefore,
by increasing the quad-copter’s intervention time we decrease
the probability to successfully replace (i.e., react just in time)
the depleted BSNs.
C. Estimation of the rate of non spotted trespassers
We simulated the percentage of failures in spotting intruders
with respect the number of trespassers per hour. The simula-
tion time spans 100 hours. The results are described in Figure
13 considering a simulation area at 1500 meters, 3000 meters,
and 6000 meters. For each simulation, we varied the thickness
of the WSN considering a border width of 120 meters, 240
meters, and 480 meters. We conducted the simulation with one
UAV having a top speed of 11.5m/s. The result of all three
plots show that the failure rate of UAV detection increases with
the increase of intruders per hour. In fact one UAV will not be
able to keep up with the demand of detecting intruders across
the border if the intrusions occur frequently, even with the
battery being replaced when the UAV returns to its home base.
The three plots also show that the rate of failure decreases
faster with the increase of border thickness, which increases
the total time that the intruder takes to cross the border under
the WSN coverage, and reduces the time constraints for the
UAV to move and spot the intruder successfully. The longer
is the distance to the intruder, the longer the UAV is busy in
detecting the intruder, increasing the number of intruders that
cross the border undetected. The best results overall show that
a WSN thickness of 240 m yields the lowest UAV detection
failure rate for a WSN length of 1500 meters.
VII. CONCLUSION
We developed in this work a border surveillance application
using quadcopters as a tool for the proactive and reactive
response to failures and intrusions, to improve the quality
of detection and tracking of trespassers crossing a border
supervised by a wireless sensor network. A VTail quadcopter
is designed, and a prototype is developed and tested. The
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(a) Simulation with a length of borderline equal to 1500m
(b) Simulation with a length of borderline equal to 3000m
(c) Simulation with a length of borderline equal to 6000m
Figure 13: Failure rate w.r.t. number of intruders per hour
designed quadcopter detects coverage holes, identifies and in-
vestigates failures, drops new sensors at the suitable positions,
relays urgent data, captures real-time video of the scene, and
wakes up sensors located on the trajectory of the intruder. A
priority-aware heuristic-based tracking algorithm is described
to allow the quadcopters in a given intervention area to
effectively track and spot intruders. Intrusions detected in the
same intervention area are managed by the same quadcopter.
However, due to the limited energy of the quadcopter and
the detection of tracking tasks with close exit times, some
intruders may succeed to cross all the borderline without being
intercepted by the quadcopter. To alleviate such a problem we
aim to enhance the proposed algorithm by considering the use
of overlapping intervention areas, where a trespasser can be
tracked at least by one quadcopter.
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