Quantum-inspired memory-enhanced stochastic algorithms by Realpe-Gómez, John & Killoran, Nathan
Quantum-inspired memory-enhanced stochastic algorithms
John Realpe-Go´mez1, ∗ and Nathan Killoran2
1Instituto de Matema´ticas Aplicadas, Universidad de Cartagena, Bol´ıvar 130001, Colombia
2Xanadu, Toronto, Canada
Stochastic models are highly relevant tools in science, engineering, and society. Recent work
suggests emerging quantum computing technologies can substantially decrease the memory require-
ments for simulating stochastic models. Here we show that some of these recent quantum memory-
enhanced algorithms can be either implemented or approximated classically. In other words, we
show that it is possible to develop quantum-inspired classical algorithms that require much less
memory than the best classical algorithms known to date. Being classical, such algorithms could be
implemented in state-of-the-art high-performance computers, which could potentially enhance the
study of large-scale complex systems. Furthermore, since memory is the main bottleneck limiting
the performance of classical supercomputers in one of the most promising avenues to demonstrate
quantum ‘supremacy’, we expect adaptations of these ideas may potentially further raise the bar
for near-term quantum computers to reach such a milestone.
I. INTRODUCTION
From the prediction and understanding of finan-
cial markets [1–3] or the intricate relationships among
ecosystems’ resilience, climate change, and human ac-
tivity [4–6], to the design and operation of the artifi-
cial intelligence architectures [7–10] that pervade our
lives, stochastic models and the corresponding algo-
rithms to implement them are indispensable. Opti-
mizing the computational resources, such as speed
and memory, needed for running stochastic algo-
rithms like Markov chain Monte Carlo, is crucial for
keeping up with the fast-growing and increasingly
complex problems our society faces.
With the emerging commercialization of quantum
computing technologies and the race to demonstrate
quantum ‘supremacy’ [11, 12], there is much interest
in understanding what aspects of information pro-
cessing quantum computers can do better than their
classical counterparts. While much work has focused
on potential quantum speedup [13], there is grow-
ing interest in potentially extreme memory reduc-
tions that quantum protocols can provide [14–22].
Indeed, both theoretical [14–16, 20–22] and experi-
mental [17–19] work suggests that quantum proto-
cols can generate samples from stochastic processes
using much less memory than the best classical coun-
terparts known to date, i.e., the so-called (classical)
-machines [23, 24]. These -machines rely on the
minimum ‘deterministic’ information about the past
of a stochastic process necessary to statistically pre-
dict its future—known as causal states.
For instance, imagine a coin inside a box that is
regularly perturbed. Each perturbation of the box
can flip the coin with a probability p, irrespective of
the current state of the coin (see Fig. 1). If p ≠ 1
2
, all
we need to know is the previous state of the coin, i.e.,
∗ john.realpe@gmail.com
the two causal states heads or tails, to correctly pre-
dict the probabilities of all future trajectories; there-
fore, we need to save in memory one bit of informa-
tion. The information saved is ‘deterministic’ in the
sense that it is either heads or tails and not a classical
probabilistic mixture of the two. In contrast, quan-
tum -machines can operate using less memory by
encoding information about the past on quantum su-
perpositions, the so-called quantum causal states (see
Fig. 2). If p = 1
2
the process is equivalent to tossing
a coin at random at each moment, so the amount of
memory required by a classical -machine discontinu-
ously jumps to zero. The amount of memory required
by the quantum -machine also goes to zero, though
continuously, so it cannot do better in this case (see
Fig. 3).
Such quantum-enabled memory reductions are re-
flected in two possible ways. First, in the sequential
generation of a single stochastic trajectory due to a
smaller state space of the quantum -machine, e.g.,
an -machine that needs a trit of memory could be
simulated by a quantum -machine that needs to keep
in memory only a qubit [15, 17]—this is referred to as
topological memory reduction. Second, in the paral-
lel generation of a large number of stochastic trajec-
tories, or samples, due to a smaller (von Neumann)
entropy of the quantum -machine at the stationary
state [14, 18, 19]—this is referred to as statistical
memory reduction. The quantum-enabled reduction
of topological memory relies on finding a representa-
tion of the quantum causal states in terms of a quan-
tum system of smaller dimension. In contrast, fol-
lowing the Schumacher quantum coding theorem [25],
the quantum-enabled reduction of statistical memory
relies on finding a suitable quantum coding of a large
number of sample quantum causal states, distributed
according to the stationary state of the stochastic
process.
Except for a very recent work [21], all quantum -
machines studied to date encode information only on
the amplitude of quantum states, i.e., no phase in-
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2formation is used [14–20]. Such ‘amplitude-encoded’
quantum -machines, however, can lead to ‘extreme’
memory reductions [16], i.e., to situations where the
memory required by the classical -machine diverges
while that required by the corresponding quantum
-machine remains finite.
But, if the information encoded in a probability
distribution and that encoded in its square root is
the same, why is there a difference in the memory
requirements of classical and quantum -machines?
Indeed, an early algorithm for ‘quantum deep learn-
ing’ [26] that only exploited the amplitude of quan-
tum states was later shown to be implementable clas-
sically [27]. Nowadays, there is growing interest in
such ‘quantum-inspired’ algorithms [28–31]. This
aligns with recent work [32, 33] suggesting that clas-
sical message-passing algorithms can be written in a
way mathematically analogous to quantum dynamics
in imaginary-time, i.e., by changing time t into −it
in the Schro¨dinger equation. In particular, square
roots of probabilities arise naturally in such a clas-
sical setting. But when the phase degree of freedom
is never used, the imaginary unit does not play any
role, and it is natural to expect that both real-time
and imaginary-time quantum dynamics can become
similar.
Here we provide evidence that in some cases it
is possible to classically implement such ‘amplitude-
encoded’ quantum -machines. More precisely, we
show that it is sometimes possible to implement clas-
sical protocols that have the same memory reductions
as amplitude-encoded quantum -machines. We do
so by saving information about the past of a stochas-
tic process using probabilistic mixtures, or stochas-
tic causal states, rather than the deterministic causal
states of standard -machines. We also show that
it is sometimes possible to build classical algorithms
that, by exploiting an operational interpretation of
negative numbers arising in a decomposition of prob-
ability distributions, introduced in Refs. [32, 33], can
generate stochastic trajectories while using much less
memory than the corresponding classical -machines.
Interestingly, in the case of a coin being regularly
flipped with probability p mentioned above, the mem-
ory requirements approach zero continuously as p →
1
2
, much as the quantum -machine does, instead of
jumping discontinuously to zero as the classical -
machine does. Such algorithms, though, do not attain
the same memory reductions of amplitude-encoded
quantum -machines, so there is room for improve-
ment. In particular, they do not exploit square roots
of probabilities. We discuss how belief propagation
can pave the way for expoiting such square roots.
Our results therefore show that it is possible to
develop quantum-inspired classical stochastic algo-
rithms that require much less memory than the best
classical stochastic algorithms known to date. Now,
memory is the main bottleneck limiting the per-
formance of classical supercomputers in one of the
most promising avenues to demonstrate quantum
‘supremacy’ in the near term [12]. So we expect adap-
tations of these ideas may potentially further raise
the bar for quantum computing technologies to reach
such a milestone.
The rest of this paper is organized as follows. In
Sec. II we review the main concepts related to -
machines (Sec. II A) as well as their quantum coun-
terparts (Sec. II B), and present two specific exam-
ples that have been recently demonstrated experi-
mentally [17–19], which we will revisit in the next
sections. In Sec. III we identify some features im-
plicit in quantum -machines and discuss how these
can be implemented classically. Based on these, we
introduce in Sec. III B two classical algorithms for
the two examples mentioned above that require less
memory to operate than the best algorithms known
to date, i.e., their corresponding -machines. One
of these algorithms reaches the same memory gains
as the corresponding quantum -machine, while the
other does not. In Sec. III C we discuss the extension
of the main ideas developed previously to build gen-
eral quantum-inspired memory-enhanced algorithms.
In particular, in Sec. III C 2 we introduce a general
quantum-inspired classical algorithm that can gener-
ate samples with much less statistical memory than
the best classical algorithms known to date. How-
ever, this algorithm does not reach, in general, the
same memory savings of the corresponding quantum
protocols. In Appendix A we present a detailed ex-
ample. In Sec. III C 4 we briefly discuss how re-
cent work [32, 33], showing that belief propagation
on chain- and cycle-like graphical models can be for-
mulated as quantum-like dynamics, could serve as a
general framework to exploit square roots of prob-
abilities. In Appendix B we present a detailed dis-
cussion of these ideas and introduce two graphical
models whose dynamics is mathematically analogous
to the two quantum -machines discussed as exam-
ples in Sec. II B. Finally, in Sec. IV we present the
conclusions of this work and put the ideas introduced
here in a broader perspective.
II. FRAMEWORK
A. Classical stochastic algorithms
Consider a system whose state at time step t ∈ Z
can be described by a stochastic variable Xt which
takes a value xt ∈ A in a certain alphabet A. The sys-
tem’s dynamics can then be described by a sequence
of stochastic variables
↔
X = ←X →X. Here ←X = . . .X−2X−1
and
→
X = X0X1 . . . are the sequences describing, re-
spectively, the past and future dynamics of the sys-
tem. The system’s dynamical law is specified by a
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FIG. 1. Some stochastic models studied here: (a) Sym-
metrically perturbed coin process studied in Refs. [14,
18, 19]. It consists of a coin that is regularly flipped
with probability p (horizontal arrows), independently of
whether the state of the coin (circles) is heads (0) or tails
(1). With probability 1 − p the coin remains in the same
state (circular arrows). (b) Post-processed perturbed coin
process analyzed in Refs. [15, 17]. Consider a coin that is
flipped regularly from heads (0) to tails (1) with probabil-
ity p and vice versa with probability q. With probabilities
1 − p and 1 − q, respectively, the coin remains in heads or
tails. The process illustrated in (b) is obtained by replac-
ing the last 0 in each consecutive substring of 0s with a 2
(for example, ⋯00001101001⋯ becomes ⋯00021121021⋯).
So, 0 can be followed by 0 or 2, while 1 can be followed
by anything, and 2 can only be followed by 1. The proba-
bilities for each transition are displayed beside the arrows
(see Ref. [15] for further details).
probability distribution P (←X, →X). Sampling from a
given stochastic process amounts to generating a se-
quence of variables from the corresponding dynam-
ical law P (←X, →X). A na¨ıve way to sample a future
sequence
→
X, given a realization of the past sequence←
x, may require infinite memory; for instance, if we
need to store the whole sequence
←
x.
More compact representations of stochastic pro-
cesses that require less memory resources are there-
fore highly desirable. Sometimes the probability dis-
tribution P (←X, →X) can be factorized into simpler
probability distributions. For instance, in the case
of stationary mth-order Markov chains, the whole dy-
namics can be generated by a single conditional prob-
ability distribution p(xt∣xt−m, . . . , xt−1) that yields
the probability that the state of the system at time
step t is xt, given that the previous m states the sys-
tem visited were xt−m, . . . , xt−1. A very common ex-
ample with m = 1 is the Markov chain Monte Carlo
algorithm.
However, in some cases the order of the Markov
chain, m, can be prohibitively large or even infinity
(see e.g., Fig. 1 in Ref. [15]). Fortunately, such long-
range temporal correlations can sometimes be more
compactly captured via hidden variables. A hidden
Markov model (HMM) is characterized by a set of
hidden variables or states S, an alphabet A, and the
probability P (x, j∣i) that if the HMM is in state i ∈ S
it emits output x ∈ A and transitions to state j ∈ S
(see Fig. 1).
The most direct way to characterize the memory
requirements of a HMM is perhaps by the dimension
of its state space. The topological memory
Dc = log2 ∣S ∣, (1)
corresponds to the number of bits necessary to encode
the ∣S ∣ states in which a HMM can be. The topolog-
ical memory characterizes the memory required for
sequential sampling, i.e., for generating a single sam-
ple trajectory.
A perhaps more subtle way to characterize the
memory requirements of a HMM is by the amount of
information actually encoded in the states of a HMM,
once it has reached the stationary state pi. The sta-
tistical memory
Hc = −∑
j∈S pij log2 pij , (2)
corresponds to the entropy of the HMM’s station-
ary sate pi. The statistical memory characterizes the
memory required for parallel sampling, i.e., for the
simultaneous generation of M ≫ 1 samples at the
stationary state. This observation is based on Shan-
non’s source coding theorem which states that M ≫ 1
samples distributed according to pi can be encoded
into about MHc bits. The statistical memory of a
HMM with state space S can be considered as the
topological memory of a new HMM with state spaceSM . Such a new HMM operates at the stationary
state and transitions j → j′, with j, j′ ∈ SM , corre-
spond to the independent transitions j` → j ′` , with
` = 1 . . . ,M , of the M samples of the original HMM.
According to Shannon source coding theorem, at the
stationary state pi we can then find an encoding of the
state space SM such that the set of states S∗ defined
on the code space is of size ∼ 2MHc .
The best HMMs known to date, in the sense that
they require the smallest topological and statistical
memory, are called -machines. The states of an -
machine are given by a mapping  that encodes an
equivalence relation
←
x ∼ ←y ⇔ P (→X ∣←x) = P (→X ∣←y), (3)
with (x) = (y) = j ∈ C, where C is the set of states
of the -machine, which we will refer to as (determin-
istic) causal states. An important property of any
-machine, called unifilarity and implied by Eq. (3),
is that the causal state j to which it transitions at
any given time is completely determined by the out-
put x emitted in such a transition and the state i from
which the transition takes place. More precisely,
P (x, j∣i) = P (x∣i)δj,f(i,x), (4)
4where δj,k is the Kronecker delta function and
f ∶ S ×A→ S is a deterministic function that returns
the causal state f(i, x) ∈ S to which the HMM tran-
sitions from state i ∈ S when it emits output x ∈ A.
In general, however, there is room for improvement
since -machines do not always reach the minimum
memory requirement, which is given by the mutual
information between past and future I(←X ∶ →X). We
now know [14–17, 20, 21] quntum models can do bet-
ter in such cases.
B. Quantum-enhanced stochastic algorithms
1. General considerations
We now discuss recent work [14–17, 20, 21] on
quantum protocols for generating samples from a
given classical -machine that can operate with
less memory requirements, the so-called quantum -
machines. The central idea is to define quantum
causal states as
∣ξi⟩ = ∑
x∈A,j∈S
√
P (x, j∣i) ∣j⟩ ∣x⟩ , (5)
where {∣j⟩}j∈S is an orthonormal basis of a quantum
system that represents the deterministic causal states
j ∈ S of the classical -machine, and {∣x⟩}x∈A is an
orthonormal basis of another quantum system that
represents the corresponding outputs x ∈ A.
It is always possible [20] to devise a unitary quan-
tum operator U , such that
U ∣ξi⟩ ∣0⟩ = ∑
x∈A
√
P (x∣i) ∣ξf(i,x)⟩ ∣x⟩ . (6)
If we measure the second system in Eq. (6) in the
basis {∣x⟩}x∈A, that system will output x ∈ A with
the correct probability P (x∣i) and the first system in
Eq. (6) will transition to the correct next quantum
causal state ∣ξj∗⟩, with j∗ = f(i, x), so the protocol
can be applied iteratively. Importantly, except for a
very recent work [21] which shows that adding phases
to Eq. (5) can provide further memory reductions, all
work to date has only considered amplitude-encoded
quantum causal states like those in Eq. (5). In this
work we will exclusively focus on the latter which,
while being less general, can still provide extreme
memory reductions, i.e., situations where the memory
required for a classical -machine to operate diverges
while that required by the corresponding amplitude-
encoded quantum -machine remains finite [16].
At the stationary state pi, the quantum causal state∣ξi⟩ appears with probability pii. So the state of the
quantum system can be represented by a density ma-
trix
ρ =∑
i∈S pii ∣ξi⟩ ⟨ξi∣ , (7)
whose rank yields the quantum topological memory
Dq = log2 [rank(ρ)] , (8)
and whose von Neuman entropy yields the quantum
statistical memory
Sq = −Trρ log2 ρ. (9)
Unlike deterministic casual states {∣j⟩A}j∈S that
are always orthogonal, the quantum causal states in-
troduced in Eq. (5) can be non-orthogonal, i.e., we
can have ⟨ξi∣ξj⟩ ≠ 0 for i ≠ j and therefore ρ can be
non-diagonal. So the quantum statistical memory Sq
can be strictly lower than the classical one Hc. This
implies that if we want to generate M independent
samples in parallel we can encode the corresponding
density matrix ⊗Mm=1 ρ with about MS(ρ) ≤ MHc
qubits describing the typical subspace [25, 34].
2. Examples
1. Symmetrically perturbed coin process: Fig-
ures 1a and 2a show an example recently investi-
gated in Ref. [14] and experimentally demonstrated
in Refs. [18, 19]. This simple two-state Markov chain
can be interpreted as the -machine of a coin in a box
undergoing regular perturbations that induce the coin
to flip with probability p at each time step [14]. In
this case we have f(i, x) = x ∈ {0,1} and the transi-
tion probabilities are given by
P (1∣0) = P (0∣1) = p, (10)
P (0∣0) = P (1∣1) = 1 − p. (11)
The best classical algorithms known to-date need to
save in memory one bit, encoding whether the previ-
ous state was 0 or 1 (see Fig. 3).
Figure 2a shows a possible implementation of a
quantum -machine that can reduce the memory re-
quirements (see Fig. 3) by relying on quantum causal
states [14, 18, 19] (cf. Eq. (5))∣ξ0⟩ = √1 − p ∣0⟩ +√p ∣1⟩ , (12)∣ξ1⟩ = √p ∣0⟩ +√1 − p ∣1⟩ . (13)
These quantum causal states, Eqs. (12) and (13), can
be prepared from the state ∣0⟩ via a unitary
Ux = (√1 − x #√x #) , (14)
with x = p and x = 1− p, respectively. Here the unde-
termined entries are irrelevant for the protocol; they
are chosen so that the operations are unitary.
The quantum protocol starts with the current
causal state ∣ξj⟩, with j ∈ {0,1}, adds an ancilla qubit
in state ∣ξ0⟩, and then applies to the combined system
a gate (see Fig. 2a)
CNOT(1,2) = ∣0⟩ ⟨0∣⊗ 1I + ∣1⟩ ⟨1∣⊗X, (15)
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FIG. 2. Quantum protocols studied here: (a) Quantum -machine for simulating the Markov chain in Fig. 1a. The
protocol starts with the current causal state ∣ξj⟩ (see Eqs. (12)-(13)) and an ancillary qubit in state ∣ξ0⟩. It then applies
to the combined system a controlled NOT gate (see Eq. (15)) where the first qubit is the control. Finally, the first qubit
is measured, producing the corresponding output with the correct probabilities and the second qubit transitions to the
correct next causal state, so the protocol can be iterated. (b) Quantum -machine for simulating the Markov chain in
Fig. 1b. The protocol starts with the current causal state ∣ξj⟩ (see Eqs. (23)-(25)) and two ancillary qubits, both in
state ∣0⟩. It then applies a negated controlled unitary Up (see Eq. (28)) between the first and third qubits, where the
first qubit is the control. Next, it applies a controlled unitary U1−q (see Eq (29)) between the first and second qubits,
where the first qubit is the control. It finally applies a controlled NOT gate (see Eq. (30)) between the second and third
qubits, where the third qubit is the control. Afterwards, the first and third qubits are measured giving outputs y1 and
y3, respectively; the probability to have both outputs equal to one is zero. Therefore, the variable x = y1+2 y3 ∈ {0,1,2}
yields the outputs corresponding to the Markov chain in Fig. 1b with the correct probabilities, and the second qubit
transitions to the correct next quantum causal state, so the protocol can be iterated.
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FIG. 3. Memory requirements of different algorithms:
The best classical algorithm known to date to simulate
the symmetrically perturbed coin process (see Fig. 1a),
i.e., its classical -machine, requires to keep in memory
one bit when p ≠ 1
2
(green horizontal straight line) and
zero bits when p = 1
2
(filled green circle). The dashed
purple curve shows the memory requirements for the cor-
responding amplitude-encoded quantum -machine. They
are substantially smaller and reach zero continuously as p
approaches 1
2
. The black triangular solid curve shows the∣1− 2p∣ bits per sample the classical algorithm introduced
here (see Fig. 4) needs to keep in memory. Interestingly,
the number of bits needed also goes to zero continuously
as p approaches 1
2
. None of the algorithms, however,
reaches the lower bound given by the mutual informa-
tion between past and future (dotted red curve), which is
given by 1+p log2 p+(1−p) log2(1−p) (see Refs. [14, 35]).
To reach this bound phases may be required [21].
where 1I is the identity matrix and
X = (0 1
1 0
) . (16)
This yields a new combined state
∣χj⟩ = CNOT(1,2) ∣ξj⟩ ∣ξ0⟩ , (17)
where ∣χ0⟩ = √1 − p ∣0⟩ ∣ξ0⟩ +√p ∣1⟩ ∣ξ1⟩ , (18)∣χ1⟩ = √p ∣0⟩ ∣ξ0⟩ +√1 − p ∣1⟩ ∣ξ1⟩ . (19)
By measuring the first qubit in the computational ba-
sis we get the desired statistics and the corresponding
transition of the second qubit to the correct quantum
causal state, so the protocol can be applied itera-
tively [18, 19].
As the stationary state of the symmetrically per-
turbed coin process (see Fig. 1a) is pi = ( 1
2
, 1
2
), the
density matrix associated to the quntum -machine
is (see Eq. (7))
ρ = 1
2
∣ξ0⟩ ⟨ξ0∣+ 1
2
∣ξ1⟩ ⟨ξ1∣ = λ+ ∣+⟩ ⟨+∣+λ− ∣−⟩ ⟨−∣ . (20)
Here λ+ = λ ≡ 12 +√p(1 − p) and λ− = 1 − λ are the
largest and smallest eigenvalues, respectively, and
∣+⟩ = 1√
2
(1
1
) , ∣−⟩ = 1√
2
( 1−1) , (21)
are the corresponding eigenvectors.
The quantum statistical memory is given by
Sq(λ) = −λ log2 λ−(1−λ) log2(1−λ) ≤ log2 2 = 1, (22)
6which is strictly smaller than the memory required
for the classical -machine (see Fig. 3), except when
p = 0 and p = 1 where both -machines require one
bit, or p = 1
2
where both -machines require zero bits.
So, if represented in terms of ∣+⟩ and ∣−⟩, the quan-
tum -machine can generate M independent stochas-
tic trajectories while keeping in memory onlyMSq(λ)
qubits.
2. Post-processed perturbed coin process: Fig-
ures 1b and 2b show an example, recently investi-
gated in Ref. [15] and experimentally demonstrated
in Ref. [17], of a three-state Markov chain. This can
be interpreted as the -machine of a suitably post-
processed perturbed coin process. See Refs. [15, 17]
for details on such an interpretation. Here we
are only interested in how quantum protocols can
generate samples from this Markov chain using a
smaller topological memory than the best known
classical algorithms. Indeed, there are quantum -
machines [15, 17] that can simulate this Markov chain
while keeping in memory just a single qubit, instead
of a qutrit or two qubits as it may appear necessary
for simulating a three-state system (see Fig. 2b).
Following Sec. II B, we can introduce an orthonor-
mal basis {∣0′⟩ , ∣1′⟩ , ∣2′⟩} (notice the primes) repre-
senting the deterministic causal states of the classical
-machine (see Eq. (3) and Fig. 1b). We can then de-
fine quantum causal states in terms of these as follows
(see Eq. (5) and Fig. 2b):∣ξ0⟩ = √1 − p ∣0′⟩ +√p ∣2′⟩ = ∣0⟩ , (23)∣ξ1⟩ = √q(1 − p) ∣0′⟩ +√1 − q ∣1′⟩ +√pq ∣2′⟩ (24)= √q ∣0⟩ +√1 − q ∣1⟩ ,∣ξ2⟩ = ∣1′⟩ = ∣1⟩ . (25)
Here we have also introduced a change of represen-
tation in terms of a new single qubit basis {∣0⟩ , ∣1⟩}
(with no primes), where [15, 17]∣0⟩ = √1 − p ∣0′⟩ +√p ∣2′⟩ , (26)∣1⟩ = ∣1′⟩ . (27)
Equations (23)-(25) show the three quantum causal
states ∣ξi⟩, for i = 0,1,2, can indeed be written in
terms of one single qubit, as stated above.
A quantum protocol [15] (see Fig. 2b) to sequen-
tially generate samples from the post-processed per-
turbed coin process in Fig. 1b starts with the cur-
rent causal state ∣ξj⟩, with j ∈ {0,1,2}, represented
in terms of the qubit basis {∣0⟩ , ∣1⟩}, along with two
ancillary qubits, both in state ∣0⟩. The following uni-
tary operations are then succesively applied to the
three-qubit state ∣ξi⟩ ∣0⟩ ∣0⟩ (see Fig. 2b):¬CU(1,3)p = ∣0⟩ ⟨0∣⊗ 1I⊗Up + ∣1⟩ ⟨1∣⊗ 1I⊗ 1I, (28)
CU
(1,2)
1−q = ∣0⟩ ⟨0∣⊗ 1I⊗ 1I + ∣1⟩ ⟨1∣⊗U1−q ⊗ 1I,(29)
CNOT(3,2) = 1I⊗ 1I⊗ ∣0⟩ ⟨0∣ + 1I⊗X⊗ ∣1⟩ ⟨1∣ , (30)
where Up and U1−q are obtained by setting x = p and
x = 1−q, respectively, in Eq. (14). We emphasize that
the unspecified entries # in Eq. (14) are not relevant
for this protocol and are chosen such that Up and
U1−q are unitary.
Using the full unitary,
U = CNOT(3,2)CU(1,2)1−q ¬CU(1,3)p , (31)
built from these operators we obtain
U ∣ξ0⟩ ∣0⟩ ∣0⟩ = ∣0⟩ (√1 − p ∣0⟩ ∣0⟩ +√p ∣1⟩ ∣1⟩), (32)
U ∣ξ1⟩ ∣0⟩ ∣0⟩ = √q ∣0⟩ (√1 − p ∣0⟩ ∣0⟩ +√p ∣1⟩ ∣1⟩) (33)+√1 − q ∣1⟩ (√q ∣0⟩ +√1 − q ∣1⟩) ∣0⟩ ,
U ∣ξ2⟩ ∣0⟩ ∣0⟩ = ∣1⟩ (√q ∣0⟩ +√1 − q ∣1⟩) ∣0⟩ . (34)
A measurement of the first and third qubits in the
qubit basis {∣0⟩ , ∣1⟩} (see Eqs. (26) and (27)) is then
performed. Let y1 ∈ {0,1} and y3 ∈ {0,1} denote
the corresponding values obtained. The probability
of observing both y1 = 1 and y3 = 1 is zero. The
combination x = y1 + 2y3 ∈ {0,1,2} yields the three
possible outputs of the post-processed perturbed coin
process (see Fig. 1b) with the correct probabilities.
The second qubit transitions to the correct quantum
causal state (see Eqs. (23)-(25)), so the protocol can
be applied iteratively.
III. RESULTS
A. Quantum-inspired memory-enhanced
sampling
1. General considerations
The quantum protocols described in Sec. II B were
based on the amplitude encoding of the transition
probabilities of the corresponding Markov chains,
Eq. (5) (see Fig. 1). However, Refs. [32, 33] show that
the quantum dynamics of such phaseless quantum
states can be mathematically reproduced via classi-
cal belief propagation, at least in the examples stud-
ied here (see Sec. III C 4 and Appendix B)—this only
holds at the time scale set by the gates, not for any
arbitrarily short time scale. It is then natural to ask
whether such quantum memory-enhanced algorithms
could be implemented classically. While belief propa-
gation seems to be a strong candidate, there are some
caveats that we expect can be resolved in the near fu-
ture, as we will discuss in Appendix B.
We will therefore introduce a different approach
here. We will show that by exploiting some classical
features implicit in the quantum protocols described
in Sec. II B, we can design classical algorithms more
memory-efficient than the best classical algorithms
known to date, i.e., -machines.
7For simplicity, we will first discuss in Sec. III B the
two examples we have been dealing with (see Figs. 1
and 2) and afterwards, in Sec. III C, we discuss how to
develop general quantum-inspired memory-enhanced
stochastic algorithms. In Sec. III B, we will first in-
troduce a classical algorithm for the symmetrically
perturbed coin process (see Fig. 1a) that requires
much less statistical memory than the corresponding
-machine, though it does not reach the same mem-
ory gains of the corresponding quantum protocol. In-
terestingly, as in the quantum protocol, the memory
requirements of this classical memory-enhanced algo-
rithm vary continuously along all the range of val-
ues of p, avoiding the discontinuous jump of the -
machine at p = 1
2
(see Fig. 3)—the slope of the curve,
however, jumps discontinuously at p = 1
2
while that
of the quantum -machine varies continuously. To
achieve this, analogous to the quantum -machine,
the algorithm operates at the stationary state and at
the ensemble level, i.e., on a large number of paral-
lel independent samples. Furthermore, the algorithm
exploits the eigendecomposition of the matrix of tran-
sition probabilities and an operational interpretation,
introduced in Refs. [32, 33], of negative numbers aris-
ing in a suitable decomposition of the vector of prob-
abilities.
Next, we will introduce a classical algorithm for the
post-processed perturbed coin process (see Fig. 1b)
that has the same memory gains as the correspond-
ing quantum protocol in Fig. 2b. More precisely, this
algorithm needs to keep in memory only a single bit,
instead of a trit as the corresponding -machine (see
Fig. 1b). To achieve this, we introduce stochastic
causal states, i.e., classical mixtures of the ‘determin-
istic’ causal states of the corresponding -machine.
Such mixtures do a similar job as the quantum su-
perpositions of the amplitude-encoded quantum -
machines. We may refer to such classical protocols
as stochastic -machines.
In Sec. III C, we will introduce general quantum-
inspired memory-enhanced algorithms which, how-
ever, do not exploit square roots of probabilities. In
Sec. III C 4 and Appendix B we discuss how belief
propagation can naturally lead to classical protocols
formally similar to the corresponding quantum proto-
cols. In particular, square roots of probabilities nat-
urally arise in such protocols. However, we point out
some caveats that we hope can be resolved in the
near future, which would lead to a full algorithmic
interpretation of square roots of probabilities with its
corresponding additional memory gains.
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bits at random to 
save in memory.
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at random. 
FIG. 4. New memory-enhanced classical algorithm: The
reduction in statistical memory of quantum protocols like
that in Fig. 2a takes place at the stationary state and
manifests only at the ensamble level. Here we illustrate a
classical algorithm for the symmetrically perturbed coin
process that also operates at the stationary state and sub-
stantially reduces memory requirements at the ensamble
level—here we assume p > 1
2
. The stationary state in this
case is pi = ( 1
2
, 1
2
). We first prepare the stationary state
by tossing M ≫ 1 coins at random (left, time step 0). We
then select M ∣2p − 1∣ of those coins and save their state
in memory (center, generic time step t). To generate the
next M samples we can prepare again the stationary state
by tossing again M coins at random (right, time step t+1),
which requires no memory about the past. We then scan
through the M ∣2p−1∣ coins whose state was saved in mem-
ory at time step t and flip those that are equal, in case
p ≥ 1
2
, or flip those that differ, in case p ≤ 1
2
. Since this
will flip about half of the M ∣2p − 1∣ scanned coins, both
from 0 to 1 and from 1 to 0, this conserves the station-
ary distirbution pi = ( 1
2
, 1
2
). Moreover, this generates just
enough bias to obtain the correct sufficient statistics char-
acterizing a Markov chain, i.e., the stationary state and
the frequencies characterizing all transition probabilities.
B. Examples
1. Symmetrically perturbed coin process
Here we introduce a classical memory-enhanced
algorithm to sample from the symmetrically per-
turbed coin process that requires less statistical mem-
ory than the corresponding -machine [14] —though
the algorithm does not reach the performance of the
quantum protocol. The lower statistical memory re-
quired by the quatum -machine is based on the
eigen-representation of the corresponding density ma-
trix ρ. The eigen-representation of the density matrix
ρ associated to the symmetrically perturbed coin pro-
cess is given by the right-most side of Eq. (20). When
8the process is completely random, i.e., p = 1
2
, we have
λ = 1 and ρ = ∣+⟩ ⟨+∣. In this case, the first term in the
eigendecomposition of ρ is associated to completely
random, memoryless behaviour. So, when p ≠ 1
2
, the
second term in the eigendecomposition of ρ, which
has negative elements, should somehow reintroduce
the Markovian memory.
The situation is similar to the one described in
Refs. [32, 33] to operationally interpret negative num-
bers in a decomposition of general probability vectors,
in this case the vector (1−p, p) associated to a simple
coin-toss process. Following Refs. [32, 33], this prob-
ability vector can be written in a way similar to the
eigendecomposition of ρ in Eq. (20), namely
(1 − p
p
) = 1
2
(1
1
) + 1 − 2p
2
( 1−1) . (35)
As before, the first vector can be interpreted as
tossing coins uniformly at random, while the negative
numbers in the second vector can be interpreted as a
sort of ‘correction’ (see Refs. [32, 33] and Sec. III C
below for the general version of this idea). More ex-
plicitly, the decomposition of the probability vector
in Eq. (35) could be read algorithmically as follows:
(i) With probability one, toss coin uniformly at ran-
dom (first vector); (ii) If p < 1
2
and coin is in state∣1⟩ = (0,1)T , with probability 1−2p flip the coin; (iii)
If p > 1
2
and coin is in state ∣0⟩ = (1,0)T , with proba-
bility 2p− 1 flip the coin. The flipping in parts (ii) or
(iii) would bias the uniform distribution of coins ob-
tained in (i) just enough to get the correct statistics
of the coin toss.
Figure 4 describes an algorithm that applies this
idea to the case of the symmetrically perturbed coin
process. Such an algorithm requires to save in mem-
ory only ∣2p − 1∣ ≤ 1 bits per sample instead of the 1
bit of the best classical algorithm known to date (see
Fig. 2c). In this, we first toss M ≫ 1 coins at random
and save the state of M ∣2p− 1∣ ≤M of them in mem-
ory. This would yield a set of samples from the sta-
tionary distribution pi = ( 1
2
, 1
2
). To generate the next
set of M samples we toss again M coins at random,
which require zero memory, and then compare the
M ∣2p − 1∣ coins saved in memory. If p > 1
2
(p < 1
2
) we
flip those coins whose state equals (differs from) the
state before. This ‘correction’ produces just enough
bias to recover the correct statistics of the Markov
chain, i.e., its transition probabilities, while respect-
ing the stationary state pi = ( 1
2
, 1
2
).
2. Post-processed perturbed coin process
Here we introduce a memory-enhanced classical al-
gorithm to sample from the post-processed perturbed
coin process (see Fig. 1b) that requires the same
topological memory of the corresponding quantum
-machine (see Fig. 2b), i.e., it requires to keep in
memory only a bit instead of the trit required by the
classical -machine. The idea is to encode information
stochastically by defining (classical) stochastic causal
states in analogy with Eqs. (23)-(25) as
∣C0⟩ = ∣0⟩ , (36)∣C1⟩ = q ∣0⟩ + (1 − q) ∣1⟩ , (37)∣C2⟩ = ∣1⟩ . (38)
As before, here the ket notation just refers to stan-
dard real vector notation. The stochastic causal state∣C1⟩ is uncertain; we do not have full knowledge about
it. Yet we will see that this would allow us to obtain
the very same memory savings as the corresponding
quantum -machine in Fig. 2b. In a sense, there seems
to be computational value in knowing less.
Similarly, we can write the (classical) stochastic
analogs of Eqs. (32)-(34) as
∣C0⟩ ∣0⟩ ∣0⟩→ ∣0⟩ [(1 − p) ∣0⟩ ∣0⟩ + p ∣1⟩ ∣1⟩], (39)∣C1⟩ ∣0⟩ ∣0⟩→ q ∣0⟩ [(1 − p) ∣0⟩ ∣0⟩ + p ∣1⟩ ∣1⟩] + (40)+ (1 − q) ∣1⟩ [q ∣0⟩ + (1 − q) ∣1⟩] ∣0⟩ ,∣C2⟩ ∣0⟩ ∣0⟩→ ∣1⟩ (q ∣0⟩ + (1 − q) ∣1⟩) ∣0⟩ . (41)
Indeed, let y1 ∈ {0,1} and y3 ∈ {0,1} denote the values
obtained after observing the first and third stochastic
bits, respectively. The probability of observing both
y1 = 1 and y3 = 1 is zero. The combination x = y1 +
2y3 ∈ {0,1,2} yields the three possible outputs of the
post-processed perturbed coin process (see Fig. 1b)
with the correct probabilities. The second stochastic
bit transitions to the correct stochastic causal state
(see Eqs. (36)-(38)), so the protocol can be applied
iteratively. Since everything is real and non-negative,
we can readily build a classical stochastic algorithm
that implements the transitions in Eqs. (39)-(41).
For instance, if the initial output state is x = 0 or
x = 2, we set the first stochastic bit to s(1) = 0 or
s(1) = 1, respectively. Otherwise, we set it to s(1) = 0
or s(1) = 1 with probabilities q and 1−q, respectively.
To generate the next output, we do the following it-
eration: if s(1) = 0 we set both the second and third
stochastic bits to zero or one, i.e., s(2) = 0 = s(3)
or s(2) = 1 = s(3), with probabilities 1 − p and p,
respectively. Otherwise, if s(1) = 1 we set s(1) = 0
or s(1) = 1 with probabilities q and 1 − q, respec-
tively; furthermore, we set s(3) = 0. We then output
x = s(1)+2 s(3) and update the memory stochastic bit
as s(1) = s(2). By iterating this procedure we get a se-
quence of outputs x that is a sample trajectory of the
post-processed perturbed coin process (see Fig. 1a).
As in the case of the quantum -machine, here we
only need to keep in memory the first stochastic bit,
s(1), which at the end of each iteration will always be
in one of the stochastic causal states, Eqs. (36)-(38).
9C. Extensions
1. General considerations
Here we highlight some of the general concepts un-
derlying the examples discussed in Sec. III B. We first
introduce a general quantum-inspired stochastic al-
gorithm that extends the one introduced in Fig. 4
to general Markov chains. As the one introduced in
Fig. 4, this algorithm also exploits the interpretation
of negative numbers introduced in Refs. [32, 33]. Af-
terwards, we discuss the concept of general stochastic
causal states that extends the example of the post-
processed perturbed coin process to general Markov
chains and -machines. None of these generaliations
exploits square roots of probabilities. This possibility
is discussed briefly in Sec III C 4 and in more detail
in Appendix B.
To begin, the algorithm described in Sec. III B 1
(see Fig. 4) can be interpreted as an eigendecomposi-
tion of the matrix of transition probabilities Tj j′ =
P (j′∣j). According to the Perron-Frobenius theo-
rem for irreducible stochastic matrices, the stationary
state corresponds to the (left)-eigenvector ⟨pi∣ with
eigenvalue equal to one, i.e., ⟨pi∣T = ⟨pi∣, which is the
eigenvalue with largest absolute value. In this sense,
sampling from the stationary state, which is the first
step in the algorithm described in Fig. 4, yields the
main contribution to generate stochastic trajectories
with the correct statistics. The remaining eigenvec-
tors yield ‘corrections’, which may involve negative
numbers as in the example described in Fig. 4, whose
relevance is given by the magintude of their associ-
ated eigenvalues.
In principle, these ideas can be further general-
ized by using eigendecompositions of more general
matrices of transition probabilities and interpreting
the negative numbers that may arise in a similar way
as we have done in the example described in Fig. 4.
Such potential generalizations should take into ac-
count that for non-symmetric matrices, unlike the
example described in Fig. 4, the right and left eigen-
vectors may be different. In Sec. III C 2 we discuss
a general quantum-inspired memory-enhanced algo-
rithm based on this idea. In Sec. III C 3 we discuss the
notion of general stochastic causal states that gener-
alizes the ideas exploited in the example studied in
Sec. III B 2. Finally, in Sec. III C 4 and Appendix B
we discuss how square roots might also be exploited
via belief propagation protocols.
2. General quantum-inspired algorithm with enhanced
statistical memory
Here we describe how taking into account only
one left- and right-eigenvector, i.e., those associated
to the stationary state, already leads to a general
quantum-inspired memory-enhanced stochastic algo-
rithm. Consider an (N + 1)-state Markov chain with
state space S specified by the matrix of transition
probabilities (see Appendix A and Fig. 5 for a de-
tailed example)
T = ∣1I⟩ ⟨pi∣ +∆, (42)
where ⟨pi∣ = (pi0, . . . , piN) is the stationary state, ∣1I⟩ is
the corresponding right-eigenvector, i.e., the (N +1)-
dimensional vector with all entries equal to one, and
∆ = T − ∣1I⟩ ⟨pi∣ is composed of all the eigenvalues and
eigenvectors different from ⟨pi∣ and ∣1I⟩. For simplic-
ity, we are asuming ergodicity so there is a unique
stationary distribution.
For each j ∈ S, letS−j = {i ∈ S ∶ ⟨j∣∆∣i⟩ < 0} , (43)S+j = {i ∈ S ∶ ⟨j∣∆∣i⟩ > 0} . (44)
It is useful to define the positive fractions
fj = max [− ⟨j∣∆∣i⟩
pii
∶ i ∈ S−j ] , (45)
and the positive ratios
r−j∶i→ = − ⟨j∣∆∣i⟩fjpii , for i ∈ S−j , (46)
r+j∶→i′ = 1Zj ⟨j∣∆∣i′⟩, for i′ ∈ S+j , (47)
where Zj is a normalization constant enforcing∑i′∈S+j r+j∶→i′ = 1.
To see that fj ≤ 1 we can show that all− ⟨j∣∆∣i⟩ /pii ≤ 1. Indeed, assume by contradiction
that − ⟨j∣∆∣i⟩ /pii > 1 so, from Eq. (42), we get− ⟨j∣T ∣i⟩ + pii > pii, i.e., − ⟨j∣T ∣i⟩ > 0. This is a contra-
diction since ⟨j∣T is a probability distribution. Sim-
ilarly, since by definition fj is the maximum of all
terms − ⟨j∣∆∣i⟩ /pii, then all ratios r−j∶i→ ≤ 1. Finally,
all ratios r+j∶→i′ ≤ 1 due to the normalization constant
Zj . So, all fj , r
−
j∶i→, and r+j∶→i′ can be interpreted as
probabilities.
A general quantum-inspired memory-enhanced
stochastic algorithm can be designed as follows. Let
st` ∈ S, with ` = 1, . . . ,M , denote the `-th sample gen-
erated at time step t. For easy of reference, we will
keep this ordering of samples throughout. If at time
step t the algorithm produces output j we save it in
memory with probability fj . At the end of time step
t we have generated M outputs, {st`}M`=1, distributed
according to the stationary state ⟨pi∣, and have saved
in memory on average mj = fjpijM samples in state⟨j∣, with j ∈ S and pij = ⟨pi∣j⟩. LetMtj = {` ∶ st` = j was saved in memory} , (48)
denote the set of indexes of the samples st` with value
j ∈ S that are saved in memory at time t. After this
process we have a total ofm = ∑j∈Smj samples saved.
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To generate the `-th sample, st+1` , at time step t+1
we first generate a sample from the stationary state⟨pi∣ as an intermediate stage. If the `-th sample was
not saved at time step t, i.e. ` ∉ ⋃j∈SMtj , we just
output the new sample st+1` . Now, suppose the `-th
sample, st` = j, was indeed saved at time step t with
value j ∈ S, i.e., ` ∈Mtj . Suppose also that the new
`-th sample, st+1` = i, generated at the intermediate
stage has value i. If i ∈ S+j we just output the sample.
Otherwise, if i ∈ S−j we change it into i′ ∈ S+j with
probability
rj∶i→i′ = r−j∶i→r+j∶→i′ . (49)
This process is repeated M times.
To see that this algorithm indeed generates samples
with the right statistics, consider the probability Pj→i
to obtain a sample st+1` = i at time t+1 corresponding
to a sample st` = j at time step t. In the intermediate
stage we obtain st+1` = i with probability pii. The
probability that both st` = j was saved in memory
at time step t and st+1` = i at the intermediate stage
is piifj . Now, if s
t
` = j was saved in memory and
st+1` = i ∈ S−j at the intermediate stage, the value
of the sample st+1` will change into any i′ ∈ S+j with
probability ∑i′∈S+j rj∶i→i′ . This leads to the relationPj→i = pii − piifj ∑
i′∈S+j rj∶i→i′ , (50)
which using Eqs. (46)-(49) yields Pj→i = pii + ⟨j∣∆∣i⟩,
or Pj→i = ⟨j∣T ∣i⟩, as expected.
If i ∈ S+j instead, the sample st+1` = i does not
change. However, we have to take into account all
possible transitions into i from all other samples st+1`′
that at the intermediate stage satisfy st+1`′ = i′, with
`′ ∈ Mtj , `′ ≠ `, and i′ ∈ S−j . Since at the interme-
diate stage st+1`′ = i′ with probability pii′ and st`′ = j
was saved in memory with probability fj , both events
happen with probability fjpii′ . Now, the total prob-
ability that any of the samples st+1`′ = i′, with i′ ∈ S−j ,
corresponds to a sample st` = j saved in memory, i.e.,
`′ ∈ Mtj , and transitions into i is ∑i′∈S−j pii′fjrj∶i′→i.
This leads to the relationPj→i = pii + ∑
i′∈S−j pii′fjrj∶i′→i, (51)
which using Eqs. (46)-(49) yields
Pj→i = pii − ⟨j∣∆∣i⟩
Zj
∑
i′∈S−j ⟨j∣∆∣i′⟩ . (52)
To change the sum above into a sum over elements of
S+j we can use the identity∑
i′∈S+j ⟨j∣∆∣i′⟩ + ∑i′∈S−j ⟨j∣∆∣i′⟩ = ∑i′∈S+j ∪S−j ⟨j∣∆∣i′⟩= ∑
i′∈S [⟨j∣T ∣i′⟩ − pii′] = 0.
(53)
Here we have extended the sum from S+j ∪ S−j to S
since we can add all ⟨j∣∆∣i′⟩ = 0 without changing the
sum. We have also taken into account that both pii
and ⟨j∣T ∣i⟩ are probability distributions over i. Using
this identity and Eq. (47) we finally obtain Pj→i =
pii + ⟨j∣∆∣i⟩, or Pj→i = ⟨j∣T ∣i⟩, as expected.
Again, we have built this in analogy with the quan-
tum protocols that reduce statistical complexity (see
Sec. II B), which exploit the eigendecomposition of
the density matrix to find an optimal quantum en-
coding of the M samples. However, we have exploited
here only the eigenvector corresponding to the sta-
tionary state. It may be possible to exploit all eigen-
values to build algorithms that require less memory.
Nevertheless, like in the case of the quantum proto-
cols, the price to pay for this would be the need to
find and deal with the full eigensystem of the matrix
of transition probabilities.
3. General stochastic causal states
Now, the concept of stochastic causal state intro-
duced in Sec. III B 2 (see Eqs. (36)-(38)) can in prin-
ciple be generalized to systems of any dimension.
For instance, in the case of a Markov chain specified
by matrix of transition probabilities T , in analogy
with Eqs. (36)-(38), we could define general stochas-
tic causal states as
∣Ci⟩ = ∑
j∈S P (j∣i) ∣j⟩ . (54)
Or in the case of general -machines, in analogy with
Eq. (5), we could define them as
∣Ci⟩ = ∑
x∈A,j∈S P (x, j∣i) ∣j⟩ ∣x⟩ , (55)
where {∣j⟩}j∈S is an orthonormal basis that represents
the deterministic causal states j ∈ S of the classical
-machine, and {∣x⟩}x∈A is an orthonormal basis that
represents the corresponding outputs x ∈ A.
We can in principle find a classical algorithm that
requires a state space with the same dimensionality,
Dstoch, of the space spanned by the stochastic causal
states, {∣Ci⟩}i∈S . If Dstoch is smaller than the dimen-
sionality ∣S ∣ of the original state space, S, we would
obtain a quantum-inspired classical algorithm that
requires less topological memory than the best clas-
sical counterpart known to date, i.e., the -machine.
This was the case of the post-processed perturbed
coin process studied in Sec. III B 2. This particu-
lar instance has the advantage that it does not in-
volve negative numbers. This feature facilitates the
representation in terms of classical stochastic causal
states, Eqs. (36)-(38), and the corresponding tran-
sitions, Eqs. (39)-(41). In more general situations
there may be negative numbers involved, which could
in principle be interpreted operationally as we have
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done with the symmetrically-perturbed coin process
(see Fig. 4) and its generalization in Sec. III C 2 (see
also Appendix A).
4. Square roots of probabilities and belief propagation
In this work we have discussed memory-enhanced
quantum-inspired stochastic algorithms that, unlike
the quantum protocols discussed in Sec. II B, do not
make use of square roots of probabilities. In some
instances this has led to lower memory savings than
those that can be achieved with the corresponding
quantum protocols (see, e.g., Sec. III B 1). So, deal-
ing with square roots of probabilities has the poten-
tial of achieving the same performance of quantum
protocols in this cases.
Indeed, what actually motivated us to search for
such quantum-inspired algorithms was the observa-
tion that the classical algorithm known as belief prop-
agation, when run on cycle- or chain-like classical
graphical models, follows a dynamics which is math-
ematically similar to quantum dynamics when there
are no phases involved [32, 33]. Interestingly, square
roots of probabilities and the analogs of the Born rule
arise naturally in this potentially more general frame-
work.
In particular, it is possible to build graphical mod-
els whose belief propagation dynamics is mathemat-
ically analogous to the quantum protocols discussed
in Sec. II B 2. There are, however, some caveats that
we hope can be resolved in the near future. With
this in mind, we present in Appendix B a general
discussion of these ideas along with the two graphi-
cal models associated to the two quantum protocols
discussed in Sec. II B 2. This approach might in prin-
ciple lead to classical algorithms where the amplitude
encodings associated to the corresponding quantum
protocols could be understood as organizing samples
in squares, instead of lines as in Fig. 4. Any required
linear algebra manipulation would then be applied
to the sides of such squares rather than to the full
squares themselves. A full algorithmic interpretation
of square roots of probabilities is left for future work.
IV. CONCLUSIONS
Memory is a key computational resource for per-
forming high-performance simulations, e.g., of large-
scale complex systems or quantum computers. In
this work we have shown that some quantum pro-
tocols [14, 15, 17–19] recently introduced for stochas-
tic simulation, which can provide extreme memory
advantages over the best classical protocols known
to date, can actually be either implemented or ap-
proximated classically. In the former case we can
design classical algorithms with the same memory re-
ductions of the quantum counterparts. In the latter
we can design algorithms that require less memory
than the best classical algorithms known to date, yet
they do not reach the same memory reductions of
the quantum counterparts, so there is potentially still
room for further improvement.
One of the concepts involved is the encoding of in-
formation about the past of a system on probabilistic
mixtures, even though such information is already
known and so, in a sense, ‘deterministic’. We showed
how this can lead to a reduction in the dimension of
the state space, or topological memory, of the vari-
ables that need to be kept in memory in order to se-
quentially generate a stochastic trajectory. In short,
there is value in knowing less. This is the stochas-
tic parallel of the corresponding quantum protocols
which reduce memory requirements by saving already
observed information about the past on quantum su-
perpositions.
Another concept involved is the decomposition of
matrices of transition probabilities into the dominant
left and right eigenvectors, i.e., those associated to
the stationary state, and the residual. We can then
sample first from the stationary state, which requires
zero memory about the past, and then correct the
samples according to the residual to recover tempo-
ral correlations. This may involve negative numbers
that may arise in the decomposition. We have used an
operational interpretation of such negative numbers
introduced in recent work [32, 33], to design classi-
cal sampling algorithms that require much less mem-
ory than the best known to date, i.e., the classical
-machines.
Furthermore, following Refs. [32, 33], we have dis-
cussed how the classical message-passing algorithm
known as belief propagation can lead to a dynamics
mathematically similar to amplitude-encoded quan-
tum protocols, where the phase degree of freedom
does not play any role. In particular, square roots of
probabilities arise naturally in this framework. Ex-
cept for a very recent quantum protocol [17], all
quantum memory-enhanced protocols for stochastic
simulation investigated to date, like the belief prop-
agation counterparts, do not make use of quantum
phases. Such restricted amplitude-encoded quantum
protocols, though, can lead to extreme memory re-
ductions [16]. A full algorithmic interpretation of
such square roots of probabilities, however, is left for
future work.
Being classical, such quantum-inspired algorithms
could be implemented in state-of-the-art high-
performance computers. This could potentially en-
hance the study of complex systems and further raise
the bar for near-term quantum computers to demon-
strate ‘quantum supremacy’.
To conclude, the possibility to classically imple-
ment protocols that were previously considered quan-
tum raises the question: what is quantum? An in-
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triguing possibility which arose in Refs. [32, 33] (see
also Ref. [36]), which motivated this work, is that
the peculiar classical interaction of a physical agent,
e.g., a robot or a scientist, with a classical experi-
mental setup, when described from the perspective
of the agent itself leads to a fully quantum-like dy-
namics. If this is so, it might be possible to extend
the ideas introduced here to general quantum proto-
cols that may include phase degrees of freedom, as
those recently studied in Ref. [17].
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SUPPLEMENTARY INFORMATION
Appendix A: Illustrative example of algorithm in
Sec. III C 2
Here we discuss a specific three-state Markov chain
to illustrate the general algorithm introduced in
Sec. III C 2. Instead of just replacing the specific
values here into the general expressions introduced
therein, we will rather work this example out from
scratch to motivate the latter. Although this will nec-
essarily lead to a much longer discussion, we hope this
approach presents a complementary perspective that
may help clarify any confusion that may have arisen
in reading the general presentation in Sec. III C 2.
Consider the three-state Markov chain specified by
the transition probability matrix
T = ⎛⎜⎝
1
3
1
3
1
3
p q 1 − p − q
1
3
1
3
1
3
⎞⎟⎠ = ∣1I⟩ ⟨pi∣ +∆. (A1)
Here we have written T in terms of the left and right
eigenvectors associated to the largest eigenvalue λ =
1, which are
⟨pi∣ = 1
4 − 3q (1 + p − q, 1, 2(1 − q) − p) , (A2)
and ∣1I⟩ = (1,1,1)T , respectively. The reverse relation
of Eq. (A1) is
∆ = T − ∣1I⟩ ⟨pi∣ . (A3)
The eigenvector ⟨pi∣ in Eq. (A2) is the stationary state
of the Markov chain.
Although the Markov chain specified by the transi-
tion matrix T in Eq. (A1) could be described by just
two causal states, it serves to illustrate the main ideas
we want to discuss. We could use the same ideas for
the corresponding two-level -machine, but this would
be a rather trivial example. This also serves to illus-
trate that we can improve not only on -machines,
but also on sub-obtimal algorithms that may arise in
real-life applications, where finding the corresponding
-machine may be hard. Of course, this observation
also applies for the orginial quantum protocols.
If the state of the system is ⟨j∣, with j ∈ {0,1,2},
its next state is drawn from the probability vector
⟨j∣T = ⟨pi∣ + ⟨j∣∆. (A4)
In the spirit of Fig. 4 we can generate samples by
first sampling from the stationary state ⟨pi∣, which is
the same for all j, and afterwards correct the samples
according to the second term in Eq. (A4), i.e., ⟨j∣∆.
For concreteness, let us consider the case when p =
く0丨
く0丨
く1丨
く2丨
く0丨
く1丨
く2丨
M0  :
M0 𝜋0 :
M0 𝜋1 :
M0 𝜋2 :
M 0 Δ 00
M
0 Δ02
M0 T00   :
M0 T01   : 
M0 T02   :
く1丨
く0丨
く1丨
く2丨
く0丨
く1丨
く2丨
M1  :
M1 𝜋0 :
M1 𝜋1 :
M1 𝜋2 : - M 1 Δ 12
M1 T10   :
M1 T11   : 
M1 T12   :
- M
1 Δ10
く2丨
く0丨
く1丨
く2丨
く0丨
く1丨
く2丨
M2  :
M2 𝜋0 :
M2 𝜋1 :
M2 𝜋2 :
M 2 Δ 20
M
2 Δ22
M2 T20   :
M2 T21   : 
M2 T22   :
Sample 
stationary state
Correct 
samples
FIG. 5. General memory-enhanced classical algorithm:
Here we illustrate the general version of the algorithm
described in Fig. 4, using the Markov chain specified
by transition matrix T in Eq. (A1). Consider M = 182
samples currently distributed according to the stationary
state in Eq. (A5), i.e., M ⟨pi∣ ≡ (M0,M1,M2) = 18×(4,9,5)
(first column). To generate the next samples, in an inter-
mediate stage we first generate M samples again from
the stationary state, which requires zero memory (sec-
ond column). This set of M samples can be classified
into three sets of Mj samples, for j ∈ {0,1,2}, each dis-
tributed according to the stationary state, i.e., Mj ⟨pi∣,
which will be transformed into the new samples tran-
sitioning from current states ⟨j∣, respectively. We need
MjTjk samples, with Tjk ≡ ⟨j∣T ∣k⟩ and k ∈ {0,1,2}, tran-
sitioning from state ⟨j∣ to state ⟨k∣. In the intermediate
stage we have Mjpik, with pik = ⟨pi∣k⟩, instead. We can
use vector ∆ in Eq. (A3) to ‘correct’ the samples ob-
tained in the intermediate stage (third column). Indeed,
according to Eq. (A4) we just need to add Mj∆jk to the
Mjpik samples, with ∆jk ≡ ⟨j∣∆∣k⟩. This addition can be
considered as transitions from states ⟨k−∣ with ∆jk− < 0
into states ⟨k+∣ with ∆jk+ > 0, where k+, k− ∈ {0,1,2}
(see Eqs. (A6)-(A8)). Now, the number of samples that
need be transformed can be much smaller than the to-
tal number of samples M . For instance, if Tjk = pik we
would not need to transform any sample nor save any-
thing in memory. In this example we need to save only
m∗0 ≡ 13Mpi0, m∗1 ≡ 12Mpi1, and m∗2 ≡ 13Mpi2 samples in
states ⟨0∣, ⟨1∣, and ⟨2∣, respectively, or a total of 5
12
M <M .
If we do not want to differentiate between states, we can
save m∗ ≡ 3 max{m∗0,m∗1,m∗2} = 34M . Finally, instead
of working with the total number of samples that need
be ‘corrected’ we can work with ratios, which can be in-
terpreted as probabilities. This allows us to sequentially
apply the ‘corrections’, online, to each sample generated.
So, contrary to what this figure may suggest, we only need
to save 5
12
M , or 3
4
M , samples in memory (see Sec. III C).
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and q = 2
3
, which yields (see Eqs. (A2) and (A3))
⟨pi∣ = 1
18
(4, 9, 5) = (pi0, pi1, pi2) , (A5)
⟨0∣∆ = 1
18
(2, −3, 1) , (A6)
⟨1∣∆ = 1
18
(−2, 3, −1) , (A7)
⟨2∣∆ = 1
18
(2, −3, 1) , (A8)
and suppose we are generating M = 182 samples in
parallel (see Fig. 5; cf. Fig. 4). The M samples are
at the stationary state, Eq. (A5), so the number of
samples in states ⟨j∣, with j = 0, j = 1 and j = 2, is on
average
M0 =Mpi0 = 18 × 4, (A9)
M1 =Mpi1 = 18 × 9, (A10)
M2 =Mpi2 = 18 × 5, (A11)
respectively. For easy of illustration, we will work
with sample statistics as if they were population
statistics, i.e., we will neglect fluctuations about the
mean in the following discussion.
To generate the next set of samples, we first gen-
erate M = 182 new samples from the stationary state⟨pi∣, Eq. (A5). This is equivalent to generate three
subsets of samples of size M0, M1 and M2, each
distributed according to ⟨pi∣ (see Fig. 5). To re-
cover the temporal correlations between the current
and the next set of samples, we need to ‘correct’
each subset of Mj samples using vectors ⟨j∣∆, with
j = 0,1,2. Consider, for instance, the M0 samples
that transition from state ⟨j = 0∣. Since these M0
samples are distributed according to the stationary
state, Eq. (A5), on average M0pi0 = 4×4 stay in state⟨j = 0∣, M0pi1 = 4 × 9 transition to state ⟨j = 1∣, and
M0pi2 = 4 × 5 transition to state ⟨j = 2∣.
To ‘correct’ these M0 samples according to vector⟨0∣∆ in Eq. (A6) we need to change some of the sam-
ples that are in states with negative entries in ⟨0∣∆,
i.e., state ⟨j = 1∣, into states that have positive entries
in ⟨0∣∆ according to the ratios specified by these en-
tries. So, for every three samples in state ⟨j = 1∣ that
change, two should change into state ⟨j = 0∣ and one
into state ⟨j = 2∣. More precisely, since in this case the
only negative entry in Eq. (A6) is ⟨0∣∆ ∣1⟩ = −3/18, we
need to change on average −M0 ⟨0∣∆ ∣1⟩ = 4 × 3 sam-
ples. On average M0 ⟨0∣∆ ∣0⟩ = 4 × 2 should change
into state ⟨j = 0∣ and M0 ⟨0∣∆ ∣2⟩ = 4×1 should change
into state ⟨j = 2∣. This recovers the correct statis-
tics of the transitions from state ⟨j = 0∣ for the sim-
ple reason that the corresponding vector of transition
probabilities ⟨0∣T = ⟨pi∣ + ⟨0∣∆ is the sum of the sta-
tionary distribution vector and the ‘correction’ vector
(see Eq. (A4) and general discussion in Sec. III C 2).
Although this ‘correction’ generally take the M0 sam-
ples out of the stationary state, all M =M0+M1+M2
samples will globally remain at the stationary state
once we also ‘correct’ the samples that transition from
states ⟨j = 1∣ and ⟨j = 2∣, as we will see below.
Now, the correction vector ⟨1∣∆ in Eq. (A7) asso-
ciated to the M1 samples that transition from state⟨j = 1∣ has two negative entries, i.e., j = 0 and j = 2,
and one positive entry, i.e. j = 1. In this case we need
to change some of the M1 samples in states ⟨j = 0∣ and⟨j = 2∣ into state ⟨j = 1∣ according to the ratios spec-
ified by these entries (see Fig. 5). More precisely,
following the same reasoning of the previous case,
on average we need to change −M1 ⟨1∣∆∣0⟩ = 9 × 2
out of the M1pi0 = 9 × 4 samples in state ⟨j = 0∣ and−M1 ⟨1∣∆∣2⟩ = 9 × 1 out of the M1pi2 = 9 × 5 samples
in state ⟨j = 2∣ into state ⟨j = 1∣. This is the reverse
process of the previous case: for each sample in state⟨j = 2∣ that is changed into state ⟨j = 1∣, two samples
in state ⟨j = 0∣ are changed into state ⟨j = 1∣.
Suppose we save in memory a given number m1
of samples, {st`k}m1k=1, randomly chosen out of the M1
samples at time step t. Then, on average, m1pi0 of
the corresponding new samples, {st+1`k }m1k=1, generated
in the intermediate stage would be in state ⟨j = 0∣ and
m1pi2 of them would be in state ⟨j = 2∣. Each of these
numbers should be larger than the corresponding
number of samples that need to be changed to prop-
erly correct the M1 samples, i.e., m1pi0 ≥ −M1 ⟨1∣∆∣0⟩
and m1pi2 ≥ −M1 ⟨1∣∆∣2⟩. The minimum number of
samples that need to be saved to typically guarantee
these conditions is
m∗1 = max{−M1 ⟨1∣∆∣0⟩ /pi0,−M1 ⟨1∣∆∣2⟩ /pi2} ,
(A12)
or m∗1 = 12M1. Equivalently, the minimum fraction of
the M1 samples that we need to save in memory is
f1 = m∗1/M1 = 12—these fractions can be interpreted
probabilistically, as discussed in Sec. III C 2.
So, if we save in memory only m∗1 samples, on av-
erage m∗1pi0 samples will be in state ⟨j = 0∣ and m∗1pi2
samples will be in state ⟨j = 2∣. We need to change−M1 ⟨1∣∆∣0⟩ of the m∗1pi0 samples in state ⟨j = 0∣ into
state ⟨j = 1∣, or a ratio r−1∶0→ = −M1 ⟨1∣∆∣0⟩ / (m∗1pi0) =
1. Analgously, we need to change −M1 ⟨1∣∆∣2⟩ of the
m∗1pi2 samples in state ⟨j = 2∣ into state ⟨j = 1∣, or
a ratio r−1∶2→ = −M1 ⟨1∣∆∣2⟩ / (m∗1pi2) = 25—these ra-
tios can also be interpreted probabilistically, as dis-
cussed in Sec. III C 2. In all these fractions and ra-
tios the actual number of samples M1 cancels out;
this is true in general. In the previous case we have
m∗0 = −M0 ⟨0∣∆∣1⟩ /pi1 = 13M0, or f0 =m∗0/M0 = 13 , and
r−0∶1→ = 1; here the actual number of samples M0 also
cancels out.
Similarly, the only negative entry in the correction
vector ⟨2∣∆ in Eq. (A8) is ⟨2∣∆ ∣1⟩ = −3/18. To cor-
rect the M2 samples corresponding to those that were
in state ⟨j = 2∣ at time step t, we need to change on
average −M2 ⟨2∣∆ ∣1⟩ = 5 × 3 out of the M2pi1 sam-
ples that, on average, transitioned into state ⟨j = 1∣
at time step t + 1: M2 ⟨2∣∆ ∣0⟩ = 5 × 2 should change,
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on average, into state ⟨j = 0∣ and M2 ⟨2∣∆ ∣2⟩ = 5 × 1
should change, on average, into state ⟨j = 2∣. In
this case we have m∗2 = −M2 ⟨2∣∆∣1⟩ /pi1 = 13M2, or
f2 = m∗2/M2 = 13 . Additionally, r−2∶1→ = 1 since in this
case there is only one negative entry. So, all of the
corresponding m∗2pi1 samples that are in state ⟨j = 1∣
at the intermediate stage should change. All of these
samples should be distributed between states with
positive entries in the correction vector ⟨2∣∆, i.e.,
j = 0 and j = 2, according to the corresponding ratios.
In this case such ratios are r+2∶→0 = 1Z2M2 ⟨2∣∆ ∣0⟩ = 23
and r+2∶→2 = 1Z2M2 ⟨2∣∆ ∣2⟩ = 13 , respectively, where Z2
is a normalization constant enforcing r+2∶→0+r+2∶→2 = 1.
Applying the same reasoning to the first case an-
alyzed, i.e., those samples transitioning from state⟨j = 0∣, we obtain r+0∶→0 = 1Z0M0 ⟨0∣∆ ∣0⟩ = 23 and
r+0∶→2 = 1Z0M0 ⟨0∣∆ ∣2⟩ = 13 . We obtain the same
numbers as before because in this example we have⟨0∣∆ = ⟨2∣∆ (see Eqs. (A6) and (A8)). This is not
true in general, though.
Appendix B: Quantum-like belief propagation
protocols
Here we describe the potentially more general per-
spective discussed in Sec. III C 4 (Appendix B 1).
Furthermore, we introduce the two graphical models
whose belief propagation dynamics is mathematically
analogous to the quantum dynamics of the examples
discussed in Sec. II B 2 (Appendix B 2). Finally, we
point out some caveats that we hope can be resolved
in the near future (Appendix B 3).
1. General considerations
Belief propagation is a message-passing algorithm
to efficiently compute marginals of graphical mod-
els by passing messages from node to node along
the underlying graph (see Fig. 6; see also Sec. 14
in Ref. [37]). It was recently shown [32, 33] (see
Secs. V B and C in Ref. [32]) that belief propaga-
tion on chain- or cycle-like graphs is mathematically
analogous to quantum dynamics in imaginary time,
i.e., the dynamics obtained after changing time t to−it, where i is the imaginary unit. Since the imag-
inary unit only appears multiplying the phase of a
wave function, it is natural to expect that quantum
protocols that do not exploit information about the
phase, like those presented in Sec. II B could be effi-
ciently simulated classically.
For instance, let us consider a graphical model of
N + 1 binary variables s` ∈ {0,1}, with ` = 0, . . . ,N ,
interacting on a cycle whose probability distribution
factorizes as (see Fig. 6)
P(s0, . . . , sN) = 1
Z
N∏`=0F`(s`+1, s`), (B1)
where periodicity in the index ` is understood,
i.e., sN+1 = s0 Here the non-negative functions
F`(s`+1, s`), for ` = 0, . . .N , are called factors and
Z is the normalization constant. For instance, if P
is a Boltzmann distribution, the factor F` can be a
Boltzmann weight F`(s`+1, s`) = e−βE`(s`+1,s`) associ-
ated to an energy function E` and an inverse temper-
ature β. It is straightforward to extend the ideas pre-
sented here to D-dimensional arrays of binary vari-
ables s` = (s(1)` , . . . , s(D)` ) (see Sec. B 2 and Fig. 6).
Belief propagation is guaranteed to yield exact
marginals when the graphical model has the topol-
ogy of a tree. So, let us first assume that factor
FN(s0, sN) = 1 for all s0, sN ∈ {0,1}, so the cycle
turns effectively into a chain. In this case, belief prop-
agation passes messages µ`→`+1(s`) and ν`→`−1(s`)
starting at nodes ` = 0 and ` = N respectively [37]
(see Sec. 14 therein). After such messages have trav-
elled the entire chain, using a suitable normalization
for the messages, the marginal probability of variable
s` is given by [32, 33] (see Sec. V B in Ref. [32])
p`(s`) = µ`→`+1(s`)ν`→`−1(s`). (B2)
This is reminiscent of the Born rule of quantum
theory, and we can indeed write these messages
as [32, 33]
µ`→`+1(s) = √p`(s)eφ`(s), (B3)
ν`→`−1(s) = √p`(s)e−φ`(s). (B4)
If we do t → −it in the Schro¨dinger equation, the
imaginary unit i disapears. The imaginary unit mul-
tiplying the phase ϕ`(s) of a wave function ψ`(s) =√
p`(s)eiϕ`(s) also disappears, which leads to the
imaginary-time analogs of a wave function and its
conjugate, Eqs. (B3) and (B4). Furthermore, if we
write
∣µ`→`+1⟩ = (µ`→`+1(0)µ`→`+1(1)) , (B5)⟨ν`→`−1∣ = (ν`→`−1(0), ν`→`−1(1)) , (B6)
the belief propagation algorithm associated to
Eq. (B1) is determined by the update rules∣µ`→`+1⟩ = F`−1 ∣µ`−1→`⟩ , (B7)⟨ν`→`−1∣ = ⟨ν`+1→`∣F`, (B8)
which are similar to the update rules of quantum
theory, except that the factors F` are real and non-
negative. However, see Refs. [32, 33] for a discussion
of more general situations.
From a mathematical point of view, the only dif-
ference between Eqs. (B3) and (B4) and quantum
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FIG. 6. Belief propagation as quantum-like dynamics: Cycle-like graphical models, defined on pairs (a) and triples (b)
of binary variables s` (ellipses) with ` = 0,1, . . . , whose belief propagation dynamics is mathematically analogous to the
quantum protocols studied in (a) Refs. [14, 19] (see Fig. 2a) and in (b) Refs. [15, 17] (see Fig. 2b), respectively. While
in Refs. [32, 33], cycle-like graphical models represent a dynamical interaction between an agent and an experimental
device, here we consider these as representing static Ising-like systems. Factors (squares) represent interactions between
‘consecutive’ pairs of binary variables (see Eqs. (B9),(B10), and (B24)-(B27) for the definition of all factors in (a) and
(b)). Although belief propagation is not guaranteed to be exact on graphs with loops, if we choose ‘initial’ messages
such that the binary variables in s0 are all zero with probability one, belief propagation becomes exact (see Sec. B).
Messages (a) ∣µ2→3⟩ and (b) ∣µ4→5⟩ have the same mathematical form as the quantum states in (a) Eqs. (12)-(13)
and (b) Eqs. (23)-(25), respectively, depending on the choice of factors FPREP and GPREP. Furthermore, messages⟨ν`→`−1∣ = [∣µ`→`+1⟩]† can be obtained via the hermitian conjugate operation, as in quantum theory.
wavefunctions is the lack of the imaginary unit i mul-
tiplying the phase φ`. So it is natural to expect that
quantum protocols that only exploit amplitudes of
wave functions, such as those based in Eqs. (12), (13)
and (23)-(25), might be implemented classically, e.g.,
via belief propagation algorithms. This is not totally
unexpected given that
√
p`(s`) contains the same in-
formation encoded in p`(s`). We will argue here that
this may indeed be the case in some instances.
2. Examples
a. Symmetrically perturbed coin process
To gain some initial intuition, we will first use an
alternative method also introduced in Refs. [32, 33]
(see Sec. VI C in Ref. [32]), which, instead of mes-
sages, uses probability matrices that are analogous
to the imaginary-time version of density matrices.
Due to the absence of phases in the examples consid-
ered here, such probability matrices actually have the
same mathematical form as the corresponding density
matrices of interest, as we will see below.
Figure 6a shows a graphical model, defined on pairs
of binary variables s` = (s(1)` , s(2)` ) with ` = 0, . . . ,3,
whose belief propagation dynamics is mathematically
analogous to the quantum protocol of the symmetri-
cally perturbed coin process described in Sec. II B 2.
As we mentioned in Sec. II B 2, the undetermined en-
tries in Eq. (14) are irrelevant for the application of
the quantum protocols described therein. They are
chosen such that Ux is unitary, which requires some
entries to be negative. However, as they are irrele-
vant, so we can also choose them equal to zero in the
belief propagation model, for instance. We can then
implement the corresponding transformations using
a classical factor
Fx = (√1 − x 0√x 0) (B9)
instead (cf. Eq. (14)).
Using Eq. (B9), the factors in Fig. 6a can be defined
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as
FPREP = Fxj ⊗ Fp and FCNOT = CNOT(1,2),
(B10)
where CNOT(1,2) is defined in Eq. (15), and j = 0,1
refers to the causal states. In this case, x0 = p and
x1 = 1−p, to implement the analogs of quantum causal
states ∣ξ0⟩ and ∣ξ1⟩, respectively.
The probability of a path s = (s0, . . . , s3) can be
written as [32, 33]
P(s) = FTPREP(s′0, s3)FTCNOT(s3, s2)FCNOT(s2, s1)FPREP(s1, s0), (B11)
where we have written s′0 = s0 for future
convenience—here the normalization constant is Z =
1. Due to the circular topology of the graphical model
in Fig. 6a it is in general not possble to compute
the marginal p1 at step ` = 1, for instance, from the
marginal
p0(s0) = ∑
s1,s2,s3
P(s), (B12)
at step ` = 0 alone [33]. If the graphical model had
the topology of a chain, instead, this would indeed be
possible, i.e., we would have a Markov chain.
However, if we relax the condition that s′0 = s0
in Eqs. (B11) and(B12), and interpret the factors as
probability matrices, we can define a real probability
matrix [32, 33] (see Sec. VI C in Ref. [32])
P0 = FTPREPFTCNOTFCNOTFPREP = ∣0⟩ ⟨0∣⊗ ∣0⟩ ⟨0∣ ,
(B13)
at step ` = 0. The s0-th diagonal element of P0 in
Eq. (B13) is the marginal p0(s0), which in this case
equals one if s0 = (0,0) and zero otherwise.
Following the same reasoning, and taking into ac-
count that FCNOTFCNOT = 1I, we can compute a prob-
ability matrix (see Eq. (B10))
P1 = FPREPFTPREPFCNOTFCNOT = ∣ξj⟩ ⟨ξj ∣⊗ ∣ξ0⟩ ⟨ξ0∣ ,
(B14)
at step ` = 1. Again, the diagonal of P1 contains the
vector of marginal probabilities p1. In this case, the
matrix P1 is mathematically analogous to the den-
sity matrix associated to the quantum causal state∣ξj⟩ ∣ξ0⟩ of the quantum protocol shown in Fig. 2b
(see Eqs. (12), (13), and (17)).
Matrix P1 in Eq. (B14) is obtained by the cyclic
permutation of the final matrix FPREP in Eq. (B13).
Continuing with these cyclic permutations, we get
(see Eqs. (18) and (19))
P2 = ∣χj⟩ ⟨χj ∣ , (B15)
P3 = P1, (B16)
after which we get back to P0 = ∣0⟩ ⟨0∣⊗ ∣0⟩ ⟨0∣, so the
dynamics is self-consistent. The probability matrix
P2 has the same mathematical form of the density
matrix associated to states ∣χj⟩, with j ∈ {0,1}, in
Eqs. (18) and (19).
By measuring the first binary variable of P2 we
get the same statistics and the same state update for
the probabilistic state of the second variable as the
quantum protocol in Fig. 2b.
Now, let us turn back to the belief propagation al-
gorithm, Eqs. (B7) and (B8), which, again, do not
in general yield exact marginals for graphical mod-
els with loops. In this case, however, the marginals
estimated by belief propagation (see Eq. (B2)) are in-
deed exact if we pick “initial” messages (i.e., at index
` = 0) [32, 33]
∣µ0→1⟩ = ∣0⟩ ∣0⟩ , (B17)⟨ν0→3∣ = ⟨0∣ ⟨0∣ , (B18)
which are consistent with P0 in Eq. (B13).
The forward belief propagation iteration, Eq. (B7),
leads in this case to (see Fig. 6a and Eqs. (12),(13),
(18) and (19))
∣µ1→2⟩ = FPREP ∣µ0→1⟩ = ∣ξj⟩ ∣ξ0⟩ , (B19)∣µ2→3⟩ = FCNOT ∣µ1→2⟩ = ∣χj⟩ , (B20)∣µ3→0⟩ = FCNOT ∣µ2→3⟩ = ∣µ1→2⟩ , (B21)∣µ0→1⟩ = FTPREP ∣µ3→0⟩ = ∣µ0→1⟩ . (B22)
The message ∣µ1→2⟩ at ` = 1 is mathematically equiva-
lent to the initial quantum state ∣ξj⟩ ∣ξ0⟩ of the quan-
tum protocol (see Fig. 2b and Eqs. (12) and (13)).
Similarly, the message ∣µ2→3⟩ at ` = 2 is mathemati-
cally equivalent to the quantum state (17). Finally,
after the last two steps, Eqs. (B21) and (B22), we
turn around the cycle and belief propagation consis-
tently yields back the initial message ∣µ0→1⟩. So the
forward belief propagation iteration, Eq. (B7), is self-
consistent, even though the graphical model does not
have the topology of a tree.
The backward belief propagation iteration,
Eq. (B8), yields the transposed equations, i.e., at
each time index ` we have
⟨ν`→`−1∣ = [∣µ`→`+1⟩]T , (B23)
which is equivalent to taking the hermitian conjugate,
as in quantum theory, since the messages are real.
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b. Post-processed perturbed coin process
Figure 6b shows a graphical model, defined on bi-
nary variables s` = (s(1)` , s(2)` , s(3)` ) with ` = 0, . . . ,7,
where belief propagation follows a dynamics analo-
gous to that of the quantum protocol for the post-
processed perturbed coin process in Sec. II B 2 (see
Fig. 2b). The factors in Fig. 6b are defined as
GPREP = Gj ⊗ ∣0⟩ ⟨0∣⊗ ∣0⟩ ⟨0∣ , (B24)
GUp = ∣0⟩ ⟨0∣⊗ 1I⊗ Fp + ∣1⟩ ⟨1∣⊗ 1I⊗ 1I, (B25)
GU1−q = ∣0⟩ ⟨0∣⊗ 1I⊗ 1I + ∣1⟩ ⟨1∣⊗ F1−q ⊗ 1I,(B26)
GCNOT = CNOT(3,2), (B27)
where Fp and F1−q are obtained by setting x = p and
x = 1 − q in Eq. (B9), respectively, and CNOT(3,2)
is defined in Eq. (30). Factors GUp and GU1−q are
analogous to the gates in Eqs. (28) and (29). The
factor Gj prepares from ∣0⟩ the analog of the initial
quantum causal state ∣ξj⟩, with j = 0,1,2. More pre-
cisely, G0 = ∣0⟩ ⟨0∣, or G1 = Fq, or G2 = ∣1⟩ ⟨0∣ if the
initial quantum causal state is ∣ξ0⟩, or ∣ξ1⟩, or ∣ξ2⟩,
respectively (see Eqs. (23)-(25)).
As before, the graphical model in Fig. 6b has the
topology of a circle and belief propagation is not guar-
anteed in general to yield exact marginals for graph-
ical models with cycles. However, the variable s0 is
connected to factors GPREP and G
T
PREP, whose en-
tries in the second column and second row, respec-
tively, are zero for any j = 0,1,2 (see Eq. (B24)).
This implies that s0 = (0,0,0) with probability one—
to see this notice that
GTPREPGPREP = ∣000⟩ ⟨000∣ . (B28)
In this case, the message-passing equations become
exact if, consistent with Eq. (B28), we pick “initial”
messages (i.e., at index ` = 0) [32, 33] (see Sec. V B
2 in Ref. [32])
∣µ0→1⟩ = ∣0⟩ ∣0⟩ ∣0⟩ , (B29)⟨ν0→7∣ = ⟨0∣ ⟨0∣ ⟨0∣ . (B30)
The first iteration of the belief propagation equa-
tions, Eqs. (B7) and (B8), yields∣µ1→2⟩ = GPREP ∣µ0→1⟩ = ∣ξj⟩ ∣0⟩ ∣0⟩ , (B31)⟨ν7→6∣ = ⟨ν0→7∣GTPREP = ⟨ξj ∣ ⟨0∣ ⟨0∣ , (B32)
where ∣ξj⟩ = Fj ∣0⟩, which has the same mathemat-
ical form as the initial quantum causal state of the
protocol shown in Fig. 6b (see Eqs. (23)-(25)).
Now Fp and F1−q coincide, respectively, with Up
and U1−q, except in the undetermined entries # of
the latter (see Eqs. (B9) and (14)). However, such
undetermined entries are irrelevant for the quantum
protocol in Fig. 2b (see Sec. II B 2). As far as this
quantum protocol is concerned, Eqs. (B25)-(B27) are
equivalent to Eqs. (28)-(30). This implies that the
belief propagation dynamics induced on the messages∣µ`→`+1⟩ and ⟨ν`→`−1∣ by Eqs. (B7) and (B8) with fac-
tors GUp, GU1−q , and GCNOT defined in Eqs. (B25)-
(B27), has the same mathematical form as the dy-
namics of the corresponding quantum protocol in
Fig. 2b. In particular (see Eqs. (32)-(34)),
∣µ4→5⟩ = U ∣ξj⟩ ∣0⟩ ∣0⟩ , (B33)
which yields the same statistics as the post-processed
perturbed coin process (see Fig. 1b), as described in
Sec. II B 2.
The branch of the graphical model in Fig. 6a that
connects variables s`, with ` = 0,1,2,3,4, “prepares”
the message in Eq. (B33). The remaining branch con-
necting variables s`, with ` = 0,7,6,5,4, is a kind of
“mirror image” of the former, i.e., it has the same
factors but transposed (see Fig. 6a)—such mirror
image yields the analogs of the corresponding con-
jugate wave functions. Indeed, since the initial ν-
message in Eq. (B30) is also the transpose of the
initial µ-message in Eq. (B29), the dynamics of the
ν-messages is the same as that of the µ-messages.
So, the ν-messages have the same mathematical form
of the conjugate wave functions in the correspond-
ing quantum protocol (see Fig. 2a and Example 1
in Sec. II B 2). This happens because there are no
phases involved.
Finally, the remaining iterations of belief propaga-
tion for the µ-messages roll back the messages. For
instance, since GCNOTGCNOT = 1I, we get∣µ5→6⟩ = ∣µ3→4⟩ = G ∣µ0→1⟩ = G ∣0⟩ , (B34)
with
G = GU1−qGUpGPREP = ∣0⟩ ⟨0∣Gj ⊗ ∣0⟩ ⟨0∣⊗ Fp ∣0⟩ ⟨0∣ + ∣1⟩ ⟨1∣Gj ⊗ F1−q ∣0⟩ ⟨0∣⊗ ∣0⟩ ⟨0∣ (B35)
Now, since FTx Fx = ∣0⟩ ⟨0∣, we get GTG = ∣000⟩ ⟨000∣
for all j = 0,1,2. So, after turning around the cycle we get
GTG ∣0⟩ = ∣0⟩ = ∣µ0→1⟩ , (B36)
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FIG. 7. Two-step belief propagation protocol: Extension of the graphical model in Fig. 6a whose belief propagation
dynamics is mathematically similar to two iterations of the corresponding quantum protocol in Fig. 2a. Here we show
explicitly all variables and factors involved, which are defined in Eq. (B10). Factor FCNOT is here represented with a
notation similar to the corresponding CNOT(1,2) gate in Fig. 2a since it is assymetric in the variables s(1)` and s(2)` . This
graphical model is essentially composed of two copies of the graphical model in Fig. 6a connected through variables
s
(1)
2 and s
(2)
2 , except that the second copy (top right) does not need the preparation factor Fxj , similar to the case
of the quantum protocol—otherwise we would have to re-prepare the state at each iteration destroying any potential
memory savings. Messages ∣ξj⟩ and ∣χj⟩ have the same mathematial form of the quantum states in Eqs. (12)-(13)
and Eqs. (18)-(19), respectively. Messages ∣Θj⟩ = CNOT(2,3) ∣χj⟩ ∣ξ0⟩ correspond to a second iteration of the quantum
protocol in Fig. 2a. We can generate further iterations by opening the (blue) top right variable s
(3)
6 and repeating the
process. If we interpret this graphical model as a static Ising-like system, instead of requiring less memory to generate
samples than the corresponding classical -machine we would rather have a proliferation of stochastic bits to implement
the whole circuit. A potential way out is to implement each factor at a time, e.g., between variables s0 and s1, remove
those factors along with variable s0, then implement the next factor between s1 and s2, and so on. This is closer to the
original dynamical interpretation in Refs. [32, 33] which, being dynamical, in principle completely avoids this problem.
However, this may require significant isolation of the system from the environment.
which shows the belief propagation equations are self-
consistent in this case too (cf. Sec. B 2 a).
3. Quantum-like protocols and some caveats
The graphical models introduced in Sec. B 2 have
a belief propagation dynamics mathematically anal-
ogous to the first iteration of the quantum protocols
in Fig. 2. This first iteration includes the preparation
of the message ∣ξj⟩ via factor Fxj . However, this is to
be avoided in future iterations—otherwise any poten-
tial memory savings would be destroyed by having to
prepare message ∣ξj⟩ at each time step.
Figure 7 shows an extension of the graphical model
in Fig. 6a whose dynamics is mathematically analo-
gous to that of two iterations of the quantum proto-
col in Fig. 2a. This is essentially composed of two
copies of the graphical model in Fig. 6a connected
through the variables s
(2)
2 and s
(2)
3 which, in contrast
to variable s
(1)
2 , are not observed. The second copy
(top right) does not have the preparation factor Fxj
as required. This construction can be continued it-
eratively by splitting variable s
(3)
6 into two and con-
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necting a third copy to them, and so on. A similar
construction can be done for the graphical model in
Fig. 6b. There are some caveats, though.
First, if we interpret the graphical model in Fig. 7
as a static Ising-like system, instead of reducing the
amount of memory required to generate stochastic
trajectories, in comparison to the corresponding -
machine, the number of stochastic bits needed to im-
plement the whole graphical model would rather pro-
liferate. A potential way out is to implement each fac-
tor graph at a time (see Fig. 7). This would be closer
to the original interpretation of such type of graphical
models in Refs. [32, 33] as describing the dynamics of
a physical agent, e.g., a robot, interacting with an
experimental device. However, this may require sig-
nificant isolation from the environment to avoid the
probabilities, and messages, associated to such iso-
lated variables from changing too much. Whether
the amount of isolation required is similar to that of
quantum protocols is an open question at the mo-
ment.
Second, the memory gain in the case of the sym-
metrically perturbed coin process is in terms of statis-
tical memory, which needs a quantum-like encoding a`
la Schumacher [25]. In the example studied here such
an encoding amounts essentially at working with the
Fourier transform of the messages. It is not clear
at this point how to implement this either physically
or algorithmically. This caveat does not apply for
the topological memory savings in the case of the be-
lief propagation protocol for the post-processed per-
turbed coin process. However, in more general cases
a similar caveat may arise also for topologically mem-
ory saving graphical models if the lower-dimensional
representation of the messages corresponding to the
quantum causal states (see Eqs. (23)-(25)) involves
negative numbers. This may be dealt with using the
operational interpretation [33] of this type of negative
numbers we have discussed in Secs. III B and III C.
