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Abstrat
The dierene boosting algorithm is used on the letters dataset
from the UCI repository to lassify distorted raster images of En-
glish alphabets. In ontrast to rather omplex networks, the dierene
boosting is found to produe omparable or better lassiation e-
ieny on this omplex problem. With a omplete set of 16000 training
examples and two hanes for making the orret predition, the net-
work lassied orretly in 98.35% instanes of the omplete 20,000
examples. The auray in the rst hane was 94.1%.
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1 INTRODUCTION 2
1 Introdution
Learning is a proess that involves identiation and distintion of objets.
A hild learns by examples. In the early days of learning, a hild identies
the proximity of his mother by smell or sound or body temperature. Thus
it is often not easy for him to distinguish between his mother, grandmother
or mother's sister in the rst few months of his learning proess. But as he
grows and his brain develops, he starts identifying the dierenes in eah
of his observations. He learns to dierentiate olours, between owers and
leaves, between friends and enemies. This is reeted in his responses too.
From the binary expressions of smiling and weeping, dierent expressions
appear in his reations. He learns to read the expressions on the faes of
others and also develops the skill to manage it. Dierene boosting is an
attempt to implement these onepts of hild learning into mahine ode.
In the rst round it piks up the unique features in eah observation using
the naive Bayes' theorem, something that is shown to be very similar to
the funtions of animal brain in objet identiation. In the seond step
it attempts to boost the dierenes in these features that enables one to
dierentiate almost similar objets. This is analogous to the ontention of the
hild that something that looks like a human but having a tail is a monkey.
The feature 'having a tail' gets boosted even if all the other features are
strikingly similar. Or, this is how the mother is able to eortlessly distinguish
her idential twin hildren or the artist is able to alter the expressions on
the fae of his portrait with a few strokes of disjoint line segments. Classi
examples to these inlude the lighting eets on the faial expressions of
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a sulpture. In all these examples, the brain does not appear to keep the
details but only those unique dierenes required to identify the objets.
In omplex problems, suh as the distorted English alphabet detetion
example disussed in this paper, the seletion of a omplete training set is
not trivial. We thus devie a set of rules to identify the examples from a
dataset that form the omplete training set for the network. The rules we
follow in the said example are:
1. If the network lassify an objet inorretly, but with a high probability
of around 90% or above, the example ould be a new possibility and should
be inluded in the training set.
2. The network is allowed to produe a seond guess on the possible lass
of an objet when it fails in the rst predition. If this is a orret guess
and if the dierene between the degree of ondene between the rst and
the seond guess is greater than 90% or less than 2%, again the example is
assumed to be a new possibility or is in the viinity of boostable examples
and is added to the training set.
The underlying logi in these rules are simple. Psyhologists point out
that the human expert also develops his skill primarily based on past expe-
rienes rather than on logial dedution or symboli reasoning[1℄. We also
expet a similar situation in the learning proess and assume that if an exam-
ple is inorretly lassied with a ondene higher than 90%, there ould be
two possible reasons for this. One possibility is that the network is unaware
of the existene of that example in the stated lass. The other possibility is
that the features used are idential to that of an objet from another lass.
In this ase, lassiation of the objet into its atual lass is diult without
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additional information. Assuming that the reason for the mislassiation
is that suh an sample is not known in the training set, we add that sample
also to the training set. In the seond rule, we take the dierene of the
ondene levels sine we want to identify new examples and to takle the
border problem that makes it diult for the network to identify the exat
lass based on the limited information ontent in the given features. The
rst ondition piks up the new examples while the seond ondition piks
up the border examples. These are the so-alled 'diult problems' in the
learning proess.
One word of aution here is that the purpose of these rules are just to
pikup a omplete set of examples in the training set, whih is a pre-requisite
of any probability dependent lassiation problem. One this dataset is
generated, the training proess is done on this dataset and the testing is
done on the entire dataset and also on the independent test set. A good
lassiation is when the lassiation auray in both these ases are more
or less the same.
2 Naive Bayesian learning
Eah objet has some harateristi features that enables the human brain to
identify and haraterize them. These feature values or attributes might be
either assoiated to the objet by a logial AND or a logial OR relation. The
total probability of a system with feature values assoiated by the logial OR
relation is the sum of the individual probabilities. Naive Bayesian lassiers
handles this situation by assigning probability distribution values for eah
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attribute separately. If on the otherhand, the attributes are assoiated by a
logial AND relation, meaning that eah attribute value should be somewhere
around a stipulated value simultaneously, then the total probability is given
by the produt of the individual probabilities of the attribute values.
Now, the naive Bayesian lassier assumes that it is possible to assign
some degree of ondene to eah attribute value of an example while at-
tempting to lassify an objet. Assume that the training set is omplete with
K dierent known disrete lasses. Then a statistial analysis should assign
a maximal value of the onditional probability P (Ck | U) for the atual lass
Ck of the example. By Bayes' rule this probability may be omputed as :
P (Ck | U) =
P (U | Ck)P (Ck)∑
K P (U | Ck)P (Ck)
P (Ck) is also known as the bakground probability. P (U | Ck) is given
by the produt of the probabilities due to individual attributes. That is:
P (U | Ck) =
∏
m
P (Um | Ck)
Following the axioms of set theory, one an ompute P (Um | Ck) as P (Um ∩
Ck). This is nothing but the ratio of the total ount of the attribute value Um
in lass Ck to the number of examples in the entire training set. Thus naive
Bayesian lassiers omplete a training yle muh faster than pereptrons
or feed-forward neural networks.
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3 Dierene Boosting
Boosting is an iterative proess by whih the network upweights mislassi-
ed examples in a training set until it is orretly lassied. The Adaptive
Boosting (AdaBoost) algorithm of Freund and Shapire [2, 3℄ attempts the
same thing. In this paper, we present a rather simple algorithm for boosting.
The struture of our network is idential to AdaBoost in that it also modies
a weight funtion. Instead of omputing the error in the lassiation as the
total error produed in the training set, we take eah mislassied example
and apply a orretion to its weight based on its own error. Also, instead of
upweighting an example, our network upweights the weight assoiated to the
probability P (Um | Ck) of eah attribute of the example. Thus the modied
weight will aet all the examples that have the same attribute value even if
its other attributes are dierent. During the training yle, there is a om-
petitive update of attribute weights to redue the error produed by eah
example. It is expeted that at the end of the training epoh the weights
assoiated to the probability funtion of eah attribute will stabilize to some
value that produes the minimum error in the entire training set. Idential
feature values ompete with eah other and the dierenes get boosted up.
Thus the lassiation beomes more and more dependent on the dierenes
rather than on similarities. This is analogous to the way in whih the human
brain dierentiates between almost similar objets by sight, like for example,
rotten tomatoes from a pile of good ones.
Let us onsider a mislassied example in whih Pk represent the om-
puted probability for the atual lass k and P ∗
k
that for the wrongly repre-
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sented lass. Our aim is to push the omputed probability Pk to some value
greater than P ∗
k
. In our network, this is done by modifying the weight asso-
iated to eah P (Um | Ck) of the mislassied item by the negative gradient
of the error, i.e. ∆Wm = α
[
1− Pk
P ∗
k
]
. Here α is a onstant whih determines
the rate at whih the weight hanges. The proess is repeated until all items
are lassied orretly or a predened number of rounds ompletes.
4 The lassier network.
Assuming that the ourrenes of the lasses are equally probable, we start
with a at prior distribution of the lasses ,i.e. P (Ck) =
1
N
. This might ap-
pear unrealisti, sine this is almost ertain to be unequal in most pratial
ases. The justiation is that sine P (CK) is also a weighting funtion, we
expet this dierene also to be taken are of by the onnetion weights dur-
ing the boosting proess. The advantage on the otherhand is that it avoids
any assumptions on the training set regarding the prior estimation. Now,
the network presented in this paper may be divided into three units. The
rst unit omputes the Bayes' probability for eah of the training examples.
If there areM number of attributes with values ranging from mmin to mmax
and belonging to one of the K disrete lasses, we rst onstrut a grid of
equal sized bins for eah k with olumns representing the attributes and rows
their values. Thus a training example Si belonging to a lass k and having
one of its attributes l with a value m will fall into the bin Bklm for whih the
Eulidean distane between the enter of the bin and the attribute value is
a minimum. The number of bins in eah row should over the range of the
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attributes from mmin to mmax. It is observed that there exist an optimum
number of bins that produe the maximum lassiation eieny for a given
problem. For the time being, it is omputed by trial and error. One this is
set, the training proess is simply to distribute the examples in the training
sets into their respetive bins. After this, the number of attributes in eah
bin i for eah lass k is ounted and this gives the probability P (Um | Ck)
of the attribute m with value Um ≡ i for the given Ck = k. The basi
dierene of this new formalism with that of the popular gradient desent
bakpropagation algorithm and similar Neural Networks is that, here the
distane funtion is the distane between the probabilities, rather than the
feature magnitudes. Thus the new formalism an isolate overlapping regions
of the feature spae more eiently than standard algorithms.
The naive Bayesian learning fails when the data set represent an XOR
like feature. To overome this, assoiated to eah row of bins of the attribute
values we put a tag that holds the minimum and maximum values of the other
attributes in the data example. This tag ats as a level threshold window
funtion. In our example, if an attribute value in the example happens to
be outside the range speied in the tag, then the omputed P (Um | Ck)
of that attribute is redued to one-forth of its atual value (gain of 0.25).
Applying suh a simple window enabled the network to handle the XOR
kind of problems eiently.
The seond unit in the network is the gradient desent boosting algo-
rithm. To do this, eah of the probability omponents P (Um | Ck) is am-
plied by a onnetion weight before omputing P (U | Ck). Initially all the
weights are set to unity. For a orretly lassied example, P (U | Ck) will be
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a maximum for the lass speied in the training set. For the mislassied
items, we inrement its weight by a fration ∆Wm. The training set is read
repeatedly for a few rounds and in eah round the onnetion weights of the
mislassied items are inremented by ∆Wm = α
[
1− Pk
P ∗
k
]
as explained in
setion 3, until the item is lassied orretly.
The third unit omputes P (Ck | U) as :
P (Ck | U) =
∏
m P (Um | Ck)Wm∑
K
∏
m P (Um | Ck)Wm
If this is a maximum for the lass given in the training set, the network is
said to have learned orretly. The wrongly lassied items are re-submitted
to the boosting algorithm in the seond unit.
5 Results on the letters dataset
The letters dataset onsists of 20,000 unique letter images generated ran-
domly distorting pixel images of the 26 upperase letters from 20 dierent
ommerial fonts. Details of these dataset may be found in [4℄. The parent
font represented a full range of harater types inluding sript, itali, serif
and Gothi. The features of eah of the 20,000 haraters were summarized
in terms of 16 primitive numerial attributes. The attributes are[4℄:
1. The horizontal position, ounting pixels from the left edge of the image,
of the enter of the smallest retangular box that an be drawn with
all "on" pixels inside the box.
2. The vertial position, ounting pixels from the bottom, of the box.
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3. The width, in pixels, of the box.
4. The height, in pixels, of the box.
5. The total number of "on" pixels in the hareter image.
6. The mean horizontal position of all "on" pixels relative to the enter
of the box and divided by the width of the box. This feature has a
negative value if the image is "left heavy" as would be the ase for the
letter L.
7. The mean vertial position of all "on" pixels relative to the enter of
the box and divided by the height of the box.
8. The mean squared value of the horizontal pixel distanes as measured
in 6 above. This attribute will have a higher value for images whose
pixels are more widely separated in the horizontal diretion as would
be the ase for the letters W and M.
9. The mean squared value of the vertial pixel distanes as measured in
7 above.
10. The mean produt of the horizontal and vertial distanes for eah
"on" pixel as measured in 6 and 7 above. This attribute has a positive
value for diagonal lines that run from bottom left to top right and a
negative value for diagonal lines from top left to bottom right.
11. The mean value of the squared horizontal distane times the vertial
distane for eah "on" pixel. This measures the orrelation of the
horizontal variane with the vertial position.
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12. The mean value of the squared vertial distane times the horizontal
distane for eah "on" pixel. This measures the orrelation of the
vertial variane with the horizontal position.
13. The mean number of edges (an "on" pixel immediately to the right of
either an "o" pixel or the image boundary) enountered when making
systemati sans from left to right at all vertial positions within the
box. This measure distinguishes between letters like "W" or "M" and
letters like "I" or "L".
14. The sum of the vertial positions of edges enountered as measured in
13 above. This feature will give a higher value if there are more edges
at the top of the box, as in the letter "Y".
15. The mean number of edges ( an "on" pixel immediately above either an
"o" pixel or the image boundary ) enountered when making system-
ati sans of the image from bottom to top over all horizontal positions
within the box.
16. The sum of horizontal positions of edges enountered as measured in
15 above.
Using a Holland-style adaptive lassier and a training set of 16,000 ex-
amples, the lassier auray reported on this dataset[4℄ is a little over 80%.
The naive Bayesian lassier[5℄ produes an error rate of 25.26% while when
boosted with AdaBoost redues the error to 24.12%. Using AdaBoost on the
C4.5 algorithm[6℄ ould redue the error to 3.1% on the testset. However
the omputational power required over 100 mahines to generate the tree
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struture[7℄ for its eetuation. A fully onneted MLP with 16-70-50-26
topology[7℄ gave an error of 2.0% with AdaBoost and required 20 mahines
to implement the system.
The proposed algorithm on a single Celeron proessor running at 300MHz
and Linux 6.0 attained an error rate of 14.2 % on the independent testset
of 4000 examples in less than 15 minutes. Applying the rules mentioned in
setion one resulted in an overall error of 5.9 % on 20,000 examples. With two
hanes, the error went as low as 1.65 %. The result is promising taking into
onsideration the low omputational power required by the system. Sine
bare harater reognition of this rate an be improved with other tehniques
suh as grammer and ross-word lookup methods, we expet a near 100 %
reognition rate on suh systems. Further work is to look into this aspet in
detail.
6 Conlusion
Bayes' rule on how the degree of belief should hange on the basis of evi-
denes is one of the most popular formalism for brain modeling. In most
implementations, the degree of belief is omputed in terms of the degree of
agreement to some known riteria. However, this has the disadvantage that
some of the minor dierenes might be left unnotied by the lassier. We
thus devie a lassier that pays more attention to dierenes rather than
similarities in identifying the lasses from a dataset. In the training epoh,
the network identies the apparent dierenes and magnify them to separate
out lasses. We applied the lassier on many pratial problems and found
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that this makes sense. The appliation of the method on the letter dataset
produed an error as low as 1.65 % when two hanes were given to make the
predition. Further study is to look into the appliation of other language
reognition tehniques in onjuntion with the network.
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