The prospect of exploiting mathematical and computational models to gain insight into the influence of scheduling on cancer chemotherapeutic effectiveness is increasingly being considered. However, the question of whether such models are robust to the inclusion of additional tumour biology is relatively unexplored. In this paper, we consider a common strategy for improving protocol scheduling that has foundations in mathematical modelling, namely the concept of dose densification, whereby rest phases between drug administrations are reduced. To maintain a manageable scope in our studies, we focus on a single cell cycle phase-specific agent with uncomplicated pharmacokinetics, as motivated by 5-Fluorouracil-based adjuvant treatments of liver micrometastases. In particular, we explore predictions of the effectiveness of dose densification and other escalations of the protocol scheduling when the influence of toxicity constraints, cell cycle phase specificity and the evolution of drug resistance are all represented within the modelling. For our specific focus, we observe that the cell cycle and toxicity should not simply be neglected in modelling studies. Our explorations also reveal the prediction that dose densification is often, but not universally, effective. Furthermore, adjustments in the duration of drug administrations are predicted to be important, especially when dose densification in isolation does not yield improvements in protocol outcomes.
Introduction
Alterations in chemotherapy scheduling have frequently been considered with the objective of enhancing outcomes (Browder et al., 2000; Citron et al., 2003; Fallik et al., 2003) , and a number of studies have been designed with the insight of mathematical modelling. A highly influential example is the hypothesis of Goldie and Coldman that minimizing drug resistance should be the primary objective, given an implicit assertion that resistance is the dominant reason for chemotherapy failure (Goldie and Coldman, 1979 , 1983a ,b, 1986 , 1998 Goldie et al., 1982) . Initial modelling studies revealed that this would require drug alternation [ibid] , though clinical trials have typically failed to support the postulate that alternating treatments are superior to sequential protocols, as illustrated by De Placido et al. (1995) , Sieber et al. 358 E. A. J. BOSTON AND E. A. GAFFNEY (2002) and Siodlak et al. (1990) . Moreover, complications arising from cell cycle phase specificity and pharmacokinetics in modelling studies indicate that Goldie and Coldman's alternation hypothesis often need not hold (Gaffney, 2005) . This highlights that scheduling concepts emerging from mathematical models should be explored to assess whether additional tumour biology places potential limitations on the conclusions that can be drawn.
Further seminal ideas in chemotherapy scheduling are dose intensification and densification. Respectively, these escalate the therapeutic protocol by increasing the dosage and reducing the time intervals between doses. Dose intensification, to the level of the maximally tolerated dose, is commonplace in chemotherapeutic scheduling and founded in the studies of Skipper (1965) , though its effectiveness is occasionally questioned (Hahnfeldt et al., 2003; Haines, 2008; Markman, 1993) . The concept of dose densification has emerged from the mathematical and computational modelling studies of Norton (1998b Norton ( ,a, 2001 , based on earlier observations of tumour kinematics Simon, 1977, 1986) . Moreover, dose densification has been supported in a number of recent clinical trials (Citron et al., 2002 (Citron et al., , 2003 , though in general it can yield equivocal results (Piccart et al., 2000) . More recently, the consideration of more general protocol escalation have been considered by simultaneously altering the intensity and duration of drug administrations, with positive results in Phase-I human trials assessing safety regimes (Traina et al., 2008) and also in mouse models (Kolinsky et al., 2009) .
Note that the modelling framework developed by Norton (2001 Norton ( , 2005 is typically based on Gompertzian tumour growth with alterations in the rest phase between doses. Factors such as vascularity, oxygen partial pressures, acidity, excess glycolysis, toxicity and drug resistance illustrate features of the tumour microenvironment that are not explicitly considered in the modelling. Arguably, the influence of all but the last two, these features are captured implicitly by considering Gompertzian tumour kinetics and Norton and Simon's hypothesis that the tumour regression rate with treatment is proportional to the unperturbed growth rate. However, the latter two, toxicity and drug resistance, are critical reasons for chemotherapeutic failure and thus merit further attention.
It has been postulated that dose densification in particular need not exacerbate toxicity. The reasoning is that normal tissues may be more perturbed by protocol duration than by reducing the interdosing time due to the fact that they are much closer to their saturation levels (Norton and Simon, 1977; Norton, 2008) ; this could emerge from the lower growth fraction of normal tissue for example. Empirically, however, one can find examples where dose densification exacerbates toxicity (Piccart et al., 2000) and, conversely, where it does not (Citron et al., 2003; Simon and Norton, 2006) . These equivocal observations nonetheless highlight the need to consider toxicity in models of protocol scheduling to assess when toxicity may impinge on protocol outcomes and when Norton's framework requires the inclusion of further tumour biology.
While there have been numerous studies considering toxicity in explorations of resonances with timings based on cell cycle durations guiding protocol schedules (e.g. Agur et al., 1988 Agur et al., , 1992 Cojocaru and Agur, 1992; Dibrov, 1998; Ubezio et al., 1994; Webb, 1990) , modelling investigations focussing on resistance and/or the influence of extensive protocol escalation typically do not consider this important constraint in detail. In particular, there are no studies accommodating both toxicity and Goldie and Coldman's carefully motivated framework for modelling the random evolution of resistance, based upon the application of Luria and Delbrück's Nobel Prize winning concepts to cancer cell systems (Jaffrezou et al., 1994; Law, 1952; Summers and Handshumacher, 1973) . This is most likely due to the fact that Goldie and Coldman focussed on studying the effects of adjusting the alternation of drugs with identical sensitive cell kill rates, whereby one is automatically comparing protocols of equal toxicity. Consequently, simulations of the influence of drug toxicity when the evolution to resistance is present are underdeveloped.
In addition, the Norton framework (Norton, 2001 (Norton, , 2005 does not explicitly consider the interplay between protocol timings and the passage of cells through the cell cycle, despite the fact numerous therapeutic interventions rely on cell cycle phase specificity to sufficiently differentiate between tumour and host. Furthermore, given protocol timings explicitly influence the distribution of cells through the different phases of the proliferative cycle, the extent to which cell cycle sanctuaries can reduce treatment effectiveness is not immediately apparent (e.g. Gaffney, 2004) . Consequently, one cannot immediately infer the effectiveness of protocol escalation for cell cycle phase-specific treatments from modelling founded upon phase-independent cell kill mechanisms.
Our objective is therefore to conduct a modelling exploration of whether protocol escalations, or indeed other scheduling adjustments, can yield predictions of therapeutic improvements given the explicit consideration of the cell cycle, drug toxicity and drug-resistance evolution. Assuming linear cell kill, which is frequently but not universally observed (Frei and Antman, 2000) , we will consider maximally tolerated dosages and then subsequently explore further protocol alterations by dose densification and also by increases in the dose administration duration. In particular, our studies will focus on a specific context to narrow the scope of the investigation; we will address adjuvant protocols in the colorectal setting aimed at eliminating residual liver neoplastic deposits following surgical resection of the primary tumour. These are of fundamental concern due to the incessant tendency of colorectal micrometastases to impregnate and establish within the liver via the hepatic portal vein; the consequent secondary disease has an extremely poor prognosis (Adam, 2006; Midgley and Kerr, 1999) .
The principle agents for such adjuvant treatments are based upon 5-Fluorouracil (5-FU), a drug with a very low plasma half life and a dominant mode of action in S-phase, that is the DNA-synthesis stage of the cell cycle as detailed in Fig. 1 Nicum et al., 2000) . In particular, a derivative, 5-Fluoro-2 deoxyuridine (FUDR), is often continuously administered via a hepatic arterial pump or infusion (Kemeny et al., 1999; Kemeny and Fata, 2001; Tebbutt et al., 2002) and predominantly absorbed by the liver (Ensminger et al., 1978) . The dose limiting toxicity for this intervention is hepatobiliary, with reports of inflammation surrounding the biliary tree together with fibrosis of the bile ducts and secondary chemical hepatitis (Cohen and Kemeny, 2003; Skitzki and Chang, 2002) , indicating that the biliary duct epithelia are the most susceptible tissues. This focus on the regional delivery of FIG. 1. A schematic of the cell cycle model. A cell undergoing proliferation moves through a number of stages. The first is G 1 , with extensive cytoplasmic growth, followed by S-phase when the DNA is replicated, the G 2 rest phase and then M-phase, where mitosis proceeds ending in cell division. Cells can also transfer back and forth between the G 1 -phase and a non-cycling compartment, G 0 , where they are quiescent in terms of proliferation events. 360 E. A. J. BOSTON AND E. A. GAFFNEY a readily absorbed, but unstable, drug together with the relative absence of systemic toxicity allows the neglect of detailed drug pharmacokinetics.
Thus, we will consider a model for the scheduling of a single S-phase-specific agent delivered via intermittently continuous regional infusions, taking into account the evolution to drug resistance using the modelling framework of Goldie and Coldman. Toxicity will be explicitly considered, though the presence of cell cycle phase specificity entails that feasible forms of maximally tolerated chemotherapeutic dosages or accumulation levels cannot be readily postulated, in contrast with many previous modelling explorations of toxicity and scheduling (e.g. Afenya, 2001; Barbolosi and Iliadis, 2001; Costa et al., 1995; Matveev and Savkin, 2005; Panetta and Adam, 1995) . Hence, the inclusion of toxicity requires the explicit consideration of the dose-limiting healthy cell dynamics. These models are constructed in Section 2 and explored in Section 3, with conclusions drawn in Section 4, focussing on the effectiveness of dose densification and other scheduling alterations.
Model development

Healthy cell population model
To consider the influence of an S-phase-specific chemotherapeutic on susceptible liver tissue insulted with regional chemotherapy, we require a model for the response and regrowth of tissue, accounting for the fact that drug effect is contingent upon the cell cycle phase, which in turn is dependent on the history of the protocol.
Firstly, the healthy cell model should track populations as they move through the cell cycle, imposing an age structure on the modelling. A fundamental framework for this in terms of hyperbolic partial differential equations has already been developed (Chiorino et al., 2001; Gaffney, 2004; Webb, 1990) . Furthermore, it has been explicitly validated for the progression of tumour cells through the cell cycle by comparing predictions and observations for oscillations in labelling indices following the release from a cell cycle arrest (Chiorino et al., 2001) .
For healthy tissue, this modelling framework must be supplemented with growth regulation preventing excess cell proliferation; however, the biochemical mechanisms for such control with hepatocytes and biliary duct epithelial cells, cholangiocytes, are poorly understood (Court et al., 2002; Marzioni et al., 2005) . Consequently, we consider a simple volume control, which is consistent with general observations that liver size regulation is exquisitely controlled by volume (Court et al., 2002) and liver regeneration is accompanied by regulated cholangiocyte proliferation (LeSage et al., 1996) . Thus, once the susceptible population reaches a critical volume, it is assumed that cells pass from the G 1 cell cycle phase into the G 0 rest phase. Conversely, below the critical population volume, cells are recruited into cycle from G 0 ; the modelling assumes a ten-hour delay from signal to recruitment given general observations of cultured mammalian cells as they leave G 0 to enter the cell cycle (Wolfe, 1995; Zetterberg et al., 1995) .
We note that for a wide range of mammalian cell types, cell growth is observed to be linear in time (Conlon and Raff, 2003) and thus, given the cell cycle parameters used below, with the G 1 phase duration approximately the cell cycle time, cell growth occurs predominantly in the G 1 -phase. Hence, as a modelling simplification, cell volume increases are only allowed within the G 1 -phase; furthermore, it is also assumed that cells grow to twice their volume during the cell cycle and divide symmetrically. These considerations lead us to the following framework for modelling the dynamics of the dose-limiting tissue:
1. Movement from the G 1 -phase to the G 0 -phase occurs if the population volume is above a critical level, in which case cell volume growth in G 1 is halted. The converse also holds if the population volume is below a critical value, inducing cell volume growth in G 1 and the passage of cells from G 0 to G 1 , though the latter suffers a ten-hour delay between signal and effect. 2. All cytoplasmic growth for a cell in cycle occurs during G 1 at a constant rate when cell growth is allowed by the volume regulation. As a result of this approximation, a cell must reach double its initial size on leaving G 1 after which the cell is taken to not grow any further during the cycle. 3. Movement between subsequent phases of the cell cycle occurs after a specific, fixed, duration in each phase, consistent with general observations of the cell cycle (Abdreeff et al., 2000) . 4. While cell division occurs towards the end of the M-phase, we approximate this as an instantaneous process at the very end of M-phase. We assume symmetrical division only. 5. Small amounts of cell apoptosis occur at a constant rate in the quiescent, G 0 , population.
We also have to consider the effects of the chemotherapeutic on healthy tissue. In particular, 5-FU is known to cause DNA double strand breaks during S-phase, resulting in G 2 -phase arrest (Okamoto et al., 1996) . Thus, the chemotherapeutic is modelled as inducing movement of S-phase cells into a damaged cycling compartment; once these damaged cells reach the G 2 cell cycle checkpoint, they enter an apoptotic compartment, leading to eventual cell death.
The modelling of these concepts therefore requires the following compartments:
• G 1 (ν, t) and G 0 (ν, t), which are the densities for cells of volume ν and at time t in the G 1 -and G 0 -phases, respectively.
• S(a, t), the age density of viable cells in the S-phase at age a and time t, where age is the duration of a cell in the compartment.
• G m (a, t): the age density of cells in a combined G 2 and M-phase at age a and time t.
• S d (a, t), the age density of cells in the S-phase damaged by chemotherapy at age a and time t.
• A(t), the number of apoptotic cells due to chemotherapy at time t.
We also denote the total cell population volume by V (t); in the following, we capture these ideas in a modelling framework, which is summarized in Fig. 2 .
A model of the S, G 2 -and M-phases.
Balance equations for cells in the S-phase and the G 2 /Mphases, with an S-phase chemotherapeutic inducing a first-order cell kill, are given by
Here, Φ denotes the rate S-phase chemotherapy irreparably damages healthy cells and a 2 , a 3 denote the transit time for cells on their passage through S-phase and the G 2 /M phases. These compartmental transit times are observed to be effectively invariant in both healthy and tumour tissues (Abdreeff et al., 2000) .
Cell loss due to chemotherapy.
Chemotherapy damaged cells, en-route to cell death, enter the damaged compartment where they continue to cycle. On reaching the G 2 checkpoint, they enter the apoptotic compartment leading to eventual cell death at rate χ . In terms of the damaged cell density, S d , and the number of apoptotic cells, A, these processes are represented by the equations
2.1.3 A model of the G 0 -phase. To incorporate the change in the rate of transfer between the G 1 cell cycle phase and the G 0 cell cycle phase, which depends on the cell population volume V (t), we define a step function H 0 by
where V max is the critical volume associated with the volume regulation mechanism. We also denote the time delay between signal and recruitment from G 0 by , the rate at which G 0 cells are lost by ζ and transfer coefficients to and from the G 0 compartment, respectively, by μ and ξ . Then the balance equation for cells in G 0 is
with ν ∈ [ν * , 2ν * ], where ν * denotes the cell volume immediately following mitosis. Note that the density G 0 implicitly tracks cell volumes so that volume is conserved should G 0 cells begin cycling by re-entering the G 1 cell cycle phase. Finally, the loss of G 0 cells in the absence of chemotherapy is very small compared to total cell numbers, so we do not track healthy cells which are committed to apoptosis via this route.
A model of the G 1 -phase.
We first of all consider the case where the total population volume V (t) is such that V (t) < V max , so that cells are being actively recruited into the cycling G 1 phase from G 0 . Then the cell balance for the G 1 -phase yields
for ν ∈ [ν * , 2ν * ], withν representing the rate of cell volume change with duration in the G 1 compartment. The movement of cells into the G 1 -phase from the mitotic (M)-phase of the previous cycle is incorporated via the boundary conditions when cells are cycling (see Section 2.1.6 below for further details). Note the assumption that all cytoplasmic growth occurs in G 1 entails that the maximum cell volume is 2ν * , giving the range of ν. Under maximal growth conditions, the cytoplasmic growth rate is taken to be constant and, with a s * denoting the transit time of a cell through G 1 under these conditions, we haveν
In contrast, growth is arrested if V (t) V max . Thus, in general, we havė
Whenν = 0, cells are arrested in the G 1 compartment and slowly transfer into G 0 . Cells are still taken to leave the G 2 /M compartment following mitosis. They then enter G 1 , at which point they no longer cycle. Hence, for ν ∈ [ν * , 2ν * ] we have the balance equation for G 1 (ν, t) is given by
Note that the term 2δ(ν − ν * )G m (a 2 , t) accounts for cells entering G 1 following mitotic cell division. In summary, we have that the governing conservation equation for cells in the G 1 compartment is given by
for ν ∈ [ν * , 2ν * ], withν given by (6). For the numerical solutions below a regularized approximation for the Dirac-delta function is used, whereby
with * ν * given by the numerical grid spacing in a finite-difference scheme.
2.1.5
The healthy cell population volume. Note that, with the assumptions of cell growth solely in the G 1 cell cycle phase and cell splitting at the very end of the M cell cycle phase, cells in the G 2 and M compartments have volume 2ν * . Hence, the total healthy cell population volume is given in terms of the compartment cell population densities by
2.1.6 Boundary and initial conditions. The boundary conditions for the hyperbolic equations arise from conservation principles for fluxes between the compartments. Thus, we have
In addition, when the total population volume V (t) is such that V (t) < V max , so thatν > 0, we havė
In contrast, when the total volume exceeds V max and the cell cycle arrests we haveν(t) = 0. Thus, at this point, equation (8), which governs the evolution of G 1 (ν, t), is degenerate and the boundary condition (10) is redundant. Due to the time delay, the initial conditions are specified for the temporal interval t ∈ T = [− , 0]. Initially, it is assumed that there are no damaged or apoptotic cells so that we have A = S d = 0 for t ∈ T . The remaining initial conditions are of the form
where t ∈ T . The functions G 0 0 (ν), G 0 1 (ν), S 0 (a) and G 0 m (a) are taken to be those arising from the large time asymptote of numerical simulations in the absence of chemotherapy.
Tumour cell population model
We need to consider the influence of an S-phase-specific chemotherapeutic on tumour tissue, taking into account the evolution to drug resistance using Goldie and Coldman's modelling framework. Given there is no growth saturation mechanism in the tumour model below and the motivating context is adjuvant chemotherapy, the modelling will be exploring the influence of treatment on an exponentially growing micrometastasis, as may be apparent for a freshly vascularized nodule.
We require an age-structured model tracking tumour cells through the cell cycle phases and the influence of the treatment in S-phase, together with a small mutation rate that governs the probability that a tumour cell will become resistant. As Goldie and Coldman (1979 , 1983a ,b, 1986 , 1998 have carefully documented and motivated, this mutation rate can be modelled as being independent of the details of the drug protocol; resistance is driven by random mutation rather than by a Lamarckian response to the chemotherapeutic. Furthermore, since the mutation to resistance is a rare event, at least for an individual cell, and initially no resistant cells are assumed to be present, stochastic modelling is required. However, with the assumption that mutation to resistance is absolute, ultimately leading to ineffective treatment, we simply need to track the probability that there are no cells that have become resistant, simplifying the modelling framework.
Furthermore, while many mutations can occur due to polymerase errors during DNA replication, they can also be due to chromosomal instabilities though only one mechanism is typically dominant in colorectal tumours (Loeb et al., 2003) . Here, for model simplification, we take it that the resistance conferring mutations only occur in the DNA synthesis, S-phase; we also assume that the mutation rate is constant throughout this phase of the cell cycle.
Finally, note that the initial tumour volume is negligible with respect to the volume constraint of the healthy cells. Given we simply require the probability that resistance initiates, the model is only required to be valid up to the point that resistance occurs. Furthermore, in the current framework, a chemotherapeutic protocol cannot possibly be successful unless it eliminates the sensitive tumour cells within the nodule before resistance sets in. Thus, unless protocol failure is certain, the nodule is always shrinking until resistance initially occurs. Hence, in the required domain of validity for the modelling, the tumour nodule is always shrinking and hence always has effectively no influence on the volume constraint of the healthy cells. This very important simplification allows a substantial decoupling between the dynamics of the healthy and tumour cell models.
Tumour cell model compartments.
The model of tumour cells in cycle under the influence of an S-phase chemotherapeutic is developed below, with lower case letters reserved for tumour densities:
• s(a, t), the age density of tumour cells in S-phase at age a and time t, with a ∈ [0, a 2 ).
• g m (a, t), the age density of tumour cells in a combined G 2 and M-phase at age a and time t, with a ∈ [0, a 3 ).
• g 1 (a, t), the age density of tumour cells in the G 1 -phase of the cell cycle at age a and time t. In this compartment a ∈ [0, a 1 ), where a 1 is the maximum duration of the transit time. However, in contrast to the duration of the S-phase (a 2 ) and the G 2 /M phase (a 3 ), the transit time of the G 1 -phase is variable (Abdreeff et al., 2000; Cooper, 2000) . This is especially true for cancer cells, which is postulated to arise from the loss of normal growth control being linked to the proto-oncogene behaviour of cyclins of the G 1 -phase (Musgrove et al., 1994) . Thus, the tumour cell G 1 transit time is represented by a random variable below.
Note that tumour cells are assumed to be uninfluenced by inhibitory controls and to be undergoing rapid self-similar exponential growth and hence a quiescent G 0 compartment is not considered. In particular, while quiescence does occur in tumours, and would progressively slow down growth rates as cells come out of cycle, we are considering freshly vascularized micrometastases in the context of adjuvant therapy. The sensitive cell numbers are relatively small and assumed to be insufficient for the decelerations observed beyond the early stages of the non-exponential Gompertz or Gomp-exp fits to tumour growth data (e.g. Wheldon, 1988) . Finally, observe that apoptotic tumour cells are not tracked in that once a tumour cell is committed to apoptosis, it is assumed to die and, thus within the current framework, no longer influences the dynamics.
A model of the S, G 2 -and M-phases.
The cell density within the S-phase and the G 2 /M phase are governed by the following balance equations:
where Φ represents the first-order cell kill rate of the chemotherapeutic and α a −1 2 is the mutation rate.
2.2.3
A model of the G 1 -phase. Balancing cells for the G 1 -phase gives
where the rate cells leave this phase, γ (a), is dictated by the probability distribution function of the duration of G 1 , denoted f (a). In particular, we have (Chiorino et al., 2001 )
The key feature of the distribution f (a) is that it possesses a single peak centred at the median G 1 transit time. Below we take it to be a truncated Gaussian
where a c * is the median of the unimodal G 1 duration and N f is a normalization constant that is fixed so as to ensure that
As the tumour cell cycle time differs from the G 1 transit time by a constant, the variance of both these random variables is governed by σ 2 .
2.2.4
Boundary and initial conditions. Cell balance in the fluxes between compartments yields the following boundary conditions:
The initial distribution of cells among the compartments is taken to be governed by the large time asymptotic distribution predicted by the model in the absence of chemotherapy. Using N 0 to denote the total initial tumour cell number, this asymptotic distribution is given at leading order in an expansion of αa 2 1 by (Gaffney, 2004 ) 2.2.5 The probability of no resistance and the probability of success. Let p 0 (t) denote the probability that no resistant cells are present at time t; we assume that there are no resistant cells initially so that p 0 (0) = 1. The assumption that the emergence of resistance is equivalent to protocol failure entails that p 0 (∞) is the probability of success; in particular, the elimination of the non-resistant tumour cells is necessary but not sufficient for p 0 (∞) > 0. Given the resistance is generated randomly within S-phase at a constant rate α we have, for δt sufficiently small,
αs(a , t)da ] + o(δt).
Dividing by δt and taking the limit δt → 0, whereby the o(δt) term also tends to zero, yields an ordinary differential equation for p 0 (t) with initial condition p 0 (0) = 1 and solution
Note that while first-order cell kill kinetics entail that sensitive tumour cell elimination is not mathematically possible in the model for finite time, one may reasonably take very small cell numbers (below unity for example) as representing total sensitive cell kill. With this qualification, sensitive cell regrowth cannot occur once sensitive cells are eliminated and p 0 (∞) is given to an excellent approximation by numerically simulating the model with the chemotherapeutic protocol active until p 0 (t) asymptotes at an appropriate level of tolerance. This is implicit below in the numerical simulations as is the modelling assumption that continuing therapy indefinitely, beyond the point of effective sensitive cell elimination, will not yield further benefits. We briefly remark that this is seen clinically in the motivating context of adjuvant therapies of colorectal cancer following resection of the primary tumour, where increasing trial treatment durations from a total of 6 months to 12 months has been concluded to have no effect on outcome Kerr, 1999, 2000) .
The chemotherapeutic protocol
We consider the action of a single S-phase-specific drug on both healthy and tumour cells, assuming the drug is delivered and decays rapidly, as with infusions and intermittent infusions of 5-FU, commonly used in the context of adjuvant colorectal cancer therapies. Hence, in our model, the chemotherapeutic is represented by a square wave function of application, with immediate drug action once applied and no drug action as soon as the administration has ceased. Thus, a protocol is considered such that each chemotherapy cycle consists of a drug application for a duration of t 1 , followed by a rest phase of duration kt 1 . This cycle is repeated to give a protocol represented by Drug status on off on off . . .
Duration
t 1 kt 1 t 1 kt 1 . . .
We define φ(t) to be the indicator function for the presence of the drug, as depicted in Fig. 3 . The cell kill rate due to the drug is taken to be thus increasingm corresponds to dose intensification. We implicitly assume that cell kill saturation does not occur so that any increase in cell kill intensity considered in the modelling can be realized; this is commonly reported in the form of linear cell kill, but it certainly is not universal (Frei and Antman, 2000) . It is also convenient below to defineψ to be the area under curve of drug cell kill for a single administration of the chemotherapeutic. Thus, for τ representing any fixed time after chemotherapy initiation, we haveψ
note thatψ is dimensionless asm is a rate of cell kill.
In manipulating the protocol in the explorations below, we can attempt to escalate the protocol by reducing the rest phase (dose densification) or by lengthening the duration of the administration. In contrast, the dose intensity,m, is dictated by the maximally tolerable dose given the toxicity constraint, which we now detail.
2.3.1 Toxicity constraint. The toxicity constraint, which limits the extent to which the chemotherapeutic protocol can be escalated, is expressed in terms of the total number of healthy cells in the G 0 -phase relative to its equilibrium value in the absence of chemotherapy. In particular, we require
with Υ ∈ (0, 1). While it is difficult to estimate Υ , we typically take Υ = 0.05 which entails that the toxicity constraint becomes limiting only once an exhaustion of the G 0 reserve is imminent, but without a traumatic loss of healthy cell number. Below, by assuming the use of the maximally tolerated dosage, we consider the maximal cell kill of the chemotherapeutic,
allowed by the toxicity constraint.
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For a given scheduling, finding the maximally tolerated cell kill intensity, m, or equivalently the maximally tolerated cell kill area under curve,
is computationally intensive. It requires solving the healthy cell equations for different dosage intensities, and using a root finder to find the intensity where the bound in inequality (19) is just attained, to within tolerance levels. Once the maximal cell kill area under the curve, ψ, becomes sufficiently large, the cell kill per dose administration is such that essentially all cells in or entering S-phase are killed to high accuracy. Further intensity increases have minimal effects on the level of cell kill; utilizing this observation entails numerical savings may be made by capping the maximum intensity in the root finder (the cell kill area under curve, which is non-dimensional, is capped at twenty in the simulations due to these observations). Alternatively, this cap could be viewed as a sharp limit to drug effectiveness once the area under curve is sufficiently large with a resulting break down of linear cell kill, for example due to saturation effects; however, we do not invoke this interpretation below.
Model summary
The healthy cell dynamics are governed by the equations for the S, G 2 /M, G 0 and G 1 phases of the cell cycle, plus the chemotherapeutic damaged compartment and apoptotic cells, with further equations governing cell volume growth and the population volume. In summary, these are
These are also subject to the boundary conditions of Section (2.1.6), whereby
andν
The initial conditions are given by
taken to be those arising from the large time asymptote of numerical simulations in the absence of chemotherapy.
The tumour cell population dynamics are governed by analogous cell cycle phase equations for cell densities, though subject to a distribution of G 1 transit times; these equations are summarized by
,
The boundary conditions are
with the initial distribution for g 1 , s and m given by the large time asymptotic distribution of cells among the different cell cycle compartments predicted by the model in the absence of chemotherapy and an overall scaling determined by the total initial tumour cell number. The non-dimensionalization of these models, plus reference parameter values and their motivation are presented in the appendix. The tumour and healthy cell dynamics are investigated in the context of chemotherapeutic protocols as follows. For a given set of parameters dictating cell behaviour, there are two remaining degrees of freedom governing the chemotherapeutic protocol given an implicit assumption of administering the maximally tolerated dose. In particular, once the duration of the drug administration and the rest phase of the protocol are prescribed, i.e. t 1 and kt 1 , the intensity of the treatment,m, is fixed by the maximally tolerated dose, denoted m, allowed by the toxicity constraint
The cell kill function is then
where φ(t) is the indicator function for the presence of drug given the protocol parameters, t 1 , kt 1 , as depicted in Fig. 3 .
We can then simulate the tumour cell model with the resulting protocol to determine the prediction for the probability of success, which is equivalent to the probability that resistance does not emerge. This is given by
as deduced via (18) and numerically determined by calculating the long time asymptote of p 0 (t), with the chemotherapeutic protocol continuing throughout the simulation. In particular, for the numerical simulations below, it has been explicitly checked that p 0 (t) has asymptoted within tolerance bounds at the end of the simulation and thus can be interpreted p 0 (∞), giving the model prediction for the probability of success; explicit examples in analogous models are presented by Gaffney (2004) .
Within this framework, varying the duration of the drug administration and the rest phase, the influence of a toxicity constraint, cell cycle phase specificity and evolution of resistance on protocol schedulings with maximally tolerated dosages can be explored. An upwind finite-difference numerical scheme is utilized for the numerical solution of the partial differential equations, as required for explorations of the presented model. The presence of the time delay entails that the algorithm stores a history of the system for a time ; otherwise the numerical implementation is standard (Morton and Mayers, 2005) .
Results
Overview of figures
The plots in Column I in each of Figs. 4-6 depict the maximally tolerated value of the cell kill area under curve, ψ, compatible with the toxicity constraint for a drug administration duration of t 1 and rest phase kt 1 . This may be seen from the heat map presented within any given plot: the maximally tolerated value of ψ for each value of t 1 and kt 1 can be obtained by comparing the colour of the plot at a given (t 1 , kt 1 ) coordinate to the colourbar on the right of the plot; analogous remarks apply for all plots presented. Note that it is particularly convenient to present the cell kill area under curve, ψ, as the measure of maximally tolerated administration intensity by virtue of the fact it is dimensionless, while FIG. 4 . Predictions for the probability of success given maximally tolerated dosages and alterations in the protocol scheduling; variations in the median tumour cell cycle time and the mutation rate to resistance are also considered. In the above plots, the drug administration time, t 1 , is in the range t 1 ∈ [1/3 days, 10/3 days], along the horizontal axis, while the rest phase, kt 1 , is in the range kt 1 ∈ [0, 9 days] along the vertical axis. Column I gives the maximally tolerated cell kill area under curve, ψ, compatible with the toxicity constraint for the corresponding protocol rest phase and drug administration duration. Note the transitional region in ψ, points on which are highlighted by the asterisk; see text for further details. In the remaining columns are plots for the probability of protocol success, p 0 (∞), as parameter values are varied. All plots below are presented analogously. In Columns II-V, the parameter σ 2 , which is a measure of the variance of the tumour cell cycle time, is given by Predictions for the probability of success given maximally tolerated dosages and alterations in the protocol scheduling; alterations in the median and variance of the tumour cell cycle time are also considered along with variations in the mutation rate to resistance. In the above plots, the drug administration time, t 1 , is in the range t 1 ∈ [1/3 days, 10/3 days], along the horizontal axis, while the rest phase, kt 1 , is in the range kt 1 ∈ [0, 9 days] along the vertical axis. Column I gives the maximally tolerated cell kill area under curve, ψ, compatible with the toxicity constraint for the corresponding protocol rest phase and drug administration duration. In Columns II-V are plots for the probability of protocol success, p 0 (∞), as parameter values are varied. In the Rows A-C changes in the mutation rate, α, and the variance of the tumour cell cycle time, as governed by σ 2 , are explored. With a 2 , T c , respectively, denoting the S-phase duration and the median tumour cell cycle time, these parameters are Row A: α = 10 −7 [ln 2]/a 2 , σ 2 = 0. Predictions for the probability of success given maximally tolerated dosages and alterations in the protocol scheduling; the drug administration time, t 1 has a larger range than considered previously with t 1 ∈ [1/3 days, 20/3 days] along the horizontal axis. The rest phase, kt 1 , is again in the range kt 1 ∈ [0, 9 days] along the vertical axis. The first column gives the maximally tolerated cell kill area under curve, ψ, compatible with the toxicity constraint for the corresponding protocol rest phase and drug administration duration. In the remaining plots, the probability of protocol success, p 0 (∞), is depicted as the median tumour cell cycle time, T c , is varied. The mutation rate, α, is given by α = 10 −8 [ln 2]/a 2 , and σ 2 , which governs the variance of the tumour cell cycle time is given by σ 2 = 0.125T 2 c /2. Note that the asterisk highlights the observation that sufficient increases in the drug administration time, t 1 , away from the transitional region of maximally tolerated cell kill area under curve, ψ, results in a substantial reduction in protocol effectiveness.
the numerical simulations of the healthy cells on the one hand, and the tumour cells on the other, are based on different non-dimensionalizations for convenience, as detailed in the apendix.
In the remaining plots, in Columns II-V of Figs. 4-6, the probability of protocol success, p 0 (∞), is depicted as the drug administration duration, t 1 , is varied along the horizontal axis of each plot and the rest phase, kt 1 , is varied along the vertical axis, given maximally tolerated dosages. The duration of the median tumour cell cycle time, T c , its variance plus the mutation rates to resistance are varied in these figures; all other parameters are derived from estimates presented in the appendix.
Model predictions
In Fig. 4 , maximally tolerated cell kill area under curves, ψ, and the probability of protocol success, p 0 (∞), are presented for different protocol schedulings as the median tumour cell cycle durations are varied between 2.0 days and 4.0 days in Columns II-V. In Rows A-C, mutation rates are varied from 10 −4 [ln 2]/a 2 to 5 × 10 −7 [ln 2]/a 2 , where a 2 is the S-phase duration.
Note that Row A demonstrates that for the extremely aggressive resistance mutation rate of 10 −4 [ln 2]/a 2 , there is effectively no protocol success. In Rows B, C of Fig. 4 , and also in Figs. 5 and 6 results with less aggressive, but nonetheless realistic, mutation rates are presented.
In the plots presented in these figures, the regions where protocol success is observed have a boundary that is delimited towards the left by the loci of points where the maximally tolerated cell kill area under curve, ψ, changes very rapidly. This transitional region in the maximally tolerated cell kill area under curve is emphasized in Fig. 4A .I via the asterisk.
In addition, limited increases in the drug administration time, t 1 , away from the boundary where ψ changes rapidly also yield successful protocols, especially for intermediate values of the rest phase, kt 1 . This can also be observed for the parameter values of Fig. 5 , where lower mutation rates and higher tumour cell cycle time variances are considered; similar comments apply to Fig. 6 that explores an extended range of the drug administration time. In the latter, an asterisk emphasizes that very large increases in the drug administration time, t 1 , are counter-productive. However, protocol failure can still be apparent in regions where the maximally tolerated cell kill area under curve changes very rapidly if the rest phase is either very high or very low; this can be readily observed in all of In Fig. 5 , changes in the variance of the tumour cell cycle time are also explored. Consider Row C; for relatively low rest phases a different, if subtle, behaviour emerges where a region of protocol failure occurs along the white line depicted in plots 5C.II-5C.V. This can also be observed in Fig. 6 and, to a lesser extent, in Row A of Fig. 5 . The white lines in plots 5C.II-5C.V satisfy t 1 + kt 1 = T c , where T c is the median tumour cell cycle time, and Row C corresponds to a particularly low variance of the tumour cell cycle time. The fact the protocol is ineffective in this specific region, especially for low variances of the cell cycle time, evidences a resonant failure of the chemotherapeutic protocol; in particular, a fine tuning of parameters is required for the presentation of this mechanism.
From Figs. 4-6, one can also infer the effects of changing the tumour cell cycle time and its variance. By comparing Columns II, III, IV and V in any of the figures, where the median tumour cell cycle time is, respectively, 2.0 days, 3.0 days, 3.5 days and 4.0 days, one has that increases in the cell cycle time induces poorer outcomes. Similarly, by comparing Rows A and B of Fig. 5 , one can see that increasing the tumour cell cycle variance also reduces the protocol effectiveness in general (away from regions where resonant failure may be important).
Note from Figs. 4-6 that reducing the rest phase from a very large value will either induce improvements in the outcome, at least initially or will have no effect. Thus, dose densification in general is predicted to often be beneficial but not universally so. In particular, aggressive dose densification eventually yields poor results once reductions in the rest phase result in extensive movement away from the transitional region where the maximal cell kill area under curve, ψ, changes rapidly. It can also be clearly observed that manipulating the dose administration time in addition to dose densification can yield substantial improvements when dose densification in isolation is ineffective.
Discussion and conclusions
In this study, we have constructed a model incorporating the response of tumour and healthy tissue subjected to a cell cycle phase-specific chemotherapeutic protocol. Motivated by 5-FU in the arena of colorectal adjuvant therapy, we have considered intermittently continuous administrations of an S-phase-specific drug with the aim of assessing how treatment toxicity and the prospect of resistance evolution may influence concepts for optimizing protocol scheduling. In particular, the focus has been on the effects of dose densification and alterations in drug administration duration for schedules characterized by maximally tolerated dosages.
Unsurprisingly, for sufficiently aggressive evolution to resistance the model predicts that treatment is ineffective. As necessary for confidence in the modelling predictions, given the difficulties with drug resistance in practice, this happens easily within the empirical bounds on mutation rates.
For lower mutation rates, though again in the empirical range, the optimal protocol scheduling parameters are delimited on the left in Figs. 4-6 by the region where the tolerated dosage changes sharply. We refer to this as the region of transitional dosage. The fact such sharp changes exist leads to a model prediction that, in general, one can expect sensitivity to protocol changes.
Effective schedulings, if they exist, appear in the transitional dosage region and for limited increases in the drug administration time, t 1 , away from this region. The fact the region of transitional dosage delimits the regions of effective scheduling demonstrates the modelling prediction that toxicity limitations are a major factor dictating protocol outcomes, even when maximally tolerated doses are considered. In particular, once the scheduling timings are sufficiently relaxed to allow extensive intensity escalation before attaining the maximally tolerated dosage, poor outcomes are predicted. In addition, if drug administrations are for greatly extended periods, the resulting restrictions in drug intensity again yield predictions of poor outcomes.
In contrast, intermediate timings characterize effective protocols and are governed by the level of escalation allowed, that is the level of toxicity present. This also demonstrates rest phases are predicted to be critical in designing effective protocols using maximally tolerated doses, despite the consequences of partial tumour tissue recovery.
However, not all schedulings in regions of transitional dosage are predicted to be effective, highlighting that additional aspects of the biology can be important. At high values of the drug rest phase, kt 1 , within the transitional dosage region, this failure is anticipated to be a result of extensive tumour tissue recovery; note also that in this region of parameter space one has the rest phase is substantially greater than the drug administration duration. For very short rest phases within the transitional dosage region, tolerable administration durations are even shorter so that once more the rest phase is substantially longer than the drug administration duration and, in effect, the majority of the protocol is in a rest phase, allowing tumour recovery.
Cell cycle resonance effects are also observed illustrating one aspect of how the cell cycle can influence the model predictions. In particular, protocol choices with a period equal to the median tumour cell cycle time yield an uncharacteristically poor outcome, especially for smaller variances of the tumour cell cycle time. For such schedulings, the majority of tumour cells are protected by the fact the period of the protocol scheduling is in synchrony with the tumour cell cycle time, which does not vary extensively between cells when there is a low variance of the tumour cell cycle duration. In particular, after the initial elimination of the S-phase cells by the first drug administration, remaining tumour cells are not extensively killed as the protocol is always applied at the same point of the cell cycle, while the remaining tumour cells are typically not in S-phase during the administrations. Although this resonant failure is not universally seen in the modelling, as it is sensitive to parameter values, it nonetheless advocates a prediction that resonances between protocol timings and the tumour cell cycle have the potential to reduce therapeutic effectiveness for cell cycle phase specific interventions.
Apart from the possibility of resonance, it is observed to be generally more difficult to eliminate a tumour which is growing more slowly or which possesses a greater heterogeneity in its cell cycle time. Slower growth entails that fewer tumour cells are susceptible at any given time within the model, leading to a larger tumour cell sanctuary due to cell cycle effects, highlighting an important consequence of the cell cycle on modelling predictions.
Nonetheless, alterations in the tumour cell cycle time or its variance do not impact upon the observations of the importance of the transitional region in predictions of a successful outcome. The same observation is true over a large range of mutation rates even though mutation to resistance has an especially profound effect on the overall chance of success. Consequently, we see that as parameters are altered, the quantitative details of the probability of success do change, often extensively. However, the importance of the region of transitional dosage in locating relative protocol improvements is retained for any such parameter variations, at least providing extremely small or extremely large rest phases are avoided, along with resonant values of the period of the protocol. Furthermore, while it is not feasible to consider all of parameter space such observations have also emerged for numerous other plausible parameter possibilities (Boston, 2008) . Thus, modelling predictions for locating effective scheduling protocols apply for very large ranges of parameters, even if the quantitative details differ substantially.
We now explicitly consider dose densification. For a given dose administration duration with a very large rest phase, the predicted outcome is poor. Subsequently reducing the rest phase, while maintaining maximally tolerable dosings, is predicted to either have no effect or to lead to initial improvements, with subsequent rest phase reductions eventually leading to relatively poor outcomes. Thus, dose densification is not predicted to be universally beneficial. Furthermore, even if it does yield improvements, very aggressive dose densification is not advocated by the modelling predictions; this is already recognized as 'not trying to kill the [tumour] cells that are already dead' (Norton, 2005) . In particular, once the dose densification starts inducing substantial decreases in the maximally tolerated dose, sufficiently aggressive further dose densing is predicted to be counter-productive.
These observations nonetheless indicate that dose densification is very useful in the current context even though theoretical framework developed by Norton (1998a Norton ( ,b, 2001 ) does not explicitly model resistance, the cell cycle or toxicity. However, our results additionally highlight the importance of varying the drug administration duration, especially if dose densing in isolation is ineffective. It is also interesting to note that positive results are observed for general protocol escalations, with variations in the drug administration time, for Phase-I trials, assessing safety profiles, and for mouse models, though currently for systems with non-trivial pharmacokinetics (Kolinsky et al., 2009; Traina et al., 2008) rather than infusional adjuvant therapies.
Finally, one should note that the conclusions drawn are based on a model of infusional treatments with single agent 5-FU for freshly vascularized nodules. It is therefore of course important to consider whether generalizations of this modelling framework further influence the conclusions. Thus, future studies will also consider the influence of combination therapies, non-exponential growth dynamics, non-trivial pharmacokinetics and differences between regional and systemic treatments.
