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ABSTRAK 
Harga saham sangat berpengaruh dalam perkembangan 
ekonomi. Permasalahan ketidakpastian harga saham memiliki 
risiko yang besar bagi para investor dan pelaku bisnis terkait. 
Hal tersebut membuat peramalan harga saham yang akurat 
dapat membantu dalam pengambilan keputusan finansial. Data 
harga saham merupakan data finansial yang kompleks, 
memiliki banyak noise, bersifat non – linear dan tidak stasioner, 
oleh karenanya diperlukan model yang mampu meramalkan 
dengan ciri – ciri data seperti data finansial tersebut. 
Support Vector Mechine Regression (SVR) adalah adaptasi dari 
machine learning berdasar klasifikasi model regresi dari 
Support Vector Machine (SVM). SVR merupakan metode yang 
dapat menyelesaikan permasalahan estimasi non-linear 
sehingga bisa digunakan untuk meramalkan harga saham. 
Peramalan harga saham dengan menggunakan model SVR 
akan dibantu dengan optimasi parameter yaitu Fruit Fly 
Optimization Algorithm (FOA). Adapun variabel terikat yang 
digunakan dalam penelitian ini adalah data close price harga 
saham harian dan variabel terbuka adalah data open price, 
high price, low price, volume harga saham harian, serta  data 
exchange rate IDR-USD.  
Model SVR dengan bantuan FOA untuk pencarian parameter 
optimal dapat digunakan untuk meramalkan harga saham 
harian. Hasil analisa menunjukkan bahwa model SVR dengan 





1.0219421008384209, dan γ adalah  381.67717950346355 
merupakan model SVR yang terbaik untuk melakukan 
peramalan harga saham harian. Hal ini ditunjukkan dari nilai 
MAPE yang didapatkan adalah 0.020666150003759407%.  
Hasil peramalan masa mendatang dengan menggunakan 
metode SVR menghasilkan nilai akurasi yang lebih baik 
dibandingkan dengan moving average (MA) yaitu dengan nilai 
MAPE peramalan model SVR adalah 0,0023% lebih baik 
dibandingkan nilai MAPE peramalan model MA yaitu 2,3%.  
Kata Kunci: Harga Saham, Forecasting, Support Vector 
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ABSTRACT 
Stock prices are very influential in economic development. The 
issue of uncertainty in stock prices has a big risk for investors 
and related business people. This makes accurate stock price 
forecasting can help in financial decision making. Stock price 
data is complex financial data, has a lot of noise, is non - linear 
and not stationary, therefore a model that is capable to forecast 
with data characteristics like those financial data is needed. 
Support Vector Mechine Regression (SVR) is an adaptation of 
machine learning based on regression model classification of 
Support Vector Machine (SVM). SVR is a method that can solve 
non-linear estimation problems so that it can be used to forecast 
stock prices. Forecasting stock prices using the SVR model will 
be assisted by parameter optimization, that is Fruit Fly 
Optimization Algorithm (FOA). The dependent variable used in 
this study is close price data of daily stock prices and the open 
variables are data open price, high price, low price, volume of 
daily stock prices, and IDR-USD exchange rate data. 
The SVR model with FOA assistance for optimal tuning 
parameter can be used to forecast daily stock prices. The 
analysis result shows that the SVR model with C parameter 
value 9139.009142607989, ε value 1.0219421008384209, and 
γ value 381.67717950346355 is the best SVR model for 
forecasting daily stock prices. This is indicated by the MAPE 





The result of future forecasting by using SVR method give a 
better accuracy compared to Moving Average (MA) method 
with MAPE value of SVR model was 0.0023% better than MAPE 
value of MA model, that was 2,3%. 
Keywords: Stock Prices, Forecasting, Support Vector 
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1 BAB I 
PENDAHULUAN 
 
Bab ini akan menjelaskan tentang pendahuluan pengerjaan 
tugas akhir yang meliputi latar belakang, rumusan masalah, 
batasan masalah, tujuan penelitian, dan manfaat yang akan 
diperoleh dari penelitian tugas akhir ini. 
 
 Latar Belakang 
Pasar saham memiliki pengaruh yang besar terhadap 
perkembangan ekonomi.  Adapun pasar saham sangat didukung 
oleh pemerintahan dan telah disahkan undang – undang 
mengenai penyelenggaraan kegiatan di bidang pasar modal. 
Undang – undang ini dibuat untuk mengatur kegiatan pasar 
modal agar lebih teratur, wajar dan efisien, serta menjamin hak 
kepemilikan dari perusahaan efek kepada bursa efek.  Selain itu, 
pemerintah Indonesia telah melegalkan adanya investasi pesar 
saham, sehingga dapat berdampak pada kenaikan ekonomi 
negara. Adanya hal tersebut membuat prediksi saham sangat 
menjadi diperlukan oleh para investor dan pelaku bisnis. Bagi 
para peneliti, memprediksi harga saham juga termasuk salah 
satu aktivitas yang sangat menantang. Adanya fluktuasi dapat 
memberikan dampak pada harga saham dan trading voume, 
sehingga hal ini menyebabkan peramalan sulit untuk dilakukan 
[1]. Selain itu, peramalan sulit dilakukan karena data harga 
saham merupakan data finansial deret waktu yang mana 
memiliki volatilitas yang sangat tinggi dan tidak stasioner [2] 
[3]. Data harga saham juga sangat kompleks dan memiliki 
banyak noise [4]. Menurut Jobson dan Korie, data finansial 
harga saham merupakan data non linier [4]. Karakteristik dari 
data finansial yang kompleks, memiliki banyak noise, berisifat 
non linear dan tidak stasioner membuat peramalan data saham 






Menurut Kim Kyong Jae, Support Vector Machine (SVM) dapat 
memberikan alternative dalam memprediksi harga saham [5] . 
Hal ini karena Support Vector Machine (SVM) merupakan 
machine learning yang dapat diaplikasikan dalam memprediksi 
data deret waktu [6]. SVM dapat menghasilkan permalan yang 
akurat jika memiliki kombinasi yang baik dalam menentukan 
parameter [5]. Hal tersebut disampaikan dalam penelitian yang 
dilakukan oleh Lai dan Liu. Penggunaan SVM dalam machine 
learning tidak hanya untuk klasifikasi saja, namun juga terdapat 
sebuat metodologi untuk prediksi dengan menggunakan analisis 
regresi dalam prediksi deret waktu [6]. Metolodogi ini dikenal 
dengan nama Support Vector Regression (SVR) yang berfungsi 
untuk mengobservasi data dengan menggunakan SVM. 
Peramalan data finansial deret waktu berhasil diramalkan 
dengan SVR [7].  
Pada tugas akhir ini mengusulkan metode Support Vector 
Regression (SVR) sebagai metode untuk melakukan peramalan 
harga saham harian. Jika dibandingkan dengan 
Backpropagation Nerual Network (BPNN), SVR lebih baik 
digunakan untuk meramalkan data finansial deret waktu 
dibanding BPNN. Hal ini karena BPNN memiliki risiko dalam 
over-fitting, jumlah parameter yang besar dan solusi yang stabil 
sulit untuk didapatkan [7]. Penelitian dari Kim dan Han yang 
meralamalkan dengan Artificial Neural Network (ANN) 
mengatakan bahwa ANN dapat meningkatkan performa dari 
prediksi yang dilakukan dan dapat mengurangi dimensionality. 
Sedangkan beberapa penelitian lain mengatakan bahwa data 
harga saham yang memiliki banyak noise dan dimensi yang 
kompleks membuat ANN memiliki keterbatasan dalam 
mempelajari pola, sehingga sering terjadi ke tidak konsistenan 
pada data yang bersifat noise [2] . Selain menggunakan metode 
SVR, pada pengerjaan tugas akhir ini juga akan menggunakan 
Fruit Fly Optimization Algorithm (FOA) untuk mengoptimasi 
nilai parameter yang paling optimal. Optimasi parameter ini 
dilakukan karena menurut beberapa penelitian, parameter untuk 





penelitian menyebutkan bahwa karena tidak optimalnya 
parameter membuat algoritma tidak berjalan secara konstan [8].  
Peramalan harga saham dengan metode SVR dan 
pengoptimasian parameter dengan FOA dapat digunakan dalam 
meramalkan data saham harian dengan lebih baik dibandingkan 
dengan metode sebelumnya. Keakuratan peramalan ini dapat 
dijadikan sebagai pendukung keputusan bagi investor dan para 
pelaku bisnis yang terlibat. Penelitian dari tugas akhir ini 
nantinya dapat dijadikan referensi dalam penyelesaian kasus 
saham harian yang lain. 
 Rumusan Masalah 
Berdarkan latar belakang tersebut, rumusan masalah yang akan 
diselesaikan dalam tugas akhir ini adalah sebagai berikut. 
1. Bagaimana model SVR yang sesuai untuk meramalkan 
harga saham harian? 
2. Bagaimana hasil peramalan harga saham harian dengan 
teknik Support Vector Regression (SVR)? 
3. Bagaimana ketepatan dan akurasi hasil ramalan harga 
saham dengan teknik Support Vector Regression (SVR) 
pada data yang digunakan? 
 Batasan Permasalahan 
Berdasarkan rumusan masalah yang telah disebutkan, adapun 
batasan masalah terkait pengerjaan tugas akhir ini adalah 
sebagai berkut. 
1. Data yang digunakan adalah data close trading harga 
saham harian dari Unilever dan PT. Kalbe Farma Tbk. 
dengan rentan waktu 4 tahun yaitu data bulan Agustus 2014 
hingga Agustus 2018 yang didapatkan dari Yahoo Finance. 
2. Variabel bebas yang berpengaruh pada peramalan ini 
adalah data open, high, low, volume, dan exchange rate 
IDR – USD. 






4. Peramalan hanya menggunakan fungsi kernel SVR 
yaitu radial basis function (RBF). 
5. Perangkat lunak yang digunakan untuk meramalkan 
dengan SVR dan parameter tuning adalah Jupyter 
Notebook dengan bahasa Python. 
 Tujuan 
Tujuan dari tugas akhir ini adalah sebagai berikut. 
1. Mendapatkan model prediksi serta melakukan 
prediksi harga saham di Indonesia dengan 
menggunakan metode Support Vector Regression 
(SVR). 
2. Mengetahui hasil akurasi dan ketepatan ramalan 
harga saham dengan metode Support Vector 
Regression (SVR). 
 Manfaat 
Manfaat yang diharapkan dari hasil pengerjaan tugas 
akhir ini adalah sebagai berikut. 
1.5.1. Bagi Peneliti 
1. Mampu memahami Support Vector Regression 
(SVR) dalam melakukan prediksi pada harga saham 
2. Mampu menghitung akurasi dari hasil prediksi yang 
telah dilakukan dengan Support Vector Regression 
(SVR) 
1.5.2. Bagi Pendidikan 
Menjadikan penelitian ini sebagai sumber masukan untuk 
penelitian terkait dengan peramalan harga saham harian 
dengan menggunakan Support Vector Regression (SVR). 
Hasil penelitian tersebut nantinya dapat digunakan 
sebagai bahan pembelajaran serta sebagai satu acuan 
dalam pengembangan penelitian selanjutnya. 





Memudahkan investor dan pelaku bisnis saham di 
Indonesia dalam mengambil keputusan dengan 
melakukan prediksi yang akurat terhadap harga saham. 
 Relevansi 
Penelitian dari tugas ahir ini memliki relevansi dengan : 
a. Penelitian yang terdapat pada laboratorium Rekayasa 
Data dan Intelegensi Bsinis (RDIB) pada bidang 
Computerized Decision Support yang termasuk ke 
dalam cabang ilmu Sistem Pemodelan dan Analisis. 
Beberapa mata kuliah yang berkaitan dengan tugas 
akhir ini adalah Statistika, Teknik Peramalan dan 
Sistem Pendukung Keputusan. 
b. Permasalahan terkait analisis dan peramalan data deret 
waktu, terutama pada data deret waktu finansial. Deret 
waktu finansial memiliki permasalahan terkait 
kompleksitas data, adanya noise dan non – linear dari 
data. Adanya noise dapat membuat tingkat akurasi 
peramalan kurang baik. Hal tersebut membuat 
peramalan data deret waktu finansial memerlukan 
model peramalan yang dapat mengurangi kompleksitas 
sehingga mendapat hasil peramalan yang baik. 
c. Berdasarkan penelitian terdahulu, metodologi yang 
digunakan terkait peramalan harga saham masih 
memiliki beberapa kekurangan, seperti Artificial 
Neural Network dan Backpropagation Neural Network. 
Metode SVR diharapkan mampu mendapatkan hasil 











2 BAB II 
TINJAUAN PUSTAKA 
 
Bab tinjauan pustaka terdiri dari landasan-landasan yang akan 
digunakan dalam penelitian tugas akhir ini, mencakup 
penelitian-penelitian sebelumnya, kajian pustaka,  dan metode 
yang digunakan selama pengerjaan. 
 
 Penelitian Sebelumnya 
Terdapat beberapa penelitian yang memiliki topik yang hampir 
serupa dengan penelitian ini, diantaranya akan dijelaskan pada 
Tabel 2.1 sampai Tabel 2.4. 
Tabel 2. 1 Literatur 1 




Yanhui Guo, Siming Han, Chuanhe Shen, Ying 




Peramalan harga saham menggunakan adaptive 
SVR berdasarkan Particle Swarm Optimization 
(PSO) dengan tujuan meningkatkan kegunaan 
model dan menghindari kesulitan dalam mencari 
parameter dari SVR. Hasil peramalan dengan 
metode Adaptive SVR memiliki adaptability 
yang bagus dan hasil predriksi yang lebih bagus 
dibandingkan SVR dan BPNN tradisional. 
Keterkaitan 
penelitian  
Referensi peramalan dengan menggunakan 
metode Support Vector Regression (SVR). 
 
Tabel 2. 2 Literatur 2 
Judul  Stock Price Prediction based on Grey Relational 












Peramalan harga saham menggunakan Grey 
Reational Analysis (GRA) untuk menentuka 
technical variable dan meramalkan dengan 
menggunakan metode Support VectirRegression 
(SVR). Hasil peramalan ini membandingkan 
metode optimasi untuk mengetahui tingkat 
akurasi peramalan. Ada 4 jenis optimasi yang 
digunakan, yaitu Fruit Fly Optimisation 
Algorithm  (FOA), Improved Fruit Fly 
Optimization Algorithm (IFOA), 
Backpropagation (BP) dan Particle Swarm 
Optimization (PSO). Hasil peramalan 
menunjukkan IFOA memiliki performa yang 
bagus untuk melakukan prediksi. Hal tersebut 
dibuktikan karena memiliki nilai MSE dan 
MAPE yang lebih rendah dibandingkan dengan 
ketika metode lainnya. IFOA SVR juga 




Referensi peramalan dengan menggunakan 
metode Support Vector Regression (SVR), data 
saham yang digunakan adalah data harian 
dengan adanya pengerauh variabel lain dan 
pencarian parameter optimal dengan Fruit Fly 
Optimization Algorithm (FOA). 
 
Tabel 2. 3 Literatur 3 
Judul  Indonesian Stock Prediction Using Support 
Vector Machine (SVM) 
Nama, 
Tahun  









Peramalan harga saham menggunakan Support 
Vector Regression (SVR) dengan Guassian 
Mixture Model (GMM). Hasil model peramalan 
dapat metode ini dapat diterapkan pada beberapa 




Referensi peramalan dengan menggunakan 
metode Support Vector Regression (SVR) dan 
menggunakan data harian dalam peramalannya. 
 
Tabel 2. 4 Literatur 4 
Judul  Support Vector Regression with Fruit Fly 








Peramalan mengenai konsumsi listrik dengan 
akurasi terbaik menggunakan Support Vector 
Regression (SVR) karena pola data dari 
konsumsi listrik bersifat non – linear. Selain itu, 
dalam penelitian ini juga menggunakan Fruit Fly 
Optimization Algorithm untuk mencari tiga 
parameter SVR yang paling optimal untuk 
model peramalan SVR. Hasil dari permalan 
SVR dengan FOA (FOASVR) akan melalui 
proses seasonal adjustment untuk mendapatkan 
peramalan  Seasonal FOASVR (SFOASVR). 
Keterkaitan 
penelitian  
Penelitian tugas akhir ini menggunakan FOA 
sebagai pencarian parameter optimal untuk 
model peramalan menggunakan SVR. Selain itu, 
pola data yang diramalkan memiliki kesamaan 






 Harga Saham 
Harga aktual disebut juga harga terakhir dari transaksi yang 
terjadi pada saham [9]. Harga aktual adalah harga saham 
berdasarkan waktu yang telah diberikan. Perkiraan harga yang 
diterima oleh pembeli dan penjual pada transaksi selanjutnya 
dapat dilihat dari harga aktual saham. Hal ini membuat harga 
aktual dapat dijadikan sebagai dasar untuk peramalan pada 
transaksi selanjutnya. Selain itu, harga saham dalam 
perekonomian sangat berperan aktif melalui berbagai aliran. 
Pasar saham dilihat sebagai ukuran umum dari keadaan 
ekonomi melalui pengaruh harga saham pada ekonomi nyata. 
Adapun berbagi variabel makroekonomi yang mempengaruhi 
harga saham menurut Kwon dan Shin, ada kointegrasi antara 
exchange rate, trade balance dan money supply money supply 
dengan harga saham [10]. Salah satu variabel tersebut yang 
menjadi masukkan pada peramalan ini adalah exchange rate. 
Hal ini dikarenakan menurut Asmy, Roholina, Hassama dan 
Fouad dalam penelitiannya mengatakan bahwa hraga saham 
merespon inovasi dalam exchange rate dan money supply secara 
positif dalam jangka pendek, namun negative dalam jangka 
panjang [10]. Adanya pengaruh tersebut nantinya juga akan 
secara tidak langsung mempengaruhi hasil prediksi, sehingga 
variabel tersebut perlu dimasukkan dalam penelitian. 
 Peramalan 
Peramalan atau forecasting adalah proses dalam 
mengestimasikan kejadian masa depan dengan menggunakan 
data masa lampau [11]. Biasanya peramalan diklasifikasikan 
berdasarkan periode waktu dan penggunaannya. Periode waktu 
dalam peramalan antara lain Medium-term (1 hingga 3 tahun) 
dan Long-term (lebih dari 5 tahun). Peramalan dapat berfugsi 
sebagai pendukung strategi dan pembuatan keputusan yang 
kompetitif.  
Peramalan hanya dapat dilakukan apabila terdapat data dari 
masa lampau. Hal tersebut membuat semakin lama waktu masa 






Jenis dari peramalan ada 3 yaitu [11]:  
1. Qualitative Methods 
2. Time Series Methods 
3. Causal Methods 
Adapun langkah – langkah dalam melakukan peramalan adalah 
sebagi berikut [11]. 
1. Mengidentifikasi kebutuhan 
2. Menentukan periode yang akan diramalkan 
3. Menentukan model peramalan yang akan digunakan 
4. Mengumpulkan data masa lampau yang digunakan 
5. Melakukan peramalan 
6. Mengevaluasi peramalan 
 Support Vector Regression 
Support Vector Regression adalah adaptasi dari machine 
learning berdasar klasifikasi model regresi dari Support Vector 
Machine (SVM) [12]. SVR merupakan metode yang dapat 
menyelesaikan permasalahan estimasi non-linear. SVR berhasil 
memprediksi data deret waktu seperti pada data finansial deret 
waktu [12].  Menurut Cortez dan Vapnik, SVR menggunakan 
model linear untuk diterapkan untuk kelas non – linear melalui 
pemetaan vektor masukan x ke dalam ruang fitur high – 
dimensional [7]. Konsep dari SVR adalah dengan 
mempertimbangkan satu set data G= {(xi, qi)} I = 1n, dimana xi 
adalah vector input model, qi adalah nilai aktual dan 
merepresentasikan hubungan output, dan n adalah total jumlah 
pola data. Tujuan dari regresi sendiri adalah untuk menentukan 
fungsi f(x) sehingga dapat memprediksi target yang diinginkan 
secara akuran. Fungsi regresi dapat diformulasikan sebagai qi = 
f(xi) + δ, dimana δ  adalah random error dengan distribusi N (0, 
σ2) [12]. Adapun detail penjelasan dari SVR adalah sebagai 
berikut [7]. 
Diketahui data yang akan diramalkan adalah (xi , yi), i = 1,2,…, 





luaran untuk memprediksi n, n adalah jumlah training set. 
Rumus SVR dapat direpresentasikan seperti berikut ini [13].  
𝒇(𝒙) = 𝐰𝐓𝝋(𝒙) + 𝒃     φ : 𝑹𝒏 → 𝑭, w ϵ 𝑭   (2. 1) 
Dimana w adalah elemen dalam ruang high – dimensional, φ 
(x) adalah fungsi pemetaan non – linear, b adalah ambang batas 
atau threshold. f(x) dinotasikan sebagai nilai luaran dari 
peramalan. Permasalahan regresi di atas adalah untuk 
meminimalisir risiko dari f. Hal tersebut dilakukan dengan 




∥ 𝒘 ∥𝟐+ C ×
𝟏
𝒏
∑ |𝒚𝒊 − 𝒇(𝒙𝒊)|𝜺
𝒏
𝒊=𝟏   (2. 2) 
Dimana || w ||2 adalah fungsi uraian, Remp adalah risiko empiris, 
C adalah penalty parameter, |yi – f(xi)ε adalah insensitive 
parameter. Parameter C dan ε mempengaruhi presisi SVR 
secara signifikan. Nilai ε didefinisikan sebagai berikut.  
|𝒚𝒊 − 𝒇(𝒙𝒊)|𝜺 = {
𝟎, |𝒚𝒊 − 𝒇(𝒙𝒊)| ≤ 𝜺
|𝒚𝒊 − 𝒇(𝒙𝒊)| − 𝜺, 𝒆𝒍𝒔𝒆
  (2. 3)
  
Dua variabel nonnegative slack ξi dan ξi* digunakan untuk 
mengatasi permasalahan optimasi. Fungsi f (x) dijabarkan 
seperti berikut. 
𝒇(𝒙) = ∑ (𝒂𝒊 − 𝒂𝒊
∗)𝒌(𝒙𝒊, 𝒙) + 𝒃
𝒏
𝒊=𝟏   (2. 4) 
Dimana ai adalah Lagrange multipler, k(xi, yi) adalah fungsi 
kernel. Kernel memiliki beberapa jenis perbedaan dalam 
membangun machine dalam ruang input. Adapun karena 
perbedaan tersebut akan menghasilkan suatu keputusan non – 
linear yang berbeda pula. Hal tersebut membuat kita harus 
memilih kernel berdasarkan fitur input-nya. Secara umum, 
contoh fungsi kernel yang digunakan adalah Guassion Radial 
Basis Function (RBF). Adapun formulasi RBF tersebut adalah 
sebagai berikut.  
𝒇(𝒙) = ∑ (𝒂𝒊 − 𝒂𝒊
∗)exp(− ∥ 𝒙𝒊 − 𝒙 ∥
𝟐 𝟐𝝈𝟐⁄ ) + 𝒃
𝒏
𝒊=𝟏





Dimana xi adalah elemen data training, x adalah elemen dari 
data testing, σ adalah parameter dari RBF.  Biasanya cross 
vaidation digunakan untuk menentukan nilai parameter.  
 Fruit Fly Optimization Algorithm 
SVR memiliki kapabilitas dalam melakukan banyak percobaan 
dengan parameter C, ε, dan γ dalam fungsi kernel [13]. 
Penentuan parameter tersebut sangat sulit untuk dilakukan [7]. 
Masalah kombinatori optimasi adalah dengan memperhatikan 
ketiga parameter dalam meminimalkan total jarak dari setiap 
support vector ke hyperplane yang optimal [13]. Adapun solusi 
untuk mengatasi permasalahan tersebut adalah dengan 
intelligent optimization, contohnya adalah seperti Particle 
Swarm Optimization (PSO), Fruit Fly Optimization Algorithm  
(FOA), Genetic Algorithm (GA), dan metode optimasi lainnya. 
Menurut Hou, Zhu Xia dan Wu, FOA memiliki karakteristik 
yang unik, dimana memiliki banyak kelebihan antara lain 
sederhana dan mudah untuk diimplementasikan, perhitungan 
cepat dan konvergensi, parameter sedikit dan memiliki 
pengaturan yang mudah [13]. 
Metode Frit Fly Optimization Algorithm (FOA) ini merupakan 
metode untuk menemukan optimasi umum berdasarkan perilaku 
pencarian makanan dari lalat buah. Organ osphresis dari lalat 
buah dapat mencium semua jenis bau makanan di udara; dan 
dapat mencium sumber bau dari kejauhan 40 km [15]. Adapun 
langkah – langkah pada proses optimamasi untuk 
meminimalkan adalah sebagai berikut [13] [14]. 
1. Tentukan posisi awal dari fruit fly population; 
2. Individual fruit fly terbang pada arah yang acak untuk 
mencari makan berdasarkan jarak terdekat dari 
tempatnya saat ini. Lokasi dari perpindahan tersebut 
dapat dihitung dengan rumus pada Gambar 1. 
 
𝒙𝒊 = 𝑰𝒏𝒊𝒕 𝑿𝒂𝒙𝒊𝒔 + 𝑹𝒂𝒏𝒅𝒐𝒎 𝑽𝒂𝒍𝒖𝒆 ;  (2. 6) 





3. Ketika individal fruit fly terbang pada lokasi (x,y), 
hitung jarak dari posisi saat ini ke posisi tersebut 
terlebih dahulu. Nilai ambang dari konsentrasi odor Si 
dirumuskan seperti pada rumus berikut. 
𝒅𝒊𝒔𝒕𝒊 =  √𝒙𝒊
𝟐 +  𝒚𝒊
𝟐  (2. 8) 
Nilai jarak tersebut dijadikan sebagai parameter dari 




  (2. 9) 
4. Ambil permasalahan optimasi sebagai fitness function 
untuk mengukur konsentrasi ordor pdari posisi saat ini. 
Konsentrasi dari ordor bau makanan disimulasikan 
dengan nilai fungsi sebagai berikut. 
𝒔𝒎𝒆𝒍𝒍𝒊 = 𝒇𝒊𝒕𝒏𝒆𝒔𝒔𝑭𝒖𝒏𝒄𝒕𝒊𝒐𝒏(𝒔𝒊)  (2. 10) 
5. Menenukan nilai fruit fly dari ordor bau makanan yang 
terbesar pada populasinya. 
𝒃𝒆𝒔𝒕𝑺𝒎𝒆𝒍𝒍 = 𝐦𝐚 𝐱{𝒔𝒎𝒆𝒍𝒍𝒊, … , 𝒔𝒎𝒆𝒍𝒍𝒏} (2. 11) 
 Metode Pengukuran Performa Hasil Prediksi 
Untuk memverifikasi keefektivan dari metode peramalan, maka 
diperlukan suatu metode pengukuran performa hasil prediksi 
atau peramalan. Metode yang digunakan untuk menghitung 
performa hasil prediksi pada tugas akhir ini adalah Mean 
Absolute Precentage Error (MAPE). 
Mean Absolute Percentage Error (MAPE) adalah metode 
dalam mengukur akurasi dari hasil peramalan. Pengukuran 
persentasi error memiliki kelebihan menjadi scale-independent 
dan serig digunakan untuk membandingkan performa 





Pengukuran performa menggunakan MAPE akan menghasilkan 
nilai berupa persentase. Semakin kecil nilai MAPE maka akan 
semakin bagus peramalan tersebut. Nilai persentase error atau 
pi didapatkan dari absolut error dibagi dengan data aktual pada 
periode yang sama [15]. Adapun rumus dari MAPE adalah 
sebagai berikut [16]. 
𝑴𝑨𝑷𝑬 =  
𝟏
𝒏




𝒊=𝟏  (2. 12) 
Adapun standard minimal  untuk mengetahui kinerja model  
peramalan dapat dilihat pada Tabel berikut [17]. 
Tabel 2. 5 Nilai MAPE 
MAPE Signifikansi 
<10% Kemampuan peramalan 
sangat baik 
10 – 20% Kemampuan peramalan baik 
20 – 50% Kemampuan peramalan 
layak / memadai 
>50% Kemampuan peramalan 
buruk 
 
 Uji Korelasi 
Uji korelasi digunakan untuk mengetahui hubungan keterkaitan 
antar dua variabel atau lebih dengan menganalisis koefisien 
korelasi [20]. Salah satu jenis uji korelasi yang ada pada 
statistika adalah korelasi Spearman. Koefisien dari korelasi 
digunakan untuk mengukur derajat keterkaitan hubungan antar 
satu variabel terhadap variabel lainnya. Keterkaitan ini diukur 
berdasarkan pemberian peringkat tertentu yang sesuai dengan 
pengamatan pada masing – masing variabel. 
Perhitungan koefisien korelasi Spearman perlu menyusun 
peringkat dari keseluruhan sampel berpasangan Xt dan Yt , lalu 









, 𝒊 =  𝟏, 𝟐, … , 𝒏  (2.13) 
 
dengan keterangan sebagai berikut. 
rs = Koefisien korelasi Spearman, 
R(xi) = Peringkat data Xi, 
R(yi) = Peringkat data Yi. 
Sigifikansi koefisien korelasi diketahui dengan melakukan 
suatu pengujian. Jika jumlah pengamatan  𝑛 ≥ 25 maka 
asumsinya adalah populasinya normal dan rata -ratanya sama 










   (2.14) 
 
Tingkat signifikansinya adalah apabila signifikan < 0,05 maka 
korelasi antar variabel sangat signifikan, namun apabla 






3 BAB III 
METODOLOGI 
 
Pada bagian ini dijelaskan  metodologi yang akan digunakan 
sebagai panduan untuk menyelesaikan penelitian tugas akhir ini. 
 Diagram Metodologi 
Pada sub bab ini akan dijelaskan mengenai tahapan yang 
dilakukan dalam penelitian sesuai Gambar 3.1. 
 





 Identifikasi Permasalahan 
Pada tahap ini akan dilakukan identifikasi mengenai 
permasalahan yang akan diselesaikan pada tugas akhir ini. 
Permasalahan tersebut adalah mengenai peramalan harga 
saham. Data saham yang akan diramalkan adalah data saham 
harian. Adapun studi kasus data saham yang digunakan adalah 
data saham harian dari PT. Unilever Indonesia dan PT. Kalbe 
Farma Tbk. Data harga saham yang ada bersifat fluktuatif. 
Selain itu, data harga saham ini juga bersifat non – linear dan 
tidak stasioner. Adapun variabel yang mempengaruhi harga 
saham ini adalah variabel open, high, low, volume harga saham 
harian dan variabel exchange rate IDR – USD. Karakteristik 
harga saham ini membuat peramalan harga saham sangat 
penting dan dapat membantu investor serta pelaku bisnis terkait. 
Penelitian ini akan melakukan peramalan harga saham harian 
dari PT. Unilever Indonesia dan PT. Kalbe Farma Tbk. Pada 
tahap ini, setelah mengetahui permasalahan, kemudian 
menyusun rumusan masalah, batasan masalah dan menetapkan 
tujuan. 
 Studi Literatur 
Pada tahap ini akan memberlajari beberapa literatur yang 
mendukung pengerjaan tugas akhir ini. Literatur yang 
digunakan antara lain adalah paper dari jurnal – jurnal 
internasional, prociding dan lainnya yang mana membahas 
mengenai topik yang telah ditentukan pada tugas akhir ini. Dari 
beberapa literatur yang ada, SVR merupakan salah satu metode 
yang dapat digunakan untuk meramalkan data harga saham. 
Metode ini dapat menghasilkan peramalan yang baik apabila 
penentuan parameter SVR akurat. Pada tahap ini menghasilkan 
metode penelitian dari tugas akhir ini yaitu kombinasi antara 
metode penentuan parameter SVR yang paling optimal dengan 
Fruit Fly Optimization Algorithm (FOA) dan metode peramalan 





 Pengumpulan Data 
Data yang dikumpulkan adalah data harga saham harian dan 
data variabel yang perpengaruh terhadap harga saham yang 
diambil dari Yahoo Finance. Data harga saham yang akan 
diramalkan adalah data closing price saham harian. Sedangkan, 
data harga saham sebagai variabel yang berpengaruh yaitu open 
price, high price, low price, dan volume.  
Selain data tersebut, ada beberapa variabel yang dapat 
mempengaruhi harga saham. Variabel makroekonomi sebagai 
hal sangat berpengaruh pada harga saham yaitu inflation rate, 
money supply dan exchange rate [10]. Variabel makroekonomi 
yang akan digunakan pada penelitian ini adalah exchange rate 
IDR – USD karena perusahaan yang digunakan adalah saham 
perusahaan Indonesia dengan mata uang IDR, dan pengaruh 
mata uang internasional yaitu USD. Data exchange rate IDR – 
USD didapatkan dari id.investing.com. 
 Uji Korelasi 
Pada tahapan ini perlu melakukan uji korelasi antar masing – 
masing variabel bebas dengan variabel terikat. Uji korelasi ini 
digunakan untuk mengetahui keterikatan antar variabel bebas 
tersebut dengan variabel terikat. Metode uji korelasi yang 
digunakan adalah uji korelasi Spearman yang mana digunakan 
untuk mengetahui koefisien korelasi antar masing – masing 
variabel bebas dengan variabel terikat. Adapun langkah – 
langkah uji korelasi secara detail dijelaskan pada sub bab 2.7. 
 Pre – Processing Data 
Pada tahap ini akan dilakukan pemisahan data menjadi data 
training dan data testing. Data yang akan dibagi menjadi daa 
training dan data testing adalah data yang digunakan untuk 
mencari model SVR paling optimal. Data yang akan digunakan 
untuk pencarian model SVR yang optimal adalah data harga 
saham dari PT. Unilever Indonesia. Sedangkan untuk data harga 
saham PT. Kalbe Farma Tbk akan digunakan untuk mencoba 
hasil model SVR sehingga dapat mengetahui kehandalan model 





Pembagian data training dan testing untuk data pencarian model 
SVR menggunakan data harga saham harian PT. Unilever 
Indonesia beserta data variabel yang berpengaruh adalah 75% 
data training dan 25% data testing. 
 Tuning Parameter 
Pada tahapan ini akan dilakukan pencarian parameter SVR yang 
paling optimal dengan menggunakan metode Fruit Fly 
Optimization Algorithm  (FOA). Parameter SVR yang dicari 
dengan optimasi ini adalah nilai C, γ (gamma) dan nilai ε 
(epsilon) yang paling optimal, yang mana nilai dari parameter 
C, γ dan ε akan mempengaruhi presisi SVR secara signifikan.  
Metode FOA ini akan mencari solusi yang paling optimal untuk 
setiap parameter berdasarkan perilaku lalat buah dalam mencari 
makanan [18]. Penglihatan dan penciuman lalat buah lebih 
unggul dibandingkan dengan spesies yang lainnya. Tujuan dari 
FOA ini nantinya adalah menemukan bau konsentrasi makanan 
terbaik dari lokasi lalat buah. Lalat buah disini adalah parameter 
yang dicari.   
Metode yang dilakukan untuk pencarian parameter ini, akan 
diinisiasi dengan beberapa parameter optimasi antara lain 
jumlah generasi lalat buah adalah 100 dan jumlah populasi dari 
lalat bauh adalah 20 [13]. Kedua parameter yang didapatkan 
dari metode FOA tersebut akan dimasukkan ke dalam model 
peramalan dengan SVR pada tahap selanjutnya. Adapun detail 
langkah – langkah pencarian parameter dengan FOA tersebut 
terdapat dalam sub bab 2.4.  
 Prediksi Dengan SVR 
Pada tahap ini dilakukan peramalan closing price saham harian 
dengan menggunakan metode Support Vector Regression 
(SVR). Sebelum melakukan peramalan menggunakan 
parameter optimal dari FOA, peramalan SVR akan dilakukan 
dengan menggunakan parameter random, dan juga percobaan 






Peramalan dilakukan dengan masukan data training serta 
parameter C, ε, dan γ yang telah ditetapkan pada tahap pra-
processing data. Selanjutnya model peramalan akan divalidasi 
menggunakan data testing. Apabila menghasilkan performa 
yang baik, maka model tersebut yang akan digunakan untuk 
meramalkan masa mendatang. 
Peramalan masa mendatang yang dilakukan berupa peramalan 
harian untuk satu bulan kedepan yaitu bulan September 2018. 
Selain itu, Model SVR terbaik yang telah dicari menggunakan 
data training dan data testing dari data harga saham PT. 
Unilever Indonesia akan diuji coba kehandalannya pada data 
harga saham PT. Kalbe Farma Tbk, sehingga dapat diketahui 
kehandalan model apabila diterapkan pada data harga saham 
dari perusahaan yang berbeda. Adapun detail langkah – langkah 
dari proses pencarian parameter ini ditunjukkan pada sub bab 
2.3. 
 Analisis Performa Prediksi 
Setelah proses prediksi selesai, maka perlu dilakukan analisis 
perfoma dengan menggunakan metode pengukuran performa 
hasil prediksi. Adanya pengukuran performa ini dapat 
memberitahukan tingkat keakuratan dari hasil prediksi yang 
telah dilakukan menggunakan model peramalan SVR.  
Analisis performa ini nantinya akan menggunakan Mean 
Absolute Error (MAPE) untuk mengetahui akurasi dari 
peramalan setiap data. Adapun data yang diramalkan antara lain 
adalah data training dan data testing untuk mendapatkan model 
SVR terbaik. Selanjutnya, model SVR terbaik dari data training 
dan data testing ini akan digunakan untuk meramalkan masa 
mendatang dan data PT. Kalbe Farma untuk mengetahui 
kehandalan model apabila diterapkan pada data harga saham 
yang berbeda. 
 Penyusunan Buku Tugas Akhir 
Tahapan terakhir dalam pengerjaan tugas akhir ini adalah 
menggabungkan seluruh kegiatan penelitian untuk dijadikan 





dengan mengikuti format dan aturan penulisan yang telah 
ditetapkan laboratorium Rekayasa Data dan Inteligensi Bisnis 
(RDIB) dan Departemen Sistem Informasi (DSI). Adapun isi 
laporan tugas akhir ini adalah sebagai berikut. 
a. Bab I Pendahuluan 
Pada bab ini akan dijelaskan mengenai latar 
belakang tugas akhir, rumusan dan batasan 
masalah, tujuan, dan manfaat tugas akhir ini. 
b. Bab II Tinjauan Pustaka 
Pada bab ini akan dijelaskan mengenai penelitian – 
penelitian serupa yang sebelumnya telah dilakukan, 
serta teori – teori yang menunjang pengerjaan tugas 
akhir ini. 
c. Bab III Metodologi 
Pada bab ini akan dijelaskan mengenai tahapan 
sistematik dalam pengerjaan tugas akhir. 
d. Bab IV Perancangan 
Pada bab ini akan dijeaskan detail pembahaan 
dalam perancangan untuk diimplementasikan di 
tugas akhir. 
e. Bab V Implementasi 
Pada bab ini akan berisi mengenai implementasi 
dalam menyelesaikan tujuan dalam permasalahan 
yang dibahas pada tugas akhir. 
f. Bab VI Hasil dan Pembahasan 
Pada bab ini akan berisi tentang hasil dari 
implementasi yang dilakukan pada tugas akhir. 
g. Bab VII Kesimpulan dan Saran 
Pada bab ini akan berisi tentang kesimpulan dan 
saran yang ditujukan untuk kelengkapan 






4 BAB IV  
PERANCANGAN 
 
Pada bab ini diuraikan mengenai rancangan tgas akhir yang 
akan dikerjakan. Bab ini berisi pengumpulan data, pra-proses 
data, pembuatan model dan proses peramalan yang dikerjakan. 
 Pengumpulan dan Pra-Processing Data 
Pada tahap ini dilakukan proses pengumpulan data hingga data 
dapat digunakan untuk pengerjakan tugas akhir ini. 
4.1.1 Pengumpulan Data 
Pada pengerjaan tugas akhri ini data yang digunakan adalah data 
close, open, high, low, volume harga saham PT. Unilever 
Indonesia dan PT. Kalbe Farma Tbk. Selain itu, data lain yang 
digunakan adalah data exchange rate IDR-USD. Periode data 
yang digunakan adalah harian mulai dari 1 Agustus 2014 sampai 
31 Agustus 2018.  
Data diperoleh dari website yaitu untuk data harga saham dari 
Yahoo Finance, sedangkan untuk data exchange rate IDR – 
USD dari website id.investing.com. Pada peramalan masa 
mendatang, yaitu bulan September 2018 akan menggunakan 
data hasil peramalan harga saham pada bulan sebelumnya. Data 
variabel bebas yang akan digunakan pada peramalan masa 
mendatang didapatkan dengan menggunakan metode moving 
average (MA). 
Semua data yang telah terkumpul akan dijadikan dalam satu file 
yang berisi data variabel bebas dan juga variabel terikat. Hal ini 
berlaku bagi semua data yaitu data PT. Unilever Indonesia yang 
nantinya digunakan untuk mencari model terbaik, PT. Kalbe 
Farma yang digunakan untuk menguji kecanggihan model, 
maupun data aktual untuk peramalan masa mendatang. 
4.1.2 Uji Korelasi 
Uji korelasi perlu dilakukan untuk mengetahui keterkaitan antar 





dicari dengan menggunakan uji korelasi Spearman dengan 
software SPSS. Software tersebut merupakan software statistika 
yang dapat dimanfaatkan untuk mengolah data statistika 
maupun melakukan uji korelasi. Adapun variabel bebas yang 
akan dianalisa korelasinya dengan varibel terikat adalah data 
Open, High, Low, Volume, dan Exchange Rate. Sedangkan 
untuk variabel terikatnya sendiri adalah data close.  
4.1.3 Pra-Processing Data 
Setelah data telah didapatkan, dilakukan praproses data. Pada 
data yang digunakan untuk pembuatan model yaitu data harga 
saham PT. Unilever Indonesia dilakukan pembagian menjadi 
data pelatihan (training set) dan data pengujian (testing set) 
dengan pembagian 75% dari total data observasi untuk data 
pelatihan dan 25% untuk data pengujian. Dari jumlah total 1018 
data pada masing – masing variabel, maka diperoleh 763 data 
training dan 255 data testing.  
 Tuning Parameter 
Pencarian parameter tuning yang digunakan sebagai masukan 
SVR adalah nilai C (constant), γ (gamma) dan ε (epsilon). 
Pencarian parameter ini menggunakan metode yang terdapat 
pada Fruit Fly Optimization Algorithm (FOA). Pada pencarian 
parameter SVR dengan FOA ini, terdapat parameter FOA yaitu 
jumlah generasi lalat buah (gen), jumlah populasi lalat (pop) dan 
inisiasi lokasi lalat buah (X0, Y0). Adapun detail dari setiap 
parameter tersebut adalah seperti Tabel 4.1. 
Tabel 4. 1 Parameter FOA 
Parameter FOA dalam 
Algoritma FOA 
Keterangan 
Gen Generasi lalat buat 
Pop Populasi lalat buah 
XC, YC Lalat buah parameter C 





Parameter FOA dalam 
Algoritma FOA 
Keterangan 
Xγ, Yγ Lalat buah parameter γ 
Smell Bau Konsentrasi Terbaik 
Tabel 4.1 tersebut menjelaskan detail dari istilah yang ada pada 
algoritma FOA. Nantinya dalam proses optimasi, akan dicari 3 
konsentrasi lalat buah pada setiap populasi dalam generasi. Pada 
jumlah populasi (pop) ini merupakan total populasi yang 
terdapat dalam 1 generasi. Sehingga iterasi yang terjadi adalah 
mencari 3 bau konsentrasi lalat buah dengan makanan terbaik 
pada setiap populasi dalam generasi.  
Inisiasi awal jumlah generasi (gen) ini adalah 100 dan jumlah 
populasi (pop) adalah 20. Maksimal generasi menurut penelitian 
sebelumnya yang terbaik adalah 200 [13]. Namun pada 
penelitian kali ini, terdapat beberapa bau konsentrasi yang 
satisfied, maka akan dilakukan iterasi terus menerus hingga 
MAPE peramalan < 10%. 
Adapun dengan jumlah paremeter yang akan dicari ada tiga, 
maka akan terdapat 3 inisiasi lokasi lalat buah seperti pada 
Tabel 4.2. 
Tabel 4. 2 Inisiasi Variabel X dan Y FOA 
Parameter SVR Variabel X0 Variabel Y0 
C (constant) initXconstant initYconstant 
ε (epsilon) initXepsilon initYepsilon 
γ (gamma) initXgamma initYgamma 
Pada Tabel 4.2 ini merupakan inisiasi lokasi awal lalat buah. 
Lalat buah disini merupakan parameter SVR yang dicari pada 
optimasi FOA. Ada 3 lalat buah yaitu C, ε dan γ. Ketiga lalat 
buah ini akan dicari bau konsentrasi paling baik pada setiap 





Pencarian parameter SVR ini mungkin dapat dilakukan 
beberapa kali hingga mendapatkan parameter yang paling 
optimal. Penambahan jumlah populasi atau jumlah generasi 
percobaan hingga mendapatkan hasil parameter SVR yang 
paling optimal.  
 Pemodelan SVR 
4.3.1 Rancangan Uji Coba Model SVR 
Uji coba model SVR ini akan dilakukan dengan inisiasi 
parameter SVR. Inisiasi parameter SVR untuk percobaan model 
SVR adalah menggunakan parameter acak (random) yaitu 
dengan C sebesar 1, γ sebesar 0,1 dan nilai ε sebesar 0,1. Selain 
itu juga akan mencoba menggunakan parameter FOA yang telah 
dicari pada penelitian sebelumnya yaitu dengan C sebesar 
17,5929, γ sebesar 0,0880 dan nilai ε sebesar 3,82 [13]. 
Parameter tersebut akan digunakan sebagai uji coba model awal 
SVR dengan menggunakan data training.  
Parameter SVR ini akan diganti dengan hasil pencarian 
parameter optimal dengan FOA sehingga dapat menghasilkan 
model peramalan SVR yang paling baik. Hasil dari permalan 
menggunakan beberapa inisiasi parameter ini akan 
dibandingkan untuk dianalisis ketepatan hasil ramalannya. 
4.3.2 Peramalan SVR 
Peramalan menggunakan model SVR terdapat 3 parameter yang 
akan digunakan yaitu C (constant), γ (gamma) dan ε (epsilon) 
yang didapatkan dari pencarian parameter optimal dengan FOA. 
Sebelum melakukan pencarian model dengan parameter FOA, 
akan dilakukan percobaan dengan menggunakan parameter 
acak dan juga parameter FOA terbaik dari penelitian 
sebelumnya. Ketiga jenis parameter ini akan diujikan pada data 
training dan akan dilakukan perbandingan. Sedangkan hasil 
peramalan terbaik dari semua parameter tersebut akan dilakukan 






Apabila model SVR tersebut memiliki performa yang baik pada 
data testing, model tersebut akan digunakan untuk melakukan 
peramalan masa mendatang yaitu data saham PT. Unilever 
Indonesia pada bulan September 2018 dan juga diuji coba 
kecanggihan model tersebut apabila diterapkan untuk 
meramalkan data saham lainnya yaitu meramalkan data PT. 
Kalbe Farma Tbk.  
 Analisis Performa Model 
Analisa hasil peramalan akan dilakukan dengan menghitung 
nilai MAPE. Adapun pada tahap ini juga akan melihat MAPE 
dari hasil peramalan untuk setiap variabel bebas dan percobaan 
peramalan menggunakan beberapa variabel bebas secara acak. 
Hal ini untuk membandingkan bagaimana pengaruh signifikansi 
dari peramalan apabila menggunakan semua variabel atau hanya 
satu variabel saja.  
Adapun detail uji coba analisa hasil peramalan dengan model 
terbaik SVR yang didapatkan seperti Tabel 4.3. 
Tabel 4. 3 Perencanaan Peramalan 







Variabel open, high, low, 










Keterangan Peramalan Keterkaitan Variabel 
Bebas 
Variabel open, high, low, 
volume dan exchange rate 
Tabel 4.3 ini akan digunakan untuk menganalisis hasil ramalan 
berdasarkan data yang diramalkan dan variabel yang digunakan. 
Seluruh peramalan dari data training, data testing, dan data 
harga saham lain. 
Peramalan masa mendatang akan dilakukan apabila hasil model 
dari data testing telah menemukan MAPE yang terbaik dari 
seluruh pengaruh variabel bebas tersebut. Apabila MAPE 
terbaik data testing adalah dari seluruh variabel bebas, maka 
peramalan masa mendatang akan diramalkan juga dengan 
seluruh variabel bebas. Pada peramalan masa mendatang ini 
juga akan meramalkan peramalan masa mendatang 
menggunakan moving average (MA). Hasil peramalan masa 
mendatang dengan MA yang hanya melibatkna satu variabel 
terikat dan menggunakan model SVR yang melibatkan lima 





5 BAB V 
IMPLEMENTASI 
 
Bab ini akan menjelaskan mengenai impelementasi dari 
perancangan pembuatan model yang akan digunakan untuk 
peramalan. 
 Pengumpulan dan Pra-Processing Data 
Data yang dibutuhkan dalam pencarian model peramalan ini 
telah dijelaskan pada sub bab 4.1.1 yaitu data  harian close, 
open, high, low, volume harga saham PT. Unilever Indonesia 
dan PT. Kalbe Farma Tbk , serta data harian exchange rate IDR-
USD. Periode data yang dibutuhkan adalah dari 1 Agustus 2014 
sampai dengan 31 Agustus 2018. Pengumpulan data tersebut 
diperoleh dari website. Pada data harga saham diperoleh dari 
website Yahoo Finance dan data exchange rate IDR-USD 
didapatkan dari website id.investing.com.  
Data yang akan diramalkan adalah data variabel terikat yaitu 
data close dari data training dan data testing yang didapat dati 
PT. Unilever Indonesia untuk mencari mode SVR terbaik, data 
PT. Kalbe Farma Tbk dan juga untuk peramalan masa 
mendatang.  
Data aktual untuk peramalan masa mendatang yaitu peramalan 
untuk satu bulan selanjutnya pada PT. Unilever Indonesia 
didapatkan dengan menggunakan hasil peramalan bulan 
sebelumnya. Sedangkan untuk masing – masing variabel bebas 
dari data aktual peramalan masa mendatang dicari 
menggunakan metode peramalan MA yang mana hanya 
memerlukan satu variabel yang diramalkan.  
Adapun gambaran data aktual close harga saham PT. Unilever 
Indonesia dan PT. Kalbe Farma Tbk dapat dilihat pada Gambar 
5.1 dan Gambar 5.2. Sedangkan, untuk detail data aktual 






Gambar 5. 1 Jumlah close price  PT. Unilever Indonesia 
 
Gambar 5. 2 Jumlah close price PT. Kalbe Farma Tbk 
Pada Gambar 5.1 dan Gambar 5.2 di atas, dapat diketahui bahwa 
pola data aktual dari harga saham sangat fluktuatif. Selain itu, 
ada perbedaan nilai yang signifikan antara data aktual PT. 
Unilver Indonesia yaitu Gambar 5.1 dan data aktual PT. Kalbe 
Farma Tbk yaitu Gambar 5.2. Untuk PT. Unilever Indonesia, 
aktual close bernilai puluhan ribu, sedangkan untuk PT. Kalbe 












































close cenderung mengalami kenaikan dari 2014 sampai dengan 
2018, sedangkan untuk PT. Kalbe Farma Tbk justru mengalami 
penurunan dari 2014 sampai dengan 2018. 
Model peramalan SVR terbaik akan dicari dengan 
menggunakan data PT. Unilever Indonesia yang mana 
sebelumnya akan dilakukan pembagian data menjadi data 
training dan data testing dengan perbandingan 75%:25%. Data 
harga saham pada PT. Unilever Indonesia yang dibutuhkan 
untuk peramalan berjumlah 1018 data, sehingga jumlah data 
training adalah 763 data dan data testing adalah 255 data. 
 Uji Korelasi 
Pada pencarian uji korelasi menggunakan perangkat lunak 
statistika yaitu IBM SPSS Statistics 23. Fungsi yang digunakan 
dalam uji korelasi pada IBM SPSS ini adalah fungsi Analyze, 
lalu pilih Correlate, kemudian pilih Bivariate. Terakhir adalah 
memilih jenis uji korelasi yaitu uji korelasi Spearman. 
 Tuning Parameter 
Parameter SVR yang paling optimal dicari menggunakan FOA 
yang mana dapat memberikan 3 parameter yang dapat 
meminimalkan MAPE dari model SVR. Adapun langkah – 
langkah yang digunakan pada pencarian parameter ini adalah 
sebagai berikut. 
5.3.1 Konfigurasi Parameter FOA 
Menetapkan nilai inisiasi parameter FOA seperti yang telah 
dijelaskan pada sub bab 4.2 yaitu jumlah generasi lalat buah 
(gen) adalah 100, jumlah populasi lalat buah pada setiap 
generasi (pop) adalah 20 dan inisiasi lokasi lalat buah untuk 3 
parameter yaitu initXconstant, initYconstant, initXepsilon, 
initYepsilon, initXgamma, dan initYgamma menggunakan 
angka acak (random).  
Pada percobaan generasi ini, menurut Guohua Cao dan Lijuan 
Wu dalam penelitiannya, maksimal generasi yang baik untuk 
melakukan uji coba SVR adalah 200 [13]. Percobaan mengganti 





mendapatkan nilai parameter paling optimal dengan MAPE bisa 
< 10%.  
5.3.2  Pencarian Parameter dengan FOA 
FOA digunakan untuk melakukan perhitungan parameter 
terbaik. Lalat buah dalam metode FOA ini adalah parameter 
SVR yang akan dicari, yaitu C, ε dan γ. Setelah inisiasi 
parameter ditentukan, selanjutnya adalah memulai evolusi dari 
pencarian parameter SVR. Perpindahan lalat buah (Xi,Yi) akan 
diakukan dengan menambahkan lokasi inisiasi lalat buah 
(X0,Y0) dengan angka acak (random) [13].  
Pada parameter SVR tersebut berkaitan dengan (x_constant, 
y_constant, x_epsilon, y_epsilon, x_gamma dan y_gamma) 
pada perpindahan lokasi parameter. Selanjutnya akan dilakukan 
perhitungan nilai konsentrasi bau (S) dari lalat buah. Pada tiga 
parameter (C, ε , γ) dari model SVR ini berkaitan dengan 
(S_Constant, S_Epsilon dan S_Gamma).  
1. initXconstant, initYconstant = np.random.rand(),  np.random.ra
nd()   
2. initXepsilon, initYepsilon = np.random.rand(), np.random.rand(
)   
3. initXgamma, initYgamma = np.random.rand(), np.random.rand(
)   
Kode Program 5. 1 Inisiasi X dan Y FOA 
Kode Program 5.1 di atas akan menginisiasi, dimana pada baris 
1 berisi nilai inisial C yaitu initXconstant dan initYconstant, bari 
ke 2 berisi nilai inisial epsilon yaitu initXepsilon dan 
initYepsilon, baris ke 3 berisi nilai inisial gamma yaitu 
initXgamma dan initYgamma.  
Nilai inisial yang digunakan pada lokasi lalat buah ini adalah 
nilai acak (random) .  Selanjutnya pada Kode Program 5.2 akan 
membuat fungsi untuk pencarian bestXconstant, bestYconstant, 
bestXepsilon, bestYepsilon, bestXgamma, bestYgamma, 
bestSmell, dan bestCEG dengan melakukan pencarian dari 





Pencarian bau konsentrasi terbaik dalam populasi dibuat fungsi 
seperti pada baris 1. Fungsi pencarian bau kontrasi terbaik 
dalam populasi ini nantinya akan dipanggil pada method 
pencarian bau konsentrasi terbaik pada setiap generasi. 
Sehingga iterasi yang akan terjadi nantinya adalah pencarian 
bau konsentrasi terbaik dari tiga lalat buah yaitu C, ε , dan γ, 
yang mana ketika lalat buah ada pada satu popolasi, dan n 
populasi memiliki generasi sendiri – sendiri. 
1. def _initParams(bestXconstant, bestYconstant, bestXepsilon, be
stYepsilon, bestXgamma, bestYgamma, pop, train_data_x, train_
data_y, test_data_x, test_data_y, smell_function):    
2.     location = []   
3.     fitness = []   
4.     ceg = []   
5.     for num in range(pop):   
6.         x_constant = bestXconstant + np.random.rand()   
7.         y_constant = bestYconstant + np.random.rand()   
8.         x_epsilon = bestXepsilon + np.random.rand()   
9.         y_epsilon = bestYepsilon + np.random.rand()   
10.         x_gamma = bestXgamma + np.random.rand()   
11.         y_gamma = bestYgamma + np.random.rand()   
12.         S_Constant = 5000 * 1/np.sqrt(x_constant**2 + y_constant*
*2)   
13.         S_Epsilon = 1/np.sqrt(x_epsilon**2 + y_epsilon**2)   
14.         S_Gamma = 180 * 1/np.sqrt(x_gamma**2 + y_gamma**2)    
15. smell = smell_function(test_data_y, SVR(C=S_Constant, epsilon=
S_Epsilon, gamma=S_Gamma).fit(train_data_x, train_data_y).pre
dict(test_data_x))   
16. location.append((x_constant, y_constant, x_epsilon, y_epsilon, x_
gamma, y_gamma))   
17.         fitness.append(smell)   
18.         ceg.append((S_Constant, S_Epsilon, S_Gamma))   
19.     bestIndex = np.argmin(fitness)   
20.     bestXconstant, bestYconstant, bestXepsilon, bestYepsilon, bes
tXgamma, bestYgamma = location[bestIndex]   
21.     bestSmell = fitness[bestIndex]   
22.     bestCEG = ceg[bestIndex]   
23.     return  bestXconstant, bestYconstant, bestXepsilon, bestYeps
ilon, bestXgamma, bestYgamma, bestSmell, bestCEG   
Kode Program 5. 2 Fungsi FOA 
Fungsi _initParams pada Kode Program 5.2 ini akan mencari 





generasi. Setiap perpindahan lokasi lalat buah akan disimpan ke 
dalam array lokasi dan setiap bau akan disimpan ke dalam 
fitness yang terletak pada baris ke 17 dari Kode Program 5.2 di 
atas. Pada baris ke 15 dalam Kode Program 5.2 ini akan mencari 
MAPE terbaik dengan model peramalan SVR dari sklearn 
Python dengan menggunakan pola model data training untuk 
mendapatkan hasil MAPE terbaik dari data testing. 
Parameter SVR yaitu C, ε dan γ dalam FOA ini terkait dengan 
SC, Sε dan Sγ, sehingga diperlukan penelitian pengaruh 
parameter terus menerus sehingga dapat menghasilkan kinerja 
yang baik [13]. Sehingga, sebelum melakukan pencarian 
parameter optimal dalam setiap populasi, maka dilakukan 
percobaan untuk menentukan nilai  setelah melakukan beberapa 
percobaan parameter pada model SVR, dapat diketahui bahwa 
semakin nilai C mendekati 5000, maka MAPE semakin kecil. 
Begitu pula dengan nilai γ, semakin mendekati nilai 180, 
semakin kecil nilai MAPE. Sedangkan untuk ε tidak 
memberikan perubahan yang signifikan terhadap peramalan 
sehingga pada perhitungan nilai konsentrasi bau (S) ini tidak 
dikalikan dengan nilai yang berkemungkinan berpengaruh 
terhadap ε. Kemudian konsentrasi bau terbaik akan diseleksi, 
apabila belum mendapatkan konsentrasi bau terbaik, maka akan 
mencari pada generasi selanjutnya.  
1. Gen = 100   
2. Pop = 100   
3. bestSmell = 100   
4. bestXconstant, bestYconstant  = initXconstant, initYconstant   
5. bestXepsilon, bestYepsilon = initXepsilon, initYepsilon   
6. bestXgamma, bestYgamma = initXgamma, initYgamma   
7. x_list, y_list, CEG, value = [],[],[],[]   
Kode Program 5. 3 Konfigurasi Parameter FOA 
Pada Kode Program 5.3 dilakukan inisialisasi jumlah generasi 
pada lalat buah. Percobaan yang dilakukan ini adalah percobaan 
ke dua dengan inisiasi jumlah generasi adalah 100, dimana 
setiap generasi memiliki jumlah populasi 100. bestSmell terbaik 
adalah bestSmell yang kurang dari 100, semakin minimum nilai 





Batasan dari hasil parameter dikatakan optimal apabila hanya 
terdapat satu bestSmell yang paling satisfied dibanding generasi 
lainnya. 
1. for time in range(Gen):   
2.     tmpXconstant, tmpYconstant, tmpXepsilon, tmpYepsilon, tmp
Xgamma, tmpYgamma, tmpSmell, tmpCEG = _initParams(bestXc
onstant, bestYconstant, bestXepsilon, bestYepsilon, bestXgamm
a, bestYgamma, Pop, xtrain, ytrain, xtest, ytest, mean_absolute_
percentage_error)   
3.     if tmpSmell < bestSmell:   
4.         bestXconstant, bestYconstant  = tmpXconstant, tmpYconsta
nt   
5.         bestXepsilon, bestYepsilon = tmpXepsilon, tmpYepsilon   
6.         bestXgamma, bestYgamma = tmpXgamma, tmpYgamma   
7.         bestSmell = tmpSmell   
8.         bestCEG = tmpCEG   
9.         x_list.append((bestXconstant, bestXepsilon, bestXgamma))   
10.         y_list.append((bestYconstant, bestYepsilon, bestYgamma))   
11.         value.append(bestSmell)   
12.         CEG.append(bestCEG) 
Kode Program 5. 4 Pencarian best smell FOA 
Setelah pencarian bau konsentrasi terbaik pada setiap populasi, 
maka akan terus melakukan iterasi pencarian pada setiap 
generasi lalat buah seperti yang terdapat di Kode Program 5.4.  
Pada baris 1 akan melakukan iterasi generasi dengan 
didalamnya terdapat baris 2 yang memanggil function iterasi 
populasi. 
Parameter SVR yang paling optimal dalam FOA ini akan dicari 
konsentrasi bau lalat buah terbaik pada setiap generasinya. 
Konsentrasi bau terbaik didapatkan dengan melakukan fitness 
function dengan memasukkan perhitungan MAPE terbaik 
apabila dikaitkan dengan data training dan data testing.  
Percobaan untuk mendapatkan tiga parameter (C, ε , γ) dari 
model SVR dicoba dengan mengubah jumlah generasi dan 
populasi. Pada percobaan pertama yaitu dengan jumlah generasi 
adalah 10 dan jumlah populasi adalah 100 menghasilkan 9 
generasi terbaik dengan MAPE terkecil adalah 1,83%, C adalah 
318.64288033320406, ε adalah 0.13059297551854382, dan γ 





kedua dengan jumlah generasi 100 dan jumlah populasi 100, 
menghasilkan 1 generasi terbaik dengan MAPE 0,020%, C 
adalah 9139.009142607989, ε adalah 1.0219421008384209, 
dan γ adalah 381.67717950346355. 
 Impementasi Model SVR 
Pada sub bab ini akan menjelaskan mengenai implementasi 
model Support Vector Regression untuk pengerjaan tugas akhir 
ini. Pembuatan model SVR ini dilakukan dengan menggunakan 
bahasa python dengan beberapa library antara lain Pandas dan 
Numpy untuk pengolahan data, sklear untuk pemodelan SVR, 
matplotlib untuk visualisasi hasil prediksi model SVR dan csv 
untuk menyimpan hasil prediksi ke dalam file format csv. 
Semua library yang digunakan akan dipanggil seperti yang 
terdapat pada Kode Program 5.5. 
1. import pandas as pd   
2. import numpy as np   
3. import matplotlib.pyplot as plt   
4. from sklearn.svm import SVR   
5. from sklearn import preprocessing   
6. import csv   
7. %matplotlib notebook 
Kode Program 5. 5 Import library Python 
5.4.1 Load Data Aktual 
Sebelum memasuki proses peramalan dengan menggunakan 
model SVR, maka perlu memasukkan data yang akan digunakan 
ke dalam premprosesan SVR. Loading data dilakukan dengan 
menggunakan bahasa python. Library pada python yang 
digunakan dalam proses ini adalah Pandas.  
Data yang dimasukkan adalah data training, data testing, data 
aktual untuk peramalan bulan September dan data harga saham 
lainnya. Sumber file yang digunakan dari masing – masing file 
adalah dengan format .csv. Variabel bebas yang digunakan pada 
peramalan ini harus sudah ada dalam setiap file yang akan 
dimasukkan ke dalam model SVR. Format isi setiap file yang 
dimasukkan sama yaitu date, open, high, low, volume, exchange 





1. # load train dataset   
2. dataset_train = pd.read_csv('TR_Unilever.csv')   
3. xtrain = dataset_train.iloc[:,1:6].values   
4. ytrain = dataset_train.iloc[:,-1].values   
5. # Load test dataset   
6. dataset_test = pd.read_csv('TS_Unilever.csv')   
7. xtest = dataset_test.iloc[:,1:6].values   
8. ytest = dataset_test.iloc[:,-1].values   
9. # Load data saham lain dataset   
10. dataset_test = pd.read_csv('KalbeFarma.csv')   
11. xkalbe = dataset_test.iloc[:,1:6].values   
12. ykalbe = dataset_test.iloc[:,-1].values   
13. # Load data untuk peramalan september dataset   
14. dataset_test = pd.read_csv('UNVR_September.csv')   
15. xsep = dataset_test.iloc[:,1:6].values   
16. ysep = dataset_test.iloc[:,-1].values   
Kode Program 5. 6 Load data 
pd.read_csv('TR_Unilever.csv') pada Kode Program 5.6 
digunakan untuk membaca file csv yang akan dimasukkan. Pada 
data yang dimasukkan akan dibagi menjadi feature (X) dan 
target (Y). X akan berisi variabel bebas yang akan digunakan 
untuk mempengaruhi peramalan. Y akan berisi target data yang 
akan diramalkan, yaitu data close. Pada data X dapat diseleksi 
lagi variabel yang dibutuhkan untuk mengetahui keterkaitan 
setiap variabel terhadap hasil peramalan dengan memilih setiap 
kolom dan baris. Contohnya pada data training, “xtrain = 
dataset_train.iloc[:,1:6].values” akan berisi seluruh variabel 
bebas dari open, high, low, volume dan exchange rate. 
5.4.2 Peramalan SVR 
Peramalan SVR dilakukan dengan menggunakan percobaan 
parameter acak dan parameter FOA dari penelitian sebelumnya. 
Permalan menggunakan parameter tersebut akan dicoba untuk 
meramalkan data training. Hasil peramalan tersebut akan 
dibandingkan dengan peramalan yang menggunakan masukan 
parameter SVR paling optimal yang telah didapatkan pada 
pencarian parameter dengan FOA. Adapun masukan nilai 
parameter SVR optimal tersebut yaitu C adalah 





adalah 381.67717950346355 seperti yang terdapat pada Kode 
Program 5.7. 
1. # Fitting the SVR to the dataset   
2. regressor = SVR(kernel = 'rbf', C=9139.009142607989, epsilon
=1.0219421008384209, gamma=381.67717950346355)   
3. model = regressor.fit(xtest, ytest)   
4. coba_prediksi = model.predict(xtest)   
5. print(f"MAPE: {mean_absolute_percentage_error(ytest, coba_p
rediksi)}")   
6. print(f"MSE: {mean_square_error(ytest, coba_prediksi)}")   
7. for i in range(len(coba_prediksi)):   
8.     print(f"Hasil prediksi model: {coba_prediksi[i]} | Data aktual:
 {ytest[i]}") 
Kode Program 5. 7 Peramalan model SVR 
Data yang akan diramalkan akan dimasukkan ke dalam model 
SVR. Pada Kode Program 5.7 baris ke 3, akan memanggil 
fungsi fitSVR yang mana akan berisi X (future) atau data 
variabel bebas yang digunakan untuk permalan dan Y (target) 
yang berisi target peramalan.  
1. with open("5Attribut_TestUNVR.csv", "w", newline="") as f:   
2.     writer = csv.writer(f, delimiter=',')   
3.     for i in range(len(coba_prediksi)):   
4.         writer.writerow([coba_prediksi[i], ytest[i]])   
Kode Program 5. 8 Export hasil peramalan dalam csv 
Pada Kode Program 5.8 digunakan untuk menyimpan hasil 
prediksi yang telah dilakukan dengan model SVR. 
1. mapping_id_data = [x+1 for x in range(len(xtest))]   
2. plt.scatter(mapping_id_data, ytest, color= 'black', label= 'Data')   
3. plt.plot(mapping_id_data, coba_prediksi, color= 'red', label= 'RB
F model')   
4. plt.xlabel('Feature')   
5. plt.ylabel('Close Price')   
6. plt.title('Support Vector Regression')   
7. plt.legend()   
8. plt.show()  
Kode Program 5. 9 Visuasilasi Peramalan 
Pada Kode Program 5.9, hasil peramalan akan divisualisasikan 





hasil peramalan model SVR. Visualisasi grafik yang dilakukan 
pada peramalan ini menggunakan library matplotlib. 
Model peramalan dihasilkan dari data training yang terdiri dari 
data PT. Unilever Indonesia saja menggunakan algoritma SVR. 
Kemudian model yang dihasilkan akan divalidasi menggunakan 
data testing. Hasil model SVR terbaik diambil dari data testing. 
Selajutnya model tersebut akan digunakan untuk meramalkan 
peramalan mendatang dan data harga saham lain untuk 
mengetahui kecanggihan model. 
 Analisis Performa Model 
Hasil peramalan yang telah dilakukan dengan model SVR akan 
dianalisis dengan menghitung nilai MAPE dan MSE pada 
masing – masing peramalan. Adapun perhitungan nilai MAPE 
dan MSE dibuat seperti yang terdapat pada Kode Program 5.10. 
1. def mean_absolute_percentage_error(y_true, y_pred):    
2.     y_true, y_pred = np.array(y_true), np.array(y_pred)   
3.     return np.mean(np.abs((y_true - y_pred) / y_true)) * 100   
4.    
5. def mean_square_error(y_true, y_pred):    
6.     y_true, y_pred = np.array(y_true), np.array(y_pred)   
7.     return np.mean((y_true - y_pred)**2)  
Kode Program 5. 10 Fungsi MAPE dan MSE 
Hasil peramalan pada data training dan testing dengan 
menggunakan seluruh variabel bebas menghasilkan MAPE dan 
MSE seperti yang terdapat pada Tabel 5.1. 
Tabel 5. 1 Akurasi hasil peramalan 
Data MAPE MSE 
Training 0.13353995230124457 41260.9841172731 















6 BAB VI 
HASIL DAN PEMBAHASAN 
 
Pada bab ini akan diuraikan mengenai hasil implementasi yang 
sudah dilakukan pada bab sebelumnya, antara lain yaitu hasil uji 
coba model, hasil validasi model dan juga peramalan yang 
dilakukan  
 Hasil Pra-Processing Data 
Pra-processing data dilakukan terhadap data harga saham PT. 
Unilever Indonesia. Adapun beberapa data yang diproses dari 
data harga saham tersebut adalah data training, data testing, dan 
perencanaan data aktual sebagai peramalan masa mendatang. 
Hasil data training dan data testing secara keseluruhan akan 
dilampirkan ke dalam LAMPIRAN A. Sedangkan untuk 
perencanaan data aktual peramalan masa mendatang, 
menggunakan data hasil peramalan bulan sebelumnya.  
 Hasil Uji Korelasi 
6.2.1 Hasil Uji Korelasi Unilever 
Hasil uji korelasi untuk mengetahui pengaruh antar variabel 
bebas dan varibel pada data harga saham PT. Unilever Indonesia 
dapat dilihat pada Gambar 6.1 dibawah ini.  
 





Dapat dilihat pada Gambar 6.1 bahwa hasil korelasi antara 
variabel bebas yaitu open, high, low, volume, dan exchange rate 
mempengaruhi variabel terikat yaitu close, yang terdapat pada 
akhir baris ataupun kolom terakhir.  
Korelasi varibel bebas open pada varibel terikat close adalah 
sebesar 0,993 sehingga sangat berkorelasi. Korelasi high kepada 
close adalah sebesar 0,997 sehingga sangat berkorelasi. Korelasi 
low kepada close adalah 0,996 sehingga sangat berkorelasi. 
Korelasi volume ke close adalah 0,119 sehingga sangat 
berkorelasi. Korelasi exchange rate ke close adalah 0,334 
sehingga sangat berkorelasi. Pada nilai signifikan seluruh 
varibel bebas ke variabel terikat menunjukkan 0,00 sehingga 
signifikansinya antara dari masing – masing variabel bebas ini 
sangat tinggi. 
6.2.2 Hasil Uji Korelasi Kalbe Farma 
Hasil uji korelasi variabel bebas dan variabel terikat pada data 
harga saham PT. Kalbe Farma Tbk dapat dilihat pada Gambar 
6.2. 
 
Gambar 6. 2 Uji Korelasi Kalbe Farma 
Dari Gambar 6.2 tersebut dapat diketahui bahwa ada 4 variabel 
bebas yang berpengaruh terhadap variabel terikat. Adapun 4 





rate. Nilai korelasi antara variabel bebas open terhadap variabel 
terikat close adalah sebesar 0,988 yang artinya sangat 
berkorelasi. Nilai korelasi antara variabel bebas high terhadap 
variabel terikat close adalah sebesar 0,994 yang artinya sangat 
berkorelasi. Nilai korelasi antara variabel bebas low terhadap 
variabel terikat close adalah sebesar 0,993 yang artinya sangat 
berkorelasi. Nilai korelasi antara variabel bebas exchange rate 
terhadap variabel terikat close adalah sebesar 0,653 yang artinya 
sangat berkorelasi. Pada 4 variabel bebas ini, memiliki nilai 
signifikasi sama yaitu 0.00 yang berarti tingkat signifikansinya 
sangat tinggi. Berbeda dengan yang lainnya. pada variabel 
bebas volume memiliki korelasi rendah dengan nilai korelasi 
adalah 0,006, sedangkan nilai signifikansinya juga rendah yaitu 
0,857. 
 Hasil Pencarian Parameter FOA 
Pencarian parameter SVR (C, ε dan γ) menggunakan metode 
FOA dilakukan beberapa kali iterasi dengan inisiasi FOA yang 
berbeda. Adapun semua inisiasi parameter yang terdapat pada 
FOA dijelaskan pada Tabel 6.1.  










ε dan γ) 
Smell 
Best 




























ε dan γ) 
Smell 
Best 














Pada Tabel 6.1 dapat dilihat bahwa perbandingan antara 
beberapa inisiasi FOA dapat mempengaruhi bau konsentrasi 
terbaik. Pada percobaan ini, hanya melakukan empat percobaan 
karena telah menemukan hasil MAPE terbaik dengan bau 
konsentrasi terbaik adalah 0,020%. 
Pada percobaan tersebut nilai FOA yang memiliki MAPE 
sangat baik adalah pada percobaan ke 3 dan ke 4. Namun, pada 
penelitian ini aka memilih nilai parameter dari percobaan ke 
empat karena MAPE hampir mendekati 0%.  
Sedangkan untuk hasil percobaan paling optimal yang diperolah 
seperti yang terdapat pada Gamber 6.3. Hasil percobaan secara 






Gambar 6. 3 Hasil iterasi FOA Parameter Optimal 
Pada Gambar 6.3 ini, menunjukkan hasil iterasi FOA dari 
parameter yang paling optimal dari FOA yaitu dengan smell 
0,02%. 
 Peramalan Tanpa Tuning Parameter 
6.4.1 Parameter Acak 
Peramalan dengan parameter acak ini dilakukan dengan 
menggunakan data training yang dipengaruhi seluruh variabel. 
Adapun hasil peramalan tersebut dapat dilihat pada Gambar 6.4. 
Gen: 1 | Smell: 0.020666150003759407 | C: 
9139.009142607989 | E: 1.0219421008384209 | G: 
381.67717950346355 
Gen: 2 | Unsatisfied smell -> 0.07796790499018497 
Gen: 3 | Unsatisfied smell -> 0.08533955892396652 
… 
Gen: 97 | Unsatisfied smell -> 0.10999070501925345 
Gen: 98 | Unsatisfied smell -> 0.12198265692217956 
Gen: 99 | Unsatisfied smell -> 0.10125980945690204 






Gambar 6. 4 Peramalan dengan Parameter Acak 
Pada Gambar 6.4 sumbu Y merupakan nilai close dan sumbu X 
merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data training dengan 
menggunakan variabel seluruh variabel dengan model SVR 
yang parameternya acak menghasilkan peramalan yang kurang 
baik. Hal ini dapat dilihat dari hasil garis peramalan tidak 
mengikuti titik data aktual. Hasil peramalan hanya bernilai 
mendekati rata – rata keseluruhan. 
6.4.2 Parameter FOA Penelitian Sebelumnya 
Peramalan dengan parameter FOA pada penelitian sebelumnya 
ini dilakukan dengan menggunakan data training yang 
dipengaruhi seluruh variabel. Adapun hasil peramalan tersebut 






Gambar 6. 5 Peramalan dengan parameter penelitian sebelumnya 
Pada Gambar 6.5 sumbu Y merupakan nilai close dan sumbu X 
merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data training dengan 
menggunakan variabel seluruh variabel dengan model SVR 
yang parameternya FOA penelitian sebelumnya menghasilkan 
peramalan yang kurang baik. Hal ini dapat dilihat dari hasil garis 
peramalan tidak mengikuti titik data aktual. Hasil peramalan 
hanya bernilai mendekati rata – rata keseluruhan. 
 Hasil Peramalan Data Aktual Training 
Peramalan data training dengan menggunakan model SVR yang 
terbaik dilakukan untuk meramalkan harga close data training 
PT. Unilever Indonesia yang dipengaruhi dengan beberapa 
variabel bebas. Peramalan data training dengan setiap variabel 
bebas dijelaskan pada sub bab berikut. 
6.5.1 Peramalan dengan Variabel Open 
Peramalan data training dengan variabel open dapat dilihat pada 






Gambar 6. 6 Peramalan data training dengan var open 
Pada Gambar 6.6 sumbu Y merupakan nilai close dan sumbu X 
merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data training dengan 
menggunakan variabel open  dapat menghasilkan peramalan 
yang baik. Hal tersebut dapat dari data hasil peramalan yaitu 
garis berawarna merah yang mengikuti titik data aktual yaitu 
titik berwarna hitam. Adapun MAPE dari peramalan ini adalah 
sebesar 0,6491%. 
6.5.2 Peramalan dengan Variabel High 
Peramalan data training dengan variabel high dapat dilihat pada 






Gambar 6. 7 Peramalan data training dengan var high 
Pada Gambar 6.7 sumbu Y merupakan nilai close dan sumbu X 
merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data training dengan 
menggunakan variabel high dapat menghasilkan peramalan 
yang baik. Hal tersebut dapat dari data hasil peramalan yaitu 
garis berawarna merah yang mengikuti titik data aktual yaitu 
titik berwarna hitam. Adapun MAPE dari peramalan ini adalah 
sebesar 0,4701%. 
6.5.3 Peramalan dengan Variabel Low 
Peramalan data training dengan variabel low dapat dilihat pada 






Gambar 6. 8 Peramalan data training dengan var low 
Pada Gambar 6.8 sumbu Y merupakan nilai close dan sumbu X 
merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data training dengan 
menggunakan variabel low dapat menghasilkan peramalan yang 
baik. Hal tersebut dapat dari data hasil peramalan yaitu garis 
berawarna merah yang mengikuti titik data aktual yaitu titik 
berwarna hitam. Adapun MAPE dari peramalan ini adalah 
sebesar 0,4805%. 
6.5.4 Peramalan dengan Variabel Volume 
Peramalan data training dengan variabel volume dapat dilihat 






Gambar 6. 9 Peramalan data training dengan var vol 
Pada Gambar 6.9 sumbu Y merupakan nilai close dan sumbu X 
merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data training dengan 
menggunakan variabel volume dapat menghasilkan peramalan 
yang baik. Hal tersebut dapat dari data hasil peramalan yaitu 
garis berawarna merah yang mengikuti titik data aktual yaitu 
titik berwarna hitam. Adapun MAPE dari peramalan ini adalah 
sebesar 0,5788%. 
 
6.5.5 Peramalan dengan Variabel Exchange Rate 
Peramalan data training dengan variabel exchange rate dapat 






Gambar 6. 10 Peramalan data training dengan var ex rate 
Pada Gambar 6.10 sumbu Y merupakan nilai close dan sumbu 
X merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data training dengan 
menggunakan variabel exchange rate dapat menghasilkan 
peramalan yang baik. Hal tersebut dapat dari data hasil 
peramalan yaitu garis berawarna merah yang mengikuti titik 
data aktual yaitu titik berwarna hitam. Adapun MAPE dari 
peramalan ini adalah sebesar 1,2493%. 
6.5.6 Peramalan dengan Semua Variabel 
Peramalan data training dengan variabel open, high, low, 
volume, dan exchange rate dapat dilihat pada Gambar 6.11. 
Gambar grafik tersebut merupakan hasil peramalan data 
training yang dipengaruhi seluruh variabel. Apabila hasil 
peramalan bagus, maka hasil keterkaitan antar seluruh variabel 






Gambar 6. 11 Peramalan data training dengan semua variabel 
Pada Gambar 6.11 sumbu Y merupakan nilai close dan sumbu 
X merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data training dengan 
menggunakan semua variabel bebas yaitu open, high, low, 
volume dan exchange rate dapat menghasilkan peramalan yang 
baik. Hal tersebut dapat dari data hasil peramalan yaitu garis 
berawarna merah yang mengikuti titik data aktual yaitu titik 
berwarna hitam. Adapun MAPE dari peramalan ini adalah 
sebesar 0,1335%. 
 Hasil Permalan Data Testing 
Peramalan data testing dengan menggunakan model SVR yang 
terbaik dilakukan untuk meramalkan harga close data testing 
PT. Unilever Indonesia yang dipengaruhi dengan beberapa 
variabel bebas. Peramalan data testing dengan setiap variabel 





6.6.1 Peramalan dengan Variabel Open 
Peramalan data testing dengan variabel open dapat dilihat pada 
Gambar 6.12. 
 
Gambar 6. 12 Peramalan data testing dengan var open 
Pada Gambar 6.12 sumbu Y merupakan nilai close dan sumbu 
X merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data testing dengan menggunakan 
variabel bebas yaitu open dapat menghasilkan peramalan yang 
baik. Hal tersebut dapat dari data hasil peramalan yaitu garis 
berawarna merah yang mengikuti titik data aktual yaitu titik 
berwarna hitam. Adapun MAPE dari peramalan ini adalah 
sebesar 0,3816%. 
6.6.2 Peramalan dengan Variabel High 







Gambar 6. 13 Peramalan data testing dengan var high 
Pada Gambar 6.13 sumbu Y merupakan nilai close dan sumbu 
X merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data testing dengan menggunakan 
variabel bebas yaitu high dapat menghasilkan peramalan yang 
baik. Hal tersebut dapat dari data hasil peramalan yaitu garis 
berawarna merah yang mengikuti titik data aktual yaitu titik 
berwarna hitam. Adapun MAPE dari peramalan ini adalah 
sebesar 0,2923%. 
6.6.3 Peramalan dengan Variabel Low 







Gambar 6. 14 Peramalan data testing dengan var low 
Pada Gambar 6.14 sumbu Y merupakan nilai close dan sumbu 
X merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data testing dengan menggunakan 
variabel bebas yaitu low dapat menghasilkan peramalan yang 
baik. Hal tersebut dapat dari data hasil peramalan yaitu garis 
berawarna merah yang mengikuti titik data aktual yaitu titik 
berwarna hitam. Adapun MAPE dari peramalan ini adalah 
sebesar 0,2094%. 
6.6.4 Peramalan dengan Variabel Volume 
Peramalan data testing dengan variabel volume dapat dilihat 






Gambar 6. 15 Peramalan data testing dengan var volume 
Pada Gambar 6.15 sumbu Y merupakan nilai close dan sumbu 
X merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data testing dengan menggunakan 
variabel bebas yaitu volume dapat menghasilkan peramalan 
yang baik. Hal tersebut dapat dari data hasil peramalan yaitu 
garis berawarna merah yang mengikuti titik data aktual yaitu 
titik berwarna hitam. Adapun MAPE dari peramalan ini adalah 
sebesar 0,6614%. 
6.6.5 Peramalan dengan Variabel Exchange Rate 
Peramalan data testing dengan variabel exchange rate dapat 






Gambar 6. 16 Peramalan data testing dengan var ex rate 
Pada Gambar 6.16 sumbu Y merupakan nilai close dan sumbu 
X merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data testing dengan menggunakan 
variabel bebas yaitu exchange rate dapat menghasilkan 
peramalan yang baik. Hal tersebut dapat dari data hasil 
peramalan yaitu garis berawarna merah yang mengikuti titik 
data aktual yaitu titik berwarna hitam. Adapun MAPE dari 
peramalan ini adalah sebesar 0,4464%. 
6.6.6 Peramalan dengan Semua Variabel 
Peramalan data testing dengan variabel open, high, low, volume, 
dan exchange rate dapat dilihat pada Gambar 6.17. Gambar 
grafik tersebut merupakan hasil peramalan data testing yang 
dipengaruhi seluruh variabel. Apabila hasil peramalan bagus, 






Gambar 6. 17 Peramalan data testing dengan semua variabel 
Pada Gambar 6.17 sumbu Y merupakan nilai close dan sumbu 
X merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data testing dengan menggunakan 
semua variabel bebas yaitu high dapat menghasilkan peramalan 
yang baik. Hal tersebut dapat dari data hasil peramalan yaitu 
garis berawarna merah yang mengikuti titik data aktual yaitu 
titik berwarna hitam. Adapun MAPE dari peramalan ini adalah 
sebesar 0,0021%. 
 Hasil Peramalan Data Saham Lain 
Peramalan data harga saham lain yaitu PT. Kalbe Farma Tbk 
dengan menggunakan model SVR terbaik yang telah dicari 
sebelumnya. Model SVR terbaik ini akan digunakan untuk 
meramalkan harga close pada data PT. Kalbe Farma Tbk 
sehingga dapat mengetahui kecanggihan model SVR tersebut. 
Peramalan data harga saham lain ini juga akan dicari 
pengaruhnya terhadap setiap variabel bebas sehingga dapat 





6.7.1 Peramalan dengan Variabel Open 
Peramalan data saham PT. Kalbe Farma Tbk dengan variabel 
open dapat dilihat pada Gamber 6.18. 
 
Gambar 6. 18 Peramalan saham lain dengan var open 
Pada Gambar 6.18 sumbu Y merupakan nilai close dan sumbu 
X merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data harga saham lain dengan 
menggunakan variabel bebas yaitu open dapat menghasilkan 
peramalan yang baik. Hal tersebut dapat dari data hasil 
peramalan yaitu garis berawarna merah yang mengikuti titik 
data aktual yaitu titik berwarna hitam. Adapun MAPE dari 
peramalan ini adalah sebesar 1,04499%. 
6.7.2 Peramalan dengan Variabel High 
Peramalan data PT. Kalbe Farma Tbk dengan variabel high 
dapat dilihat pada Gambar 6.19. Gambar grafik tersebut 
merupakan hasil peramalan data harga saham lain yang 





maka hasil keterkaitan antar variabel open dengan close sangat 
baik 
 
Gambar 6. 19 Peramalan saham lain dengan var high 
Pada Gambar 6.19 sumbu Y merupakan nilai close dan sumbu 
X merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data harga saham lain dengan 
menggunakan variabel bebas yaitu high dapat menghasilkan 
peramalan yang baik. Hal tersebut dapat dari data hasil 
peramalan yaitu garis berawarna merah yang mengikuti titik 
data aktual yaitu titik berwarna hitam. Adapun MAPE dari 
peramalan ini adalah sebesar 0,7464%. 
6.7.3 Peramalan dengan Variabel Low 
Peramalan data PT. Kalbe Farma Tbk dengan variabel low dapat 
dilihat pada Gambar 6.20. Gambar grafik tersebut merupakan 
hasil peramalan data harga saham lain yang dipengaruhi 
variabel low. Apabila hasil peramalan bagus, maka hasil 






Gambar 6. 20 Peramalan saham lain dengan var low 
Pada Gambar 6.20 sumbu Y merupakan nilai close dan sumbu 
X merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data harga saham lain dengan 
menggunakan variabel bebas yaitu low dapat menghasilkan 
peramalan yang baik. Hal tersebut dapat dari data hasil 
peramalan yaitu garis berawarna merah yang mengikuti titik 
data aktual yaitu titik berwarna hitam. Adapun MAPE dari 
peramalan ini adalah sebesar 0,7503%. 
6.7.4 Peramalan dengan Variabel Volume 
Peramalan data PT. Kalbe Farma Tbk dengan variabel volume 
dapat dilihat pada Gambar 6.21. Gambar grafik tersebut 
merupakan hasil peramalan data harga saham lain yang 
dipengaruhi variabel volume. Apabila hasil peramalan bagus, 







Gambar 6. 21 Peramalan saham lain dengan var volume 
Pada Gambar 6.21 sumbu Y merupakan nilai close dan sumbu 
X merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data harga saham lain dengan 
menggunakan variabel bebas yaitu volume dapat menghasilkan 
peramalan yang baik. Hal tersebut dapat dari data hasil 
peramalan yaitu garis berawarna merah yang mengikuti titik 
data aktual yaitu titik berwarna hitam. Adapun MAPE dari 
peramalan ini adalah sebesar 1,7272%. 
6.7.5 Peramalan dengan Variabel Exchange Rate 
Peramalan data PT. Kalbe Farma Tbk dengan variabel exchange 
rate dapat dilihat pada Gambar 6.22. Gambar grafik tersebut 
merupakan hasil peramalan data harga saham lain yang 
dipengaruhi variabel exchange rate. Apabila hasil peramalan 
bagus, maka hasil keterkaitan antar variabel exchange rate 






Gambar 6. 22 Peramalan data saham lain dengan var ex rate 
Pada Gambar 6.22 sumbu Y merupakan nilai close dan sumbu 
X merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data harga saham lain dengan 
menggunakan variabel bebas yaitu exchange rate dapat 
menghasilkan peramalan yang baik. Hal tersebut dapat dari data 
hasil peramalan yaitu garis berawarna merah yang mengikuti 
titik data aktual yaitu titik berwarna hitam. Adapun MAPE dari 
peramalan ini adalah sebesar 1,7272%. 
6.7.6 Peramalan dengan Semua Variabel 
Peramalan data PT. Kalbe Farma Tbk dengan variabel open, 
high, low, volume, dan exchange rate dapat dilihat pada Gambar 
6.23. Gambar grafik tersebut merupakan hasil peramalan data 
harga saham lain yang dipengaruhi seluruh variabel bebas. 
Apabila hasil peramalan bagus, maka hasil keterkaitan antar 






Gambar 6. 23 Peramalan saham lain dengan seluruh variabel 
Pada Gambar 6.23 sumbu Y merupakan nilai close dan sumbu 
X merupakan variabel bebas. Garis merah pada grafik 
menunjukkan hasil peramalan, sedangkan titik hitam pada 
grafik menunjukkan data aktual.  
Dapat dilihat hasil peramalan data harga saham lain dengan 
menggunakan seluruh variabel bebas yaitu open, high, low, 
volume dan exchange rate dapat menghasilkan peramalan yang 
baik. Hal tersebut dapat dari data hasil peramalan yaitu garis 
berawarna merah yang mengikuti titik data aktual yaitu titik 
berwarna hitam. Adapun MAPE dari peramalan ini adalah 
sebesar 0,0656%.if  
 Analisis Hasil Peramalan 
Hasil model SVR dengan parameter acak dan parameter FOA 
penelitian sebelumnya menghasilkan MAPE sebesar 11,6096% 
dan 11.5696%. Adapun hasil MAPE ini tidak cukup mewakili 
hasil peramalan karena nilai peramalannya rata – rata sama dan 
tidak mengikuti data aktual. Hal ini membuat peramalan model 
SVR dengan tuning parameter dibutuhkan yaitu dengan FAO. 
Analisis hasil peramalan dari model SVR dengan parameter 





SVR dengan parameter FOA digunakan sebagai model terbaik 
yang sebelumnya telah didapatkan dari data testing. 
Perhitungan MAPE didigunakan untuk melihat perbandingan 
performa peramalan model SVR terhadap data yang diramalkan 
yaitu data training, testing, dan harga saham lain. Selain itu, 
hasil dari peramalan model SVR juga digunakan untuk 
mengetahui keterkaitan variabel bebas pada setiap peramalan 
data. Adapun hasil perbandingan MAPE dan MSE dari data 
yang diramalkan menggunakan model SVR dapat dilihat pada 
Tabel 6.2. 




Training Open 0,6491% 259840,063 
High 0,4701% 145274,257 
Low 0,4805% 148209,808 









Testing Open 0,3816% 188994,333 
High 0,2923% 111427,138 
Low 0,2094% 71438,899 




















Open 1,0499% 623,5739 
High 0,7464% 299,0020 
Low 0,7503% 329,6109 









Peramalan data training paling baik apabila menggunakan 
seluruh variabel bebas. Variabel bebas yang paling berpengaruh 
terhadap peramalan pada data training ini adalah variabel high 
dan low.  
Peramalan data testing paling baik apabila menggunakan 
seluruh variabel bebas yaitu open, high, low, volume dan 
echange rate. Variabel bebas yang paling berpengaruh terhadap 
peramalan pada data testing ini adalah variabel high dan low. 
Pada data di atas dapat diketahui bahwa pada data PT. Unilever 
Indonesia, \selaras dengan hasil uji korelasi dimana seluruh 





Pada data PT. Kalbe Farma Tbk dapat diketahui bahwa model 
peramalan SVR dapat digunakan juga pada data harga saham 
yang lainnya. Hal ini dibuktikan dengan MAPE pada setiap 
peramalan dari berbagai variabel bebas memiliki nilai kurang 
dari 10%, yang mana hasil beramalan tersebut memiliki 
ketepatan akurasi yang sangat baik. Peramalan data PT. Kalbe 
Farma Tbk ini paling bagus apabila menggunakan seluruh 
variabel bebas yaitu open, high, low, volume dan exchange rate. 
Variabel bebas yang paling berpengaruh pada peramalan data 
PT. Kalbe Farma Tbk ini adalah variabel volume.  
Pada PT. Kalbe Farma Tbk terdapat perbedaan hasil peramalan 
degan hasil uji korelasi yang ada. Pada hasil uji korelasi 
disebutkan bahwa variabel  volume tidak berpengaruh terhadap 
data close, sedangkan pada hasil peramalan model SVR dengan  
masing – masing variabel bebas di PT. Kalbe Farma Tbk, nilai 
MAPE yang paling baik diantara ke 5 variabel bebas adalah 
variabel volume. Hal ini belum tentu hasil uji korelasi dapat 
tepat apabila data diramalkan dengan model SVR terbaik. 
Semua data yang diramalan menggunakan model SVR terbaik  
(C = 9139.009142607989, ε = 1.0219421008384209, γ =  
381.67717950346355) memiliki tingkat akurasi yang baik 
dengan nilai MAPE kurang dari 10%. Sehingga dapat dikatakan 
bahwa model SVR tersebut adalah model terbaik untuk 
meramalkan data harga saham harian. 
Pada seluruh percobaan peramalan di atas, dapat diketahui 
bahwa perubahan parameter sangat berpengaruh terhadap 
peramalan model SVR. Apabila parameter yang dimasukkan 
belum optimal, maka akan menghasilkan nilai perasamakan 
yang tidak dapat mengikuti data aktual. Sedangkan apabila 
menggunakan peramalan model SVR menggunakan parameter 
optimal, hasil peramalan akan mengikuti data aktual dengan 
MAPE yang sangat bagus juga. 
 Hasil Peramalan Masa Mendatang 
Peramalan masa mendatang ini dilakukan menggunakan model 





menggunakan semua variabel yang mana dapat menghasilkan 
peramalan paling baik pada data testing yang sebelumnya telah 
diramalkan. Peramalan masa mendatang ini akan meramalkan 
close price saham PT. Unilever Indonesia pada bulan September 
2018. Data aktual yang digunakan sebagai masukan adalah data 
hasil peramalan close price pada bulan sebelumnya. Data aktual 
variabel bebas berasal dari peramalan moving average (MA) 
untuk setiap vairabelnya dengan periode peramalan adalah 20. 
Peramalan untuk masa mendatang ini akan membandingkan 
hasil dari hasil peramalan menggunakan SVR dan MA. Adapun 
grafik hasil peramalan masa mendatang ditunjukkan pada 
Gambar 6.29 dan Gambar 6.30. 
 
Gambar 6. 24 Hasil peramalan dengan SVR 
Pada Gambar 6.24 ini sumbu Y merupakan data close dan X 
merupakan data variabel. Grafik tersebut merupakan grafik 
hasil peramalan masa mendatang menggunakan model SVR 
terbaik. Hasil peramalan dengan menggunakan model SVR ini 
sangat baik. Hal ini terlihat dari hasil peramalan yaitu garis 






Gambar 6. 25 Hasil peramalan dengan MA 
Pada Gambar 6.25 ini sumbu Y merupakan data Close dan 
sumbu X merupakan periode. Pada peramalan MA ini hasil 
peramalan cukup bagus dengan hasil peramalan yaitu garis 
oranye yang mengikuti data aktual yaitu garis biru.  
Hasil peramalan dengan menggunakan model SVR memiliki 
MAPE sebesar 0,00237% sedangkan hasil peramalan pada MA 
memiliki MAPE sebesar 2,3% . Kedua metode ini cocok 
digunakan untuk meramalkan data harga saham PT. Unilever 
Indonesia karena memiliki MAPE kurang dari 10%. Peramalan 
menggunakan SVR dapat melibatkan beberapa variabel bebas 
yang mungkin berpengaruh terdapat hasil peramalan, 
sedangkan pada MA, hasil peramalan hanya untuk meramalkan 
satu variabel terikat saja tanpa ada pengaruh dari beberapa 
variabel bebas. Selain itu, dilihat dari hasil peramalan keduanya, 
dapat diketahui bahwa peramalan dengan model SVR lebih 
tepat dibandingkan dengan MA. Adapun detail data hasil 




















7 BAB VII 
KESIMPULAN DAN SARAN 
 
Pada bab ini akan berisi menganai kesimpulan dari semua 
proses yang telah dilakukan pada tugas akhir ini dan saran yang 
diberikan untuk pengembangan yang lebih baik. 
 
 Kesimpulan 
Kesimpulan berdasarkan pengerjaan tugas akhri ini adalah 
sebagai berikut : 
1. Peramalan menggunakan Support Vector Regression 
(SVR) dengan Fruit Fly Optimization Algorithm 
(FOA) sebagai pencarian parameter optimal dapat 
meramalkan data harga saham dengan hasil yang baik. 
2. Parameter model SVR yang memiliki dampak paling 
besar terhadap hasil peramalan adalah C dan γ. 
3. Masukkan parameter untuk model SVR sangat 
mempengaruhi hasil peramalan SVR yang dibuktikan 
dengan masukan parameter acak dan parameter 
penelitian sebelumnya yang tidak optimal sehingga 
menghasilkan hasil peramalan yang kurang baik, 
sedangkan apabila menggunakan parameter optimal 
sebagai masukan model SVR maka hasil peramalan 
sangat baik. 
4. Model SVR dengan MAPE terbaik pada peramalan 
harga saham diambil dari peramalan data testing yaitu 
dengan MAPE sebesar 0,0021%. 
5. Model SVR yang terbaik dapat diterapkan untuk 
meramalkan data harga saham lain karena dapat 
memberikan hasil peramalan yang baik dengan nilai 
MAPE sebesar 0,0656%. 
6. Pada peramalan harga saham PT. Unilever Indonesia 
dan PT. Kalbe Farma Tbk memiliki hasil peramalan 





variabel bebas open, high, low, volume dan exchange 
rate dalam peramalannya. 
7. Pada data harga saham yang diramalkan yaitu PT. 
Unilever Indonesia, variabel bebas yang paling 
berpangaruh terhadap peramalan adalah data high dan 
low dimana memiliki MAPE paling baik diantara 
peramalan dengan variabel bebas yang lainnya. 
8. Pada data harga saham PT. Kalbe Farma Tbk untuk uji 
kehandalan model SVR data PT. Unilever Indonesa 
memiliki perbedaan pengaruh variabel bebas terhadap 
hasil peramalan. Peramalan terhadap data saham PT. 
Kalbe Farma Tbk lebih dipengaruhi dengan variabel 
bebas volume dengan MAPE sebesar 0,3835%. 
9. Peramalan harga saham dengan model SVR dapat 
memberikan hasil peramalan dengan akurasi lebik 
baik dibandingkan peramalan dengan MA.  
 Saran 
Berdasarkan penelitian tugas akhir yang telah dilakukan ini, 
adapun beberapa saran yang dapat diberikan sebagai perbaikan 
penelitian ke depan adalah sebagai berikut. 
1. Parameter SVR untuk mendapatkan hasil perkalian 
pada pencarian smell concentration di FOA perlu 
dilakukan percobaan trial and error peramalan untuk 
mengetahui pengaruh setiap parameter SVR dan 
nilainya. 
2. Pola data saham antara satu dengan yang lain memiliki 
perbedaan, sehingga untuk mengetahui kehandalan 
model dapat mencoba beberapa data harga saham lain 
dengan pola yang memiliki perbedaan signifikan antara 
satu dengan yang lainnya. 
3. Peramalan non – linear dengan SVR memiliki fungsi 
lain selain radial basis function kernel, yaitu 
polynomial kernel yang dapat digunakan untuk 






4. Hasil uji korelasi untuk mengetahui hubungan antara 
masing – masing variabel bebas terhadap variabel 
terikat tidak semuanya sesuai dengan hasil peramalan 
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10 LAMPIRAN A. DATA AKTUAL 
Adapun seluruh data aktual yang digunakan untuk peramalan 

































11 LAMPIRAN B. HASIL TUNING PARAMETER 
Adapun seluruh hasil tuning parameter akan dilampirkan pada 










12 LAMPIRAN C. HASIL PERAMALAN 
Adapun seluruh data hasil peramalan akan dilampirkan pada 
link bit.ly/HasilPeramalanSaham . 
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