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SUMMARY 
This  paper  d e s c r i b e s  t h e  o p t i c a l  implementation of t h e  Fukunaga-Koontz t ransform 
(FKT) and t h e  Least-Squares Linear  Mapping Technique (LSLMT). The FKT i s  a l i n e a r  
t r a n s f o r m a t i o n  which performs image f e a t u r e  e x t r a c t i o n  f o r  a two-class image class- 
i f i c a t i o n  problem. It  h a s  t h e  p r o p e r t y  t h a t  t h e  most important  b a s i s  f u n c t i o n s  f o r  
r e p r e s e n t i n g  one class of image d a t a  ( i n  a l e a s t - s q u a r e s  sense )  are a l s o  t h e  least  
important  f o r  r e p r e s e n t i n g  a second image c lass .  The LSLMT i s  u s e f u l  f o r  performing 
a t ransform from l a r g e  dimensional  f e a t u r e  space  t o  s m a l l  d imensional  d e c i s i o n  space 
f o r  s e p a r a t i n g  m u l t i p l e  image classes by maximizing t h e  i n t e r c l a s s  d i f f e r e n c e s  w h i l e  
minimizing t h e  i n t r a c l a s s  v a r i a t i o n s .  The FKT and t h e  LSLMT w e r e  o p t i c a l l y  imple- 
mented by u t i l i z i n g  a coded phase o p t i c a l  p rocessor .  Good experimental  r e s u l t s  w e r e  
ob ta ined ,  and they were compared w i t h  t h e  performance of t h e  matched f i l t e r  and t h e  
average f i l t e r .  
I. INTRODUCTION 
O p t i c a l  matched f i l t e r i n g ,  which i s  i n v a r i a n t  t o  t h e  t r a n s l a t i o n  of i n p u t ,  has  
been t h e  main b a s i s  f o r  o p t i c a l  p a t t e r n  r e c o g n i t i o n  f o r  many y e a r s  ( r e f s .  1-3). Op- 
t i c a l  M e l l i n  t ransform w a s  l a t e r  in t roduced  t o  o b t a i n  scale i n v a r i a n t  c o r r e l a t i o n  
( r e f .  4 ) .  Current ly ,  t h e  s u b j e c t  of performing s t a t i s t i c a l  p a t t e r n  r e c o g n i t i o n  and 
c l a s s i f i c a t i o n  o p t i c a l l y  i s  found t o  b e  of c o n s i d e r a b l e  i n t e r e s t  ( r e f s .  5-9). For 
t h e  two-class problem, w e  s h a l l  show i n  t h i s  paper  t h a t  t h e  Fukunaga-Koontz t rans-  
form (FKT) can b e  implemented o p t i c a l l y  ( r e f .  9 ) .  For t h e  K-class problem where K 
i s  g r e a t e r  t h a n  two, t h e  o p t i c a l  implementation of t h e  Least-Squares L i n e a r  Mapping 
Technique (LSLMT) w i l l  be  p r e s e n t e d  ( r e f .  10). 
F i g u r e  1 shows t h e  hybr id  system f o r  o p t i c a l  implementation of FKT and LSLMT. 
The key element i n  t h e  h y b r i d  system i s  t h e  computer generated s p a t i a l  f i l t e r .  The 
f i l t e r  is  synthes ized  from K t r a i n i n g  sets of images us ing  t h e  FKT o r  LSLMT algo- 
r i thm. When t h e  LSLMT f i l t e r  i s  i n s e r t e d  i n  t h e  f i l t e r  p l a n e  and a tes t  image i n  t h e  
i n p u t  p l a n e  of a coherent  o p t i c a l  p r o c e s s o r  (COP), t h e  o u t p u t  from t h e  COP w i l l  b e  a 
b r i g h t  s p o t  of l i g h t  i n  one of K predetermined l o c a t i o n s ,  provided t h a t  t h e  t e s t  i m -  
age belongs t o  one of t h e  K image classes i n  t h e  s t a t i s t i c a l  s e n s e  and i t  i s  i l lumin-  
a t e d  w i t h  a random phase wavefront .  A s  f a s t  as one can i n p u t  a new t e s t  image 
through a real-time i n t e r f a c e  d e v i c e  t o  t h e  COP, a new b r i g h t  s p o t  of l i g h t  ind ica-  
t i n g  c l a s s i f i c a t i o n  w i l l  appear  among t h e  K predetermined l o c a t i o n s  i n  t h e  o u t p u t .  
The COP e f f e c t i v e l y  performs a matr ix-vector  m u l t i p l i c a t i o n  i n  real  t i m e ,  where t h e  
m a t r i x  i s  (K X N) , t h e  v e c t o r  i s  (N X l), N(= n X n) i s  t h e  space-bandwidth product  o r  
t h e  number of p i x e l s  i n  a n  image, and K i s  t h e  number of  image classes. 
When t h e  FKT f i l t e r  ( i n s t e a d  of t h e  LSLMT f i l t e r )  i s  used, t h e  o u t p u t  from t h e  
COP w i l l  c o n t a i n  a number of l i g h t  s p o t s  whose i n t e n s i t i e s  correspond t o  t h e  squares  
of FKT c o e f f i c i e n t s .  The FKT c o e f f i c i e n t s  are a s s o c i a t e d  w i t h  b a s i s  f u n c t i o n s  
( f e a t u r e s )  which possess  t h e  i n t e r e s t i n g  p r o p e r t y  t h a t  t h e  most impor tan t  b a s i s  
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f u n c t i o n  f o r  one class i s  a l s o  t h e  l eas t  important  b a s i s  f u n c t i o n  of t h e  o t h e r  class.  
Image c l a s s i f i c a t i o n  can become as s imple  as comparing two FKT c o e f f i c i e n t s  a s s o c i -  
a t e d  w i t h  t h e  two b a s i s  f u n c t i o n s  of  h i g h  s e p a r a t i n g  power. 
11. THE FUKUNAGA-KOONTZ TRANSFORM 
A. Procedures  f o r  C a l c u l a t i n g  t h e  Basis Funct ion 
The procedures  f o r  c a l c u l a t i n g  t h e  b a s i s  f u n c t i o n s  of  t h e  F-K t ransform are sum- 
marized as fo l lows .  ( D e t a i l s  can b e  found i n  r e f .  9 . )  
( i ) ~  c o n s i s t i n g  of M ( a )  Given a t r a i n i n g  s e t  of images {X image samples from 1 -j 
class 1 ( i  = 1; j = 1, ..., M ) and M 
w e  f i r s t  r e p r e s e n t  each sample image as a column v e c t o r  of  l e n g t h  N,  and d e f i n e  
matrices W W and W t  as fo l lows:  
samples from class  2 ( i = 2; j = 1, ..., M2), 1 2 
1’ 2 
(1) (1) (1) ... - GI)] , (1) 
1 
and 
where W 
sample images from b o t h  classes. The sample c o r r e l a t i o n  matrix of  t h e  whole p r o c e s s  
(computed w i t h  d a t a  from b o t h  c l a s s e s )  i s  then g iven  by 
i s  a n  (NXM ) matrix,  W 2  i s  (NxM2) and W i s  (NX (M + M 2 ) )  c o n t a i n i n g  1 1 t 1 
+ + + 
W t W t  = WIWl + w2w2 , 
s i n c e  
i s  t h e  sample c o r r e l a t i o n  m a t r i x  f o r  t h e  ith class .  
normally involves  d i a g o n a l i z i n g  t h e  (N X N) m a t r i x  of (W W +) , which i s  a very  t i m e  
consuming t a s k .  But,  when t h e  i n t r a - c l a s s  v a r i a t i o n  i n  each c l a s s  is  small ,  t h i s  
t i m e  consuming t a s k  can  b e  s i m p l i f i e d  t o  t h e  fol lowing s t e p s .  
Finding t h e  b a s i s  f u n c t i o n s  
t t  
f- 
(b) W e  f i n d  t h e  (M +M2) e igenvec tors  E and e igenvalues  fl of (Wt Wt), 1 
(W:Wt)E = EA. (3) 
It  can be  seen  from m u l t i p l y i n g  Eq.  
grouping t h a t  d i a g o n a l i z i n g  (W W +) g i v e s  (W E) and fl as t h e  e igenvec tors  and 
(3) f rom. the  l e f t  on both  s i d e s  by W 
t t  t 
and re- t 
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e igenvalues  
Therefore ,  t h e  t i m e  consuming t a s k  of d i a g o n a l i z i n g  (W W') 
e a s i e r  problem of d i a g o n a l i z i n g  t h e  [ (M + M2) X (M + M2) 3 matrix (W + W ) and c a l c u l a -  
t i n g  t h e  product  (WtE). 
has  become t h e  much 
t t  
1 1 t t  
( c )  By choosing t h e  M e igenvec tors  w i t h  t h e  l a r g e s t  e igenvalues ,  w e  c o n s t r u c t  1 
C C 1 matrices E and A of dimensions [(MI  + M2) X M  ] and [M1 X M1] , r e s p e c t i v e l y .  
(d) The e i g e n v e c t o r s  Y ,  O and e igenvalues  I', M of t h e  transformed s i n g l e  c lass  
c o r r e l a t i o n  m a t r i c e s  are g iven  by 
[nc -1 Ec + W t  + (WIW:)WtEcAc-l]Y = YI' 
-'I [nc -1 Ec + W t  + (W2Wl)WtEc Ac 0 = OM 
It i s  shown i n  r e f e r e n c e  9 t h a t  t h e  e i g e n v e c t o r s  of  equat ions  (5a) and (5b) are 
i d e n t i c a l ,  
and t h a t  t h e  e igenvalues  of equat ions  (5a) and (5b) are r e l a t e d  by 
M =  1 - r  (6b) 
Thus, t h e  e i g e n v e c t o r s  w i t h  l a r g e  e igenvalues  a p p l i e d  t o  one class w i l l  have s m a l l  
e igenvalues  when a p p l i e d  t o  t h e  o t h e r  c lass .  
+ - 1 + +  
( e )  The b a s i s  f u n c t i o n s  f o r  t h e  F-K t ransform are (2 Ec W t  ) ,  where $i i c  a r e  t h e  e i g e n v e c t o r s  i n  Y .  
B.  O p t i c a l  Implementation of t h e  F-K Transform 
S i n c e  t h e  F-K t ransform i s  a l i n e a r  t ransformat ion ,  t h e  c o e f f i c i e n t  correspond- 
i n g  t o  a s p e c i f i c  b a s i s  f u n c t i o n  i s  found by c a l c u l a t i n g  t h e  i n n e r  product  between 
an i n p u t  image f u n c t i o n  and t h e  complex conjugate  of  t h e  b a s i s  f u n c t i o n .  A coherent  
o p t i c a l  p r o c e s s o r  can b e  designed t o  c a l c u l a t e  t h e s e  c o e f f i c i e n t s  i n  p a r a l l e l  by 
m u l t i p l y i n g  t h e  i n p u t  image by a coded phase f u n c t i o n  exp[ i$  ( x , y ) ] ,  and des igning  a 
f i l t e r  whose impulse response  h*(-x,-y) c o n s i s t s  of t h e  complex conjugate  of  a sum- 
mation of  s h i f t e d  p r o d u c t s  of t h e  coded phase f u n c t i o n  and a p a r t i c u l a r  b a s i s  func- 
t i o n  
r 
M 
h'k ( - x , - y ) = f ' k ( x + ~ A ,  y+qA)  exp [- i$r(x+pAy y+qA)I  ( 7 )  
P4 P4 
where f (x ,y )  i s  t h e  p,qth b a s i s  f u n c t i o n  genera ted  from d i s p l a y i n g  t h e  e igenvec tor  
P4 
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+ -1 -1 + 
(+.A Ec -1 c t 
d i s t r i b u t e d  from 0 t o  2 , and A i s  a s h i f t  cons tan t  ( s e e  r e f s .  11-12 f o r  more d e t a i l s  
of t h e  coded-phase o p t i c a l  p r o c e s s o r ) .  S i n c e  t h e  coded-phase f u n c t i o n  h a s  a n  auto- 
c o r r e l a t i o n  of a d e l t a  f u n c t i o n ,  a coherent  o p t i c a l  c o r r e l a t o r  produces an o u t p u t  
c o n s i s t i n g  o f  t h e  t ransform c o e f f i c i e n t s  space  a t  i n t e r v a l s  of A 
W ) i n  a two-dimensional format ,  @,(x,y) i s  a random f u n c t i o n  uniformly 
exp[-@,(x-x'  + P A ,  y - y ' + q A ) ] d x d y  
Both t h e  coded-phase d i s t r i b u t i o n  which i l l u m i n a t e s  t h e  i n p u t  and t h e  s p a t i a l  f i l t e r  
can b e  obta ined  by computer genera ted  holograms. 
Experimental ly  t h e  o p t i c a l  Fukunaga-Koontz t ransformat ion  w a s  a p p l i e d  t o  t h e  
problem of d i s t i n g u i s h i n g  b i r d s  from f i s h .  Ten images of song b i r d s  w e r e  i n p u t  t o  
t h e  computer through a T.V. d i g i t i z e r  system. These images formed t h e  t r a i n i n g  set  
f o r  class 1. Ten images of f i s h  w e r e  a l s o  i n p u t  t o  t h e  computer t o  form t h e  t r a i n i n g  
s e t  f o r  c lass  2. These two sets are shown i n  f i g u r e  2. 
The F-K b a s i s  f u n c t i o n s  are shown i n  f i g u r e  3 (a )  a long w i t h  t h e  tes t  images con- 
s i s t i n g  of  f i v e  new b i r d s  and f i v e  new f i s h  i n  f i g u r e  3 (b ) .  S i n c e  t h e  b a s i s  func- 
t i o n s  can c o n t a i n  n e g a t i v e  v a l u e s ,  t h e  p i c t u r e s  have been s c a l e d  so t h a t  black e q u a l s  
t h e  most n e g a t i v e ,  and w h i t e  t h e  most p o s i t i v e .  The grey level which corresponds t o  
a v a l u e  of z e r o  i s  shown i n  t h e  s m a l l  s q u a r e  below each b a s i s  f u n c t i o n .  The eigen- 
v a l u e s  corresponding t o  t h e  t e n  b a s i s  f u n c t i o n s  are g iven  i n  t a b l e  1. W e  see t h a t  
t h e  b e s t  b a s i s  f u n c t i o n  w i t h  b i rd- type  f e a t u r e s  i s  number 8. The b e s t  b a s i s  f u n c t i o n  
with. f i s h - t y p e  f e a t u r e s  i s  number 3. 
It  i s  i n t e r e s t i n g  t o  compare t h e  t h i r d  and e i g h t h  b a s i s  f u n c t i o n s  w i t h  t h e  a r i t h -  
m e t i c  average of each t r a i n i n g  set. F i g u r e  4 shows t h a t  t h e  most impor tan t  F-K b a s i s  
f u n c t i o n  f o r  a class i s  s imi l a r ,  b u t  n o t  i d e n t i c a l  t o  t h e  average f i l t e r  f o r  t h a t  
c lass .  T h i s  i s  expected s i n c e  b o t h  means w e r e  r e t a i n e d  i n  t h e  t r a i n i n g  sets. How- 
ever, t h e  F-K b a s i s  f u n c t i o n s  are  n o t  a l l  p o s i t i v e .  The grey level  corresponding t o  
zero  i s  shown i n  t h e  s m a l l  s q u a r e  under each b a s i s  f u n c t i o n .  
A f i l t e r  w a s  genera ted  which conta ined  s i x  of t h e  b a s i s  f u n c t i o n s  shown i n  
f i g u r e  3 ( a )  i n  phase-coded form. Basis f u n c t i o n s  numbers 3, 4 ,  and 1 w e r e  chosen t o  
r e p r e s e n t  f i s h - l i k e  f e a t u r e s ,  and 8, 9 and 10  t o  r e p r e s e n t  b i r d - l i k e  f e a t u r e s .  This  
f i l t e r  w a s  p l a c e d  i n  t h e  f i l t e r  p l a n e  of a n  o p t i c a l  c o r r e l a t o r ,  and a computer holo- 
gram of t h e  coded-phase a r r a y  w a s  p l a c e d  i n  f r o n t  of t h e  i n p u t  p l a n e  so that  i t s  re- 
c o n s t r u c t i o n  i l l u m i n a t e d  t h e  i n p u t .  This  i s  i l l u s t r a t e d  i n  f i g u r e  5. The o u t p u t  
w a s  d e t e c t e d  w i t h  a T.V. camera, d i g i t i z e d ,  and d isp layed  on a T.V. monitor .  The 
d i g i t a l  computer can  measure t h e s e  s i x  c o e f f i c i e n t s ,  and use  them as i n p u t  d a t a  t o  a 
l i n e a r  o r  non- l inear  c l a s s i f i e r  f o r  b e s t  c l a s s i f i c a t i o n .  
The r e s u l t s  of us ing  t h r e e  of  t h e  t e n  t es t  images i n  t h e  coded-phase processor  
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are shown i n  f i g u r e s  6 ( a ) - ( c ) .  The lower r ight-hand c o r n e r  of t h e  T.V. monitor  con- 
t a i n s  a sampled v e r s i o n  of t h e  a c t u a l  l i g h t  f i e l d  d e t e c t e d  by t h e  T.V.  camera a t  t h e  
o u t p u t  of t h e  coded-phase processor .  It  c o n s i s t s  of  s i x  p o i n t s  of l i g h t ,  where t h e  
s q u a r e  r o o t  of t h e  i n t e n s i t y  of  each p o i n t  corresponds t o  t h e  a b s o l u t e  v a l u e  of  t h e  
c o e f f i c i e n t  f o r  a s p e c i f i c  b a s i s  func t ion .  The computer h a s  added t h e  l i n e s  around 
t h e s e  p o i n t s  and t h e  corresponding b a s i s  f u n c t i o n  numbers t o  h e l p  t h e  d i s p l a y  t o  b e  
more meaningful.  The measured v a l u e s  of  t h e  c o e f f i c i e n t s  are p l o t t e d  by t h e  computer 
i n  t h e  lower le f t -hand  p a r t  of t h e  s c r e e n .  The i n p u t  image has  been reproduced i n  
t h e  upper l e f t .  
A s imple l i n e a r  c l a s s i f i e r  based on t h e  c o e f f i c i e n t s  from b a s i s  f u n c t i o n s  3 and 
8 w a s  performed by t h e  d i g i t a l  computer. This  i s  drawn by t h e  computer i n  t h e  upper 
right-hand c o r n e r  of t h e  s c r e e n .  The magnitudes of t h e  two c o e f f i c i e n t s  d e f i n e  a 
p o i n t  i n  t h e  two-dimensional space  which i s  l o c a t e d  by t h e  mark "x'l. P o i n t s  which 
are l o c a t e d  below and t o  t h e  r i g h t  of t h e  d o t t e d  d iagonal  l i n e  are c l a s s i f i e d  as 
b i r d s ,  whereas p o i n t s  above and t o  t h e  l e f t  of t h e  l i n e  are c l a s s i f i e d  as f i s h .  It  
i s  clear from t h e  f i g u r e s  t h a t  i n  each case, t h e  combination of  a n  F-K t ransform and 
a s imple  l i n e a r  c l a s s i f i e r  l e a d s  t o  a c o r r e c t  c l a s s i f i c a t i o n  of t h e  i n p u t  image. 
F igure  7 shows t h e  combined r e s u l t  of 30 c l a s s i f i c a t i o n s ,  based on t h e  magnitude of 
c o e f f i c i e n t s  from b a s i s  f u n c t i o n s  3 and 8. Twenty of the p o i n t s  are from t h e  t r a i n -  
i n g  s e t  of f i g u r e  2 and t e n  are from t h e  tes t  s e t  of f i g u r e  3 ( b ) .  A l i n e a r  d e c i s i o n  
s u r f a c e  is  a b l e  t o  s e p a r a t e  t h e  class "b i rds"  from t h e  class " f i s h "  w i t h  no e r r o r s .  
111. THE LEAST-SQUARES LINEAR MAPPING TECHNIQUE 
The LSLMT is  u s e f u l  f o r  performing a t ransform A ,  which maps a n  image v e c t o r  
X (i) from t h e  ith class i n  t h e  l a r g e  N-dimensional f e a t u r e  space  as c l o s e  t o  one 
s p e c i f i c  u n i t I i  as p o s s i b l e  i n  t h e  K-dimensional d e c i s i o n  space  such t h a t  the over- 
a l l  mean-square e r r o r  i n c u r r e d  i n  t h e  mapping i s  minimized ( s e e  f i g u r e  8) 
-j 
vi +sij ( i =  1, 2 ,  ... K;  j = 1, 2 ,  ..., M) = -j 
where E i s  t h e  e r r o r  v e c t o r  f o r  t h e  ith c l a s s i f i e r  and j th  image sample. The algo- -i j 
r i t h m  of LSLMT involves  maximizing t h e  i n t e r c l a s s  d i f f e r e n c e s  and minimizing t h e  in-  
traclass v a r i a t i o n s .  
A. Procedures  f o r  C a l c u l a t i n g  t h e  Basis Funct ions 
The procedures  f o r  c a l c u l a t i n g  t h e  m a t r i x  A and t h e  b a s i s  f u n c t i o n s  of t h e  LSLMT 
are summarized as fol lows:  ( D e t a i l s  can b e  found i n  r e f .  10.) 
( a )  Given a t r a i n i n g  s e t  of images {X ( i )}  which c o n s i s t s  of K image c l a s s e s  
-j and M sample images i n  each class ( i  = 1, ..., K;  j = 1, ..., M), w e  d e f i n e  a (NXKM) 
m a t r i x  W as 
(b)  W e  choose t h e  u n i t  v e c t o r s  xi i n  t h e  K-dimensional d e c i s i o n  space  t o  b e  or- 
thonormal,  e . g . ,  when K = 3, 
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( c )  Knowing t h e  v e c t o r s  X( i )  and xi from p a r t s  ( a )  and (b) r e s p e c t i v e l y ,  w e  can 
K M  -j 
( i > +  c a l c u l a t e  v .  x .  
-1-J e 
i=l j=1 
(d) Knowing t h e  m a t r i x  W from p a r t  ( a ) ,  w e  can f i n d  t h e  e i g e n v e c t o r s  Y and 
e igenvalues  A of wtw 
( 1 2 )  
+ w+w = YAY 
It i s  noted t h a t  W+W i s  a (KMXKM) mat r ix .  
( e )  I t  can be  shown t h a t  t h e  i n v e r s e  of t h e  c o r r e l a t i o n  m a t r i x  i s  g i v e n  by 
( f )  Using t h e  r e s u l t s  of p a r t s  ( c )  and ( e ) ,  w e  can c a l c u l a t e  t h e  m a t r i x  A f o r  
LSLMT. 
The b a s i s  f u n c t i o n s  are g iven  by t h e  row v e c t o r s  of m a t r i x  A .  
B .  O p t i c a l  Implementation of LSLMT 
To employ t h e  coded-phase processor  f o r  performing t h e  matr ix-vector  m u l t i p l i c a -  
t i o n  of e q u a t i o n  ( 9 ) ,  w e  f i r s t  need t o  conver t  t h e  column v e c t o r  X (i) corresponding 
t o  t h e  i n p u t  image g(x ,y)  back t o  i t s  two-dimensional image format of ( n x n )  p i x e l s  
and t h e  row v e c t o r s  of t h e  m a t r i x  A t o  t h e  p a t t e r n  f u n c t i o n s  f ( x , y ) .  The t o t a l  
number of p a t t e r n  f u n c t i o n s  i s  K ,  i . e . ,  p + q  = 1, 2,  ..., K,  because t h e r e  are only 
K row v e c t o r s  i n  t h e  m a t r i x  A .  The o u t p u t  from the coded-phase processor  w i l l  then  
b e  i n  a two-dimensional form w i t h  a spac ing  A between d i f f e r e n t  l i g h t  s p o t s  whose 
magnitudes of b r i g h t n e s s  are V i = 1, 2 ,  ..., K .  The b r i g h t e s t  s p o t  i n d i c a t e s  
which class t h e  i n p u t  image belongs t o .  
-j 
P4 
i' 
6 
The key element r e q u i r e d  i n  o p t i c a l l y  implementing LSLMT i s  a computer genera- 
t e d  hologram f i l t e r  whose impulse response  c o n t a i n s  t h e  p a t t e r n  f u n c t i o n s  f de- 
r i v e d  from t h e  row v e c t o r s  of m a t r i x  A .  The advantages o f  o p t i c a l  c l a s s i f i c a t i o n  of  
s t a t i s t i c a l  p a t t e r n s  are  p a r a l l e l  p rocess ing  and real-time d a t a  ra tes .  A s  a n  ex- 
ample, t o  recognize  any unknown image of  ( n y n )  p i x e l s  which h a s  t h e  same s t a t i s t i c a l  
p r o p e r t i e s  as those  images used i n  t h e  t r a i n i n g  sets of K-classes, t h e  amount of 
p a r a l l e l  computations involved  i s  ( K x n x n )  m u l t i p l i c a t i o n s  and ( K x n x n )  a d d i t i o n s  
P4 
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i n  real-time. When t h e  real-time rate is  1/30 sec, K is  100, n i s  500 and each p i x e l  
has 6 4  gray l e v e l s  ( o r  6 b i t s ) ,  t h e  computat ional  rate i s  g r e a t e r  than  9 x 1 0 ’  b i t s /  
sec. 
Experimental ly ,  t h e  LSLMT w a s  a p p l i e d  t o  d e s i g n  a c l a s s i f i e r  f o r  hand-wri t ten 
le t ters  i n  a v a r i e t y  of  s t y l e s .  Ten images of each of t h e  hand-wri t ten c h a r a c t e r s  m y  
t and a ( a s  shown i n  f i g u r e  9 )  were i n p u t  t o  t h e  computer through a TV camera/digi-  
t i z e r  system forming t h e  t r a i n i n g  sets of t h r e e  classes ( d e t a i l  d e s c r i p t i o n  about  our 
micro-computer based video-image a n a l y s i s  system are g iven  i n  r e f s .  11-12). Using 
t h e  t h i r t y  image samples f o r  t h e  t h r e e  classes and fo l lowing  t h e  procedures  o u t l i n e d  
i n  S e c t i o n  I I I A ,  w e  c a l c u l a t e d  t h e  m a t r i x  A f o r  LSLMT. The t h r e e  row v e c t o r s  i n  A 
y i e l d  t h e  t h r e e  p a t t e r n  f u n c t i o n s  f as shown i n  f i g u r e  10 .  Using t h e s e  p a t t e r n  
f u n c t i o n s  w e  next  g e n e r a t e  a computer hologram f i l t e r  whose impulse response  i s  g iven  
by e q u a t i o n  ( 7 ) .  The computer genera ted  f i l t e r  i s  shown i n  f i g u r e  11 and a p p l i e d  t o  
t h e  e i g h t  test  images shown i n  f i g u r e  1 2 .  
P4 
Three of t h e  e i g h t  r e s u l t s  from o p t i c a l  implementation of LSLMT are i l l u s t r a t e d  
i n  f i g u r e  13. On t h e  r i g h t  t h e  o u t p u t s  from t h e  coded-phase p r o c e s s o r  are d i s p l a y e d ,  
g iven  t h e  t e s t  p a t t e r n s  on t h e  l e f t .  Each output  c o n t a i n s  t h r e e  s p o t s  of l i g h t  i n  
pre-determined l o c a t i o n s .  The s q u a r e  r o o t s  of t h e  s p o t  i n t e n s i t i e s  correspond t o  t h e  
a b s o l u t e  v a l u e s  of V 
p l a n e  c l e a r l y  i n d i c a t e s  c l a s s i f i c a t i o n .  The measured v a l u e s  of Vi f o r  all e i g h t  test 
p a t t e r n s  are sumnarily l i s t e d  i n  t a b l e  2 and p l o t t e d  i n  f i g u r e  1 4 .  Based on t a b l e  2 
and f i g u r e  1 4 ,  w e  can conclude t h a t  w e  have s u c c e s s f u l l y  demonstrated t h e  o p t i c a l  
implementat ion of LSLMT. 
V2 and V 1’ 3’ The l o c a t i o n  of t h e  b r i g h t e s t  s p o t  i n  t h e  o u t p u t  
I V .  COMPARISONS AMONG VARIOUS OPTICAL PATTERN RECOGNITION METHODS 
We now t u r n  t o  compare t h e  LSLMT w i t h  o t h e r  methods of o p t i c a l  p a t t e r n  recogni- 
t i o n  and c l a s s i f i c a t i o n .  The comparisons cover t h e  matched f i l t e r ,  t h e  average f i l -  
ter  and t h e  Fukunaga-Koontz t ransform.  The f i r s t  two comparisons were c a r r i e d  o u t  
d i g i t a l l y .  The t h i r d  comparison w a s  o p t i c a l .  
A. Comparison w i t h  t h e  Matched F i l t e r  
Two d i g i t a l  f i l t e r s  were genera ted  w i t h  t h e  impulse responses  of t h e  f i r s t  let-  
ters m o r  t i n  t h e  t r a i n i n g  s e t s  shown i n  f i g u r e  9 ( a ) , ( b ) .  A l l  t h e  le t ters  of m and 
t i n  t h e  t r a i n i n g  sets ( f i g .  9 ( a ) , ( b ) )  and t h e  tes t  set ( f i g .  1 5 ( a ) )  w e r e  used as t h e  
i n p u t s  g ( x , y ) .  F igure  15(b)  shows t h e  normalized c o r r e l a t i o n s  between t h e  i n p u t s  and 
t h e  matched f i l t e r s ,  which are d e f i n e d  by 
where <> s i g n i f i e s  a n  i n n e r  product .  Using t h e  d o t t e d  l i n e  a s  t h e  c l a s s i f i c a t i o n  
boundary w i l l  obviously y i e l d  zero  e r r o r  of c l a s s i f i c a t i o n .  However, a more res t r ic-  
t i v e d a s s i f i e r  d e f i n e d  as t h e  r a t i o  between V 
i s  i n s e n s i t i v e  t o  scalar  m u l t i p l i c a t i o n  of g(x,y)  which may r e s u l t  from changes i n  
i n p u t  i l l u m i n a t i o n .  This  more r e s t r i c t ive  c l a s s i f i c a t i o n  boundary p a s s e s  through 
and V2 i s  o f t e n  p r e f e r r e d  because i t  1 
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t h e  o r i g i n ,  as shown by t h e  s o l i d  l i n e  i n  f i g u r e  15, and y i e l d s  30% e r r o r  i n  recog- 
n i t i o n .  
This  d i g i t a l  matched f i l t e r i n g  r e s u l t  i s  compared w i t h  LSLMT us ing  t h e  same se t  
of l e t t e r s  i n  f i g u r e s  9 ( a ) , ( b ) ,  and 1 5 ( a ) .  F i g u r e  1 6  shows t h a t  t h e  LSLMT can pro- 
v i d e  e r r o r  f r e e  c l a s s i f i c a t i o n .  
B. Comparison w i t h  a n  Average F i l t e r  
D i g i t a l  average f i l t e r s  w e r e  c a l c u l a t e d  by averaging  t h e  c h a r a c t e r s  of t h e  
t r a i n i n g  sets i n  f i g u r e  9. The d i g i t a l  f i l t e r s  are shown i n  f i g u r e  1 7 ,  which can be  
compared w i t h  t h e  p a t t e r n  f u n c t i o n s  f f o r  LSLMT ( f i g .  10). While t h e  average  f i l -  
ters are  formed by superposing only t h e  images of t h e  same class,  t o  form p a t t e r n  
f u n c t i o n s  f f o r  LSLMT, i t  appears  t h a t  one may superpose n o t  only t h e  images of one 
class b u t  a l s o  s u b t r a c t  t h e  superposed images from o t h e r  classes. 
Pq 
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Using t h e  d i g i t a l  average  f i l t e r s ,  w e  o b t a i n  t h e  c o r r e l a t i o n s  V and V2  between 
t h e  averaged c h a r a c t e r s  and t h e  i n p u t  g ( x , y ) ,  which can b e  any image i n  t h e  t r a i n i n g  
( f i g .  9 ( a ) , ( b ) )  o r  t es t  ( f i g .  1 5 ( b ) )  sets. 
1 
Figure  18 shows t h e  r e s u l t s  of us ing  d i g i t a l  average  f i l t e r s .  The e r r o r  rate i s  20%, 
which i s  a l i t t l e  b e t t e r  t h a n  t h e  30% ra t e  a s s o c i a t e d  w i t h  d i g i t a l  matched f i l t e r s .  
But,  b o t h  d i g i t a l  average  and matched f i l t e r s  y i e l d  r e s u l t s  i n f e r i o r  t o  t h e  LSLMT, 
which has  a z e r o  e r r o r  rate.  
C. Comparison wi th  Fukunaga-Koontz Transform 
This  comparison w a s  performed o p t i c a l l y  u s i n g  t h e  coded-phase o p t i c a l  p rocessor  
and computer genera ted  hologram f i l t e r s .  Two computer hologram f i l t e r s  w e r e  gener- 
a t e d  u s i n g  t h e  s a m e  t r a i n i n g  s e t s o f  images of song b i r d s  and f i s h ,  one based 
on t h e  p r i n c i p l e s  of  t h e  FKT descr ibed  i n  r e f e r e n c e  9 and the o t h e r  based on the 
LSLMT ( r e f .  10). The r e s u l t s  of o p t i c a l l y  implementing t h e  LSLMT are shown i n  
f i g u r e  19.  Two of t h e  s i x  tes t  images used as i n p u t  are shown i n  t h e  l e f t  column. 
The corresponding o u t p u t s  each conta in ing  two s p o t s  of l i g h t  f o r  t h i s  two-class 
c l a s s i f i c a t i o n  problem are shown i n  t h e  middle column. The l i n e a r  c l a s s i f i c a t i o n  
r e s u l t s  are shown i n  t h e  r i g h t  column. These l i n e a r  c l a s s i f i c a t i o n  r e s u l t s  t o g e t h e r  
w i t h  t h o s e  f o r  f o u r  o t h e r  t e s t  images are shown i n  f i g u r e  20 (a ) ,  which are  t o  b e  com- 
pared  w i t h  t h e  l i n e a r  c l a s s i f i c a t i o n  r e s u l t s  based on t h e  FKT as shown i n  f i g u r e  
20(b) .  It  is  obvious t h a t  b o t h  FKT and LSLMT are good c l a s s i f i e r s .  The FKT has  t h e  
advantage t h a t  i t  can p r o v i d e  many f e a t u r e s  f o r  each image. These f e a t u r e s  can b e  
used as t h e  b a s i s  f o r  a n o n l i n e a r  c l a s s i f i c a t i o n  r o u t i n e .  However, i t  i s  u s e f u l  only 
f o r  two-class problems. The LSLMT provides  only K f e a t u r e s  (one f e a t u r e  f o r  each 
c l a s s ) ,  b u t  i t  can b e  a p p l i e d  t o  m u l t i c l a s s  .problems (K > 2 ) .  
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V. SUMMARY 
W e  have shown t h a t  t h e  Fukunaga-Koontz t ransform can b e  used as a f e a t u r e  ex- 
t r a c t o r  i n  a two-class c l a s s i f i c a t i o n  a p p l i c a t i o n .  I t  was used f o r  c l a s s i f y i n g  b i r d s  
and f i s h .  A f t e r  t h e  F-K b a s i s  f u n c t i o n s  were c a l c u l a t e d ,  those most u s e f u l  f o r  
c l a s s i f i c a t i o n  were i n c o r p o r a t e d  i n t o  a computer genera ted  hologram. A coherent  op- 
t i c a l  p r o c e s s o r  w a s  designed us ing  t h i s  computer genera ted  hologram t o  perform t h e  
F-K t ransform i n  real  t i m e .  The o u t p u t  of t h e  o p t i c a l  p rocessor ,  c o n s i s t i n g  of t h e  
squared magnitude of t h e  F-K c o e f f i c i e n t s ,  w a s  d e t e c t e d  by a T.V.  camera, d i g i t i z e d ,  
and f e d  i n t o  a micro-computer f o r  c l a s s i f i c a t i o n .  A s imple  l i n e a r  c l a s s i f i e r  based 
o n  only  two F-K c o e f f i c i e n t s  w a s  a b l e  t o  s e p a r a t e  t h e  images i n t o  two classes,  i n d i -  
c a t i n g  t h a t  t h e  F-K t ransform had chosen good f e a t u r e s .  
The Least-Squares L i n e a r  Mapping Technique has  been o p t i c a l l y  implemented t o  
c l a s s i f y  l a r g e  images a l s o  by u t i l i z i n g  t h e  phase-coded o p t i c a l  p rocessor  and com- 
p u t e r  genera ted  hologram f i l t e r s .  The p r i n c i p l e s  of LSLMT are incorpora ted  i n t o  t h e  
computer hologram f i l t e r s .  Although w e  have demonstrated h e r e  only two- and three-  
c l a s s  problems, t h e  LSLMT is  u s e f u l  f o r  o p t i c a l  c l a s s i f i c a t i o n  problems of  many 
classes. 
A method w a s  developed which s i m p l i f i e d  t h e  computation of t h e  FKT o r  LSLMT 
b a s i s  f u n c t i o n s  f o r  l a r g e  dimensional imagery, and w a s  found t o  work w e l l  when t h e  
i n t r a c l a s s  v a r i a t i o n  i n  each c lass  w a s  s m a l l ,  and t h e  c o r r e l a t i o n  m a t r i x  could  b e  
approximated by a sample c o r r e l a t i o n  m a t r i x  of low rank .  
The advantages of o p t i c a l l y  implementing t h e  FKT and LSLMT are p a r a l l e l  and 
rea l - t ime process ing .  I n  comparisons w i t h  t h e  matched f i l t e r  and t h e  average f i l t e r ,  
t h e  LSLMT i s  c l e a r l y  s u p e r i o r  f o r  c l a s s i f y i n g  s t a t i s t i c a l  p a t t e r n s  because i t  maxi- 
mizes t h e  i n t e r c l a s s  d i f f e r e n c e s  and minimizes t h e  i n t r a c l a s s  v a r i a t i o n s .  
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T a b l e  1. E i g e n v a l u e s  Corresponding to Ten B a s i s  F u n c r i o n s  o f  FRT 
B a s i s  Best f a r  
F u n c t i o n  E i g e n v a l u e  (Ai) Ih. - 0.51 which c lass? 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
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0.4846 
0.0008 
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0.9416 
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0.4416 
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f i s h  
f i s h  
f i s h  
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b i r d s  
b i r d s  
b i r d s  
b i r d s  
b i r d s  
T a b l e  2.  The measured values of  V1, V 2  and V 
i n  F i g u r e  12.  
f o r  t h e  e i g h t  t e s t  p a t t e r n s  shown 
L a r g e s t  f o r  
which class? "1 " 2  v 3  
1 
-2 
t 
1 3  
a 
a2 
a 3  
1.58 
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0.02 
0.01 
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0 .02  
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Figure  1.- The hybr id  system f o r  o p t i c a l  r e c o g n i t i o n  of s t a t i s t i c a l  p a t t e r n s .  
F igure  2.- (a) Class 1 t r a i n i n g  se t  c o n s i s t i n g  of t e n  song b i r d s .  (b) Class 2 
t r a i n i n g  s e t  c o n s i s t i n g  of t e n  f i s h .  
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Figure  3.- ( a )  F-K b a s i s  f u n c t i o n s .  Bas is  f u n c t i o n  3 i s  b e s t  f o r  c l a s s  2 ( f i s h ) ,  
and b a s i s  f u n c t i o n  8 is  b e s t  f o r  class 1 ( b i r d s ) .  Small  squa re  t o  t h e  l e f t  of 
image number i n d i c a t e s  grey l e v e l  corresponding t o  ze ro .  (b) T e s t  images 
c o n s i s t i n g  of f i v e  new b i r d s  and f i v e  new f i s h .  
F igure  4. -  Comparisons of b a s i s  f u n c t i o n s  3 ( f i s h )  and 8 ( b i r d s )  w i t h  f i l t e r s  
formed by t h e  a r i t h m e t i c  average of t h e  t r a i n i n g  sets .  
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Figure 5 .- Hybrid implementation of t h e  coded-phase o p t i c a l  p r o c e s s o r .  A computer 
hologram of a coded-phase a r r a y  i s  shown as C G H # l .  A second computer hologram 
c o n t a i n i n g  t h e  F-K b a s i s  f u n c t i o n s  i n  coded-phase form is  shown as CGH#2. LCLV 
i s  a l i q u i d  c r y s t a l  l i g h t  va lve  f o r  conver t ing  an incoherent  ( t e s t )  image i n t o  
a coherent  image. The r e s u l t a n t  F-K c o e f f i c i e n t s  are d e t e c t e d  by t h e  v i d i c o n  
and analyzed by a d i g i t a l  computer. With t h e  s a m e  CGH#2 b u t  new tes t  images,  
new F-K c o e f f i c i e n t s  are obta ined  and new c l a s s i f i c a t i o n s  are achieved i n  
r e a l  t ime. 
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Figure  6 .  - O p t i c a l  implementation of t h e  F-K t r ans fo rm us ing  t h e  coded-phase 
o p t i c a l  p rocesso r .  The s i x  b a s i s  f u n c t i o n s  w i t h  g r e a t e s t  s e p a r a t i o n  power 
w e r e  used .  B a s i s  f u n c t i o n s  3,  4 and 1 are b e s t  f o r  f i s h ,  and 8 ,  9 and 10 
are b e s t  f o r  b i r d s .  Three of t h e  t e n  images are used as i n p u t s  i n  (a ) ,  ( b ) &  
(c)  , where the i n p u t  i s  reproduced i n  t h e  upper le f t -hand  co rne r  of t h e  
T . V .  s c r e e n .  The ou tpu t  of t h e  o p t i c a l  p r o c e s s o r  i s  d e t e c t e d  by a T . V .  
camera, d i sp l ayed  i n  t h e  lower right-hand co rne r  of t h e  s c r e e n ,  measured 
by t h e  v ideo  d i g i t i z e r ,  and graphed i n  t h e  lower l e f t .  A l i n e a r  c l a s s i f i e r  
us ing  b a s i s  f u n c t i o n s  3 and 8 i s  shown i n  t h e  upper right-hand c o r n e r  of 
t h e  s c r e e n ,  w i t h  t h e  d o t t e d  l i n e  s e p a r a t i n g  b i r d s  (below and t o  t h e  r i g h t  
of t h e  l i n e )  from f i s h  (above and t o  t h e  l e f t  of t he  l i n e ) .  
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Figure  7.-  C l a s s i f i c a t i o n  of b i r d s  and f i s h  us ing  c o e f f i c i e n t s  of b a s i s  
f u n c t i o n s  3 and 8. Ten members of each t r a i n i n g  set, as w e l l  as t e n  
members of t h e  test set were c l a s s i f i e d .  
tV2 
Figure  8.- The schemat ic  diagrams of LSLMT f o r  3 classes. ( a )  N-dimensional 
f e a t u r e  space .  (b)  Three-dimensional dec i s ion  space .  
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Figure  9.- (a) C l a s s  1 t r a i n i n g  set c o n s i s t i n g  of t e n  c h a r a c t e r s  of m. 
2 t r a i n i n g  set c o n s i s t i n g  of ten c h a r a c t e r s  of t. 
c o n s i s t i n g  of t e n  c h a r a c t e r s  of a. 
(b) C l a s s  
( c )  C l a s s  3 t r a i n i n g  set  
Figure  10.- Three p a t t e r n  func t ions  fpq f o r  LSLMT. Since  t h e  p a t t e r n  func t ions  
fpq conta in  both p o s i t i v e  and nega t ive  values i n  g e n e r a l ,  b i a s  levels ( i n d i -  
ca t ed  by t h e  s m a l l  grey squa res  below fpq) are added t o  fpq t o  d i s p l a y  them. 
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(b ) ( c> 
Figure 11.-  A computer-generated s p a t i a l  f i l t e r  for  LSLMT made with a l a se r  
scanning system. (a) 4 X 4 f i l t e r  array,  (b) one f i l t e r ,  ( c )  the central  
par t  of (b) .  
Figure 12.- A test s e t  of images consisting of two new m-characters, three 
new t-characters and three new a-characters. 
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F-gure 13.- The r e s u l t  of o p t i c a l  ,,nplementation of t h e  LSLMT f o r  3 classes. 
Three o f  t h e  e i g h t  test images used are shown on t h e  l e f t .  The o u t p u t s  of 
t h e  o p t i c a l  p rocessor  are d isp layed  on t h e  r i g h t .  
t v2 Training s e t s  
Test s e t s  
m o  
t o  
A &  
Figure 14.- C l a s s i f i c a t i o n  r e s u l t  w i t h  LSLMT f o r  t h r e e  classes ( m , t , a ) .  The 
s o l i d  symbols of t r i a n g l e ,  c i r c l e  and square  are f o r  t h e  t r a i n i n g  sets. 
The hollow symbols of t r i a n g l e ,  c i r c l e  and square  are f o r  t h e  tes t  images. 
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Figure  15.- ( a )  A t es t  class of m and t c h a r a c t e r s .  (b) C l a s s i f i c a t i o n  u s i n g  
t h e  matched f i l t e r  f o r  2 classes (m, t ) .  The s o l i d  l i n e  r e p r e s e n t s  a re- 
s t r i c t i v e  l i n e a r  c l a s s i f i c a t i o n  boundary. The e r r o r  rate i s  9 o u t  of 30, 
o r  30%. 
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Figure 16.- C l a s s i f i c a t i o n  r e s u l t  wi th  LSLMT of 2 c l a s s e s  (m and t c h a r a c t e r s ) .  
Figure 17.- 3 average f i l t e r s  of t h e  t r a i n i n g  sets (m, t , a ) .  
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Figure  18.- C l a s s i f i c a t i o n  u s i n g  average f i l t e r s  f o r  2 classes ( m , t ) .  The  
e r r o r  rate i s  6 o u t  of 30, o r  20%. 
Figure  19.- The o p t i c a l  implementation of t h e  LSLMT f o r  two classes (Song B i r d  
and F i s h ) .  The l e f t  column shows two of t h e  s i x  tes t  images as i n p u t ,  t h e  
middle column shows t h e  o u t p u t s ,  t h e  l i n e a r  c l a s s i f i e r  i s  shown i n  t h e  
r i g h t  column. 
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( b )  
Figure  20.- ( a )  R e s u l t s  of o p t i c a l l y  implementing t h e  LSLMT f o r  two classes 
(Song B i rd  and F i s h ) .  (b) R e s u l t s  of o p t i c a l l y  implementing t h e  Fukunage- 
Koontz t r ans fo rm us ing  c o e f f i c i e n t s  o f  b a s i s  f u n c t i o n s  3 and 8. 
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