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Abstract
We introduce a model of a quantum walk on a graph in which a particle jumps
between neighboring nodes and interacts with independent spins sitting on the
edges. Entanglement propagates with the walker. We apply this model to the
case of a one dimensional lattice, to investigate its magnetic and entanglement
properties. In the continuum limit, we recover a Landau-Lifshitz equation that
describes the precession of spins. A rich dynamics is observed, with regimes
of particle propagation and localization, together with spin oscillations and re-
laxation. Entanglement of the asymptotic states follows a volume law for most
parameters (the coin rotation angle and the particle-spin coupling).
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1 Introduction
The concept of information was introduced as a physical quantity measured in bits by Leo
Szilard in 1929 [1], and further explored by Rolf Landauer (1961) [2] who establishes that
erasing a bit is an irreversible process costing ln 2 of entropy (in units of the Boltzmann
constant). However, as the laws of nature are quantum, information must ultimately be
related to the quantum state. The quantum extension of a bit was proposed by Benjamin
Schumacher (1995) [3] in order to demonstrate a quantum coding theorem analogous to the
Shannon one in classical information theory [4]. The quantum coding theorem shows that
the von Neumann entropy S = −Tr ρ log ρ is a measure of the information content of a
general quantum system in a state described by the density matrix ρ. In spite of the apparent
similarity between Shannon and von Neumann entropies, quantum information is essentially
different to its classical counterpart: general quantum states are entangled.
Quantum information [5–7] is a fundamental physical concept, now part of the curriculum
[8, 9], which has a profound impact in vast domains, well beyond its obvious application
to computing, as for instance in condensed matter through the phenomenon of many-body
entanglement [10–12]. An interesting field of investigation opened at the frontier of matter
and information [13]. It is in this context that we propose here a model based on a quantum
walk interacting with a network of spins, in order to manipulate the quantum state by local
unitaries to create entanglement.
Discrete quantum walks [14–16], although initially proposed as an extension of the classical
random walk [17] with possible applications in optics, were first investigated in relation with
the theory of quantum simulation by Meyer in 1996 [18]. In his seminal paper Meyer demon-
strated that a quantum system evolving by discrete steps on a lattice (cellular automaton),
cannot be homogeneous and local: in order to keep a unitary evolution one needs to introduce
an internal degree of freedom associated with the walking particles and coupled to their mo-
tion. Applications of quantum walks range from the implementation of the quantum circuit
universal model of computation [19–22] to the study of topological phases of matter [23]. The
experimental realization [24] demonstrated the practical feasibility of quantum walks, allowing
the investigation of topological edge states [25] and the measurement of topological invari-
ants [26–28]. Generalizations from the one particle case to two entangled particles, including
possible interactions, were also studied theoretically [29–32] and experimentally [33, 34]; be-
sides, Anderson localization was observed in an array of interferometers [35], and the effect of
boson and fermion statistics simulated using the symmetries of the photon’s state. Another
important extension of quantum walks from regular lattices to general graphs [36–38], led
to interesting algorithms like the generalization of the Grover search [39], showing that the
square speedup over the classical algorithm applies to structured data [40–42], or to algo-
rithms aiming at determining graph isomorphism [43,44], although a solution to this problem
is still open [45]. Finally, quantum walks are a starting point to explore many-body physics,
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once generalized to a quantum automaton [18,46–48].
Loosely speaking, in quantum mechanics the state of a system can be modified by a unitary
transformation or by a projection over a smaller Hilbert space. These two possibilities lead to
two main models of quantum computing [49]: the circuit model theorized by David Deutsch
[20], and the measurement driven computation [49–52]. In the first model a universal set of one
and two qubits gates [53–55] are used to create a suitable entangled state, while in the second
model, a highly entangled state, a cluster state [56,57], is modified by one qubit measurements
to imprint the logical operations. In this fuzzy classification, quantum walks pertain to the
‘circuit’ category, in which suitably local coin and motion operators entangle a state [58] in
order to coherently enhance the probability of certain configuration (as for example in the
search problem). Information processing requires in addition to ressources, communication
channels. A physical realization of a transmission line is a spin chain [59, 60]. Therefore,
very schematically a possible computing system is a network of spin chains connecting logical
gates, implemented for example by interacting spins.
We present here a model in which the resource, the entangled state, is created by a
walker on a network of spins, as already mentioned. In its simplest form, the spins are non
interacting, and it is the motion of the particle that induces spin correlations and a global
entangled state. This is reminiscent to the protocol used to entangle carbon nuclear spins
by the electron of a nitrogen vacancy in diamond; entanglement is produced by successive
interactions of the electron with the neighboring nuclear spins (two qubit gates) [61]. This
protocol was successfully applied to experimentally demonstrate teleportation [62] and error
correction [63].
One may consider a physical motivation to generalize the usual setup of a quantum walk.
Actually, in a simple discrete quantum walk the particle motion is determined by an internal
degree of freedom, however, the space geometry in which the particle moves is imposed in the
form of a lattice or more generally a graph. At each time step, the position amplitudes in
one node of the graph is then distributed over the adjacent nodes. We can make an analogy
with a tight binding model, in which an electron jumps between sites of a crystal. The main
physical difference is that the crystal is itself a lattice of ions whose intricate interaction with
the electron gas (for instance in a semiconductor) gives rise to both, the crystal structure and
the characteristic energies of the electron hopping. This observation motivates our choice of
assigning a material support to the graph in which the walker moves. A natural way is to
associate a spin degree of freedom to the graph nodes [64], or, as we do here, to the links
between nodes. At variance to the model of Ref. [64, 65] the spins do not interact, are then
located on the edges of the graph, and, as a consequence, the particle-spin interaction is
independent of the local degree of the graph (which was the case in the node spin model).
The interaction of the walker with the geometry gives rise to an extension of the usual model
of a quantum walk to an interacting one. The main consequence of this generalization is that
we leave the simple world of one particle to the complex many—body interacting quantum
system.
Consequently the constituents of our system are a particle and a set of spins. As usual
in a discrete quantum walk, the particle’s motion between neighboring nodes of the graph
is controlled by a coin (an operator acting on the particle internal degree of freedom); the
coupling between the walker and the spin network is defined by an exchange interaction,
as in a Heisenberg magnet. This model keeps some analogy, albeit with one free particle,
with a magnetic system where free electrons interact with local magnetic moments creating
an effective interaction between spins, like in the Ruderman-Kittel-Kasuya-Yosida exchange
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interaction and the Kondo lattice [66–68]. The idea is that the walker, which may spread
ballistically over the graph, a defining feature of the quantum walk already noted in the
original paper by Aharonov et al. [17], can create spin entanglement at a linear rate in a
many-body system [69–72].
Quantum walks can be used to simulate physical systems; see for instance the recent
experimental realization of a periodically driven Chern insulator [73]. Meyer [18] showed that
the one particle case of his quantum automaton, in fact a quantum walk, reduces to the Dirac
equation in the continuum limit. Since then, the continuum limit of quantum walks was
extensively explored to simulate neutrino oscillations [74], Weyl fermions [75], or the Dirac
equation in two dimensions [76], to give a few examples.
In the present model the dynamics of spins adds to the particle motion; we investigate the
continuum limit and show that, for a choice of parameters, the dynamics can be modeled by
a Landau-Lifshitz equation [77]. The relation with the magnetization dynamics, described by
the Landau-Lifshitz equation, can be understood by observing that the exchange interaction
of a moving spin with the canted fixed spins should induce a torque in much the same way
as a spin polarized current induces a so-called spin-transfer torque [78,79] (note however that
the current is here replaced by the current probability of one quantum particle).
In order to process information the physical system must be able to transfer the informa-
tion through the network and also to stock it at some location. This means that it is desirable
to find regimes of the quantum walk in which the quantum state can spread over the available
space or instead, can remain localized. We focus here on the simplest case, in which the quan-
tum walk is defined on a one dimensional lattice with spin interaction absent, to show that
even in this geometry, and with only the local particle-spin coupling present, a rich variety
of dynamical regimes exists. We observe, both propagation and localization of the particle
distribution, together with spin oscillations, irregular dynamics and relaxation to some uni-
form state. As in condensed matter topological phases allow the control of the conduction
to insulator transition, quantum walks exhibit analogous topological properties [15] in which
the interaction may play an important role [32]. We investigate the topological properties of
the particle-spin quantum walk to identify the effect of the interaction on an otherwise single
step Dirac walk, which is known to support edge states at the interface between two non
equivalent phases. (We call “Dirac” the walk with a SU(2) coin that converges to the Dirac
equation in the continuum limit [80,81].)
What is special about the quantum state is that we need an exponentially large number of
parameters to specify it; this is a straightforward consequence of the superposition principle:
while a classical state is defined by a point in phase space, the quantum one is a superposition
of all the basis states [82]. The amount of information encoded in the quantum state is poten-
tially exponentially larger than in a classical state, as shown by the existence of superdense
coding [83], polynomial algorithm to factorize large numbers [84], and fast methods to solve
linear equations [85]. These algorithms exploit the informational resources of an entangled
state, the question that naturally arises is how to build useful quantum states. We propose, in
the sequel of [64], to use a walker on a graph to construct an entangled state of spins. Instead
of using single qubit measurements on a previously prepared generic entangled state as in
one-way computing, we let the particle to explore the graph creating through its interaction
with the spins, the entangled quantum state. The resulting state depends, in addition to the
initial condition and parameters, on the graph connectivity and topology. It is worth noting
that the analogy with the graph state is nevertheless limited because of the different structure
of the Hilbert space; the walk build state possesses besides the spin degrees of freedom, which
4
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are localized on the network edges, the walker position and internal degrees of freedom, which
spread generally over the network: this structure changes the entanglement characteristics,
impeding, for instance, to spatially partition the graph as can be done in pure spin systems
(the walker wave function can be delocalized on the whole graph). This difference is exploited
here to investigate the case where entanglement of spins is indirectly induced by a moving
particle, in particular we can analyze the role of local and nonlocal effect in the multipartite
entanglement of spins.
Our aim in this work is to demonstrate that a simple quantum system governed by local
unitary rules leads to complex dynamics suitable to investigate the links between entangle-
ment, topological, and magnetic properties. The paper starts with the presentation of the
model, we show in particular how to handle the spins lying on the graph edges and their
coupling with the itinerant particle. We specializes the model to the simple Dirac walk on
the line and explore its phenomenology using exact numerical computations. We discuss the
different dynamical regimes and their relation with the entanglement of the quantum state.
We observe that the many-body interaction is essential in the setting of well defined magnetic
properties and in the evolution towards a stationary regime. These magnetic properties can be
described by a semiclassical theory and the corresponding Landau-Lifshitz equation derived.
We end by a discussion of the results and a conclusion.
2 Model
We implement a quantum walk on a simple, undirected, simply connected graph G(V,E),
where V is the set of nodes and E the set of edges. The number of nodes is the cardinal |V |
(we write | · | for the number of elements of a set). Nodes are denoted x, y, . . . ∈ V and edges
are pairs of linked nodes (x, y) ∈ E. The set
Vx = {y | (x, y) ∈ E} (1)
is the set of nodes y ∈ V neighbors of x, and dx = |Vx| the degree of node x. A particle jumps
between neighboring nodes (y ∈ Vx, ∀x ∈ V ) and interacts with spins located on the edges
(x, y) ∈ E. The motion between adjacent vertices depends on an internal degree of freedom,
the “color” c, taking dx values. The color decorates the graph nodes with a label ‘c’, the
“subnode”, for each incident edge [86]. In addition, the color degree of freedom is coupled
with the particle motion, and with the edge spin through a spin-particle interaction. This
model simulates a kind of itinerant magnetism in which the motion of a particle determines
the correlations between localized spins.
The basis of the graph Hilbert space HG is the set of kets of the form
|xcs〉 = |x〉 ⊗ |c〉 ⊗ |s0 . . . s|E|−1〉 ∈ HG , (2)
(the canonical basis) where the labels ‘x, c, s’ stand for:
• the position x, spanning the nodes x = 0, . . . , |V | − 1 ∈ V ;
• the color c = c(x), spanning the incoming edges of each node ∀x ∈ V, c = 0, . . . , dx − 1;
• and the set of spins s = s0s1 . . . s|E|−1, represented by a string of binary numbers
se = 0, 1, e = 0, . . . , |E|−1 (e labels the edges) for the up and down states at each edge,
and spanning the configurations s ∈ {0, . . . , 2|E| − 1}.
5
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The Hilbert space dimension is
dimHG =
(∑
x∈V
dx
)
× 2|E| ≤ |V | × dmax × 2|E| (3)
(dmax = maxx |Vx| is the maximum degree). A node state is a superposition of |xcs〉 vectors
with fixed x, and the edge state is given by a superposition of pairs of node vectors of the
form,
{|xcyse〉 , |ycxse〉} , (x, y) ∈ E , (4)
where ce = (cy, cx), formed by the subnodes of the corresponding neighbors, is defined as the
edge color (Fig. 1).
x y
cy
se
cx1
2
0
Figure 1: Graph showing the labeling of subnodes (color, 0, 1, . . .) between nodes (position
x, y, . . .) and edges (spin se).
The interacting quantum walk is defined by a unitary operator,
U = V (J)W , (5)
which splits into two parts, the walk W part and the interaction V (J) part that depends on
a particle-spin coupling constant J :
• The walk part W = MC, includes a motion operator (M) that permutes the amplitudes
at a node x with the amplitudes of its neighbors y ∈ Vx, according to the edge color
state, and a coin operator (C) that actualizes the color state at each node; the motion
step M is,
M |xcys〉 = |ycxs〉 , ∀y ∈ Vx , (6)
where the set of values of c = cy with y ∈ Vx, corresponding to the subnodes of x,
determines the direction of the particle motion; and the coin step C,
|xcs〉 → C |xcs〉 , C = I|V | ⊗ Cc ⊗ I2|E| (7)
(ID is the D-dimensional identity matrix) where Cc can be any operator of dimension dx
(conveniently completed with zeros up to the total dimension dmax). The composite op-
erator W defines a simple quantum walk in a graph [36,37,43,87]. The choice of the coin
Cc is somewhat arbitrary but the Grover and Fourier operators possess complementary
properties [14]. The Grover operator,
G(d) =
2
d
Jd − Id , (8)
6
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where Jd is the d-dimensional matrix filled with 1, is not balanced but distributes the
walker amplitudes at each node preserving the graph symmetries; the Fourier operator
is the quantum version of a balanced coin,
F (d) =
1√
d
e2ipicc
T/d , (9)
where c is the vector whose coordinates are the colors at each node.
• And the color-spin interaction part, which superposes the color state of the edge ce =
(cy, cx) with the edge spin se
∀e ∈ E, |ce〉 ⊗ |se〉 → V (J) |ce〉 ⊗ |se〉 . (10)
This operator acts then on the set of edges E ∈ G,
Vxy(J)

xcy0e
xcy1e
ycx0e
ycx1e
 , ∀(x, y) ∈ E , (11)
in an obvious notation, for instance 0e denotes a configuration s = s0 . . . se . . . such that
se = 0. The choice of V (J) determines the physics of the system. In the framework
of an itinerant electron we can implement an analogous to the so-called sd exchange
interaction HJ [79, 88]:
Vxy(J) = exp(−iHJ), HJ = −J
4
τ · σ , (12)
with τ ,σ = (X,Y, Z) vectors of Pauli matrices acting on the color and spin spaces,
respectively; J is the color-spin coupling constant. (Remark that, for the sake of sim-
plicity, we define the matrix V (J) by its action on the edges (x, y), which are not in the
basis of the Hilbert space HG.) This interaction
Vxy(J) = e
−iJ/4

eiJ/2 0 0 0
0 cos(J/2) i sin(J/2) 0
0 i sin(J/2) cos(J/2) 0
0 0 0 eiJ/2
 , (13)
is related to the swap gate for the particular choice of the coupling J = pi. The in-
teraction V (J) is able to entangle the color and spin degrees of freedom, while W
may entangle the color and particle position; as a result, distant spins generically get
entangled through the particle motion (for standard choices of the coin operator and
parameters).
Therefore, the unitary evolution of the quantum state |ψ〉 is governed by the operator U
such that,
|ψ(t+ 1)〉 = U |ψ(t)〉 , |ψ(t)〉 ∈ HG , (14)
which advances the quantum state by one time step (we chose units such that ~ = 1 and the
time step ∆t = 1). In summary, this equation describes the quantum walk on the nodes of an
arbitrary graph of a colored particle interacting with the spins on the corresponding edges.
In Appendix A we study in more detail the tensor structure of U , to explicitly show its local
action on the canonical basis of HG in the specific case of a line graph.
7
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2.1 One dimensional lattice
In the following we will investigate the one dimensional lattice. The graph reduces to the set
of nodes x ∈ V ⊂ Z with edges e ∈ E (e = 0, 1, . . . , |E| − 1) simply given by (x, x + 1). The
set of neighbors (1) of node x is Vx = {x − 1, x + 1}. The Hilbert space dimension (3) is
|V | × 2|E|+1. We consider periodic (|E| = |V |), and finite lattices (|E| = |V | − 1), for different
initial states.
We choose a rotation matrix of angle θ for the coin operator Cc,
R(θ) =
(
cos θ − sin θ
sin θ cos θ
)
, (15)
which, for the special value θ = pi/2, exchanges amplitudes like a two dimensional Grover
matrix G(2), and for θ = pi/4, distributes the amplitudes like the balanced Hadamard coin
F (2), thus conveniently interpolating between Grover and Fourier coins. The motion operator
reduces to a translation such that the swapping of neighbor amplitudes can be written as,
M =
∑
x
(|x+ 1〉 〈x| ⊗ |1〉 〈0|+ |x− 1〉 〈x| ⊗ |0〉 〈1|) , (16)
so that the 0 color amplitude moves to the right, while its state flips to 1. The one step
evolution operator is then given by,
U(J, θ) = V (J)MR(θ) , (17)
which depends on two parameters taking values in the relevant ranges θ ∈ (0, pi) and J ∈ (0, pi).
Appendix A shows the action of U on the basis vectors arranged in edges related amplitudes,
and Appendix B illustrates the case |V | = 2.
Initially the particle can be located on one node, or uniformly distributed on the line (‘i’),
in different color superpositions, and spin states: all spins z-polarized (‘z’), x-polarized (‘x’),
or a single spin up in a background of ‘x’ spins. We label the initial state as follows,
• particle at x = x0 and spins up |0〉,
‘z’: |z〉 = |x000〉 = |x00〉 ⊗ |0〉⊗|E| ,
• particle at x = x0 and spin ‘right’ |+〉 = (1/
√
2)(|0〉+ |1〉),
‘x’: |x〉 = 1
2|E|/2
2|E|−1∑
s=0
|x00s〉 = |x00〉 ⊗ |+〉⊗|E| ,
• particle at x = x0 spin up at e = (x0, x0 + 1), and the other spins in |+〉,
‘zx’: |zx〉 = 1√
2|E|−1
∑
{∀s|se=0}
|x00s〉 ,
• (entangled spins) the particle at x = x0 is in a superposition of up and down spins,
‘e’: |e〉 = 1√
2
(
|x000〉+ |x002|E|−1〉
)
.
8
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If initially the particle is uniformly distributed over the position states we add a prefix ‘i’ to
the initial state label (‘iz’, ‘ix’, etc.).
We also studied different boundary conditions: (‘p’) periodic (‘b’) reflective and (‘t’) with
an interface. With reflection of the walker at the line boundary the translation symmetry
preserved by the periodicity is broken. The interface is introduced to investigate topological
properties of the quantum walk, using different coins on the two sides.
In summary, the system is determined by the boundary and initial conditions and the
couple of parameters (θ, J): an example is (pi/3, 1), ‘p’, ‘z’.
2.2 Observables
After the t step, the quantum walk (pure) state is given by the density matrix,
ρ(t) = ρ(xcs, t) = |ψ(t)〉 〈ψ(t)| , |ψ(t)〉 =
∑
xcs
ψxcs(t) |xcs〉 , (18)
where we explicitly wrote the functional dependency of ρ on the basis labels xcs. This state
is numerically computed iteratively multiplying by U , and then it is exactly known. The
knowledge of the quantum state allows us to monitor the physical properties of the system;
we focus on the probabilities distribution of position and spin, as well as different measures
of the entanglement entropy. We denote l ∈ {x, c, s} one of the basis state labels and l¯ the
complement set of the label l (i.e. if l = x, l¯ = {c, s}), and
〈O〉 (l, t) = TrOρ(l, t), ρ(l, t) = Trl¯Oρ(xcs, t) (19)
the expected value of the magnitude O as a function of the variables (l, t), obtained from the
partial density matrix ρ(l, t), which is the partial trace Trl¯ over the complement l¯ of the total
matrix ρ(xcs, t).
The particle distribution probability, function of the nodes x and step t, is given by
p(x, t) = Trx¯ ρ(xcs, t) = Tr ρ(x, t) , (20)
where we used the notation (19). The expected value of the spin s(e, t) located at edge e in
the state ρ(t), is
s(e, t) = Trσρ(se, t) , (21)
where, as noted in the preceding section, se labels the spin at edge e in the configuration
string s = s0 . . . se . . . s|E|−1. We can label the edges simply using the node label and write
s(x, t) for the edge e = (x, x+ 1). The spatial mean is then given by,
s(t) =
1
|E|
∑
e
s(e, t) . (22)
The expected value s corresponds to the graph magnetization distribution (here the magne-
tization on the line).
In order to measure the von Neumann entropy we partition the Hilbert space into two
parties, selecting the relevant degrees of freedom. The entropies related to the basis degrees
of freedom are defined by,
Sl(t) = −Tr ρ(l, t) log ρ(l, t) (23)
9
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Figure 2: Spatiotemporal plot of the particle density p(x, t), colors in logarithmic scale. Pa-
rameters (a) (pi/8, 0.2) ‘x’, (b) (pi/2, 0.2) ‘x’. (a) Dispersive ballistic propagation; (b) ballistic
propagation with weak dispersion.
(we use throughout base 2 logarithms denoted log). It is also interesting to measure the
entanglement of a subset A of spins. We take,
A = {s = 0 . . . se . . . | e = e0, e1, · · · ∈ E}, A¯ = {xcs | s /∈ A} , (24)
where here e is a list of selected edges. With this definition, the entanglement entropy of A
spins is,
SA(t) = −Tr ρ(A, t) log ρ(A, t), ρ(A, t) = TrA¯ ρ(xcs, t) . (25)
For a binary partition of the system the von Neumann entropy measures the entanglement
of the corresponding reduced state [3, 89, 90]. It is important to note that (23) is a global
quantity defined with respect to the Hilbert’s space degrees of freedom, while SA is much
a local quantity in the sense that the set A is spatially defined by the set of edges; as a
consequence we may have in general that
SA > Ss , (26)
for a large enough |A| (the number of spins in A). In particular SA can be used to test
entanglement for spatially separated spins, using a disconnected set A.
To establish the entanglement between two spins at edges (e1, e2) we use the standard
notion of concurrence [91,92], defined by,
C(e1, e2) = C[ρ2] = max{0,
√
λ1 −
√
λ2 −
√
λ3 −
√
λ4}, (27)
where ρ2 is the reduced matrix of the couple of spins, and λi are (in decreasing order, i =
1, . . . , 4) the eigenvalues of the matrix,
ρ2(Y ⊗ Y )ρ?2(Y ⊗ Y ) , (28)
10
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Figure 3: Spin and entanglement. Parameters as in the previous figure, (a,b) (pi/8, 0.2) ‘x’,
(c,d) (pi/2, 0.2) ‘x’. (a,c) Average spin s¯(t); (b,d) entanglement entropy Sl(t), l = x, c, s. (a)
oscillations, (c) oscillations with a weak damping; (b) recursive behavior of the particle and
spin entropies, (b) growth of the entanglement.
where ρ? is the conjugate matrix in the canonical basis (the same as the ρ2 basis). The
concurrence measures the entanglement of formation of a two qubits state, it is zero for a
separable state and one for a maximally entangled one; in particular, if ρ2 is diagonal it
vanishes, and hence no two-spins entanglement would be present. See Appendix B for an
application to the case |V | = 2 of some of these formulas.
3 Results
We investigate now the dynamical evolution of the system in the parameter phase space (θ, J).
We consider systems of different sizes, the typical one being |V | = 13, whose Hilbert space
dimension is about 2 105; some simulations were performed for |V | = 19 (dimension about
2 107).
In the absence of interaction J = 0 we identify two extreme behaviors: for θ = 0 the
particle remains confined in the neighborhood of its initial position; in contrast, for θ = pi/2
11
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Figure 4: Spin relaxation for strong coupling. Parameters (a) (3pi/8, 1.2), |V | = 13, ‘z’, (b)
(pi/8, 1.2), |V | = 19, ‘z’.
the walker translates at speed 1 without spreading (the motion reduces to an amplitude swap
to the left or to the right). Intermediate values give the usual ballistic spreading along the
line of the Dirac quantum walk [93]. In the interval θ ∈ (pi/2, pi) the system’s behavior
symmetrically reverses. However, it should be noted that interactions may in principle break
this symmetry.
In the interacting case we may classify the different regimes according to the particle
motion (using p(x, t)), which can be localized or propagating, and to the spin dynamics
(using s(x, t)), which may exhibit oscillations, relaxation or be chaotic. In addition, each of
these regimes may display a variety of entanglement behaviors that can be characterized by
the von Neumann entropies Sl associated to each class of degrees of freedom, position, color
and spin, and also by the entanglement of a connected or unconnected subset of spins SA.
3.1 Weak coupling
The motion of the walker for weak coupling J = 0.2 is illustrated in Fig. 2, where we represent
in a logarithmic scale the probability ln p(x, t) for the particle to be at step t at node x.
Between the case θ = pi/8 (Fig. 2a) and the case θ = pi/2 (Fig. 2b) we note that not only
the propagation speed differs, with values of about 1 for θ = pi/2 and about 1/3 for θ = pi/8,
but that the probability spreading is much stronger for small rotation angles. It is worth
mentioning that, at variance to the case ‘x’ (θ = pi/2), the initial condition ‘z’ is a proper
state of U(J, pi/2) leading to a trivial translation. A slight dispersion of the position probability
appears in the case θ = pi/2 for larger times (visible for t & 150). This is an interesting effect
of the interaction, it induces a dispersion on the underlying Dirac quantum walk.
The difference in the spreading of the particle reflects in the spin dynamics. We show in
Fig. 3ac, for the same parameters (θ = pi/8, pi/2, J = 0.2), the mean spin vector s(t) as a
function of time and the von Neumann spin entropy Sl(t) (l = x, c, s). Both cases exhibit
spin oscillations, yet for θ = pi/8 an almost recurrence to the initial state appears (relaxation
is very weak: the peaks are 1, 0.98, 0.97, at t = 0, 839, 1648), while for θ = pi/2 oscillations
are damped (relaxation is stronger: the peaks are 1, 0.74, 0.39, at t = 0, 834, 1679). We
observe that in spite of the irregular and fine grained features of the particle motion, the
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Figure 5: Position density and entanglement. Parameters as in Fig. 4, (a,b) (3pi/8, 1.2),
|V | = 13, ‘z’, (c,d) (pi/8, 1.2), |V | = 19, ‘z’. Propagation (a) and localization (c) regimes.
(b,d) Entanglement of a set of spins. (b) The one spin entropy saturates to its maximum value
(S1 = 1); the |A| = 6 curve shows a linear range. (d) The one spin entropy saturates; SA(t)
for |A| = 10 slowly increases following a curve that can be fitted by a stretched exponential
with exponent 1/2 (see text).
mean magnetization is smooth and behaves as if it would obey to a simple dynamical system.
The oscillation period can be empirically estimated to be,
T ≈ 4pi|V |/J , (29)
which is T = 817 for |V | = 13 and J = 0.2, and depends essentially on J . However, the
amplitude of the oscillations is strongly dependent on the rotation angle θ: for pi/8 the
amplitudes are much smaller than for pi/2.
The motion and spin distributions for weak coupling display some qualitative differences
depending on the values of the rotation angle, these differences also appear in the walk entan-
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Figure 6: Simulation with closed boundary conditions ‘b’. Spatiotemporal particle and z-spin
density. Parameters (3pi/8, 1), ‘z’. The arrows in (a) show the set A of selected spins.
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Figure 7: Entanglement with closed boundary conditions ‘b’. Parameters (3pi/8, 1), ‘z’. (a)
The (xcs) entropies saturate to their maximum values. (b) Spin entropy of a disconnected
set A, shown in Fig. 6a.
glement properties (Fig. 3bd). The recursive behavior found in the case pi/8 is also present
in the entropy Sl(t). In the case pi/2 we have instead a steady increase of the entanglement
towards saturation. The spin entropy is smaller than the position one Sx & Ss and remains
well under the maximum possible values
Sx < log(|V |) ≈ 3.7, Ss < log(2× |V |) ≈ 4.7 (|V | = 13)
for the smaller angle; while for the larger one, the spin and position entropies are larger,
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rather close to each other, and for long times we have Sx . Ss. Another important qualitative
difference we observe is the relatively large fluctuations of the node entropy Sx in the small
angle case. The color entropy Sc generally reach its saturation value at one qubit, in a time
which is of the order of the propagation time of the walker over the system length.
Summarizing this weak interacting case, we find that the walker propagates for a large
range of rotation angles with increasing dispersion for small angles; the mean spin shows
temporal oscillations with a period determined by the size of the system and the coupling
constant; the entanglement manifests the recursive dynamics at small angles and, for larger
angles, it is smooth and slowly increases to saturation at long times.
3.2 Strong coupling and entanglement
0 500 1000 1500 2000
time
0.000
0.005
0.010
0.015
0.020
co
n
cu
rr
en
ce
(a)
N = 7
0 500 1000 1500 2000
time
0.0000
0.0025
0.0050
0.0075
0.0100
0.0125
co
n
cu
rr
en
ce
(b)
N = 9
0 500 1000 1500 2000
time
0.000
0.002
0.004
co
n
cu
rr
en
ce
(c)
N = 11
Figure 8: Concurrence as a function of the system size. Parameters (1.5, 1.2), ‘z’; |V | = 7, 9, 11.
We turn now to the strong coupling regime and compare for the initial condition ‘z’, two
cases with fixed J = 1.2 and angles θ = 3pi/8, pi/8. Both cases show a rapid spin relaxation
(Fig. 4), with a smoother evolution in the large angle case 3pi/8. The walker density of Fig. 5
revels two distinct propagation regimes. Comparing the two cases we see a qualitatively new
behavior appearing for (pi/8, 1.2) (Fig. 5c): the walker mainly stays in the neighborhood
of its initial position in sharp contrast to the (3pi/8, 1.2) case. We refer this situation as
pertaining to a ‘localization’ regime, at variance to the ‘propagation’ regime of Figs. 2 and 5a.
Taking into account the ballistic motion of the underlying walker in absence of interaction,
we may refer to this enhanced probability at the origin as interaction induced localization. A
related phenomenon linking interaction and localization was found in the quantum walk of
two coupled particles [32].
The entanglement entropy of a set of spins SA(t) is presented in Figs. 5bd. The main
distinction between the propagating and localized regimes is revealed by their respective
growth laws. In the propagating case, we remark a linear stage for times t < 50, after which
follows a saturation regime where entanglement slowly increases. In the localization case,
the linear stage disappears. In the case where the walker spreads ballistically approaching a
uniform distribution over the line, the entropy sharply grows, while for the localized dynamics
the growth of the entanglement is smoother. In contrast with normal exponential saturation,
the spin set entropy of the localized dynamics can be fitted with a stretched exponential (the
gray shaded curve in Fig. 5d):
SA(t) ∼ 1− e−νtα , (30)
where the exponent is α = 0.5, and ν = 0.11 a constant dependent in principle on the system’s
parameters (θ, J) (and also it might be slightly dependent on |V |, in particular due to finite
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Figure 9: Irregular dynamics. Particle density for two different initial conditions: (a) ‘x’,
(b) ‘zx‘. Parameters (0.1, 2). In addition to a central concentration the particle makes
intermittent ballistic excursions, rarer in the ‘zx’ case (b).
Figure 10: Spatiotemporal spin density. Parameters (0.1, 2) ‘x’. The (y,z) spin components
are scaled by a factor 10.
size effects). The fit is consistent with an initial stage SA(t) ∼
√
t, instead of the linear one
SA(t) ∼ t observed in the propagation case.
One interesting question is whether spins spatially separated are entangled. We investigate
this question in a system with closed (refelctive) boundaries ‘b’, and using an initial state that
propagates preferentially in one direction. We define a disconnected set of spins near the two
borders:
A = {1, 2, 3, 4, 9, 10, 11, 12}, |A| = 8, |V | = 15
and measure SA(t) using (25), in a system with 15 nodes. In Fig. 6 we show together the
16
SciPost Physics Submission
0 200 400 600 800 1000
time
0.0
0.5
1.0
sp
in
(a)
s¯x
s¯y × 20
s¯z × 20
0 200 400 600 800 1000
time
0.0
1.0
2.0
3.0
en
tr
op
y
(b)
’s’
’x’
’c’
Figure 11: Averaged spin (a) and entanglement entropy (b), for strong coupling and small
angle showing irregular dynamics. Parameters (0.1, 2), ’x’ as in Figs. 9a and 10. Particle and
spin entropies follow the same pattern, remaining at a low level with respect to the random
state value maxSx ≈ 3.7 (the coin entropy saturates quickly).
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Figure 12: Spatiotemporal plot of the z spin component (scaled) (a), and the corresponding
temporal profile of node x = x0. Parameters, (0.1, 2),’zx’ as in Figs. 9b. The rapid variation
at x = x0 contrasts with the regular oscillations of the neighbor x = x0 + 1, the red line in
(b).
particle and spin densities; the logarithmic scale of p(x, t) covers two orders of magnitude
to reveal the correlation with the spin distribution; we see in particular, a propagating front
where the spin reverses. The (xcs) entanglement entropy, displayed in Fig. 7a saturates to
the random state values. The answer to the question is provided by the behavior of SA shown
in Fig. 7b. We find that the separated spins entangle concomitantly with the progression
of the mentioned flip spin front. Therefore, we may conclude that in addition to the global
entanglement of the distinct degrees of freedom spanning the Hilbert space, entanglement also
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possesses a spatial organization that reflects in the possibility of distant spins entanglement
through the interlacing created by the nonlocal smeared particle.
However, the state of two arbitrary selected spins do not form a Bell state as can be
measured by the concurrence (27). We find that whatever the pair of values (θ, J) the con-
currence essentially vanishes. Indeed, a favorable situation for the formation of entanglement
of two spins is when the state is near ‘z’ eigenstate so that the particle can propagate almost
freely θ ≈ pi/2 together with a strong coupling J > 1; we show in Fig. 8 the concurrence as a
function of the number of sites. The increasing time interval between concurrence revivals can
be interpreted as a progressive transition between a quasiperiodic and a chaotic dynamics, in
analogy with the kicked top phenomenology [94], which corresponds to the actual behavior of
the system for the chosen parameters. In addition to this interpretation, the vanishing of the
concurrence, that is to say the absence of bipartite entanglement correlated with an increase
in the multipartite entropy SA, can be related to the presence of nonlocal entanglement, not
necessarily associated with non regular dynamics; a scenario consistent with the mediated
character of the spin-spin interaction. We discuss below the appearance of irregular behavior.
In summary, we have shown in Figures 2-5 the characteristic oscillations which are present
for the full range of angles in the weak coupling limit J  1, and pointed out some of
the qualitative differences observed between angles in the first and second quarters. We
found that systems in the oscillation-relaxation regimes can be characterized by their distinct
entanglement features, from recurrent to monotone growth towards saturation. At variance
to the weak coupling case, for strong interaction oscillations are almost suppressed by a
rapid relaxation to a saturation regime. We also observed that, depending on the point in
the phase space (θ, J), two distinct particle density distributions arise, one uniform which
can be associated with ballistic propagation, and another picked at the origin, which reveals
localization driven by interaction. Finally we found evidence of entanglement between distant
spins as unveiled by the entropy of a disconnected set.
3.3 Chaos
In addition to oscillations and relaxation, the interacting walk exhibits irregular dynamics,
characterized by a complex behavior of the observables. We fix the point (0.1, 2) in the
θ ≈ 0 region of the parameter phase space, with initial conditions ‘x’ and ‘zx’, which differ
in the spin state of the edge e = (x0, x0 + 1). A remarquable pattern shows up in Fig. 9.
The particle density is essentially concentrated at the origin, however, intermittently ballistic
excursions spark throughout the line. We note that the localized spin initial state ‘zx’ leads
to a stronger particle localization, underlining the close link between entanglement features
and spin distribution. The spatiotemporal spin dynamics (Fig. 10) shows the emergence,
from an initial homogeneous spin state perturbed by the motion of the particle starting from
one node, of structures with a large scale range. The intermittent behavior is clearly seen
in Fig. 11 where we plot the mean spin vector as a function of time (we zoomed into the
y and z spin components), and the entanglement entropies. It is worth noting the close
relationship between the spin and particle entanglements, meaning that the system is far
from spin entanglement saturation (as would be the case for an almost random quantum
state).
For the ‘zx’ initial state, it is interesting to follow the evolution of the spin up located at the
central bond (Fig. 12). The irregular motion of the central spin contrasts with the smoother
oscillatory behavior of its neighbors. This is an interesting illustration of the spectrum of scales
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Figure 13: Spatiotemporal plot of the position probability showing irregular dynamics without
localization. Parameters (pi/2, pi), ‘x’.
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Figure 14: Three steps (t = 1, 2, 3) of the quantum walk showing the changes in spin. Param-
eters (pi/2, pi), ‘x’ (as in Fig. 13).
created by the iteration of U(θ, J), in particular the appearance of large spatiotemporal scales.
We discuss now a case ‘x’ with parameters (pi/2, pi), in the large angle strong coupling
region, to illustrate irregular dynamics without localization. Figure 13 displays the particle
density, which corresponds to a ballistically propagating and spreading particle. The step
by step motion of the walker modifies the spin state, as illustrated in Fig. 14: a spin wake
follows the particle progressively transforming the initial homogeneous |+〉 state, enriching it
with new amplitudes and exciting the other spin components. The initial spatiotemporal spin
evolution is presented in Fig. 15; it is interesting to note the strong correlation of the particle
motion in Fig. 13 with the behavior of the z spin component. At long times this simple initial
pattern becomes a complex motion as reflected by the mean spin shown in Fig. 16.
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Figure 15: Spatiotemporal diagram of the spin s(x, t). Parameters (pi/2, pi), ‘x’.
0 500 1000 1500 2000
time
−0.15
−0.10
−0.05
0.00
0.05
0.10
0.15
sp
in
s¯x
s¯y
s¯z
Figure 16: Long time evolution of the averaged spin as a function of time, showing the irregular
dynamics in the propagating regime. Parameters (pi/2, pi), ‘x’(c.f. Figs. 13 and 15).
In brief, we observed that in some regions of the parameter space irregular dynamics of the
particle and magnetization are possible. The chaotic like behavior of the observables occurs
for both localized and propagating states. One characteristics of the ‘chaotic’ regime is its
relatively small entanglement entropy, with the spin entropy sticking to the particle one.
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Figure 17: Topology ‘t’. Columns represent different interfaces and interaction strengths:
(a-b) J = 0, (c-d, e-f) J = 0.2; (a-b, e-f) topological interface, θ(x < 6) = 1.1, θ(x ≥ 6) = 2.1;
(c-d) normal interface θ(x < 6) = 0.5, θ(x ≥ 6) = 1.2. Interfaces are at x = 0 and x = 6,
due to the periodic boundary condition. The top row shows the position distribution in
logarithmic scale ln p(x, t); the bottom row the time dependency of the probability p(x, t) for
the central node x = 6 and a “body” node x = 9. Initial condition ‘x’. The thin gray line in
(b,d,f) corresponds to the uniform probability.
3.4 Topology
A hallmark property of quantum free walks is that they can be used as a laboratory to
investigate topological phases and the bulk-boundary correspondence, as we mentioned in the
introduction. Less investigated is the interplay between topology and interaction in quantum
walks. For instance, one may think that tuning the coupling constant J , it would be possible
to change the topology of a given phase. The Dirac walk, as we shall discuss in the next
section, has two topological phases for θ < pi/2 and θ > pi/2, corresponding to each side of the
parameter boundary θ = pi/2 for which the spectral gap of its associated effective Hamiltonian
closes [23]. However, the physical difference between the two phases is somewhat arbitrary
because of the existence of a simple relationship relating θ < pi/2 and θ > pi/2 (c.f. [93] for
a discussion about the chiral symmetry of the Dirac walk). In the absence of interaction the
walk is governed by W (θ) = MR(θ), hence a change θ → pi/2 − θ corresponds to a change
in the rotation direction, or equivalently to a change Y → −Y , up to a constant unitary
transformation, which do not modify the behavior of the observables. This is similar to what
happen in other context, with the Dirac equation as already noted by Shen et al. [95]. The
Dirac equation do support edge localized states protected by the mass gap, however it is not
a satisfactory model of a topological insulator: the symmetry between positive and negative
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Figure 18: Topology ‘t’. Particle density averaged over time. The light dashed line is the
uniform level distribution. Parameters ‘bz’ (closed boundary conditions); (a) free walk J = 0,
θ− = 1.1 θ+ = 2.1; (b) trivial interface J = 05, θ− = 0.5 θ+ = 1.2, (c) topologically nontrivial
interface J = 0.5, θ− = 1.1 θ+ = 2.1. Interface at x = 7 (|V | = 15).
energy states must be broken in this case to obtain a genuine model of distinct topological
phases. In our case the presence of the interaction, whose unitary operator do not commute
with color rotations, breaks the symmetry between the two angle sectors. We may expect new
effects to appear due to interaction and related to the existence of edge states at the interface
separating the phases.
As a consequence, to investigate the topological properties of the interacting walk, we
generalize the color operator C to take into account the change in the value of θ at an interface
defined at x = x0. In practice, we introduce two operators R(θ) differing only in the value of
the angle: θ− and θ+ for x < x0 and x > x0, respectively. In the case of periodic boundary
conditions, a second interface at x = 0 is also present. In Fig. 17 we compare three cases
distinguished by their topological properties, as defined by the associated noninteracting case.
We choose for the topological interface θ− = 1.1, θ+ = 2.1, which are at similar distance to the
critical value θ = pi/2, and for the trivial one θ− = 0.5, θ+ = 1.2. The free case J = 0 with
nontrivial interface, shows almost recurrences corresponding to probability concentrations
alternating between the two interfaces. This behavior reflects in the temporal evolution of
the probability at specific nodes, as shown in the second row of the figure, where p(x, t) is
represented for a central and a bulk node, x = 6, 9. The interacting trivial case J = 0.2 (c-d),
shows normal scattering at the discontinuities of the coin parameter θ, but no edge states. The
interacting non trivial case J = 0.2 (e-f), shows the convergence towards a probability at the
origin larger than the equidistribution (thin dotted line); recurrences and alternation between
the interfaces disappear and a probability concentration forms. The level of the probability at
the interface x = 6, slightly larger than the mean in the present case, grows with the value of
the coupling constant, which is consistent with the presence of an edge state. A more precise
diagnostic is provided by the probability distribution averaged over time, which we discuss
next.
In Fig. 18 we present the time averaged particle density for three cases illustrating the free
nontrivial (a), interacting trivial (b) and interacting nontrivial (c) situations. In Fig. 19 the
spin density comparing the trivial (top) and nontrivial (bottom) interacting cases. At variance
to the previous case, the initial condition is ‘z’ and the boundary is closed, which allow us to
focus in the dynamics around the unique interface. The particle distribution shows that in
the free case there is a symmetry between the two phases, symmetry which is broken by the
interaction in a case having the same angle parameters (Fig. 18c). Both (a) and (c) possess
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Figure 19: Topology ‘t’. Spin density evolution. Top, trivial interacting case; bottom, non-
trivial case. Parameters as in (b) and (c) of Fig. 18.
edge states, where the particle probability concentrates. In the interacting trivial interface
case (b), a strong asymmetry arises between the two regions; this asymmetry is also present,
albeit smoother, in the nontrivial case (c). The discontinuity found in the interacting trivial
case can be related to different propagation properties at small and large angles: for θ = 0.5
the particle tends to localize, while for θ = 1.2 it moves ballistically with a small dispersion.
In (c) the asymmetry between the two sides of the interface, absent in the equivalent free
case, is related to the preferring direction of the particle motion (towards the left). In the free
case, this tendency is compensated by the alternation between the to sides of transmission
and reflection which cancel when averaged over time: with J > 0 this symmetry is broken.
The role of the particle-spin interaction is apparent in the behavior of the spin density
s(x, t) at the interface (Fig. 19). In the trivial case (top) a simple discontinuity in the z spin
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Figure 20: Topology ‘t’. Particle probability (a) at the origin x0 = 7, and spin at the adjacent
link (b); parameters as in the previous Fig. 19 (bottom panel). The thin line in (a) is the
uniform distribution value.
component is present at the interface, while in the nontrivial case (bottom) a rich quasiperi-
odic dynamics develops, within an overall symmetric distribution. The initial uniformly up
polarized state relaxes towards two different values in the topologically trivial case, on both
sides of the discontinuity of the rotation angle. In the localized region (on the left) the spin
fades out smoothly, in contrast to the fluctuating behavior in the propagating region, in which
at long times the mean spin tends to vanish. In the nontrivial case, both regions are prop-
agating and the spin density evolves similarly, the main effect is on the interface, where a
faster scale dynamics sets up (but slower than the free particle return time to the origin).
The oscillations of the central spin are correlated with the oscillations of the particle density
at the same position (the two nodes defining the corresponding link), as we can see in Fig. 20,
where we observe the correlation arising after a short initial transient. In fact, at the interface
the particle executes a zig-zag motion between the neighbors at x0 and x0 + 1, the lattice link
where the spin resides (Fig. 20b).
The main point about the topological properties of the system is its ability to create at the
interface between topologically different regions, edge states where the particle concentrates
and where a distinct spin dynamics develops. The edge states are robust under wide changes
of the phase parameters, as well as to the initial condition (whose overlap with this state
should be nevertheless significant).
3.5 Parameter phase space
In order to organize the information about the different physical regimes we described, it
is desirable to define appropriated diagnostics amenable at distinguishing between motion
regimes and entanglement characteristics. We focus first on one basic distinction, which
determines many other properties of the system, the ability of the walker to propagate or to
be localized. To this goal, we use as localization test the spatial distribution of the particle
at long times: a uniform distribution means a propagation dominated regime, while a picked
distribution is an indicator of localization. To measure the difference between the actual
distribution and the uniform one we use the Kolmogorov-Smirnov distance. It is defined by
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the equation:
DKS = max
x
|Fx[〈p〉]− ux| , (31)
where F is the actual distribution (in the probability language: a monotone increasing func-
tion) associated to the time averaged position probability density p(x, t) and u the uniform
distribution over the line (a simple linear function).
The parameter phase space (θ, J) is represented in Fig. 21 for two initial states (‘x’ and
‘z’). Two examples of the particle density are given in Fig. 22, where we find typical localized
and uniform densities. The transition between localization and propagation regimes (the
white level) is rather smooth, at least in this small size system |V | = 13. However, within the
localized region of the phase space, the position density increases rapidly with the interaction,
given large values of DKS, while in the propagation part of the phase space the particle density
is much more homogeneous (note the change of color scale between the two phases). Localized
states occupy a larger part of the parameter space in the case of the ‘z’ initial condition than
in the case of the ‘x’ initial condition, for which the propagation region is more extended. The
interaction (13) acts very differently on up and plus states; for instance, when applied to a
spin up in a uniform position state, it gives a state that only change the z spin component, at
variance, when applied to a |+〉 state all spin components are affected. We discuss in the next
section the origin of this dynamical anisotropy. In a spatially uniform state the homogeneous
spin up state, but not the plus state, is an eigenvector of U . The restricted spin dynamics in
the ‘z’ case facilitates then localization of the walk.
To complement this view of the parameter phase space based on the particle motion, it
is interesting to explore the entanglement as a function of (θ, J). This is given in Fig. 23,
where the von Neumann entropy of the (xcs) degrees of freedom is depicted. The left column
corresponds to ‘x’, and the right one to ‘z’. The first row corresponds to J = pi/2, and the
second one to J = pi/10. We observe that, for strong coupling, there is a tendency of a
weaker entanglement between the particle and spin degrees of freedom in the localized region
for the ‘x’ initial state, and a stronger entanglement in the propagation region; for ‘z’, the
Figure 21: Phase space. (a) Initial state ‘x’, (b) ‘z’. We use the Kolmogorov-Smirnov distance
to the uniform position distribution to determine the localization degree; the threshold DKS =
1.5/100 roughly corresponds to DKS = DKS(pi/4, pi/2) for the initial condition ‘x’. Note that
the scale of colors is not linear. (The scale of DKS is magnified by a factor 100.)
25
SciPost Physics Submission
0 4 8 12
node
0.00
0.05
0.10
0.15
〈p
〉(x
)
(a)
(θ, J) = (0.47, 2.20)
0 4 8 12
node
0.00
0.05
0.10
0.15
〈p
〉(x
)
(b)
(θ, J) = (1.10, 0.94)
Figure 22: Position distribution averaged over time showing typical localization (a) and prop-
agation (b) situations. The thin line gives the uniform value; ‘x’.
entanglement is maximum at the transition between the two regimes. In the case of a weaker
coupling, entanglement is globally smaller, with comparable values of the position and spin
entropies. The small angle part of the ‘z’ J = pi/10 is biased by finite size effects, even if the
decreasing entanglement with the angle is qualitatively correct (c.f. Fig. 5). The vanishing of
the entanglement for θ = pi/2, ‘z’, is simply a consequence that this initial state is a proper
state of U . By extension, the dynamics in the propagation region of ‘z’, is regular showing
smooth slightly damped oscillation for J . 1, and relaxation for larger J .
In the region of strong entanglement, we verified that the spin entropy of a set of spins
is proportional to its size. We show SA as a function of |A| in Fig. 24 (red dots), where we
compare it to the Don Page entropy [96] of a pure random state (gray dots),
SR = log(DA)− D
2
A
2DV ln 2
, DA = 2
|A|, DV = 2|V |2|V | (32)
which, for our range of parameters is close to SR ≈ |A|. We find for J > 1 that the state of
maximum spin entanglement is an extensive variable, well described by a random pure global
state. However, random maximally entangled states disappear for weaker couplings, leading
instead to smaller entanglement, which follows a sublinear increase law with the subsystem
size, as can be appreciated in Fig. 24, where we also show SA for J = 0.3 (blue dots, the
system size is |V | = 15).
Before closing this section on the phenomenology, let us mention that the initial spin
entangled state ‘e’ imposes a constraint on the absolute value of the mean spin s¯, which
is zero at t = 0, very different from the other initial states (s¯(0) = 1). One observes the
emergence of persistent irregular oscillations, whose period is also roughly given by ∼ |V |/J
and an amplitude generally smaller than the mean particle density, with a complex spatial
distribution. At strong coupling in the propagation region, the spin polarization sticks to
the particle propagation. At variance to the initial product states, no relaxation towards a
stationary state is found.
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Figure 23: Entanglement as a function of the rotation angle θ for two initial conditions, ‘x’ in
the first column (a,c), and ‘z’ in the second (b,d), and two values of the coupling J = pi/2, pi/10,
first row (a,b), and second row (c,d), respectively.
4 Discussion
4.1 Free walk
We consider first the free walk J = 0. With periodic boundary conditions, the evolution op-
erator reduces to a translation invariant walk operator U(θ, 0) = W (θ) = MR(θ). Therefore,
the evolution operator W can be diagonalized in Fourier space. We write, using (16), the
motion operator,
M =
∑
k
|k〉 〈k| ⊗M(k) ,
where k ∈ (−pi, pi) is the quasimomentum, and
M(k) = e−ikX =
(
0 e−ik
eik 0
)
. (33)
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Figure 24: Entanglement entropy SA of a set A of spins as a function of its size. SA is
compared to the entropy of a pure random state SR. Parameters: (a) (0.9pi/2, 2pi/3) (red),
and (pi/4, pi/10) (blue), ‘x’; (b) (pi/4, pi/2) (red), and (pi/4, pi/10) (blue), ‘z’. The system’s size
is |V | = 15. For strong coupling the spin entanglement reaches the random state value SR
(gray).
Then, after multiplying by R(θ), the walk operator (in Fourier space) is given by the matrix,
W (k, θ) =
(
e−ik sin θ e−ik cos θ
eik cos θ −eik sin θ
)
= e−iH0(k,θ)+ipi/2 , (34)
where we introduced the free effective Hamiltonian,
H0(k, θ) = E(k, θ) dˆ(k, θ) · τ , (35)
with
cosE(k, θ) = − sin k sin θ , dˆ(k, θ) = 1
sinE(k, θ)
cos k cos θsin k cos θ
cos k sin θ
 , (36)
where E(k, θ) is the quasienergy spectrum, and dˆ a momentum like unit vector (in analogy
with a spin-orbit coupling). The free spectrum displays two bands separated by a gap which
is maximum for θ = 0, pi, and closes for θ = pi/2. At θ = pi/2 the spectrum is similar to the
massless Dirac cone.
In Fig. 25 we represent the group velocity as a function of the shifted wavenumber p =
k − pi/2 and the angle θ,
vg(p, θ) =
sin p sin θ√
1− cos2 p sin2 θ
. (37)
The group velocity vanishes for θ = 0 and tends to a constant vg = 1 for θ = pi/2; between
these two extreme values the wave propagation is dispersive; as a function of θ, it is an
increasing function. These two regimes qualitatively follow the behavior observed in the
interacting case for small J , as shown in Figs. 2, in which we found recurrent oscillations in
the case of a slowly moving walker and damped oscillations with high entanglement in the case
of a propagating walker. This picture is also consistent with the observation of localized states
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Figure 25: Group velocity as a function of p = k − pi/2 (a) and θ (b).
for angles smaller than θ ∼ pi/4. Nevertheless, in order to understand the rich phenomenology
of the system we must take into account the interaction.
4.2 Homogeneous system
We consider first the simplest situation in which the particle and spin distributions are initially
homogeneous, implying that they remain homogeneous because of translation invariance.
Under homogeneous conditions, the spatial dynamics becomes trivial and the corresponding
motion operator essentially decouples from the other degrees of freedom. The consequence is
that we can reduce U to the color-spin coupling and characterize the particle by its momentum
p. Moreover, for large times and most parameters (in the homogeneous case), we observe
a smooth temporal evolution of the spin density s(t), which is only function of the time.
Therefore, it is natural to assume a mean field separation of scales, and split the evolution
operator:
Ut(∆t) = Vt(J)W (p, θ) = e
−iHJ (t)∆te−iH0∆t ≈ e−iH(t)∆t , (38)
where W = M(p)R(θ),
H = H0(p, θ) +HJ(t), HJ(t) = −J
4
s(t) · τ (39)
and H0 is given by (35). Note that U is here the one time step operator, acting at time t in
which we replaced the operator HJ of (12) by a particle operator, reducing the problem to a
selfconsistent determination of the mean field s(t): we do not assume the splitting (38) holds
for all times, but only over one step on which we must update the mean field s(t). Actually,
in the continuous time limit the Heisenberg equation for the time evolution of the expected
value s(t) = 〈σ⊗|V |〉 ≡ 〈σ〉 is,
d
dt
〈σ〉 = J
2
〈σ × τ 〉 ; (40)
the approximation consists in replacing σ by the mean field, on the right hand side:
d
dt
s(t) =
J
2
s(t)× 〈τ 〉 , (41)
29
SciPost Physics Submission
where 〈τ 〉 is computed from an appropriated evaluation of the quantum state evolved with
(38). Equation (41) is a simple form of the Landau-Lifshitz equation, in which the magneti-
zation precession is driven by the exchange of torque with the walker [97,98]:
s˙ =
J
2
s× 〈τ 〉 , 〈τ 〉 (t) = 〈ψ(t)|τ |ψ(t)〉 (42)
where |ψ(t)〉 is the system’s state at time t, which must be deduced from the Schro¨dinger
equation with Hamiltonian (39), and 〈τ 〉 is the effective particle ‘magnetic momentum’. In
brief, for homogeneous systems, the large time scale spin dynamics is supposed to be driven
by the itinerant particle spin and satisfies the Landau-Lifshitz equation; the interaction is
selfconsistently computed solving the corresponding Schro¨dinger equation at each time step.
We start with the lowest order solution (in powers of J), in which we can solve the free
particle dynamics, and apply the corresponding state to the computation of the effective
torque. We determine first the eigenstates. To diagonalize the Dirac walk Hamiltonian,
H0 = d(p, θ) · τ ,
it is convenient to parametrize the vector d = Edˆ (36) that actually we might consider be
arbitrary, by the spherical angles (α, β):
d = |d|(sinα cosβ, sinα sinβ, cosα) ,
functions of (p, θ); with this definition the wave function of a free particle (in the positive
energy band of H0) is,
ψ+(x, t) =
1√|V |χ+(p, θ)e−iE+t+ipx , (43)
where
E± = ±|d| (44)
are the positive and negative energy bands (c.f. (36)), the spinor of positive energy is,
χ+ =
(
cos α2
sin α2 e
iβ
)
,
and similar expressions for the negative energy wave function.
We can now apply the solution (43) of the free Dirac walk to the computation of 〈τ 〉. We
readily obtain:
〈τ 〉 = ψ†+τψ+ =
1
|V |
d
|d| ,
which leads to the equation
s˙ = − J
2|V |s×
d
|d| . (45)
(the minus sign corresponds to our choice of the rotation direction, see (44)). This is an
interesting result, it predicts that in the homogeneous case the fixed spins will oscillate with a
period of T = 4pi|V |/J , which we observed in (29). However, this result supposes decoupling
between the particle and spins, as implied by the neglect of correlations in (42) and the free
particle state approximation. In particular, it cannot account for the relaxation of the spin,
note that the Landau-Lifshitz equation preserves the norm of s(x, t).
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To go further, we investigate the particle-spin coupling in the homogeneous case, using
the next order approximation in the small J limit. We use the standard time dependent
perturbation theory to find the J dependent correction to the wave function of the free
particle of momentum p. Taking HJ as the perturbation of the Dirac Hamiltonian H0:
H = H0 − J
4
s(t) · τ
where the mean spin density is only time dependent, we may compute the evolution of the state
over one step ∆t = 1, assuming that during this time the spin density is almost constant. We
write the correction to the wave function (43) of a particle of energy Ep > 0, as a superposition
in the nonperturbed basis ψE ,
ψ(x, t) =
∑
E
e−iEtφE(t)ψE(x)
which satisfies,
φE(t+ ∆t) = φE(t)− J
4i
∑
E′
∫ t+∆t
t
dt′ ei(E−E
′)t′s(t′) · τφE′(t′) . (46)
To solve this equation we observe that during one time step the energy exchange E−E′ ≈ ∆E
between the mean spin field and the walker must be small, in accordance with the slow
variation of s(t); hence, we put
φE′(t
′) ≈ e−i∆Et′φE′(t)δEE′ ∼ e−i∆EtχE′δEE′ ,
within the integral (the last approximation takes into account the correction to the first order
in J , up to a factor of norm one depending on t, which do not contributes to the final result):
φE(∆t) = φE(t+ ∆t)− φE(t) = − J
4i
∫ t+∆t
t
dt′ ei(E−E
′−∆E)t′s(t′) · τχE′
≈ − J
4i
√|V |ei(E−E′−∆E)t ei(E−E
′−∆E)∆t − 1
i(E − E′ −∆E) s(t) · τχE′ (47)
where we the energy variation satisfies ∆E ∼ J/2|V |  1/∆t (the time scale of the typical
spin oscillations). The expected value of the particle’s spin, to first order, is
〈τ 〉(1) =
∫
dEf(E)φ†E(∆t)τφE(∆t)
=
J2∆t
8|V |vg |s(t)|
2 d
|d|
∣∣∣∣
E−∆E
(48)
where we used the formula f(E) = 1/pivg(E) for the energy distribution. We suppose that
〈τ 〉(1) is the dissipation source in the Landau-Lifshitz equation. To the lowest order in J , the
form of the dissipation term D should be [99,100]:
D = 〈s˙× τ 〉(1) = J
2
〈τ 〉(1) × (〈τ 〉 × s) . (49)
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Figure 26: Landau-Lifshitz. Spin oscillations damping in the case of ‘ix’ (a,b) and ‘iz’ (c,d)
compared to (50) (dashed lines). Parameters 1, 0.4, N = 13. The energy of the initial
condition corresponds to a wavenumber of p = 6pi/13.
This term has the form of the relativistic correction introduced by Landau and Lifshitz, but
with the moment s replaced here by 〈τ 〉, which introduces a damping of the magnitude of s
(it has a component parallel to s). The microscopic origin of the dissipation is related to the
leaking of torque from the fixed spins to the particle’s “magnetic momentum”, which is here a
fast variable and acting as a stochastic torque, effectively giving a term as in (49) [101]. The
Landau-Lifshitz equation becomes,
s˙ = −J
2
s× 〈τ 〉+D = − J
2|V |s× dˆ+
J3∆t
16|V |vg |s|
2dˆ×
(
dˆ× s
)
, (50)
where the precession term may include the correction term (48) 〈τ 〉 = dˆ/|V |(1+O(J2)) that we
neglect in the numerical comparisons. We show in Fig. 26 a comparison of the approximation
(50) with the exact evolution of the homogeneous cases ‘ix’ and ‘iz’. The approximation gives
satisfactory qualitative results, in particular it contains a mechanism to limit the relaxation
to finite values of the spin magnitude due to the presence of the nonlinearity in |s|2 and the
progressive alignement of s and dˆ.
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4.3 Small gradients
We may extend the analysis of the homogeneous system to the case of small gradients; we
naturally have a microscopic scale ∆x = 1 and a macroscopic one, given by the size of the
system |V |, hence small gradients mean spatial variation ` of the spin distribution satisfying
1  `  |V |. If the homogeneous case is characterized by a momentum p, the presence of
` scale fluctuations, can be taken into account by introducing a modulation ∆p of the wave
function: p → p + ∆p. We can thus associate the momentum modulation with the spatial
gradient, ∆p→ −i∂x. The splitting of the one step operator is straightforwardly generalized
to the position dependent case, giving the new mean field s = s(x, t):
H = H0 +HJ , HJ = −J
4
s(x, t) · τ , (51)
and H0 the corrected to first order in ∆p particle Hamiltonian:
H0 = E(p, θ)d0 · τ + ∆pd1 · τ , (52)
where H0 is the homogeneous Hamiltonian (35) in terms of p,
cosE = cos p sin θ ,
is the energy dispersion relation,
d0 =
1
sinE(p, θ)
− sin p cos θcos p cos θ
− sin p sin θ
 ,
the mass term coefficient, and
d1 = − E(p, θ)
sinE(p, θ)
cos p cos θsin p cos θ
cos p sin θ
 ,
the coefficient of the momentum term. We remark that H0 reduces to the continuum limit
of the Dirac walk when p = 0 and the energy is supposed to be small E∆t → 0 [102], which
is different to the present approximation around a uniform distribution defined by a plane
wave of arbitrary momentum p and energy E. Up to a global rotation transformation, (52)
is a Dirac Hamiltonian with mass term d0 and kinetic term d1. Within this ‘hydrodynamic’
like approximation, we actually neglect the distinction between the node and link operators,
which will give higher order corrections to the one step evolution operator. One might expect
that the validity of the hydrodynamic approximation will be better in the parameter range
where the coupling constant is small and particle propagation dominates over localization.
The model (51) is reminiscent of the so-called sd Hamiltonian which describes the magnetic
interaction between independent spins mediated by itinerant electrons [68]. The difference
here is that the particle is governed by a massive Dirac equation whose mass and velocity
parameters depend on the angle θ, instead of the usual kinetic energy, quadratic in momentum.
In contrast to the homogeneous case, when gradients in the spin distribution mediated by
the running particle are present, the system’s dynamical properties (oscillations, relaxation
and entanglement growth) change qualitatively. For instance, a linear increase of the spin
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Figure 27: Behavior of the spin set entropy SA for |A| = 6, as a function of the coupling
constant: J = 0.1, 0.2, 0.3, 0.4, 0.6 and θ = pi/2, ‘x’. The straight lines fit the slope with
formula (53).
entanglement arises for times shorter than the relaxation time, in the propagation dominated
case. An asymptotic relaxation towards a zero spin state is also observed, while persistent
oscillations prevailed in the homogeneous case (for similar parameters). An illustration is
given in Fig. 27, where we picture the spin entanglement of a set of |A| = 6 spins in a system
of |V | = 13 sites. We fit the linear part of the entanglement growth by the interpolation
formula,
SA(t) ≈ νJ t , νJ = J
2
|V | , (53)
which holds for time t larger than the initial transitory, whose duration is of the order of the
system’s size t > |V |, and time t smaller than the characteristic saturation time t . 1/νJ .
(We may think that the slope in (53) depends on |A|, but for the moment we stress only its
quadratic dependence on J .) We are interested in deriving a Landau-Lifshitz equation for
the spin dynamics taking the influence of the gradients into account, in particular to explain
the origin of the J2/|V | effective parameter (53). To this goal we proceed, as we did in the
homogeneous case, with a kind of linear response calculation based on a multiscale expansion.
We write the approximate solution of the Dirac equation of Hamiltonian (51), for a time
of the order of one time step (t, t+ ∆t), as a spatially modulated plane wave,
ψ(x, t) = e−iEt+ipxφ(X, t) , (54)
where φ varies significantly over a spatial scale X ∼ 1/∆p ∼ `. The form (54) separates
fast and slow variables as in the Krilov-Bogoliubov-Mitropolsky method used in dynamical
systems [103,104]. The evolution equation of the modulation is then given by,
i
dφ
dt
+ i∂X (d1 · τφ) = −J
4
s(X,T ) · τφ , (55)
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where we explicitly put the slow variables dependence of the spin density, with the slow time
scale T ∼ 1/∆E. We obtain the solution of (55) in terms of the Fourier transform in the slow
variables, to first order in J :
φ(X, t) = − J
4
√|V |
∫
dE
2pi
d∆p
2pi
e−iEt+i∆pX
E −∆pd1 · τ s∆ · τχ , (56)
where s∆ is the Fourier transform of the spin field. We are only interested in the effect of the
gradient; using the inverse of the matrix,
1
E −∆pd1 · τ =
E + ∆pd1 · τ√
E2 −∆p2|d1|2
,
to first order in ∆p, we obtain,
φ(X, t) =
J
4
√|V |
∫
dE
2pii
e−iEt
E2
∫
d∆p
2pi
i∆pei∆pX(d1 · τ )(s∆ · τ )χ . (57)
Over the time ∆t the spin density is almost constant (∆t  1/∆E), we can then evaluate
the energy integral to get the final result,
φ(X,∆t) =
J∆t
8
√|V | [(d1 · ∂xs) + d0 · (d1 × ∂xs)]χ , (58)
(the momentum integral gives the gradient) where we used χ†τχ = d0. We apply now (58)
to calculate the response of the particle’s spin to the spin density gradient:
〈τ 〉(1) = 〈ψ+(x, 0)|τ |ψ(x,∆t)〉 = J∆t
8|V | [(d1 · ∂xs) + d0 · (d1 × ∂xs)]d0 , (59)
where we substituted (43) and (54), (58) to ψ+ and ψ, respectively (note that in the homoge-
neous case this first order contribution to the torque vanished, giving rise to a higher order
correction). Within the same order we compute the correction to the interacting energy,
Eint = − J
2
32|V |
∫
dx (s · d0) [(d1 · ∂xs) + d0 · (d1 × ∂xs)] . (60)
Finally, after computing the functional derivative of (60),
s˙ = 2s×
(
−δEint
δs
)
, (61)
we can write the modified Landau-Lifshitz equation:
s˙ = − J
2|V |s× d0 +
J2∆t
8|V | [(d0 × d1 + d0 × (d0 × d1)]× (s× ∂xs) +D , (62)
which contains a correction to the precession frequency,
J
2|V | →
J
2|V | +
J2∆t
4|V | (d1 · ∂xs) +
J
2
d0 · (d1 × ∂xs) , (63)
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Figure 28: Comparison of the homogeneous ∂x = 0 and inhomogeneous ∂x 6= 0 evolution of
the spin s¯x (a) and spin entanglement SA (b). Parameters (1.5, 0.3), ‘x’, |A| = 6, N = 13.
The dashed lines are linear fits with slope ν = J2/N ∼ J2 (∂x 6= 0, (53)), and (J/2)ν ∼ J3
(∂x = 0).
and a correction to the effective applied field,
d0 → d0 − J
2∆t
4|V | [d1 + (d0 × d1)] (d0 · ∂xs) , (64)
and where we added a dissipation term D, which should also be of order O(J2) (c.f. (49)
with the particle spin given by (59)). Therefore, within this approximation, the effect of the
gradient translates into a nonlinear shift of the precession frequency, which contributes to an
anharmonic evolution of the spin oscillations, together with a first order in the spin gradient
force, whose common physical origin is the scattering of the walker wave function off the
mean field spin inhomogeneities. We note a fundamental difference with respect to the usual
exchange interaction, which is proportional to the second derivative of the magnetization; the
added force is reminiscent to the spin-orbit terms found in some materials [105,106].
In a system of only a dozen of sites it is difficult to compare quantitatively (62) with the
exact evolution of the interacting walk (gradients extend over a few nodes); however, it is
possible to test the parameter dependency in J2 (already observed in Fig. 27). We compare
the uniform and nonuniform time evolution of the spin density and spin entanglement entropy
in Fig. 28. It is remarquable that the simple multiplication (J/2)ν, with ν = J2/|V | (the
natural factor coming from the Landau-Lifshitz equation), fits so well the homogeneous case,
comforting the relevance of the second order correction. In the same figure we show s¯x for
‘x’, which relaxes faster than the ‘ix’ case, in agreement with the behavior of SA. In addition,
the anisotropy of the oscillation (for instance, the z component stay at zero in Fig. 2) is a
consequence of the anisotropy of the unit vector dˆ = d0 (x and y components vanish for
θ = pi/2).
Equation (62) can describe the oscillation-relaxarion regime in an effective external field
which to lowest order τ ∼ d0 is constant, and whose corrections are perturbative in the
coupling J . The strong J regime would need a different approximation approach, for instance
a kind of adiabatic approximation in which the particle’s torque follows the spin’s one, valid
in principle for the strong coupling regime. We leave this investigation for future work.
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5 Conclusions
In this paper we investigated a generalization of the quantum walk to a many-body inter-
acting system, in order to build an entangled state from the dynamics of a walker coupled
to a network of spins. This approach may be compared with the usual adiabatic model of
quantum computing [107–110]. Instead of adiabatically evolving a quantum system from an
initial Hamiltonian whose ground state is a product of basis states, to a useful entangled
ground state of another Hamiltonian, we obtain the resource state from the unitary evolution
of the system towards a stationary state (stationary in the sense of its observables proper-
ties: magnetization, entanglement, probability distribution). In its generality the model is
implemented on an arbitrary (simple) graph, in which the walker wanders between neighbor-
ing nodes interacting with fixed spins located in the links. The fixed spins are then coupled
through the particle’s degrees of freedom, position and color. The color degree of freedom
represents internally the connectivity of the graph. This model, loosely inspired by the con-
densed matter magnetic metals in which the interaction is of the RKKY type governed by
a sd -Hamiltonian, is characterized by an exchange interaction between the color of the two
nodes of a link, and the local spin. This interaction differs from the more usual Ising-type
interaction used to build cluster states, because it depends on the angle between the particle
and local spin magnetic moments. In addition, the coin operator that modifies the particle’s
color, introduces an anisotropic redistribution of the state amplitudes between the incoming
edges of a vertex. This anisotropy has important consequences for the dynamics of the system.
Another motivation for the present model comes from the experiments in which an entangled
state of local spins (nitrogen vacancies in diamond or magnetic moments of trapped cold
atoms, for instance) is obtained by an interaction mediated by a nonlocal moment [61, 111],
or by the interaction with the environment in a spin chain [112], which can be useful for the
construction of quantum networks [60,113].
The present work focused on the simplest geometry, the one dimensional lattice with
closed or periodic boundary conditions. Nevertheless, we observed a fairly rich dynamical
phenomenology even for this simple case in which we consider the Dirac walker coupled to
non interacting spins through its color. We could exhibit a variety of behaviors, reminiscent
to a magnetic chain in which, taking into account that the motion of the walker is correlated
to its internal state, a magnetic interaction arises mediated by a kind of spin-orbit coupling.
We determined using direct numerical computation by successive application of the one step
evolution operator, the parameter phase space regions of localization and propagation, and
explored the weak and strong coupling regimes, the regular and irregular dynamics as well
as the influence of the interaction on the walk topological properties. We found that the
magnetic dynamics, for homogeneous and weakly inhomogeneous states, is well described
by a quasiclassical mean field Landau-Lifshitz equation with dissipation, nonlinerar frequency
shift and torques proportional to the magnetization gradient (c.f. Eq. (62)). Both, dissipation
and nonlinear torques, arise from the scattering off on the fixed spins of the walker wave
function; the hydrodynamic like approximation applies when the temporal and spatial scales
characteristics of the walker and the edge spins can be well separated. Let us mention that
as a by-product of the low energy approximation we generalized the usual method to derive
the continuum limit of the free quantum walk, Eq. (52).
We found that the interacting many-body quantum walk leads for a large range of pa-
rameters, to highly nonlocal entangled states, with an entropy proportional to the size of the
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entangled region. In particular, we demonstrated that it gives rise to localized edge states
at the interface between topologically different phases, in contrast to the free walk. The
entanglement dynamics and its structure are governed by the interplay of the local degrees
of freedom, the fixed spins, and the global one, the walker whose distribution is delocalized
over the entire system. We may conclude that this system has properties that are relevant to
the quantum simulation of condensed matter systems as well as to the build up of entangled
states of interest as a quantum computational resource.
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A The one step operator U
In this Appendix we will exhibit the structure of the one step operator U by applying it to
the canonical basis of the Hilbert space |xcs〉 ∈ HG, in the case where G is a linear lattice.
Let |ψ〉 be a general state,
|ψ〉 =
∑
xcs
ψxcs |xcs〉 , ψxcs ∈ C . (65)
We compute U |ψ〉 = V (J)MC |ψ〉, using the definitions (6)-(13),
U |ψ〉 = V (J)
∑
xs
(
cos θ ψx+1 0s − sin θ ψx1s
) |x0s〉+ ( sin θ ψx0s + cos θ ψx1s) |x− 1 0s〉 (66)
where we used the rotation matrix (7) and the definition of the motion operator (6) (for the
one-dimensional case). The action of V (J) is conveniently expressed in the edge basis (10),
we introduce then the notation sx(0) for the set of spins s = 1, . . . , 2
|E| − 1 with the label
sx = 0 (corresponding to the edge e = (x, x+ 1)), idem sx = 1:
U |ψ〉 =e−iJ/4
∑
x,s
{
eiJ/2
(
sin θ ψx+1 0sx(0) + cos θ ψx+1 1sx(0)
) |x 0sx(0)〉+[
i sin(J/2)
(
cos θ ψx 0sx(0) − sin θ ψx 1sx(0)
)
+
cos(J/2)
(
sin θ ψx+1 0sx(1) + cos θ ψx+1 1sx(1)
)] |x0sx(1)〉+[
cos(J/2)
(
cos θ ψx 0sx(0) − sin θ ψx 1sx(0)
)
+
i sin(J/2)
(
sin θ ψx+1 0sx(1) + cos θ ψx+1 1sx(1)
)] |x+ 1 1sx(0)〉+
eiJ/2
(
cos θ ψx 0sx(1) − sin θ ψx 1sx(1)
) |x+ 1 1sx(1)〉} . (67)
We observe that each term of the sum contains the basis vectors of the edge (11) with co-
efficients depending on the eight amplitudes corresponding to the two nodes and edge spin,
therefore, coupling effectively the edge ex with its two neighbors ex±0. One may condensate
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this structure into a formula which gives the amplitudes of edge ex in terms of the amplitudes
of its neighbors:
|ψex,sx(t+ 1)〉 = A |ψex−1,sx(t)〉+B |ψex,sx(t)〉+ C |ψex+1,sx(t)〉 , (68)
where,
|ψex,sx〉 =

ψx 00x
ψx 01x
ψx+1 10x
ψx+1 11x

and the matrices (A,B,C) are given by,
A = e−iJ/4

0 0 0 0
0 0 −i sin(J/2) sin(θ) 0
0 0 − cos(J/2) sin(θ) 0
0 0 0 −eiJ/2 sin(θ)
 , (69)
C = e−iJ/2

eiJ/2 sin(θ) 0 0 0
0 cos(J/2) sin(θ) 0 0
0 i sin(J/2) sin(θ) 0 0
0 0 0 0
 , (70)
and
B = e−iJ/4

0 0 eiJ/4 cos(θ) 0
i sin(J/2) sin(θ) 0 0 cos(J/2) cos(θ)
cos(J/2) cos(θ) 0 0 i sin(J/2) sin(θ)
0 ei
J
2 cos(θ) 0 0
 , (71)
note that the spin index is local to the ex edge. The fact that the spin in ex appears in the
terms of the A and C matrices, associated respectively to the ex−1 and ex−1 neighbors, shows
the typical mixing of amplitudes of a unitary operator. Two adjacent spins are indirectly
coupled by the color of their common node, which splits between both and forbids writing U
in a simple block form.
B |V | = 2, full coupling
To enlighten the structure of the operator U defining the step of the interacting walk (17), and
to study the mechanisms underlying the particle-spin entanglement it is convenient to reduce
the system to its simplest nontrivial form. In this appendix we investigate the |V | = |E| = 2
case, which can be worked out analytically for a few steps.
The Hilbert space dimension is 16. The explicit expression of U in the |xcs〉 basis is useful
for the computation of the observables, but do not highlight the interaction structure which
is related to the edges. In the edge basis, consisting in sets of four labels of the form,
ex(s) = {x0sx, (x+ 1)1sx} , x = 0, 1, s = 0, 1
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U can be build up form block of 4 × 4 matrices; here 00 = {00, 01}, 01 = {00, 10}, etc., for
example:
e0(1) =

0010
0011
1110
1111
 ,
(compare with (11)). To construct the operator U we use the method of Appendix A. We
write the recurrence (68) in the mixed base ex(s) and ex(s¯), where s¯x = sx+1 is a edge vector
with the spin of the next edge:
ψt+1

e0(0)
e0(1)
e1(0)
e1(1)
 = (A+ C)ψt

e1(0¯)
e1(1¯)
e0(0¯)
e0(1¯)
+B ψt

e0(0)
e0(1)
e1(0)
e1(1)
 (72)
where we used the periodicity of the chain. Now the problem is to express ex(s¯) = (ex, sx+1)
in the edge basis;
e1(0¯) = M00e1(0) +M01e1(1)
e1(1¯) = M10e1(0) +M11e1(1)
e0(0¯) = M00e0(0) +M01e0(1)
e0(1¯) = M10e0(0) +M11e0(1) (73)
where the transformation matrices Msx are given by,
M00 =

1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
 , M01 =

0 0 0 0
1 0 0 0
0 0 0 0
0 0 1 0
 ,
and,
M10 =

0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
 , M11 =

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1
 .
Substituting this transformation into (72) we obtain an expression in the edge basis, with U :
U =

B 0 A00 A01
0 B A10 A11
A00 A01 B 0
A10 A11 0 B
 (74)
where
Asx = (A+ C)Msx,
(A,B,C are defined in (69)-(71). We have, on the diagonal, the (non unitary) matrix B
proportional to cos θ, and off diagonal matrices A,C, proportional to sin θ: this block three
diagonal form become much more cumbersome for an arbitrary number of nodes (in the sense
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Figure 29: Spectrum (76) of the |V | = 2 one step operator. (a) arg λ as a function of θ for
J = 1 (the dashed lines correspond to J = 0); (b) arg λ as a function of J for θ = 1. The
curves are symmetric with respect to the vertical axes θ = 0 and J = 0, respectively.
of Appendix A); it reflects the locality of the original operators, and implies that at each step
two new edges enter into play.
The eigenvalues of U are readily computed:
λ± = ±eiJ/4 (75)
λn = ±e
−iJ/4
√
2
√
2− sin2(J/2) sin2 θ ± i| sin(J/2) sin θ|
√
4− sin2(J/2) sin2 θ (76)
where each λ± is four fold degenerated, and each λn (with n = −−,−+,+−,++) is twice
degenerated. Note that θ = 0 gives a trivial system (off diagonal terms vanish), but θ = pi/2
contains information about the interaction. In Fig. 29 we plot the argument of the eigenvalues
(quasienergies E = arg λ) of U , as a function of the parameters; the interaction partially lifts
the degeneracy creating gaps that grow with both θ and J . In this simple limit levels do not
cross at finite values of the interaction, therefore, the long time behavior of the |V | = 2 system
is essentially quasiperiodic, with a basic period of T = 8pi/J (in accordance with (29)).
We compute now the entanglement entropy and a spin correlation function, in order to
investigate the way in which the particle-spin interaction propagates. We take the particle
initially on the node 0 and the spins in the state |+〉 (‘x’ initial condition):
|ψ(0)〉 = (1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)T .
After one time step the state becomes
|ψ(1)〉 = U |ψ(0)〉 ,
and the corresponding density matrix ρ = |ψ(1)〉 〈ψ(1)|, from which we compute the partial
trace over the particle degrees of freedom:
ρs(1) = Trxc ρ , x = 0, 1, c = 0, 1
to get the spin state density matrix. For example, putting θ = pi/2, we find the eigenvalues
of ρs to be:
r0 = 0 , r± =
1
2
± 1
4
√
4− sin2 J [1− 2 sin(2J − arg(8J))] .
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Figure 30: Spin correlation. (a) Particle-spin entropy; (b) spin correlation, as a function of
the coupling constant for two angles θ = pi/8, 3pi/8. Parameters t = 2, ‘x’, |V | = 2.
the first eigenvalue is twice degenerated. The corresponding entropy is
Ss(J) = −
∑
n
rn log rn , (77)
which vanishes for J = 0, pi, and has a maximum for J = pi/2: the number of maxima
increases with t, and the shape of Ss may become highly oscillatory for large t. However, we
are only interested in the properties of the case |V | = 2 that may be of useful to understand
larger systems. What we see is that after a step particle and spins become entangled, but the
entanglement is a nontrivial function of (θ, φ).
To assert the spin-spin effective interaction we compute the correlation function (in the
form of an interaction energy between adjacent spins):
Ct(θ, J) = 〈σ1 · σ2〉 − 〈σ1〉 · 〈σ2〉 , (78)
where the expected value refers to 〈. . .〉 = Tr[ρs(t) . . .]. For the first time step it gives,
C1(θ, J) =
sin2(2θ)
16
sin2 J , (79)
which has a maximum C1 = 1/16 for (θ = pi/4, J = pi/2); significant correlation is obtained
with t = 2, once the particle amplitudes were distributed over the two sites (initially the
amplitudes on node 1 are 0). In Fig. 30 we show (77) and (78) for t = 2, computed numerically.
The entropy is not a monotone function of J , as explained before; idem for the correlation
function, which also is strongly dependent on the color angle. We note that, for small J ,
the correlation behaves as C ∼ J2, which is consistent with the mediated character of the
spin-spin interaction.
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