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1. I N T R O D U C T I O N  
In many applications and for many years, optimization and control problems for systems governed 
by partial differential equations (PDEs) have been a subject of interest to experimentalists. 
For example, the control of boundary layers in fluid flows was studied by Prandtl as early as 
1904 [1]. These problems have also been a subject of theoretical interest and, for almost as long 
as computers have been around, of computational interest as well. Most of the efforts in the latter 
directions have employed elementary optimization strategies. For a historical perspective of such 
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efforts in the fluid mechanics setting, see [2]; experiences in other settings, e.g., electromagnetics, 
heat transfer, structural mechanics, etc., are very similar. 
More recently, mathematicians, scientists, and engineers have turned to the application of so- 
phisticated optimization strategies, e.g., Lagrange multiplier methods, sensitivity or adjoint-based 
gradient methods, quasi-Newton methods, evolutionary algorithms, etc., for solving optimization 
and control problems for systems governed by PDEs. On the mathematical side, one may credit 
Lions and Russell for helping popularize and foment hese trends. 
Several popular approaches to solving optimization and control problems constrained by PDEs 
are based, one way or another, on optimality systems deduced from the application of the La- 
grange multiplier rule. This is not surprising since the Lagrange multiplier rule is a standard 
approach to solving finite-dimensional optimization problems. What is perhaps urprising is that 
penalty methods, another popular approach for the latter setting, have not engendered anywhere 
near as much interest for the infinite-dimensional problems that are of interest here. The main 
advantage of taking the penalty approach over Lagrange multiplier or sensitivity equations based 
methods is that the former involves fewer unknowns. The main disadvantage of the penalty 
approach is the relative poor conditioning of the linear algebraic systems that one must solve; 
this results in inefficiencies in the application of iterative methods for the solution of the linear 
systems. 
The poor conditioning problem arises from the need to choose small values for the penalty 
parameter so that the error due to penalization does not dominate the discretization error. This 
problem can be ameliorated by invoking an iterative penalty approach (see, e.g., [3,4]) that, at 
the price of having to solve multiple linear systems, can render the error due to penalization as 
small as one wants even for relatively large values of the penalty parameter. However, one now 
is faced with the possible inefficiency of having to solve more than one linear system, so that 
anything that can be done to reduce the difficulty and cost of effecting that solution is crucial to 
the success of the overall penalty-based optimization algorithm. 
In this paper, we expand on these observations to show why naively defined penalty meth- 
ods may not be practical. We then show how, by incorporating modern least-squares finite- 
element methodologies, the penalty approach can be rehabilitated to yield practical and efficient 
algorithms for optimal control problems. These algorithms, referred hereafter as penalty/least- 
squares methods, use least-squares variational principles to treat the PDE constraints. This type 
of penalty method offers certain efficiency related advantages compared to methods based on the 
application of Lagrange multiplier techniques and the solution of the resulting optimality system 
by either Galerkin or least-squares finite-element methods. 
Penalty/least-squares methods were pioneered by Bedivan and Fix [5] for an optimal shape 
design problem. This was followed in [6,7] with a study of penalty/least-squares methods for 
the Dirichlet control of the Navier-Stokes ystem and, in [8], with like methods for optimal 
control problems constrained by first-order elliptic systems. In [9], an alternate approach was 
developed wherein least-squares principles are applied to the optimality system that results from 
the application of the Lagrange multiplier ule. 
The paper is organized as follows. In Section 2, we present mostly well-known results about 
general constrained optimization problems and their solution via Lagrange multiplier and penalty 
approaches. Then, in Sections 3-5, we apply the framework of Section 2 to optimization problems 
for the Stokes equations. In particular, in Section 4, we consider a straightforward penalization 
approach and show why the resulting method is not totally practical and, in Section 5, we develop 
a least-squares finite-element approach that realizes all the potential advantages of penalty-based 
formulations without compromising efficiency. 
Finally, in Section 6, we consider some practical issues that arise in the efficient implementation 
of the methodologies presented in Section 5. Although our discussion is in the context of the 
Stokes equations, most of what we say applies to more general quadratic optimization problems 
with linear, elliptic PDE constraints. 
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2. CONSTRAINED MIN IMIZAT ION 
PROBLEMS IN  H ILBERT SPACES 
Given Hilbert spaces V and S along with their dual spaces V* and S*, respectively, the 
symmetric bil inear form a(., .) on V x V, the bil inear form b(., .) on V x S, the functions f C V* 
and g E S*, and the real number t, we define the functional 
J (u )  = la (u ,u )  - (f, u)v*,v + t, Vu E 1I, (2.1) 
the constraint equation 
b(u,~) = (g,~)s.,s, v~ • S, (2.2) 
where (-, .} denotes the dual ity pairing, and the constrained minimization problem 1
min J (u ) ,  subject to (2.2). (2.3) 
uCV 
The bil inear forms serve to define associated operators 
A : V --+ V*, B : V ~ S*, and B* : S --+ V* (2.4) 
through the relations 
a(u,v) = (Au, v)v.  v, Vu, v • V, 
b(v,[)  = (Bv,~)s*,s  = (B* [ ,V )v . ,v ,  Vv • 17, ~ • S. 
The minimization problem (2.3) can then be given the form 
rain J (u ) ,  subject to Bu = 9, 
uff V 
where the constraint equation Bu = g holds in S*. We define the space 
Z = {v • V :  b(v,~) = 0, V~ • S} (2.5) 
and make the following assumptions about the bil inear forms: 
a(u,.)  < C~ll~llvll"llv, vu , .  • v, 
b(u,~) < CbllulIvlI~IIs, Vu • V, ~ • S, 
a(u, u) > O, V u • V, 
(2.6) 
~(=,u) >_ K,.PlulI~, Vu • z, 
b(v,~) 
- -  ---/(bll~tlS, V~ • S, sup 
.~V,v~o Ibllv 
where Ca, Cb, ICe, and /'(b are all positive constants. 
2.1. Ex is tence  of  So lut ions  
The following result is well known; see, e.g., [10]. 
PROPOSITION 2.1. Let assumptions (2.6) hold. Then, constrained minimization problem (2.3) 
has a unique solution u • V. 
1The value of t does not affect the minimizer of ..7(.). We include it in the definition of J(u) only to facilitate the 
identification of functionals to be encountered in later sections with the functional (2.1). 
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2.2. Solution via Lagrange Multipliers 
For all v E V and ~ C S, we introduce the Lagrangian functional 
1 
£(v,  ~) = J (v )  + b(v, ~) - (g, ~>s*,s = -~a(v, v) + b(v, ~) - (f,  v )v . ,v  - (g, ~}s. ,s  + t. (2.7) 
Then, the constrained minimization problem (2.3) is equivalent to the unconstrained optimization 
problem of finding saddle points (u, A) in V x S of the Lagrangian functional. These saddle points 
may be found by solving the optimality system 
a(u, v) + b(v,A) = (f,v)v.,v, 
b(~, ~) = (g, ~)s. ,s ,  




PROPOSITION 2.2. Let assumptions (2.6) hold. Then, system (2.8) has a unique solution (u, A) ¢ 
V x S and moreover 
tlullv + IIAIIs < C( l l f l l v*  + llglls')- 
I n  terms of the operators introduced in (2.4), system (2.8) takes the form 
Au + B*A = f,  inV*,  
Bu = g, in S*. 
2.2.1. Approx imat ion  of  the  Lagrange  mul t ip l ie r  opt ima l i ty  sys tem 
We choose (conforming) finite dimensional subspaces V h c v and S h c S, and then re- 
strict (2.8) to the subspaces, i.e., we seek u h C V h and /~h C S h that satisfy 
a (uh,v h) + b (Vh,Ah) = (f,  Vbv .  v,  re '  ~ V ~, 
b(uh,~h) = (g,~h}s. .s  ' V~ ~ ~ sh" (2.9) 
This is also the optimality system for the minimization of the functional J ( . )  over  V h subject to 
b(uh,~ h) = (g,~h}s. ,s  for all ~h E S h. Let 
z ~ = {c A e v~:  b(v~,~ ) : 0, v~ ~ e S~} 
In general, Z h ~ Z even though V h C V and S h C S so that the last two assumptions in (2.6) 
may not be satisfied. If V h and S h are such that they hold, then one obtains the following 
well-known result; see, e.g., [11]. 
PROPOSITION 2.3. Let the hypotheses of Proposition 2.1 hold and assume that 
a (u h, u h) >_ Kha f[uht[2y , V u h E Z h, (2.10) 
and 2 
b (~, ~) 
sup - -  > KOll~lls, v~ ~ s ~, (2.11) 
, , , .~v ' , ,~ , ,¢0  l l vg l lv  - 
2Assumption (2.11) is commonly referred to as the (discrete) inf-sup condition owing to the equivalent form 
b (.h, eh) inf sup > K h. 
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where Igha and I42 h are positive constants whose values are independent of h. Then, the discrete 
optimality system (2.9) has a unique solution (u h, )~h) E V h x S h and moreover 
Ii hliv + II hlls _< C(llfllv. + Ilglls-). 
Furthermore, if (u,)~) E V x S denotes the unique solution of (2.8), then 
l tu -  UhilV + II/k -- )~hll s <_ C ( inf I lu -  vhlIv + inf II~k -- ~hl ls ) .  (2.12) 
\vhEV j,, @.ES ~, 
The discrete problem (2.9) is equivalent to a linear system. Indeed, let {U,}~= 1 and {A~}]~__' l, 
where n = d imV h, ra = d ims  h, denote bases for V h and S h, respectively, and let 1] = 
(ul . . . . .  u~) T and ,k = (X l , . . . ,Am)  r denote the coefficients in the expansion of u h and ~h 
in terms of the bases. Furthermore, let f i  = (f, Ui)v*,v for i = 1 , . . . ,n ,  9i = (9, Ai)s*,s for 
i = 1 , . . . ,m,  [ = ( f l , . - . , f~)T  and [ = (91, . . . ,g ,~) T and define the elements of the n x n 
matr ix A and the m x n matr ix ]B by Aij  = a(U~,Uj) for i , j  = 1,. . .  ,n and ~j  = b(Uj, A~) for 
i = 1 , . . . ,  m, j = 1 , . . . ,  n, respectively. Then, (2.9) is equivalent to the linear system 
A B T 
REMARK 2.4. The coefficient matr ix in (2.13) is symmetric and indefinite. This is universal for 
discretization of the saddle-point problems arising from the use of the Lagrange multipl ier rule 
for constrained optimizat ion problems. 
RElVIARK 2.5. The assumptions (2.10) and (2.11) guarantee that the (m+ n)x  (re+n)coefficient 
matrix in (2.13) is uniformly invertible with respect o h. 
2.3. So lu t ion  v ia  Pena l i za t ion  
Let d(., .) denote a symmetric bilinear form on S x S satisfying the assumptions 
d(~,~) _< Cdll,Xllsll~lls, V~,~ c S, 
(2.14) 
d(,X, ~) >_ KdlI.XlI~, V.X ~ S, 
where both Cd and Kd are positive constants. The bil inear form d(.,.) serves to define an 
invertible operator D : S ~ S* through 
d(a, ~) = (D~, ~)s-,s. 
PROPOSITION 2.6. Assume that (2.6) and (2.14) hold. Then, 
a(v,v) + (Bv, D-1Bv}s.,s >_ K/Ivll~, Vv e v, (2.15) 
where K = min{K,,, K~KUC~}. 
PROOF.  For all v E Z ±, we  have f rom (2.6) and (2.14) that 
2 Kd KdI(b 2 
a(v,v) + (Bv, D-1Bv}s . , s  >_ (Bv ,D-1Bv}s .  s >_ C~d llBvll2s . > ~l lV l lV~d 
Furthermore, the assumptions on b(.,.) contained in (2.6) imply that  the subspace Z C V is 
closed and that  ItBvlls. >_ Kbllvllg for all v E Z±; see, e.g., [4]. Then, 
a(v,v) + (Bv, D-1BV}s . , s  = a(v,v) > K~llvH~, Vv e z. 
Thus, (2.15) is proved. | 
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Let  e > 0 be  a parameter  that  tends  to zero and  cons ider  the  penalized functional 
1 - g, D-I(B  - g)>s-,s 
Yc(v) = y(v)  + (2.16) 
1 1 (Bv - g ,D- l (Bv  - g)}s*,8 =  a(u,u) - ( f ,u )v . ,v  +t+ 
that is defined for all v c V. Then, consider the unconstrained minimization problem 
min J~ (u). (2.17) 
uEV 
For any fixed c > 0, the minimizer u~ can be found by solving the optimality equation 
1 1 
a(u¢,v )+- (Bv ,  D-1Bu~)s . , s=<f ,v>v. ,v+- (Bv ,  D- lg}s. ,s ,  VvEV.  (2.18) 
The following result follows easily from (2.15) and is well known; see, e.g., [4]. 
PROPOSITION 2.7. Let assumptions (2.6) and (2.14) hold. Then, for any Axed 0 < e <_ 1, there 
exists a unique uc E V satisfying (2.18). 
In terms of the operators A, B, and D, (2.18) takes the form 
Au~ + 1B*D-1Buc  = f + 1B*D- lg ,  in V*. (2.19) 
For any fixed e > 0 and for given uc E V, define A~ E S through 
ed(A~,~) = b(u~,~) - (g,~}x.,s, V~ e S. (2.20) 
Again, the following result is well known; see, e.g., [4]. 
PROPOSITION 2.8. Let assumptions (2.6) and (2.14) hold. Then, for any t~xed 0 < e _< 1 and for 
any given u~ E V, there exists a unique ~ E S satisfying (2.20). 
In terms of the operators B and D, we have that cD,k~ = Bu~ -9  in S* or A~ = (1/e)D-1Bu~ - 
(1 /e)D- lg  in S. We may then write (2.18) in the form 
a(u¢,v) + (Bv, A,}s.,s = (f,v}v.,v, Vv e V. (2.21) 
Consequently, (ue,/ke) E V x S is the unique solution of the regularized system 
a(u~,v)+b(v, Ae)=(f ,v)v. ,v,  VveV,  
(2.22) 
b(u~, ~) - ed(..k~, () = (g, ~}s*,s, V( e S, 
or, in terms of the operators A, B, and D, 
Auc + B*)~e = f, in V*, 
Buc - eDA~ = 9, in S*. (2.23) 
REMARK 2.9. Problems (2.18) and (2.22) are completely equivalent. If (uc, A~) E V x S solves 
equation (2.22), then u, solves (2.18). On the other hand, if u~ E V is a solution of (2.18), 
then u~ and ~ E S, where the latter is the solution of (2.22), is a solution of (2.22). Alternately, 
we could have stated these equivalences using (2.19) and (2.23). Thus, penalization of J (v )  and 
regularization of the Lagrange multiplier optimality system are equivalent. Note that (2.22) is 
the optimality system corresponding to the regularized Lagrangian functional 
Z;~(v,~)= -~a(v ,v )+b(v ,~) - ( f ,v )v . ,v - (g ,~}s .s+t  ~ ( ( , ( )=Z; (v ,~) -~ ((,~), 
which may be viewed as a regularization of the functional (2.7). 
Once again, the following result is well known; see, e.g., [4]. 
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PROPOSITION 2.10. Let assumptions (2.6) and (2.14) hold. Let (u, A) E V x S denote the unique 
solution of (2.8) or, equivalently, of the optimization problem (2.3), and, for each fixed 0 < e < 1, 
let (u~, A~) E V x S denote the unique solution of (2.22) or, equivalently, of (2.18) and (2.22). 
Then, 
Ilu - u~llv + IIA - X~lts _< ~C(llfliv. + [t911s*) (2.24) 
so t~hat u~ -~ u and X~ ~ X as e ~ O. 
REMARK 2.1 1. An iterative process may defined through which a sequence of solutions of penalty 
systems can be sequentially determined and for which the differences between the members of the 
sequence and the solution of the constrained minimization problem (2.3) are of O(ek), where k 
is the index of the sequence. In this way, at the cost of an iteration, the penalty solutions can be 
made as accurate as desired. See, e.g., [3,4] for details. 
2.3.1. Approx imat ion  of  pena l ty  so lut ion  
To approximate (u~,p~), we can start with either (2.18) or (2.22). Although these two problems 
are equivalent, they do not engender the same discrete equations. This point will be clarified 
shortly. 
D isc re t i za t ion  of  the  opt ima l i ty  sys tem 
First, let us start with (2.22). We choose (conforming) finite dimensional subspaces V h C V 
and S h C S and pose (2.22) over the subspaces, i.e., we seek h h V h sh (%, A C) E x that satisfies 
uh (<Ab ---- ( f , v%. ,~,  ~ V ~, a(  ~,v h) +b Vv ~ 
(g, - = ~ )s- ,s ,  v~h ~ sh  (2.25) 
The following result is well known; see, e.g., [4]. 
PROPOSITION 2.12. Let assumptions (2.6), (2.10), (2.11), and (2.14) hold. Then, for any fixed 
O < e <_ l, (2.25) has a unique solution h h V h S h (%, ~ ) E x and, moreover, that solution satisfies 
Ilu h - I I .  ÷ II - -<  C(llfliv. + I lg l /s .) ,  (2.26) 
where {u ~, A h } denotes the unique solution of (2.9). Combining with (2.12), we obtain 
h xh ( II -  llv+ll -x-  ll -<c ~(llfllv-+llglls-) 
(2.27) k 
+ inf II -, llv+ inf 
where {u, A} denotes the unique solution of (2.8) or, equivalently, of (2.3). 
In addition to the matrices A and ~ previously introduced, we define the m x m matrix D by 
D O = d(A~, Aj). Then, (2.25) is equivalent to the linear system 
A ]]~T lie { 
It is now easy to see how one can eliminate i h from (2.25) or, equivalently, ~ from (2.28). 
Assumptions (2.14) imply that the matrix D is symmetric and positive definite, and therefore 
invertible. Then, one easily deduces from (2.28) that ff~ solves 
(A+I ]~TD-1]~)  t~e={+l~TD- '~ 'e  (2.29) 
h vh Note that (2.29) only involves the approximation u~ E of u E V. 
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PROPOSITION 2.13. Let assumptions (2.6), (2.10), (2.11), and (2.14) hold. Then, for any fixed 
0 < e < 1, (2.29) has a unique solution fi~. 
PROOF. The assumptions imply that A is symmetric and positive definite on the kernel of B, 
that B is of full row-rank, and that ID is positive definite. Thus, A + (1/~)~7-D-1~ is symmetric 
and positive definite. It 
Once ~ is determined from (2.29), Xe may be determined from 
eDXs = B~ - g. (2.30) 
REMARK 2.14. System (2.28) is a regular perturbation of (2.t3). Thus, if the assumptions of 
Proposition 2.13 hold, then, since the coefficient matrix in (2.13) is uniformly invertible (with 
respect o h), so is the coefficient matrix in (2.28) (with respect o both h and e.) On the other 
hand, if those assumptions are not satisfied, and in particular if condition (2.11) is not satisfied, 
then neither of systems (2.13) or (2.28) are stably invertible. Thus, there is no advantage to 
solving (2.28) as opposed to (2.13). On the other hand, as we see in the next remark, there are 
advantages to solving (2.29) instead of (2.13). 
REMARK 2.15. One obvious advantage of penalty methods over Lagrange multiplier methods 
for problems uch as (2.3) is that they involve fewer unknowns. Comparing (2.13) with (2.28), 
we see that the addition of the penalty term allows for the elimination of A~ to obtain (2.29). 
Thus, we may solve for fi~ directly from (2.29) which involves fewer equations and unknowns than 
does (2.13), and subsequently, if desired, solve for A~ from (2.30). Furthermore, the coefficient 
matrix in system (2.29) is symmetric and positive definite (provided the assumptions of Proposi- 
tion 2.13 are satisfied) while the one for system (2.13) is indefinite. On the other hand, for small 
values of e, the coefficient matrix in the penalized system (2.29) may be ill conditioned. Small 
values of e need to be employed in order to balance the errors arising from penalization, i.e., the 
terms involving e in (2.27), and the errors arising from approximation, i.e., the remaining terms 
in that estimate. By using an iterative penalty approach (see Remark 2.11), estimate (2.27) can 
be replaced by one that involves terms proportional to e k (instead of e), where/~ is the number of 
iterations applied. In this manner, the two types of terms in the error estimate can be balanced 
even if e is not so small so that the conditioning of the matrix in (2.29) is compromised. Of 
course, one has to pay the price of having to solve k linear systems. Note that all these systems 
involve the same coefficient matrix. 
REMARK 2.16. At first glance it seems that (2.29) does not involve the space sh; however, 
S h does enter into (2.29) through the definitions of the matrices B and D. If V h and S h are 
chosen so that (2.6), (2.10), (2.14), and, in particular, the discrete Jar-sup condition (2.11) are 
satisfied, then we saw by Propositions 2.12 and 2.13 that (2.25), or equivalently, (2.29), is uniquely 
solvable and the error estimates (2.26) and (2.27) hold. If (2.11) is not satisfied, then, as noted 
above, (2.25) or (2.29) may not be stably invertible. Because (2.11) is still required for these 
problems, one should view (2.25) or (2.29) as a solution method for the discrete system (2.9). 
See Remark 2.22. 
D iscret izat ion of  the penal ized prob lem 
Instead of discretizing equation (2.22), we can instead discretize the penalized optimization 
problem (2.17). To this end, choose a conforming subspace ~h C V and consider the optimization 
problem 
min J~ (vh). (2.31) 
'uh~vh 
It is easy to see that problem (2.31) is equivalent to seeking ~h ~h u~ E such that 
(,~h vh~ 1 1 a~ ¢, ,+- (  Bvh'D-'Bu~>s" s=( f 'vh> +- (By  h,D- lg}s. ,s ,  (2.32) 
£ , V* ,V  E 
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for all v h C ~h Obviously, (2.32) can be obtained by restricting (2.18) to the subspace ~h C V. 
It is also easily seen that (2.32) is equivalent to the linear system 
where .~j = a(Ui, Uj), $~j = (BU{, D-1BUj)s. ,s ,  £i = (f, U{)v*,v, and ~ = (BU~, D- lg)s .  s 
for i , j  = 1 , . . . ,n .  
PROPOSITION 2.17. Let assumptions (2.6), (2.10), and (2.14) hold. Assume further that 
h 2 a(vh'vh)+(Bvh'D-1Bvh)s*,s>--Khllv I1 , Vvh Vh' <234> 
for some positive constant K h. Then, for any fixed 0 < ( < 1, the coefficient matrix in (2.33) 
is positive definite as well as symmetric so that that equation has a unique solution fi~, or 
equivalently, (2.32) has a unique solution ft h. 
PROOF. Assumption (2.34) easily implies that, for 0 < e < 1, the coefficient matrix in (2.33) is 
positive definite. | 
PROPOSITION 2.18. Let assumptions (2.6), (2.10), (2.11), and (2.14) hold. Then, (2.34) holds 
with K h = min{K h, Kd(Kh)2/C~} so that, for any fixed 0 < e ~ 1, the matrix in (2.33) is 
symmetric and positive definite and (2.33) has a unique solution fi~, or equivalently, (2.32) has a 
unique solution U e 
PROOF. The proof follows the same lines as that for Proposition 2.6. | 
REMARK 2.19. Proposition 2.17 shows that the discrete penalty equation will have a unique 
solution as long as one can verify the coercivity assumption (2.34). From Proposition 2.18, it 
is clear that (2.11) is a sufficient condition for (2.34) to hold. It is also clear that (2.11) is 
not a necessary condition for (2.34) and so the discrete penalty equation may have a unique 
solution even in cases when the discrete inf-sup condition does not hold. However, (2.11) is 
necessary to prove that the discrete penalty solution converges to the correct solution as e -~ 0; 
see Remarks 2.14 and 2.24. 
REMARK 2.20. As it stands, (2.33) does not, in general, define a practical method. The need to 
invert the operator D in order to determine both ~ and ~ is usually not possible except in the 
case of S = S* and D the identity operator. In other cases, one can replace B and ~ by 
~h=(u~,u j ) . ,h  ' Vi, j= l , . . . ,n  and (~)h=(Ui ,g) . ,h ,  V i= l  . . . . .  n, 
where (., ').,h and {.,.).,h are a mesh-dependent i ner product and a mesh-dependent duality 
pairing whose definitions require the definition of a discrete approximation to the operator D-1 
and may also require a discrete approximation to the operator B. We will return to this issue in 
Section 6. Note that, on the other hand, (2.29) involves the inverse of the discrete operator ID so 
that it can be implemented for any bilinear form d(., .) that satisfies assumptions (2.14). 
REMARK 2.21. The advantages of penalty methods over Lagrange multiplier methods for prob- 
lems such as (2.3) that are discussed in Remark 2.15 for system (2.28) also apply to (2.33). 
Comparing (2.33) with (2.13), the former involves fewer equations and unknowns and has a 
coefficient matrix that is symmetric and positive definite. 
REMARK 2.22. Clearly, £ + (1/~)$ # A + (1/~)~TD-I~ and ~ + (1/~)~ # f + (1/~)~TD-'~ 
so that (2.33) and (2.29) are not the same even though the parent infinite-dimensional prob- 
lems (2.18) and (2.22), respectively, are equivalent. Note that (2.29) is obtained by first dis- 
cret~zing the infinite-dimensional regularized optimality system (2.22) to obtain (2.25) and then 
eliminating the discrete Lagrange multiplier ~ from the latter. On the other hand, (2.33) can 
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be viewed as being obtained by first eliminating the Lagrange multiplier lc from (2.22) to ob- 
tain (2.18) and then discretizing the latter. Clearly, in general, the two steps do not commute. 
Thus, discretizations of the regularized optimality system and the penalized optimization problem 
do not yield the same approximations to the solution of (2.22), i.e., in general, tic # 1](. 
REMARK 2.23. It is clear that (2.33) is defined without needing to choose a subspace ~h C S. 
(This should be contrasted with (2.28) for which the subspace S h explicitly enters into the 
definition of the matrices ]~ and D.) Note, however, that in some sense we are implicitly defining 
a subspace ~h = D-1B~Th C S for the Lagrange multiplier. This subspace, when paired with l> h, 
may not satisfy the discrete inf-sup condition (2.11) which shows that approximations obtained 
through (2.32) with an arbitrary choice for 17 h may not yield stable approximations. See the 
next remark. 
REMARK 2.24. The lockin9 effect, in the context of penalty methods, describes the phenomena 
in which the finite-element solution approaches zero as e ~ 0. The locking effect is caused by 
the overconstraining of the discrete solution. If b(., .), V h, and S h satisfy the discrete inf-sup 
condition (2.11), then system (2.29), or equivalently (2.25), does not suffer from locking. However, 
system (2.33) can suffer locking with an improper choice for 12 h. For a discussion of the locking 
effect and ways to ameliorate it, see, e.g., [3]. 
2.4. Examples  
We now provide some very brief illustrations of constrained optimization problems of the 
type (2.3). In the examples, ~2 is an open, bounded domain in 7Z s, s = 2 or 3, with boundary F. 
We recall the space L2(~) of all square integrable functions with norm I1" II, the space L0~(f~) = 
{~ e L2(f~) : fa~df~ = 0}, the space HI(f~) - {v • L2(f~) : Vv • [L2(9)]s}, and the space 
H~(f~) - {v • HI(f~) : v = 0 on F}. A norm for functions v 6 Hl(f~) is given by I[V]ll - 
(llVvll 2 + Ib112)1/< 
2.4.1. The Stokes  prob lem 
Let V = [H~(ft)] s, S = L~(gt), g = 0, t = 0, 
a(u, v) = f Vu : Vv d~, 
Ja  
and b(v,~) : - /n  ~V. vdf~. 
Then, 
is the subspace of all divergence free functions in V. For this setting, all the assumptions in (2.6) 
are satisfied. In fact, we have that 
a( . ,u )  > K~ll~ll~, vu  c [H0~(~)] ~ 
and not just for the subspace Z. Thus, for any conforming choices of subspaces V ~ c [H~(f~)] ~
and S h C Lo2(f~), the assumptions in (2.10) are all satisfied except for the inf-sup condition 
fa ~hV, v h df~ inf > It  110, s (2.36) 
v',.~V<v,,.~o Ilvhll I - 
The inclusions V h C [H01(f])] s and S h C L2o(f]) are not sumcient for (2.36) to hold. Thus, 
stable approximations of the Stokes problem require that the finite-element spaces additionally 
satisfy (2.36); se% e.g., [4,12] for details. 
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The constrained minimization problem (2.3) is equivalent to the Stokes system for the velocity u 
and the pressure A, 
-Au  + VA = f, in ~, 
V • u = O, in fi, and Z A d~ = O. (2.37) 
u = 0, on F, 
With the choice 
P 
d(,x, ~) =/a  ,X da (2.3s) 
(so that the operator D is the identity operator), the penalized optimization problem correspond- 
ing to (2.19) obtained by the elimination of A is given by 
-Au¢ - -1V(V- u~) = f, in ~Q, 
(2.39) 
ue = O, on  F. 
REMARK 2.25. To highlight the difference between (2.29) and (2.33), we note that in the current 
context (2.29) involves the matrix A + (1/e)IBTIB, where 
A~j = /a  VU~ : VU j  dft, 
~i j  = /~ A~V • Uj  dft, 
for i , j  = 1 . . . .  ,n, 
fo r i=  1 , . . . ,m,  j=  l , . . . ,n ,  
and where {Ui}~__l and {Ai}~m=l denote bases for V h and S h, respectively. On the other hand, 
(2.33) involves the matrix ~x + (1/e)I~, where 
A~j =~VU, : :VU jd~,  and ~ij =~(V 'U , , : ) (V 'U j )d fL  for i , j  = 1 . . . .  ,n. 
Clearly, ~x + (1/e)]~ 7~ A + (1/e)IB~-B. 
2 .4 .2. .A  cur l -cur l  fo rmulat ion  of the  Stokes prob lem 
Let V = [H01(f~)] s, S = L02(Q). We keep g = 0, t = 0, and b(-, .) as defined in Section 2.4.1 but 
change a(., .) to 
a(u,v) = ] (v  × u). (v × v)d~. 
Then, Z is given by (2.35) and it is not hard to see that 
a(u, u) >_ Kallull:~, Vu  • Z, 
but that this inequality does not hold on all of V. In this case, we must verify that (2.10) is 
satisfied on the approximating subspaces. The constrained minimization problem (2.3) is now 
equivalent o the system 
VxVxu+VA=f ,  inft,  
V • u = 0, in f~, and / 
JR 
u = O, on  F,  
x da = 0. (2.40) 
The corresponding penalized optimization problem, with the bilinear form d(-, .) chosen as in 
equation (2.38), is equivalent o 
V × V x u -  lV (V .  u) = f, in f~, 
u=O,  on F. 
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In this system, the term arising from the penalization is crucial to the coercivity of the operator 
on the left-hand side, i.e., to the validity of (2.15), while for the penalized Stokes system (2.39) 
the first term on the left-hand side by itself was sufficient o guarantee the validity of that  result. 
REMARK 2.26. Note that  g = 0 implies that V • u = 0 in ft. Then, since -Au  = V x V x 
u - V(V • u), (2.40) is equivalent to the Stokes problem (2.37). This i l lustrates the point that 
different formulations of the same problem may result in considerably different properties of the 
corresponding penalized problems. 
3. QUADRATIC  OPT IMIZAT ION PROBLEMS 
WITH STOKES EQUATIONS CONSTRAINTS 
We now apply the results of Section 2 to quadratic optimization problems constrained by the 
Stokes system. We identify {u,p; 0} with the variable u of Section 2, where u denotes the velocity, 
p the pressure, and 0 the body force which acts as the control. 
We consider the control problem consisting of minimizing the quadrat ic functional 
1 [u - ill2 df~ + [012 df~ J (u,p,O) = ~ 
subject to the Stokes system 
-Au  + Vp - 0 = 0, in ft, 
V • u = 0, in f~, and / pdf~ = 0 
u = O, on F, 
(3.1) 
(3.2) 
being satisfied, where 5 > 0 is a given constant and 6 c [L2(f~)] s a given function. This optimal 
control problem may be interpreted as follows: we are trying to find a velocity u and a control 
function 0 such that  u matches as well as possible, in an L2(f~) sense, a given velocity field fi and 
such that  the Stokes system is satisfied. The matching is done by the first term in the functional; 
the second term is used to limit the size of the control function 0. This opt imizat ion problem is 
often referred to as the velocity tracking problem with distributed controls for the Stokes system. 
REMARK 3.1. Note that in Section 2.4, the pressure was denoted by /k while we now use p for 
that purpose. This is done to achieve consistency with the notation of Section 2.2 where 1 is used 
to denote the Lagrange multiplier used to enforce the constraints in a constrained optimization 
problem. In Section 2.4, the pressure acts as such a Lagrange multiplier, while in this section, it is 
a state variable. Its role as an "inner" Lagrange multiplier is within the constraint equations (3.6), 
not in the "outer" sense of the optimization problem at hand. 
Let V = [Ho1(~2)] s x L02(f/) x [L2(f~)] e, V* = [H-l(f~)] s × L0~(f~) x [L2(~)] s, 
(3.3) Y 
<{a,0;o} : ]~  .vda, V{v,q;~} ev, 
and t = fa  ]fi[ 2dfL Then, using the correspondences {u,p;0} ~ u and {fi, 0;0} ~ f,  it is 
clear that functional (3.1) is of the form (2.1). Next, let (9 = [n2(f~)] s, S = [Hol(f~)] s × n~(f/), 
S* = [Y-l(f~)] s x no2(f~), and consider the form 
bl (b, p}, {~,-}) = (-A. + vp, ~>~_~(~),~o,(a) + fa /}V.u d~ (3.4) 
defined on S x S, the form 
b= ({0}, {(, ~}) = - (0, ~)H-,(a),H~(a) 
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defined on 19 x S, and the form 
b ({u,p; 0}, {~,1/}) = b I ({u,p}, {~, tJ}) 4- b2 ({0}, {~, tJ}) (3.5) 
defined for all {u,p; 0} E V and {(, t,} E S. Then, with the additional correspondences {~, ,} ~ 
and {0, 0} ~ g, the Stokes system (3.2) is equivalent to (2.2), i.e., to 
b({u,p;O},{~,,}) = 0, V{~,t,} E S = [H~(t2)] s x L~(fl). (3.6) 
Thus., the problem of minimizing the functional (3.1) subject to (3.2) is equivalent o prob- 
lem (',2.3). 
Suppose for the moment hat 0 E [L2(ft)] * is given. Then, consider the following least-squares 
functional for the Stokes system (3.2): 
1 
lC({u,p;0}) = ~ (ll - An + Vp-  0112_1 4- IEV nil02). (3.7) 
The ,choice of norms in which to measure the residuals of the Stokes system, i.e., a negative norm 
for tlhe momentum equation and an L 2 norm for the continuity equation, is dictated by the a 
priori estimate 
I I -  An + Vpll-x + iI v ,  uLI0 -> c (llulla 4- [Ipll0) (3.8) 
that holds for all {u,p} c [H01(f~)] * x L02(f~) and for some constant C > 0; see [4]. This choice 
makes the least-squares functional (3.7) north-equivalent and is sufficient o guarantee that, for 
every 0 E [L2(t2)] s, the least-squares optimization problem 
min ]C({v, q; 0}) (3.9) 
{v,q}e [Ho 1(a)] ~ x Lo 2 (fl) 
has a unique minimizer {u,p} out of [H~(f~)] ~ x L~(f~); see [13,14]. 
REMARK 3.2. Using the least-squares minimization problem (3.9) as a basis for finding finite- 
element approximations of solutions of the Stokes problem offers the advantage of circumventing 
the need to satisfy any inf-sup conditions that arise in mixed Galerkin-based discretizations. In 
addition, the least-squares-based method results in symmetric, positive definite linear systems 
instead of the indefinite linear systems that arise in mixed Galerkin-based methods. 
We will consider two different ways of using the least-squares functional (3.7) for the solution of 
the velocity tracking problem. First, in Section 4, the cost functional (3.1) is simply penalized by 
the least-squares functional (3.8). Subsequently, approximate solutions can be determined from 
either the discretized optimality system corresponding to the penalized functional (the eliminate 
and then discretize approach discussed in Remark 2.22) or by eliminating the Lagrange multiplier 
in the discretized optimality system corresponding to a regularized Lagrangian functional (the 
discretize and then eliminate approach discussed in Remark 2.22). While it is true that one 
obtains symmetric, positive definite systems through these approaches, we will see that one still 
needs to apply inf-sup type conditions in order to guarantee the stability and convergence of 
the approximations of the penalized optimization problem. Thus, one of the great advantages of
least-squares finite-element methods for the Stokes problem is negated. 
In Section 5, a second way is introduced for using the least-squares functional (3.7) for the so- 
lution of the velocity tracking problem. Instead of using the least-squares functional to penalize 
the functional, we will use them to replace the original PDE constraint by a least-squares formu- 
lation. This will allow us from the very beginning to define a setting that is guaranteed to satisfy 
a discrete inf-sup condition for any choice of conforming discrete subspaees so that elimination 
of the discrete Lagrange multiplier will be guaranteed to give a symmetric and positive definite 
linear system that is uniformly invertible with respect o both the grid size h and the penalty 
parameter e.
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4. D IRECT PENAL IZAT ION BY  THE 
LEAST-SQUARES FUNCTIONAL 
We consider using the least-squares functional (3.7) to directly penalize the cost functional (3.1) 
of the optimization problem. To this end, consider the penalized functional 
1/~ u 
y~({u,p;O})  = y({u,p;o}) + ~ ({ ,p;o}) 
(4.1) 
= ~ -j 1012 d~2 + ~ (ll - Au  + Vp-  OIl2-~ + Ilv . ull~) . 
The optimality system corresponding to the minimization of (4.1) is given by: seek {u{,p~, 0~} 
in V - [~(O) ] '  × L0~(~) × [L2(O)] s such that 
L /. u~ - v d~2 + ~ 0~. {r d£~ + - (V -  u~) (V -  v)  df~ £ (4.2) 
+-  ( - - /kue -t- Vpe -- 0e , - - /kv  + Vq  -- or)_ 1 = a.vdf i ,  V{v,q;~} e V. 
Using (3.8), one can show that the bilinear form in (4.2) is continuous and coercive on V x V 
so the problem (4.2) has a unique solution. However, to demonstrate O(e) convergence of this 
solution to the exact solution of the velocity tracking problem, it is necessary to show that the 
associated regularized Lagrange muMplier optimality system is well posed. For this purpose, we 
need to identify a form d(., .) that would allow us to obtain (4.2) by eliminating a set of yet 
unknown Lagrange multipliers. To this end, we note the well-known identity [14], 
Ilvll2 x - ~ v .  ( -A ) - l vda  = (v ,  ( - -A)- IV}H_I( f l ) ,H~(~2) , (4.3) 
where  (A)  -1  : [H - l (a ) ]  s ~ [H~(~2)] s denotes the inverse of the (vector) Laplace operator with 
zero Dirichlet boundary conditions. Using (4.3) and the definition of the form a(., .), from (3.3) 
the optimality system (4.2) can be expressed as 
~ ({u~,;~, o j ,  {v, q, ~}) + - (V .v) (V .  u JdO 
(4.4) 
+~ ( -Av  + Vq-or ,  ( -A ) - I ( -Au~ + Vp{-O~)}n_~(a),u{~(a) = ft. vdf~ 
for all {v, q; ~r} E V. It is now clear that 
= 1V.  ~ - I ( -A ) - I ( -Au~ + V;c - 0~), and ~ = u~ (4.5) 
are the "missing" Lagrange multipliers, and that (4.4) can be rewritten as 
a({u~,pc,O~},{v,q,o'})+b({v,q,o'},{A~,p~})=/fi.vdfl, V{v,q;cr} E V, (4.6) 
where b(., .) is the form defined in (3.5). Next, recall that the operator -A  : [H01(fi)] s -~ 
[H-l(f i)] s - ([H~(fl)]s) * can be defined through 
= £vu:  Vvdfi, Vu, v ~ [H~(0)]'. (4..7) ( ( -~)u ,  v)._~(~),.,~(~) 
Then, (4.5) can be recast as 
: = (-Au  + + / . v .  (4.8) 
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for all {~,u} E [Hoi(ft)] s x L2(f~). If we define the bilinear form 
d({A,p},{~,~}) = ~(VA:  V~ + #~)dft ,  V{A,#}, {~,~} E [Hol(f~)] ~ x L~(f~), (4.9) 
then (4.8) can be rewritten as 
b({u~,p~,O~}, {~,,}) - ~d ({A~,,~}, {~,-}) = 0, (4.10) 
for all {~, ,} E [Hd(ft)] s x L02(ft). 
Using the correspondences {u, p; 0} ~ u, {v, q; or} ~ v, {A, p} ~ A, {~, ~,} ~ ~, {fi, 0; 0} ~ f,  
and {0,0} ~ 9 along with the definitions V = [Hl(f~)] s x L02(f2) x [L2(f2)] s and S = [H01(f2)] s × 
L02(f~), it is clear that (4.6) and (4.10) are equivalent o (2.22). It is also easy to see, using the 
above correspondences, that (4.2) is equivalent o (2.18). Thus, we are positioned to invoke the 
results of Section 2.3, provided that we can verify the assumptions (2.6) and (2.14). 
PROPOSITION 4.1. Assumptions (2.6) are valid for the forms a(., .) and b(.,.) defined in (3.3) 
and (3.5), respectively, and assumptions (2.14) are valid for the bilinear form d(., .) defined 
Jn (4.9). 
PROOF. For the sake of brevity, we only demonstrate that a(., .) is coercive on the kernel space 
Z = {{u,p;0} ~ [H0~(a)] ' × Co~(a) × [L2(a)]~ : 
b({u,p;O},{(,c,}) = 0, V{( , ,}  E [H~(a)] ~ x n02(ft)} 
and that b(-,-) satisfies the last condition in (2.6). The remaining assumptions in (2.6) can be 
easily verified and, obviously, assumptions (2.14) are satisfied with Cd = I(d : 1. 
Note that {u,p; 0} E Z if and only if the pair {u,p} solves the Stokes system (3.2). Therefore, 
from. (3.8), we obtain that 
Ilulll ÷ ilpllo ~ cII01I-!, v{u ,p ;0}  ~ z. 
From the definition of e(.,-), and the fact that II0ll_l ~ IlOll0, it follows that 
a({u,p;O}, {u,p; 0})= [tul[~ + 6[]0[]o 2 > 6[10][o 2 > -~min (1, C )  ([]u[]2 + ][pII°2 + [[01[°2) 
for all {u,p;0} E Z. To prove the last assumption in (2.6), let {~,~} be an arbitrary pair in 
[H01(ft)] s x L02(ft) and consider the Stokes system 
-Au  + Vp = -A~,  in ft, 
V .  u = z~, in f/, and /p  d~ = 0. 
U = O, on r ,  
We :recall (see [4, p. 299]) that for every ~ E [H01(ft)] s and t/ E Lo2(f~), there exists a unique 
solution {u,p} E [Hd(f~)] s x L~(f2) of this system and, moreover, 
Ilulll + Ilpll0 _< C( l l - /X~l l -1  + [I-Iio) < C(ll~lll + I1~110), 
where the last inequality follows from (4.3). Then, 
1 
b({u,p;O}, {~,~}) = IIV~ll0 2 + I1"11~ -> ~ (11~111 + I1~110) (l[U]ll + IlPllo) 
from which the last assumption in (2.6) easily follows. | 
With this proposition we have verified all the hypotheses of Propositions 2.1, 2.7, and 2.10 and 
thus we have the following result. 
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THEOREM 4.2. The velocity tracking problem consisting of minimizing the functional (3.1) sub- 
ject to the Stokes system (3.6) and the penalized form of this problem consisting of minimizing 
the penalized functional (4.1) both have unique solutions. Moreover, the solution of the latter 
problem, i.e., the solution of (4.6) and (4.10), converges to the solution or the former problem 
with an error that is O(e). 
4.1. Approx imat ion  of  the  Pena l i zed  Opt imizat ion  P rob lem 
To approximate the penalty solution, we have the choice of discretizing either the penalized 
problem (4.2) or the associated regularized optimality system (4.6) and (4.10). These approaches 
respectively corresponds to the eliminate and then discretize and the discretize and then eliminate 
approaches discussed in Remark 2.22. 
If we choose to first discretize and then eliminate, it turns out that finite-element spaces for 
the velocity and the pressure cannot be chosen independently even though we have penalized the 
cost functional by a well-posed least-squares formulation for the Stokes system for which such 
restrictions do not exist! To see this, it suffices to inspect the definition of the discrete space Z h. 
Given finite-element subspaces W h, ph, and @h of [H~(Yt)] s, L02(~), and [L2(~)] s, respectively, 
it is not hard to see that {uh,ph,O h} E Z h if and only if 
(4.11) y 
- - /~ qhU . u h -= O, V qh ~ ph. 
This problem is a mixed Galerkin discretization of the Stokes system and as such it is subject 
to the inf-sup condition [4,12]. Therefore, we conclude that the proper definition of the discrete 
kernel space Z h requires a stable pair of velocity and pressure subspaces. In particular, this 
excludes the possibility of using equal order interpolation spaces defined with respect o the same 
triangulation of the domain ~ into finite elements; see [4,12]. 
With respect o the last assumption in (2.6), the inf-sup condition on the state variables is an 
inner stability condition required to ensure well-posedness of the discrete constraint equation, 
i.e., the mixed Stokes problem (4.11). Without this condition, the outer inf-sup condition in (2.6) 
will fail as well. 
If we choose to first eliminate and then discretize, the finite-element approximation of (4.2) is 
easily defined by restricting this problem to a finite-element subspace of V = [H~(O)]" x L02(O) × 
[Le(gt)] 8. In the usual manner, one can show that the ensuing problem is a linear system whose 
solution defines a finite-element approximation u h (u~,Pe, oh) to the penalty solution. As stated 
in Remark 2.23, this approach does not require an explicit choice of finite-element subspaces 
for the Lagrange multipliers, neither does it seem to require a special choice of velocity and 
pressure subspaces. Indeed, since the bilinear form in (4.2) is coercive on V × V, it is easy to 
see that all assumptions of Proposition 2.17 will hold for any conforming subspace V a of V and 
so the discrete penalty problem will have a unique solution for any fixed value of the penalty 
parameter e. Nevertheless, stability and convergence of this method as e --* 0 will depend on 
whether or not the implicitly defined multiplier space satisfies a discrete inf-sup condition when 
paired with the spaces used to discretize (4.2); see Remark 2.19. As a result, discretization of 
the penalty system (4.2) is not guaranteed to work for all possible choices of conforming finite- 
element subspaces, in particular, the penalty finite-element solution is not guaranteed to be free 
of locking as e ~ 0; see Remark 2.24. 
To summarize, we have seen that the direct approach of penalizing an objective functional 
with a well-posed least-squares functional for the constraint equations does not in general ead 
to a computational method that takes advantage of some of the most desirable features of least- 
square finite-element methods. In particular, the need to have the discrete constraint system 
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to be stably solvable for the state variable for any choice of control variables can, e.g., for the 
Stokes system, negate the advantages of least-square finite-element methods in optimal control 
settings. In the next section, we consider an alternate method that circumvents this problem and 
leads to formulations of the velocity tracking problem that can be discretized using any choice of 
conforming finite-element subspaces for the state and control variables. 
5. CONSTRAIN ING BY  THE LEAST-SQUARES FUNCTIONAL 
In the last section, we saw that direct penalization of (3.1) by the least-squares functional (3.7) 
led to a regularized Lagrange multiplier system that still required an internal inf-sup stability 
condition. This, of course, is caused by the fact that reintroducing the Lagrange multipliers (4.5) 
back into (4.4) recovers the mixed form of the Stokes system, which, as we know from Sec- 
tion 2.4.1, is a saddle-point problem in its own right. 
One of the chief reasons for the widespread use of least-squares principles has been their ability 
to circumvent saddle-point stability conditions; see [13]. Since the main disadvantage of direct 
least-squares penalization is the reappearance of the mixed form of the constraint equation, it 
is natural to seek a solution of this problem by replacing the original constraint equation (4.10) 
by an equivalent least-squares formulation so that the new bilinear form bl(-, .) appearing in the 
constraint equation is symmetric and coercive. Then, the solution of the optimization problem 
will not require any internal discrete stability conditions 
In sum, we propose to use the least-squares functional K:(u, p; 0), defined in (3.7), to constrain 
rather than to penalize the functional (3.1). Thus, least-squares-constrained formulation of the 
velocity tracking problem is given by the optimization problem 
min J (u ,  0), subject to min K:(u,p; 0). (5.1) 
(u,0) E[Ho 1 (ft)]" x [L 2 (f~)]~ (u,p) E [H~ (f~)]~ x L~ (f~) 
Standard techniques from calculus of variations can be used to show that, for any given 0 E 
[n2(ft)] s, the minimizer (u,p) e [Hot(f t)] s x Lo2(f~) of K:(u,p; 0) solves the variational equation 
( -Au  + Vp , -Av  + Vq)_l + /n  V.  uV .  vdf~ = (0 , -Av  + Vq)_ l ,  (5.2) 
for all (v,q) e [H~(~t)] s x n~(ft). To cast the least-squares constraint equation (5.2) into the 
form of (2.2), let S = [H~(ft)] ~ x L02(ft), 1~ = [L2(ft)s], and V = S x O. Then, consider the 
bilinear form 
bl({u,p}, {v,q}) = ( -Au  + Vp , -Av  + Vq)_l + /a  V -uV.  vdf~ (5.3) 
defined on S × S, the bilinear form 
b2({0}, {v, q}) : - (0 , -Zxv + Vq)_l  
defined on (9 x S, and the form 
b({u,p, 0}, {v, q}) = bl({u,p}, {v, q}) + b2({0}, {v, q}) 
defined on V x S. With the additional correspondence {0,0} ~ g, the least-squares Stokes 
constraint (5.2) is equivalent to (2.2), i.e., to 
b({u,p, 0}, {v, q}) = 0, Y {v, q} E S = [H~ (ft)] ~ × L2(f~). 
The bilinear form bl(., .) serves to define a self-adjoint operator B1 : S --~ S*. Using (3.8), one 
can show that this form is continuous and coercive on S x S so that the operator B1 is invertible 
with a bounded inverse. 
1052 P. BOCHEV AND IVI. D. GUNZBURGER 
REMARK 5.1. It is instructive to compare  the operator engendered by b1(., .) as defined in (3.4) 
and used in used in Section 4.1 with that corresponding to (5.3). In the first case, bl(-, .) gives 
rise to the Stokes operator 
BI= V- 0 
plus some suitable boundary conditions while in the second case, (4.3) can be used to show that 
bl(-, .) leads to the operator 
B1 = [ -A ;VV"  V 1 . V. ( -A) - lV J  (5 .5 )  
plus some suitable boundary conditions. Note that B1 as defined in (5.4) is merely the standard 
symmetric but indefinite Stokes operator and the weak formulation involving the corresponding 
bilinear form (3.4) is subject to an inf-sup condition on the velocity-pressure spaces. On the 
other hand, B1 as defined in (5.5) is a symmetric and positive definite operator and the weak 
formulation involving the corresponding bilinear form (5.3) does not require inf-sup conditions 
for stability. This is the main difference between the two ways of using a least-squares functional 
for optimization problems. Thus, in this sense, the least-squares constraint (5.1) can be viewed 
as a regularized form of the original Stokes constraint (2.37). 
For {u,p, 0} E V = [H01 (f~)] s x L02(f~) x [L2(f~)] s and {v, q} E S = Hol (fl) x LoZ(g~), we introduce 
the Lagrangian functional 
e({u,p,  0}, {v, q}) : J (u ,  0) + b({u,p, 0}, {v, q}) 
1 (u - a) z da  + ~ 1012 da + (-ZXu + Vp - 0, -Av  + Vq)_l  (5.6) 
2 
+ fa  (V.  u) (V.  v) da. 
Then, the constrained optimization problem (5.1) is equivalent to the unconstrained optimization 
problem of finding the saddle points ({u,p, 0}, {v,q}) of (5.6). The saddle points may be found 
by solving the optimality system 
fau.  zd~ + /a(V. v)(V . z)df~ + (-Av + Vq,-Az)_l = f fl. zda, 
( -Av  + Vq, Vr)_  1 = 0, 
fa0 .~df~-  ( -Av+ = 0, (5.7) Vq, or)_ 1 
( -Au  + vp , -Aw)_~ + ./o(V • u)(V.  w) da - (0 , -Aw)_~ = o, 
(--All -}- Vp, VS)_ 1 -- (0, VS)_ 1 = 0, 
for all z C [H01 (ft)] ~, r E L~(E~), o" E [L2(f~)] s, w E [Hl(Ft)] s, and s E Lo2(f~). 
THEOREM 5.2. System (5.7) has a unique solution. 
PROOF. Note that {u,p, 0} is in the kernel space Z if and only if, given a 0 E [L2(~Q)] ~, the pair 
{u,p} solves the least-squares variational equation (5.2). Because the form bl(., .) is continuous 
and coercive, this equation has a unique solution and this solution depends continuously on the 
data. Therefore, for any {u,p, 0} E Z, it holds that 
tlul[1 + llpll0 -< Cl[011-1. 
Note that the form a(., .) is the same as in Theorem 4.1 and so its eoercivity on Z follows in 
exactly the same manner. 
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It now remains to verify that the last assumption in (2.6) holds for the form b(., .), i.e., that 
there exists a constant Kb such that 
b({u,p,O}, {v,q}) > Kbtl{v,q}l ls sup 
{.,p,o}ev II{u,p,O}llv 
Let {v, q} C S be an arbitrary but fixed function and take {u,p, O} --- {v,p, 0}. Then, 
b({u,p ,O},{v ,q})  = bl ({v,q}, {v,q}) > CH{v,q}ll z
where the last inequality follows from (3.8). This shows that the last assumption i  (2.6) holds. | 
Finite-element discretizations of (5.7) are defined in the usual manner. We choose conforming 
subspaces W h C [H01(ft)] *, ph C L2(f~), and @ h C [L2(f~)] ~ and then seek {uh,ph, O h} E 
W h x ph x O h that solves 
L uh  zh an + (-LXv h + Vq h, -~Xzh)_ 1 +/o  (V. v h) (V. zh) an : /o  ah. z h da, 
( -Av  h + Vq ~, Vr h) _, = 0, 
V h o.M O.o 'hdf t - -  (--/kv h+ q , )-1 =0'  
( - / \uh  4- Vph' - - / \wh)- i  + L (V  l lh)(V,  w h) d~'~- (oh , - - / \wh)_  1 =0,  
(_Au h + Vph, Vsh)_ l  _ (fh, Vsh)_  1 = 0 
(5.8) 
for all{z h,r h,~r h} E W hx  ph xO h and {w h,s h} C W h ×Ph.  
THEOREM 5.3. System (5.8) has a unique solution for any conforming choice of the finite-element 
spaces W h, ph, and O h. 
PROOF. Since bl(', ') is coercive and continuous on [H01 (f~)]s x L 2 (ft)] 2 it will remain coercive for 
any choice of conforming subspaces W h and ph and so the proof of the discrete inf-sup condition 
follows in exactly the same way as in Theorem 5.2. To show that a(.,-) as defined in (3.a) is 
coercive on the discrete kernel space Z h, note that {uh,p h, O h } @ Z h if and only if {uh,p h } solves 
the problem 
bl ( { u h, ph } , { v h, qh } ) + b2 ( O h , { v h, qh } ) , g { v h, qh } E W h x Ph. 
Clearly, this problem has a unique solution {uh,p h} E W h x ph and moreover, 
IluhJl, ÷ [Iphtlo c ]lohll_l. 
Now (2.10) easily follows by noting that 
5 a eh}, {uh,,,h, eh}) = iluhfl  ÷ Ile' ll  
and that Hshilo >_ 118hH_l. Thus, we have established that all assumptions of Proposition 2.3 hold 
for any choice of conforming finite-element subspaces of [Hl(gt)] s, L02(t2), and L2(t2). | 
Let q~, O, and ,k denote the coefficient vectors of the state variables {u h, ph}, the control O h, and 
the adjoint variables {v h, @}, respectively. The discretized optimality system (5.8) is equivalent 
to the linear system 
0 
M2 Qr = . (5.9) 
Q 0 
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Here, Mli  and Ml2  are matrices corresponding to the bilinear form a(., .) and the bases chosen for
the subspaces Vh and Oh, respectively, lK  is the stiffness matrix corresponding to the bilinear
form br(.,  ,) for the basis chosen for the subspace  Vh x Ph, and Q  is the rectangular matrix
generated by the bilinear form bz(.,  .) with respect to the bases chosen for the subspaces Vh  x Ph
and Oh.  Theorem 5.3 implies that (5.9) is uniformly invertible for any choice for the finite-element
subspaces.
REMARK 5.4. Here we have chosen the same finite-element subspaces Wh  x Ph to approximate
both the state {u,  p}  and the adjoint  {v,  q} variables. If these variables are approximated using
two different subspaces of [H;(R)]’ x L’(R),  then the two matrices R  appearing in (5.9) are not
the same and in fact, they are the transpose of each other. Even though nothing prevents us
from using different subspaces, this would clearly complicate the exposition and so we will not
pursue this approach.
Of course, (5.9) is a formidable system to solve; it is at least twice the size of the least-squares
problem for the Stokes system lK&  + Q6  = 6, not counting the size of the control variable. To
reduce its size, we proceed to eliminate the adjoint  variables from the discrete problem (5.8),
i.e., we first discretize and then eliminate; see Remark 2.22. Elimination of the adjoint  variables
requires a form d(., .) that satisfies assumptions (2.14). Here we will use the form defined in (4.9)
and the relaxed constraint equation
~d({&~;},{wh,sh})  =b({uh;,p~,e,h},{wh,sh})
= (-AU;  + 04,” - O,h,  -Awh  + Vsh)-, (5 .10)
+ R  (Vu;)  (V.wh)  da
J
to effect the regularization. After the original constraint in (5.8) is replaced by (5.10),  the linear
system (5.9) takes the form
(1  +  g@=(i). (5.11)
Here D  is a matrix corresponding to the form d(., ,) and the bases chosen for the subspaces Wh
and Ph (recall that we restrict attention to approximation of the state and adjoint  variables by
the same finite-element spaces). It is easy to see that
where lK2  and Ml  are matrices corresponding to
J Vv : VwdCl, a n d J qs  dRR R
and the bases chosen for Wh and Ph, respectively. One can easily eliminate the discrete adjoint
vector i, from (5.11) to obtain
(5.12)
The coefficient matrix of this linear system is symmetric and positive definite. Note the ap-
pearance of D-l  in system (5.12). F ormally, computation of ill-l requires a solution of a vector
Poisson equation to invert lKz  and inversion of a consistent mass matrix. Even though KY’  can
be computed fairly quickly by multilevel methods, it turns out that it is possible to improve the
efficiency of the penalized formulation even more. We will consider this issue in the next section.
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6. FURTHER PRACTICAL ITY  CONSIDERATIONS 
In this section, we briefly discuss important issues related to the implementation f least-squares 
constrained methods. In particular, we use several popular techniques from least-squares finite- 
element methodologies to demonstrate he formulation of practical and efficient computational 
algorithms based on the ideas from the last section. 
6.1. Discrete Norms 
The choice of d(.,.) is guided by the assumptions in (2.14) which require this form to be 
symmetric, continuous, and coercive, i.e., inner-product equivalent. These assumptions also 
guarantee that the matrix II) engendered by d(.,.) is invertible for any conforming choice of 
finite-element subspaces for the adjoint variables. In the present context, inversion of II} includes 
inversion of ~2, i.e., a solution of a discrete Poisson equation on the same mesh on which we 
discretize our primary problem. Thus, it would be advantageous to find a cheaper alternative. 
Since the only relevant assumption on d(.,.) is its inner-product equivalence, it is clear that 
we can replace II3 by an arbitrary symmetric and positive definite matrix as long as it remains 
spec~rally equivalent to D. This idea has been widely used in the least-squares community in the 
implementation f negative norm least-squares methods; see [14-16], among others. 
The computation of negative norms requires the inversion of the Laplace operator; see (4.3). 
Because this operation is not practical, least-squares methods that require negative norms have 
relied on computable discrete quivalents to replace the actual negative norm. It can be shown 
(see [16]) that for finite-element functions uch an equivalence can be defined using the discrete 
minus one inner product 
(¢, ¢)h = ((~h + h2~) ¢, ¢)0, (6.1) 
where ]~h is a preconditioner for the Laplace equation that is spectrally equivalent to K~ 1 Thus, 
D-1 can be replaced by the matrix 
0 h ~ ' 
In practice, i~ h is often implemented by using several multigrid cycles which makes its computa- 
tion very efficient compared to the evaluation of IK~ -1. 
Of course, the negative norms and inner products in (5.1), (5.6), (5.7), and (5.8) also must 
be replaced by computable equivalents before we can actually use the methods in computations. 
Likewise, it is preferable to replace the Laplace operator -A  by a discrete equivalent A h so as 
to allow the use of standard C o finite-element subspaces in the discrete problem. For instance, 
we can define A h : [H-l(ft)] ~ ~ W h by --Ahu = v h if and only if 
(Vv h,vzh)0 = (u ,z%,  v~ ~ ~ w h 
It can be shown (see [14]) that the use of A h does not lead to loss of accuracy in the discrete 
problem. 
Thus, using (6.1) in lieu of the minus one inner product and A h in lieu of A gives the computable 
alternative of (5.8), 
• -A  z )h 4- V .vhV.  d~ : - z hd~, 
(--Ahv h + Vq h ,Vrh)h  = 0, 
O. o'h dft - ( - -Ahv h 4- Vqh, cr )h : O, (6.2) 
( -ahu  h + vp h, -a~h)  h + .~ v uhV w h a~ - (0 h, ~ ~ W h ~ h 0, 
( -Ahu  h + V~ h, Wh) h - (0 h, Wh)~ = 0 
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The linear system obtained from (6.2) by using C to eliminate the adjoint variables is given by 
where K h is the analogue of K obtained with the discrete minus one inner product. All matrices 
in (6.3) are computable and the system can be solved by, e.g., preconditioned conjugate gradient 
methods o that (6.3), when coupled to an iterative penalty method, defines a truly practical 
algorithm for the solution of the velocity tracking problem. 
6.2. F i r s t -Order  Formulat ions  
In (5.1), we constrained the optimization problem by a least-squares functional based on the 
second-order Stokes system. A popular and widely used practice in least-squares finite-element 
methods is to apply least-squares principles to equivalent first-order formulations of the PDE 
problem. This reduces the continuity requirements on the finite-element spaces, but also increases 
the number of dependent variables. However, this reformulation may well be worth the effort, 
especially when the optimization problem involves physically important variables uch as vorticity 
or stress. 
To illustrate this idea, consider the functional 
fl(u, O) = ~ IV x u[ 2 dr2 + ~ ]OI 2 da (6.4) 
and the optimization problem 
min fl(v, 0) 
{v ,O} E [Ho 1 (a) ]  s x [L2] " (a )  
subject to the Stokes system (2.37). This optimization problem calls for finding a distributed 
control 0 that minimizes the total flow vorticity. 
Using the vorticity 
in (6.4) allows us to write that functional as 
1 lwl zda+ 1012da. (6.5) y(~,  o) = ~ 
We can also consider the vorticity as a new dependent variable in the Stokes system. Using the 
well-known vector identity 
-Au  = V × V x u -  V (V -u) ,  
the Stokes system (2.37) can be expressed as 
V x w + Vp = 0, in ~, 
V .u=0,  in,t ,  
V x u -  w = 0, in ~, 
n=0,  onF. 
(6.6) 
Problem (6.6) is known as the velocity-vorticity-pressure formulation of the Stokes problem. 
In [17], it was shown that a norm-equivalent functional for this system is given by 
1 
~:(u,~o,p;0) = ~ (11 v x oJ + Vp-  0112_1 + llV. all02 + blV x u -  ~112). 
Now, the vorticity minimization problem can be restated as 
rain fl,(w,0), subject o min K(u cJp;0). (6.7) 
(¢o,0)e[L 2(f~)]'~ × [L ~ (f2)] ~ (u,to,p) ¢ [H  1 (f2) " × [L 2 (f2) ~ x L~(f~) 
One advantage of (6.7) is that its optimality system will involve at most first-order derivatives 
of the dependent variables which makes it easier to discretize by standard C O finite-element 
subspaces. 
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