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Abstract
A finite dynamical system (FDS) is a system of multivariate functions over a finite alphabet,
that is typically used to model a network of interacting entities. The main feature of a finite
dynamical system is its interaction graph, which indicates which local functions depend on which
variables; the interaction graph is a qualitative representation of the interactions amongst entities
on the network. As such, a major problem is to determine the effect of the interaction graph on
the dynamics of the FDS. In this paper, we are interested in three main properties of an FDS: the
number of images (the so-called rank), the number of periodic points (the so-called periodic rank)
and the number of fixed points. In particular, we investigate the minimum, average, and maximum
number of images (or periodic points, or fixed points) of FDSs with a prescribed interaction graph
and a given alphabet size; thus yielding nine quantities to study. The paper is split into two
parts. The first part considers the minimum rank, for which we derive the first meaningful results
known so far. In particular, we show that the minimum rank decreases with the alphabet size,
thus yielding the definition of an absolute minimum rank. We obtain lower and upper bounds on
this absolute minimum rank, and we give classification results for graphs with very low (or highest)
rank. The second part is a comprehensive survey of the results obtained on the nine quantities
described above. We not only give a review of known results, but we also give a list of relevant
open questions.
1 Introduction
Networks of interacting entities can be modelled as follows. The network consists of n entities, where
each entity v has a local state represented by a q-ary variable xv ∈ vqw = {0, 1, . . . , q − 1}, which
evolves according to a deterministic function fv : vqw
n → vqw of all the local states. More concisely,
the state of the system is x = (x1, . . . , xn) ∈ vqw
n, which evolves according to a deterministic function
f = (f1, . . . , fn) : vqw
n → vqwn, referred to as a Finite Dynamical System (FDS). FDSs have been
used to model different networks, such as gene networks, neural networks, social networks, or network
coding (see [16] and references therein for the applications of FDSs). In view of their versatility, a
recent stream of work is devoted to the study of FDSs per se, without a particular application in mind.
The architecture of an FDS f : vqwn → vqwn can be represented via its interaction graph D(f),
which indicates which update functions depend on which variables. A major problem about FDSs
is then to predict some of their dynamical features according to their interaction graphs. Perhaps
the first example of such a result is due to Robert [28], who showed that if the interaction graph is
acyclic, then fn(x) = c for some c ∈ vqwn. However, due to the wide variety of possible local functions,
determining properties of an FDS given its interaction graph is in general a difficult problem.
In this paper, we are interested in the following three dynamical features of an FDS. A fixed
point of f is a stationary state (i.e. f(x) = x); a periodic point is a recurring state (i.e. fk(x) = x
for some k); and an image is a reachable state (i.e. f(y) = x for some y). We consider the number
of fixed points, of periodic points, and of images of FDSs. In order to illustrate the influence of the
interaction graph, we consider the set of all FDSs f : vqwn → vqwn with a given interaction graph
D, and we study the minimum, average and maximum value of the three properties described above.
This yields nine quantities for a given graph D and alphabet size q.
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Those nine quantities have been studied to various degrees. Arguably the quantity that attracted
the most attention is the maximum number of fixed points, in particular due to its relationship with
network coding [25, 27, 19]. On the other hand, two quantities have not been studied so far. Firstly,
the average number of periodic points seems very complex to estimate, as even in the case where n = 1
it requires some sophisticated machinery (see below for more explanation). Secondly, the first part
of this paper is devoted to the study of the minimum number of images, where we can obtain some
interesting results.
We decided to limit the scope of this survey and to present a comprehensive survey for that scope,
instead of a limited survey of a broader topic. Nonetheless, let us mention three main strands of
work on the dynamics of FDSs that do not fit the scope of this paper. Firstly, the signed interaction
graph of an FDS not only encodes the fact that fv depends on the variable xu, but also whether it
is a monotonically non-decreasing (arc signed positively) or monotonically non-increasing (arc signed
negatively) or neither (both signs given on the arc) function of xu. A large amount of work considers
the influence of the signed interaction graph (see [24] for a survey of such work); we shall use some of
these results but we will not carry out a comprehensive survey of the signed interaction graph, let alone
of its local variants. Secondly, some work also restricts the nature of the local functions fv: it can be
linear [19, 17], threshold [22, 21], conjunctive or disjunctive [1, 2], etc. Thirdly, a large body of work
is devoted to the study of different update schedules, where instead of applying f to x, for instance
only one entity updates its state at each time step, and x becomes (x1, . . . , xi−1, fi(x), xi+1, . . . , xn)
for some i. The same FDS may yield completely different dynamics under different update schedules
(see [9, 20, 23, 7] for instance).
The rest of the paper is organised as follows. Section 2 gives some formal definitions of FDSs and
related concepts. Section 3 then is devoted to the study of the minimum number of images. Section
4 gives a survey of the nine properties described above, with a review of known results and a list of
open problems.
2 Formal definitions
A (directed) graph is a pair D = (V,E), where V is the set of vertices and E ⊆ V 2 is the set
of arcs. For a comprehensive account of graphs, the reader is directed to [6]. We shall use the
following terminology and notation. The in-neighbourhood of a vertex v is Nin(v) = {u : uv ∈ E}
and its in-degree is din(v) = |Nin(v)|; out-neighbourhoods and out-degrees are defined similarly. The
in-neighbourhood of a subset of vertices S is Nin(S) =
⋃
s∈S Nin(s). A vertex with an empty in-
neighbourhood is a source, while a vertex with an empty out-neighbourhood is a sink. All paths and
cycles are directed unless stated otherwise. A loop on the vertex v is the arc vv. The girth of D,
denoted γ(D), is the shortest length of a cycle in D, or is infinity if D is acyclic. A feedback vertex
set is a set of vertices I such that D[V \ I] is acyclic; the minimum size of a feedback vertex set of D
is the transversal number of D, denoted as τ(D). More relevant concepts will be given as required.
Let n be a positive integer and denote [n] := {1, . . . , n}. Let q be an integer greater than or equal
to 2 and denote vqw := {0, 1, . . . , q − 1}. A state is any x = (x1, . . . , xn) ∈ vqw
n, where xi ∈ vqw
is a local state. We shall use the following shorthand notation. First of all, we identify an element
i of [n] and the corresponding singleton {i}. Also, for any set S = {s1, . . . , sk} ⊆ [n], we denote
xS = (xs1 , . . . , xsk), only taking the order of elements into account when necessary. Moreover, we
denote the set [n] \ S as −S, thus denoting x = (xi, x−i).
We denote the set of functions f : vqwn → vqwn as F(n, q). A Finite Dynamical System (FDS)
is any function f ∈ F(n, q). In particular, a Boolean network is any FDS in F(n, 2). We view f
as f = (f1, . . . , fn), where each fi : vqw
n → vqw is a local function of the system. We use the same
shorthand notation as above for functions as well, e.g. fS = (fs1 , . . . , fsk) : vqw
n → vqwk.
The interaction graph of f , denoted D(f), has vertex set [n] and uv is an arc in D(f) if and only
if fv depends essentially on xu, i.e.
∃a, b ∈ vqwn such that a−u = b−u, fv(a) 6= fv(b).
Let D = ([n], E) be a graph; we have E ⊆ [n]2, i.e. D is a directed graph, possibly with loops. Then
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we consider two sets of functions:
F[D, q] := {f ∈ F(n, q) : D(f) = D},
F(D, q) := {f ∈ F(n, q) : D(f) ⊆ D}.
We consider the following three dynamical properties.
1. An image of and FDS f is simply x ∈ vqwn such that there exists y ∈ vqwn with x = f(y). The
set of images is denoted Ima(f) and its size is the rank of f : rank(f) = |Ima(f)|.
2. A periodic point is x ∈ vqwn such that there exists k ≥ 1 with fk(x) = x. The set of periodic
points is denoted Per(f) and its size is the periodic rank of f : per(f) = |Per(f)|.
3. A fixed point is x ∈ vqwn such that f(x) = x. The set of fixed points is denoted Fix(f) and its
size is denoted fix(f) = |Fix(f)|.
We are interested in the following nine quantities: the minimum, average, and maximum rank,
periodic rank and number of fixed points of a function in F[D, q]. We denote
rank−[D, q] := min{rank(f) : f ∈ F[D, q]}
rank[D, q] := avg{rank(f) : f ∈ F[D, q]}
rank+[D, q] := max{rank(f) : f ∈ F[D, q]}.
We use similar notation for the periodic rank and the number of fixed points. Moreover, we also
consider their counterparts in F(D, q); again, similar notation is used.
3 Minimum rank
3.1 Preliminary results
For a given graphD, the minimum rank of a function in F[D, q], viewed as a function of q, is particularly
well-behaved.
Lemma 1. For any D, rank−[D, q] is a non-increasing function of q.
Proof. Let f ∈ F[D, q], then consider fˆ ∈ F(n, q+1) defined as fˆ(x) = f(xˆ), where xˆv = min(xv, q−1)
for all v. Then it is easily checked that D(fˆ) = D and rank(fˆ) ≤ rank(f).
We can then consider the overall minimum rank
rank−[D] := min{rank−[D, q] : q ≥ 2}.
In fact, this quantity remains unchanged if we consider infinite alphabets as well; as such, rank−[D]
is a fundamental property of a graph.
Corollary 1. For any D,
rank−[D] = lim
q→∞
rank−[D, q] ≤ rank−[D, 2] ≤ 2n.
We refine Corollary 1 by giving an upper bound on the smallest q such that rank−[D, q] = rank−[D].
In particular, this shows that rank−[D] is computable.
Theorem 1. For all D with n vertices and m arcs, rank−[D] = rank−[D, (n+ 1)m].
Proof. Let D = ([n], E) and f ∈ F[D, q]; we shall construct g ∈ F[D,Q] with Q ≤ (n + 1)m and
rank(g) ≤ rank(f).
For any arc ij ∈ E, let a := aijf , b := b
ij
f ∈ vqw
n illustrate the influence of xi on fj, i.e.
ai 6= bi, a−i = b−i, fj(a) 6= fj(b).
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Let Xf ⊆ vqw be the set of all values that appear in all the a
ij , bij :
Xf := {a
ij
k : k ∈ [n], ij ∈ E} ∪ {b
ij
k : k ∈ [n], ij ∈ E}
:= {aijk : k ∈ [n], ij ∈ E} ∪ {b
ij
i : ij ∈ E}.
Then |Xf | ≤ (n+ 1)m. Similarly, let Yf be the set of values the fj functions take on those states:
Yf := {fj(a
ij) : ij ∈ E} ∪ {fj(b
ij) : ij ∈ E}.
Then |Yf | ≤ 2m. Let A be the larger of these two sets of values, i.e. Af = X if |Xf | ≥ |Yf | and
Af = Yf otherwise. Thus Q := |Af | ≤ (n+ 1)m.
By translation and conjugation, we can assume that f is such that Xf , Yf ⊆ Af = vQw. More
explicitly, we prove the following claim.
Claim 1. There exists h ∈ F[D, q] such that
1. for all ij ∈ E, hj(a
ij
h ) 6= hj(b
ij
h ),
2. Xh, Yh ⊆ Ah = vQw,
3. rank(h) = rank(f).
Proof. Suppose that |Xf | ≥ |Yf |, so that Af = Xf ; the proof is similar in the other case. Let ρ, σ
be two permutations of vqw such that π(Yf ) ⊆ Xf and σ(Xf ) = vQw. We let π and σ act on vqw
n
componentwise. Then let h ∈ F[D, q] be defined as
h = σ ◦ ρ ◦ f ◦ σ−1,
and let aijh = σ(a
ij
f ) and b
ij
h = σ(b
ij
f ). It is easy to verify that h satisfies the claim.
Let g ∈ F(n,Q) be defined as follows. For all v ∈ [n] and all x ∈ vQwn,
gv(x) = min(hv(x), Q − 1).
Since gj(a
ij) = hj(a
ij) and gj(b
ij) = hj(b
ij) for all ij ∈ E, we obtain that the interaction graph of g
is D. Moreover, the rank of g is clearly no more than that of f .
3.2 Canonical interaction graphs
In this section, we show that the minimum rank rank−[D, q] can be studied by converting the graph D
into a canonical form. First of all, it is clear that if D is not connected, say its connected components
are D1, . . . ,Dk, then rank
−[D, q] =
∏k
i=1 rank
−[Di, q]. Thus, let D = (V,E) be a connected graph.
The canonical version of D, denoted as C(D), is obtained as follows.
1. Let V ′ = V0 ∪ V1, where V0 = {v0 : v ∈ V } and V1 := {v1 : v ∈ V } are copies of V . Let
E′ = {u0v1 : uv ∈ E}. Then let D
′ = (V ′, E′).
2. Say a vertex v1 ∈ V1 of D
′ is redundant if there exists S ⊆ V1 \ v1 such that Nin(S) = Nin(v1)
and that if S contains exactly one non-isolated vertex u1, then u < v. Then let R1 be the set of
redundant vertices of D′ and D′′ = D′ \R1.
3. Say a vertex v0 ∈ V0 of D
′′ is redundant if either v0 is isolated, or there exists u < v such that
Nout(u0) = Nout(v0). Then let R0 be the set of redundant vertices of D
′′ and C(D) = D′′ \R0.
Lemma 2. For any D and q, we have rank−[D, q] = rank−[C(D), q].
Proof. The proof follows the three steps of the construction of C := C(D).
1. rank−[D, q] = rank−[D′, q]. This holds since, for any choice of c ∈ vqwn and any f ∈ F[D, q], the
image of f ′ ∈ F[D′, q] defined by f ′V0(x) = c and f
′
V1
(xV0) = f(xV0) has the same rank as f .
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2. rank−[D′, q] = rank−[D′′, q]. Let v1 be redundant,Nin(S) = Nin(v1), and f
′′ ∈ F[D′′, q]. Defining
f ′(x) by f ′u(x) = f
′′
u (x) for all u 6= v1 and
f ′v1(x) =
{
0 if ∃s ∈ S : f ′′s (x) 6= 1
1 otherwise,
then we see that rank(f ′) = rank(f ′′).
3. rank−[C, q] = rank−[D′′, q]. Let Nin(u0) = Nin(v0) and f˜ ∈ F[C, q]. Let f
′′ ∈ F[D′′, q] be
defined by f ′′v (x) = f˜(x˜), where x˜v = xv if v 6= v0 and x˜v0 = xu0 ∧ xv0 , then once again
rank(f ′′) = rank(f˜).
We now give bounds on rank−[C] for any canonical graph C = (V,E). We denote the set of sources
of C as A = {a1, . . . , am} and the set of sinks of C as B = {b1, . . . , bn}. Let L(C) be the maximum
size of a sequence of vertices such that the in-neighbourhood of the i-th vertex is not contained in the
in-neighbourhood of the previous vertices in the sequence, plus one:
L(C) = max{k : ∃bj1 , . . . , bjk ∈ B,Nin(bjl) 6⊆ Nin({bj1 , . . . , bjl−1})∀1 ≤ i ≤ k}+ 1.
From C = (A∪B,E), construct the simple graph G on B, where two vertices bj, bj′ ∈ B are adjacent
if and only if Nin(bj) ∩Nin(bj′) 6= ∅. Let U(C) denote the number of independent sets of G.
Proposition 1. For any canonical graph C,
L(C) ≤ rank−[C] ≤ U(C).
Proof. We first prove the lower bound. For any S ⊆ B, we denote r(S) := rank−[C[A ∪ S]].
Claim 2. For any S ⊆ B and any b ∈ B such that Nin(b) 6⊆ Nin(S),
r(S ∪ b) ≥ r(S) + 1.
Proof. Let N = Nin(S) and P = Nin(b) \ N ; by hypothesis, P is not empty. Choose a function
f ∈ F[D, q] and p ∈ P and let y, z ∈ vqw|A| illustrate the influence of the arc pb: y−p = z−p and
fb(y) 6= fb(z). We then have
Ima(fS∪b) ⊇ {(fS(xN ), fb(xN , yP )) : xN ∈ vqw
|N |} ∪ {(fS(zN ), fb(zN , zP ))}.
The first set has size rank(fS) and both sets are disjoint, thus rank(fS∪b) ≥ rank(fS)+1. This proves
the claim.
Since r(∅) = 1, applying the claim recursively with S = {bj1 , . . . , bjl} and b = bjl+1 for 0 ≤ l ≤ k−1
yields the lower bound.
We now prove the upper bound. Consider f ∈ F[C,n] given by
fai(x) := 0 ∀ai ∈ A,
fbj(x) :=
{
1 if xNin(bj ) = (j − 1, . . . , j − 1)
0 otherwise
∀bj ∈ B.
For any y ∈ {0, 1}m+n, its support is {v ∈ V : yv = 1}. We prove that the image of f consists of all
y ∈ {0, 1}m+n such that the support of y is an independent set of G. Indeed, if the support of y, say
bj1 , . . . , bjk , is an independent set of G, then y = f(x), with xNin(bjl )
= (l − 1, . . . , l − 1). Conversely,
suppose the support of y is not an independent set of G. If ya = 1 for some a ∈ A, then clearly
y /∈ Ima(f). Otherwise, there exist bj , bj′ ∈ B such that ybj = ybj′ = 1 and Nin(bj) ∩Nin(bj′) 6= ∅. If
y = f(x), then for any a ∈ Nin(bj) ∩ Nin(bj′), we must have xa = j − 1 and xa = j
′ − 1, which is a
contradiction.
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a1 a2 a3
b1 b2 b3 b4
Figure 1: A canonical graph where rank∧[C] < U(C).
We can characterise exactly when these bounds meet. Firstly, the transitive tournament with loops
on n vertices is Tn = ([n], E) with E = {ij : i ≤ j}. Let us define a family of graphs generalising Tn.
Let Tn be the family of graphs D = (L ∪ R,E) such that: |R| = n; for any r ∈ R, there is a loop on
r; and for any r, r′ ∈ R, either rr′ ∈ E or there is l ∈ L such that lr, lr′ ∈ E. In particular, if L is
empty, then we obtain a graph isomorphic to Tn. We note that if H ∈ Tn, then
L(C(H)) = rank−[H,n] = rank−[H] = U(C(H)) = n+ 1.
Proposition 2. For a canonical graph C = (A ∪B,E) with |B| = n,
L(C) = rank−[C] = U(C)
if and only if C is isomorphic to C(H) for some H ∈ Tn.
Proof. We have U(C) ≥ n+ 1, with equality if and only if Nin(b) ∩Nin(b
′) 6= ∅ for all b, b′ ∈ B. Con-
versely, L(C) ≤ n+1, with equality if we can sort the vertices of B so thatNin(bj) 6⊆ Nin({b1, . . . , bj−1})
for all j. Thus, if L(C) = U(C), both conditions must hold, and in particular m ≥ n. Sort the vertices
of A such that aj ∈ Nin(bj) \Nin({b1, . . . , bj−1}) for all 1 ≤ j ≤ k and consider the graph H on L ∪R
such that R has a loop on each vertex, rirj ∈ E if and only if aibj is an arc in C for all 1 ≤ i, j ≤ n,
and lirj is an arc if and only if an+ibj is an arc for all 1 ≤ i ≤ m − n and 1 ≤ j ≤ E. Then H ∈ Tn
and C(H) = C.
We can refine the lower bound as follows. The function r(S) defined in the proof of Proposition 1
satisfies not only r(S ∪ b) ≥ r(S) + 1 if Nin(b) 6⊆ Nin(S) and the initial condition r(∅) = 1, but also
r(S ∪ T ) = r(S) · r(T ) ∀S, T ⊆ B,Nin(S) ∩Nin(T ) = ∅.
The proof of that equality is straightforward. We obtain that rank−[C, q] ≥ L′(C), where L′(C) is the
optimal solution of the following minimisation problem, over all functions r : 2B → N:
min r(B)
s.t. r(∅) = 1
r(S ∪ b) ≥ r(S) + 1 if S ⊆ B,Nin(b) 6⊆ Nin(S)
r(S ∪ T ) = r(S) · r(T ) if S, T ⊆ B,Nin(S) ∩Nin(T ) = ∅.
For any D, the conjunctive network on D is f ∈ F[D, 2] such that for all v ∈ [n],
fv(x) =
∧
u∈Nin(v)
xu,
where an empty conjunction is equal to 1. The rank of the conjunctive network on D is denoted
rank∧[D]. By adapting the proof of Lemma 2, we easily obtain rank∧[D] = rank∧[C(D)]. We can
show that the upper bound U(C) is not always reached. For instance, let C be as in Figure 1. Then
it is easy to verify that U(C) = 8, while rank∧[C] = 7.
We now classify graphs with minimum rank 1, 2, or 2n. The first classification result is straight-
forward, but we include it as a template for the following results.
Proposition 3. For any graph D, the following are equivalent.
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(a) rank∧[D] = 1.
(b) rank−[D, 2] = 1.
(c) rank−[D] = 1.
(d) D is empty.
(e) C(D) is empty.
Theorem 2. For any graph D, the following are equivalent.
(a) rank∧[D] = 2.
(b) rank−[D, 2] = 2.
(c) rank−[D] = 2.
(d) There exists a set S such that for all v, either v is a source or Nin(v) = S.
(e) C(D) ∼= ~P1.
Proof. Clearly, (e)⇒ (a)⇒ (b)⇒ (c). We now prove (c)⇒ (d). If u, v are two vertices of D such that
Nin(u) 6= Nin(v), Nin(u) 6= ∅ and Nin(v) 6= ∅, then C will contain at least two sinks, corresponding
to u and v, respectively. Since these two sinks have different in-neighbourhoods in C, we obtain that
L(C) ≥ 3 and hence rank−[D] ≥ 3.
We finally prove (d) ⇒ (e). If (d) holds, then all but one sinks of D′ will be redundant. Removing
them yields D′′ with only one sink. Removing the redundant sources of D′′ then yields C(D) with one
source and one sink.
Theorem 3. For any graph D on n vertices, the following are equivalent.
(a) rank∧[D] = 2n.
(b) rank−[D, 2] = 2n.
(c) rank−[D] = 2n.
(d) D is a disjoint union of cycles.
(e) C(D) has n connected components, all isomorphic to ~P1.
Proof. Clearly, (d)⇒ (e). We now prove that (e)⇒ (d). Suppose (e) holds, then the arcs of C = C(D)
are a1b1, . . . , anbn. Since D has exactly n vertices, we have C = D
′ and all the arcs in C correspond
to arcs in D. Thus in D, every vertex has in- and out-degree equal to one, hence D is the disjoint
union of cycles.
Clearly, (d) ⇒ (c) ⇒ (b) ⇒ (a). We now prove that (a) ⇒ (d). If the conjunctive network on
D is a permutation of v2wn, then all its local functions are balanced, i.e. |f−1v (0)| = |f
−1
v (1)|. Only
a conjunction of one variable is balanced, thus all vertices have in-degree one in D. Moreover, since
F[D, 2] contains a permutation of v2wn, then all the vertices of D must be covered by cycles [15]. Thus,
D is a disjoint union of cycles.
3.3 The conjunctive network does not minimise the rank
The results above seem to indicate that the conjunctive network has a low rank. Here we exhibit a
graph D such that the conjunctive network on D does not minimise the rank over F[D, 2], and the
minimum rank over F[D,n− 1] is exponentially smaller than the minimum rank over F[D, 2]. For any
n ≥ 2, let D = ([n+ 1], E) ∈ Tn with
E = {1v : v 6= 1} ∪ {vv : v 6= 1}.
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Theorem 4. For all odd n, we have
rank∧[D] = 2n,
rank−[D, 2] = 2⌈n/2⌉ + 2⌊n/2⌋ − 1,
rank−[D,n] = rank−[D] = n+ 1.
Proof. The image of the conjunctive network on D is {(1, y) : y ∈ v2wn}, hence its rank is 2n.
Now, let us give a lower bound on the minimum rank for any f ∈ F[D, 2]. For any v ≥ 2, there
exists at least one value of x1 for which fv(x1, xv) depends on xv:
Xv = {a ∈ {0, 1} : fv(a, 0) 6= fv(a, 1)}.
Let Z0 = {v : Xv = {0}}, Z1 = {v : Xv = {1}}, Z = {v : Xv = {0, 1}}. We denote x =
(x1, xZ0 , xZ1 , xZ) for all x ∈ v2w
n. Then there exist c0 ∈ {0, 1}|Z0| and c1 ∈ {0, 1}|Z1| such that
Ima(f) = {x : x1 = f1, xZ1 = c
1} ∪ {x : x1 = f1, xZ0 = c
0}.
The intersection between the two last sets is {x : x1 = f1, xZ0 = c
0, xZ1 = c
1}, hence the rank of f is
rank(f) = 2|Z0|+|Z| + 2|Z1|+|Z| − 2|Z| ≥ 2 · 2⌈n/2⌉ + 2⌊n/2⌋ − 1.
The lower bound is reached by g ∈ F[D, 2], defined as follows:
g1(x1) = 1,
gv(x1, xv) = x1 ∧ xv 2 ≤ v ≤ ⌈n/2⌉ + 1,
gv(x1, xv) = ¬x1 ∧ xv ⌈n/2⌉ + 2 ≤ v ≤ n+ 1.
Then for g, Z is empty, |Z0| = ⌊n/2⌋, and |Z1| = ⌈n/2⌉, and hence its rank reaches the lower bound.
Finally, since D ∈ Tn, we have rank
−[D,n] = rank−[D] = n+ 1.
4 Survey
We focus on three dynamical properties: the rank, the periodic rank and the number of fixed points.
For each, we consider the minimum, the average and the maximum value it can take in F[D, q] or
F(D, q). In order to highlight the influence of the interaction graph, we give those values for univariate
functions in the set Fq := {φ : [q]→ [q]}.
4.1 Number of fixed points
Minimum The minimum number of fixed points is settled. We have that fix−[D, q] = 1 if D is
acyclic (an easy consequence of Robert’s theorem), while fix−[D, q] = 0 otherwise [5].
In Fq, the number of fixed-point free functions is exactly (q − 1)
q, hence the proportion of fixed-
point free functions tends to 1/e. In fact, more is known: for every fixed k, the proportion of functions
in Fq with exactly k fixed points tends to e
−1/k. On the other hand, little is known about the
proportion of fixed-point free functions in F[D, q], when q tends to infinity. In [14], it is shown that
for D = ~Cn, the directed cycle, that proportion does tend to 1/e.
Problem 1. Is the proportion of fixed-point free functions in F[D, q] positive, as q tends to infinity?
Average The average number of fixed points is equal to 1 for every D and q [14].
Moreover, for q ≥ 3, F[D, q] contains a function with exactly one fixed point (see the section on
the minimum number of periodic points). This is not true when q = 2; for instance if D = ~Cn, then
every function in F[ ~Cn, 2] has either two fixed points (a positive cycle) or no fixed points (a negative
cycle).
Problem 2. Can we determine which graphs have a function with exactly one fixed point?
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Maximum The maximum number of fixed points in F[D, q] or in F(D, q) has been the subject of a
lot of work. We shall split the main results into four parts: upper bounds, lower bounds, exact results
and asymptotic values.
Let x, y ∈ vqwn be two distinct fixed points of f ∈ F[D, q], and consider the positions in which they
differ: ∆(x, y) = {v ∈ [n] : xv 6= yv}. Then D[∆(x, y)] contains a cycle [19] (see also [10] and [18]).
From this observation, we can obtain two upper bounds on the number of fixed points. We denote
the maximum cardinality of a code in vqwn with minimum distance d as A(n, q, d). The girth bound
[19] then asserts that
fix+(D, q) ≤ A(n, q, γ(D)),
while the feedback bound [3] gives
fix+(D, q) ≤ qτ(D).
So far, we only know of graphs for which the feedback bound is tighter than the girth bound.
Problem 3. Is the girth bound always looser than the feedback bound?
Riis developed another upper bound on fix+(D, q) based on the entropy function and submodularity
[26]. He obtained that fix+(D, q) ≤ qH(D), where H(D) is the optimal value of a solution of the
following linear program (with one variable hS for any S ⊆ [n]):
max hV
s.t. hv = 1 ∀v ∈ [n]
hNin(v) = hNin(v)∪v ∀v ∈ [n]
hS ≤ hT ∀S ⊆ T ⊆ [n]
hS∩T + hS∪T ≤ hS + hT ∀S, T ⊆ [n]
In particular, if D is an odd undirected cycle, i.e. D = C2k+1 for k ≥ 2, then H(C2k+1) = k+1/2 [8].
Lower bounds for fix+(D, q) can be obtained by packing smaller graphs with relatively high fix+.
For instance, the complete graph Kn satisfies fix
+(Kn, q) = q
n−1 for all n and q (a function with qn−1
fixed points is fv(x) = −
∑
u 6=v xu). The clique partition number π(D) is the minimum number of
cliques required to cover all the vertices in the graph. Packing cliques then yields
fix+(D, q) ≥ qn−pi(D).
Moreover, the cycle ~Cn has fix
+( ~Cn, q) = 1 for all n and q (here, use fv(x) = xv−1); thus packing
cycles yields
fix+(D, q) ≥ qν(D).
Here, ν(D) is the cycle packing number, i.e. the largest number of vertex-disjoint cycles in D.
These bounds can be refined by considering fractional strategies as follows. Since the alphabet
[qk] is isomorphic to [q]k, working in F[D, qk] can be viewed as working in F[k⊕D, q], where k⊕D =
([n]× [k], {(u, i)(v, j) : uv ∈ E}). Therefore, fix+(D, qk) = fix+(k⊕D, q). A fractional cycle packing of
a graphD is a family of cycles B1, . . . , Bs of D together with non-negative weights w1, . . . , ws such that∑
i:v∈Bi
wi ≤ 1 for all v. In particular, a cycle packing is a fractional cycle packing where the weights
belong to {0, 1}. The maximum value of
∑s
i=1 wi over all fractional cycle packings is the fractional
packing number and is denoted by ν∗(D). Similarly, a fractional clique cover of a graph D is a family
of cliques H1, . . . ,Ht of D together with non-negative weights w1, . . . , wt such that
∑
i:v∈Hi
wi ≥ 1 for
all v. Again, a clique cover is a fractional clique cover where all the weights belong to {0, 1}. The
minimum value of
∑t
i=1wi over all fractional clique covers is the fractional clique cover number and
is denoted by π∗(D). For any D, there exist k, k′ such that
ν(k ⊕D) = kν∗(D), π(k′ ⊕D) = k′π∗(D).
(See [29] for more on fractional graph theory.) Therefore, there exist k and k′ such that
fix+(D, qk) ≥ qk(n−pi
∗(D))
fix+(D, qk
′
) ≥ qk
′ν∗(D).
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In particular, if D = C2k+1, then n− π
∗(C2k+1) = k + 1/2.
We finally note some lower bounds on fix+(D, q) obtained from the guessing graph approach in
[19]. We have the code bound
fix+(D, q) ≥ A(n, q, n − δ(D) + 1),
where δ(D) is the minimum in-degree of a vertex in D. In particular, fix+(D, q) ≥ qδ(D) for any prime
power q ≥ n. For other values of q, we have the competing bound
fix+(D, q) ≥
qδ(D)
n
.
We now turn to lower bounds on fix+[D, q]. First of all, we can easily add “ghost dependencies”
to any f ∈ F(D, q − 1) to create f ′ ∈ F[D, q] with at least as many fixed points as f . Therefore,
fix+[D, q] ≥ fix+(D, q − 1).
Remarkably, [4] shows two ways how packing cycles can also help with fix+[D, 2]. Firstly,
fix+[D, 2] ≥ ν(D) + 1.
The function achieving this number of fixed points can be schematically described as follows. Let
C1, . . . , Cν be a collection of disjoint cycles; for the sake of simplicity, assume that they cover all the
vertices of D. For any 0 ≤ i ≤ ν, let Si = C1 ∪ · · · ∪ Ci−1, Ti = Ci+1 ∪ · · · ∪ Cν , and say that the
predecessor of vi in Ci is ui. Then let
fvi(x) =

xui ∧ ∧
s∈Nin(vi)∩Si
xs

 ∨ ∨
t∈Nin(vi)∩Ti
xt.
The fixed points of f are all the yk ∈ [2]n such that ykSk = (1, . . . , 1) and y
k
Tk
= (0, . . . , 0) for 0 ≤ k ≤ ν.
This construction is monotone; the ν(D) + 1 lower bound is proved to be tight for monotone Boolean
networks in [4], but it is still open whether it is tight in general.
Problem 4. Does there exist a graph D with fix+[D, 2] = ν(D) + 1?
Secondly, [4] introduces the notion of principal packing. Intuitively, this is a packing of k cycles
where the effect of the arcs amongst the cycles can be compensated, and hence we recover exactly 2k
fixed points. Formally, given a cycle packing C1, . . . , Ck, a path P of D is said principal if it has no arc
and no internal vertex in the packing. A cycle C is also said principal if it is not in the packing and
has exactly one vertex in the packing. We then say that the packing is principal if the following holds:
for every cycle Ci and for every vertex v in Ci, if there exists a principal path from a cycle Cj 6= Ci
to v, then either there exists a principal path from Ci or a source to v, or there exists a special cycle
containing v. We denote by ν ′(D) the maximum size of a special packing in D. Then fix+[D, 2] ≥ 2ν
′
.
A comparison between ν and ν ′ is also carried out in [4].
The value of fix+(D, q) or fix+[D, q] is known for many classes of graphs. First of all, if τ(D) =
π(D), then the clique cover strategy reaches the feedback bound; this is notably the case when D is a
symmetric perfect graph. Moreover, the entropy upper bound meets the fractional clique cover lower
bound for odd cycles and their complements [8]: H(C2m+1) = m+ 1/2 = (2m+ 1)− π
∗(C2m+1) and
H(C¯2m+1) = 2m− 1− 1/k = (2m+ 1)− π
∗(C¯2m+1).
The value of fix+(D, q) is equal to qτ(D) if τ(D) ∈ {0, 1, n}, since in those cases, τ(D) = ν(D).
Moreover, it is implicit from the work in [19, 17], that this is still the case when τ(D) = n − 1. We
also have fix+(D, q) = qτ(D) for τ(D) = 2; this is a highly nontrivial result, presented in the context
of linear network coding in [30]. We also have fix+[D, q] = qτ(D) for τ(D) ∈ {0, 1} [17]. The value
of fix+[D, q] is also known for τ(D) = n, i.e. for loop-full graphs [17]. For any loopless D, an in-
dominating set is a set of vertices X ⊆ [n] such that for all v ∈ [n] with positive in-degree, either
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v ∈ X or Nin(v) ∩X 6= ∅. Denote the number of in-dominating sets of D of size k by Ik(D). Let D
◦
be the graph obtained by adding a loop on every vertex of D. Then
fix+[D◦, q] =
n∑
k=0
(q − 1)kIk(D).
The q-strict guessing number is g[D, q] := logq fix
+[D, q], while the q-guessing number is g(D, q) :=
logq fix
+(D, q). The guessing number and the strict guessing number tend to the same limit as q tends
to infinity [8]:
g(D) = sup
q≥2
g[D, q] = lim
q→∞
g[D, q] = sup
q≥2
g(D, q) = lim
q→∞
g(D, q).
Let us call this limit the asymptotic guessing number of D. Clearly, if τ(D) = n, then for all q we
have g[D, q] < g(D, q) = g(D) = n, thus the asymptotic guessing number is not always achieved for
by the strict q-guessing number.
Problem 5. Is the asymptotic guessing number always achieved by the guessing number, i.e. for any
D, does there exist q such that g(D, q) = g(D)?
Another major problem about the asymptotic guessing number is the values it can take. Let G be
the set of asymptotic guessing numbers of all finite graphs, while G′ is the set of asymptotic guessing
numbers of all finite symmetric graphs. G′ is sparse, since [15] shows that G′ ∩ [0, k] is finite for all
positive integers k.
Problem 6. Let G be the set of all asymptotic guessing numbers, then is G ∩ [0, k] finite for all k?
Fixed
points
Fq F[D, q] F(D, q)
Minimum 0
1 if D is acyclic
0 otherwise
0
Average 1 1 1
Maximum q
= qτ if τ ∈ {0, 1}
=
∑
k(q − 1)
kIk if τ = n
≥ fix+(D, q − 1)
≥ ν + 1 if q = 2
≥ 2ν
′
if q = 2
= qτ if τ ∈ {0, 1, 2, n − 1, n}
≤ A(n, q, γ)
≤ qτ
≤ qH
≥ qn−pi
∗
≥ qν
∗
≥ A(n, q, n − δ + 1)
≥ qδ/n
4.2 Number of periodic points
Minimum A function f ∈ F(n, q) is nilpotent if it only has one periodic point. Equivalently, f is
nilpotent if there exists a state y ∈ vqwn such that fk(x) = y for all x ∈ vqwn and some k ≥ 1. The
smallest k for which this holds is referred to as the class of f . For instance, f is constant if and only
if it is nilpotent of class 1; Robert’s theorem then asserts that any FDS with an acyclic interaction
graph is nilpotent of class at most n. The study of the existence of nilpotent functions in F[D, q] was
initiated in [16]; let us review some of the results therein.
First of all, for any q ≥ 3 and any D, F[D, q] contains a nilpotent function of class two, which is
easy to describe:
fv(x) =
{
0 if xu ∈ {0, 1} ∀u ∈ Nin(v)
1 otherwise.
We then focus on the Boolean case, where the situation is much more complex. For instance, the
cycle ~Cn only admits bijective Boolean networks, hence the minimum number of periodic points is 2
n.
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Many graphs D do admit nilpotent Boolean networks. Without loss, we can assume that D is strong.
Then D admits a nilpotent Boolean network if one of the following holds:
1. D has a loop (and is not the graph with one vertex and a loop on it);
2. D is symmetric (and is not K2);
3. D contains a primitive strict spanning subgraph.
But in general, we do not know which graphs admit a nilpotent Boolean network.
Problem 7. Which graphs admit a nilpotent Boolean network? Is there a polynomial-time algorithm
to determine whether a graph admits a nilpotent Boolean network?
If D admits a nilpotent Boolean network, then we can define the class of D as the minimal class
of a nilpotent Boolean network in F[D, 2]. If D falls into one of the three categories above, then its
class is at most quadratic in n. Conversely, the cycle ~Cn with one added loop does admit a nilpotent
Boolean network, but its class is 2n− 1.
Problem 8. What is the maximum class of a nilpotent graph on n vertices? Is it polynomial?
Average The average number of periodic points in Fq is found to be asymptotically
√
πq/2 in [11],
where many other properties of random mappings are derived. This result is far from trivial, and its
proof uses the machinery of analytic combinatorics described in detail in [12]. This is the only result
we know so far (omitting the obvious fact that the average number of periodic points is equal to 1 if
D is acyclic), and it is likely that any advance in that area would require sophisticated and involved
proofs.
Problem 9. Can we obtain any meaningful result on the average number of periodic points?
Maximum The maximum number of periodic points was almost entirely determined in [13]. Let
αn(D) denote the maximum number of vertices of D that can be covered by disjoint cycles. Then
there exists a natural function f ∈ F(D, q) with qαn(D) periodic points, described as follows. Fix a
collection of disjoint cycles that altogether cover αn(D) vertices; call the set of uncovered vertices U .
Then, if v′ is the predecessor of v on one of the cycles, then let fv(x) = xv′ , and say fu(x) = 0 for all
u ∈ U . Clearly, any x with xU = (0, . . . , 0) is a periodic point of f .
This simple strategy is in fact optimal:
per+(D, q) = qαn(D)
for all D and q ≥ 2. For the case of F[D, q], we can reach qαn(D) whenever q ≥ 3; however, there are
graphs D such that per+[D, 2] < 2αn(D) (for instance, the cycle ~C◦n with a loop on each vertex, for
n ≥ 2).
Problem 10. Which classes of graphs do not attain the 2αn(D) upper bound on per+[D, 2]?
In general, the value of per+[D, 2] is open.
Problem 11. Can we derive a meaningful upper bound on per+[D, 2]?
Periodic
points
Fq F[D, q] F(D, q)
Minimum 1
1 if q ≥ 3
1 if q = 2 for many graphs D
2n if q = 2 and D = ~Cn
1
Average ∼
√
πq/2 1 if D is acyclic 1 if D is acyclic
Maximum q qαn if q ≥ 3 qαn
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4.3 Number of images
Minimum The minimum rank is studied above.
Average In Fq, a simple counting argument shows that the average rank is given by (1−(1−q
−1)q)q,
which tends to (1 − e−1)q for q large. Similarly, the average rank in F[D, q] is only a constant away
from rank+[D, q] (the latter being equal to qα1(D), see below) [13]. More precisely, for every D, there
is a constant cD > 0 such that rank[D, q] ≥ cD · rank
+[D, q] for all q sufficiently large.
Problem 12. For any D, does the ratio rank[D,q]
rank+[D,q]
tend to a limit as q tends to infinity?
The ratio can decrease exponentially with α1(D), since rank[D, q] ∼ (1− e
−1)nqn if D is the graph
with only n loops. Nonetheless, [13] only shows that cD ≥ 2
−3(2α1(D)−1), so there is arguably room for
improvement.
Problem 13. Does there exist an absolute constant K > 0 such that for any D, rank[D, q] >
(Kq)α1(D) for q sufficiently large?
Maximum The maximum rank behaves in a very similar fashion to the maximum periodic rank, and
was also almost completely determined in [13]. This time, say two arcs uv and u′v′ are independent
if u 6= u′ and v 6= v′. Let α1(D) be the maximum number of pairwise independent arcs of D. Again,
we can construct a natural function in F(D, q) with qα1(D) images. Let u1v1, . . . , ukvk be a family of
pairwise independent arcs, denote U = [n] \ {v1, . . . , vk} and let fvi(x) = ui for all i and fu(x) = 0 for
u ∈ U ; then the image of f is all the x such that xU = (0, . . . , 0). This strategy is optimal: for any D
and q ≥ 2,
rank+(D, q) = qα1(D).
And similarly to periodic points, the maximum rank in F[D, q] is equal to qα1(D) whenever q ≥ 3, but
not necessarily when q = 2.
Problem 14. Which classes of graphs do not attain the 2α1(D) upper bound on rank+[D, 2]?
In general, the value of rank+[D, 2] is also open.
Problem 15. Can we derive a meaningful upper bound on rank+[D, 2]?
Images F(1, q) F[D, q] F(D, q)
Minimum 1 See above 1
Average ∼ (1−e−1)q ≥ cDq
α1 ≥ cDq
α1
Maximum q qα1 if q ≥ 3 qα1
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