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1. Introduction
We consider the perturbed planar differential system
u′ = −J∇H(u)+ εp(ε, t, u), (1)
where H :R2 → R is a continuously differentiable function and p : I0 × R × R2 → R2
is a Carathéodory function which is T -periodic in the t-variable; here and henceforth
I0 = ]−ε0, ε0[ and J is the symplectic matrix in R2. From the start, we stress that our
perturbations may be, in principle, quite general as for ε = 0 system (1) is not necessarily
of Hamiltonian type.
We assume the existence of a nonconstant T -periodic solution u0 = (x0, y0) of the
unperturbed Hamiltonian autonomous equation
u′ = −J∇H(u), (2)
and we look for the existence of T -periodic solutions of (1) which, for ε small, are close to
this solution. The same question will be addressed to the search of subharmonic solutions
as well.
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Such type of problems has been already investigated by several authors and some main
results can be found in the books [13,19,35,56].
In the case of an Hamiltonian perturbation p(ε, t, u) = −J∇uP (ε, t, u), Willem [58,
Theorem 2] proved the existence of at least two solutions when H and P are of class C2
and the variational equation
v′ = −JH ′′(u0(t))v (3)
is nondegenerate, i.e., when its set of T -periodic solutions is one-dimensional (equal to
〈u′0〉). This result can also be found in [38, Exercise 10.2, p. 238]. For general results in
this direction dealing with perturbations of manifolds made of critical points, we recall
the preceding papers by Ambrosetti et al. [5] and Reeken [48] (see also [4] and references
therein).
Using the Poincaré–Birkhoff fixed point theorem and the time-map which gives the
period of the solutions of the unperturbed equation, Buttazzoni and Fonda [9] proved the
existence of two T -periodic solutions for the equation
x ′′ + g(x)= q(ε, t, x) (4)
when g(x)x > 0 and q(0, t, x)= 0. The condition is then that the period T is in the interior
of the range of the time-map, which is for example the case when the time-map is strictly
increasing (or decreasing) at the given solution. The idea of using the area-preserving
property of the Poincaré operator (which allows the applicability of the Poincaré–Birkhoff
theorem for Eq. (4)) and the time-map (or equivalently, the angle after one period) was
already present in a paper of Lazer [32, Theorem 3].
Using a topological degree argument linked to Rabinowitz bifurcation theorem [46],
Felmer and Manásevich [16] studied the same kind of second order equation with the
condition of nondegeneracy that x ′0 is, up to a multiplicative constant, the only T -periodic
solution of
v′′ + g′(x0(t))v = 0. (5)
They suppose that g is of class C1, q is of class C2 and the function
a(s)=
T∫
0
qε
(
0, t + s, x0(t)
)
x ′0(t) dt,
for x0 the given T -periodic solution of the unperturbed equation
x ′′ + g(x)= 0, (6)
is such that for some s0, s1 ∈ [0, T [, a(s0) < 0 and a(s1) > 0. Under these conditions, they
prove the existence of two connected branches of T -periodic solutions bifurcating from
translations in time of the original one. An analogous result was obtained in the variational
setting by Willem [58, Theorem 4] (see also [38, Exercise 4, p. 239]) for Hamiltonian
systems under the more restrictive assumption that a(·) has a simple zero (which, in fact,
implies the previous sign condition on the map a(·)). In [58] more regularity is assumed,
but it is then proved that the branch is differentiable. Another result, for first order equations
in the plane is given by Chicone [11, Theorem 4.2] for particular perturbations.
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As to the nondegeneracy condition, it has been extensively investigated by Hausrath and
Manásevich in [23,24]. Some authors [8,19,20,22,34,54], have considered a nondegener-
acy condition of the form
τ ′(c0) = 0, (7)
in terms of the time-map τ (·) associated to (2) or to (6). In this context, c is a parame-
ter (like the energy or the amplitude) determining the solutions of the autonomous equa-
tion and c0, such that τ (c0) = T (or τ (c0) = T/n), is the parameter corresponding to
the solution from which we want to “bifurcate.” Bifurcation results in the degenerate case
τ ′(c0)= 0 have been obtained by Hale and Táboas [21] and Rothe [50], at the expense of
stronger smoothness assumptions on the coefficients of the differential equation.
We give more references to other previous papers in the section on applications of our
results at the end of the article.
In this work we present a result of bifurcation for the perturbed planar Hamiltonian
system (1), using elementary topological degree methods. We assume a condition on the
time-map similar to the one of Buttazzoni and Fonda and also a condition on the change of
the sign of
∆(s)=
T∫
0
∇H (u0(t + s))p(0, t, u0(t + s))dt (8)
similar to the one of Felmer and Manásevich. Since we follow a degree approach, we
permit also a non-Hamiltonian perturbation p. Hence our results apply to a nonvariational
setting, too. Moreover, we stress the fact that we do not need any condition on the linearized
equation (3) nor regularity hypotheses except the uniqueness of the solutions of the Cauchy
problems associated to (1). In fact our assumption on the time-map replaces (and is implied
by) the usual conditions of nondegeneracy on the linearized equation.
“In mechanics, one usually linearizes in order to find the bifurcation points of a
nonlinear operator . . . . As it turns out, this linearization is not always permissible.”
Mark A. Krasnosel’skı˘i (1956) [59]
The type of result we obtain is the following (for a proof, see the end of Section 2).
Theorem 1. Suppose that (2) has a nontrivial T -periodic orbit u0(·) such that the time-
map is strictly increasing (or decreasing) at u0(·) and there exist s0, s1 ∈ [0, T [ such
that ∆(s0) < 0 and ∆(s1) > 0. Then there are two families of T -periodic solutions of (1)
branching from translations in time of the original solution of (2).
In order to summarize a few points for a brief comparison between Theorem 1 and
previous results appeared in the literature, we observe:
(i) If our theorem is applied to Eq. (4), the condition on the function ∆ corresponds to
Felmer and Manásevich’s assumption on the map a(s).
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(ii) With respect to other articles we do not require an explicit nondegeneracy condition
on the linearized equations (3) or (5) or on the time-map, like (7).
(iii) Our assumptions on the time-map (the one considered in Theorem 1 reflects only one
of the possibilities that we can allow) are consistent with τ ′(c0)= 0. In this way, we
can deal with some situations which would be considered as “degenerate” according
to other approaches.
(iv) We ask only for a minimum of regularity assumptions on the differential equation.
(v) Our proof is “elementary” as it makes use only of degree theory in the plane. Strictly
speaking, for our proof we do not bifurcate from u0(·). In fact, we start at some δ > 0
small enough and prove the existence of a connected set of solutions parametrized on
ε which can be continued (in a suitable sense) till to a shift in time of u0(·) at ε = 0. At
the end, this is the same like having a connected set of solution-pairs (ε, u) branching
from a translation of u0(·) and with all the ε ∈ ]0, δ].
This paper is organized as follows. In Section 2 we introduce some appropriate coordinates
of the “angle-action” type which will be then employed in the proof of our main results
(Theorem 2 and Theorem 3). Section 3 contains some remarks about the relationship
between the degree theoretic results obtained in the proof of Theorem 2 and the Leray–
Schauder degree in the space of periodic functions. In Section 4 we recall some properties
of the time-map in order to compare our conditions with the nondegeneracy assumptions
considered in the literature. In Section 5 we borrow from Hale and Táboas [20] and Táboas
[54] some examples for the Duffing equation and for the Lotka–Volterra system in order to
show how our results can be applied under rather general hypotheses in these two classical
cases. We conclude the article with an example of periodic solutions close to homoclinic
ones which is related to a paper of Chow et al. [14] and to some more recent works of
Ambrosetti and Badiale [2,3] and the first author [26]. As to the notation, we remark that
we indicate by uv the inner product of two vectors u,v ∈R2.
2. Bifurcation results
Throughout this paper, we suppose that there exists a topological annulusA⊂R2 filled
by nontrivial periodic orbits of the autonomous system (2). More precisely, we suppose
there exists a continuous map φ : [a, b] → R2 such that for all α ∈ [a, b], H(φ(α)) = α
and the (unique) solution of (2) with initial condition φ(α) at t = 0, denoted by σ(· , α), is
periodic of minimal period τ (α) > 0 and also A= {σ(s,α): s ∈R, α ∈ [a, b]}.
In this manner, the points of the annulus are parametrized on (s,α) by the map σ, with
the “time along the orbit” s playing the role of an “angle” at the “level” α. Indeed, if we
set ϑ = s/τ (α) and consider the projection
Π :R× [a, b]→A, Π(ϑ,α)= σ (ϑτ(α),α), (9)
we have thatΠ is 1-periodic in ϑ and induces a homeomorphism (see below for the details)
between S11 ×[a, b] andA, where by S11 we mean the quotient space [0,1]/{0,1} which is
homeomorphic to the unit circumference S1. Thus we can denote by σ(s,α) any point of
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the annulus, recalling that σ(s + τ (α),α)= σ(s,α) for all s, α and σ(s1, α1) = σ(s2, α2)
if α1 = α2 or if α1 = α2 and s1, s2 ∈ [0, τ (α1)[ with s1 = s2.
We assume the uniqueness of the solutions for the initial value problems associated
to (1). The solution of (1) with initial condition u(0)= σ(s,α) is denoted by σε(· , α, s),
so that σε(0, α, s)= σ(s,α). Consistently with this notation, observe that for ε = 0, being
σ0(· , α, s) the solution of (2) with u(0)= σ(s,α), it follows that σ0(t, α, s)= σ(t + s,α).
We make now some remarks about these hypotheses.
(i) We choose to parametrize the periodic orbits by the energy for convenience. This is
not restrictive, in view of (iii) below.
(ii) If there exists a nonconstant periodic orbit of the autonomous equation (2), then
around it there exists an annulus filled of nontrivial periodic orbits.
(iii) If we have an annulus A filled by nontrivial periodic orbits, then a parametrization
of those orbits like the one we use always exists. Indeed, observe that ∇H(z) = 0 for all
z ∈ A (as the annulus does not contain equilibrium points). Since A is compact, there
exist a = minz∈AH(z) maxz∈AH(z)= b and µ0 > 0 such that ‖∇H(z)‖ µ0 for all
z ∈ A. Clearly a < b. Take z0 ∈ A with H(z0) = a and consider ψ(· , z0) the solution
of u′ = ∇H(u) with u(0) = z0 in order to follow the flow-line of the gradient departing
from z0. Then, for η(t) =H(ψ(t, z0)), we have that η′(t) = ‖∇H(ψ(t, z0))‖2  µ20 > 0
holds for all t such that ψ(t, z0) ∈ A. So there exists a first time ω > 0 such that
η(ω)= b. Actually, the map η is a strictly increasing homeomorphism of [0,ω] onto [a, b].
If we define now φ : [a, b] → R2 by φ(α) = ψ(η−1(α), z0), this function satisfies the
required parametrization. Note also that A = σ(R, [a, b]). Finally, we observe that φ
is of class C1 as ψ(·, z0) and η−1 are so and, by an easy computation, we have that
φ′(α) = ∇H(φ(α))/‖∇H(φ(α))‖2. Moreover, J∇H(φ(α))φ′(α) = 0, which makes the
arc φ([a, b]) transversal to the flow of (2) restricted to A.
(iv) If we have an annulus in the plane filled by nonconstant periodic trajectories of (2)
and where ∇H never vanishes, then we can use a result from [47] which guarantees the
uniqueness of the solutions for the Cauchy problems associated to (2) with initial value in
the annulus. So, even if for the rest of the work we need the uniqueness of the solutions
for the initial value problems associated to (1), at this preliminary step, dealing with the
solutions of (2), we have the uniqueness hypothesis already satisfied by the assumptions
on A.
(v) The map τ is continuous. Perhaps the reader can easily “believe” us about this
assertion, in view of the fact that the arc φ([a, b]) is transverse to the flow of (2),
nonetheless we give a proof, for sake of completeness. Indeed, the continuity of the time-
map τ follows from general considerations about dynamical systems. Let Γ = φ([a, b]).
We know that for each z = φ(α) ∈ Γ, the solution z.t := σ(t, α) at the time t of (2),
with z.0 = z, is periodic with (minimal) period ν(z) = τ (α) = τ (φ−1(z)) > 0. Clearly,
the continuity of ν :Γ → R+ is equivalent to the continuity of τ : [a, b]→ R+. Now, we
observe that there is δ > 0 such that Γ.t ∩ Γ = ∅, for all t ∈ ]0, δ] (this follows from the
fact that Γ intersects in exactly one point any orbit contained in the annulusA and there are
no equilibria in A). At this point, we consider the set W =⋃z∈Γ z.[δ, ν(z)] and observe
that W is a Waz˙ewski set according to Conley [15], with Wo =W and exit set W− = Γ
(see [15] for the meaning of Wo and W−). Then, from [15, proof of Theorem 2.3, p. 25],
we conclude that z ∈ Γ.δ → ν(z)− δ is continuous and hence τ is continuous as well.
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(vi) In the case where there exists an annulus filled by nontrivial periodic orbits, it
is not restrictive to write the differential system in the Hamiltonian form. By a result of
Mazzi and Sabatini [39], in this situation there exists a first integral J . So in the “angle-
action” coordinates (Ψ,J ), the system can be written as J˙ = 0, Ψ˙ = f (J ) (for a suitable
function f > 0).
After these preliminary remarks we introduce now some further notation and maps
which play a crucial role in our main results.
Let us fix α− < α+ in ]a, b[. For our proof, it will be convenient to define new
coordinates of the angle-action type (as they are usually called in Hamiltonian theory)
(θ,β). Similar coordinates for a second order equation were used by Lazer [32].
Let m 1 be a positive integer and set
M = 1+max
{
mT, max
α∈[a,b]mτ(α)
}
.
Then, there is ε1 with 0 < ε1 < ε0 (and ε0 as in the introduction) such that σε(t, α, s) ∈A,
for all ε ∈ [−ε1, ε1], α ∈ [α−, α+], t ∈ [0,M] and s ∈ R. Hence, there are two functions
θε,α,s, βε,α,s : [0,M]→R such that
σ
(
s + θε,α,s(t), βε,α,s(t)
)= σ5(t, α, s). (10)
To explain a little more the definition of the functions θ and β, let us consider the projection
Π(ϑ,α) defined in (9). Having proved the continuity of the time-map in (v), we have now
the continuity of Π and by its other previously listed properties it follows immediately that
Π is a covering projection [18]. Then, by the path lifting property [18], any continuous
map ζ : [0,M]→A can be lifted to a continuous map ζ˜ = (ϑζ , 7ζ ) : [0,M]→R× [a, b]
such that Π(ζ˜ (t))= ζ(t), for all t ∈ [0,M]. Moreover, if ζ˜1 and ζ˜2 are two liftings of the
same map ζ, then ϑζ1(t)−ϑζ2(t) is an integer, but, if we fix the value of ϑ(0), then ζ˜1 = ζ˜2.
If we apply now this procedure to the map σε(· , α, s) : [0,M]→A, we can determine two
maps ϑσε(· ,α,s) : [0,M]→R and 7σε(· ,α,s) : [0,M]→ [a, b], such that
Π
(
ϑσε(· ,α,s)(t), 7σε(· ,α,s)(t)
)= σε(t, α, s), ∀t ∈ [0, T ].
By construction, 7σε(· ,α,s)(t) = H(σε(t, α, s)) and, moreover, 7σε(· ,α,s)(0) = α,
ϑσε(· ,α,s)(0)= s/τ (α). Note that σε(· , α, s) is a mT -periodic solution of (1) if and only if
σε(mT,α, s)= σε(0, α, s) and this occurs if and only if, ϑσε(· ,α,s)(mT )−ϑσε(· ,α,s)(0) ∈ Z
and 7σε(· ,α,s)(T )= 7σε(· ,α,s)(0), that is,
ϑσε(· ,α,s)(mT )−
s
τ (α)
∈ Z and 7σε(· ,α,s)(mT )= α.
If we set now
θε,α,s(t) := τ (α)ϑσε(· ,α,s)(t)− s, βε,α,s(t) := 7σε(· ,α,s)(t),
we have that (10) is verified.
We remark that for ε = 0, we have θ0,α,s(t)= t and β0,α,s(t)= α. Moreover, the maps
θ and β are continuous in (ε, t, α, s). The continuity in (ε,α, s) is due to the properties of
the lifting and the continuity of the solutions of the Cauchy problems with respect to the
parameter ε and to the initial conditions σ(s,α) (see, for example, [30, 18.5.11, p. 344]).
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Having introduced the new coordinates (θ,β), we see that problem (1) has a mT -
periodic solution with initial condition u(0)= σ(s,α) if and only for some n ∈ Z
θε,α,s(mT )= nτ(α) and βε,α,s(mT )= α (11)
(actually, by a matter of orientation, one could see that only n 1 is possible, at least for ε
small).
Let us set for a moment β(t) = βε,α,s(t). Using the fact that β(t) = H(σε(t, α, s)),
in order to estimate β(mT ) with respect to α, we consider the loss of energy along the
solution. This is given, for u(t)= σε(t, α, s), by
H
(
u(mT )
)−H (u(0))=
mT∫
0
(H ◦ u)′(t) dt
= ε
mT∫
0
∇H (u(t))p(ε, t, u(t))dt.
Hence the sign of
∫ mT
0 ∇H(u(t))p(ε, t, u(t)) dt determines the sign of H(u(mT )) −
H(u(0)). Since for ε→ 0, σε(t, α, s) tends to σ0(t, α, s) = σ(t + s,α) uniformly in t ∈
[0,M], this suggests to introduce the Loud type function [32,34] (also called subharmonic
Melnikov function [19])
∆(α, s)=
mT∫
0
∇H (σ(t + s,α))p(0, t, σ (t + s,α)) dt. (12)
Note that, uniformly in (α, s),
lim
ε→0 ε
−1(H (u(mT ))−H (u(0)))=∆(α, s).
On the other hand, as θ(t)∼ t (for ε→ 0) and in view of the first condition in (11), it is
natural to have an hypothesis on the sign of mT − nτ(α).
By the above discussion, we are led to consider the following hypotheses.
(H1) There exists n ∈N0 such that τ (α−) < mT/n < τ(α+).
(H2) There exist two continuous functions χ0, χ1 : [α−, α+]→R, with χ0(α) < χ1(α) <
χ0(α)+ τ (α), such that for all α ∈ [α−, α+],
∆
(
α,χ0(α)
)
∆
(
α,χ1(α)
)
< 0.
Remark. In (H1), the reverse inequalities τ (α−) > mT/n > τ(α+) can be assumed as
well.
In the proof we use the following lemma on the degree.
Lemma 1 (Poincaré–Miranda’s theorem). If f : [0,1]2 → R2 is continuous and such that
for all x ∈ [0,1],
f1(0, x)f1(1, x) < 0 and f2(x,0)f2(x,1) < 0,
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then, there is some z ∈ ]0,1[2 such that f (z)= 0. Moreover, for any x0 ∈ [0,1],
deg
(
f, ]0,1[2)= sgnf1(1, x0)f2(x0,1).
The first proof of this theorem is due to Poincaré in 1883 [44,45]. It was rediscovered
by Miranda in the forties (see, e.g., [40]), who proved that the n-dimensional version of
this result for the existence of a zero of a vector field is equivalent to the Brouwer fixed
point theorem, hence its name. For a more recent proof of it, see, for example, [51, XI.1.7c,
p. 178].
Let us set
O = {(α, s): α− < α < α+ and χ0(α) < s < χ1(α)}.
Theorem 2. If (H1) and (H2) are satisfied, then there exists δ > 0 and a connected set
C ⊂ ]0, δ] ×O, with C closed relatively to ]0, δ] ×O, such that for each ε ∈ ]0, δ], there
is (α, s) with (ε,α, s) ∈ C and for all (ε,α, s) ∈ C , σε(· , α, s) is a mT -periodic solution
of (1). Moreover, there exists
(0, α¯, s¯) ∈ C ∩ ({0} × {α: nτ(α)=mT }× ]χ0(α¯),χ1(α¯)[ ),
such that ∆(α¯, s¯)= 0.
Proof. We compute the degree of the map
hε : [α−, α+] ×R→R2,
(α, s) → (θε,α,s(mT )− nτ(α),βε,α,s (mT )− α)
in the set O.
We know that for ε = 0, θ0,α,s(mT ) = mT . So by (H1) there exists ε2 ∈ ]0, ε1] such
that for |ε|< ε2 and all s ∈R,
nτ(α−) < θε,α−,s(mT ) and θε,α+,s (mT ) < nτ(α+).
This proves that for all s ∈ [0,M], hε,1(α−, s) > 0 and hε,1(α+, s) < 0.
As
lim
ε→0 ε
−1(H (σε(mT,α, s))−H (σε(0, α, s)))=∆(α, s)
uniformly in (α, s), by condition (H2), there exists ε3 ∈ ]0, ε2] such that for 0 < |ε|< ε3
and α ∈ [α−, α+],∣∣ε−1(H (σε(mT,α, s))− α)−∆(α, s)∣∣ 12 minα∈[α−,α+],
s=χ0(α),χ1(α)
∣∣∆(α, s)∣∣.
This means that the sign of hε,2(α, s) is the same as the one of ∆(α, s) for s = χ0(α) and
s = χ1(α). This proves that for α ∈ [α−, α+],
hε,2
(
α,χ0(α)
)
hε,2
(
α,χ1(α)
)
< 0.
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As O is homeomorphic to [0,1]2 through the orientation preserving homeomorphism
r :O→[0,1]2,
r(α, s)=
(
α − α−
α+ − α− ,
s − χ0(α)
χ1(α)− χ0(α)
)
,
and the topological degree is invariant by homeomorphism [59, 13.7b(T), p. 578],
deg(hε,O)= deg
(
hε ◦ r−1, ]0,1[2
)
.
By Lemma 1, this last degree is sgn∆(α,χ0(α)) = 0. Thus, for any fixed δ ∈ ]0, ε3[, we
have that for each ε ∈ ]0, δ], there is at least one pair (α˜ε, s˜ε) such that hε(α˜ε, s˜ε)= (0,0).
As hε depends continuously of ε, we have the result on the continuum, using the Leray–
Schauder theorem [33, Théorème Fondamental] in a more refined version (see, e.g., [37,
46,59]). More precisely, there is a connected set C ⊂ ]0, δ]×O, with C closed relatively to
]0, δ] ×O, such that for each triple (ε,α, s) ∈ C, hε(α, s)= (0,0) and the projection of C
to the first component covers ]0, δ]. This, in turn, means that for each ε ∈ ]0, δ], there is at
least a pair (αε, sε), with (ε,αε, sε) ∈ C and σε(· , αε, sε) a mT -periodic solution of (1). By
the definition of hε it also follows that for each (ε,α, s) ∈ C, we have θε,α,s(mT )= nτ(α)
and H(σε(mT,α, s))= α =H(σε(0, α, s)), so that, integrating on [0,mT ] the derivative
of H(σε(t, α, s)) with respect to t, we find
mT∫
0
∇H (σε(t, α, s))p(ε, t, σε(t, α, s))dt = 0.
Finally, let (0, α¯, s¯ ) ∈ C ∩ ({0} × [a, b] ×R) (by a compactness argument, it is clear that
the intersection is nonempty). Using the continuity of the time map and the continuity of
χ0(·), χ1(·) we find that α−  α¯  α+, τ (α¯)=mT/n and χ0(α¯) s¯  χ1(α¯). Moreover,
passing to the limit as ε→ 0+ in the above integral, we obtain that
0=
mT∫
0
∇H (σ0(t, α¯, s¯ ))p(0, t, σ0(t, α¯, s¯ ))dt
=
mT∫
0
∇H (σ(t + s¯, α¯ ))p(0, t, σ (t + s¯, α¯ ))dt =∆(α¯, s¯ ).
Then, using (H1) and (H2) we also see that α− < α¯ < α+ and χ0(α¯) < s¯ < χ1(α¯ ). ✷
Remark. By the above proof, we have also ensured the existence of a second connected
branch of mT -periodic solutions with the parameter s ∈ ]χ1(α),χ0(α)+ τ (α)[. This time,
the associated degree is the opposite of the preceding one and equal to sgn∆(α,χ1(α)). In
particular, the two closed connected sets that we find, say C1 and C2, are disjoint as, for
each (ε,α, s1) ∈ C1 and (ε,α, s2) ∈ C2, we have that
χ0(α) < s1 < χ1(α) < s2 < χ0(α)+ τ (α).
We further observe that there are two other disjoint branches for ε < 0 (just repeating the
same argument as above).
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Let CmT be the Banach space of the continuous and mT -periodic functions R→ R2
with the | · |∞-norm. Then, Theorem 2 can be rephrased as follows.
Corollary 1. If (H1) and (H2) are satisfied, then there exists δ > 0 and a connected
set S ⊂ ]0, δ] × CmT , with S closed relatively to ]0, δ] × CmT , such that for each
ε ∈ ]0, δ], there is u(·) with (ε, u) ∈ S and for all (ε, u) ∈ S , u(·) is a mT -periodic
solution of (1). Moreover, there exist (0, u¯) ∈ S ∩ ({0} ×CmT ), with u¯ a periodic solution
of (2), such that H(u¯(t))= α¯ ∈ ]α−, α+[, u¯ has minimal period τ (α¯)=mT/n and there
is s¯ ∈ ]χ0(α¯),χ1(α¯)[, such that u¯(t)= σ(t + s¯, α¯), with ∆(α¯, s¯)= 0.
So, S can be viewed as a closed connected set of solution pairs (ε, u) branching from
a translation in time s¯ at the level α¯ of the solution σ(· , α¯) = u¯(· − s¯) of (2) having as
fundamental period a submultiple of mT. In case thatm= n= 1 and u0(·)= σ(· , α0),with
H(u0(t))= α0 is (up to a time-shift) the unique T -periodic solution of (2) in the annulus
A (or in the part of the annulus between the levels α− and α+), then, u¯(t)= u0(t + s¯) and
we obtain the usual bifurcation result of T -periodic solutions of (1) from a translation in
time of u0(·), as expressed in Theorem 1.
Proof. The proof of Corollary 1 follows immediately from Theorem 2 as soon as we define
S = {(ε, u): (ε,α, s) ∈ C , with u(0)= σε(α, s)} and u¯(·)= σ0(α¯, s¯), with C, α¯ and s¯ like
in Theorem 2. ✷
We now give a theorem where the condition on ∆ is assumed only on the α’s such that
τ (α)=mT/n. For this purpose we consider the following hypotheses.
(H3) There exists n ∈N0 such that mT/n ∈ int(τ ([a, b])).
Note that if mT/n ∈ int(τ ([a, b])), then there exist a < α0−  α0+ < b such that for all
α0−  α  α0+, τ (α)=mT/n and there exist two sequences αk− ↗ α0− and αk+ ↘ α0+ such
that τ (αk−) < mT/n and τ (αk+) > mT/n or τ (αk−) > mT/n and τ (αk+) < mT/n.
(H4) There exists two continuous functions υ0, υ1 : [α0−, α0+]→ R with υ0(α) < υ1(α) <
υ0(α)+mT/n and such that for all α ∈ [α0−, α0+],
∆
(
α,υ0(α)
)
∆
(
α,υ1(α)
)
< 0.
Remark. The hypothesis (H3) is for example satisfied with α0− = α0+ = α0 if τ is strictly
increasing or decreasing at α0.
Remark. In conditions (H3) and (H4), the possibility that α0− = α0+ is permitted. For
example, in the case of the second order scalar autonomous equation (6) with g(x)x > 0
for x = 0, Alfawicka [1] studied the maps τ+g and τ−g giving the time to make one half-
turn in the right and in the left half-plane of the phase plane, respectively. She proved that
every positive Lipschitz continuous map τ+ (respectively τ−) is the half-time-map for a
corresponding (unique) g. In [53, Proposition 4.2.6], Schaaf obtained an inversion result
M. Henrard, F. Zanolin / J. Math. Anal. Appl. 277 (2003) 79–103 89
under the condition that the map c → cτ+(c) is strictly increasing (and a similar condition
on cτ−(c)). According to these result, taking, for instance,
τ (α)=


α if α ∈ [0,1],
1 if α ∈ ]1,2[,
α − 1 if α ∈ [2,+∞),
τ+(α)= (1/4)α and τ− = τ − τ+, there exists g with time-map τ and half-time-maps τ+
and τ−. This example shows also that if the annulus for α ∈ [α−, α+] is made of solutions
with same period, it may be that these solutions are far to be multiple one of each other. So
the condition (H4) has to be put on all the solutions of the annulus (or at least on the part
of the annulus between the levels α0− and α0+) and not only on one of them.
Having considered (H4), we define χi : [a, b]→R (i = 0,1) by
χi(α)=


υi(α
0−) if α < α0−,
υi(α) if α0−  α  α0+,
υi(α
0+) if α0+ < α,
and
O1 =
{
(α, s): a < α < b and χ0(α) < s < χ1(α)
}
,
O2 =
{
(α, s): a < α < b and χ1(α) < s < χ0(α)+mT/n
}
.
Theorem 3. If (H3) and (H4) are satisfied, then there exists δ > 0 and two pairwise
disjoint, closed (relatively to their domains) and connected sets C1 ⊂ ]0, δ]×O1 and C2 ⊂
]0, δ] ×O2 such that for each ε ∈ ]0, δ], there are (αi , si ) (i = 1,2), with (ε,αi, si ) ∈ Ci
and, for all (ε,α, s) ∈ Ci , σε(· , α, s) is a mT -periodic solution of (1). Moreover, there
exist (0, α¯1, s¯1) ∈ C1 ∩ ({0} × [α0−, α0+]× ]υ0(α¯1), υ1(α¯1)[) and (0, α¯2, s¯2) ∈ C2 ∩ ({0} ×
[α0−, α0+]× ]υ1(α¯2), υ0(α¯2)+mT/n[), where ∆(α¯i , s¯i )= 0 (for i = 1,2).
Proof. By (H3), the hypothesis (H1) is satisfied with α− = αk− and α+ = αk+ for
all k. As ∆ is uniformly continuous on [a, b] × R, there exists η > 0 such that
∆(β,χ0(α))∆(β,χ1(α)) < 0 for β such that |β− α|< η. Take k such that |αk± − α0±|< η.
Then the hypothesis (H2) is satisfied for (χ0, χ1) on [αk−, αk+]. Similarly, as ∆(α, ·) is
mT/n periodic for α ∈ [α0−, α0+], we can consider the pair of functions (χ1, χ0 +mT/n).
Applying Theorem 2 twice, we have the existence of the two branches of solutions. It
is obvious that the two connected sets are disjoint (see the first remark after the proof of
Theorem 2).
To complete the proof it would remain only to fix a smaller detail about the fact that
we claimed that α¯i ∈ [α0−, α0+], while Theorem 1 would allow only to conclude that
α¯i ∈ ]αk−, αk+[∩{α: τ (α) = mT/n}. Actually, it is possible to overcome this difficulty in
different ways. The simpler manner is to require a little stronger assumption in (H3), that is,
besides the above listed properties on α0± and αk±, suppose also that there is a (sufficiently
small) neighborhood U of [α0−, α0+] such that τ (α) = mT/n for α ∈ U \ [α0−, α0+]. This
is, for instance, the case in which α0− = α0+ = α0 and τ (·) is strictly monotone at α0, as
90 M. Henrard, F. Zanolin / J. Math. Anal. Appl. 277 (2003) 79–103
in Theorem 1 and in the first two applications of Section 5. A second possibility is to
take [α0−, α0+] a little bit larger (between the original interval and ]αk−, αk+[). In this case
it is no more guaranteed that τ (α) is constantly equal to mT/n, for all α in [α0−, α0+] but
the conclusion that α¯i ∈ [α0−, α0+] is still true. This is, for instance, the case of the last
application in Section 5, where we just need to find subharmonics in a thin annulus around
a homoclinic solution. There is, however, a way to manage this difficulty in general. This
comes from the observation that if (H3) is satisfied, we can always find α0−  α0+ with τ =
constant=mT/n on [α0−, α0+] and a neighborhood U of [α0−, α0+] such that in U, τ(α)
mT/n (respectively mT/n) for α < α0− and τ (α)  mT/n (respectively  mT/n) for
α > α0+. Then, a possible trick is to slightly modify the time-map in a neighborhood of
[α0−, α0+] (e.g., replacing τ with τj (α) = τ (α) ± (j)−1(max{α − α0+,min{α − α0−,0}}))
and then, using a result about continua in [29, §47, Theorem 6], we can “pass to the limit”
(for j →+∞) on the connected branches obtained for the τj and find the sets C1 and
C2 satisfying the desired properties. For lack of space, we omit these details as they are
irrelevant for our next applications. ✷
As we did in the case of Corollary 1, we can rephrase Theorem 3 in terms of connected
branches of solutions in ]0, δ] ×CmT . Indeed, we have:
Corollary 2. If (H3) and (H4) are satisfied, then there exists δ > 0 and two pair-wise
disjoint closed (relatively to their domains) and connected sets S1,S2 ⊂ ]0, δ]×CmT such
that for each ε ∈ ]0, δ], there are ui ∈ Si (i = 1,2), with (ε, ui) ∈ Si and, for all (ε, u) ∈ Si ,
u(·) is a mT -periodic solution of (1). Moreover, there exist (0, u¯1) ∈ S1 ∩ ({0} × CmT )
and (0, u¯2) ∈ S1 ∩ ({0} × CmT ), with u¯1 and u¯2 periodic solutions of (2), such that, for
i = 1,2, H(u¯i(t)) = α¯i ∈ [α0−, α0+], u¯i has minimal period τ (α¯i )= mT/n and there are
s¯1 ∈ ]υ0(α¯1), υ1(α¯1)[, s¯2 ∈ ]υ1(α¯2), υ0(α¯2)+mT/n[, such that u¯i (t)= σ(t + s¯i , α¯i ), with
∆(α¯i, s¯i )= 0 (for i = 1,2).
The proof is the same like that of Corollary 1 and thus it is omitted.
Remark. Suppose that m and n are relatively prime. Since ∆(α, ·) is T -periodic and also
mT/n-periodic, it must be T/n-periodic as well (Bezout’s theorem). So, in the interval
[0,mT [, we have 2nm branches of solutions. But in general we do not know if the one in
]χ0 + jT /n,χ1 + jT /n[ and the one in ]χ0 + @T /n,χ1 + @T /n[ (with 0 j, @ < nm) are
the same or not, i.e., if u(t)= u(t + (@− j)T /n). There is a way, however, to distinguish
among these branches in some special cases. For instance, if p is continuous (nonconstant)
of the form p(ε, t, x)= p(ε, t) and has not iT /n as period for any integer 1 i < n, then,
from the equation we find that u(t) = u(t + (@− j)T /n) only when @ − j is a multiple
of n. On the other hand, as mT/n is the minimal period of u0 and u is close to a translation
in time of u0, @− j has to be a multiple of m. As m and n are relatively prime, @− j should
be a multiple of mn, a contradiction. This proves that the 2mn branches of mT -periodic
solutions are all mutually disjoint. A similar argument shows that if m and n are relatively
prime integers and p = p(ε, ·) has T as minimal period, then mT is the minimal period of
the solutions in the connected branches.
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Remark. If ∆(α, s) has a constant sign on [α0−, α0+] × R (that is, if ∆(α, s) < 0 or
∆(α, s) < 0 for all (α, s)), then for ε small enough there is no solution of H(σε(mT,
α, s))−α = 0 with α in a neighborhood of [α1α2]. This means that there is no mT -periodic
solution of (1) close to a shift in time of σ(· , α) for α ∈ [α1, α2]. The only case where we
have no information is when
min
[α0−,α0+]×R
∆(α, s)= 0 or max
[α0−,α0+]×R
∆(α, s)= 0.
In particular this is the case when ∆(α, s)≡ 0.
We conclude this section with a proof of Theorem 1.
Proof. The result corresponds to the case m = 1. Let u0(·) be a nontrivial T -periodic
solution of (2) and let us consider an annulus around {u0(t): t ∈R} filled by periodic orbits
of (2), in order that u0(t) lies in the interior of the annulus. Let also H(u0(t))= α0 ∈ ]a, b[.
Without loss of generality, can suppose that u0(t) = σ(t, α0), so that u0(0)= σ(0, α0)=
φ(α0). From the hypothesis that u0(·) is a T -periodic solution, we have that its minimal
period is τ (α0) = T/n for some positive integer n. Suppose that the time-map is strictly
increasing at α0 (if it is strictly decreasing, the proof is exactly the same). Then we can find
a (small) r ∈ ]0,min{α0 − a, b−α0}[ such that (τ (α)− τ (α0))(α−α0) > 0, for all α with
0 < |α − α0| r. This implies that (H3) holds with m= 1. Now, let us recall the function
∆(α, s) defined in (12) and evaluate it at α = α0. We have
∆(α0, s)=
T∫
0
∇H (u0(t + s))p(0, t, u0(t + s))dt,
which is exactly the ∆(s) defined in (8). By assumption, there are s0, s1 ∈ [0, T [, with
∆(s0)∆(s1) < 0. Observing that (in our case), the function ∆(·) is T/n-periodic, we can
also suppose that s0 < s1 < s0 + T/n (otherwise, just rename the two s). Now we see that
(H4) is satisfied with α0− = α0+ = α0 and υ0(α)= s0 and υ1(α)= s1. Then the conclusion
follows from Corollary 2. ✷
3. Duality results
In this section, we proof a duality result between the degree of the “angle-action” map
computed in the previous section and the degree associated to the periodic problem (1)
written in its usual functional-analytic form. We limit ourselves to the T -periodic problem
and we discuss only the case in which the perturbation p is continuous. The study of the
mT -periodic case (for a general m 1) in the Carathéodory setting needs only few minor
technicalities and thus is omitted.
Assume the setting for Theorem 2. First we restrict ourselves to the case where α−
and α+ are such that for all α with α−  α  α+, τ (α) is “close enough” to T/n for some
n ∈N0. If [α−, α+] contains no α such that τ (α)= T/n, there is no solution and the degree
is zero. If there are several n such that τ (α)= T/n, then we divide the interval in several
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subintervals [αk−, αk+] such that on each of them the condition is satisfied and between them
there are no α such that τ (α)= T/n. The duality is then made on each of the subinterval
with the angle-action map for some n, the n depending of the subinterval.
Let υ0(α)= nτ(α)+(1/2)(χ0(α)+χ1(α)−τ (α)) (half way between χ1(α)+(n−1)×
τ (α) and χ0(α)+ nτ(α)). Take [α−, α+] containing an α such that nτ(α) = T but small
enough such that for all α ∈ [α−, α+], υ0(α)  χ0(α)+ T  χ1(α)+ T  υ0(α)+ τ (α).
We take also [α¯−, α¯+] ⊂ ]α−, α+[ which satisfies the same conditions as [α−, α+].
Let us define
R(χ0,χ1)(α−,α+) =
{
(α, s): α ∈ ]α−, α+[ and s ∈ ]χ0(α),χ1(α)[
}
.
We will write the indices (α−, α+) only when we want to emphasize the interval of energy
in which we work.
Let aε :R(χ0,χ1) →R2 be defined by
aε(α, s)=
(
s + θε,α,s(T ),βε,α,s(T )
)
and d :R(χ0,χ1) →R2 be defined by
d(α, s)= (s + nτ(α),α).
By the hypothesis on [α−, α+], we have, for ε small enough
aε
(
R(χ0,χ1)(α¯−,α¯+)
)⊂R(υ0,υ0+τ )(α−,α+)
and
d
(
R(χ0,χ1)(α¯−,α¯+)
)⊂R(υ0,υ0+τ )(α−,α+).
Let
A(χ0,χ1) =
{
σ(α, s): (α, s) ∈R(χ0,χ1)
}
be the piece of annulus corresponding to R(χ0,χ1). We define the changes of variables
h1 :R(χ0,χ1) → A(χ0,χ1) and h2 :R(υ0,υ0+τ ) → A(υ0,υ0+τ ) by hi(α, s) = σ(α, s). Note that
h1 and h2 are or both orientation-preserving or both orientation-reversing.
We prove first the following duality result between the angle-action map and the
Poincaré map Qε :R2 →R2 associated to Eq. (1).
We use the following elementary lemma on invariance of the degree of differences
through homeomorphisms. Unfortunately, we have not found an explicit reference of this
result in the literature.
Lemma 2. Let U , V and W be open bounded sets of Rn. If f1, f2 :U→ V are continuous
mappings and h :V→W is an homeomorphism, then
deg(f1 − f2,U)= ς deg(h ◦ f1 − h ◦ f2,U)
where ς = 1 is h is orientation-preserving and ς =−1 if h is orientation-reversing.
Lemma 3. With the above setting and notation,
deg
(
I −Qε,A(χ0,χ1)
)= deg(aε − d,R(χ0,χ1)).
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Proof. By definition of h1, h2, d and aε , we have
h2 ◦ d ◦ h−11 = I and h2 ◦ aε ◦ h−11 =Qε.
So by the usual invariance of the degree under the homeomorphism h−11 [59, 13.7b(T),
p. 578],
deg
(
I −Qε,A(χ0,χ1)
)= ς deg(h2 ◦ aε − h2 ◦ d,R(χ0,χ1)).
By the previous lemma on the invariance of the degree of differences under the homeo-
morphism h2, we obtain
deg
(
h2 ◦ aε − h2 ◦ d,R(χ0,χ1)
)= ς deg(aε − d,R(χ0,χ1)),
from which the conclusion follows. ✷
The duality between the Poincaré map and the functional operator associated to the
problem is a classical result. More details can be found in [25] and a discussion of the
subject is given in [28].
Let
A(χ0,χ1)(α−,α+) =
{
u ∈CT : u(0) ∈A(χ0,χ1)(α−,α+) and α− <H
(
u(t)
)
< α+
}
.
Let X = CT =Z and domL= C1T . The operatorL : domL⊂X→ Z; u → u′ is Fredholm
of index zero and N :X → Z defined by N(u)(t) = −J∇H(u(t)) + εp(ε, t, u(t)) is L-
completely continuous (cf. Mawhin [36] or [25] for the corresponding definitions). Then
we have:
Theorem 4. Let α− and α+ satisfy the hypothesis (H1) and (H2). Then
DL
(
L−N,A(χ0,χ1)(α−,α+)
)=∑
k
deg
(
aε − d,R(χ0,χ1)(αk−,αk+)
)
where the sum is taken on all the k as described at the beginning of this section.
Remark. This sum is given by sgn∆(α,χ0(α))(@ − j + 1) where @ is the larger integer
for which T/@ > τ(α−) and j is the smallest integer such that T/j < τ(α+). By
assumption (H1) with m= 1 we know that @ n j .
The proof of Theorem 4 comes immediately from Lemma 3 using the additive property
of the Coincidence Degree and the already known duality theorem between the coincidence
degree and the Brouwer degree for the Poincaré map [10,25,28,36].
4. The time-map
4.1. Nondegeneracy condition
We first make some observations on the regularity of τ (·) for Eq. (6). When g :R→R
is continuous and
g(x)x > 0 for x = 0, (13)
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the time-map τ is Hölder-continuous with exponent 1/2 [53, Proposition 3.1.2]. If g is
n-times continuously differentiable (in fact a little bit less is needed), then τ is n-times
continuously differentiable [53, Proposition 3.1.5].
Next, we discuss the relationships between the nondegeneracy condition and assump-
tions on time-maps like (7). Similar results (but not exactly in the same form) can be found
in [23,24,34,54,56]. In [23,24], Hausrath and Manásevich analyzed these concepts for all
the solutions of a general planar system. We propose here a proof for a single solutions
(using a minimum of regularity assumptions) which, in our opinion, shows the usefulness
of the setting adopted in Section 2.
Let us consider the setting of Section 2 with the annulusA filled by nonconstant periodic
orbits. In what follows, we restrict our consideration to the points and trajectories in the
interior intA of A. Suppose that ∇H , φ and τ are continuously differentiable (note that if
we choose φ([a, b]) like a flow-line of∇H as we did in (iii) of Section 2, then φ turns out to
be of class C1 and therefore the regularity assumption on φ is already satisfied). Let u0 be
a T -periodic solution of (2) contained in intA and let also α0 =H(u0(t)), φ(α0)= u0(0).
For any initial point z ∈ intA, let u(· , z) be the solution of (2) with u(0)= z. According
to the notation of Section 2, we have that there is a well determined α ∈ ]a, b[ such
that H(u(t, z)) = α and τ (α) is the fundamental period of u(· , z). If z = φ(α), then
u(t, z)= σ(t, α). In any case, u(t, z)= σ(t + s,α), with z= σ(s,α). Assume τ (α0)= T
(that is, T is the minimal period of u0(·)).
By the theorem of differentiable dependence of the solutions from the initial data, we
know that the solution of v˙ = −JH ′′(u(t, z))v with v(0) = w is given by Dzu(t, z)w.
Consider now z= φ(α0)= u0(0). For w = u˙0(0)=−J∇H(φ(α0)), we know that v(t)=
u˙0(t), which is T -periodic.
Take now w = φ′(α0). This vector is not parallel to −J∇H(φ(α0)), so they form a base
of R2. We have
Dzu
(
t, φ(α0)
)
φ′(α0)= ∂
∂α
(
u
(
t, φ(α)
))∣∣
α=α0 =
∂
∂α
σ(t, α)|α=α0 .
All the solution of (3) are T -periodic and so u0 is degenerate if and only if (∂/∂α)σ(t, α0)
is T -periodic, i.e., if (∂/∂α)σ(0, α0) = (∂/∂α)σ(T ,α0). We know that σ(· , α) is τ (α)-
periodic, so we have σ(τ(α),α)= σ(0, α). Differentiating this latter relation with respect
to α at α0 and using τ (α0)= T , yields to
∂σ
∂t
(T ,α0)τ
′(α0)+ ∂σ
∂α
(T ,α0)= ∂σ
∂α
(0, α0).
This means that (∂/∂α0)σ (t, α0) is T -periodic of and only if
∂σ
∂t
(T ,α0)= 0 or τ ′(α0)= 0.
The first term is equal to −J∇H(σ(T ,α0))=−J∇H(φ(α0)) which is not zero as there
are no equilibrium points in the annulus. This proves that u0 is degenerate if and only if
τ ′(α0)= 0.
In the case where H is of class C2, p is continuously differentiable and u0 is
nondegenerate, the result we have in Theorem 3 can be obtained using the abstract result
[26, Theorem 1] developed to prove the existence of homoclinic solutions of second order
equations.
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4.2. Monotonicity of the time-map
The problem of the monotonicity of the time-map in the case of a second order
equation (6) was studied by many authors (see, e.g., [9,12,34,41,42,53,55]). Under the
condition that g :R→ R is continuous and satisfies (13), the origin (0,0) in the phase
plane is a center surrounded by periodic orbits. The center may be global or not according
to the fact that G(±∞)=+∞ or min{G(−∞),G(+∞)}<+∞, for G(x)= ∫ x0 g(s) ds.
Here we make some considerations about the monotone properties of the map which
represents the time to make an half lap (in the right half-plane of the phase plane) for the
solutions of (6). If the condition is also satisfied in the left half-plane, the period time-map
will be increasing (or, respectively, decreasing).
Let G−1 be the inverse of G for the positive numbers (which exists by the assumptions
on g and is strictly increasing). The time-map for the half-period map can be written as
(see [53, 3-1-5, p. 71])
τ+(α)= 2
c∫
0
f ′(x)√
c2 − x2 dx = 2
π/2∫
0
f ′(c sin θ) dθ,
where f (x) = G−1(x2/2), c = √2α and α = x˙2/2 + G(x) is the associated energy.
Therefore, if f ′ is strictly increasing, then τ+ is strictly increasing as well.
In order to apply Theorem 1 it would be enough to have that τ+ is strictly increasing
(or decreasing) at α0, that is there is a neighborhood ]α0 − r,α0 + r[ of α0 such that in it
τ+(α) < τ+(α0), for α < α0, and
τ+(α) > τ+(α0), for α > α0, (14)
holds. Therefore, a question which might be raised is whether we can find an example of a
map g such that (14) is true, without having the monotonicity of τ+. It is not difficult
(combining maps of the form (α − α0)k sin(α − α0)−@ with polynomial ones) to give
examples such that τ+ is strictly monotone at α0, but not monotone in any neighborhood
of α0 and with τ+ having sufficient regularity (if requested).
So, suppose that a function α → τ+(α) is selected with the desired monotonicity
property. Then the problem is how to find a differential equation like (6) generating τ+,
that is, how to find a continuous function g :R→R, satisfying (13) and having as “partial”
time map τ+g = τ+.
This problem (even if reduced only to a half lap) corresponds to the classical problem
of determination of the potential energy from the period of oscillations [31, §12, p. 27].
Actually, such inversion problem dates back to Abel (1823) [17], who first studied this
kind of questions, and leads to the analysis of an Abel’s integral equation (see [17,27] for
more information in this direction). General results about existence (and uniqueness) of
g for any given (sufficiently regular) τ+ (and, respectively, τ−) can be found in [1,53,
55]. According to those results it follows that it is possible to find functions g producing
time-maps with enough “wildness” in their oscillations (cf. [53, p. 134]) in order to have
examples in which our results (e.g., Theorem 1) can be applied, while previously known
bifurcation theorems do not.
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5. Applications
5.1. Two parameters problems
Some authors have studied the same type of bifurcation problems but with two
parameters
u′ = −J∇H(u)+
(
ε1p1(t, u)
ε2p2(t, x)
)
.
They discuss the number of periodic solutions of this problem for (ε1, ε2) small. In this
section, we confine ourselves to the search of T -periodic solutions (harmonics) only. The
case of subharmonics can be treated in similar manner as well.
Accordingly, in this subsection, we suppose that for some u0, T -periodic solution of (2),
(H3) is satisfied with
n= 1, m= 1, α0− = α0− = α0 and τ strictly increasing at α0. (15)
We study first, like Hale and Táboas in [20], the equation
x¨ + g(x)=−λx˙ +µf (t).
We assume that f :R→ R is a T -periodic function and g :R→ R is continuous and
satisfies (13). Let x0 be a periodic solution of the associated autonomous equation (6) with
energy (1/2)x˙0(t)2 +G(x0(t)) = α0 > 0 and minimal period τ (α0) = T . If we suppose
that τ is strictly increasing at α0 we have (H3) satisfied as in (15). In order to introduce a
single parameter ε, we set µ= ε and λ= νε. In this case the function ∆ corresponding to
(8) is given by
∆(s)=−ν
T∫
0
x˙0(t)
2 +
T∫
0
x˙0(t)f (t − s) dt.
Let h(s)= ∫ T0 x˙0(t)f (t − s) dt/ ∫ T0 x˙20(t) dt , so that
∆(s)= (h(s)− ν)
T∫
0
x˙0(t)
2 dt.
If ν > maxh(s)= h(s∗) or ν < minh(s)= h(s∗), then∆(s) = 0 for all s and so there exists
εν > 0 such that the equation has no T -periodic solutions for 0 < |ε| < εν. If h(s) is not
constant and if h(s∗) < ν < h(s∗), then there exists εν > 0 such that for each 0 < ε < εδ ,
the equation has at least two T -periodic solutions and these families of solution pairs (ε, u)
can be arranged into two connected sets branching from translations in time of x0. The
same situation occurs for −εδ < ε < 0.
So, similarly to what is described in [20], there are two regions of the plane (µ,λ):
one where there is no solution and one where there are at least two solutions (see the
corresponding pictures in [20, p. 79]). In some cases it will be also possible to find
subregions in which there are more than two solutions (say, four, six, etc.) depending on
M. Henrard, F. Zanolin / J. Math. Anal. Appl. 277 (2003) 79–103 97
the number of intersections of h(s) with ν and this number, in turn, will be related to the
number of relative strict maxima and minima of h(s) and their relative positions in the
graph of h. To apply our result, we have only to assume that τ is strictly increasing at α0
without requiring τ ′(α0) = 0 like in [20, (H1)]. Moreover, compared to [20] we have no
special smoothness conditions on g or on h to be required.
Now like Táboas in [54], we look at the existence of positive periodic solutions for the
perturbed Lotka–Volterra equation(
x˙1
x˙2
)
=
(
a2x1 − b2x1x2
b1x1x2 − a1x2
)
+
(
ε1p1(t, x)
ε2p2(t, x)
)
. (16)
Using the change of variables ui = ln xi for xi > 0, this equation can be written as an
Hamiltonian equation with H(u1, u2)= (a1 − b1eu1, a2 − b2eu2). From the work of Rothe
[49] and Waldvogel [57] (see also Schaaf [52,53] for more general systems) we know
that for this equation the time-map is strictly increasing. So our condition (H3) is always
satisfied. Like in [54], we suppose that the perturbation p = (p1,p2) takes the form
p(t, x) = h(t) + k(t, x) with k(t, x0(t)) = 0 for x0(t) = (x0,1, x0,2) with minimal period
τ (α0)= T , a given T -periodic solution of the associated autonomous system
x˙1 = a2x1 − b2x1x2, x˙2 = b1x1x2 − a1x2.
In order to get rid of the double parameter (ε1, ε2), we set
ε1 = εγ1, ε2 = εγ2, with γ 21 + γ 22 = 1,
that is γ = (γ1, γ2) ∈ S1. Now, rewriting Eq. (16) in the form
x˙1
x1
= a2 − b2x2 + ε1p1(t, x)
x1
,
x˙2
x2
= b1x1 − a1 + ε2p2(t, x)
x2
,
after a simple manipulation, we obtain that the function ∆ in (8) can be expressed in the
form
∆(s)= γ1v1(s)+ γ2v2(s)= γ v(s)
with v(s)= (v1(s), v2(s)), where
vi(s)= ai
T∫
0
hi(t + s)
x0,i(t)
dt − bi
T∫
0
hi(t) dt (i = 1,2).
So, to apply Theorem 1 in this situation, it will be sufficient to assume that γ v(s) changes
sign for some γ ∈ S1. However, for a brief comparison of our application with [54], let us
suppose (like [54, (H4)]) that v(s) = 0 for all s ∈ [0, T [. Assume also that for all γ ∈ S1
there exists s such that γ v(s) = 0. This is a very general and weak version of the hypothesis
[54, (H3)]. Let
Σ = {γ ∈ S1: for some s ∈ [0, T [, γ v(s)= 0}.
If Σ = S1, then there exists δ0 > 0 such that for 0 < |ε|< δ0, the problem has at least two
T -periodic solutions for every γ ∈ S1.
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If Σ = S1, then for some 'γ@ (@= 1,2)
Σ = {γ : 'γ1  γ  'γ2 or 'γ1 + π  γ  'γ2 + π},
where, with a little abuse in the notation, we write an inequality between vectors of S1
as it would be between their corresponding angles (γ = exp(iϕ)). From Σ we can now
determine (like in [54]) two regions determined by functions 'γ−@ (ε) and 'γ+@ (ε), with
'γ−@ (ε) < 'γ@ < 'γ+@ (ε) such that for all the parameters εγ satisfying 'γ+1 (ε) < γ < 'γ−2 (ε)
or 'γ+1 (ε) + π < γ < 'γ−2 (ε) + π , the problem has at least two solutions and for all the
parameters such that 'γ+2 (ε) < γ < 'γ−1 (ε) or 'γ+2 (ε)+ π < γ < 'γ−1 (ε)+ π , the problem
has no solutions (see [54, Fig. 1.2, p. 87] for a similar situation).
Let m∗ = mins∈R |v(s)| and m∗ = maxs∈R |v(s)|, then we have the following estimates
on 'γ±@ : 2m∗|ε| | 'γ±@ (ε)− 'γ@| 2m∗|ε|.
Looking at the oscillations of the function s → v(s) one can also determine possible
subregions with a larger number of solutions, like in [54, Fig. 1.3, p. 88].
For different results in this direction, see also [8]. We also refer to [13,19,21,35] for
other applications of bifurcation results of harmonic and subharmonic solutions from
periodic orbits, in any case requiring more regularity assumptions than those we needed
here.
5.2. Periodic solutions close to homoclinic solutions
In this section, we suppose that p = p(t, u) is a bounded function, i.e., for all t, u,
|p(t, u)| |p|∞.
Let u0 be an homoclinic solution of (2) with lim|t |→+∞ u0(t) = a ∈ R2 such that a is
an hyperbolic fixed point. For simplicity, we take H such that H(a)= 0.
In papers like [6,26,43], existence of homoclinic or multibump solutions close to the
given homoclinic and in presence of perturbations satisfying suitable conditions, is proved.
Here we prove that under the same kind of assumptions, and for periodic perturbations,
there are infinitely many periodic orbits close, in some sense, to the homoclinic. Again,
we stress that the perturbed equation is not necessarily of Hamiltonian type. For other
results in the variational setting, see Ambrosetti and Badiale [2,3]. We refer also to
Battelli and Palmer [7] for a study of the Duffing equation via the Melnikov method
and thus requiring more regularity. The choice of our application is also motivated by
the pioneering work of Chow et al. [14] were a class of Duffing equations containing the
example x¨ − x + x2 = −λ1x˙ + λ2f (t) was investigated. In this final part of our article,
we summarize some results that can be obtained, with just a sketch for the proofs. The
interested reader, may find a detailed treatment in [26]. Here, we confine ourselves only
to those aspects of [26] which are significant from the point of view of the bifurcation of
subharmonic solutions. We refer to [26] for all those details that we were forced to skip
from here.
Let us start with the autonomous equation (2). As the fixed point a is hyperbolic and the
set U = {u0(t): t ∈R} contains no fixed point, there exists a neighbourhood U of U ∪ {a}
on which a is the unique fixed point. Then, inside (in terms of the Jordan curve theorem)
the simple closed curve U ∪ {a}, the solutions which are in U are periodic. This means
that there is a annulus of periodic solutions, the external boundary of which is U ∪ {a} and
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as u0 is an homoclinic solution, limα→0− τ (α) =+∞. We have implicitly supposed that
H(x) < 0 inside U ∪ {a}. If we are in the opposite case we have only to look at the limit
for α→ 0+. Hence we can claim that:
Lemma 4. There exists N > 0 such that for all mN , there are α0− and α0+ such that for
α ∈ [α0−, α0+], τ (α)=mT and [α0−, α0+] satisfies (H3).
As stated above, we recall that p = p(t, u) and p(t + T ,u)= p(t, u). Let us consider
the Melnikov function [19, p. 187]
∆0(s)=
∫
R
∇H (u0(t))p(t − s, u0(t))dt.
This function corresponds to the one defined in [14, (1.2)] for second order scalar
equations, in [43, Corollary 4.3] for Hamiltonian systems, in [6, Section 2.2] for variational
second order systems and in [26, Lemma 7] for second order systems.
We prove now that if there exist s1, s2 ∈ [0, T [ such that ∆0(s1)∆0(s2) < 0, then
condition (H4) is satisfied for all m large enough.
By the regularity of H , the level curves of H in a small disc B(a, δ) around the point a
are of maximal length l(δ) with l(δ)→ 0 as δ→ 0. This simple observation is used in the
next lemma:
Lemma 5. In the framework described above, we have ∆(α, s)→∆0(s) as α→ 0−.
Proof. This result is essentially [14, Lemma 4.1, p. 365, case j = 0]. We give a sketch
of its proof for completeness. Take δ, α0 and R such that in B(a, δ), l(δ)  η and for all
0 > α > α0 and τ (α)/2 > |t|>R, σ0(t, α) ∈ B(a, δ). For those α,
∣∣∆(α, s)−∆0(s)∣∣
( −R∫
−∞
+
+∞∫
R
)∣∣∇H (u0(t))∣∣|p|∞
+
( −R∫
−τ (α)/2
+
τ (α)/2∫
R
)∣∣∇H (σ(t, α))∣∣|p|∞
+
R∫
−R
∣∣∇H (σ(t, α))p(t − s, σ (t, α))−∇H (u0(t))p(t − s, u0(t))∣∣dt.
As σ(t, α) → u0(t) on [−R,R] as α → 0− and ∇H and p are continuous in u, the
integrand of the last integral converge pointwise to 0. Moreover, if ∇H and p are bounded,
the integrand is dominated. So for α close enough to 0,∣∣∆(α, s)−∆0(s)∣∣ 4l(δ)|p|∞ + η (4|p|∞ + 1)η.
This proves the announced convergence. ✷
Putting together Lemma 4 with Lemma 5, we obtain immediately:
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Fig. 1. A homoclinic solution with the bifurcation points of homoclinic solutions (in black) and the periodic
solutions (for m= 6 to 10) with the bifurcation points of periodic solutions (in gray).
Lemma 6. If there exist s1, s2 ∈ [0, T [ such that ∆0(s1)∆0(s2) < 0 then for all m large
enough, there exist α0− and α0+ with for α ∈ [α0−, α0+], τ (α)=mT and the interval [α0−, α0+]
satisfies (H3) and (H4).
At this step, we are in position to apply Theorem 3 (with the remark about the number
of branches in Section 2) on each “narrow strip” [α0−, α0+] which can be determined for the
periods mT, with m sufficiently large. Therefore, we obtain:
Theorem 5. If there exists an homoclinic solution of (2) asymptotic to an hyperbolic fixed
point, if p is bounded and there exist s1, s2 ∈ [0, T [ such that ∆0(s1)∆0(s2) < 0, then
there exist N0 > 0 such that for all mN0, Eq. (1) has at least 2m connected branches of
periodic solutions with minimal period mT , for |ε|> 0 and sufficiently small.
In Fig. 1, we give a picture of the bifurcation for the Duffing equation
x¨ − x + x3 = ε cos(2πt).
In the picture, we have drawn the homoclinic solution to 0 in the right half plane, the
bifurcation points of the homoclinic solutions related to the zeros of ∆0, the periodic
solutions inside the homoclinic trajectory for the values of the period from 6 to 10 and
the corresponding bifurcation points. Perturbations of x¨−x+x3 = 0 were also considered
in [14].
Remark. When deg(∆0, ]s1, s2[) = 0, it as been proved in [26, Corollary 1] that close to
u0, there exists a set with an approximate Bernoulli shift structure. Here we prove that
there is a set on which the problem has periodic solutions with arbitrarily large minimal
period. This is one of the characteristics which define the chaos in the Bernoulli shift.
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