ABSTRACT Machine learning is a powerful tool to predict user behavior and harness the vast amount of data measured in cellular networks. Predictive resource allocation is a promising approach to take advantage of the prediction for the mobility and traffic load related user behavior. This paper strives to boost the performance of under-utilized networks by predicting behavior-related information from historical data with deep learning. We first propose a hierarchical and multi-timescale radio resource management scheme for non-realtime service that only needs coarse-grained future knowledge, by taking multi-input-multi-output orthogonal frequency multi-access as an example system and high throughput as an example performance metric. Such a scheme allows the decision of resource management to be made in a central processor and base stations in different timescales and allows the knowledge to be predicted with less training samples. Then, we design a deep neural network to learn the future knowledge required for making decision directly from different types of past data with different resolutions observable in cellular networks. Simulation results show that the proposed scheme with the end-to-end knowledge prediction performs closely to the relevant optimal solution with perfect and fine-grained prediction, and provides dramatic gain over non-predictive counterpart in supporting high request arrival rate for the non-realtime service.
I. INTRODUCTION
To support explosively growing demands for data traffic, the main trend techniques of future mobile communications are exploring wider spectrum and deploying more antennas or base stations (BSs). However, according to recent data analysis for prevalent cellular networks, only 15% ∼ 30% radio resources are utilized on average, which is caused by temporal-spatial traffic variation.
The dynamic nature of traffic load comes from user behavior such as routine activities and mobility, which has long been regarded as random in wireless system design. With the flourish of big data analysis, however, the user behavior has been noticed predictable. For example, the traffic load [1] , [2] and user trajectory [3] , [4] can be predicted with various machine learning techniques. By predicting the traffic load in the next few hours, lightly loaded BSs can be shut down for reducing energy consumption [5] . By predicting the next one or more cells that a mobile station (MS) will enter, the quality-of-service (QoS) of the MS can be improved with anticipatory handover [6] , [7] . Along with the recent introduction of machine learning techniques into wireless community, the values of the vast amount data available in different protocol layers of cellular networks are drawing wide attention. Yet how to apply heterogenous data changing in different timescales for boosting network performance or reducing operational cost is still exclusive.
Predictive resource allocation provides a promising way of harnessing wireless data, which has been shown dramatic gain in supporting high throughput [8] - [10] or reducing energy consumed at BSs [11] - [14] . Different from existing applications for green radio and mobility management, predictive resource allocation needs fine-grained prediction in a time window with minute-timescale horizon.
For non-realtime (NRT) traffic such as video on demand (VoD) or file downloading, it is possible to serve the MSs when they move to the locations with good channel conditions [8] , [11] and/or in lightly loaded cells [12] or with high data rates [9] , [13] - [15] without sacrificing user experience. Remarkable performance gain over non-predictive counterparts has been demonstrated either by finding optimal strategies under the assumption of perfect prediction [8] , [9] or prediction error model [13] , [14] , or by data-driven analysis [10] , [15] . Different from the non-predictive methods that are optimized according to current instantaneous or average channel gain varying in the timescales of milliseconds or seconds, predictive resource allocation is designed using future knowledge in a time window with minuteduration. As a far-sighted solution by leveraging prediction, predictive resource allocation can make a plan to assign resources in the window for a user requesting NRT service to ensure its flow-level QoS when the user initiates the request.
A. RELATED WORKS
In the literature of predictive resource allocation, various knowledge has been used for making the decision, i.e., making the resource allocation plan for a MS. The plan determines the amount of resources (say average transmit power, number of subcarriers or time slots) to be assigned in each frame (to be defined later) of the prediction window. In [11] , energy efficient resource allocation plan was optimized by using future average channel gains, which can be obtained from predicted user trajectory with the help of radio map [16] , [17] . In [12] , energy consumed at the BSs was minimized by optimizing the plan based on future average channel gains of a MS together with future average resource usage status of a network, which can be translated from traffic load prediction. In [9] , [13] , and [14] , the plan for each MS was optimized to increase network throughput or reduce energy consumption based on average rate prediction. The rate can be predicted directly from the measured average rates or modulation and coding scheme at different locations [10] , [15] , or indirectly by translating from predicted traffic load of each BS and average channel gains of each MS. However, what kind of knowledge is essential for making the decision remains largely unexplored.
Aiming at demonstrating the gain of predictive resource allocation, most existing works optimize policies with strong assumptions but rarely validate whether or not the assumptions could be true. One key assumption is that fine-grained information (say the future average channel gain, or average residual bandwidth, or average data rate in each frame with one-second duration) in a one or two minute-long time window, are predictable [9] , [11] - [14] . So far, it is rarely discussed in priori studies that the future knowledge required for making the decision should be in what granularity. The user behavior information required by predictive resource allocation, say user trajectory, traffic load, or data rate, change in different timescales since the dynamics are induced by different mechanisms. The predictability for these information, which is the maximal horizon that can be predicted with given prediction errors, hence differs. Despite that various behavior-related information has been predicted in the literature, they are targeted to diverse applications such as locationbased service and autonomous driving. As a result, existing prediction methods either provide coarse-grained prediction over long horizon with data of low sampling resolution, or support fine-grained prediction over short horizon with data of high resolution. For example, existing works can predict the trajectory of a MS in the next second with data of fine granularity (e.g., with sampling period of 10∼100 milliseconds) over very short horizon (e.g., few seconds) [3] , and can predict the traffic load of a BS in the next day with data of coarse granularity (e.g., with sampling period of 15 minutes or even a hour) over very long horizon (e.g., one day) [5] . Such long or short prediction horizon is useless for predictive resource allocation, and recording fine-grained data in cellular network needs huge storage capacity. Furthermore, it is well-known that prediction accuracy deteriorates quickly as the prediction horizon increases. Yet few priori works have addressed if the required information is predictable over the minute-level horizon, and how the required information for predictive resource allocation is predicted.
The historical data required for making the prediction are gathered from different layers in the network, and may even be gathered from other sources, say global positioning systems (GPS) installed at user device, which may not be recorded periodically. In practice, GPS data cannot be reported or received continuously due to limited device battery and radio signal blockage. Moreover, acquiring user location is with the concern of privacy. Besides, in order to construct a fine-grained radio map, large amount of drive tests are required, which is very expensive [18] . On the top of the issues for predicting information and gathering data, how to translate the predictable information into the required knowledge for making the final decision is rarely investigated, which needs to resorting to various models and needs many steps.
While machine learning techniques have been widely used to predict various behavior information for devise applications, they are introduced to design wireless systems very recently. Inspired by the fact that deep learning can learn complex relation between the input and output of a system, a module, or an algorithm, some hard-to-solved transceiver design or resource allocation problems are re-optimized from another perspective. In [19] and [20] , deep neural networks (DNNs) were proposed respectively to learn the solution of transceiver optimization in an interference network and to learn the optimal predictive resource allocation in [9] . In [21] , DNN was used to identify critical links to reduce the computational complexity for optimization without causing performance loss. In [22] , DNN was employed for learning channel estimation in orthogonal frequency division multiplexing systems. In [23] , a DNN was designed to learn coordinative beamforming. All the methodologies using machine learning as the design tool are able to deal with imprecise information and seek approximate yet good solutions to the problems. These techniques can be supported by the updated network architecture, where the required information can be learned in a central processor (CP) [24] . Nonetheless, priori works along this line except [20] are non-predictive, which do not exploit the predictable user behavior information. Moreover, the downside of the DNN-based methods is requiring large amount of data samples and high complexity in off-line training. For example, 50,000 training samples are required for obtaining an approximated optimal solution of predictive resource allocation even with judiciously designed DNN structure and active learning, and the training time is over 24 minutes with a personal computer (the configuration will be detailed in section V.D later) [20] . How to reduce the sample complexity and training complexity remains as open problem, which calls for integrating domain knowledge with the DNN-based system design.
B. MOTIVATION AND MAJOR CONTRIBUTIONS
This paper strives to derive predictive resource allocation scheme with end-to-end prediction. The goal is to investigate if the required knowledge for making the decision can be coarse in temporal-spatial resolution and can be predicted from raw data in low resolution without any translation.
We first show that predictive resource allocation with minute-and cell-level knowledge prediction is able to achieve negligible performance loss from the optimal solution with perfect future rate in each frame of a prediction window. To this end, we take multi-input-multi-output orthogonal frequency multi-access (MIMO-OFDMA) as an example system and high throughput as an example performance metric, and propose a threshold-based scheme that is operated in three timescales. To focus on how to make the plan with coarse-grained prediction, we simply apply existing nonprediction resource allocation when instantaneous channel gain is available. To achieve high throughput while satisfying the QoS for the MSs requesting VoD service, we find two thresholds based on the predicted information for making the resource allocation plan. The thresholds are respectively used to determine whether or not a MS is in good channel condition and will travel to BSs with heavy load.
We then resort to DNN to predict the essential knowledge for making the decision in an end-to-end manner. By end-toend, we mean that the procedure of predicting the required knowledge consists of a single learning procedure, without the need for multi-stage learning pipelines and the information translation. This is inspired by the ability of DNN in learning the hidden features of the inputs and in deducing complicated relation between different information. For example, if we need to predict a threshold for average channel gains, why we are so troubled to first predict trajectory and then translate it into future average gains with the radio map and finally computes the threshold? Instead, we should try to predict the threshold by directly using the average channel gains measurable in the network.
The major contributions are summarized as follows:
• We propose a hierarchical predictive resource allocation scheme for NRT service that only requires coarsegrained prediction. With such a scheme, high throughput can be supported by predicting the required knowledge with heterogenous low-resolution data and much less training samples than the scheme in [20] . At the CP with global view, a rule in the form of two thresholds is made based on cell-level prediction for all the BSs and minutelevel prediction for all the MSs in the covered region. At each BS, a short-term plan is made in each frame for a MS according to the informed rule and the currentlyestimatable local information.
• We design a DNN to predict the knowledge required for making decision in an end-to-end manner, where the input consists of different types of raw data measured at the CP, BS or users in cellular networks with multiple sampling resolution. Surprisingly, although the historical data are with low resolution, the proposed scheme with end-to-end prediction performs very close to relevant optimal solution with perfect prediction, in terms of supporting high throughput, as demonstrated by simulation. The solution can adapt to traffic variation and user mobility, and is robust to the prediction errors.
As in the optimization-based solutions [9] , [11] - [14] , the proposed scheme also first predicts the required knowledge, and then makes the resource allocation plan at the start of the prediction window. In the optimization-based solutions, however, the required prediction is in one timescale and the plans for all MSs for all frames in the prediction window are obtained simultaneously. As a result, both the prediction and the resource allocation planning need to be made in a centralized manner. By contrast, the proposed scheme operates hierarchically and in different timescales. With the global information gathered from all BSs and MSs, the CP makes a general decision rule. With the local information measured at each BS, the BS makes a personalized plan for each MS in each frame in a distributed manner. Such a scheme also allows to use heterogeneous raw data gathered in different timescales, and allows to design predictors with simpler structure, which significantly reduces the training samples, training time, and system complexity.
The rest of this paper is organized as follows. In section II, we introduce the system model. In section III, we develop the hierarchical predictive resource allocation scheme. In section IV, we design the DNN for making the end-to-end prediction. In section V, we use simulation to evaluate the performance. In section VI, we provide conclusions.
Notations: · 2 denotes two-norm, · F is the Frobenius norm, ∅ denotes an empty set, | · | denotes the cardinality of a set, U(·, ·) denotes uniform distribution, and E(·) denotes expectation.
II. SYSTEM MODEL
Consider a multi-cell network, where each BS is connected with a CP. The CP can gather the historical data from BSs and MSs within a time window (called observation window) to predict the information within another time window (called prediction window), and then inform the predicted information (maybe after processed) to the BSs.
The BSs serve both realtime (RT) traffic (such as phone calls and gaming) and NRT traffic that is delay tolerant. In this work, we concern with the predictive resource allocation for the mobile users requesting VoD service. In the following, we call a user requesting VoD service as a MS, a user requesting RT service as a RT user, and call both MSs and RT users as users when we do not need to differentiate them. The proposed framework is also applicable to other NRT services such as file downloading, which can be regarded as a special case of VoD service. Since RT traffic has higher priority and stringent delay deadline, the NRT traffic can be served with the residual resources after the QoS of the RT traffic is guaranteed. Figure 1 illustrates the system model.
A. MULTIPLE TIMESCALES
Time is discretized to frames each with duration (in second timescale), and each frame includes T s time slots each with duration of unit time (in millisecond timescale). The durations are defined according to the channel variation caused by user mobility, i.e., the coherence time of large scale fading (caused by path-loss and shadowing) and small scale fading (caused by multi-path propagation). When a MS initiates a VoD request, an observation window is established for the MS, which contains i records with resolution (i.e., sampling period) r = N r , where N r is the number of frames between two successive records. For different kinds of historical data for making prediction, the resolution and number of records may differ, hence the duration of the observation window may differ.
The prediction window starts at the end of the observation window and is with the duration of T p frames. To ensure the expected QoS of a MS, the required prediction horizon is equal to the playback duration of the requested video plus the overall stalling time that the MS can tolerate. Due to the predictability of different types of information, the duration of the prediction window may not be equal to the required prediction horizon. It is not beneficial to set the prediction window longer than the required prediction horizon. If the requested video cannot be completely conveyed to the MS within a prediction window, then another prediction window will start immediately. Figure 2 illustrates the multiple timescales in the considered network, where a prediction window, a frame, and a time slot are in the timescales of minutes, seconds and milliseconds, respectively.
B. TRAFFIC MODEL
There exist both RT and VoD services in the network.
1) RT TRAFFIC MODEL
Different from VoD services, the data of RT services cannot be transmitted in advance. After the data packets from RT users randomly arrive at a BS, they will wait in the queue at the BS for transmission but cannot wait too long in the buffer to satisfy the QoS.
The queuing delay in the buffer of the BS should satisfy the statistical QoS requirement, characterized by a delay bound and a delay violation probability. If the queueing delay in the kth queue exceeds D k max with a probability less than ε k D , then the QoS requirement of the kth RT user (denoted as RU k ) can be satisfied [25] , [26] . For example, in the fourth generation (4G) cellular systems, the upper bound on ε k D for VoIP is 2% while D k max is 50 ms for radio access networks [27] .
2) VOD TRAFFIC MODEL
The requests from the MSs arrive at each BS asynchronously. Each video file is divided into multiple segments and then coded. Each segment is a stand-alone unit. Once a segment is completely received by a MS, the segment can be decoded and played. To avoid playback interruption due to empty playout buffer (i.e., stalling), a segment should be sent to the MS before the end of playing the previous segment. Assume that the video segments to be played within the prediction window are available at the BSs, either via high capacity backhaul or by precaching.
III. THRESHOLD-BASED PREDICTIVE RESOURCE ALLOCATION
In this section, we introduce a method to make a resource allocation plan for a MS based on two predicted thresholds. While other performance such as energy efficiency of the network and QoS of VoD users can be improved, we take throughput as a metric to illustrate how to improve system performance by exploiting the residual resources after serving the RT users.
75732 VOLUME 6, 2018 To illustrate how to design predictive resource allocation, we consider a N b cell network, where each cell is with radius R b and each BS is with height h b . Each BS is with bandwidth W max and maximal transmit power P max , and equipped with N tx antennas. We consider the following channel model and transmission scheme. Assume that: (i) the large scale channel gain (i.e., average channel gain, depending on user location) remains constant within each frame and may vary among frames, (ii) the small scale channel gain (i.e., instantaneous channel gain) remains constant within each time slot and is independent and identically distributed (i.i.d.) among time slots, and (iii) the shadowing follows log-normal distribution, i.e., X m,k j is a Gaussian random variable.
B. TRANSMISSION SCHEME
A user is only associated to the BS with the highest average channel gain. Each BS serves the associated multiple users with MIMO-OFDMA, and transmits to each subcarrier with maximal-ratio transmission. Denote α k j and d k j as the average channel gain and distance between the kth user and its associated BS in the jth frame, respectively. The achievable rate of the kth user in the tth time slot of the jth frame can be expressed as,
where W 0 is the subcarrier spacing, N k j,t is the set of subcarriers allocated to the kth user in the tth time slot of the jth frame, p k j,t,n is the transmit power allocated to the kth user on the nth subcarrier in the tth time slot of the jth frame, N 0 is the noise power spectrum density, and h h h k j,t,n ∈ C N tx ×1 is the small scale channel vector, which is i.i.d. among antennas and subcarriers.
When the transmit power is equally allocated among users and subcarriers, i.e., p k j,t,n = P max W 0 /W max , the instantaneous achievable rate in (1) becomes,
where σ 2 0 = N 0 W 0 . When N tx is large, it is easy to show that the average rate of MS k associated with BS m in the jth frame can be accurately approximated as
where W m j is the residual bandwidth of BS m in the jth frame, which will be detailed later.
C. BASIC IDEA OF THE THRESHOLD-BASED SCHEME To explain why it is possible to design threshold-based scheme, we come back to the principle behind predictive resource allocation for serving NRT users, which is to transmit more data to a MS when the MS moves to a location with high average data rate [15] . The average rate of a MS depends on its average channel gain and assigned radio resources. In order to improve the performance of network with guaranteed QoS for the MS, such a principle can be interpreted as finding two thresholds. To support high throughput, the BSs should transmit more bits to a MS with good channel condition. Hence, we need a threshold to determine whether or not the average channel gain at a location is good. To reduce stalling time, more segments should be transmitted by a BS with light traffic load to a MS heading to heavily loaded cells. Hence, we need another threshold to determine whether or not the residual resource in a cell is sufficient for causing less stalling. With the two thresholds, a BS can judge if a MS can be served with higher average rate.
This suggests that we need to predict two thresholds at the start of each prediction window, one for each MS, the other for each BS. The threshold for MS k is denoted as α k th , which can judge if the average channel gain of the MS is good in each frame of the window. The threshold for BS m is denoted as W m th , which can judge if the average residual bandwidth of the BS is large in the window, i.e., the mth cell is with light traffic load.
In what follows, we discuss how to predict the two thresholds and the average residual bandwidth.
D. PREDICTING THE THRESHOLD FOR AVERAGE CHANNEL GAIN
To find a threshold robust to the prediction errors of average channel gains, we consider the fact that the median of samples is insensitive to outliers (i.e., the prediction with large errors). Besides, the value of the threshold should depend on the residual bandwidth in the network. For a busy network, we should set a lower threshold such that there are more chances for a MS to download data. Hence, we can simply set α k th = a 0 α k med for MS k , where α k med is the median value of the average channel gains between MS k and its associated BSs within the prediction window, and 0 < a 0 ≤ 1, which is a pre-determined constant depending on the overall average residual resource in a network.
E. PREDICTING THE THRESHOLD FOR AVERAGE RESIDUAL BANDWIDTH
To find a threshold for average residual bandwidth, we first find the required residual bandwidth that can exactly ensure VOLUME 6, 2018 the QoS of all the MSs associated with a BS (say BS m ) in a time slot (say the tth time slot) of a frame (say the jth frame), which is denoted as W m th,j,t . For notational simplicity, assume that each segment of a video is with B seg bits and playout time of T seg frames. To avoid stalling, a segment with B seg bits should be conveyed within T seg frames. In other words, BS m should transmit B seg /T seg bits to a MS associated with it in the jth frame. Then, from (2) the residual bandwidth should satisfy
where N k j,t is the set of subcarriers allocated to the MS k in the tth time slot of the jth frame, 1 and K m j is the set of MSs associated with BS m in the jth frame.
We can see from (4) and (5) that W m th,j,t depends on the information hard to predict, say future small scale channel gains of the associated MSs. Hence, it is not viable to use W m th,j,t as a threshold to determine whether a MS is heading to a cell with high or low residual resource. In the following proposition, we find a threshold that only depends on the average information in future.
th,j,t can be approximated as,
where λ m is the average VoD request arrival rate (in requests/frame) at BS m within the prediction window, T m is the average number of frames that the MSs are associated with BS m within the prediction window, andd is the average distance with expression in the appendix.
Proof: See Appendix A.
F. PREDICTING AVERAGE RESIDUAL BANDWIDTH
The residual bandwidth at a BS in each frame can be computed as the total bandwidth W max minus the bandwidth required to ensure the QoS of the RT users. The bandwidth occupied by RT users depends on the RT traffic model, i.e., the packet arrival rate, packet size, and the QoS of each RT user, which can be derived by resorting to the theory of effective bandwidth and effective capacity.
In the following proposition, we illustrate how to derive the residual bandwidth in each frame. Recall that the QoS of a RT user (say RU k ) can be characterized by the queueing delay bound D k max and the delay violation probability ε k D . Proposition 2: If for each RT user (say RU k ), (i) the packet arrival follows Poisson process with average rate of λ k p (packets/s), (ii) the packet size follows exponential distribution with mean value 1/λ k u (bits/packet), (iii) the instantaneous SNR is low, then the average residual bandwidth at BS m in the jth frame can be approximated as,
where RT , and K m j,RT is the set of RT users that are associated with BS m in the jth frame.
Proof: See Appendix B. Then, the average residual bandwidth of BS m in the prediction window can be obtained as
G. PREDICTIVE RESOURCE ALLOCATION SCHEME WITH TWO THRESHOLDS
The threshold-based predictive resource allocation for each MS operates in three timescales, respectively in minute-level, second-level, and millisecond-level as follows. . Then, the CP makes a rule for resource allocation planning in the window, which is characterized by the two thresholds.
th is computed with (6). Finally, the CP informs α k th , W m th , the service BS set and the average residual bandwidths of the BSs to each BS in the set.
2) AT THE BEGINNING OF EACH FRAME (SAY THE jth FRAME) IN THE PREDICTION WINDOW
For each MS (say MS k ), the BS that associates with MS k in the jth frame (say BS m ) first estimates W m j and α k j , then computes the average rate of MS k (i.e., R k j ) with (3). Meanwhile,
Then, BS m determines how to transmit according to the following steps:
Step 1: If there is less than one segment in the buffer of MS k , i.e., D k < B seg , BS m first transmits to the MS in a non-predictive manner until an extra segment is in the buffer before playback in order to avoid stalling.
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Step 2: After ensuring D k ≥ B seg :
• If there are still resources available in the jth frame, then BS m makes a short-term resource allocation plan in the frame for the MSs in K m j that meet the following conditions according to the informed rule (i.e., the two thresholds) and the predicted average residual bandwidth:
-(C1) MS k experiences good channels, i.e., α k j ≥ α k th , and -(C2) MS k is heading to a BS with low residual bandwidth, i.e., W n k < W n k th , where W n k and W n k th are the predicted average residual bandwidth and the bandwidth threshold for the next BS that MS k will associate with, respectively. i) If there are multiple MSs satisfying (C1) and (C2) in the mth cell, then BS m transmits more segments to the MSs with higher average rates in each frame in order to support high throughput. The number of extra segments transmitted to a MS (i.e., the short-term plan for the MS) can be designed as proportional to the average rate of the MS in each frame. Denote the percentage of residual resources at BS m after the first step in the jth frame as S m j . To exploit the residual resource, the number of segments that BS m should convey to
, whereK m j is the set of the MSs in the mth cell satisfying conditions (C1) and (C2) in the jth frame. ii) If there are no MSs in K m j satisfying (C1) and (C2), then BS m transmits to the MSs in a non-predictive manner.
• If there are no resources available in the jth frame, then BS m does not transmit.
3) AT THE BEGINNING OF A TIME SLOT (SAY THE t th TIME SLOT)
Each BS transmits to the MSs according to the short-term plan with estimated instantaneous information.
If multiple MSs need to be transmitted in the mth cell in a frame according to the plan, the residual bandwidth W m j will be equally allocated among the MSs. Then, BS m selects subcarriers for every MS with maximal sum rate in each time slot, and transmits to each MS with maximal-ratio transmission over each subcarrier. In fact, the BS can also optimize transmit power allocated among users and subcarriers. However, since equal power allocation is near-optimal in high SNR region and only the MSs with good channel condition are served, we consider equal power allocation for reducing complexity.
The procedure of the threshold-based predictive resource allocation scheme for each MS is summarized in Algorithm 1, which is performed at each BS with the informed future knowledge of W m th and α k th , W m , and the service BS set for MS k . The transmission in each time slot is summarized in Algorithm 2, where N max is the maxi- ifK = ∅ then 5: Transmit to each MS inK with Algorithm 2.
6:
t := t + 1 7:
Skip Step 1.
9:
end if 10: end while
Step 2:
while t ≤ T s do
ifK = ∅ then 18: Transmit to each MS inK with Algorithm 2.
19:
else 21: Transmit to each MS inK m j with Algorithm 2.
22:
end if 23: t := t + 1 24: end while 25: end if mal number of subcarriers remained after serving the RT users. For notational simplicity, assume that N max is divisible by |K|.
IV. END-TO-END PREDICTION WITH DNN
To implement the threshold-based predictive resource allocation introduced in section III, the CP needs to first predict the information based on historical data in the observation window. Then, the CP translates the predicted information to the required knowledge (say the two thresholds) for making decision. The whole procedure to obtain the finally predicted knowledge is rather complicated, even under the assumptions and approximations. Besides, some predicted information, such as λ m and T m , are no longer useful for making the decision after computing W m th . In this section, we design a DNN to predict the required knowledge for decision making in an end-to-end manner,
Algorithm 2
K := K\k 8: end while without the need of any translation. In particular, the input of the DNN is the historical data, and the output is the predicted two thresholds, W m , as well as the service BS set. Since DNN can extract the latent feature automatically, we use the raw data observable in the network (or the data with simple processing, say the sojourn time) as the input.
We start by introducing how the historical data are recorded. Then, we design the DNN. Next, we address how to generate training samples. Finally, we demonstrate how to predict the future knowledge required by Algorithm 1.
A. HISTORICAL DATA RECORDS
Recall that the historical data are recorded with resolution r = N r . 
1) AVERAGE CHANNEL GAINS OF MSS FROM NEAREST BSS
Denote α k [i] = [α 1,k [i] , . . . , α N b ,k [i] ]
3) RT TRAFFIC LOAD

Denote q m
[i] as the ith record for RT service at BS m , which is the overall amount of RT traffic data (in bits) served by BS m from time instant (i − 1) r to i r .
4) VOD REQUESTS
Denote λ m
[i] as the ith record for VoD service at BS m , which is the overall number of VoD requests served by BS m from time instant (i − 1) r to i r .
The CP can record the average sojourn time of MSs, the RT traffic load and VoD requests in each cell.
B. DESIGN OF THE DNN
All the MSs in a given network share the same network topology (e.g., BS locations), system configuration (e.g., maximal transmit power, carrier frequency, bandwidth, and number of antennas), wireless channels (i.e., path loss, shadowing, and channel distribution), and road topology (e.g., highway or city road with intersections and traffic lights). Therefore, we can train the DNN to predict knowledge for a typical MS randomly selected among MSs, say MS k , rather than every MS. Similarly, since the cells in a network have similar temporal traffic variation (e.g., higher at daytime and lower at dawn), we can train the DNN to predict knowledge for a typical BS randomly selected from the BSs. In this way to share the DNN by all the BSs and MSs in the considered network, the complexity of off-line training can be reduced considerably.
1) STRUCTURE OF THE DNN
The designed DNN is shown in Figure 3 , which contains four sub-DNNs to predict different information. Each sub-DNN is a fully connected (FC) neural network, which contains L layers. 2 For sub-DNN-1, the prediction is a classification problem, hence we use an activation function typical for classification, softmax (i.e., y = exp(−x) exp(−x) 1 ), to output each c k m [28] . For sub-DNNs-2, 3 and 4, the prediction is regression problem, thus we use an activation function commonly applied for regression, softplus (i.e., y = ln(1 + exp(x x x))), in the output layers [28] .
The rationale of the designed structure comes from the following fact. To predict one kind of information, not all kinds of historical records are useful. For example, the historical records of average channel gains for the MSs are of little relevance to the future residual bandwidth of a BS. Compared with a completely fully connected network, the designed DNN can be efficiently trained by exploring prior knowledge, i.e., eliminating the connections between non-correlated or weak-correlated inputs and outputs.
Remark 1: The considered DNN structure is only a feasible solution for the problem at hand. We do not claim the superiority of the designed predictor. We can also use other machine learning techniques and other deep network structures. For example, we can use support vector machine (SVM) and support vector regression (SVR) [29] , where SVM is used for sub-DNN-1, and SVR is used for sub-DNNs-2, 3 and 4. As other examples for deep network structures, we can use long short-term memory (LSTM) recurrent neural network and CNN for each sub-DNN [28] . Designing other machine learning models with better performance and lower complexity is an important future research direction, which deserves further investigation.
2) INPUT AND OUTPUT
The input of the DNN is from the collected historical data records in the observation window, and the output is the predicted knowledge. Since the sub-DNNs predict different knowledge from different types of records, we introduce the input and output of each sub-DNN separately.
For sub-DNN-n, the input and output are denoted as x n and y n , respectively.
(i) Sub-DNN-1 is used to predict the service BS set, i.e., the BSs that the typical MS (say MS k ) will successively associate with, which depends on the trajectory of the MS. Trajectory is a sequence of time-stamped locations of a MS. The location of the MS can be estimated at the CP with the average channel gains of the MS from several adjacent BSs and the known locations of the BSs. Since BS locations are fixed and implicitly reflected in the training samples, MS k 's trajectory can be deduced from the records of average channel gains. Therefore, the input of sub-DNN-1 is
, where M α is the number of records of average channel gains inputted into sub-DNN-1. The output of sub-DNN-1 is the N p cells that MS k will associate with in the prediction window, i.e., y 1 
(ii) Sub-DNN-2 is used to predict the threshold for average channel gains, α k th . Since α k th depends on MS k 's trajectory, x 2 is the same as x 1 , and y 2 = α k th .
(iii) Sub-DNN-3 is used to predict the average residual bandwidth of the typical BS (say BS m ), which depends on the resource occupied by the RT service. Thus,
, where M q is the number of records of RT traffic load inputted into sub-DNN-3, and y 3 = W m .
It should be noted that although W m j depends on α k j of RT users within the prediction window according to (7) , the average channel gains are not inputted into sub-DNN-3. This is because the average channel gains of multiple RT users can be regarded as ergodic. By taking average over multiple RT users and T p frames, W m is approximately independent from the average channel gains of RT users.
(iv) Sub-DNN-4 is used to predict the threshold for residual bandwidth, W m th , which is related to λ m and T m according to (6) . Since λ m can be predicted by the number of past VoD requests and T m can be predicted by past sojourn time of the MSs, 
C. END-TO-END KNOWLEDGE PREDICTION
The end-to-end prediction with the DNN can be divided into two phases of off-line training and on-line prediction,
1) TRAINING PHASE
To make the trained DNN robust to various mobility pattern of MSs and dynamic traffic variation of different BSs, the training samples need to be generated from randomly selected MSs and BSs in the network under different time of the day. To this end, the starting frame of the prediction window, J i (the ending frame of the observation window is J i −1), is selected randomly from the historical records during training.
a: GENERATING INPUT
A typical MS (say MS k ) and a typical BS (say BS m ) are randomly chosen. Then, a training sample for the input of the DNN is composed as
b: GENERATING EXPECTED OUTPUT
The expected output for MS k and BS m is generated as follows.
From the records of the average channel gains and the service BS set of MS k in the prediction window with T p frames, the CP computes α k th as the median value of α k
multiplied by a 0 and obtain c k 1 , . . . , c k can be measured in practice (or computed with (7) In the following, we add x and y with superscript (n) to denote the nth sample, and denote D = {x (n) , y (n) } N n=1 as the training set, where N = |D|. The DNN is trained to minimize a cost function composed of mean-squared-error (MSE) between the output and the expected output of the DNN as well as a regularization term, i.e.,
where W = {W
is the weight matrix between the l −1th layer and the lth layer of the sub-DNN-k, and b [l] k is the bias of neurons in the lth layer of the kth sub-DNN, y (n) is the expected output of the DNN, y (n) is the output with input x (n) , and the regularization term is added to reduce overfitting [28] . Dropout of the connections among hidden layers and early stopping are also adopted to further reduce overfitting [28] , [30] . The back propagation algorithm is implemented using the iterative batch gradient descent optimization algorithm [28] . The learning rate is adaptively updated with Adam algorithm [31] . The resolution of records of the training samples for input can differ from the resolution of records when generating the expected output of the training samples. For the input training samples, the resolution is the same as the historical records used in the prediction phase. For the training samples for expected output, the records with higher resolution are employed.
Remark 3: Once a MS initiates a VoD request, an observation window is established. Without any prediction available, the MS can be served in a non-predictive manner in the observation window. After the required future knowledge is predicted at the start of the prediction window, Algorithm 1 can be used for predictive resource allocation. Such a scheme operates hierarchically. With a global view of the information from all BSs and MSs, the CP makes a general decision rule in the form of two thresholds within the prediction window. With the local information estimatable at BS, each BS makes a personalized short-term resource allocation plan for each MS in each frame in a distributed manner.
V. SIMULATION AND NUMERICAL RESULTS
In this section, we first validate the proposition for the bandwidth threshold by numerical and simulation results. Then, we evaluate the prediction accuracy of the DNN, and show the impact of the large prediction errors of the channel threshold by simulation. Next, we evaluate the network performance of the proposed scheme with end-to-end prediction by comparing with relevant counterparts, and show the impact of the prediction window duration, and the resolution of historical records with simulation results. Finally, we compare the prediction accuracy, network performance, as well as training and testing time for the predictors using different machine learning methods. In the simulation, the samples for traffic loads are synthesized from real datasets. T s = 100 time slots. The length of prediction window is T p = 60 frames, i.e., one minute.
This setup is used in the sequel unless otherwise specified.
B. GENERATING SAMPLES FOR THE DNN
When generating the samples of average channel gains for sub-DNN-1 and sub-DNN-2 as well as the average sojourn time for sub-DNN-4, we use the simulated trajectory for each MS according to the previous setup. When generating the input of sub-DNN-3 and sub-DNN-4, we resort to a real dataset to reflect complex traffic variation that is hard to model. The dataset is measured in a university campus region covering eight macro-cells, which includes time-stamped traffic load (in bits) and video request arrival (in requests) measured with the granularity of one second in seven days.
1) GENERATING AVERAGE CHANNEL GAINS
To generate a sample for the input and expected output of sub-DNN-1 or sub-DNN-2, we first simulate the trajectory of a MS with duration J i − 1 + T p frames.
Then, we sample the trajectory of the MS with sampling period of one second to obtain the locations of the MS. With the setup for the BS topology, path loss and shadowing for the 20 cells, we can simulate the average channel gains of the MS from nearest three BSs in each location, noting that the gain from considering more than three cells is marginal [32] . Because on average a MS needs 20 s to travel across a cell in the considered setup, we set the resolution of the record for α α α k J i as r = 10 s, i.e., N r = 10. The number of records inputted into the DNN is M α = 6. From the trajectory, we can also obtain the expected output of sub-DNN-1, i.e., the next N p = 3 BSs the typical MS will associate with. To yield an accurate value of α k th , we compute the median of α k
e., the average gains in the prediction window with the resolution of one second.
2) GENERATING VOD REQUESTS
The synthesized data for VoD request arrival in each cell is generated simply by dividing the original real data for video requests by the number of BSs, i.e., eight. Then, the average VoD request arrival rate of the synthesized data is 0.56 requests/s.
3) GENERATING RT TRAFFIC LOAD AND RESIDUAL BANDWIDTH
To generate the samples for the RT traffic load and residual bandwidth of each cell, the packet arrival process is set as Poisson process with average packet arrival rate 1000 packets/s, and the packet size follows exponential distribution with mean value of 4 kbits. The QoS requirement for each RT user is set as D k max = 10 ms and ε k D = 1%. To synthesize RT traffic load in each cell from the real dataset, assume that the RT users uniformly distributed in every cell. Then, α k j σ 2 P max is in the range of (5, 45) dB. Denote the maximal number of RT users a BS can support as K cell max , which can be simulated from (7) by setting W m j = 0. Then, we generate the numbers and sizes of packets in each frame with the distributions stated above by simulation. By dividing the original real data of traffic load with the simulated number and size of packets, the number of users in the whole region can be obtained. Denote the maximal number of users arrived in each second as K region max . Then, by multiplying the original traffic load data with K cell max /K region max , the synthesize data of RT traffic load in each cell can be obtained.
By dividing the generated data of RT traffic load with the simulated packet number and packet size, the number of RT users in each frame (i.e., K m j,RT ) can be obtained. Then, the residual bandwidth in each frame can be computed with (7). Figure 5 shows the synthesized data of VoD request and RT traffic load. Since the synthesized data are generated by multiplying the original real data with constants (i.e., eight or K cell max /K region max ), their variations with time (and hence the predictability) are the same as the original data.
The synthesized datasets contain VoD requests, RT traffic load and residual bandwidth in T = 7 × 24 × 3600 frames, which constitute three long time sequences each with 604,800 time-stamped data. To improve the generalization ability of the DNN on dynamic traffic load, we randomly choose 1300 samples by randomly setting J i as the 1st, 2nd, . . . , T th frame. Each sample is obtained from the data in future T p frames and the past J i − 1 frames of the J i th frame. In this way, the representative traffic variations in different time of the day can be selected and learned by DNN. The 1300 samples are divided into two sets, where the training set contains 1000 training samples, 3 and the test set contains 300 test samples.
Due to the vast amount of data and limited storage, the traffic information is recorded with very coarse time resolution in practical cellular networks, say 15 minutes. Hence, when generating the samples for the input of sub-DNN-3 and sub-DNN-4, we set the resolution r = 15 minutes for RT traffic load q m , and the number of historical records M T = 3.
C. HYPER-PARAMETERS OF THE DNN
After training the proposed DNN under different hyperparameters including the number of layers, the number of nodes in each layer and the initial learning rate, we select those achieving the best performance. Some other hyperparameters are determined by the training algorithms. For example, the number of training epochs is determined by the early-stopping algorithm, and the learning rate can be adaptively updated with Adam Algorithm once the initial learning rate is determined. We also tried several typical activation functions for hidden layers, i.e., ReLU, softmax, and sigmoid, and we found that they perform almost the same for our problem. Hence, we use ReLU (i.e., y = max(x, 0)) as the activation function for the hidden layers.
The fine-tuned hyper-parameters to train the DNN for a one-minute long prediction window are summarized in Table 1 . When the duration of the prediction window changes, the numbers of input and output nodes need to be tuned again.
Remark 4: It is noteworthy that in sub-DNN-3 there are three input nodes and only one output node, but there are two hidden layers with 60 nodes in each layer. One may wonder if there exists over-fitting for sub-DNN-3 (and also sub-DNN-4). In order to demonstrate whether or not the DNN is over-fitted, we show how the MSE on the training set and test set change with the number of training epochs in Figure 6 . The MSE is computed with (9) without the regularization term. The methods to reduce over-fitting include adding regularization term in the cost function, dropout of connections 75740 VOLUME 6, 2018 between layers, and early stopping. In the figure, one or more of these methods are adopted, where the arrow indicates the epoch when the training phase stops with early stopping.
We can see that without early stopping, the MSE on test set will increase, i.e., the DNN will be over-fitted. Without dropout or regularization, the MSE on test set is much higher than the MSE with both (i.e., the red solid curve). This suggests that all the three methods are necessary for reducing over-fitting.
D. SIMULATION RESULTS
1) VALIDATION OF THE BANDWIDTH THRESHOLD
We first evaluate the accuracy of the approximation and the impact of the assumptions introduced for deriving (6) . In the simulation, we compute the true values of λ m by generating MS requests according to Poisson process with given average arrival rates. We compute the sojourn time according to the simulated MS trajectories, and then obtain T m by taking the average of sojourn time of all MSs in the mth cell, where the cell is randomly selected from the six cells in the middle row. The values of W m th,j,t are random variables obtained from (4) and (5) with 100 Monte-Carlo trails, where in each trail the MSs moves along the three roads as in the simulation setup, and |N k j,t | is set as proportional to the average rate of MS k in (3). It is worthy to note that this simulation setup differs from the assumptions used in deriving (6) . In particular, N tx = 8 is not large, the instantaneous SNR may be not high, and the distances of the MSs to BS m do not follow uniform distribution in the simulation. Table 2 shows the statistics of the errors between W m th computed with (6) and simulated values of W m th,j,t . The results show that W m th can approximate W m th,j,t with a bias no more than 0.1 MHz and standard deviation no more than 0.7 MHz when the average arrival rate of MSsλ m ≤ 0.9 requests/s. This implies that Algorithm 1 is applicable when the difference of average residual bandwidths of adjacent cells exceeds 1 MHz, which is easy to satisfy in practice.
2) PREDICTION ACCURACY OF THE DNN
We measure the prediction accuracy of the DNN on the test set D T . Denoteŷ
4 ] as the output of the DNN for the nth training sample, whereŷ
th , and MS k and BS m are the typical MS and BS, respectively.
The accuracy of predicting the N p cells that MS k will associate with in the prediction window can be computed as,
where 1(x) = 1 when x is true, 1(x) = 0 otherwise. After training, we obtain A 1 = 80.33%, A 2 = 80.00%, A 3 = 79.67% in the test set. 4 The accuracy of predicting α k th , W m and W m th can be respectively measured as,
When D(·) is close to 1, the prediction is accurate. Figure 7 shows the cumulative distribution function (CDF) of three D(·). We can see that the DNN can predict W m and W m th with high accuracy. However, the prediction of α k th is with larger errors. We observe from the simulation that the errors come from shadowing as well as the random stop time at the intersection, especially when the MSs move to the intersection within the prediction window. In most cases, for example, with 82% probability (between 10% and 92% of the CDF curve),α k th is between 0.38α k th and 3α k th . In order to help understand the impact of the large prediction errors of α k th on predictive resource allocation, in Figure 8 we provide an example of average channel gains of MS k when it travels across a cell with constant speed, where the gains are normalized by their maximal value. For easy exposition, only path loss is considered, and a 0 = 1. th ) with probabilities of 10% and 92% in Figure 7 , respectively. We can observe that the MS needs 25 frames to traverse across a cell while the dynamic range of average channel gains is 25 dB. Compared with such a large variation of 250 (i.e., 25 dB), the three-fold prediction error on α k th is negligible. When using these two values of α k th , the BS makes wrong decision in the second step of Algorithm 1 with only 4 frames among the 25 frames. When a BS will serve more than one MS, a wrong decision for each MS has large impact on the final performance, since the experience of multiple MSs is affected, who need to share the residual resources in the BS.
3) NETWORK PERFORMANCE OF RESOURCE ALLOCATION WITH END-TO-END PREDICTION
We evaluate the throughput of the proposed scheme, i.e., Algorithm 1 with the end-to-end prediction using the designed DNN in Figure 3 (with legend ''Proposed''), by comparing with the following methods:
• Optimal: This is a modified version of the optimal method proposed in [9] , which minimizes the total transmission time given the maximal tolerable total stalling time under the assumption that the future average rates in the frames of a prediction window are known (with legend ''Optimal''). For a fair comparison, we modify the optimal method such that a resource allocation plan is made for a MS only after it sends a request. The average rate of each MS is perfectly known for each frame in the prediction window, which is obtained from simulation. Without any approximations and prediction errors, the performance of this method can serve as an upper bound of the performance achieved by other methods.
• Suboptimal: This is the threshold-based predictive resource allocation in section III with error-free prediction for the input of Algorithm 1. The perfect prediction is obtained from simulation (with legend ''Suboptimal''). The difference of this method from ''Proposed'' is without any prediction errors.
• Baseline: This is a non-predictive method [33] , where each BS serves the MS with the earliest deadline in each time slot (with legend ''Baseline''). If several MSs have the same deadline, then the MS with most bits to be transmitted is served firstly.
The simulation results are obtained from 100 Monte Carlo trials. In each trial, the trajectory of each MS is simulated using the method in section V-A. The requests of the MSs arrive from the 1st to the 60th frame in the prediction window according to Poisson process with constant arrival rate. The small scale channel in each time slot changes independently according to Rayleigh fading. To characterize different resource usage status of the BSs by serving the RT traffic in an under-utilized network, we consider three types of BSs: busy BSs, not-so-busy BSs, and idle BSs. The six BSs in the middle row are respectively busy, not-so-busy, idle, busy, not-so-busy, and idle. We simulate two scenarios: (1) To demonstrate the traffic carrying ability (i.e., throughput) of the network for supporting the MSs with given tolerance on the total stalling time for watching a video, we evaluate the maximal arrival rate of MSs that the network can support when 99.5% of the MSs are satisfied. A MS will be satisfied if the total stalling time allowed by the MS can be ensured. When using Algorithm 1, stalling will occur if the average residual bandwidth of the next BS that a MS will enter is less than the bandwidth threshold.
In Figure 9 , we show the simulation results of the supported maximal arrival rate of MSs versus the total stalling time allowed by each MS. We can see that when the network has abundant residual resource, the ''Suboptimal'' method performs the same as the optimal method, and the ''Proposed'' scheme performs closely to the ''Optimal'' method. The performance loss of ''Proposed'' is only 4%, which comes from the prediction errors with the DNN. The ''Proposed'' scheme can achieve about 192% gain over ''Baseline''. When the residual resource is less, both ''Proposed'' and ''Suboptimal'' exhibit obvious performance loss from the ''Optimal'' method when the allowed stalling time is 10 s, but still has 178% gain over ''Baseline''. In this scenario, the results of To show the impact of the length of the prediction window, and the number of records and the sampling resolution of records in the observation window, we consider another scenario for the network with abundant residual resource. Each MS requests a video with size of B = 36 Mbytes and playback duration of 180 s. Each video consists of 18 segments. The requests of MSs arrive from the 1st to the 180th frame. In this scenario, the number of MSs is too large such that the complexity of the optimal method is too high for simulation, hence we only simulate the suboptimal method.
In Figure 11 , we show the impact of the duration of the prediction window, but do not change the number of records in the observation and the resolution of each record. We train another two DNNs when T p = 180 s and 300 s, i.e., 3 and 5 minutes, where the hyper-parameters are fine-tuned and adjusted to fit the output size. We can see that when T p = 180 s, which is identical to the playback duration of the video, the performance of ''Proposed'' is close to ''Suboptimal'', which has about 300% gain over ''Baseline''. When T p = 300 s, which is longer than the required 180 s, the performance of ''Proposed'' degrades due to the larger prediction errors caused by longer prediction horizon. When T p is shorter than required, the performance degrades due to the inaccurate value of the channel threshold. This is because even when the prediction in each prediction window is perfect, α k th obtained for MS k in each 60 s-window is not the same as the threshold obtained for the 180 s-window. Moreover, compared with previous results for the short video with the 60 s playback duration, the gain of ''Proposed'' over non-predictive counterpart for this longer video is higher, since the required prediction window is longer.
Note that the maximal request arrival rates in Figure 11 are lower than the values in Figure 9 , which seems to contradict with the conclusion that the network performance grows with the required duration of the prediction window. However, each user requests a video with size of 12 Mbytes when T p = 60 s, while each user requests a video with size of 36 Mbytes when T p = 180 s. When the allowed total stalling time is 10 s, the proposed method can support 1.15 × 36 = 41.4 Mbytes/s for T p = 180 s, which is higher than 2.5 × 12 = 30 Mbytes/s for T p = 60 s.
In Figure 12 , we show the impact of number of records and sampling period of each record in the observation window. Recall that the resolution of the records for traffic loads at each BS is already very coarse (i.e., 15 minutes), which can be provided by existing cellular networks. Besides, such records are also necessary for other purposes (e.g., monitoring network or reducing energy consumption) even not used for predictive resource allocation, whereas the average channel gains are recorded for a MS only after the MS sends a request. Hence, we take α k
[i] as an example. We train DNNs with different numbers of records M α and different sampling period N r , where the hyper-parameters are adjusted to fit the input size and fine-tuned. We can see that ''Proposed'' with M α = 5 and N r = 3 (i.e., the duration of observation window is T o = 15 s) performs the same as 'Proposed'' with M α = 6 and N r = 10 (i.e., T o = 60 s). When M α = 2 and N r = 10 (i.e., T o = 20 s), the performance of ''Proposed'' degrades. This indicates that the observation window can be shortened. However, in order not to cause performance loss, the sampling period should be shortened such that enough records can be sampled to learn the future mobility. 
FIGURE 12.
Impact of the number of records and sampling period, T p = 180 s, average residual resource in the network is 50%.
4) COMPARISON BETWEEN SEVERAL MACHINE LEARNING METHODS
In the sequel we compare the performance with traditional machine learning and other deep network structures. When using the traditional machine learning methods, we take SVM and SVR as an example, where SVM is used for sub-DNN-1 that solves a classification problem, and SVR is used for sub-DNNs-2, 3 and 4 that deal with regression problems. The radial basis function κ(x 1 , x 2 ) = exp(−
2 ) is adopted as kernel function, because simulations show that it outperforms other commonly used kernel functions such as linear, polynomial, Gaussian and sigmoid kernel functions. For other deep network structures, we take LSTM and CNN as examples, where we have fine-tuned the hyper-parameters to achieve the best performance. 
VI. CONCLUSIONS
In this paper, we studied predictive resource allocation with end-to-end prediction. We first provided a hierarchical and multi-timescale resource management scheme based on coarse-grained prediction for an example system and an example metric. Then, we designed a DNN to learn the future knowledge in the prediction window required for making decision directly from historical data with different resolutions. Simulation results showed that the proposed scheme with end-to-end prediction performs closely to the relevant optimal solution with perfect prediction, and provides dramatic gain over non-predictive counterpart in supporting high request arrival rate for the non-realtime service. The gain grows with the required duration of the prediction window.
It is noteworthy that the proposed scheme is heuristic, the designed DNN is only one possible solution, and the results are preliminary. More practical heterogenous networks, more advanced transmission techniques, and other performance metrics and the performance evaluation with real-world data should be considered in future works. Moreover, a drawback of the DNN-based methods is their blackbox nature. Nonetheless, our investigation demonstrates that data-driven predictive resource allocation provides a viable and promising avenue to harness different types of data measurable in cellular networks for boosting network performance. Our investigation also suggests that judiciously designing the predictive resource allocation scheme and hence identifying the essential knowledge required to predict with domain knowledge can reduce the training samples and training time remarkably.
APPENDIX A PROOF OF PROPOSITION 1
Denote ξ k j,t,n = log 2 1 + α k j h k j,t,n 2 σ 2 0 P max , which is a random variable. To simplify the notation, we use h to denote h k j,t,n for short in this appendix. By taking the average over small scale channel, shadowing and distance, we can derive that, is the probability density function (PDF) of h 2 , f (X ) (X ) = which is identical to all frames. By further using the average number of MS λ m T m to approximate K m j , we obtain (6).
APPENDIX B PROOF OF PROPOSITION 2
Denote q k j,t as the amount of data (in bits) requested by RU k in the tth time slot of the jth frame. Denote θ k as the QoS exponent of RU k . Then, the effective bandwidth of RU k can be expressed as [26] , where pr k p (n) is the probability that n packets arrive in a time slot with duration t = /T s , and f k u (·) is the PDF of the packet size.
If the packet arrival of RU k follows Poisson process with average arrival rate λ k p (packets/s), and the packet size follows exponential distribution with mean value 1/λ k u (bits/packet), then we have [25] . By substituting (B.4) into the equation, we can connect the QoS exponent with the QoS requirement of the RT user as follows,
In order to guarantee the required QoS, Then, we can obtain (7).
