How to generalize the concept of eigenvalues of quadratic forms to eigenvalues of arbitrary, even, homogeneous continuous functionals, if stability of the set of eigenvalues under small perturbations is required? We compare two possible generalizations, Gromov's homotopy significant spectrum and the Krasnoselskii spectrum. We show that the Krasnoselskii spectrum is contained in the homotopy significant spectrum, but provide a counterexample to the opposite inclusion. Moreover, we propose a small modification of the definition of the homotopy significant spectrum for which we can prove stability.
Introduction
To identify the most relevant components of a mechanical system, to remove noise from a picture, or to learn a manifold close to a dataset, important tools use the eigenfunctions and eigenvalues of operators. For instance, to denoise an image, one can take the image as an initial condition and run the heat flow, i.e. the steepest descent of the Dirichlet energy |∇u| 2 , for a short time, so that eigenfunctions with large eigenvalues are damped. As another example, the manifold-learning algorithms Diffusion maps [6] and Eigenmaps [3] use eigenfunctions of a Laplace operator to map a high-dimensional dataset to a lower-dimensional space.
The Diffusion maps and Eigenmaps algorithms implicitly use that the eigenvalues and eigenfunctions of the Laplace operator defined on a manifold give away geometric information about the manifold itself. For instance, by the Weyl law, the asymptotic growth of the eigenvalues exposes the dimension and the volume of the manifold.
The relevant operators in the above examples are symmetric and linear, but sometimes there are good reasons to look at nonlinear operators instead. For instance, (linear) heat flow on pictures blurs edges, although correct identification of the edges is important for medical applications [14, 17, 7] . It may then be better to follow steepest descent of the total variation functional |∇u| instead, which is non-linear. As another example, for spaces and datasets that locally do not look Euclidean, the generalization of the Laplace operator itself becomes nonlinear (see e.g. [15] for the case of Finsler manifolds). Still, counterparts of eigenvalues and eigenfunctions may capture important information about the dataset.
The question is then however how to properly generalize eigenvalues and eigenfunctions to such a nonlinear context. Below we will motivate different generalizations. The objective of the article will be to compare two of them.
Eigenvalues as critical values
If E and F are two quadratic forms on a finite-dimensional vector space V , and F is positivedefinite, then the spectral theorem gives that there exists a basis of eigenvectors v 1 , . . . , v n in which both E and F are diagonal. The asymmetry between E and F can be removed if the dimension of V is at least 3: in that case F no longer needs to be positive-definite, but E and F should be such that they only vanish simultaneously at the origin. This result is a bit more involved, but a short and elegant proof is due to Calabi [5] .
If F is positive-definite it induces an inner product on V and the eigenvectors and eigenvalues of E with respect to F are exactly the critical points and values of the normalized energy E(u) := E(u) F (u) .
Again, a more symmetric approach looks at the map u → [E(u) : F (u)] to projective space, and as it is invariant under multiplication of the input by a scalar, it induces a map f from projective to projective space. The eigenvectors are exactly the critical points of this map. This suggests the following generalization. If E and F are even, α-homogeneous, smooth functions, such that they only vanish simultaneously at the origin, we can define eigenvectors of the pair (E, F ) as critical points of the 0-homogeneous normalized functional Critical points obey the equation
where D denotes the derivative. As a sidenote, the homogeneity of E and F makes their derivative in a point u in the direction of u easy to evaluate. Hence it follows that if a function u satisfies
In other words, if one would prefer (1) as a definition of eigenvectors and eigenvalues, rather than critical points and values of E, then one would not obtain more eigenvectors.
In practical situations, the functionals E and F may not be smooth, and in that case one would need to find proper generalizations, for instance replacing derivatives by subderivatives. Another generalization uses the Morse-theory link between critical points of a Morse function and the topology of sublevel sets. This will be our perspective below.
Two examples
Let us give two examples. The first is when E is the total variation functional and F is the L 2 norm. These eigenfunctions play a role in the denoising of images. In this particular case, there is even a spectral decomposition associated to the eigenfunctions. Moreover, eigenfunctions form characteristic building blocks in the L 2 -steepest descent of the total variation [8, 4, 17] .
The second example is the Cheeger constant. The Cheeger constant has versions for various geometric objects, and in general a small Cheeger constant expresses that a geometric object can be cut into two large pieces with a small cut. This is an important characteristic for graphs and networks. For manifolds, the Cheeger constant can be expressed as follows [1] ,
This way, the Cheeger constant can be seen as the smallest eigenvalue as defined in the sense above.
Stability
Summarizing so far, we could generalize eigenvalues and eigenfunctions to critical values and critical points of a function f defined on projective space. But considering all critical points has the disadvantage that small perturbations to f can lead to large changes to the set of eigenvalues: in other words, the spectrum defined in this way is unstable under perturbations.
For instance if we want to use spectra to analyze datasets, we would want to use methods that are stable in the sense that if the data changes slightly, they would give similar results. In a broader sense, we are often interested in the continuity of spectra under convergence of geometric objects in some topology. In [1] Ambrosio and Honda showed for instance the continuity of the Cheeger constant in a class of geometric objects with generalized Ricci curvature lower bounds. In [2] the authors aimed to show continuity of eigenvalues for spaces that are not locally Euclidean. For such an application, a stable spectrum is crucial.
Homotopy significant spectrum
Stability is one motivation 1 for Gromov's definition of the homotopy significant spectrum [10] , see also his Pauli Lectures in 2009 at ETH (which are available online). A value a ∈ R is in the homotopy significant spectrum if the homotopy type of the sublevel set Φ ≤t := {u ∈ Φ | E(u) ≤ t} changes 'significantly' if t passes through a. Precisely, the value a is in the homotopy significant spectrum if there does not exist a homotopy H :
The adjective significant is reflected in that the homotopy H is allowed to take values in all of the ambient space Φ, and not just in the sublevel set Φ ≤a .
Krasnoselskii spectrum
The homotopy significant spectrum was introduced to lead to stable eigenvalues, but it does not give a procedure to find the eigenvalues, or to index them in some way.
In contrast, in the linear case, the Courant-Fisher minmax principle does provide a procedure to find eigenvalues: the kth eigenvalue is given by
where the infimum is over all linear subspaces V of the Hilbert space H, and S(V ) denotes the unit sphere in V . Surely, in a nonlinear setting one can also use minmax techniques to find critical points, although the definition needs to be adapted slightly. The linearity condition on V is too restrictive, but we can replace it by an optimization over closed symmetric subsets of the sphere
This definition only needs a good generalization of dimension. This way of defining eigenvalues was also put forward by Gromov [9] and was used as a definition for eigenvalues of the Laplace operators on Finsler manifolds by Zhongmin Shen [15] . Different concepts of dimension could a priori lead to different sets of eigenvalues. In this article, we will concentrate on one concept of dimension: the Krasnoselskii genus (which we will explain in the next section). We call λ k as defined by (3) the kth eigenvalue in the Krasnoselskii spectrum, if we give 'dim' the interpretation of the Krasnoselskii genus. This Krasnoselskii spectrum indeed allows for continuity proofs of spectra of operators: in [2] the authors show that the values in the Krasnoselskii spectrum are continuous with respect to measured Gromov-Hausdorff convergence of the underlying geometric objects.
Comparison and stability
In this article we investigate how the homotopy significant spectrum and the Krasnoselskii spectrum relate to each other. We show that the Krasnoselskii spectrum is always contained in the homotopy significant spectrum, but that in general they are not equal.
We conclude with a discussion on the stability of the homotopy significant spectrum. So far, we are not aware of a result on the stability of the spectrum for all continuous functions, and we are only able to prove its stability for Morse functions. Hence we propose an alternative definition of the homotopy significant spectrum, the weak homotopy significant spectrum, of which its stability for continuous functions follows more directly.
The Krasnoselskii genus
Before we can actually start comparing the two spectra, we will need to go over some properties of the Krasnoselskii genus and the closely related Lusternik-Schnirelmann subspace category.
For a Banach space B, let V(B) be defined as V(B) = {A ⊂ B|A closed and symmetric} (4) in which a symmetric subset is a subset A ⊂ B which satisfies A = −A. For later use, we will list a few general properties of the Krasnoselskii genus [16, Prop. 5.4] .
. Then the following hold:
Since we will be mostly working with subsets of the unit sphere in a Hilbert space H, denoted S(H) or simply S, the following proposition concerning their genus will also be useful. Proposition 2.3. Let H be an n-dimensional Hilbert space. Then the unit sphere S has Krasnoselskii genus n, and the genus of all proper, closed and symmetric subsets of S is strictly smaller than n.
Proof. The first part of the statement follows immediately from Proposition 5.2 in [16] .
For the second part assume there exists a proper, closed and symmetric subset A of S(H) with γ(A) = n. Assume without loss of generality that A does not contain the points (0, . . . , 0, ±1). Define p : A → R n−1 as p(x 1 , . . . , x n ) = (x 1 , . . . , x n−1 ). Then p is odd, continuous and 0 / ∈ p(A). This constitutes a contradiction since p maps to R n−1 and n − 1 < γ(A).
We say that a function f is even if it satisfies f (x) = f (−x) for all in x in the domain of f . Using the Krasnoselskii genus we can pose a definition for eigenvalues for even and continuous functions.
Definition 2.4. Let B be an n-dimensional Banach space and f : B → R an even and continuous function. Then we define for k ∈ {1, . . . , n} the eigenvalues
We will refer to these eigenvalues as the Krasnoselskii spectrum of f .
Note that it follows from this definition and Proposition 2.3 that kr 1 = inf x∈S n f (x) and kr n+1 = sup x∈S n f (x). Because we also want to consider the functions on the real projective space induced by even functions on the sphere, we will need the Lusternik-Schnirelmann subspace category.
Definition 2.5. Let Φ be a topological space and A ⊂ Φ a closed subset. The Lusternik-Schnirelmann subspace category of A in Φ, denoted cat Φ A, is the smallest integer m such that A is covered by closed sets C 1 , . . . , C m which are contractible in Φ. If no such covering exists we write cat Φ A = ∞.
We would like to emphasize that in this definition the category makes use of closed instead of open sets, even though the latter is often encountered in literature nowadays. Here we need the closed subsets to relate the Krasnoselskii genus and category as in Lemma 2.7. First we note however that since they are both examples of an index [16, p. 99-100] , the category has similar properties as the Krasnoselskii genus [16, Prop. 5.13].
Proposition 2.6. Let Φ be a topological space and let A, A 1 , A 2 be closed subsets of Φ. Then the following hold:
Let B be a Banach space and A ⊂ B a symmetric subset. Denote with A/Z 2 the image of A under the quotient map which identifies {u, −u} for all u ∈ A. Under this identification, Lemma 2.7 shows that the Krasnoselskii genus and the category are the same for elements of V(S(B)). Proof. From [13, Th. 3.7] we know that γ(A) = cat (B\{0})/Z2 (A/Z 2 ). What remains is to prove that for A ∈ V(S) the subspace category in (B \ {0})/Z 2 equals the subspace category in S/Z 2 .
The inequality cat (B\{0})/Z2 (A/Z 2 ) ≤ cat S/Z2 (A/Z 2 ) follows immediately from the fact that a closed, contractible covering of A/Z 2 in S/Z 2 remains as such when considered in
Inclusion of the Krasnoselskii spectrum
To relate the Krasnoselskii spectrum to the homotopy significant spectrum we first relate the existence of a homotopy between sublevels to their category.
Proof. Assume that cat Φ (Y ) = m and let {C 1 , . . . , C m } be a collection of closed and contractible sets in Φ which cover Y . Define V i = H −1 (C i , 1) for each i ∈ {1, . . . , m}. All V i are then closed and together they form a cover of X. Furthermore, the V i are contractible because we can first apply the homotopy H to V i and then use the contractibility of C i . Hence cat Φ (X) ≤ m. Corollary 3.2. Let Φ be a topological space and Y ⊂ X ⊂ Φ. If there exists a homotopy H :
This corollary tells us in the context of two sublevels of a continuous function, that if we can bring the larger sublevel to the smaller sublevel via a homotopy, that these sublevels must be of the same category. More important for us is however the negative statement. This tells us that whenever the category of the sublevels increases we have encountered an eigenvalue in the homotopy significant spectrum. Hence the following eigenvalues define at least part of the homotopy significant spectrum. 
Since the Krasnoselskii spectrum is defined using the Krasnoselskii genus and not the category of a sublevel, it is useful to derive from Lemma 2.7 the following, equivalent definition of the hs k . Definition 3.4 (Equivalent to Definition 3.3). Let f : RP n → R be a continuous function with closed t-sublevels RP n ≤t . Then f induces an even function on S n with closed t-sublevels S n ≤t . We define the eigenvalues hs k ∈ R of f for k ∈ {1, . . . , n + 1} as
We have now expressed at least part of the homotopy significant spectrum in terms of an increase in the Krasnoselskii genus of the sublevels. This enables us to prove that the Krasnoselskii spectrum is contained in the homotopy significant spectrum. We can namely show that the eigenvalues hs k , which are a part of the homotopy significant spectrum, equal the eigenvalues kr k , which form the whole Krasnoselskii spectrum.
Note that the Krasnoselskii spectrum is originally defined for continuous and even functions on a Banach space, but it also induces a definition for continuous and even functions just defined on the unit sphere, or just continuous functions on the real projective space. Proof. Fix k ∈ {1, . . . , n + 1}, then we start by proving kr k ≤ hs k . Note that the sublevel S n ≤hs k is closed, symmetric and by the last item of Proposition 2.2 it follows that γ(S n ≤hs k ) ≥ k. Hence
where the last equality follows since
For the other inequality, define s A = sup x∈A f (x) for all A ∈ V(S n ). Then we can simplify the expression for kr k to kr k = inf
If we take A ∈ V(S n ) such that γ(A) ≥ k, then the monotonicity of the Krasnoselskii genus tells us that γ(S n ≤s A ) ≥ γ(A) = k. Hence by definition of hs k , we know for all such A that s A ≥ hs k . This implies that kr k ≥ hs k .
Equality of the spectra
So far we have shown that the Krasnoselskii spectrum is contained in the homotopy significant spectrum for all functions defined on RP n . The follow-up question is then if there are values of n and functions f for which the Krasnoselskii spectrum is not only contained in, but equals the homotopy significant spectrum. Note that homotopy significant eigenvalues not in the Krasnoselskii spectrum can only occur in the interval (hs 1 , hs n+1 ), as hs 1 = inf x∈RP n f (x) and hs n+1 = sup x∈RP n f (x). Using the contractibility of sublevels of category 1, we can prove that there cannot be more than one eigenvalue below hs 2 for all n, which immediately proves the equality of the spectra for n = 1.
Theorem 4.1. Let f : RP n → R be a continuous function. There is nothing in the homotopy significant spectrum of f besides hs 1 below hs 2 .
Proof. Assume without loss of generality that hs 1 = hs 2 , otherwise the claim follows immediately, and take t ∈ (hs 1 , hs 2 ). By definition of both hs 1 and hs 2 we have that cat RP n (RP n ≤t ) = 1. Hence a set A ⊂ RP n exists such that A is closed, contractible and RP n ≤t ⊂ A. In particular a homotopy H : RP n ≤t × [0, 1] → RP n exists such that H(x, 0) = 1 A (x) and H(x, 1) = x 0 ∈ RP n . Since RP n is path connected we can assume that x 0 ∈ RP n <t . Hence t cannot be homotopy significant, so hs 1 is the only eigenvalue in the homotopy significant spectrum below hs 2 . For functions defined on RP 2 proving a similar statement requires more work, but also in this case the Krasnoselskii spectrum equals the homotopy significant spectrum. Proof. Assume without loss of generality that hs 1 = hs 2 = hs 3 . First we will prove that every sublevel RP 2 ≤hs2+ε for 0 < ε < hs 3 − hs 2 contains a loop which is not null-homotopic in RP 2 . Take ε ∈ R such that 0 < ε < hs 3 − hs 2 , then γ(S 2 ≤hs2+ε/2 ) = 2. Let (A i ) i∈I ⊂ S 2 for some index set I be the connected components of S 2 <hs2+ε such that S 2 <hs2+ε = i∈I A i . Here we denote with the disjoint union.
We would like to prove that there is an i ∈ I such that A i = −A i . To prove this assume that A i = −A i for all i ∈ I, then we will derive a contradiction. Since S 2 <hs2+ε is symmetric, there exist J 1 , J 2 ⊂ I such that I = J 1 J 2 and such that for all i ∈ J 1 a j ∈ J 2 exists such that A i = −A j . Define the map h : S 2 <hs2+ε → R \ {0} as h(x) = 1 for all x ∈ A i such that i ∈ J 1 and h(x) = −1 for all x ∈ A i such that i ∈ J 2 . Then h is continuous, odd and maps to R \ {0}, which is in contradiction with γ(S 2 ≤hs2+ε/2 ) = 2. We conclude that there is an index i ∈ I such that A i = −A i . We denote A := A i .
As A is open and connected, it is also path-connected. Hence A must contain for some x 0 ∈ A a path P : [0, 1] → A with P (0) = x 0 and P (1) = −x 0 . This path induces a loop P : [0, 1] → RP 2 ≤hs2+ε which is not null-homotopic in RP 2 . Now we can show that the eigenvalues hs 1 , hs 2 and hs 3 form the homotopy significant spectrum of f . If t ∈ R is a homotopy significant eigenvalue, it must satisfy hs 2 < t < hs 3 by Theorem 4.1. Therefore fix t ∈ (hs 2 , hs 3 ) and subsequently ε ∈ R such that 0 < ε < (t − hs 2 )/2. We will show that we can bring the sublevel RP 2 ≤t to the path P in RP 2 ≤hs2+ε , and therefore it cannot be homotopy significant.
Indeed S 2 ≤t does not cover all of S 2 , so it can be squashed with a odd homotopy to an equator. This homotopy induces a homotopy on RP 2 . Moreover, as the fundamental group of the RP 2 is Z 2 , the image of the equator is homotopic to P . Composing the two homotopies, we get a homotopy that brings RP 2 ≤t inside RP 2 ≤hs2+ε 5 Inequality of the spectra
We have now proven that for functions defined on the real projective line or plane, the Krasnoselskii spectrum equals the homotopy significant spectrum. It turns out that this result cannot be extended to the real projective space RP 3 . To show this we will construct a function for which there exists some value t ∈ R for which both the ≤ t-sublevel and the < t-sublevel have category 3, but the ≤ t-sublevel cannot be brought to the < t-sublevel. Specifically, we will construct a function in such a way that its ≤ t-sublevel contains RP 2 and its < t-sublevel deformation retracts onto the connected sum of RP 2 and the torus T , denoted as RP 2 #T and to be seen in Figure 1 . The idea behind this choice is that RP 2 can only be included in a tubular neighbourhood of RP 2 #T if this neighbourhood is large enough. To show that we can indeed use this idea, we will first prove that the category of RP 2 #T is 3. Following, we will prove that RP 2 cannot be brought to RP 2 #T . Throughout the remainder we will identify RP 3 with D 3 / ∼ where D 3 = {(x, y, z) ∈ R 3 |x 2 + y 2 + z 2 ≤ 1} and the equivalence relation ∼ identifies antipodes on the boundary of D 3 .
Proof. Define for ε > 0 the tubular neighbourhood of RP 2 #T in RP 3 as T ε (RP 2 #T ) = {x ∈ RP 3 | dist(x, RP 2 #T ) < ε}. By Proposition 2.2 an ε > 0 exists such that cat RP 3 T ε (RP 2 #T ) = cat RP 3 (RP 2 #T ). Then by the subadditivity of the category, it holds that
Since RP 2 #T is a proper subset of RP 3 , it has by Proposition 2.3 a category strictly smaller than 4. Therefore we want to prove that cat RP 3 (RP 3 \ T ε (RP 2 #T )) = 1, because this implies that
If we choose ε small enough, the subset of D 3 induced by RP 3 \ T ε (RP 2 #T ) consists of two connected components of which one contains the point (0, 0, 1) and the other (0, 0, −1). Since D 3 is contractible itself, we can contract both connected components to (0, 0, 1) and (0, 0, −1) respectively. We can combine these two homotopies and assume the resulting homotopy is symmetric on the boundary. Hence RP 3 \ T ε (RP 2 #T ) is contractible.
This implies that a sublevel which deformation retracts onto RP 2 #T , for instance a small enough tubular neighbourhood, has category 3. Hence, we can continue with proving that RP 2 cannot be brought to RP 2 #T . This proof will require some knowledge about the cohomology ring of RP 2 #T , so we will start with that and then prove the statement. Proof. Based on the ∆-complex structure of RP 2 #T as in Figure 2 , we can compute the homology groups of RP 2 #T . Hence by the universal coefficient theorem the cohomology groups are
The generator of H 0 (RP 2 #T ; Z 2 ) is the identity 1 which takes the value 1 on all the vertices.
Representatives of the generators of the first cohomology group are ϕ 1 , ϕ 2 and ϕ 3 given by 
We know that H 2 (RP 2 #T ; Z 2 ) is generated by i=10 i=1 f i , so to completely determine the cup product H 1 (RP 2 #T ;
Hence the cohomology class represented by ϕ 1 ϕ 1 is a generator of H 2 (RP 2 #T ; Z 2 ). This implies that the cohomology ring H * (RP 2 #T ; Z 2 ) is isomorphic to Z 2 [x, y, z]/(xy, xz, y 2 , z 2 ,
Lemma 5.3. There does not exist a homotopy H :
for all x ∈ RP 2 and H(RP 2 , 1) ⊂ RP 2 #T .
Proof. Let i : RP 2 → RP 3 denote the inclusion of RP 2 into RP 3 , and j : RP 2 #T → RP 3 the inclusion of RP 2 #T into RP 3 . Further, let [RP 2 ] denote the fundamental class of RP 2 , which is the homology class which generates H 2 (RP 2 ; Z 2 ) ∼ = Z 2 , and let likewise [RP 2 #T ] be the fundamental class of RP 2 #T . In the case of cohomology we will use the notation [RP 2 ] * for the generator of H 2 (RP 2 ; Z 2 ).
Assume a homotopy G : RP 2 × [0, 1] → RP 3 such that G(x, 0) = 1 RP 2 (x) for all x ∈ RP 2 and G(RP 2 , 1) ⊂ RP 2 #T does exist, then we will derive a contradiction. We denote the homotopy here with G to avoid confusion with the (co)homology groups.
Therefore define G 0 : RP 2 → RP 2 as G 0 (x) = G(x, 0) for all x ∈ RP 2 and G 1 : 1) for all x ∈ RP 2 . Then since i • G 0 and j • G 1 are homotopic, it holds for the induced functions on the homology classes that i * G 0 * = j * G 1 * . We also know that i * [RP 2 ] is the generator of H 2 (RP 3 ; Z 2 ) by cellular homology. If we combine these two, they imply that
Hence
The map G 1 induces not only maps on homology classes, but also on cohomology classes, which we will denote as G * 1 . By definition we have G *
) of which the right-hand side is not equal to 0 since both [RP 2 #T ] * = 0 and G 1 * [RP 2 ] = 0. Hence G * 1 ([RP 2 #T ] * ) on the left-hand side is the generator of H 2 (RP 2 ; Z 2 ).
Since
there is as least one α ∈ H 1 (RP 2 #T ; Z 2 ) such that α = 0 and G * 1 (α) = 0 by the rank-nullity theorem. By Lemma 5.2 there is a β ∈ H 1 (RP 2 #T ; Z 2 ) such that α β = [RP 2 #T ] * . Combining these observations results in
where we have used the naturality of the cup product in the second to last equality. This is in contradiction with H 2 (RP 2 ; Z 2 ) ∼ = Z 2 , so G cannot exist.
Our goal was to show that there exist functions on RP 3 of which the homotopy significant spectrum is larger than their Krasnoselskii spectrum. At this point we have two spaces RP 2 and RP 2 #T of category 3 and we know that we cannot bring the first into the second using a homotopy. Hence it remains to construct a function which has the two subspaces as sublevels. We will start by constructing a continuous function for which this holds.
Theorem 5.4. There exists a continuous function f : RP 3 → R such that its homotopy significant spectrum is strictly larger than its Krasnoselskii spectrum. Proof. Consider the space RP 2 #T . Let r > 0 denote the radius of the tube in the torus T and let R denote the radius from the center of the torus T to the center of the torus tube as in Figure 3 . Take R > 3r and define the function f : RP 3 → R as f (x) = dist(x, RP 2 #T ) for all x ∈ RP 3 . Then we claim that the homotopy significant spectrum of f contains an eigenvalue that is not contained in the Krasnoselskii spectrum of f .
By choice of R, the sublevel RP 3 ≤t deformation retracts to RP 2 #T = RP 3 ≤0 for all t ∈ [0, r). However, since RP 2 ⊂ RP 3 ≤r , Theorem 5.3 tells us that a a homotopy which brings RP 3 ≤r to RP 3 <r does not exist. Hence r lies in the homotopy significant spectrum. However, since hs 3 = 0 < r < sup x∈RP 3 f (x) = hs 4 , the value r is not an element of the Krasnoselskii spectrum.
In this proof we had to make sure we could point out the exact value where the sublevel changed from something which deformation retracted onto RP 2 #T to something which contained RP 2 . One could think of cases where such a value cannot exactly be identified, but only two sublevels can be found where the larger one cannot be brought into the smaller one. The following lemma shows that in the case of Morse functions this is enough to detect the passing of an eigenvalue. If t = c m , we can bring M ≤t to M ≤cm [12, p. 14-20] . It follows that one of the c i is homotopy significant.
Note that variations of Lemma 5.5 can be proven similarly. In particular, as we will need this later, we would like to remark that if M ≤t cannot be brought to M <s , the interval [s, t] contains a homotopy significant eigenvalue.
Stability
We are not aware of a result on the stability of the homotopy significant spectrum for continuous functions. However, if we limit ourselves to Morse functions such a result follows directly. Lemma 6.1. Let M be a smooth manifold and f : Φ → R a continuous real-valued function with a homotopy significant eigenvalue e ∈ R. If F : Φ → R is a Morse function and δ > 0 exists such that sup x∈Φ |f (x) − F (x)| < δ, then F has a homotopy significant eigenvalue e with |e − e| ≤ δ.
Proof. If e ∈ R is an eigenvalue of f , this means that we cannot bring f −1 (−∞, e] to f −1 (−∞, e). Hence F −1 (−∞, e + δ] cannot be brought to F −1 (−∞, e − δ). The remark following Lemma 5.5 then tells us that the interval [e + δ, e − δ] contains a homotopy significant eigenvalue.
To be able to prove the stability of the homotopy significant spectrum for continuous functions, we propose to slightly change the definition of the homotopy significant spectrum to introduce the weak homotopy significant spectrum. This spectrum poses a stronger requirement on an eigenvalue, which could largen the set of eigenvalues. However, for this weak homotopy significant spectrum its stability follows again almost directly. The value e ∈ R is an eigenvalue in the weak homotopy significant spectrum of f if for all t 1 ≥ e and t 2 < e there does not exist a homotopy which brings Φ ≤t1 to Φ ≤t2 .
The stability of the weak homotopy significant spectrum can now be shown as in the proof of Lemma 6.1. We need to combine it however with an adaptation of Lemma 5.5 to the weak homotopy significant spectrum. Hence we first proof this adaptation, and then the stability. Lemma 6.4. Let Φ be a topological space and f : Φ → R a continuous real-valued function with a weak homotopy significant eigenvalue e ∈ R. If g : Φ → R is continuous and δ > 0 exists such that sup x∈Φ |f (x) − g(x)| < δ, then g has a weak homotopy significant eigenvalue e with |e − e| ≤ δ.
Proof. If e ∈ R is an eigenvalue of f , this means in particular that we cannot bring f −1 (−∞, e] to f −1 (−∞, e − ε] for all ε > 0. This implies that g −1 (−∞, e + δ] cannot be brought to g −1 (−∞, e − δ − ε]. Hence by Lemma 6.3, the function g contains a weak homotopy significant eigenvalue in the interval [e − δ − ε, e + δ] for all ε > 0. Hence [e − δ, e + δ] itself contains a weak homotopy significant eigenvalue.
Examples with Morse functions
In Section 5 we provided an explicit continuous, but not differentiable, function f for which the Krasnoselskii spectrum was strictly smaller than the homotopy-significant spectrum. In this section we show that the non-differentiability of f was in no way crucial. In fact, we provide examples of Morse functions with unequal spectra. Theorem 7.1. There exists a Morse function F : RP 3 → R such that its homotopy significant spectrum is strictly larger than its Krasnoselskii spectrum.
Proof. Recall the proof of Theorem 5.4, where we constructed a continuous function f : RP 3 → R with a homotopy significant spectrum containing 0, 0, 0, r and sup x∈RP 3 f (x). Now take δ = min{r/2, (sup x∈RP 3 f (x) − r)/2}. We can approximate f by a Morse function F : [11, Th. 2.7] . It then follows from applying Lemma 6.1, that F has at least five homotopy significant eigenvalues of which only four can be in the Krasnoselskii spectrum.
In this proof of Theorem 7.1, we used a function for which we approximately knew some of its sublevels. This was enough to show that there was a homotopy significant eigenvalue in between two sublevels, but we did not know whether there were more (homotopy significant) critical values. If we do want a Morse function for which we know all this, we can make use of surgeries which are defined as follows [11, Def. 3.11 ]. Definition 7.2. Let V be a manifold of dimension n−1, λ ∈ {0, . . . , n} and ϕ : S λ−1 ×B n−λ → V an embedding. Define
where the equivalence relation identifies ϕ(u, θv) with (θu, v) for all u ∈ S λ−1 , v ∈ S n−λ−1 and θ ∈ (0, 1). Then it is said that a manifold V can be obtained from V by a surgery of type (λ, n − λ) if V is diffeomorphic to χ(V, ϕ).
Surgeries enable us to construct a Morse function F : RP 3 → R for which we can control the amount of critical values and determine which of them are homotopy significant. We do this as follows: we construct a finite sequence of (n − 1)-dimensional manifolds V 0 , . . . , V 8 , in which each V i can be obtained from V i−1 via a surgery of type (λ i , n − λ i ) for some λ i ∈ {0, . . . , n}, see Figure  4 . Then we know by [11, Th. 3.12 ] that for each pair of subsequent manifolds (V i−1 , V i ) a smooth n-dimensional manifold N i and Morse function F i : N i → R exists such that ∂N i = V i−1 V i . Moreover, F i satisfies F −1 i (0) = V i−1 and F −1 i (1) = V i , and F i has exactly one critical value c i which has index λ i . Define M i = 0≤l≤i N l for i ∈ {0, . . . , 8}, as these will form the sublevels of F . Then we can glue all these Morse functions F i together to form one Morse function F : M 8 → R with critical values (c i ) 0≤i≤K of index (λ i ) 0≤i≤K [11, Lemma 3.7] . Moreover, our construction is such that M 8 = RP 3 . We now want to see which critical values are homotopy-significant and which are not. Hence, we need to determine for which i, the sublevel M i cannot be brought back to M i−1 .
Using Proposition 2.3 we see that the category of the sublevels increases at c 1 , c 4 , c 5 and c 8 , which implies that these values lie in the Krasnoselskii spectrum. Furthermore, we see that c 2 and c 3 are not in the homotopy significant spectrum of F , because M 2 and M 3 are contractible in RP 3 . The value c 6 is homotopy significant, but is not contained in the Krasnoselskii spectrum by respectively Theorem 5.3 and Lemma 5.1. As M 7 can be brought back to RP 2 ⊂ M 6 , the critical value c 7 is in neither of the two spectra.
All in all, the Krasnoselskii spectrum of the resulting Morse function consists of c 1 , c 4 , c 5 and c 8 , and together with c 6 they form its homotopy significant spectrum.
