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On a classification of minimal cubic cones in Rn
Tkachev Vladimir G.
Abstract. We establish a classification of cubic minimal cones in case of the so-called radial
eigencubics. Our principal result states that any radial eigencubic is either a member of the
infinite family of eigencubics of Clifford type, or belongs to one of 18 exceptional families. We
prove that at least 12 of the 18 families are non-empty and study their algebraic structure. We
also establish that any radial eigencubic satisfies the trace identity detHess3(f) = αf for the
Hessian matrix of f , where α ∈ R. Another result of the paper is a correspondence between
radial eigencubics and isoparametric hypersurfaces with four principal curvatures.
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1. Preliminaries and the main results
1.1. Introduction. In 1969, Bombieri, De Giorgi and Giusti [BGG] found the first non-
affine entire solution of the minimal surface equation
(1 + |∇u|2)∆u−
n−1∑
i,j=1
uxixjuxiuxj = 0 (1.1)
Because of its geometric significance, the minimal surface equation (1.1) and, especially, Bern-
stein’s problem on the existence of non-affine entire solutions of (1.1), have historically attracted
perhaps more interest than any other quasilinear elliptic equation. We refer to [M], [MMM],
[Ni], [Os], [S1], and the references therein for a detailed discussion of the history of the solution
of Bernstein’s problem. Although many non-affine examples of entire solutions of (1.1) for n ≥ 9
were shown to exist (see, for instance, [S2], [SS]), no explicit examples have been constructed.
L. Simon [S2] established that for n = 9 all entire solutions of (1.1) are of polynomial growth and
it is a long-standing conjecture that this property holds in general [BG], [Os]. Even a simpler
question [S1], [M], whether or not there exists a solution of (1.1) which is actually a polynomial
in xi, is still unanswered.
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These questions prompt one to study algebraic minimal hypersurfaces, and, in particular,
algebraic minimal cones. The latter occure naturally as singular ‘blow-ups’ of entire solutions of
(1.1) at infinity; for example, the seven-dimensional Simon’s cone {(x, y) ∈ R4 ×R4 : |x|2 = |y|2}
played an important role in the solution of Bernstein’s problem [Fl], [SJ] and in the constructing
of non-affine examples by Bombieri, de Giorgi and Giusti [BGG]. We mention also a recent
appearance of algebraic minimal hypersurfaces as selfsimilar solutions of the mean curvature flow
in codimension one [Sm]. Note also that any progress in algebraic minimal cones leads to a
better understanding of algebraic aspects of minimal submanifolds of codimension one in the unit
spheres because of the well-known correspondence between this objects.
Minimal cones of lower degrees were classified by Hsiang [H]: the only first degree minimal
cones are hyperplanes in Rn, and the only (up to a congruence in Rn) quadratic minimal cones
are given by the zero-locus g−1(0) of the quadratic forms
g(x) = (n− p− 1)(x21 + . . .+ x2p)− (p− 1)(x2p+1 + . . . + x2n), 2 ≤ p ≤ n− 1. (1.2)
On the other hand, a classification (and even construction) of algebraic minimal cones of de-
gree higher than three remains a long-standing difficult problem [S1], [H], [F], [Os]. The lack of
‘canonical’ normal forms for higher degree polynomials makes a classification of algebraic minimal
cones, at first sight, defeating. On the other hand, a close analysis of the available examples of
minimal cubic cones, see e.g. [Ta], [H1], [HL], [L], reveals that these cones have a rather distin-
guished algebraic structure which, in some content, resembles that of isoparametric hypersurfaces
in the spheres. In [H], Hsiang began developing a systematic approach to study real algebraic
minimal submanifolds of degree higher than two and by using the geometric invariant theory
constructed new examples of non-homogeneous minimal cubic cones in R9 and R15. According
Hsiang, the study of real algebraic minimal cones is equivalent to a classification of polynomial
solutions f = f(x1, . . . , xn) ∈ R[x1, . . . , xn] of the following congruence:
L(f) ≡ 0 mod f, (1.3)
where
L(f) = |∇f |2∆f −
n∑
i,j=1
fxifxjfxixj
is the normalized mean curvature operator and (1.3) is understood in the usual sense, i.e. L(f) is
divisible by f in the polynomial ring R[x1, . . . , xn]. Observe, that (1.3) geometrically means that
the zero-locus f−1(0) has zero mean curvature everywhere where the gradient ∇f 6= 0.
A polynomial solutions f 6≡ 0 of (1.3) is called an eigenfunction of L. The ratio L(f)/f (which
is obviously a polynomial in x) is called the weight of an eigenfunction f . An eigenfunction f
which is a cubic homogeneous polynomial is also called an eigencubic.
Remark 1.1. For geometric reasons, we make no distinction between two eigenfunctions f1 and
f2 which give rise to two congruent cones f
−1
1 (0) and f
−1
2 (0); such eigenfunctions will also be called
congruent. It follows from the real Nullstellensatz [Mi] (see also [T2, Proposition 2.4]) that two
irreducible homogeneous cubic polynomials f1 and f2 are congruent if and only if there exists an
orthogonal endomorphism of U ∈ O(Rn) and a constant c ∈ R, c 6= 0, such that f1(x) = cf2(Ux).
In [H], Hisang observes that all available cubic minimal cones arise as solutions of the following
non-linear equation:
L(f) = λ|x|2f, λ ∈ R, (1.4)
and poses the problem to determine all solutions of (1.4) up to congruence in Rn. We call the
solutions of (1.4) radial eigencubics.
It is the purpose of the present paper to provide a general framework for a classification of
radial eigencubics. We prove that any radial eigencubic f is a harmonic polynomial and associate
to it a pair (n1, n2) of non-negative integers, called the type of f . We show that the type is a
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congruence invariant of f and establish that n1 can be recovered by the following remarkable
trace identity:
trHess3(f) = 3(n1 − 1)λ f,
where Hess(f) is the Hessian matrix of f and the constant factor λ is the same as in (1.4). The
principal result of the paper states that any radial eigencubic is either a member of the infinite
family of eigencubics of Clifford type introduced and classified recently in [T2], or belongs to one
of 18 exceptional families which types (n1, n2) and ambient dimensions n listed in Table 1 below.
We also establish that at least 12 of the 18 families are non-empty and provide examples of radial
eigencubics for each realizable family.
n1 2 3 5 9 0 1 2 4 0 1 5 9 0 1 3 1 3 7
n2 0 0 0 0 5 5 5 5 8 8 8 8 14 14 14 26 26 26
n 5 8 14 26 9 12 15 21 15 18 30 42 27 30 36 54 60 72
? ? ? ? ? ?
Table 1. Exceptional eigencubics: ? stands for the unsettled cases.
As was already mentioned, a classification of general radial eigencubics closely resembles that
of isoparametric hypersurfaces with four principal curvatures. The isoparametric hypersurfaces
have been intensively studied for several decades now and, at the present, a complete classification
is available for all but for four exceptional isoparametric families, see [Mu1], [Mu2], [OT1],
[OT2], [A], [St], [C1], [C2]. It would be interesting to work out an explicit correspondence
between these theories. We mention that, in one direction, a theorem of Nomizu [No] states
that each focal variety of an isoparametric hypersurface is a minimal submanifold of the ambient
unit sphere. On the other hand, in the present paper we show that, in the other direction, to
any non-isoparametric radial eigencubic one can associate an isoparametric hypersurface with
four principal curvatures. Combining the latter correspondence with a deep characterization of
isoparametric quartics obtained recently by T. Cecil, Q.S.Chi and G. Jensen [CCC], and by
S. Immerwoll [Im], we obtain an obstruction to the existence of some exceptional families of
radial eigencubics.
Remark 1.2. We would like to emphasize that, in general, real algebraic minimal cones have
a much more rich structure than isoparametric hypersurfaces. Indeed, in the former case, the
examples constructed recently in [T2] show that there exist irreducible minimal cones of arbitrary
high degree, while the well-known theorem of to Mu¨nzner [Mu1] allows the defining polynomials
of isoparametric hypersurfaces to be only of degrees g = 1, 2, 3, 4 and 6.
In section 1.4 below we consider our results in more detail. First we recall some basic facts
about eigencubics of Clifford type and Cartan’s isoparametric polynomials.
1.2. Eigencubics of Clifford type. A system of symmetric endomorphisms A = {Ai}0≤i≤q
of R2m is called a symmetric Clifford system [Hu], [C2], [BW], equivalently A ∈ Cliff(R2m, q) if
AiAj +AjAi = 2δij · 1R2m ,
where 1V stands for the identity operator in a linear space V . To any symmetric Clifford system
A ∈ Cliff(R2m, q) with two distinguished elements A0, A1 ∈ A one can associate an orthogonal
eigen-decomposition R2m = Rm ⊕ Rm such that
A0 =
(
1Rm 0
0 −1Rm
)
, A1 =
(
0 1Rm
1Rm 0
)
, Ai =
(
0 Pi
P⊤i 0
)
. (1.5)
where the skew-symmetric transformations P1, . . . , Pq−1 satisfy PiPj + PjPi = −2δij . This
determines a representation {P1, . . . , Pq−1} of the Clifford algebra Clq−1 on Rm [Hu], [BW].
Conversely, any representation of the Clifford algebra Clq−1 on Rm induces a symmetric Clifford
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system by virtue of (1.5). It follows from the representation theory of Clifford algebras that the
class Cliff(R2m, q) is non-empty if an only if
q ≤ ρ(m), (1.6)
where the Hurwitz-Radon function ρ is defined by
ρ(m) = 8a+ 2b, if m = 24a+b · odd, 0 ≤ b ≤ 3. (1.7)
Two symmetric Clifford systems A ∈ Cliff(R2m, q) and B ∈ Cliff(R2m′ , q′) are called geomet-
rically equivalent, if q = q′, m = m′, and there exist orthogonal endomorphisms U ∈ O(R2m) and
u ∈ O(Rq+1) such that
Auz = U
⊤BzU, ∀z ∈ Rq+1,
where Az =
∑q
i=0 ziAi, Bz =
∑q
i=0 ziBi. Then the cardinality κ(m, q) of the quotient set of
Cliff(R2m, q) with respect to the geometric equiavlence is equal to 1 for q = 0 and is determined
for q ≥ 1 by the following formula (see also [C2, § 4.7]):
κ(m, q) =


0, if δ(q) ∤ m;
1, if δ(q) | m and q 6≡ 0 mod 4;
⌊ m2δ(q) ⌋+ 1, if δ(q) | m and q ≡ 0 mod 4,
(1.8)
where ⌊x⌋ is the integer part of x and δ(q) = min{2k : ρ(2k) ≥ q}, or equivalently by the following
table [BW, p. 156]:
q 1 2 3 4 5 6 7 8 . . . k
δ(q) 1 2 4 4 8 8 8 8 . . . 16δ(k − 8)
In [T2] we associated to a Clifford symmetric system A ∈ Cliff(R2m, q) the cubic form
CA(x) :=
q∑
i=0
〈y,Aiy〉xi+1, y = (xq+2, . . . , xq+1+2m) ∈ R2m, (1.9)
and proved that CA is a radial eigencubic in R2m+q+1.
Definition. An arbitrary radial eigencubic is said to be of Clifford type if it is congruent to some
CA. Otherwise it is called an exceptional radial eigencubics.
We also proved in [T2] that the congruence classes of eigencubics of Clifford type are in one-
to-one correspondence with the equivalence classes of geometrically equivalent Clifford systems
which, in view of the remarks made above, yields a complete classification of eigencubics of Clifford
type.
1.3. The Cartan isoparametric polynomials. In [Car], E. Cartan proved that, up to
congruence, the only irreducible cubic polynomial solutions of the isoparametric system
|∇f |2 = 9x4, ∆f = 0 (1.10)
are the following four polynomials:
θℓ =x
3
1 +
3x1
2
(|z1|2 + |z2|2 − 2|z3|2 − 2x22) +
3
√
3
2
[x2(|z1|2 − |z2|2) + Re z1z2z3], (1.11)
where zk = (xkℓ−ℓ+3, . . . , xkℓ+2) ∈ Rℓ = Fℓ, and Fℓ denote the division algebra of dimension ℓ
(over reals): F1 = R (reals), F2 = C (complexes), F4 = H (quaternions) and F8 = O (octonions).
The real part in (1.11) should be understood for a general Fℓ as
Re z1z2z3 =
1
2
((z1z2)z3 + z¯3(z¯2z¯1)) =
1
2
(z1(z2z3) + (z¯3z¯2)z¯1), (1.12)
(observe that the real part is associative, see also Lemma 15.12 in [Ad]).
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It follows from (1.11) that the Cartan isoparametric cubics are well-defined only if the ambient
dimension n ∈ {5, 8, 14, 26}. Moreover, in virtue of (1.10)
L(f) = −1
2
〈∇|∇f |2,∇f〉 = −18〈x,∇f〉 = −54x2f,
hence any Cartan polynomial is also a radial eigencubic. It is easily seen that any θℓ is in
fact an exceptional eigencubic. Indeed, we note that the squared norm of the gradient is a
congruence invariant and |∇θℓ|2 = 9x4, while (1.9) yields that the squared norm of the gradient
of an eigencubic of Clifford type is at most quadratic in some variables.
A crucial role in our further analysis will play the following generalization of the Cartan
theorem obtained by the author in [T1].
The Eiconal Cubic Theorem. Let f(x) be a cubic polynomial solution of the first equation in
(1.10) alone. Then f is either reducible and congruent to xn(x
2
n−3x21− . . .−3x2n−1), or irreducible
and congruent to some Cartan polynomial θℓ(x).
1.4. Main results. As the first step we obtain the following characterization of general
radial eigencubics.
Theorem 1. Any radial eigencubic in Rn is a harmonic function.
Remark 1.3. Observe, however, that there are (non-radial) eigencubics which are non-harmonic,
for example, f = x1g(x) with g given by (1.2). All such non-harmonic eigenfunctions are reducible,
so it would be interesting to know whether there exist irreducible non-harmonic eigencubics.
Our next step is to establish (Proposition 3.1) that given a radial eigencubic f in Rn one can
associate the orthogonal coordinates Rn = span(en)⊕ V1 ⊕ V2⊕ V3 in which f takes the so-called
normal form
f = x3n + φxn + ψ ≡ x3n −
3
2
xn(2ξ
2 + η2 − ζ2) + ψ111 + ψ102 + ψ012 + ψ030, (1.13)
where x = (ξ, η, ζ, xn) ∈ Rn, ξ ∈ V1, η ∈ V2, ζ ∈ V3 and ψijk denotes a cubic form of homogeneous
class ξi⊗ηj⊗ζk. (Here and in what follows, if no ambiguity possible, we abuse the norm notation
by writing, e.g., ξ2 for |ξ|2). In addition, the harmonicity of f yields the following restrictions:
n3 = 2n1 + n2 − 2, n = 3n1 + 2n2 − 1. (1.14)
Definition. The pair (n1, n2) is called the type of the normal form.
Thus a very natural question appears from the very beginning: whether the type (n1, n2)
has an invariant meaning? We answer this question in positive, but what is more important, we
establish the following remarkable trace identity for determining of the dimension n1.
Theorem 2. Let f be a radial eigencubic in the normal form (1.13). Then the associated dimen-
sions ni = dimVi, i = 1, 2, 3, do not depend on a particular choice of the normal form of f and
can be recovered by virtue of the cubic trace formula
n1 = 1 +
x2 trHess3(f)
3L(f)
, (1.15)
and relations n2 =
1
2(n− 3n1 + 1), n3 = 2n1 + n2 − 2, where Hess(f) is the Hessian matrix of f .
We emphasize that the ratio in (1.15) is an integer number.
In [T2], we established the cubic trace identity for eigencubics of Clifford type. In the present
paper, we extend the cubic trace identity to the general radial eigencubics. Our argument is heavily
based on the characterization of exceptional eigencubics by means of the ψ030-term in (1.13) which
we now describe. Let us assume that f be a radial eigencubic written in the normal form. First we
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show in Proposition 3.3 that the combination ψ111+
1√
3
ψ102 induces a symmetric Clifford system
in Cliff(R2(n1+n2−1), n1 − 1) which immediately yields by virtue of (1.6) the inequality
n1 − 1 ≤ ρ(n2 + n1 − 1). (1.16)
Next we prove (Proposition 3.2) that the cubic form ψ030 in (1.13) satisfies an eiconal type
equation |∇ψ030(η)|2 = 92η2, η ∈ Rn2 . Combining these observations and some further properties
of the normal form, we are able to prove the following important characterization of the Clifford
eigencubics.
Theorem 3. A radial eigencubic f is of Clifford type if and only if for any particular choice of
its normal form (1.13), the component ψ030 6≡ 0 and reducible.
In particular, by combining Theorem 3 with the Eiconal Cubic Theorem above, one obtains
that for any exceptional eigencubic there holds n2 ∈ {0, 5, 8, 14, 26}. Then by using some special
properties of the Hurwitz-Radon function ρ one is able to show that there exists only finitely
many pairs (n1, n2) satisfying the above inclusion and (1.16). This yields the finiteness of the
number of types of exceptional eigencubics. In fact, we have the the following criterion.
Theorem 4. Let f be a radial eigencubic in Rn. Then the following statements are equivalent:
(a) f is an exceptional radial eigencubic;
(b) for any choice of the normal form (1.13), the form ψ030 is either irreducible or identically
zero;
(c) n2 ∈ {0, 5, 8, 14, 26} and the quadratic form
σ2(f) := − 1
3λ
Hess2(f), where L(f) = λx2f,
has a single eigenvalue.
The only possible types of exceptional eigencubics are those displayed in Table 2 below.
In the remaining part of the paper we investigate which of the 23 pairs (n1, n2) in Table 2 are
indeed realizable as the types of exceptional eigencubics. Below we summarize the corresponding
results.
(i) For n2 = 0 all types (ℓ+1, 0), ℓ = 1, 2, 4, 8, are realizable. For each ℓ, there is exactly one
congruence class of exceptional eigencubics of type (ℓ+ 1, 0) represented by the Cartan
polynomial θℓ.
(ii) For n1 = 0 the only three types (0, 5), (0, 8) and (0, 14) are realizable.
(iii) For n1 = 1 then four types (1, 5), (1, 8), (1, 14) and (1, 26) are realizable and in each case
there is exactly one congruence class of exceptional eigencubics.
(iv) There is an exceptional eigencubic of type of type (4, 5).
(v) The types (2, 8), (2, 14), (2, 26) and (3, 8) are not realizable.
Thus, it remains unsettled the six exceptional pairs: (2, 5), (5, 8), (9, 8), (3, 14), (3, 26), (7, 26).
To obtain the non-existence result (v) we develop a correspondence between general radial
eigencubics with n2 6= 0 and isoparametric quartic polynomials which can be described as follows.
Recall that a hypersurface in the unit sphere in Rn is called isoparametric if it has constant princi-
pal curvatures [Th1], [C1]. A celebrated theorem of Mu¨nzner [Mu1] states that any isoparametric
hypersurface is algebraic and its defining polynomial h is homogeneous of degree g = 1, 2, 3, 4 or
6, where g is the number of distinct principal curvatures. Moreover, if g = 4 then, suitably
normalized, h satisfies the system Mu¨nzner-Cartan differential equations (cf. with (1.10 above)
|∇h|2 = 16x6, ∆h = 8(m2 −m1)x2, x ∈ Rn, (1.17)
where mi are the multiplicities of the maximal and minimal principal curvature of M , m1+m2 =
n−2
2 . Let Isop(m1,m2) denote the class of all quartic polynomials satisfying (1.17). Then each
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h ∈ Isop(m1,m2) with m1,m2 ≥ 1 gives rise to a family of isoparametric hypersurfaces
Mc = {x ∈ Sn−1 ⊂ Rn|h(x) = c}, c ∈ (−1, 1),
see for instance [C2, p. 96-97]. In this case m1 and m2 are, up to a permutation, the multiplicities
of the maximal and minimal principal curvature of the hypersurface Mc and
n− 2 = 2(m1 +m2). (1.18)
Theorem 5. Let f be any radial eigencubic in Rn of type (n1, n2), n2 6= 0, and normalized by
λ = −8 in (1.4). Then f can be written in some orthogonal coordinates in the degenerate form
f = (u2 − v2)xn + a(u,w) + b(y,w) + c(u, y, w), (1.19)
where u = (x1, . . . , xm), v = (xm+1, . . . , x2m), w = (x2m+1, . . . , xn−1), and the cubic forms a ∈
u⊗ w2, b ∈ v ⊗ w2, c ∈ u⊗ v ⊗w. Moreover, the quartic polynomials
h0(u, v) := (u
2 + v2)2 − 2c2w ∈ Isop(n1 − 1,m− n1),
h1(u, v) := −u4 + 6u2v2 − v4 − 2c2w ∈ Isop(n1,m− n1 − 1).
If f is in addition an exceptional eigencubic then n2 = 3ℓ+2, ℓ ∈ {1, 2, 4, 8} and m = ℓ+n1+1.
By using a recent classification result of T. Cecil, Q.S.Chi and G. Jensen [CCC], and S. Im-
merwoll [Im], and Theorem 5, one can deduce the nonexistence of types mentioned in (v).
The paper is organized as follows. In section 2 we prove Theorem 1 and in section 3 we estab-
lish the normal representation (1.13). In Proposition 3.3 we exhibit a hidden Clifford structure
associated with any radial eigencubic and prove (1.16). In Proposition 3.4 we obtain a complete
classification of radial eigencubics with n2 = 0 mentioned in the item (i) above. The proofs of
Theorem 2, Theorem 3 and Theorem 4 will be given in sections 4 and 5. In section 6 we establish
the classification results (ii)–(iv) and also review some examples of exceptional radial eigencubics
and outline some their aspects. In section 7 we prove Theorem 5 and the non-existence result (v).
Notation. We use the standard convention that fξ denotes the vector-column of partial
derivatives fξi and fξη stands for the Jacobian matrix with entries fξiηj , etc. By ∆ξf = tr fξξ we
denote the Laplacian with respect to ξ. We suppress the variable notation for the full gradient
gradient ∇f , the Hessian matrix Hessf and the full Laplacian ∆f . In what follows, if no ambiguity
possible, we abuse the norm notation by writing, e.g., ξ2 for |ξ|2. The bar notation x¯ is usually
used
2. The harmonicity of radial eigencubics
We begin with treating the normal form of a radial eigencubic. To this end, let us consider
an arbitrary radial eigencubic f and let x0 ∈ Sn−1 be a maximum point of f on the unite sphere
Sn−1. It is well known and easily verified that in any orthogonal coordinates with x0 chosen to
be the n-th basis vector, f expands as follows:
f(x) = cx3n + xnφ(x¯) + ψ(x¯), x¯ = (x1, . . . , xn−1). (2.1)
We shall refer to (2.1) as the normal form of f . Using the freedom to scale f , we can ensure that
c = 1. Rewrite the definition of radial eigencubic as follows:
L(f) = 18αx2f, (2.2)
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where the factor λ(f) = 18α is chosen for the further convenience. Then, identifying the coeffi-
cients of xin, 0 ≤ 1 ≤ 5, in (2.2) we arrive at the following system
∆x¯φ = 2α, (2.3)
∆x¯ψ = 0, (2.4)
φ2x¯∆x¯φ− φx¯φx¯x¯φx¯ = 6α(φ + 3x¯2), (2.5)
2φ⊤x¯ φx¯x¯ψx¯ + φ
⊤
x¯ ψx¯x¯φx¯ − (6 + 4α)φ⊤x¯ ψx¯ + 18αψ = 0, (2.6)
2(3 + α)ψ2x¯ − ψ⊤x¯ φx¯x¯ψx¯ − 2φ⊤x¯ ψx¯x¯ψx¯ = 2φ(9αx¯2 + φ2x¯ − αφ), (2.7)
2φφ⊤x¯ ψx¯ + 18αx¯
2ψ + ψ⊤x¯ ψx¯x¯ψx¯ = 0. (2.8)
We may choose orthogonal coordinates in Rn such that the quadratic form φ becomes diagonal,
say φ(x) =
∑n−1
i=1 φix
2
i . Then (2.3) yields
n−1∑
i=1
φi = α. (2.9)
By expanding (2.5), we see that each eigenvalue φi satisfies the equation
χα(t) := 4t
3 − 4αt2 + 3αt+ 9α = 0. (2.10)
First notice that we can always assume that α 6= 0 because otherwise (2.10) yields χ0 ≡ 4t4,
hence φi = 0 for all i and thus φ ≡ 0. But the latter implies ψ2x¯ = 0 by virtue of (2.7), hence
ψ ≡ 0. This yields f = x3n, i.e. n = 1, a contradiction.
Thus, assuming α 6= 0, we denote by ti, 1 ≤ i ≤ ν(α), all distinct real roots of (2.10). Since
(2.10) is a cubic equation with real coefficients, one has 1 ≤ ν(α) ≤ 3. Regarding ti as an
eigenvalue of φ, let Vi denote the corresponding eigenspace (Vi may be null-dimensional). Then
Rn = span(en)⊕ V, V =
ν(α)⊕
i=1
Vi. (2.11)
From (2.9) we infer the following constraints on the dimensions ni = dimVi:
ν(α)∑
i=1
tini = α,
ν(α)∑
i=1
ni = n− 1. (2.12)
Now we are going to specify the algebraic structure of the cubic form ψ. Note that the eigen
decomposition (2.11) extends to the tensor products, thus we have for the cubic forms:
V ∗⊗3 =
⊕
|q|=3
V ∗⊗q, V ∗⊗q :=
ν(α)⊗
i=1
V ∗i
qi ,
where q = (q1, . . . , qν(α)) and |q| = q1 + . . . + qν(α) = 3. Write ψ =
∑
|q|=3 ψq according to the
above decomposition.
Lemma 2.1. In the above notation, let
Rq :=
9α
2
+ (
ν(α)∑
k=1
tkqk)
2 +
ν(α)∑
k=1
t2kqk − (3 + 2α)
ν(α)∑
k=1
tkqk. (2.13)
If Rq 6= 0 for some q, |q| = 3, then the corresponding homogeneous component ψq is zero. In
other words, ψ is completely determined by the homogeneous components ψq whose indices q
satisfy Rq = 0.
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Proof. By virtue of the Euler homogeneous function theorem,
φ⊤x¯ φx¯x¯(ψq)x¯ = 4ψq
ν(α)∑
k=1
t2kqk,
φ⊤x¯ (ψq)x¯x¯φx¯ = 4ψq
(
(
ν(α)∑
k=1
tkqk)
2 −
ν(α)∑
k=1
t2kqk
)
,
φ⊤x¯ (ψq)x¯ = 2ψq
3∑
k=1
tkqk,
hence (2.6) yields ∑
q
Rqψq = 0. (2.14)
Since the non-zero components ψq are linear independent we get the required conclusion. 
Lemma 2.2. If f is a radial eigencubic of dimension n ≥ 2 then equation (2.10) must have three
distinct real roots, i.e. ν(α) = 3. In particular, the discriminant of χα is nonzero.
Proof. To prove the theorem we shall argue by contradiction and assume that ν(α) ≤ 2.
This holds only if either (i) all roots φi are real but the discriminant of χα(t) is zero, or (ii) χα(t)
has a pair of conjugate complex roots.
First consider (i). We have for the discriminant (see, for example, [Wa])
D(χα) = 144α2(17α2 − 57α− 243).
Except for the trivial case α = 0, the discriminant vanishes only for α± := 57±39
√
13
34 . Since
analysis of the two numbers is similar we treat only α+. For this value, (2.10) has two distinct
roots t1 =
3−6√13
17 and t2 =
3+3
√
13
4 , the latter of multiplicity two. Thus ν(α
+) = 2 and by virtue
of (2.3), t1n1 + t2n2 = α
+. A unique integer solution of the latter equation is easily found to be
(n1, n2) = (1, 2), hence, in view of (2.12), the total dimension n = 4. Choose V1 = span(e1) and
V2 = span(e2, e3) so that
φ = t1x
2
1 + t2(x
2
2 + x
2
3). (2.15)
In order to determine ψ, we apply Lemma 2.1. A direct examination of (2.13) shows that among
the Rq-coefficients with q = (i, 3 − i), 0 ≤ i ≤ 3, there is only one zero coefficient, namely
R1,2 = 0. Thus, ψ ≡ ψ12, i.e. ψ is linear in x1 and bilinear in (x2, x3). By (2.4), ∆xψ = 0, hence
ψ is congruent to the form
ψ = bx1x2x3, b ∈ R. (2.16)
Applying the explicit form of φ, we get
2φφ⊤x¯ ψx¯ = 4φb(t1 + 2t2)x1x2x3 = 4b α
+ φx1x2x3,
and
18α+x¯2ψ + ψ⊤x¯ ψx¯x¯ψx¯ = b(18α
+ + 2b2)(x21 + x
2
2 + x
2
3)x1x2x3.
Therefore, (2.8) yields that either b = 0 or
4α+ φ = (18α+ + 2b2)(x21 + x
2
2 + x
2
3).
The latter relation impossible because (2.15) and t1 6= t2. Thus b = 0. But this implies by virtue
of (2.16) that ψ ≡ 0 and by (2.7), φ = 0, so the contradiction follows.
Now we consider the alternative (ii). This implies ν(α) = 1 because a cubic polynomial with
real coefficients must have at least one real root. We have V ≡ V1, hence n2 = n3 = 0. As a
corollary, we have φ(x¯) = t1x
2, x ∈ Rn1 , where t1 is the unique real root of χα(t). In this case,
ψ ≡ ψ3 and (2.14) reduces to a single equation ψ3R3 = 0. If ψ3 6≡ 0 then in view of (2.13) we have
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R3(t1) ≡ 9α2 + 12t21 − 3(3 + 2α)t1 = 0. Therefore R2(t) and χα(t) have a common root t = t1,
which implies that their resultant must be zero:
R(g, χα) ≡ −486α(16α + 3)(α − 6)(α+ 3) = 0.
In the cases α = −3 and α = 6 the characteristic equation χα(t) = 0 has three real roots. Thus,
α = −163 , in which case the unique real root is t1 = 34 . But by virtue of (2.12), n1 = αt1 = −14 , a
contradiction.
It remains to consider ψ3 ≡ 0. In this case we have ψ ≡ 0 and from (2.7) we obtain 9αx¯2+φ2x¯−
αφ = 0, which is possible only if α ∈ {0,−3,−12}. By the assumption, ν(α) = 1, hence α = −12
and the unique real root in this case is t1 = 1. A contradiction follows because n1 =
α
t1
= −12 , so
lemma is proved completely. 
Now we are ready to give a prof of the main result of this section.
Proof of Theorem 1. By virtue of (2.1),
∆f = 2xn(α+ 3), (2.17)
hence it suffices to show that for any radial eigencubic given by (2.1) and normalized by c = 1,
there holds α = −3. Let f be an arbitrary such eigencubic. By Lemma 2.2 we have ν(α) = 3,
i.e. the characteristic polynomial (2.10) has three distinct real roots t1 < t2 < t3. Since by (2.10)
t1t2t3 = −9α 6= 0, we have ti 6= 0.
Now we proceed by contradiction and suppose that α 6= −3. Then ψ 6≡ 0 because otherwise
(2.8) would imply three alternatives α ∈ {0,−3,−12}, of which only α = −3 yields ν(α) = 3, a
contradiction. Let ψ =
∑
|q|=3 ψq be the decomposition of ψ into homogeneous parts ψq ∈ V ∗⊗q.
We claim that is there exists q 6= (1, 1, 1) such that ψq 6≡ 0. Indeed, let us suppose the contrary,
i.e. that ψ ≡ ψ111. Since ψ 6≡ 0, we have nk = dimVk > 0 for k = 1, 2, 3. Furthermore,
ψ ∈ V ∗1 ⊗ V ∗2 ⊗ V ∗3 implies
ψ2x¯ ≡
n−1∑
i=1
ψ2xi ∈
∑
j 6=k
V ∗j
⊗2 ⊗ V ∗k ⊗2 =:W.
We also have from the diagonal form of φ
ψ⊤x¯ φx¯x¯ψx¯ = 2
n−1∑
i=1
φiψ
2
xi
∈W.
Similarly, φ⊤¯x ψx¯x¯ψx¯ ∈W because if xi ∈ V ∗k and xj ∈ V ∗l for k 6= l then
φxiψxixjψxj ∈ V ∗k ⊗ V ∗m ⊗ (V ∗k ⊗ V ∗m) ⊂W,
where {k, l,m} = {1, 2, 3}, and if k = l then ψ = ψ111 yields ψxixj = 0. This shows that the left
hand side of (2.7) belongs to W .
On the other hand, combining terms in the right hand side of (2.7), we get
2
n−1∑
i=1
φix
2
i ·
n−1∑
i=1
(4φ2i − αφi + 9α)x2i = 2
3∑
j=1
tju
2
i ·
3∑
j=1
(4t2j − αtj + 9α)u2i
= 2
3∑
j=1
tj(4t
2
j − αtj + 9α)u4i + h,
where h ∈ W and ui is the projection of x onto Vi. This yields
∑3
j=1 ciu
4
i ∈ W , where ci =
tj(4t
2
j − αtj + 9α), hence c1 = c2 = c3 = 0. Since tj 6= 0, we conclude that 4t2j − αtj + 9α = 0
for all j = 1, 2, 3. But this yields that the quadratic polynomial 4t2 − αt+ 9α has three distinct
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real roots, a contradiction. This proves that there exists q 6= (1, 1, 1) such that ψq 6≡ 0. Applying
Lemma 2.1, we see that the corresponding R-coefficient must be zero. This gives
0 =
∏
q 6=(1,1,1)
Rq. (2.18)
Write the latter product as ρ1ρ2, where
ρ1 = R300R030R003, ρ2 = R210R201R120R021R102R012.
Then ρ1 and ρ2 are symmetric functions of ti, i = 1, 2, 3, hence can be expressed as polynomials
in α. For instance, in order to find ρ2 we note that
R210 = 2t
2
2 + 6t
2
1 + 4t1t2 − (3 + 2α)(2t1 + t2) +
9α
2
,
R201 = 2t
2
3 + 6t
2
1 + 4t1t3 − (3 + 2α)(2t1 + t3) +
9α
2
,
hence eliminating t2 and t3 in R210R201 by virtue of Vie`te’s formulas, we get
R210R201 = 4(2t1 − 3)2(12t21 − 8αt1 + 3α) ≡ 16(t1 −
3
2
)2χ′α(t1),
which yields
ρ2 = 16
3
3∏
i=1
(ti − 3
2
)2
3∏
i=1
χ′α(ti) = −43χα(3/2)2 D(χα) ≡ −2434(α+ 3)2D(χα),
where D(χα) = −4χ′(α, t1)χ′(α, t2)χ′(α, t3) is the discriminant of χα. By our assumption, the
characteristic polynomial χα has exactly three distinct real roots, hence D(χα) 6= 0. Thus, in
view of α 6= −3 we conclude that ρ2 6= 0. This yields by virtue of Lemma 2.1, that φq ≡ 0 for any
q obtained from (1, 2, 0) by permutations. In particular,
ψ = ψ111 + ψ300 + ψ030 + ψ003. (2.19)
On the other hand, ρ2 6= 0 yields by virtue of (2.18) that ρ1 = 0. We have from (2.13)
0 = ρ1 =
3∏
k=1
(
9α
2
+ 12t2k − 3(3 + 2α)tk) = 123
3∏
k=1
(tk − 3
4
)(tk − α
2
),
=
123
46
· χα(3/4)χα(α/2) = − 3
5
211
· α(α+ 3)(α − 6)(16α + 3).
It is easily verified that, except for α = −3, only for α = 6 the characteristic polynomial has three
real roots. By solving the corresponding characteristic equation χ6(t) ≡ 2(t−3)(2t2−6t−9) = 0,
we obtain t1 = 3 and t2,3 =
3±3√3
2 . Then (2.12) yields the relation between the dimensions
ni = dimVi of the corresponding eigen spaces Vi:
6n1 + 3n2 + 3n3
2
+
√
3
2
(n2 − n3) = 6,
Since ni are nonnegative integers, we find n2 = n3 and n1 + n2 = 2, which gives the following
admissible triples
(n1, n2, n3) ∈ {(2, 0, 0), (1, 1, 1), (0, 2, 2)}.
Substituting the found ti into (2.13), we obtain additionally that R030 and R003 are non-zero,
which by Lemma 2.1 and (2.19) yields ψ = ψ111 + ψ300. Note that ψ111 is harmonic because it
is linear in each variable and ψ is harmonic by virtue of (2.4). Thus, ψ300 is harmonic. On the
other hand, ψ300 6≡ 0 because ψ 6≡ ψ111. This yields n1 ≥ 2. This strikes the triples (1, 1, 1) and
(0, 2, 2) from the list.
Consider the only remaining triple (n1, n2, n3) = (2, 0, 0). In this case V2 and V3 are trivial,
and V1 is two-dimensional, hence ψ ≡ ψ300. Since t1 = 3, we have φ = 3(x21 + x22). This implies
for the left hand side of (2.7)
2(3 + α)ψ2x¯ − ψ⊤x¯ φx¯x¯ψx¯ − 2φ⊤x¯ ψx¯x¯ψx¯18ψ2x¯ − 6ψ2x¯ − 24ψ2x¯ = −12ψ2x¯.
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On the other hand, the right hand side is strictly positive:
2φ(9αx¯2 + φ2x¯ − αφ) = 24 · 33 (x21 + x22)2.
The contradiction shows that α 6= 6, the theorem is proved completely. 
3. A hidden Clifford structure
Let us consider an arbitrary radial eigencubic f given in the normal form (2.1) normalized
by c = 1. Then by Theorem 1, any radial eigencubic is harmonic, hence (2.17) yields α = −3 in
(2.2) (equivalently, λ(f) = −54 in (1.4)) and we have for the characteristic polynomial (2.10)
χ−3(t) = 4t3 + 12t2 − 9t− 27 = 4(t+ 3)(t− 3
2
)(t+
3
2
),
which yields t1 = −3, t2 = −32 and t3 = 32 . Write Rn = span(en)⊕V and denote by V = V1⊕V2⊕V3
the eigen decomposition of V associated with φ. Then
φ(x¯) = −3ξ2 − 3
2
η2 +
3
2
ζ2, where x¯ = ξ ⊕ η ⊕ ζ ∈ V (3.1)
If ni = dimVi then in virtue of (2.12)
n3 = 2n1 + n2 − 2, n = 3n1 + 2n2 − 1. (3.2)
A close examination of (2.13) shows that Rq = 0 vanish only if q is one of the following:
(111), (102), (012), (030). This yields by virtue of Lemma 2.1
ψ = ψ111 + ψ102 + ψ012 + ψ030, ψq ∈ V ∗⊗q, (3.3)
and
∆ψ102 = 0, ∆ψ012 = −∆ψ030 (3.4)
by virtue of (2.4). The remaining equations (2.7) and (2.8) are read as follows:
ψ⊤x¯ φx¯x¯ψx¯ + 2φ
⊤
x¯ ψx¯x¯ψx¯ =
27
2
(ζ2 − 2ξ2 − η2)(5η2 + 3ζ2), (3.5)
2φφ⊤x¯ ψx¯ + ψ
⊤
x¯ ψx¯x¯ψx¯ = 54(ξ
2 + η2 + ζ2)ψ. (3.6)
In summary, we have
Proposition 3.1. Given a radial eigencubic f in Rn, there is an orthogonal decomposition Rn =
Span[en]⊕ V1 ⊕ V2 ⊕ V3, such that
f = x3n −
3
2
xn(2ξ
2 + η2 − ζ2) + ψ111 + ψ102 + ψ012 + ψ030, (3.7)
where x = (ξ, η, ζ, xn), ξ ∈ V1, η ∈ V2, ζ ∈ V3, and dimVi = ni satisfy (3.2). Moreover, ψ satisfy
(3.3) and (3.5)–(3.6). Conversely, if the cubic polynomial (3.7) satisfies (3.3) and (3.5)–(3.6)
then f is a radial eigencubic.
Definition. Suppose a radial eigencubic f admits the normal form (3.7). Then the pair (n1, n2)
is called the type of the normal form, where dimV1 = n1 and dimV2 = n2.
Proposition 3.2. Let f be a radial eigencubic given in the normal form (3.7). Then
3(ψ111)
2
η + (ψ102)
2
ζ = 27ζ
2ξ2, (3.8)
(ψ111)
2
ζ = 9η
2ξ2, (3.9)
(ψ111)
⊤
ζ (ψ102)ζ = 0, (3.10)
6(ψ012)
2
η + 4(ψ102)
2
ξ = 27 ζ
4, (3.11)
(ψ030)
2
η =
9
2
η4, (3.12)
2(ψ111)
⊤
η (ψ030)η + (ψ111)
⊤
ζ (ψ012)ζ = 0, (3.13)
2(ψ111)
2
ξ + 2(ψ030)
⊤
η (ψ012)η − (ψ012)2ζ = −9 ζ2η2. (3.14)
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Proof. We consider (3.5) as an identity in V ∗⊗q, |q| = 4. Let πq denote the projection of
V ∗⊗4 onto V ∗⊗q and let S = 272 (ζ
2 − 2ξ2 − η2)(5η2 + 3ζ2) denote the right hand side of (3.5).
Since ψ⊤¯x φx¯x¯ψx¯ = −6ψ2ξ − 3ψ2η + 3ψ2ζ and
2φ⊤x¯ ψx¯x¯ψx¯(ψ
2
x¯)
⊤
x¯ φx¯ =
∑
|q|=4
(−6q1 − 3q2 + 3q3)πq(ψ2x¯),
we obtain from (3.5)
πq(S) = πq
(
ψ⊤x¯ φx¯x¯ψx¯ + 2φ
⊤
x¯ ψx¯x¯ψx¯
)
= πq(−6ψ2ξ − 3ψ2η + 3ψ2ζ )− 3(2q1 + q2 − q3)πq(ψ2x¯)
= −3(βq + 2)πq(ψ2ξ )− 3(βq + 1)πq(ψ2η)− 3(βq − 1)πq(ψ2ζ ),
(3.15)
where βq = 2q1 + q2 − q3.
We have for q = (202): β202 = 2 and π202(ψ
2
ξ ) = 0, whereas π202(ψ
2
η) = (ψ111)
2
η and π202(ψ
2
ζ ) =
(ψ102)
2
ζ . This yields by (3.15)
π202(S) = −3(β202 + 1)(ψ111)2η − 3(β202 − 1)(ψ102)2ζ
= −9(ψ111)2η − 3(ψ102)2ζ ,
which proves (3.8) because π202(S) = −81ξ2ζ2 .
Arguing similarly for q = (220) one obtains
−135η2ξ2 ≡ π220(S) = −3(β220 − 1)(ψ111)2ζ = −15(ψ111)2ζ ,
hence (3.9) follows. The remaining identities are established similarly. 
Let us rewrite ψ111 and ψ102 in matrix form as follows:
ψ111 = 3η
⊤Pξζ, ψ102 =
3
√
3
2
ζ⊤Qξζ, (3.16)
where
Pξ =
n1∑
i=1
ξiPi, Qξ =
n1∑
i=1
ξiQi, Pi ∈ Rn2×n3 , Qi ∈ Rn3×n3symm .
Here and in what follows, by Rk×m we denote the vector space of matrices of the corresponding
size and by Rm×msymm denote the space of symmetric matrices of size m. In addition to (3.16) it is
convenient also to introduce the following matrix notation:
ψ111 = 3η
⊤Pηζ ≡ 3ξ⊤Nηζ, ψ012 = 3
√
2
2
ζ⊤Rηζ, (3.17)
and
H(η) =
√
2
3
∇ηψ030(η), (3.18)
14 TKACHEV VLADIMIR G.
where Nη ∈ Rn1×n3 , Rξ ∈ Rn3×n3symm . Then the equations (3.8)–(3.14) are rewritten in matrix
notation as follows:
n2∑
i=1
(ξ⊤Niζ)2 + ζ⊤Q2ξζ = ζ
2ξ2 (3.19)
NηN
⊤
η = η
21V1 , (3.20)
QξN
⊤
η ξ = 0, (3.21)
n1∑
i=1
(ζ⊤Qiζ)2 +
n2∑
j=1
(ζ⊤Rjζ)2 = ζ4, (3.22)
H⊤H = η4, (3.23)
NH +NηRη = 0, (3.24)
2N⊤η Nη +RH − 2R2η + η21V3 = 0. (3.25)
Proposition 3.3 (Hidden Clifford structure). Let f be a radial eigencubic with the normal form
(3.7) of type (n1, n2). Then the cubic form
C(z) :=
2
3
(ψ111 +
1√
3
ψ102), z = (η, ζ) ∈ R2n1+2n2−2,
is an eigencubic of Clifford type. In particular,
n1 − 1 ≤ ρ(n2 + n1 − 1), (3.26)
where ρ is the Hurwitz-Radon function (1.7).
Proof. The case n1 = 0 is trivial. Let us suppose that f be a radial eigencubic with the
normal form (3.7) of type (n1, n2), where n1 = dimV1 ≥ 1. By using (3.16), (ψ111)η = 3Pξζ,
(ψ111)ζ = 3P
⊤
ξ η, and (ψ102)ζ = 6
√
3Qξζ, so that (3.8), (3.9) and (3.10) become the following
matrix identities:
P⊤ξ Pξ +Q
2
ξ = ξ
2 1V3 , PξP
⊤
ξ = ξ
2 1V2 , PξQξ = 0. (3.27)
The latter is equivalent to that the symmetric matrices
Ei =
(
0 Pi
P⊤i Qi
)
(3.28)
satisfy
EiEj + EjEi = 2δij 1V2⊕V3 1 ≤ i, j ≤ n1,
which implies that {Ei}1≤i≤n1 is a symmetric Clifford system in V2⊕V3 = Rn2+n3 = R2(n1+n2−1).
In particular, this yields that C(z) = 23 (ψ111 +
1√
3
ψ102) is indeed a Clifford eigencubic, cf. (1.9).
By using (1.6) we get (3.26). 
The above results naturally yields a classification of radial eigencubics with n2 = 0.
Proposition 3.4. A radial eigencubic f admits the normal form having the property n2 = 0 if
and only if f is congruent to either the Cartan polynomial θℓ, ℓ ∈ {1, 2, 4, 8} or θ0 := x32− 3x2x21.
Furthermore, in that case n1 = ℓ+ 1.
Proof. First remark by virtue of (1.11) that for the Cartan polynomials θℓ, ℓ = 0, 1, 2, 4, 8,
there holds n1 = ℓ+ 1 and n2 = 0.
Now suppose that f is an arbitrary radial eigencubic which admits the normal form (3.7)
with the property that n2 = 0. Then V2 = {0} and (3.3) yields ψ ≡ ψ102. Moreover, (3.2)
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yields n3 = 2n1 − 2. If n1 = 1 then n3 = 0 and ψ102 ≡ 0, so that (3.7) implies the trivial case,
f = x32 − 3ξ21x2 ≡ θ0. Hence we can assume that n1 ≥ 2. Then n3 = dimV3 ≥ 1 and
f = x3n −
3
2
xn(2ξ
2 − ζ2) + ψ102.
In particular, by (3.11) and (3.8) ψ2x¯ ≡ (ψ012)2ξ + (ψ102)2ζ = 274 (ζ2 + 4ξ2)ζ2, which implies
|∇f |2 = 9(x2n + ξ2 + ζ2)2 ≡ 9x4.
Taking into account that f is harmonic, we conclude that f satisfies the Mu¨ntzer-Cartan equations
(1.10), thus by the Cartan theorem f must be congruent to θℓ for some ℓ ∈ {1, 2, 4, 8}. This yields
3ℓ+ 2 = n ≡ n1 + n3 + 1 = 3n1 − 1, hence n1 = ℓ+ 1 as required. 
4. Proof of Theorem 3
We split the proof of Theorem 3 into two steps: the ‘if’-part will be established in Proposi-
tion 4.1 below, and the ‘only if’-part will be given in Corollary 5.3.
Proposition 4.1. Let f be a radial eigencubic in the normal form (3.7). If ψ030 is reducible and
not identically zero then f is of Clifford type.
Proof of Proposition 4.1. By the assumption, ψ030 is reducible and not identically zero,
hence by the Eiconal Cubic Theorem there exist orthogonal coordinates (η1, . . . , ηn2) in V2 = R
n2
such that
ψ030 =
1√
2
(η3n2 − 3ηn2 η¯2), η¯ = (η1, . . . , ηn2−1) ∈ V ′2 .
Then we have for the vector field (3.18): H = (η2n2 − η¯2,−2ηn2 η¯). This yields
NH = −2ηn2Nη¯ + (η2n2 − η¯2)Nn2 , RH = −2ηn2Rη¯ + (η2n2 − η¯2)Rn2 ,
where Nη ∈ Rn1×n3 and Rη ∈ Rn3×n3symm are defined by (3.17). Thus (3.24) and (3.25) becomes
respectively
− 2ηn2Nη¯ + (η2n2 − η¯2)Nn2 +NηRη = 0 (4.1)
and
2N⊤η Nη − 2ηn2Rη¯ + (η2n2 − η¯2)Rn2 − 2R2η − η21V3 = 0. (4.2)
By identifying the coefficients of η2n2 in the latter relations one finds
Nn2(1V3 +Rn2) = 0,
2N⊤n2Nn2 = 2R
2
n2
−Rn2 − 1V3 ,
(4.3)
which yields (2R2n2−Rn2−1V3)(1V3+Rn2) = 0. The latter equation shows that Rn2 has eigenvalues
±1 and −12 . Let V3 = Y ⊕ Z ⊕ W be the corresponding eigen decomposition of Rn2 and let
ζ = (y, z, w) denote the associated decomposition of a typical vector ζ ∈ V3. We have
dimY + dimZ + dimW = n3 ≡ 2n1 + n2 − 2 (4.4)
and
trRn2 = dimY − dimZ −
1
2
dimW. (4.5)
On the other hand, (3.20) yields
Nn2N
⊤
n2
= 1V1 , (4.6)
hence we find from the second equation in (4.3)
2n1 = 2 trNn2N
⊤
n2
= 2 trN⊤n2Nn2 = tr(2R
2
n2
−Rn2 − 1V3) = 2dimZ.
Thus dimZ = n1. Also, in view of the second relation in (3.4),
trRη =
1
3
√
2
∆ζψ012 = − 1
3
√
2
∆ηψ003 = (n2 − 2)ηn2 ,
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hence trRn2 = n2 − 2 and trRi = 0 for 1 ≤ i ≤ n2 − 1. Combining this with (4.4) and (4.5) we
obtain
dimW = 0, dimY = n1 + n2 − 2, dimZ = n1.
In particular, V3 = Y ⊕ Z and we can write Rn2 in the block form
Rn2 =
(
1Y 0
0 −1Z
)
, (4.7)
which yields in view of (4.3)
N⊤n2Nn2 = 2R
2
n2
−Rn2 − 1V3 =
(
0 0
0 1Z
)
. (4.8)
Regarding Nn2 as a mapping from V3 = Y ⊕ Z into V1, we obtain from (4.8) the corresponding
block representation: Nn2 = (0, U), where U : Z → V1 satisfies, by virtue of (4.8), U⊤U = 1Z
and also, in view of (4.6), UU⊤ = 1V1 , hence U is an isometry. Thus, we may assume without
loss of generality that the orthogonal coordinates in V1 and Z are agreed so that U = 1 is the
unit matrix (of size dimV1 = dimZ = n1). This yields Nn2 = (0, 1).
On substituting (4.7) into (3.22), we obtain
n1∑
i=1
(ζ⊤Qiζ)2 +
n2−1∑
j=1
(ζ⊤Rjζ)2 = (y2 + z2)2 − (y2 − z2)2 = 4y2z2,
where
ζ = (y, z) ∈ Y ⊕ Z, (4.9)
which implies
Qj =
(
0 αj
α⊤j 0
)
, Ri =
(
0 βi
β⊤i 0
)
, 1 ≤ i ≤ n2 − 1. (4.10)
Coming back to (3.20), it can be seen that
Nn2N
⊤
η¯ +Nη¯N
⊤
n2
= 0 and Nη¯N
⊤
η¯ = η¯
21V1 . (4.11)
Regarding Nη¯ ≡
∑n2−1
i=1 Niηi as a mapping from V3 = Y ⊕Z into V1 and rewriting it in the block
form as (aη¯, bη¯), we deduce from (4.11) that
bη¯ + b
⊤
η¯ = 0, aη¯a
⊤
η¯ + bη¯b
⊤
η¯ = η¯
21V1 .
Also, by identifying the coefficients of ηn2 in (4.1), one finds 2Nη¯ = Nn2Rη¯ +Nη¯Rn2 , which yields
aη¯ = β
⊤¯
η and bη¯ = 0. Thus,
Nη = (β
⊤
η¯ , ηn21) (4.12)
Now we consider the normal form (3.7) and rewrite it in the Clifford form (??). To this end,
let us first introduce the new orthogonal coordinates
xn =
x0 +
√
2y0√
3
, ηn2 =
√
2x0 − y0√
3
in the (xn, ηn2)-plane. Then the following identity is verified by a straightforward calculation:
x3n +
3
2
xn(−η2n2 − η¯2 + y2) +
√
2
2
(η3n2 − 3ηn2 η¯2) +
3
√
2
2
ηn2y
2 =
3
√
3
2
x0(y
2
0 + y
2 − η¯2).
Taking into account (4.9), (4.12) and (4.10), we rewrite (3.7) in the new coordinates as folows
f =
3
√
3
2
x0(y
2
0 + y
2 − η¯2) + 3xn
2
(z2 − 2ξ2)− 3
√
3
2
ηn2z
2 + 3ηn2 ξ
⊤z +Ω, (4.13)
where
Ω = 3y⊤βη¯(ξ + z
√
2) + 3
√
3y⊤αξz.
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Let us introduce the new orthogonal coordinates in V1 ⊕ Z by virtue of
s =
ξ +
√
2z√
3
, t =
z −√2ξ√
3
.
Then
3xn
2
(z2 − 2ξ2)− 3
√
3
2
ηn2z
2 + 3ηn2 ξ
⊤z = −3
√
3
2
(x0t
2 − 2y0 s⊤t),
and (4.13) becomes
f1 = x0(y
2
0 + y
2 − η¯2 − t2) + 2y0 s⊤t+Ω, (4.14)
where f1 :=
2
√
3
9 f and
Ω = 2y⊤βη¯s+ 2y⊤αξz. (4.15)
Next, note that in view of (4.10) and (3.21)
αξξ = 0, (4.16)
hence setting ξ = ξ′ + ξ′′ in (4.16) we get αξ′ξ′′ = −αξ′′ξ′, which yields for the last term in (4.15)
y⊤αξz =
1
3
y⊤αs−√2t(t+
√
2s) = y⊤αst.
Thus Ω = 2y⊤βη¯s+ 2y⊤αst, hence we arrive at the following expression
f1 = x0(y
2
0 + y
2 − η¯2 − t2) + 2y0 s⊤t+ 2y⊤βη¯s+ 2y⊤αst. (4.17)
In order to show that the last expression is indeed a Clifford representation, we rewrite f1 in
matrix notation as follows. We combine the coordinates as follows:
y˜ = (y0, y) ∈ Y˜ , z˜ = (η¯, t) ∈ Z˜,
where Y ∼= Z ∼= Rn1+n2−1, and set U = Y˜ ⊕ Z˜ and u = (y˜, z˜) ∈ U . Then (4.17) becomes
f1 = x0u
⊤A0u+
n1∑
i=1
si u
⊤Aiu ≡ x0u⊤A0u+ u⊤Asu (4.18)
where the matrices
A0 =
(
1
Y˜
0
0 −1
Z˜
)
, Ai =
(
0 Di
D⊤i 0
)
,
are written in the block form with respect to the orthogonal decomposition U = Y˜ ⊕ Z˜. Here the
matrix Ds =
∑n1
i=1 siDi is defined by virtue of
2y0 s
⊤t+ 2y⊤βη¯s+ 2y⊤αst = y˜⊤Dsz˜,
in other words,
Ds =
(
0 s⊤
Gs αs
)
,
where the latter block-form is associated with the vector decompositions y˜ = (y0, y) and z˜ = (η¯, t),
and the matrix Gs is determined by dualizing
y⊤βη¯s = y⊤Gsη¯. (4.19)
Coming back to (4.18), we see that it suffices to show that {A0, A1, . . . , An1} is a symmetric
Clifford system in R2(n1+n2−1). This will be done, in view of the explicit form of A0 and the
equality dim Y˜ = dim Z˜, if we show that the subsystem {A1, . . . , An1} is also a symmetric Clifford
system, which is, in its turn, is equivalent to the following two identities: DsD
⊤
s = s
21
Y˜
and
D⊤s Ds = s21Z˜ . Since the matrix Ds is square, it suffices to prove, e.g., the first of the last two
relations. To this end, we write by virtue of (4.16)
DsD
⊤
s =
(
s2 s⊤α⊤s
αss GsG
⊤
s + αsα
⊤
s
)
=
(
s2 0
0 GsG
⊤
s + αsα
⊤
s
)
.
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From (4.19) we have
y⊤GsG⊤s y = |G⊤s y|2 =
n2−1∑
i=1
(y⊤Gsei)2 =
n2−1∑
i=1
(y⊤βis)2, (4.20)
where {ei} is an orthonormal basis in V ′2 = {(η¯, 0) ∈ V2}. On the other hand, by rewriting (3.19)
by virtue of (4.12), we obtain
ξ⊤z +
n2−1∑
i=1
(y⊤βiξ)2 + y⊤αξα⊤ξ y + z
⊤α⊤ξ αξz = (y
2 + z2)ξ2,
and setting z = 0 and ξ = s in the latter identity we get in view of (4.20)
y⊤GsG⊤s y + y
⊤αsα⊤s y = y
2s2,
i.e. GsG
⊤
s +αsα
⊤
s = s
21
Y˜
. This yields DsD
⊤
s = s
21
Y˜
as required. Thus f1 is a Clifford eigencubic
and the proposition is proved completely.

Proposition 4.2. If f is an exceptional eigencubic in the normal form (3.7) then ψ030 is either
reducible or identically zero. Furthermore for an exceptional eigencubic n2 ∈ {0, 5, 8, 14, 26} and
the triple (n1, n2, n3) can take only the values presented in Table 2.
n1 2 3 5 9 0 1 2 4 0 1 2 3 5 9 0 1 2 3 0 1 2 3 7
n2 0 0 0 0 5 5 5 5 8 8 8 8 8 8 14 14 14 14 26 26 26 26 26
n3 2 4 8 16 3 5 7 11 6 8 10 12 16 24 12 14 16 18 24 26 28 30 38
n 5 8 14 26 9 12 15 21 15 18 21 24 30 42 27 30 33 36 51 54 57 60 72
Table 2. Possible type of exceptional eigencubics
Proof. Let f be an exceptional eigencubic given in the normal form (3.7). Then by Proposi-
tion 4.1, ψ030 is either irreducible or identically zero. This implies by virtue of the Eiconal Cubic
Theorem that n2 ∈ {0, 5, 8, 14, 26}. On the other hand, by Proposition 3.3 we have
n1 − 1 ≤ ρ(n2 + n1 − 1). (4.21)
Note that the following elementary inequality for the Hurwitz-Radon function holds:
ρ(m) ≤ 1
2
(m+ 8), m ≥ 1. (4.22)
Indeed, by the definition (1.7) ρ(m) = 8a + 2b, where m = 2sn1 with n1 an odd number and
s = 4a+ b, b = 0, 1, 2, 3. For these b, 2b ≤ 2b+ 2, hence ρ(m) ≤ 8a+ 2b+ 2. On the other hand,
8a+ 2b+ 2 = 2s + 2 ≤ 2s−1 + 4 ≤ 1
2
(2sn1 + 8),
which proves (4.22).
By (4.21) and (4.22), n1−1 ≤ 2n2+16. Thus, given n2 ∈ {0, 5, 8, 14, 26} it suffices to examine
(4.21) only for the numbers of n1 for which n1 ≤ 2n2+17. This easily yields the numbers presented
in Table 2. 
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5. Proof of Theorem 2
We shall establish the cubic trace formula for radial eigencubic of Clifford type and excep-
tional eigencubics, separately in Proposition 5.2 and Proposition 5.1 below. We start with some
definitions and lemma.
Definition. We say that an arbitrary cubic polynomial f in Rn possess the quadratic trace identity
(with the constant β ∈ R) if
tr Hess2f = βx2, β = β(f) ∈ R. (5.1)
Similarly, we say f possess the cubic trace identity if it satisfies
tr Hess3f = αf, (5.2)
for some α ∈ R.
We shall also make use the following quadratic form
σ2(f) = −trHess
2(f)
λ
, where λ =
L(f)
x2f
, (5.3)
which spectrum is a congruence invariant of f in view of the invariant properties of the operator
L.
Lemma 5.1. For any radial eigencubic f in Rn the following holds.
(i) If f possess the quadratic trace identity with β then f posses the cubic trace identity with
the constant α = −(n+ 6)λ− 6β.
(ii) If f possess the cubic trace identity with α then any normal form of f has type (n1, n2),
where n1 =
α
3λ + 1 and n2 =
n−3n1+1
2 .
In particular, if a radial eigencubic f possesses the cubic trace identity then its type is uniquely
determined by the congruence class of f .
Proof. (i) Since f is harmonic, we find from (1.4) that
∑n
i,j=1 fxifxixjfxj = −λx2f , hence
applying the Laplacian to the latter identity and using the homogeneity of f we obtain
2 trHess3f + 4
n∑
i,j,k=1
fxixjfxixjxkfxk = −λ(2n + 12)f,
On the other hand, by our assumption trHess2f = βx2, hence
n∑
i,j,k=1
fxixjfxixjxkfxk ≡
1
2
〈∇f,∇ trHess2f〉 = β
n∑
k=1
xkfxk = 3βf,
which yields trHess3f = −((n+6)λ+6β)f and thereby proves the first claim of the proposition.
(ii) Now suppose that f possess the cubic trace identity (5.2). It follows from the invariant
properties of the operator L, see for instance [H], that the ratio
f → α
λ
≡ trHess
3f
f · λ ∈ R (5.4)
is invariant under orthogonal substitutions and dilatations, hence it suffices to establish (ii) in
assumption that f is given in the normal form, e.g. by virtue of (2.1) and normalized by c = 1.
In that case, the Hessian matrix of f has the following block form associated with the orthogonal
decomposition Rn = span(en)⊕ span(en)⊥:
Hessf =
(
6xn φ
⊤
x
φx xnφxx + ψxx
)
,
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hence
trHess3f = 216x3n + 18xnφ
2
x + 3 tr φxφ
⊤
x (xnφxx + ψxx) + tr(xnφxx + ψxx)
3
= (216 + trφ3xx)x
3
n + . . .
where the dots stands for the degrees of xn lower than 3. On the other hand, the coefficient
of x3n in trHess
3f can be read out from the cubic trace identity tr Hess3f = αf which yields
α = 216 + trφ3xx. Using (3.1) and (3.2),
α = −216 + (−216n1 − 27n2 + 27n3) = 162(1 − n1) ≡ 3λ(n1 − 1),
which yields n1 =
α
3λ + 1, as required.
Finally, note that the dimension n1 is uniquely determined from the cubic trace identity by
virtue of λ and α, and in view of the remark made above the ratio α3λ is a congruence invariant.
Since n2 is determined by n2 =
n+1−3n1
2 ,we conclude that it is also a congruence invariant. The
proposition is proved completely. 
5.1. The cubic trace identity in the Clifford case.
Proposition 5.1. Let A = (A0, . . . , Aq) ∈ Cliff(R2m, q) and
CA(x) =
q∑
i=0
〈y,Aiy〉xi+1, y = (xq+2, . . . , xq+1+2m) ∈ R2m. (5.5)
be the Clifford eigencubic associated with A. Then
σ2(CA) = mz2 + (q + 1)y2, z = (x1, . . . , x1+q), (5.6)
and CA possess the cubic trace identity with α = 3(q − 1)λ. In particular, CA has the type
(n1, n2) = (q,m+ 1− q). (5.7)
Proof. Write the Hessian matrix of f ≡ CA in the block form
Hessf ≡
(
fyy fyz
fzy fzz
)
=
(
2Az B
B⊤ 0
)
,
where B is the matrix with entries Bij = fyizj = 2e
⊤
i Ajy and {ei}2mi=1 is the standard basis in
R2m. Then
trHess2f = 4 trA2z + 2 trBB
⊤ = 8mz2 + 8
2m∑
i=1
q∑
j=0
y⊤Ajeie⊤i Ajy
= 8(mz2 + (q + 1)y2).
By Theorem 3.2 in [T2] we have λ(CA) = −8 which yields (5.6).
In order to establish the cubic trace identity, we note that A2z = z
21R2m and trAi = 0, so that
trA3z = tr z
2Az = 0 and
trHess3f = 8 trA3z + 6 trAzBB
⊤ = 6 trAzBB⊤. (5.8)
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From (??) AzAk +AkAz = 2zk1R2m , hence
trAzBB
⊤ =
2m∑
i,j=1
(Az)ij(BB
⊤)ij = 4
q∑
k=0
2m∑
i,j=1
(Az)ije
⊤
i Aky · e⊤j Aky
= 4
q∑
k=0
y⊤Ak(
2m∑
i,j=1
(Az)ij ei · e⊤j )Aky = 4
q∑
k=0
y⊤AkAzAky
= 4
q∑
k=0
y⊤(2zk1R2m −AzAk)Aky
= 4(1 − q)y⊤Azy.
(5.9)
Combining (5.8) and (5.9) yields
trHess3f = 24(1 − q)f,
hence f possess the cubic trace identity with α = 24(1 − q) ≡ 3(q − 1)λ. Then by using (ii) in
Lemma 5.1 we find from n = 3n1 + 2n2 − 1 = q + 1 + 2m that n1 = q and n2 = m+ 1− q.

Corollary 5.1. A pair (n1, n2) of non-negative integers is the type of some eigencubic of Clifford
type if and only if
n1 ≤ ρ(n2 + n1 − 1). (5.10)
Proof. Let us first suppose that (5.10) holds. We may assume without loss of generality
that n1 ≥ 0 and n2 + n1 − 1 ≥ 1. Then setting q = n1 and m = n1 + n2 − 1, the inequality
n1 − 1 < ρ(n2 + n1 − 1) becomes equivalent to q ≤ ρ(m) which implies that there exists a
symmetric Clifford system A = {A0, . . . , Aq} ∈ Cliff(R2m, q). Let CA the associated with A
Clifford eigencubic (1.9). Then Proposition 5.1 yields that CA is a Clifford eigencubic of type
(q,m+ 1− q) ≡ (n1, n2).
In the converse direction, let us assume there exists a Clifford eigencubic f of the type (n1, n2).
Since the case is trivial, we may assume that n1 ≥ 1. By Proposition 3.3 we have n1 − 1 ≤
ρ(n2 + n1 − 1), hence it suffices to show that the equality in the latter inequality is impossible.
We assume the contrary, i.e. that there exists a Clifford eigencubic f of the type (n1, n2) with
n1 ≥ 1 and n1 − 1 = ρ(n2 + n1 − 1). By Proposition 5.1, f is of type (q,m + 1 − q) = (n1, n2),
hence n1 = q and n2 = m+ 1− q. On the other hand, the existence of the Clifford eigencubic f
implies q ≤ ρ(m), hence n1 ≤ ρ(n2 + n1 − 1), a contradiction. 
5.2. The trace identities for exceptional eigencubics.
Proposition 5.2. Let f be an arbitrary radial eigencubic having the normal form of type (n1, n2),
n2 ∈ {0, 5, 8, 14, 26}, and such that ∆ψ030 = 0. Then
trHess2(f) = −1
3
(3n1 + n2 + 1)λx
2, (5.11)
trHess3(f) = 3(n1 − 1)λf, (5.12)
where L(f) = λx2f . In particular, the trace identities (5.11) and (5.12) are valid for any excep-
tional eigencubic.
Remark 5.1. Observe, that the statement of Proposition 5.2 establishes also the implications
(a)⇒(c) and (b)⇒(c) in Theorem 4.
Proof. Observe that it suffices to prove the first identity. Indeed, if (5.11) holds then by
Lemma 5.1 we have tr Hess3(f) = αf with
α = −(n+ 6)λ+ 2(3n1 + n2 + 1)λ = 3(1 − n1)λ,
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so that (5.12) follows.
We split the proof of (5.11) into two steps. First we suppose that n2 = 0. Then by Propo-
sition 3.4 f is an isoparametric eigencubic of type (ℓ + 1, 0), ℓ = 1, 2, 4, 8. In particular, f is
harmonic and satisfies the eiconal equation |∇f |2 = cx4 for some c > 0. Hence
L(f) = |∇f |2∆f − 1
2
〈∇|∇f |2,∇f〉 = −6cfx2,
hence λ(f) = −6c. On the other hand, by using the harmonicity of f again, we get
trHess2(f) =
n∑
i,j=1
f2xixj ≡
n∑
i=1
fxi∆fxi +
n∑
i,j=1
f2xixj =
1
2
∆|∇f |2 = 2c(n + 2)x2.
Since n = 3ℓ+ 2 ≡ 3n1 + n2 − 1, we latter identity is equivalent to (5.11).
Now suppose that n2 = 3ℓ+ 2, ℓ ∈ {1, 2, 4, 8}, and f is written in the normal form (3.7) with
∆ψ030 = 0. Let R
n = V0 ⊕ V1 ⊕ V2 ⊕ V3, V0 = span(en), be the associated with (3.7) orthogonal
decomposition. Then
trHess2f =
3∑
i,j=0
tr fViVjfVjVi ≡
3∑
i,j=0
Tij, Tij = Tji.
Here fViVj stands for the submatrix of the Hessian of f with entries fu,v, where u and v run
orthogonal coordinates in Vi and Vj respectively. We have fxnxn = 6xn, fxnξ = −6ξ⊤, fxnη =
−3η⊤, fxnζ = 3ζ⊤, fξξ = −6xn1V1 , fξiηj = 3e⊤i Njζ, where {ei} is an orthonormal basis in V1, and
the matrices Ni are defined by (3.17). This yields
T00 = 36x
2
n, T01 = 36ξ
2, T03 = 9η
2,
T04 = 9ζ
2, T11 = 36n1x
2
n.
We also have
T12 = 9
n1∑
i=1
n2∑
j=1
ζ⊤N⊤j ei · e⊤i Njζ = 9ζ⊤(
n2∑
j=1
N⊤j Nj)ζ.
On the other hand, since trNηN
⊤
η = n1η
2 by virtue of (3.20) and
∑n1
i=1QiN
⊤
η ei =
1
2∆ξ(QξN
⊤
η ξ) =
0 by virtue of (3.21), we find
T13 = 9
n1∑
i=1
n3∑
k=1
(e⊤i Nηǫk +
√
3ζ⊤Qiǫk)2 = 9 trNηN⊤η + 18
√
3ζ⊤
n1∑
i=1
QiN
⊤
η ei + 27ζ
⊤(
n1∑
i=1
Q2i )ζ
= 9n1η
2 + 27ζ⊤(
n1∑
i=1
Q2i )ζ,
where {ǫk} is an orthonromal basis in V3.
By the above, ψ030 is harmonic, hence (3.12) yields
tr((ψ030)ηη)
2 =
1
2
∆η(ψ030)
2
η =
9
4
∆ηη
4 = 9(n2 + 2)η
2,
hence
T22 = tr((ψ030)ηη − 3xn1V2)2 = 9(n2 + 2)η2 + 9n2x2n.
Next, fηjζk = 3(ξNj +
√
2ζ⊤Rj)ǫk yields
T23 = 9
n2∑
j=1
|N⊤j ξ +
√
2Rjζ|2 = 9
n2∑
j=1
(ξ⊤NiN⊤i ξ + 2
√
2ξ⊤NiRjζ + 2ζ⊤R2i ζ).
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From (3.20) NiN
⊤
i = 1V1 . On the other hand, ∆ηHi =
√
2
3 ∂ηi∆ηψ030 = 0, hence (3.24) yields
0 = ∆η(NH +NηRη) =
∑n2
j=1NjRj , thus,
T23 = 9n2ξ
2 + 18
n2∑
j=1
ζ⊤R2jζ.
Finally, fζiζj = 3x0δij + 3
√
3Qξ + 3
√
2Rη yields
T33 = 9n3x
2
0 + 18
√
3 trQξ + 18
√
2 trRη + 27 trQ
2
ξ + 18
√
6 trQξRη + 18 trR
2
η.
From (3.27)
n3ξ
2 = tr(P⊤ξ Pξ +Q
2
ξ) trPξP
⊤
ξ + trQ
2
ξ = n2ξ
2 + trQ2ξ ,
hence trQ2ξ = (n3 − n2)ξ2 = 2(n1 − 1)ξ2. Similarly, the harmonicity of ψ030 yields from (3.4)
trRi = trQj = 0, hence taking the trace in (3.25)
0 = 2 trN⊤η Nη − 2 trR2η + η2 tr1V3 = (2n1 + n3)η2 − 2 trR2η,
which yields
T33 = 9n3x
2
0 + 54(n1 − 1)ξ2 + 18
√
6 trQξRη + 9(4n1 + n2 − 2)η2.
Summing up the found relations, we obtain
3∑
i,j=0
Tij =18(3n1 + n2 + 1)(x
2
n + ξ
2 + η2) + 18ζ2 + 18ζ⊤(
n2∑
j=1
N⊤j Nj)ζ
+ 54ζ⊤(
n1∑
i=1
Q2i )ζ + 36
n2∑
j=1
ζ⊤R2i ζ + 18
√
6 trQξRη.
Applying the ξ-Laplacian to (3.19) and the ζ-Laplacian to (3.22), and taking into account that
trQi = trRj = 0, we find respectively
ζ⊤(
n2∑
j=1
N⊤j Nj +
n1∑
i=1
Q2i )ζ = n1ζ
2, ζ⊤(
n2∑
j=1
R2j +
n1∑
i=1
Q2i )ζ =
n3 + 2
2
ζ2,
which yields
18ζ⊤(
n2∑
j=1
N⊤j Nj)ζ + 54ζ
⊤(
n1∑
i=1
Q2i )ζ + 36
n2∑
j=1
ζ⊤R2i ζ = 18(n1 + n3 + 2)ζ
2.
Thus,
3∑
i,j=0
Tij = 18(3n1 + n2 + 1)(x
2
n + ξ
2 + η2 + ζ2) + 18
√
6 trQξRη.
In order to prove (5.11) it remains to show only that trQξRη = 0, or equivalently that trQiRj = 0
for all i, j. To this end, let us fix an index i, 1 ≤ i ≤ n1. Then (3.27) yields Q3ξ = ξ2Qξ, hence
Q3i = Qi. This means that Qi has three eigenvalues: ±1 and 0. Let W± and W0 denote the
corresponding eigenspaces and let ζ = (w+, w−, w0) be the vector decomposition corresponding
to the decomposition ζ ∈ V3 =W+ ⊕W− ⊕W0. Then (3.22) yields
n1∑
k=1,k 6=i
(ζ⊤Qkζ)2 +
n2∑
j=1
(ζ⊤Rjζ)2 = ζ4 − (w2+ − w2−)2 = 4w2+w2− + 2w20(w2+ + w2−) + w40,
implying that Rj has the following block structure:
Rj =

 0W+ ∗ ∗∗ 0W− ∗
∗ ∗ Mj


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where Mj is a symmetric endomorphism of W0 with trMj = trRj = 0. We have
QiRj =

 0W+ ∗ ∗∗ 0W− ∗
∗ ∗ −12Mj

 ,
which yields that trQiRj = −12 trMj = 0. This finishes the proof of the theorem. 
5.3. Completion of the proof of Theorem 3 and Theorem 4. Now we are able to
finish the proof of Theorem 4. The following two corollaries establish the implications (c)⇒(a)
and (b)⇒(a) in Theorem 4, respectively. Furthermore, Corollary 5.3 also establishes the ‘only-if’
part in Theorem 3.
Corollary 5.2. If a radial eigencubic f possess the quadratic trace identity and n2 ∈ {0, 5, 8, 14, 26}
then f is exceptional.
Proof. We argue by contradiction and assume that there is an eigencubic f of Clifford type
satisfying the quadratic trace identity. Then σ2(f) has a single eigenvalue, and it follows from
Proposition 5.1 that for the associated to f Clifford system A the equality m = q + 1 holds. But
in that case (5.7) yields n2 = m+ 1− q = 2, a contradiction.

Corollary 5.3. Let f be a radial eigencubic in the normal form (3.7). If ψ030 is either identically
zero or irreducible then f is an exceptional eigencubic. Equivalently, if f is a radial eigencubic of
Clifford type then ψ030 6≡ 0 and reducible.
Proof. If ψ030 ≡ 0 then in view of (3.12) we have n2 = 0, hence by Proposition 3.4 f
is exceptional. If ψ030 6≡ 0 and irreducible then by the Eiconal Cubic Theorem, n2 = 3ℓ + 2,
ℓ = 1, 2, 4, 8, and ∆ψ030 = 0, in particular Proposition 5.2 yields that f possess the quadratic
trace identity. If n 6= 3m, m ∈ {1, 2, 4, 8} then by Corollary 5.2, f is exceptional. Now suppose
that n = 3k, where k ∈ {1, 2, 4, 8}, and assume that f is an eigencubic of Clifford type. Then we
have from (3.2) that n1 = k − 2ℓ− 1 and (5.11) yields
trHess2(f) = −1
3
(3n1 + n2 + 1)λx
2 = (ℓ− k)λx2,
hence
σ2(f) = − 1
λ
trHess2(f) = (k − ℓ)x2.
By our assumption, f an eigencubic is of Clifford type, say, given by (1.9). Then, n = 2m+ q+1,
where by Proposition 5.1, q = n1 = k− 2ℓ− 1, hence n ≡ 3k = 2(m− ℓ) + k. We find k = m− ℓ.
On the other hand, arguing as in Corollary 5.2, we see that m = q+1 = k−2ℓ, hence k = m+2ℓ.
Since ℓ 6= 0 we get a contradiction which proves that f is an exceptional radial eigencubic. 
6. Examples of exceptional eigencubics
In section 1.3 we already discussed the Cartan isoparametric polynomials which are also
exceptional radial eigencubics of types (ℓ + 1, 0), ℓ = 1, 2, 4, 8. Below we exhibit more examples
of exceptional eigencubics. These examples cover all realizable types of exceptional eigencubics
presented in Table 1 above.
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6.1. Hsiang’s trick. For our further purposes, we describe the Hsiang construction with
minor modifications. Let G′(k,R) be the vector space of quadratic forms of k ≥ 2 real variables
with trace zero. We identify G′(k,R) with the vector space of k × k real symmetric matrices
of trace zero equipped with the scalar product 〈X,Y 〉 = 12 trXY , X,Y ∈ G′(k,R). Then the
orthogonal group SO(k) acts naturally on G′(k,R) as substitutions, and G′(k,R) is invariant
with respect to the action. Consider an isometry i : RN → G′(k,R), where N = k2+k−22 , and
let Γ = i∗(SO(k)) be the corresponding pullback of SO(k) into O(N). It is well-known that the
coefficients of the characteristic polynomial
det(X − λ1) = λk + b2(X)λ − b3(X) + . . . + (−1)kbk(X), X ∈ G′(k,R),
form a complete set of basic invariants with respect to the SO(k) action [GW]. Then the polyno-
mial forms βk(x) = i
∗bk ∈ R[x1, . . . , xN ] are invariant under the action of the group Γ, and form
a complete set of invariants:
R[x1, . . . , xN ]
Γ = R[β2, . . . , βk] (6.1)
(as usually, R[x1, . . . , xN ]
Γ denotes the subring of Γ-invariant polynomials). Hsiang proves that
L is an invariant operator in the sense that for any element g ∈ O(N), the operator L commutes
with the linear substitution g: g∗L = Lg∗. Since Γ ⊂ O(N) and L is invariant, we have L(βk) ∈
R[x1, . . . , xN ]
Γ, hence by (6.1)
L(βk) ∈ R[β2, . . . , βk]. (6.2)
We have b2(X) =
1
2 ((trX)
2 − trX2) = −12 trX2, therefore
β2 = i
∗(b2) = −x2.
On the other hand, degL(β3) = 5, thus by (6.2) there are c1, c2 ∈ R such that
L(β3) = c1β2β3 + c2β5. (6.3)
Now suppose 3 ≤ k ≤ 4. Then β5 ≡ 0, hence (6.3) reads as follows:
L(β3) = c1x
2β3, (6.4)
which is equivalent to that β3 is a radial eigenfunction in R
N . This yields two (irreducible)
eigencubics: in R5 and in R9, for k = 3 and k = 4 respectively. The first example is easily
identified with the Cartan isoparametric cubic θ1 in R
5, see (1.11) above. Indeed, applying the
same argument to the Laplacian and the length of the gradient which obviously are invariant
operators, we find in view of deg∆β3 = 1 and deg |∇β3|2 = 4 that
∆β3 = 0, |∇β3|2 = c3β22 + c4β4, (6.5)
and in view of k = 3 we have β4 ≡ 0, so that (6.5) becomes equivalent to the Mu¨nzner-Cartan
differential equations (1.10) for θ1. This can also be done explicitly if one consider a map i : R
5 →
G
′(3,R) given by
X = i(x) =
1√
2


x4 − 1√3x5 x3 x2
x3 −x4 − 1√3x5 x1
x2 x1
2√
3
x5

 , x ∈ R5. (6.6)
Then 〈X,X〉 = 12 trX2 = x2, hence i is indeed an isometry. Hence β3 ≡ detX provides an
explicit determinantal representation for θ1 (up to a constant factor). An important feature of
the obtained determinantal representation (6.6) is that (in view of trX = 0)
β3(x) = −1
3
trX3. (6.7)
In case k = 4, the quartic form β4 is no more trivial, hence (6.4) yields a non-homogeneous
radial eigencubic β3 in R
9 discovered by Hsiang in [H]. In this case,
β3 = −1
6
(trX)3 +
1
2
trX trX2 − 1
3
trX3 = −1
3
trX3,
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hence β3 possess also a trace identity like (6.7). Up to a congruence, β3 coincides with the
exceptional radial eigencubic of type (0, 5) constructed in Example 6.1 below.
The above constructions can be repeated literally for the corresponding Hermitian analogues
G
′(3,C) ∼= R8 and G′(4,C) ∼= R15 with the special unitary group SU(3) acting on them. This
yields respectively the Cartan isoparametric cubic θ2 of type (3, 0) in R
8 and the Hsiang (non-
homogeneous) exceptional eigencubic of type (0, 8) in R15. For k = 3 it is still possible to obtain
the quaternionic (non-commutative) and octonionic (non-associative) counterparts of the above
constructions by using the maximal orbits of Sp(3) and F4 instead of SO(3) on the corresponding
Hermitian matrices of trace zero. This yields the Cartan isoparametric eigencubics θ4 and θ8,
respectively. For k = 4, however, there is only the quaternionic counterpart in R27 of type (0, 14)
(some care is needed to appropriately interpret the trace of the corresponding matrix).
6.2. The case n1 = 0. The following proposition shows that all types in Table 2 with n1 = 0
except for (0, 26) are realizable.
Proposition 6.1. For n1 = 0, there exist only exceptional eigencubic of type (0, 3ℓ + 2), where
ℓ = 1, 2, 4.
Proof. Let us suppose that f ∈ E(0, n2) is an exceptional eigencubic given in the normal
form (3.7). Then n2 6= 0, hence the condition n2 = 3ℓ+ 2, ℓ = 1, 2, 4, 8, yields n3 = n2 − 2 = 3ℓ,
and the condition dimV1 = n1 = 0 yields ψ = ψ012 + ψ030. Let us consider
χ(η, ζ) = ψ030 − ψ012.
Then from (3.4) and ∆ηψ030 = 0 we see that χ is harmonic. Furthermore, by virtue of (3.11),
(3.12) and (3.14)
|∇χ|2 = (ψ030)2η − 2(ψ030)⊤η (ψ012)η + (ψ012)2η + (ψ012)2ζ =
9
2
(η2 + ζ2)2, (6.8)
hence
√
2χ satisfies that Cartan-Mu¨nzner equations (1.10). Since ℓ ≥ 1, the Cartan theorem
implies that the dimension dimV2 + dimV3 = 2n2 − 2 = 6ℓ + 2 can take only values 5, 8, 14, 26.
This implies ℓ ∈ {1, 2, 4}.
In the converse direction, let us assume that ℓ ∈ {1, 2, 4} and show how to construct an
exceptional eigencubic of type (0, 3ℓ + 2). To this end, we consider the division algebras F2ℓ and
Fℓ. Regarding F2ℓ as the Cayley-Dickson doubling of Fℓ [Ba], we write
F2ℓ = Fℓ ⊕ Fℓ, (6.9)
where the multiplication and conjugation on F2ℓ is given by
(a⊕ b)(c⊕ d) = (ac− db¯)⊕ (a¯d+ cb), (a⊕ b) = (a¯,−b). (6.10)
Let γi : F2ℓ → Fℓ denote the canonical projection on the ith component. By identifying Fℓ and
Rℓ, we consider the induced projections
γ˜i : R
6ℓ+2 ∼= R2 ⊕ F2ℓ ⊕ F2ℓ ⊕ F2ℓ → R3ℓ+2 ∼= R2 ⊕ Fℓ ⊕ Fℓ ⊕ Fℓ. (6.11)
Then it follows readily from the definition of the Cartan polynomials (1.11) that θℓ = θ2ℓ ◦ γ˜1.
Let x = (x1, x2, z1, z2, z3) ∈ R2 ⊕ F2ℓ ⊕ F2ℓ ⊕ F2ℓ = R6ℓ+2 and let also zi = z′i ⊕ z′′i according to
(6.9). Then we denote
η := (x1, x2, z
′
1, z
′
2, z
′
3) ∈ R3ℓ+2, ζ := (z′′1 , z′′2 , z′′3 ) ∈ R3ℓ. (6.12)
In this notation,
θ2ℓ(η, ζ) = x
3
1 +
3x1
2
(2|z3|2 − |z1|2 − |z2|2 + 2x22) +
3
√
3
2
[x2(|z1|2 − |z2|2) + Re z1z2z3],
and
θℓ(η) = θ2ℓ(η, 0), (6.13)
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where the real part is defined by (1.12). We claim that
F (η, ζ, x3ℓ+3) := x
3
3ℓ+3 +
3
2
(ζ2 − η2)x3ℓ+3 + 1√
2
(θ2ℓ(η, ζ) − 2θ2ℓ(η, 0)). (6.14)
is the required exceptional eigencubic of type (0, 3ℓ+2) in R3ℓ+3. First we observe that the above
expression is written in the norm form, where φ = 32 (ζ
2 − η2) and ψ = θ2ℓ(η,ζ)−2θ2ℓ(η,0)√
2
. Setting
η ∈ V2 = R3ℓ+2 and ζ ∈ V3 = R3ℓ, we determine the decomposition of ψ into the corresponding
homogeneous parts ηi ⊗ ζ3−i. To this end, we denote ψ = ψ030 + ψ012, where
ψ030 = − 1√
2
θ2ℓ(η, 0), ψ012 :=
1√
2
(θ2ℓ(η, ζ)− θ2ℓ(η, 0)), (6.15)
and notice that ψ030 ∈ η⊗ η⊗ η by the definition and also ψ012 ∈ η⊗ ζ ⊗ ζ. Indeed, to verify the
latter identity, we write
ψ012 =
3x1
2
(2|z′′3 |2 − |z′′1 |2 − |z′′2 |2) +
3
√
3
2
[x2(|z′′1 |2 − |z′′2 |2) +D]
where D = Re z1z2z3 − Re z′1z′2z′3. Observe that the multiplication of z′i ∈ Fℓ is associative for
ℓ ≤ 4, and that in view of (6.10)
Re(0⊕ b) = 0, b ∈ Fℓ. (6.16)
Then (6.10) yields
Re(z′1 ⊕ z′′1 ) · (z′2 ⊕ z′′2 ) · (z′3 ⊕ z′′3 )Re(z′1z′2z′3 − z′′2 z¯′′1z′3 − z′′3 z¯′′1 z¯′2 − z′′3 z¯′′2z′1),
thus
D = −Re(z′′2 z¯′′1z′3 + z′′3 z¯′′1 z¯′2 + z′′3 z¯′′2z′1) ∈ η ⊗ ζ2,
which, in vie of (6.12), yields ψ012 ∈ η ⊗ ζ2.
In order to show that F is an eigencubic, we need by Proposition 3.1 to verify that φ and
ψ satisfy equations (3.5) and (3.6). The former equation is equivalent to the system in Proposi-
tion 3.2, where equations (3.8)–(3.10), (3.13) are trivial because n1 = 0, equation (3.12) is satisfied
by our choice of ψ030 in (6.15):
(ψ030)
2
η =
9
2
|∇θℓ(η)| = 9
2
η4, (6.17)
and equations (3.11) and (3.14) have the following form:
6(ψ012)
2
η = 27 ζ
4, (6.18)
and
2(ψ030)
⊤
η (ψ012)η − (ψ012)2ζ = −9 ζ2η2, (6.19)
respectively. But these equations follows immediately by collecting the terms by homogeneity in
the identity
9
2
(η2 + ζ2)2 = (ψ012)
2
η − 2(ψ012)⊤η (ψ030)η + (ψ030)2η + (ψ012)2ζ ,
which is obtained from |∇θ2ℓ(η, ζ)|2 = 9(η2+ ζ2)2, where θ2ℓ(η, ζ) =
√
2(ψ012 −ψ030) by virtue of
(6.15).
Thus, it remains only to verify (3.6). To this end, we note that by (6.19), (6.18) and (6.17)
|∇ψ|2 = (ψ012)2ζ + (ψ012)2η + 2(ψ012)⊤η (ψ030)η + (ψ030)2η
=
9
2
(η2 + ζ2)2 + 4(ψ012)
⊤
η (ψ030)η,
hence
∇ψ · ∇(|∇ψ|2) = 54ψ(η2 + ζ2) + 4ψ⊤ζ (ψ012)ζη(ψ030)η + 4ψ⊤η (ψ030)ηη(ψ012)η
= 54ψ(η2 + ζ2) + 4(ψ012)
⊤
ζ (ψ012)ζη(ψ030)η + 4(ψ012 + ψ030)
⊤
η (ψ030)ηη(ψ012)η
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We have by (6.19) and (6.17)
4(ψ012)
⊤
ζ (ψ012)ζη (ψ030)η2((ψ012)
2
ζ)
⊤
η (ψ030)η
= 2
(
2(ψ030)
⊤
η (ψ012)η + 9ζ
2η2
)⊤
η
(ψ030)η
= 4(ψ012)
⊤
η (ψ030)ηη(ψ030)η + 108ζ
2ψ030
= 2(ψ012)
⊤
η ((ψ030)
2
η)η + 108ζ
2ψ030
= 36η2ψ012 + 108ζ
2ψ030
and similarly
4(ψ030)
⊤
η (ψ030)ηη(ψ012)η = 36η
2ψ012.
We also have by (6.19) and (6.18)
4(ψ012)
⊤
η (ψ030)ηη(ψ012)η = 4
(
(ψ012)
⊤
η (ψ030)η
)⊤
η
(ψ012)η
= 2
(−9ζ2η2 + (ψ012)2ζ)⊤η (ψ012)η
= −36ζ2ψ012 + 4(ψ012)⊤ζ (ψ012)ζη(ψ012)η
= −36ζ2ψ012 + 2(ψ012)⊤ζ
(
(ψ012)
2
η
)
ζ
= 36ζ2ψ012
Combining the found identities we obtain
ψ⊤x¯ ψx¯x¯ψx¯ ≡
1
2
∇ψ · ∇(|∇ψ|2) = 27ψ + 36η2ψ012 + 54ζ2ψ030 + 18ζ2ψ012
= 27ψ030(η
2 + 3ζ2) + 9ψ030(7η
2 + 5ζ2)
Furthermore,
2φφ⊤x¯ ψx¯ = 9(ζ
2 − η2)(ζ⊤ψζ − η⊤ψη)9(ζ2 − η2)(ψ012 − 3ψ030),
which finally yields
2φφ⊤x¯ ψx¯ + ψ
⊤
x¯ ψx¯x¯ψx¯ = 54(η
2 + ζ2)ψ
and proves (3.6). Thus, F is indeed a radial eigencubic. From (6.14) we see that (n1, n2) =
(0, 3ℓ + 2). On the other hand, by our construction, ∆ψ030 =
1√
2
∆θℓ(η) = 0, hence Corollary 5.3
yields that F is exceptional. The proposition is proved completely. 
Example 6.1. Let us consider the following cubic polynomial in R9 given by
f(x) := Re
3∏
s=1
(x3s−2i + x3s−1j + x3sk) ≡ det

 x1 x2 x3x4 x5 x6
x7 x8 x9

 ,
where i, j, k is the standard basis elements in quaternion algebra H = F4. Then it is straightforward
to see that f satisfies (1.4) with λ = −2. Observe also that f satisfies the quadratic trace identity
σ2(f) = 2
9∑
i=1
x2i , (6.20)
hence, by Corollary 5.2, f is an exceptional eigencubic. From (5.11) and (6.20), 3n1 + n2 +1 = 6
and in virtue of (3.2) 9 = n = 3n1 + 2n2 − 1, hence n1 = 0 and n2 = 5. Thus f is an exceptional
eigencubic of type (0, 5). It was already mentioned in section 6.1 that f is congruent to the Hsiang
example in R9 mentioned in [H].
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6.3. The case n1 = 1.
Proposition 6.2. If n1 = 1 then there are exactly four (congruence classes of) exceptional
eigencubics of types E(1, 3ℓ + 2), ℓ = 1, 2, 4, 8. Any such a cubic is congruent to
f(t) =
[
t33ℓ+3 −
3
2
t3ℓ+3(t
2
1 + . . . t
2
3ℓ+2) +
1√
2
θℓ(t1, . . . , t3ℓ+2)
]
C
, t ∈ R3ℓ+3,
where
[g]C(x, y) :=
1
2
(g(x+ iy) + g(x− iy)), x, y ∈ R3ℓ+3
is the complex doubling of a polynomial g.
Proof. We assume that f is given in the normal form (3.7). By the assumption dimV1 = 1,
hence n3 = n2. Since f is exceptional, we also have n2 = 3ℓ+ 2, where ℓ = 1, 2, 4, 8, see Table 2.
Furthermore, by identifying the coefficient of ξ21 in the first identity in (3.27) one finds
P⊤1 P1 +Q
2
1 = 1V3 , P1P
⊤
1 = 1V2 ,
which yields trQ21 = n3 − n2 = 0, hence Q1 = 0. Thus ψ102 ≡ 0.
In the notation of section 3, ψ111 = 3ξ1Nηζ, where Ni, 1 ≤ i ≤ 3ℓ + 2, are matrices of size
1 × (3ℓ + 2). By (3.19) and (3.20) we see that {N⊤1 . . . , N⊤3ℓ+2} forms an orthonormal basis in
V3 = R
3ℓ+2. Using the freedom to choose the orthonormal basis elements, we can ensure that
N⊤i = ei, where {ei} is the standard orthonormal basis in R3ℓ+2. This yields
Nη = N
⊤
1 η1 + . . .+N
⊤
n2
ηn2 = η
⊤, η ∈ V2,
hence ψ111 = 3ξ1η
⊤ζ and we have for the normal form
f = x3n − 3ξ1x2n +
3
2
(ζ2 − η2)xn + 3ξ1η⊤ζ + ψ030 + ψ012 (6.21)
Moreover, in this notation (3.24) reads as
H⊤ = −η⊤Rη, (6.22)
where H(η) =
√
2
3 ∇ηψ030(η) and ψ012 = 3
√
2
2 ζ
⊤Rηζ. This yields√
2
3
(ψ030)ηiηj = (Hi)ηj = (Hi)ηj ,
and
η⊤Rjei + e⊤j Rηei = η
⊤Riej + e⊤i Rηej .
By virtue of symmetricity of matrix Rη,
1
2
(∂ηj ri − ∂ηirj) = η⊤(Riej −Rjei) = 0, (6.23)
where ri = η
⊤Riη. The latter relation yields that there exists a homogeneous cubic polynomial
r = r(η) such that ri = ∂ηir. By the homogeneity of r and (6.22) we have
r(η) =
1
3
n2∑
i=1
ηi∂ηir ≡
1
3
n2∑
i=1
ηiri =
1
3
η⊤Rηη = −1
3
H⊤η = −
√
2
9
(ψ030)
⊤
η η = −
√
2
3
ψ030.
This yields, in particular,
ψ030 = − 1√
2
η⊤Rηη. (6.24)
By choosing an orthonormal basis in V2 = R
3ℓ+2 we may ensure (in view of the Eiconal Cubic
Theorem and (3.11)) that ψ030(η) =
1√
2
θℓ(η), where θℓ(η) is the Cartan polynomial (1.11). Then
(6.24) becomes η⊤Rηη = −θℓ(η). Setting η by η ± iζ in the latter identity, where i2 = −1, and
summing we get
1
2
(θℓ(η + iζ) + θℓ(η − iζ)) = −η⊤Rηη + 2ζ⊤Rζη + ζ⊤Rηζ.
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From (6.23), ζ⊤Riej = ζ⊤Rjei, hence ζ⊤Rηζ = ζ⊤Rζη, and the above relation yields
1
2
(θℓ(η + iζ) + θℓ(η − iζ)) =
√
2ψ030 + 3ζ
⊤Rηζ ≡
√
2(ψ030 + ψ012). (6.25)
Now let us define a new cubic polynomial
g(t) := t33ℓ+3 −
3
2
t3ℓ+3(t
2
1 + . . . t
2
3ℓ+2) +
1√
2
θℓ(t1, . . . , t3ℓ+2).
Then, setting t± = (η1 ± ζ1i, . . . , η3ℓ+2 ± ζ3ℓ+2i, xn ± ξi), one easily finds that by virtue of (6.25)
and (6.21) that
[g]C ≡ 1
2
(g(t−) + g(t+))
= x3n − 3ξ1(x2n − η⊤ζ) +
3
2
(ζ2 − η2)xn + 1
2
√
2
(θℓ(η + iζ) + θℓ(η − iζ))
= f,
which yields the required representation and proves the proposition. 
6.4. An exceptional eigencubic of type (4, 5) in R21. Now we exhibit an example of an
exceptional eigencubic of type E(4, 5) in R21. Let o0 = 1, o1, . . . , o7 be a basis for the octonion al-
gebra, F8 = O. The multiplication table is given by oi ·oi+1 = oi+3, where the indices are permuted
cyclically and translated modulo 7, see for instance [Ba]. For any vector u = (u1, . . . , u7) ∈ R7
we denote by ou the imaginary octonion ou = u1o1 + . . .+ u7o7. Let us consider the cubic form
f ≡ fF8 = Re ou(ovow), x = (u, v, w) ∈ R21, (6.26)
where u = (x1, . . . , x7), v = (x8, . . . , x14), w = (x15, . . . , x21). We shall need the following known
properties of the real part (see, for instance, Corollary 15.12 in [Ad]): for any three octonions
α, β, γ ∈ F8
Reαβ = Reβα, (6.27)
Re(αβ)γ = Reα(βγ), (6.28)
Re(αβ)γ = Re(βγ)α. (6.29)
Since Reα = Re α¯, where α¯ denotes the conjugate octonion, we have for imaginary octonions
Re ou(ovow) = Re ou(ovow)) = Re (ovow)o¯u = −Re(owov)ou = −Re(owov)ou.
This yields by virtue of (6.29) and (6.28)
Re ou(ovow) = −Re ou(owov), (6.30)
i.e. the cubic form f is an alternating function in the three variables.
Proposition 6.3. The cubic form f = Re ou(ovow) is an exceptional eigencubic in R
21 of class
E(4, 5).
Proof. Since f is a trilinear form in u, v, w, it is harmonic. We have
−L(f) = 2(
7∑
i,j=1
fuifvjfuivj +
7∑
i,k=1
fuifwkfuiwk +
7∑
j,k=1
fvjfwkfvjwk).
By symmetry, it suffices to find the first sum. We have
7∑
i,j=1
fuifvjfuivj =
7∑
i,j=1
Re oi(ovow) Re oi(ojow) Re ou(ojow).
Notice that for α, β ∈ F8
7∑
i,j=1
Re oiα Re oiβ =
7∑
i,j=1
αiβi ≡ Reαβ¯ − Reα Re β, (6.31)
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Hence
7∑
i,j=1
fuifvjfuivj
7∑
j=1
[Re((ovow)(ojow))− Re ovow Re ojow] Re ou(ojow) ≡ Σ1 −Σ2
We have
Σ1 =
7∑
j=1
Re((ovow)(owoj)) Re ou(ojow)
7∑
j=1
Re ov(ow(owoj)) Re ou(ojow)
Since the octonions are alternative, that is, products involving no more than 2 independent
octonions do associate, we find
Re ov(ow(owoj)) = Re ov((owow)oj) = −Re ov((owow)oj) = −w2Re ovoj ,
where owow = |w|2 ≡ w2 is the norm of the vector w. By (6.27), Re ovoj = Re ovoj and by (6.28),
Re ou(ojow) = Re oj(owou), so applying (6.31) and (6.30) we obtain
Σ1 = −w2
7∑
j=1
Re ojov Re oj(owou) = −w2Re ov(owou)
= −w2Re ov(ouow) = w2Re ov(owou) = w2Re ou(ovow)
= w2f.
Similarly we obtain
Σ2 =
7∑
j=1
Re ovow Re owoj Re ou(ojow)
7∑
j=1
Re ovow Re ojow Re oj(owou)
= Re ovow Re ow(owou) = 0
because Re ow(owou) = Re owouow = −w2Re ou = 0.
Combining the found identities together, we get
L(f) = −2(u2 + v2 + w2)f ≡ −2x2f,
hence f is a radial eigencubic with λ(f) = −2. Let us verify that f is indeed an exceptional
eigencubic. We have
trHess2f = 2(
7∑
i,j=1
f2uivj +
7∑
i,k=1
f2uiwk +
7∑
j,k=1
f2vjwk),
where
7∑
i,j=1
f2uivj =
7∑
i,j=1
Re oi(ojow) Re oi(ojow) =
7∑
j=1
(
Re(ojow)(ojow)− Re ojow Re ojow
)
=
7∑
j=1
(Re(ojow)(owoj)− w2j ) = 6w2.
Thus,
tr(Hessf)2 = 12x2. (6.32)
By Corollary 5.2, f is an exceptional eigencubic. In view of Table 2 and Proposition 7.4,
we have the only possibility: n1 = 4. In order to see this also directly, we observe that by
virtue of λ(f) = −2 and (6.32), σ2(f) = 6x2, so that (5.11) yields 3n1 + n2 + 1 = 18. Since
21 = n = 3n1 + 2n2 − 1, we find n1 = 4 and n2 = 5, as required.

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6.5. Some remarks. The four Cartan isoparametric eigencubics θℓ are well-known and ap-
pear in various mathematical contexts. We mention only a recent interest in θℓ in special Rie-
mannian geometries satisfying the nearly integrabilty condition [Nu], [GN], explicit solutions to
the Ginzburg-Landau system [Fa], [GX], the harmonic analysis of cubic isoparametric minimal
hypersurfaces [So1], [So2].
We would like to mention that the octonionic trilinear form discussed in section 6.4 and its
quaternionic analogue occur also in calibrated geometries (as an associative calibration on ImO)
[HL] and in constructing of singular solutions of Hessian fully nonlinear elliptic equations [NV1],
[NV2].
7. Radial eigencubics and isoparametric quartics
7.1. The degenerate form. By Proposition 3.4, any radial eigencubic having property
n2 = 0 is exactly on of the four Cartan’s isoparametric eigencubics θℓ. In this section we study non-
isoparametric eigencubics, i.e. those with n2 6= 0. An advantage of working with the degenerate
form is that it is more symmetric and can easily be converted into a purely matrix representation.
Another important aspect of the degenerate form is that it establishes a correspondence between
eigencubics and isoparametric eigencubics which will be studied in the next section.
Proposition 7.1. Any non-isoparametric radial eigencubic f in Rn, normalized by λ(f) = −8,
in some orthogonal coordinates has the form
f = (u2 − v2)xn + a(u,w) + b(y,w) + c(u, y, w), (7.1)
where u = (x1, . . . , xm), v = (xm+1, . . . , x2m), w = (x2m+1, . . . , xn−1), and the cubic forms a ∈
u⊗ w2, b ∈ v ⊗ w2, c ∈ u⊗ v ⊗w satisfy the system
∆wa = ∆wb = 0, (7.2)
a2u = b
2
v, (7.3)
a⊤wcw = b
⊤
wcw = 0, (7.4)
c2v + 2a
2
w = 4u
2w2, (7.5)
c2u + 2b
2
w = 4v
2w2, (7.6)
c⊤u auwbw = c
⊤
v bvwaw = 0, (7.7)
a⊤u cuvbv = 0. (7.8)
2c⊤wcwuau + 2a
⊤
wbwwbw + b
⊤
wawwbw = 12av
2, (7.9)
2c⊤wcwvbv + 2b
⊤
wawwaw + a
⊤
wbwwaw = 12bu
2, (7.10)
Conversely, any cubic polynomial (7.1) satisfying the above system is a non-isoparametric
eigencubic.
Proof. First notice that in some orthogonal coordinates f is linear with respect to some
coordinate function. Indeed, let (3.7) be the normal form of f . Then by our assumption V2 6= ∅
and by (3.12) (ψ030)
2
η =
9
2 η
4, hence by writing ψ030 in the normal form
ψ030 =
√
2
2
η31 + η1φ(η¯) + ψ(η¯), η¯ = (η2, . . . , ηn2),
we get from (3.7) that
f = x3n + φxn + ψ030 + ψ111 + ψ102 + ψ012(xn + η1
√
2)(xn − η1√
2
)2 + F (x), (7.11)
where F is a linear form in the variables η1 and xn. Then applying rotation u =
xn+η1
√
2√
3
,
v = xn
√
2−η1√
3
in the (η1, xn)-plane we conclude that f becomes linear in u in the new coordinates.
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Thus, we may assume without loss of generality that f
f = xnΦ(x¯) + Ψ(x¯), x¯ = (x1, . . . , xn−1). (7.12)
Moreover, we shall assume that f is normalized by λ(f) = −8. Then using (7.12) we obtain from
(1.4) by identifying the coefficients of xkn
Φ⊤x¯Φx¯x¯Φx¯ = 8Φ, (7.13)
2Φ⊤x¯Φx¯x¯Ψx¯ +Φ
⊤
x¯Ψx¯x¯Φx¯ = 8Ψ, (7.14)
2ΦΦ2x¯ + 2Φ
⊤
x¯Ψx¯x¯Ψx¯ +Ψ
⊤
x¯Φx¯x¯Ψu = 8x¯
2Φ, (7.15)
2ΦΦ⊤x¯Ψx¯ +Ψ
⊤
x¯Ψx¯x¯Ψx¯ = 8x¯
2Ψ. (7.16)
Since f is harmonic, we also have
∆Φ(x¯) = ∆Ψ(x¯) = 0. (7.17)
By virtue of (7.13) we see that that the eigenvalues of Φ are ±1 and 0, and by (7.17) the mul-
tiplicities of ±1 are equal. Denote by U ⊕ V ⊕W the associated with Φ eigen decomposition of
Rn ⊖ span(en), and let x¯ = u⊕ v⊕w denote the corresponding decomposition of a typical vector
u¯ ∈ V . Then Φ = u2 − v2, and
Ψ =
∑
q
Ψq, Ψq ∈ uq1 ⊗ vq2 ⊗ wq3 ,
where q = (q1, q2, q3) and qi ≥ 0, q1 + q2 + q3 = 3. Applying the explicit form of Φ, we obtain
from (7.14) ∑
q
((q1 − q2)2 + q1 + q2 − 2)Ψq = 0
and since the non-zero components Ψq are linearly independent their coefficients must be zero.
This yields
Ψ = Ψ102 +Ψ012 +Ψ111 ≡ a+ b+ c. (7.18)
Since ∆x¯c = 0 and a and b are linear in u and v respectively, (7.2) follows from (7.17). Further-
more, (7.15) is equivalent to (7.3)-(7.6). Indeed, we have from (7.18), Ψ2x¯ = (au + cu)
2 + (bv +
cv)
2 + (aw + bw + cw)
2. By Euler’s homogeneity theorem, one readily finds that
Φ⊤x¯Ψx¯x¯Ψx¯ = 2(b
⊤
v cv − a⊤u cu + c2v − c2u + (aw − bw)⊤cw + a2w − b2w). (7.19)
By using the explicit form of Φ we rewrite (7.15) as
Φ⊤x¯Ψx¯x¯Ψx¯ +Ψ
2
u −Ψ2v = 4(u2 − v2)w2,
so applying (7.19) we obtain
c2v + 2a
2
w − c2u − 2b2w + 2a⊤wcw − 2b⊤wcw + a2u − b2v = 4(u2 − v2)w2.
Identifying the terms by homogeneity shows that (7.15) is equivalent to (7.3)–(7.6).
We proceed similarly with (7.16). Since the Hessian matrices Ψuu and Ψvv are identically zero
and 2ΦΦ⊤¯xΨx¯ = 4(u2 − v2)(a− b), (7.16) becomes
2Ψ⊤uΨuvΨv + 2Ψ
⊤
uΨuwΨw + 2Ψ
⊤
v ΨvwΨw +Ψ
⊤
wΨwwΨw
= 4a(u2 + 3v2 + 2w2) + 4b(3u2 + v2 + 2w2) + 8c(u2 + v2 + w2).
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By using (7.18) and identifying the terms by homogeneity, we obtain
a⊤u cuvbv = 0, (7.20)
2c⊤u cuvcv + (a
2
u + b
2
v)
⊤
wcw + 2(a
⊤
u cu)
⊤
waw + 2(b
⊤
v cv)
⊤
wbw = 8cw
2, (7.21)
(a⊤wbw)
⊤
wcw = 0, (7.22)
cwawwcw = 0, (7.23)
(a⊤u cu)wbw = 0, (7.24)
(c2v + a
2
w)
⊤
wcw = 8cu
2, (7.25)
(2c2v + a
2
w)
⊤
waw = 8au
2, (7.26)
2a⊤u cuvcv + (a
2
u + b
2
v)
⊤
waw = 8aw
2, (7.27)
2(a⊤wcw)
⊤
u cu + 2c
⊤
wcwuau + 2a
⊤
wbwwbw + b
⊤
wawwbw = 12av
2, (7.28)
and additionally six equations obtained from (7.23)–(7.28) by permutation (u, a) ↔ (v, b). Then
identities (7.23), (7.25), (7.27), (7.21), (7.22) as well as their permutations are corollaries of (7.4)–
(7.3). Indeed, (7.22) and (7.23) easily follows from (7.4). Using the first identity in (7.5),
(c2v + a
2
w)
⊤
wcw = (4u
2w2 − a2w)⊤wcw = 8u2c− 2awcwwcw = 8cu2,
so that (7.4) and (7.5) implies (7.25). Similarly,
2a⊤u cuvcv = a
⊤
u (c
2
v)u = a
⊤
u (4u
2w2 − 2a2w)u = 8aw2 − 4auauwaw,
and by virtue of (7.3) we have (a2u + b
2
v)
⊤
waw = 2(a
2
u)
⊤
waw = 4a
⊤
u auwaw. Thus, (7.27) is a corollary
of (7.5) and (7.3). Finally, by virtue of (7.4) and (7.5)
c⊤u cuvcv + (a
2
u)wcw + 2(a
⊤
u cu)
⊤
waw
1
2
c⊤u (c
2
v + 2a
2
w)u + 2a
⊤
u (awcw)u,
and after permutation (u, a)↔ (v, b)
c⊤u cuvcv + (b
2
v)wcw + 2(b
⊤
v cv)
⊤
wbw = 4cw
2.
Summing these identities yields (7.21). Next, (7.20) is equivalent to (7.8) and (7.9) is equivalent
to (7.28) modulo (7.4). Finally, (7.7) is equivalent to (7.24) modulo (7.4). For instance,
0 = (a⊤u cu)wbw = a
⊤
u cuwbw + c
⊤
u auwbw = a
⊤
u (c
⊤
u bw)u + c
⊤
u auwbw = c
⊤
u auwbw.
The proposition is proved completely. 
7.2. A matrix representation of the degenerate form. Now we are going to explain
how to extract the type of a non-isoparametric eigencubic from its degenerate representation (7.1).
To this end we convert (7.1) into the matrix form
f = (u2 − v2)xn + 1√
2
w⊤Auw +
1√
2
w⊤Bvw + 2v⊤Muw. (7.29)
where
a =
1√
2
w⊤Auw, b =
1√
2
w⊤Bvw, c = 2v⊤Muw = 2u⊤Nvw. (7.30)
Here Au =
∑m
i=1 uiAi etc., and Ai, Bi are symmetric matrices of size r × r, r = n− 1− 2m, and
matrices Mi, Ni are of size m× r, 1 ≤ i ≤ m. Then (7.2)–(7.6) readily yield
m∑
i=1
(w⊤Aiw)2 =
m∑
i=1
(w⊤Biw)2, (7.31)
trAu = trBv = 0, (7.32)
A3u = u
2Au, B
3
v = v
2Bv, (7.33)
trA2uBv = trAuB
2
v = 0, (7.34)
A2u +M
⊤
u Mu = 1m, B
2
v +N
⊤
v Nv = 1m, (7.35)
AuM
⊤
u = BvN
⊤
v = 0. (7.36)
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Definition. The representations (7.1) and (7.29) are called the degenerate forms of the corre-
sponding radial (non-isoparametric) eigencubic f .
Proposition 7.2. In the above notation, there exist nonnegative integers p and q such that 2p+q =
r and for any u, v ∈ Rm, u, v 6= 0, for any i, 1 ≤ i ≤ m, the spectrum of any of the matrices
1
|u|Au,
1
|v|Bv, Ai and Bi is {±1, 0}, where each eigenvalue 1 and −1 has multiplicity p, and the
eigenvalue 0 has multiplicity q.
Proof. We may assume that m ≥ 1, otherwise the statement of the proposition is trivial.
The assumption A3u = u
2Au implies that for any u 6= 0, the eigenvalues of Au are ±|u| and 0.
Denote by p±(u) and q(u) the multiplicities of ±|u| and 0 respectively. By virtue of (7.32),trAu =
p+(u) − p−(u) = 0. On the other hand,trA2u = p+(u) + p−(u). The continuous functions p+(u)
and p−(u) are integer-valued, thus they are identically constant. Denote by p the common value
of p±(u). Then q(u) = r− 2p ≡ q also is a constant. Since each matrix Ai is the specialization of
Au when u is the coordinate vector ei, we conclude that the spectrum of Ai is the same as that
of Au.
Similarly, one defines p′ and q′ for 1|v|Bv, v 6= 0. To see that p = p′ and q = q′, we apply an
iterated Laplacian to (7.5). We find by virtue of harmonicity of c and (7.5), ∆vc
2 = 8w2u2− 4a2w,
hence in view of r = 2p + q
∆w∆vc
2 = 16(2p + q)u2 − 8 tr a2ww = 16qu2. (7.37)
Applying the u-Laplacian to (7.37) we get
∆u∆w∆vc
2 = 32mq.
Arguing similarly one finds ∆v∆w∆uc
2 = 32mq′ which yieldsq = q′. Since 2p + q = 2p′ + q′ we
also have p = p′. The proposition is proved. 
Definition. Given a degenerate form of a radial (non-isoparametric) eigencubic, we associate by
virtue of Proposition 7.2 a triple of integers (m, p, q) called the signature of the degenerate form.
Observe that the type of the degenerate form is determined by virtue of the following formulas
which are the corollary of the above definitions:
trA2u = 2pu
2, trB2v = 2pv
2. (7.38)
trM⊤u Mu ≡
1
4
tr cwvcvw = qu
2, trN⊤v Nv ≡
1
4
tr cwucuw = qv
2. (7.39)
The connection between the signature of the degenerate form and the type of an arbitrary
non-isoparametric radial eigencubic is given in the following
Proposition 7.3. Let f be a non-isoparametric eigencubic of type (n1, n2) which has the degen-
erate form of signature (m, p, q). Then
n1 = q, n2 = m+ p+ 1− q, n3 = m+ p− 1 + q. (7.40)
Proof. We only show that n1 = q because the remaining two identities in (7.40) readily
follow from (3.2) and n = 2m+2p+ q+1. To this end, we assume that f is given by (7.1) so that
Hess(f)
(
fxnxn fxnx¯
fx¯xn fx¯x¯
)
≡
(
0 (Φx¯)
⊤
Φx¯ xnΦx¯x¯ +Ψx¯x¯
)
,
so that
trHess3(f) = x3n tr Φ
3
x¯x¯ + 3x
2
n tr Φ
2
x¯x¯Ψx¯x¯ + 3xn(tr Φx¯x¯Ψ
2
x¯x¯ + trΦ
⊤
x¯Φx¯x¯Φx¯) + . . .
where the dots stands for the terms which contain no xn. Comparing this with (5.12) and (7.1)
yields by virtue of λ(f) = −8 the tautological identities tr Φ3x¯x¯ = trΦ2x¯x¯Ψx¯x¯ = 0 and additionally
tr Φx¯x¯Ψ
2
x¯x¯ + trΦ
⊤
x¯Φx¯x¯Φx¯ = 8(n1 − 1)(v2 − u2). (7.41)
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In view of Φ = u2 − v2, we find trΦ⊤¯xΦx¯x¯Φx¯ = 8(v2 − u2). Furthermore,
tr awuauw =
1
2
∆wa
2
u = by (7.3)
1
2
∆wb
2
v = tr bwvbvw,
tr awucuw = tr bwvcvw = by (7.4) = 0,
tr cwucuw = by (7.39) = 4qv
2.
and taking into account that Ψuu = Ψvv = 0,
trΨx¯x¯Φx¯x¯Ψx¯x¯2 tr(ΨwuΨuw −ΨwvΨvw)
= 2 tr(awu + cwu)(auw + cuw)− 2 tr(bwv + cwv)(bvw + cvw)
= 2(tr cwucuw − tr cwvcvw) = −8q(u2 − v2).
Substituting the found relations into (7.41) yields n1 = q. 
In the converse direction, the the signature of the degenerate form of a radial eigencubic is
not well determined in general by its type. However, it is well determined, in the most important
for us case of exceptional eigencubics.
Corollary 7.1. Let f be an exceptional eigencubic of type (n1, n2), n2 6= 0. Then n2 = 3ℓ + 2,
ℓ ∈ {1, 2, 3, 4} and the signature of the degenerate form of f is determined by the formula
(m, p, q) = (ℓ+ n1 + 1, 2ℓ, n1). (7.42)
Proof. The first statement follows immediately from Proposition 4.2 and the inequality
n2 6= 0 for non-isoparametric eigencubics. Next, we assume that f is given by (7.29). Then
trHess2(f) = 8mx2n + . . .
where the dots stands for the terms with degree of xn lower than 2. By Proposition 7.1, λ(f) = −8,
hence (5.11) together with n2 = 3ℓ+ 2 yield m = n1 + ℓ+ 1. Applying (7.40) we get (7.42). 
7.3. Proof of Theorem 5. First note a simple corollary of (1.17):
h ∈ Isop(m1,m2) ⇔ −h ∈ Isop(m2,m1). (7.43)
Let us define two auxiliary polynomials
ĥ0(t) =
c2w
4
, ĥ1(t) =
1
4
(u2 − v2)2 + c
2
w
4
,
which are quartic polynomials in the variable t = (u, v) ∈ R2m. From (7.6) we obtain
1
4
|∇u|cw|2|2 =
∑
i,j,k
cwicwiukcukwjcwj =
1
2
∑
i,j
(c2u)wiwjcwicwj
=
∑
i,j
(4u2δijcwicwj − 2(b2w)wiwjcwicwj )
= 4u2c2w − 4
∑
i,j
bwkwibwkwjcwicwj
= 4u2c2w − 4
∑
i,j
(b⊤wcw)wk(b
⊤
wcw)wk = 4u
2c2w
where the last equality is by (7.4). Thus,
|∇tĥ0|2 = 1
64
(|∇u|cw|2|2 + |∇u|cw|2|2) = 1
16
(u2 + v2)c2w = 4u
2ĥ0. (7.44)
Since ∆wc
2 = 2c2w, we obtain from (7.37)
∆tĥ0 = ∆uĥ0 +∆vĥ0 =
1
8
(∆w∆uc
2 +∆w∆vc
2) = 2qt2.
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This implies that h0 satisfies the Cartan-Mu¨nzner equations:
|∇uh0|2 = 16t6, ∆uh0 = 8(m+ 1− 2q)t2,
and comparison the latter relation with (1.17) and (1.18) yields the first claimed inclusion.
Now consider h1. Define ĥ1 = ĥ0 +
1
4(u
2 − v2)2, so that
|∇ĥ1|2 = |∇ĥ0|2 + 2(u2 − v2)(〈∇uĥ0, u〉 − 〈∇vĥ0, v〉) + (u2 − v2)2t2.
Since c ∈ u⊗ v ⊗w we find
〈∇uĥ0, u〉 = 1
2
c⊤wcwuu =
1
2
c⊤wcw = 2h0,
which, in particular, implies 〈∇uĥ0, u〉 = 〈∇vĥ0, v〉. Thus, by (7.44)
|∇ĥ1|2 = |∇ĥ0|2 + (u2 − v2)2t2 = 4t2ĥ0 + (u2 − v2)2t2 = 4ĥ1t2.
Now it is easy to see that
|∇th1|2 = 16t6, ∆th1 = 8(m+ 1− 2q)t2,
which yields the second claimed inclusion. Thus the theorem is proved.
7.4. The non-existence results. First combining Corollary 7.1 with Theorem 5 we obtain
the following
Corollary 7.2. To any exceptional eigencubic f of type (n1, 3ℓ+2) one can associate two isopara-
metric quartic polynomials h0 and h1 by virtue of Theorem 5, h0 ∈ Isop(n1 − 1, ℓ + 1) and
h1 ∈ Isop(n1, ℓ).
On the other hand, in [OT1] Ozeki and Takeuchi by using representations of Clifford algebras
produced two infinite series of isoparametric families with four principal curvatures. In [FKM],
Ferus, Karcher, and Mn¨zner generalized the Ozeiki-Takeuchi approach to produce an infinite
family of isoparametric hypersurfaces. More precisely, a quartic polynomial f is said to be of
OT-FKM-type [C2, § 4.7] if it is congruent to
FH := t4 − 2
s∑
i=0
(t⊤Hit)2, t ∈ R2m,
where H = {H0, . . . ,Hs} ∈ Cliff(R2m, s). It is easily verified that
FH ∈ Isop(s,m− s− 1). (7.45)
Since the class Cliff(R2m, s) is non-empty if and only if
s ≤ ρ(m), (7.46)
the existence of the quartic polynomial (7.45) of OT-FKM-type is equivalent to the inequality
min{m1,m2} ≤ ρ(m1 +m2 + 1). (7.47)
A culmination of this story is the following deep classification result due to Cecil-Chi-Jensen
[CCC] and Immerwoll [Im]: if h ∈ Isop(m1,m2) and either of the inequalities m2 ≥ 2m1 − 1 or
m1 ≥ 2m2 − 1 holds then h is OT-FKM-type.
Proposition 7.4. There are no exceptional eigencubics of type (2, 8), (2, 14), (2, 26).
Proof. We argue by contradiction and suppose that there exist an exceptional eigencubic f
of type (n1, n2) ∈ {(2, 8), (2, 14), (2, 26)}. By Corollary 7.2 we can associate to f an isoparametric
quartic polynomial h1 ∈ Isop(m1,m2) with m1 = n1 and m2 = n2−23 . Since n2 ≥ 8 we have
m2 + 1− 2m1 = n2 − 2
3
+ 1− n1 = n2 − 5
3
≥ 0
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thus, by Cecil-Chi-Jensen-Immerwoll theorem, h1 is of OT-FKM-type. This by virtue of (7.47)
yields 2 = min{m1,m2} ≤ ρ(m1+m2+1). But, for our choice of (n1, n2) the numberm1+m2+1 =
n2+7
3 is odd, hence ρ(m1 +m2 + 1) = 1, a contradiction.

Proposition 7.5. There are no exceptional eigencubics of type (3, 8).
Proof. Again, we argue by contradiction and suppose that f is an exceptional eigencubic
of type (3, 8). By Corollary 7.1, ℓ = 2, q = n1 = 3 and m = q + ℓ + 1 = 6. This implies by
Corollary 7.2 and (7.43) that the isoparametric quartic polynomials hi associated to f satisfy
h0 ∈ Isop(2, 3), −h1 ∈ Isop(2, 3). (7.48)
By Cecil-Chi-Jensen-Immerwoll theorem both h0 and −h1 are of OT-FKM-type. Hence there ex-
ists a Clifford systemH = {H0, . . . ,Hs} ∈ Cliff(R2m, s) associated with h0 and F = {F0, . . . , Fr} ∈
Cliff(R2m, r) associated with h1. In virtue of m = 6 the inequality (7.46) yields s, r ≤ 2. Then
we infer from (7.45) and (7.48) that s = r = 2. By using (??) we have
h0 ≡ (u2 + v2)2 − 2c2w = t4 − 2
2∑
i=0
(t⊤Hit)2
and
−h1 ≡ u4 − 6u2v2 + v4 + 2c2w = t4 − 2
2∑
j=0
(t⊤Fit)2,
hence eliminating c2w yields
2∑
i=0
(t⊤Hit)2 +
2∑
j=0
(t⊤Fit)2 = 4u2v2.
The latter identity implies the following block forms associated with the decomposition t = u⊕ v:
Hi =
(
0 Si
S⊤i 0
)
, Fj =
(
0 Sj+3
S⊤j+3 0
)
, i, j = 0, 1, 2,
thus
5∑
i=0
(u⊤Siv)2 = 4u2v2, u, v ∈ R6.
But the latter identity is a composition formula of size [6, 6, 6] (see, for instance, [Sh]) which
contradicts to the Hurwitz theorem stating that a composition formula of size [k, k, k] does exist
only if k = 1, 2, 4, 8. The contradiction proves the proposition. 
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