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ABSTRACT
The connections between different entities define different kinds of networks, and many
such networked phenomena are influenced by their underlying geographical relationships.
By integrating network and geospatial analysis, the goal is to extract information about in-
teraction topologies and the relationships to related geographical constructs. In the recent
decades, much work has been done analyzing the dynamics of spatial networks; however,
many challenges still remain in this field. First, the development of social media and trans-
portation technologies has greatly reshaped the typologies of communications between dif-
ferent geographical regions. Second, the distance metrics used in spatial analysis should
also be enriched with the underlying network information to develop accurate models.
Visual analytics provides methods for data exploration, pattern recognition, and knowl-
edge discovery. However, despite the long history of geovisualizations and network visual
analytics, little work has been done to develop visual analytics tools that focus specifically
on geographically networked phenomena. This thesis develops a variety of visualization
methods to present data values and geospatial network relationships, which enables users
to interactively explore the data. Users can investigate the connections in both virtual net-
works and geospatial networks and the underlying geographical context can be used to
improve knowledge discovery. The focus of this thesis is on social media analysis and ge-
ographical hotspots optimization. A framework is proposed for social network analysis to
unveil the links between social media interactions and their underlying networked geospa-
tial phenomena. This will be combined with a novel hotspot approach to improve hotspot
identification and boundary detection with the networks extracted from urban infrastruc-
ture. Several real world problems have been analyzed using the proposed visual analytics
frameworks. The primary studies and experiments show that visual analytics methods can
help analysts explore such data from multiple perspectives and help the knowledge discov-
ery process.
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Chapter 1
INTRODUCTION
Recently, a variety of visual analytics methods have been developed to identify geographic
hotspots. These methods typically utilize various forms of aggregation and density estima-
tion to help analysts explore and identify relationships between events and their surround-
ings. However, such methods often ignore the underlying geographic network features,
whether they are social, virtual, or physical network features. Yet, networked phenomena
are ubiquitous, everything is connected to everything else [1], and near things tend to be
more related than distant things [2]. Thus, by linking network properties to the aggregation
model, hidden structures within the data can be revealed. As such, this thesis develops a
suite of visual analytics methods for exploring geographically referenced network phenom-
ena.
The major contributions of this thesis are:
1. The design of a visual analytics framework for networked based geographic phenom-
ena;
2. An application of network community aggregation for geographic analysis;
3. The formulation of network based kernel density estimation with variable edge weights,
and;
4. A geographic territory extraction methodology from networked phenomena.
These contributions focus on two major approaches: the aggregation of virtual networks
into geographic space, and; the aggregation of geographically referenced data onto physical
geographic networks. In order to demonstrate the effectiveness of the proposed framework
1
Figure 1.1: Visual Analytics Framework for Networked Geographical Phenomena
and methodologies, this thesis will focus on the application of these techniques to social
media data (specifically entrepreneurs) and criminal incident report data.
1.1 Visual Analytics Framework
Visual analytics is the science of analytical reasoning facilitated by interactive visual
interfaces [3]. Keim et al. explain the pipeline of visual analytics in detail [4]. In the
visual analytics feedback loop, the user interactively analyzes the data though a graphical
interface (GUI) and automatic models, such as data mining algorithms. This pipeline can
be tailored according to the requirements of the analysis. Figure 1.1 provides a conceptual
overview of the visual analytics framework used in the proposed system for geographi-
cal networked phenomena analysis. First, data are aggregated and linked with their cor-
responding geographical contexts. This step includes geocoding, record verification, and
topology extraction. The geographical contexts are also fed into the visual analytics system
for visualizations. The data is then presented through the GUI to the user. Besides the sim-
2
ple statistics, more information can also be discovered with automatic models. Through the
GUI, the user can query the data and change the parameters of visualizations and backend
models. The user can also return to the data for verification.
Through this framework, the users are enabled to link the spatial and network aspects
in the data. In this thesis, the focus is the visual analytics process provided to the users
and how knowledge is discovered through this visual exploration process. This pipeline is
applied to social media network analysis under the topic of an entrepreneur network. This
case shows how this process can link physical and the virtual networks. This pipeline is
also applied to hotspot identification, which is used to demonstrate how our frameworks
assist users to link point-phenomena with physical networks in crime analysis.
1.2 Virtual to Physical Network Analysis
One of the aggregation methodologies proposed in this thesis focuses on the aggrega-
tion of virtual networks (e.g., online social networks). In recent years, social media has be-
come a test sensor for network expansion, customer relations management, and marketing.
User-generated Internet and social media content are forms of big-data which is differen-
tiated from small data by its volume, real time or near real time velocity, and the variety
of sources from which it is generated [5]. The first method proposed focuses explicitly on
networked phenomenon in virtual networks. The goal here is to aggregate virtual networks
and project communities into geographic space to explore spatial associations and patterns.
A visual analytics framework has been developed that combines community detection al-
gorithms, geographic projections, and flow maps to enable analysts to link physical and
virtual geographies. The goal of this methodology is to support analysts in examining the
types of actors engaged in networked phenomena, to examine the geography of locations
that underlie these virtual networks, and to analyze the characteristics of these locations
as a means of explaining the intensity of virtual phenomena. To demonstrate the proposed
3
methodology, a case study on social media interactions surrounding entrepreneurship is
provided.
1.3 Aggregation Along Physical Networks
Another of the aggregation methodologies proposed in this thesis focuses on the aggre-
gation of data with respect to its underlying physical network geography (e.g., roadways).
Here the methodology focuses on how to modify traditional kernel density aggregation
models to factor in physical geographic networks. The goal is to aggregate data along phys-
ical networks to develop hotspot analysis metrics that better align to an analysts’ mental
model. A modified kernel density bandwidth is proposed that replaces Euclidean distance
with distance traveled along the network. This then allows mapping the density estimation
to network properties (such as speed limits), or allowing the analyst to insert a cut in the
network based on structural properties; for example, an interstate may serve as a natural
boundary to some phenomena. Thus, analysts can extract territories, analyze regions for
overlaps between different categories of phenomena, and identify regions with compound
risks (e.g., areas where several unique gangs are active). To demonstrate the proposed
methodology, several case studies using criminal incident report data are explored.
1.4 Distance and Projections
In geographical information systems, different projections serve for different purposes.
All the distance calculations in this thesis are performed using great circle distance, which
is the shortest distance between two points on the Earth’s sphere. In the local areas, such as
the case studies in Chapter 5, this distance can also be estimated with the length of the seg-
ment between the projected points. In the larger areas, such as the case studies in Chapter 3
and 4, the distance distortion becomes more obvious so the great circle distance is the only
choice. To maintain the distance parallel of latitude, Lambert Conic Conformal projection
4
is used in the case studies in Chapter 3 and 4. To fit better with the background images
and network, WGS 84 Web Mercator projection is used in the local areas investigated in
Chapter 5.
5
Chapter 2
RELATED WORK
The contributions of this thesis focus primarily on network and geographic analysis with a
specific focus on the aggregation of virtual networks into geographic space and the aggre-
gation of geographically referenced data onto physical geographic networks. A variety of
algorithms for detecting communities and aggregating geographic phenomena have been
developed, and the visual analytics community has built frameworks around many of these
techniques. In this chapter, related work in social media visual analytics, geographic vi-
sualization, network analysis, and hotspot analysis are summarized in order to frame the
content of this thesis.
In this thesis, networked geographical relationships will focus on two key aspects: vir-
tual networks bound to projected geography, and point phenomena distribution embedded
to physically refereed networks. These frameworks take cues from previous works and are
developed to integrate networked phenomena and geographical analysis.
2.1 Visual Analytics for Social Media and Geography
The rise of Web 2.0 and location-based services represents a change in the produc-
tion of Internet content. These changes have transformed the web from a one-directional
phenomenon to a bi-directional collaboration where users are able to interact and provide
content [6]. Examples of Web 2.0 services that assemble geographic information include
Wikimapia, OpenStreetMap, and GoogleEarth [6]. These new sources of online data are
associated with neogeography, which is the use of online data to create maps outside of
the boundaries of traditional geographic information systems (GIS) [7]. Several studies
have analyzed the content of Internet based geographic applications [8, 9]. Haklay et al.
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defines the term “geoweb” as “The Geographic World Wide Web”, which combines the ge-
ographical locations and internet topology with techniques such as mash-ups, crowdsourc-
ing, mapping application progamming interface (API), geostack , tags, etc. [10]. The Con-
voco Foundation visualizes the changes in accessibility of knowledge and the geographical
spread of knowledge through the internet in 10 different dimensions [11]. Hollenstein and
Purves present a mash-up with images, geo-locations, and meta-data such as tag texts to
analyze the tagging behavior and word choices in locations based social network [12]. This
study also helps the identification of the fuzzy boundaries between city neighborhoods and
areas. This methodolgy is also applied to analyze the relationships between citizen partic-
ipation in social networks and stereotypes of minorities [13]. Graham and Zoom defines
the term “cyberscape” as the representation of geographical locations on the internet and
visualize the representations with Google map markers [14]. These studies find an un-
evenness to the neographies that represent newer manifestations of the digital divide. For
example, an analysis of the geography of placemarks and waterlines that were produced to
document the damage wrought by Hurricane Katrina reveal persistent socio-economic and
racial disparities in the adoption and use of new digital technologies [15].
This case and other studies highlight the power relations behind Internet content which
is reinforced by the persistence of large knowledge institutions and the structure of intel-
lectual property rights [16]. These biases raise questions about the representativeness of
user-generated data. These representation issues are compounded by the black-box nature
of the algorithms used. This nature could happen in the procedure when data are collected
and processed before they are downloaded by end users for additional analysis. These
issues also create additional algorithmic uncertainties about the procedures, implementa-
tions, data models, and structures used to collect and process data [17]. This uncertainty
means that spatial patterns generated from big data may in fact be an artifact of the algo-
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rithms used to process the data rather than meaningful geographic patterns that reveal new
insights about this rapidly evolving world [17].
While social media data is not always a viable way of analyzing all kinds of research
questions – particularly those related to unraveling research questions related to interper-
sonal and social differences [17] – a growing number of studies agree that this new source
of data contains promise and has the potential to reveal patterns that are not visible using
conventional methods and data [14, 18]. Specifically, social media data can provide res-
olution on moments and mobility within urban areas at finer time-scales than traditional
datasets [19], which facilitates new kinds of analyses about cities [20]. This availability
of large digital datasets has been a key factor in the Smart Cities movement [21] where
these new sources of digital data are being used to understand cities [21, 22] and provide
an exciting entry point for exploring emerging relational geographies. Increasingly, studies
of relationships within networks highlight a relational turn in urban and economic geog-
raphy [23–25]. This relational turn reflects the importance of analyzing the position of
cities within different types of networks. Taylor analyzes the world city networks in the
hierachical structure framework [26] and three imporant cities which are framed as “com-
mand centers” in the network [27]. However, the rapid development of communication
and transportation has greatly cut the cost of connections. Zook and Brunn analyze this
trend and its influence on the landscape of world city networks by using airline networks
database [28]. Although the distance is greatly shortened by the internet, geographical lo-
cations still place imporant impacts on cyberspace structures. Tranos and Nijkamp argue
that physical distance and other relational proximities still play important roles in internet
infrastructure structures [29].
With regard to relational geographies, big data may prove useful in analyzing online
social networks. In this respect, the analysis of digitally-mediated interactions on social
media is particularly interesting because entrepreneurship is known to be a process where
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networking plays a critical role [30–32]. Entrepreneurs rely on networks for a variety of
reasons. For example, networks are critical to obtaining access to information, access to
customers and suppliers, and financial support [33]. Based on work in sociology which
has examined social networks via the strength of interpersonal ties [34], it has been sug-
gested that entrepreneurial networks consist of two primary types of connections or levels:
strong and weak ties [32]. Weak ties promote diversity because they are more likely to pro-
vide linkages to different groups than would otherwise be connected via strong ties [34].
Thus, weak ties are important because they expand the size of entrepreneurial networks
which diversifies access to different types of people and resources [32]. It is also noted
that networks need to evolve over time to ensure an optimal number of ties and a diverse
mix of actors [35, 36]. This optimal mix is likely to evolve over time between the new
venture launch process and subsequent venture development [32]. Overall, studies agree
that entrepreneurial networks should be sufficiently large to ensure access to a diversity of
information resources. This is important because information is more likely to be spread
across a number of individuals rather than concentrated in few resources [37]. Furthermore,
recent work on networking shows that social media outlets can help entrepreneurs improve
insights about available resources [38], market their businesses [39], and build online so-
cial capital [40], although the amount of time spent on these networks can have decreasing
returns if utilized too heavily [38].
Despite the wealth of research dealing with entrepreneurship as a networked phenomenon,
little is known about the relational geographies between actors within these networks.
Physical entrepreneurial networks promote collaboration and the flexibility needed to be
competitive in the global economy; it is one of the reasons Silicon Valley is one of the most
vibrant locations for entrepreneurship in the world [41]. More recently, however, work has
begun to highlight the ability of entrepreneurs to maintain networks cross large physical
distances. Saxenians work on the new Argonauts, for example, identifies a group of middle
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class people from other countries who are educated in the U.S. and have been successful
in stimulating entrepreneurship in newer, more peripheral technology regions through their
U.S. based network connections [42]. These networks across large physical distances, and
the importance of weak ties in facilitating a wider and more diverse set of actors within so-
cial networks [33, 34, 43], provide an interesting backdrop for investigating the relational
geographies of entrepreneurial networks.
In recent years, visual analytics has shed light on the analysis of information propa-
gation in online social networks. Whisper is the first comprehensive system to analyze
spatiotemporal information diffusion on Twitter by tracing retweeting behaviors [44]. A
similiar visual design is also implemented in the system “RApID”, which is designed to
perform real-time analysis of information diffusion on Twitter with the social graph extrac-
tion feature [45]. Based on this direction, more aspects of information spreading patterns
are unveiled with data mining and visual analytics approaches. SentiView combines evo-
lution modeling and interactive model adjustments to analyze the temporal dynamics of
sentiments in social media discussions [46]. Cody et al. compare the sentiment trends on
Twitter indicated by corresponding keywords in a more quantitive approach [47]. Cao et al.
propose SocialHelix, which visualizes the sentiment divergence in the discussion about one
specific topic on social media [48]. By using data mining algorithms for outlier detection,
Zhao et al. propose a visual exploration framework, FluxFlow, which shows the anomalous
information spreading [49]. Xu et al. visualize the competitions between topics on social
media [50]. As a followup, Sun et al. propose EvoRiver, which is a visual analytics system
combining cooperation and competition relations between topics in a modified theme river
visualization [51]. Wu et al. propose OpinionFlow, which visually summarizes diffusion of
opinions about topics by integrating information diffusion models and density maps [52].
The GPS coordinates embedded in the social media posts can also be used as a sen-
sor for events. By aggregating the locations in the social media posts, we can discover
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movement patterns in urban commuting networks [53, 54]. ScatterBlogs2 provides a vi-
sual exploration tool to perform real-time monitoring over social media text, geolocations,
and topics [55]. SensePlace2 is proposed to show the potential in closing the gaps between
geographical analytics on Twitter, event detection, and crisis management [56]. Abnor-
mal events are detected through real-time monitoring of such sparse information [57]. By
extracting the trajectories of the specified users, anomalous movement can also be de-
tected [58]. Thom et al. propose a mash-up system to show the related social media key-
words and their geographical hotspots to detect anomalies [59]. LeadLine provides linked
views to help event detection though temporal bursts, keywords, and geo-locations [60].
Social media data can also effectively track spatially spreading events, such as earth-
quakes [44, 61].
2.2 Network Based Geographic Visualization
There are two major categories of visualizations for network based geographic visu-
alization. The first category derives from graph drawing algorithms which use node-link
or adjacency matrices. The second category starts from networks, which are physically
constrained in their geographical background, and embeds information into the networks.
The most straightforward visualization for graphs is a node-link visualization. This vi-
sualization is intuitive, straightforward for global structure with proper layouts, and very
flexible. However, it has high complexity (greater than N2) for layouts and is unscalable
to large networks because of computational complexity and visual clutter. Solutions to
these issues include clustering, bundling, crossing reduction, and filtering. Clustering and
bundling methods reduce visual clutter by combining nodes or edges together. Filtering
methods take the network structure to guide the user on subnetworks to simplify the anal-
ysis. Filters often rely on clustering results. Another challenge of node-link visualizations
is binding nodes to geographical locations. The first solution is to use 3D visualizations to
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avoid the positional restrictions of the 2D geographical space [62]. The added difficulty of
visual tracing and interactions do not yield obvious advantages in traditional 3D displays.
To solve this issue, new interaction techniques such as Virtual Reality (VR) can be intro-
duced [63]. Another method is edge bundling. Edge bundling can be based on metrics such
as geometry features [64, 65], data hierarchies [66], force directed interactions [67], and
kernel density estimation [68]. When the graph is not very large, proper arrangement of
edges can also reduce clutter introduced from intersections and overlaps. Cartography sur-
veys provide design suggestions for graph drawing in geographic visualizations [69, 70].
They suggest that the visualizations should be adapted according to the priorities in analyt-
ics tasks. For example, in underground railway maps, the topology of connections should
be prioritized by relaxing the physical location restrictions. Another suggestion is to use
multiple linked views.
An adjacency matrix is another visualization method for networks. This visualization
is suited better for dense graphs because it avoids edge crossings in node-link drawings.
However, it is not as intuitive as node-link visualizations. It is also very hard to track a path
in a matrix visualization. This visualization is more suitable to track the quantitative edge
properties in a network. A typical application of an adjacency matrix visualization in geo-
graphical networked data visualization is origin-destination (OD) matrix visualization [71].
By putting OD matrices onto the map, the OD map shows the associations between geolo-
cations and travel patterns [72]. Maptrix combines the OD matrix and the linked map view
to show many-to-many flows among geographical units [73].
Another trending geographical networked data visualization is to embed information
into physical networks. These visualizations are required mostly in trajectory visualiza-
tions. Andrienko et al. present a survey of possible aggregation methods of movement
data [74]. There are also two major types of the integration between spatial movements
and other dimensions. The first method uses 3D visualization to add a dimension besides
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geographical locations. This idea comes from the concept of a 3D spatio-temporal cube so
it is intuitive and good for presentations. However, it also increases lots of complexities
to visual observation on local areas and interactions. An example is the stacking-based
visualizations of trajectory data proposed by Tominski et al. [75]. For example, temporal
values can be “stacked” into wall-like visualizations. Another kind of 3D integration is
inspired from vessel visualization in medical imaging which renders the network as vessel-
like shapes [76]. This method can also be extended with density functions [77]. The second
method uses 2D visualizations and encodes the information with shapes or colors on the
roads. To embed shapes, such as charts, into road maps, deformation is necessary because
of the limited of visual road width. Along a specific route, Sun et al. propose two algo-
rithms to widen the roads to embed temporal theme river [78, 79]. This visualization suits
detailed temporal information along a specific route. However, it cannot present the global
spatial patterns. With the density function, Bristle maps encode values into shapes along
the roads, which enables multivariable density visualization [80].
Besides the visualizations summarized above, interactions can also assist the analysis
procedure. For example, a fish eye lens can dynamically zoom into the selected area for
more details. Edgelens utilizes an algorithm which pushes the edges in the fish eye lens
away from each other to make them more visible [81]. TrajectoryLenses aggregates tra-
jectories and uses an interactive lens for filtering and detailed information [82]. Liu et
al. visualize temporal information with a circular axis around the selected area [83]. Hu
et al. propose a two-layer 3D visualization to integrate a force-directed graph layout and
geographical context [84]. Linked multiview is also helpful to understand the complex
attributes along spatial networks [85].
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2.3 Network Analysis Algorithms
To analyze the structure of the virtual networks and their relations to see underlying
geographical context, one fundamental approach is to identify clusters or communities in
the networks. In most cases, the communities are identified with regard to an objective
function. This function defines the intuition of a cluster. In most analytic tasks, the clusters
are defined as groups of nodes with better internal connectivity than external connectivity.
Leskovec et al. compare a range of objective functions [86]. Girvan and Newman propose
an algorithm based on “edge betweenness”, the GN algorithm [87]. The GN algorithm
avoids many shortcomings and was used as a standard method in network community iden-
tification. However, this algorithm is very expensive in terms of compuational complexity.
The complexity is M2N, where M is the number of edges and N is the number of nodes.
This complexity makes it pratically infeasible for large networks [88]. Using the quantita-
tive definition — which is similiar to modularity — Radicchi et al. propose an algorithm
using structural edge-clustering coefficient based on triads, which has lower computational
complexity than the GN algorithm [89]. Modularity is another straightforward metric of
the quality of an partition [88]. It compares the density of inter and intra-community edges.
However, it is NP-hard to reach the global optimization of the objective function [90–92].
From physics, the ideas of conductance is introduced into social network analysis. Kan-
nan et al. propose a spectral algorithm which maximizes the connectivity and resistance
of the inter-community edges [93]. Flake et al. propose a heuristic based on network flow
construction [94]. They also define the community in a network as a set of nodes which
have more edges pointing to the inside of the community than outside [95]. This pair-
counting idea is applied in defining strong and weak communities [89]. This idea is also
used as a comparison metric for different clustering results [96]. As a followup, modularity
is introduced as a measure for an optimization based network community detection [97].
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Besides the hierarchical optimization procedure, spectral approaches are also used to get
the approximate results [98, 99]. This thesis focuses on the algorithms based on hierar-
chical modularity optimization. Xiong et al. propose an information diffusion model and
discovered that the modularity in social network topology impacts the outbreak size and
spreading speed [100].
2.4 Geographic Hotspot Analysis
Besides projecting a virual network onto its geographical context, the second aspect of
geographically networked data analysis is to analyze event distribution patterns bound to
physical networks. Hotspots, defined as areas of concentrated incidents, are widely used for
spatial analysis and predictions (e.g. [101–103]). The most widely implemented method
is Kernel Density Estimation (KDE) [104]. Implementations of KDE are available in a
variety of tools which have been used to study wildfires [105], air traffic patterns [106],
criminal incident reports [107], etc. For example, Maciejewski et al. explore spatiotem-
poral changes in emergency department records using a kernel density estimation [108].
Scheepens et al. apply kernel density estimation to trajectory aggregation and use con-
tour lines to help analysts predict the movement of ships [76, 109]. Tao et al. transform
hotspot into hot flow detection with kernel density functions over flow data [110]. Razip
el al. present a mobile toolkit to help citizen and law enforcers assess risk levels in urban
areas where risk was visualized as a density estimation [111]. Work by Krisp and Peters
focuses on using density estimation for vectors to reflect temporal movement trends [112],
and Kim et al. extend kernel density estimate heatmaps by introducing linear elements in
the map [80]. According to a report by the National Institute of Justice, hotspots can be
identified from various methods and they should be chosen according to the tasks of the
applications [102]. The identification of spatiotemporal distribution patterns can provide
guidance to interventions for crime reduction [113].
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As such, previous studies have demonstrated that the underlying assumption of a 2D
space is too strong when exploring point events occurring in a geographically defined net-
work space [114, 115]. Given these issues of spatial boundaries and Euclidean distance
measures, there is a need for techniques that can better incorporate geographic features,
particularly networks. This has led to a variety of methods that focus on incorporating
the underlying network geography. Okabe et al. applies kernel density functions to geo-
graphical networks, which were later implemented in SANET, a toolkit for geographical
network analysis [116–118]. Xie and Yan proposed lixel, a discretization approach for
network KDE, and made a series of experiments to compare the effects of different ker-
nel functions and parameters [115]. Borruso explores the effectiveness of network KDE
in real world applications [119], and Shiode introduces geographic network into spatial
clustering [120]. Tompson et al. proposed hot routes to investigate the density of crime
along daily commute routines in London [121], and Heim developed a segment-indexing
approach to analyze street crimes [122]. Laffan and Taylor introduce boundaries into the
KDE calculation based on user drawn routes [123]. BirdVis integrates tag clouds and KDE
heatmap for the analysis of relative habitat preferences [124].
Specifically, hotspots are often used in crime prevention. The core hypothesis is that
crimes are concentrated in certain places [125]. In practice, crimes are concentrated in
certain street segments. Andersen et al. find that 50% of property crimes happen on only
5% of street segments and intersections in Vancouver [126]. However, 5% of street seg-
ments cannot provide direct guidance in large metro areas because there are still too many
street segments. Hipp and Kim propose a solution which uses nonuniform spread analysis
of crime incident data [127]. Hotspots are successfully applied in police patrol schedul-
ing [128–131] and public policy making [132, 133].
There are several concerns about the accuracy and effectiveness of KDE hotspot meth-
ods in spatial analysis. The first concern is the data quality. Hart and Zandbergen show that
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hotspot mapping can greatly alleviate the data quality issues introduced by geocoding errors
and GPS device errors [134]. Chainey et al. propose prediction accuracy index (PAI) for
hotspot identification methods to perform the quantitative evaluations [135]. Drawve et al.
compare different hotspot mapping and modeling methods with PAI and Recapture Rate
Index (RRI). They conclude that integrating the environmental background can improve
overall performance [136, 137]. Based on the evaluations and user studies, Ratcliffe pro-
poses a framework to guide better crime prevention strategies based on the spatial hotspot
properties and underlying temporal trend patterns [113]. The hotspot algorithm proposed
in this thesis is also evaluated under different settings.
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Chapter 3
VIRTUAL NETWORKS IN GEOGRAPHIC SPACE
Geographical space influences virtual spaces such as social networks with spatial dis-
tance [1]. A visual analytics framework is proposed to analyze the interactions between
different geographical areas in virtual space. Social networks constructed from US en-
trepreneurs are used as a demonstration.
These data are promising because they represent untapped sources of information which
may help us understand the rapidly evolving world, and a growing body of work has high-
lighted their analytical utility [11, 18, 138] due to the high spatio-temporal resolution they
provide [19]. This thesis focuses on networked phenomenon in virtual networks and their
projections into geospatial space. Specifically, this work focuses on an the example of
social media interactions surrounding entrepreneurships.
Despite the promise of social media data, the sheer volume of information generated
present storage and analytical challenges [139] as well as challenges in quality control, doc-
umentation of content, documentation of data collection techniques, and rigorous sampling
methodologies [5, 140]. These issues call into question the representativeness of analyt-
ical results drawn from data sources [17, 141, 142] and raise important questions about
the appropriate research domains and conclusions that may be drawn from the data. How-
ever, with understanding process of who uses particular social media platforms, this user
information represents a way forward for understanding the types of research questions for
which social media data may prove valuable [143]. For example, social media user pro-
files that match with populations of research interest may be a way of mitigating (albeit not
completely eliminating) representation issues associated with social network data. In this
regard, the use of social media data in order to analyze entrepreneurial networks represents
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a promising research area where the data from Twitter could prove valuable. Prior work
has highlighted that the process of conceiving of and starting an entrepreneurial venture
is a fundamentally networked activity [30–32] where weak ties from a diverse and large
group of actors can improve access to information [37]. More recent work also highlights
that social media can improve access to information for entrepreneurs [38].
Given the promise social media offers for entrepreneurship studies, this thesis explains
methods to analyze digitally mediated interactions using Twitter data collected about a va-
riety of actors engaged in entrepreneurial networks for the United States over an eighteen-
month period. The goal of this analysis is threefold: to examine the types of actors en-
gaged in these digital networks, to examine the geography of locales active on Twitter
in the entrepreneurship domain, and to analyze the characteristics of locales that explain
the intensity of activity on this social media platform. This study makes two important
contributions to entrepreneurship research and geographic research on social media. First,
the analysis highlights how social media may be used to analyze entrepreneurial social
networks on a larger scale than social network data generated from primary survey data
collection efforts, which has limited prior work on these networks to case studies [31, 144].
Second, the incorporation of ancillary data in the analysis highlights how social media
may be used to explore relational geographies of entrepreneurship and the characteristics
of places interacting via social media and other types of digitally-mediated communication
platforms [143]. Analytical results reveal that the hashtags used in this analysis do capture
(albeit not exhaustively) well-known, important actors in entrepreneurial networks and im-
portant subtleties in the geography of locales engaged in these networks. The network
clustering algorithm used in the analysis is based on modularity optimization. In the next
chapter, the effectiveness of different algorithms are also compared based on modularity
optimization on this dataset.
19
3.1 Data Description
The United States was selected for analysis because it is regarded as a country with
numerous hubs of entrepreneurial activity including Silicon Valley in California, the Route
128 area of Boston, Massachusetts [41, 145], and Austin, Texas. For the purposes of this
study, entrepreneurial activity is characterized by retweets that are identified as pertaining
to entrepreneurship by the hashtags #entrepreneur or #smallbiz 1 . These hashtags were se-
lected because they appear frequently in Tweets from people that identify as entrepreneurs
as well as Twitter communications from entrepreneurship support organizations such as
the Kauffman Foundation and the Small Business Administration. In addition to the work
done by the authors, several online articles that talk about Twitter and entrepreneurship
explicitly highlight that the hashtags used in this paper are important for entrepreneurs to
follow and use [146–148]. Another advantage of hashtags over plain words is that hashtags
can exclude many unrelated tweets which can be confused with similar word choices. For
example, the keyword ”small business” might include results such as ”small business card
printing”. The major analysis in this study focuses on retweets based on the precedent of
prior work [143]. Retweets are an indication of the spread of information within networks
and have been used to analyze the influence of particular users within networks [149].
These ideas are integrated in a geosocial gauge, which is a system to summarize informa-
tion in geo-located tweets [150].
This study evaluates networked geographies of entrepreneurial activity between U.S.
counties. Information gleaned from retweets are designed to capture interactions between
formal and informal actors in entrepreneurial networks, per Birley who defines entrepreneurial
networks as containing “formal networks (banks, accountants, lawyers, Small Business Ad-
1This thesis argues that small businesses are distinct from new entrepreneurial ventures and the use of the
hashtag #smallbiz in combination with the hashtag #entrepreneur is not meant to suggest otherwise. Instead,
the combination of these hashtags comes from their frequent use in combination with one another and also
the fact that most people (even entrepreneurs) confuse these two types of enterprises.
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Twitter Screen Name Name
Support Organizations
azcommerce AZ Commerce Authority
CommerceGov U.S. Commerce Dept.
HouseCommerce Energy and Commerce
USDOCLibrary Commerce Library
HBCUChamber HBCU Chamber of Commerce
AustinEcommerce eCommerce Websites
USDOL U.S. Labor Department
KauffmanFDN Kauffman Foundation
1MillionCupsPRO 1 Million Cups Provo
Information Resources
Inc Inc.
WSJsmallbiz WSJ Small Business
JOC Updates Journal of Commerce
FastCompany Fast Company
FastTrac Kauffman FastTrac
EntMagazine Entrepreneur
Venture Capital/Financial Resources
UMSocialVenture University of Michigan Social Venture Fund
UrbancapitalChi Urban Capital Chicago
kelvincapital Kelvin Capital
ingresscapital Ingress Capital
licapital Long Island Capital Alliance
kpcb Kleiner Perkins
Table 3.1: Entities Active on Twitter
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Figure 3.1: Sample Tweets in the Topics of Entrepreneurship Geolocated Using User Pro-
files
ministration (SBA)) and the informal networks (family, friends, business contacts)” [31].
The retweets collected are also designed to capture entrepreneurial activity across multiple
stages of the venture creation process (motivation phase, planning phase, and establishment
phase) [151]. Table 3.1 contains a sample of different types of entities active on Twitter
for this particular study period and validates that the hashtags used in the ensuing analysis
do indeed capture interactions amongst entrepreneurial actors across multiple phases of the
venture creation process. This table contains the names of support organizations, informa-
tion resources for entrepreneurs, as well as venture capital companies and other sources of
financing for new ventures. Individual entrepreneurs, as well as other persons active on
Twitter and engaged in the entrepreneurship community, are not listed in this table due to
privacy concerns. Inc. magazine, for example, is a magazine focused on issues pertaining
to entrepreneurship and small businesses. It is also famous for its annual publication of Inc.
5000 firms, which is a list of the fastest growing small, private U.S. businesses [152].
Figure 3.1 displays some sample tweets collected for this study. In this figure, the user
name and profile photo are in the top-left corner, and specific profile details (user specified
location, followers) are obtained by clicking the user name. Tweets also contain specific
grammar including hashtags, mentions and retweets. Hashtags are words or phrases begin-
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ning with the “#” sign. This is used to mark topics associated with the tweet. Mentions
use the “@” symbol with a user name to link the Tweet to another user. Retweets are a
reposting of someone elses Tweet in a Twitter feed with the “RT” symbol as an attribution.
For this study, Twitter data with the hashtags #smallbiz and #entrepreneur between January
1, 2013 and June 30, 2014 were collected. If a Tweet is retweeted, all retweeted incidents
are also captured from the stream as the retweet will contain the same hashtags of interest
(i.e., #smallbiz and #entrepreneur).
To collect tweets, two crawlers were developed to combine the Topsy and Twitter search
APIs. Here, the use of the Topsy API is critical because this company is a certified reseller
of Twitter information that provides full access to the Twitter stream, which is an improve-
ment over the one percent sample of tweets provided by the Twitter streaming API [153].
First, the crawler queries Topsy for all Tweets within a given time range, and the results
from Topsy are returned. Next, the crawler results are fed into a distributed Twitter crawler
based on the Twitter Search API [154]. The Twitter crawler searches the tweets by the
ID number from Topsy results and saves the full Tweet into a MongoDB instance. Based
on this process, 6,507,506 tweets were collected. 24.5 percent of these tweets (1,594,530)
are retweets that contained the hashtags #smallbiz and #entrepreneur. These 1,594,530
tweets are used as the basis for creating the retweet network which represent interactions
on Twitter.
3.2 Geocoding Tweets
The tweets collected are linked to 297,639 unique users. To geocode tweets, locations
are derived from profiles based on either GPS coordinates or text information. This is
possible because users share locations in their profile as free-form text, such as “NYC” or
“Bay Area, San Francisco” which can be converted into coordinates with map APIs as is
the case with prior studies [143]. User profile information is the principle means of location
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information in this study because we are interested in associating tweets with the locations
users identify as their base of operations. Although users can lie about their locations or
provide unusable information such as “universe” in profile information [16, 155], we argue
that active users on Twitter engaged in entrepreneurship have an added incentive to provide
accurate location information; particularly if they are using social media to market their
businesses as prior studies have indicated [39].
Users and their associated tweets are geocoded to the county level per the precedent of
prior work [142] and to minimize geocoding errors that could propagate at finer scales of
analysis. Of the users in the global dataset, 89, 914 were ultimately geocoded to county
level locations in the U.S. The vast majority of these users (89, 411) were located from
user profile information, the remaining users (503) were located from GPS coordinates. A
small fraction of users (less than 0.5 percent) had multiple cities listed in their profiles (e.g.
Milwaukee/Madison/Chicago). In these instances the first city listed was used to geocode
the user. Given the noted mismatch between GPS coordinates and user profile information,
which may indicate the location of the person tweeting instead of the GPS location of their
base location [16, 143], the match between GPS locations and user profile information
was also examined; there was an 82% match between users with both GPS and location
information in their profiles Overall, 5.5 percent (126,366) of all tweets collected could be
geocoded. While small, this percentage is five times the one percent of tweets typically
used in studies where only GPS identified Tweets are used for geographical information. A
summary of the users and tweets can be found in Table 3.2 where shaded cells sum to the
total number of users in the dataset [153, 156].
3.3 Representation Issues with Twitter Data
As with any data source, there are questions associated with the representativeness and
accuracy of these data. This is particularly true with Twitter data, which has been noted to
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represent a very specific sub-set of people [141, 142], which limits the utility of these data
for the analysis of social, gender, and racial issues [17]. Other issues noted with these data
are that user accounts are not unique to one user but may be used by multiple people, or
one person may have multiple accounts [141]. Another issue noted with using Twitter data
is that it may exclude users that are active listeners and participants in the network but do
not actively post information on the network [157, 158]. Studies do suggest, however, that
Twitter data may be used to understand Internet mediated interactions in a meaningful way
when combined with ancillary quantitative and qualitative data [143]. Twitter and internet
users are widely used as sensors for social events and opinions. However, Twitter data have
sampling biases. First, Twitter users are more likely to be from populous areas. People
in sparsely populated areas are more likely to be underrepresented. The second bias is the
gender bias declined to male users [142].
In an effort to mitigate representation issues associated with the small sample of Twitter
data that may be geocoded, the use of data from Topsy, which provides access to the full
Twitter firehose, mitigates well-known sampling issues associated with use of data from
the Twitter API [153]. Further analyses on the data were also performed to check for
potential pattern bias due to a large volume of Tweets generated from particularly domi-
nant users. An analysis of Tweets per user revealed an average number of 1.4 tweets per
user and the distribution follows the known power law distribution of Tweets. Users with
a large number of Tweets 2 in the dataset were further verified to ensure they were rep-
utable sources. A harder issue to grapple with, however, is the issue of social, economic,
and demographic representativeness of these data. It is well-established, for example, that
user-generated data is dominated by highly educated, Western, wealthy, white males [143].
Despite these issues, demographic studies of the Twitter user community suggest that, in
2The user most retweeted by U.S. users is @AlleyWatch. The user with the most retweets from U.S. users
is @InnovateM.
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the context of applying Twitter data to studying interactions between members of the en-
trepreneurship community, these issues of representation are less problematic than other
applications of Twitter-derived data because the profile of Twitter users and entrepreneurs
overlaps substantially.
According to a recent Pew Research survey, twenty-three percent of online adults used
Twitter in their March-April, 2015 survey [159]. This report highlights that thirty percent
of the users were urban residents, twenty-one percent suburban, and fifteen percent rural.
It also highlights that the majority of users are higher income adults under the age of 50.
Outside of this study, other work evaluating the demographics of Twitter users has found
supplemental and supporting evidence to the Pew study. Adnan et al. found an underrep-
resentation of ethnic minorities on Twitter, particularly Hispanic/Latinos [160]. They also
found that the largest segment of the Twitter user base is in the 20-40 age bracket. Aside
from these demographic characteristics, other work has found unusually high representa-
tions of creative occupations (actors, artists, and writers) who use Twitter for promotional
purposes [161].
Interestingly, the demographic of Twitter users overlaps substantially with the profile of
entrepreneurs. It is well established that while older people do participate in entrepreneur-
ship, their willingness to do so declines with age [162, 163]. Thus, younger people are
more likely to be entrepreneurs than are older people [164, 165]. In fact, studies suggest
that the prime age for entrepreneurship is between the ages of 30-40 [166]. Based on these
studies and others, which find that entrepreneurs are white, highly educated males between
the ages of 35 and 64 [167], there does appear to be a substantial association between the
profile of entrepreneurs and the Twitter users. Entrepreneurs are also noted to use Twitter
for business networking purposes [38, 168].
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3.4 Assessment of Topic Discussions in Hashtag Cohort
Along with the issue of representativeness, it is also important to assess that the dis-
cussions on Twitter around the chosen hashtags are relevant to entrepreneurship. Using all
tweets in the dataset from the 89,914 users geocoded as previously described, topic model-
ing analysis was conducted using latent dirichlet allocation (LDA) [169]. LDA takes each
Tweet and attempts to learn the top k topics based on the probability of word occurrence in
the Tweets. A value of k = 20 was used to extract the 20 largest topics from the corpus of
tweets. The largest topic was motivational/inspirational leadership quotes, followed by tips
on building a business website and blog, discussion on hot brands in the market, and tips for
small business owners. The only major topic discovered that was marginally unrelated was
a topic relating free giveaways; however, these giveaways can be seen as marketing strate-
gies for small businesses to get their products to market. Overall, this analysis indicates
that the topics found in the retweets related to #entrepreneur seem relevant to discussions
of entrepreneurship and would fall into the concept of capturing entrepreneurial activity
across multiple stages of the venture creation process (motivation phase, planning phase,
and establishment phase) [151], as discussed previously.
3.5 Method
In order to explore the networked interactions between Twitter users engaged in en-
trepreneurial networks, a suite of analytical techniques are combined including network
analytics, community detection, and regression analysis. This methodology expands upon
previous work with TweetXplorer [170], which was used for exploring either the number of
tweets, or the social media network, but not both simultaneously. In this analysis, ancillary
county data are also incorporated to contextualize the network analysis as recommended
by [143].
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Figure 3.2: Total Retweets per County
3.5.1 Network Analysis
In the network analysis, the retweets between users are considered to be directed edges
between the counties. In this way, it is possible to explore the networked geographies of
users. If a Tweet originates in county A and is retweeted by county B, then the direction is
considered to be A flowing to B. Edges flowing in the same direction between two counties
are merged into one weighted edge, the weight of which is the number of the retweets. Once
the graph is created from the data, the Clauset-Newman-Moore algorithm [171] is applied
to identify network communities in the data. This is a hierarchical aggregation algorithm
for detecting community structures within networks using a greedy optimization based on
the modularity of a network. Modularity Q is a measure of the strength of connectedness
within a network, and social connections in communities imply a faster rate of transmission
of information. As such, communities in networks are defined as groups (or clusters) of
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Figure 3.3: Retweets per Thousands of People for Each County
densely interconnected nodes that are only sparsely connected with the rest of the network.
The definitions of modularity are explained in detail in the next chapter. High modularity
values correspond to well-defined community structures.
The Clauset-Newman-Moore algorithm begins with each node in the network repre-
senting its own community of size one. The algorithm then repeatedly joins together two
communities such that the resulting new community will represent the largest increase in
the modularity value, Q. Thus, for a network of n users, n− 1 combinations will leave us
with a single community. The algorithm converges when the modularity cannot increase
anymore or it reaches a user-defined threshold. The threshold can be selected by cross
testing on different parts of the data. First, the data is split into segments and the algo-
rithm computed without using a threshold. In this case, the algorithm will converge into
one community. Then sub-communities are discovered by reversing the computation pro-
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cedure. In this manner, small communities may be identified, as well as other larger major
communities. By observation, the maximum polarity becomes stable near a threshold value
of 0.2. In experiments on the dataset, the smallest major community consists of 98 counties
and the largest minor community (noise) consists of 4 counties. Based on this analysis, a
threshold value of 0.2 is used to extract communities.
This process can be compared to a random graph which has no community structure.
From the definition of modularity, a random graph has a modularity of 0. Any deviations
from the random graph will lead to a clustering effect that identifies communities, which
enlarge the value of Q. As Q increases during the algorithms procedure, clusters form,
which represent the community structures of the graph. In other words, the clusters found
in this process represent network community structures. This means that counties within
the same cluster are more likely to have stronger internal interactions than counties in
different clusters. Furthermore, the connections between the clusters will be sparse, and by
filtering the edges based on centrality measures, analysts can quickly identify the central
hubs of the clusters. Once a cluster classification is assigned to a county, the networks can
be projected onto a choropleth map [67] as shown in Figures 3.4−3.9.
3.5.2 Visual Analysis of Network Interactions
In order to explore relational geographies of Twitter communications related to en-
trepreneurial activity, a visual analytics (VA) framework combining geographic community
projection, and flow maps was developed. Flow maps combine maps and flow charts as a
means of showing the movement of objects from one location to another, making them ideal
for communicating retweet flows from the region in which the Tweet was generated to the
regions in which the retweet was generated. The VA framework in this paper combines net-
work community detection using the Clauset-Newman Method described in Section 3.5.1
and flow map visualizations.
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Figure 3.4: Community 1 Includes the Key Nodes Including Suffolk, MA, Fairfax, VA, and
Cobb, GA.
The flow maps are visualized as node-link diagrams in geographical space. However,
node-link diagrams with a large amount of nodes and edges often suffer from visual clutter.
For the balance between interactive performance and visual effect, a force-directed edge
bundling for flow map simplification is used. This algorithm models the edges as springs
that can attract each other. The edges are divided into subdivision points. Within one edge,
zero-length springs exist between consecutive points. Between nearby edges, an attracting
electrostatic force is used to combine edges. In each step, the points are moved according to
the forces calculated from the two forces. Users can also interactively filter edges based on
network properties such as in-degree, out-degree, and centrality. In this manner, analysts
can quickly explore both internal structures of the communities as well as filter to see the
most salient community hubs, as shown in Figures 3.4-3.9. To find the spatial relationships
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Figure 3.5: Community 2 Covers the Locales on the East and West Coasts, in the West, and
in the Midwest.
among counties within a specific community, the average distance from the county to other
counties in its community is calculated. The links within the communities are also drawn
on the map to show the spatial structure of the community.
3.6 Results
Figure 3.2 displays the geographic distribution of counties with the most retweets. This
graphic highlights a distinct geography of retweet activity over the 18-month study period.
The counties that contain cities such as San Francisco, California; New York City, New
York; Boston, Massachusetts; and the Northern Virginia portion of the greater Washington,
D.C. metropolitan area are key hubs of retweet of activity. Interestingly, these locales
represent important hubs on the Internet backbone [172] as well as well-known hubs of
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Figure 3.6: Community 3 Includes Counties such as San Francisco, CA, Henrico, VA and
William, TN.
entrepreneurial activity [41, 145]. Other notably active counties, although somewhat less so
than the aforementioned counties, include those pertaining to the Raleigh-Durham, North
Carolina; Denver, Colorado; and Seattle, Washington metropolitan areas. The counties
containing the Rustbelt cities of Detroit, Michigan and Cleveland, Ohio also appear to be
somewhat active on Twitter. Several of the Great Plains states including North Dakota
and South Dakota, as well as Western states such as Idaho and Wyoming are noticeably
less active. This is not necessarily surprising given that Twitter data is more prevalent
in urban and suburban communities [159], as well as the comparatively lower levels of
broadband availability, in this portion of the country [16]. Aside from information about
who is most and least active in producing Tweets pertaining to entrepreneurial activity,
another notable aspect is the relatively static nature of retweet activity for the hashtags
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Figure 3.7: Community 4 Shows a Community Centered Around New York.
analyzed in this study. Prior to conducting the community analysis, a temporal inspection
of retweets was done. The data was broken into six separate three month time intervals and
inspected for consistency. While some locales, such as Fulton County, Georgia (Atlanta),
have minor variations in terms of the magnitude of their Twitter activity, the maps of the
three six-month sub-periods did not present dramatically different pictures of tweet activity.
Figure 3.3 shows the normalized number of retweets by the population in the corresponding
county. Many large metropolitan areas are also include. This pattern is also observed in
the research of Mislove et al. [142]. Besides this, lots of sparsely populated areas are
also highlighted. Many counties with research universities or natural amenities are also
identified with lots of interactions.
Given the relatively static nature of the hierarchy of cities in terms of activity, this anal-
ysis will focus on networked interactions between counties over the whole 18-month time
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Figure 3.8: Community 5 Shows a Community Centered Around Seattle, WA.
period rather than analyzing each of the three 6-month sub-periods individually. Before
moving on to a discussion of these geographies, one interesting aspect of Twitter activity
pertaining to entrepreneurial activity (as defined in this study) are counties that represent
key producers and consumers of information. Table 4 lists the top twenty cities in terms of
both in-degree (consumers) and out-degree (producers), as indicated by network statistics
computed for this analysis, and includes many of the counties containing the largest U.S
cities in the country in terms of population, e.g., Atlanta (Cobb County, Georgia), Chicago
(Cook County, Illinois), and Phoenix (Maricopa County, Arizona). One interesting county
on this list is Mecklenburg County, North Carolina which is home to the city of Char-
lotte. The influential position of Charlotte in this type of Twitter network likely reflects
its commitment to fostering entrepreneurship. In late 2012, Charlotte initiated an eco-
nomic develop strategy centered on fostering high-growth entrepreneurship [173]. Given
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Figure 3.9: Community 6 Shows a Community Centered Around Philadelphia, PA.
this commitment to entrepreneurship there are several entrepreneurship networking orga-
nizations in the region, such as the Charlotte Chapter of the global Entrepreneurs Orga-
nization (EO) [174], and support organizations such as the Charlotte Regional Fund for
Entrepreneurship (CRFE) [175].
3.6.1 Relational Geographies
The more interesting results of this analysis stem from the connectivity information
provided by Twitter data, which can highlight the places that interact with one another
most and least frequently. In an effort to provide more information about the locales that
interact via Twitter most often using the hashtags indicating an interest in or participation
in entrepreneurial activity, Table 3.4 lists the top centers of activity for the entire eighteen-
month time interval. The top row contains the counties that are sources of the most retweet
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activity. The column under each county in the top row lists a subset of the counties that
retweeted information from these hub counties as a ranked list (in descending order). In the
event of a tie, more than one county is included for a particular rank as necessary. Coun-
ties in this table are also categorized into one of four groups by geographic area: West,
East, Midwest, and South. Based on these categories, it is somewhat easier to understand
the physical distances over which these counties are interacting on Twitter. Some counties
appear to interact primarily with counties that are geographically proximal. For example,
New York, San Francisco, and Los Angeles all interact more frequently with counties that
are located in their region. Several counties however do not follow this pattern and interact
more frequently with counties outside of their region. Tweets coming from D.C., for ex-
ample, are retweeted most often by counties on both coasts. Suffolk, Massachusetts tends
to interact somewhat more often with counties on the west coast than on the east coast. San
Diego also interacts more with counties on the opposite coast than counties on the west
coast.
In an effort to better understand the interaction between counties, the Clauset-Newman-
Moore algorithm was used to group counties into communities based on the intensity of
interactions. As discussed in Section 3.1, communities are defined as those counties which
consistently retweet each other, but have sparse interactions with counties outside of their
community. Thus, the intensity of the interaction within the community is higher than its
interaction with locations outside of the community. Figures 3.4-3.9 display the six major
communities identified by this algorithm. By applying flow maps and filtering the network
edges to show only flows between counties that have great than or equal to 5 retweets (for
the ease of visualizing key nodes within these communities), some of the more interesting
geographical properties of these communities can be illustrated. In this respect, communi-
ties 1-3 highlight places that interact in a transcontinental manner while communities 4-6
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represent communities with one major node that appears to drive interactions with smaller
locales.
Figure 3.4 (Community 1) has a distinct southern and eastern orientation to it. Key
southern and eastern nodes on this network include Suffolk County, Massachusetts; Fair-
fax County, Virginia; and Cobb County, Georgia. Key nodes in Figure 3.5 (Community
2) include Marin County, California; Snohomish County, Washington; Norfolk County
Massachusetts; and Mecklenburg County in North Carolina. This community is clearly
transcontinental and includes a variety of locales on the east coast, on the west coast, in
the south, and in the Midwest. Figure 3.6 (Community 3) includes counties such as San
Francisco in California, Henrico in Virginia, and Williamson County in Tennessee. Finally,
Figure 3.7 (Community 4) shows communities with distinct hub geographies consisting of
tweets originating in New York, while Figures 3.8 and 3.9 highlight Seattle, Washington
and Philadelphia, Pennsylvania, respectively, as key nodes in each of these communities.
Although these communities are geographically nuanced, interestingly, they are rather sim-
ilar in terms of their socio-economic and demographic characteristics. Table 3.5 displays
the median values of several county characteristics including per capita income, population
size, levels of broadband provision, and educational attainment. The definitions of these
variables may be found in Table 3. Communities 1, 2, 3, and 5 are most similar in terms of
their population size, number of broadband providers, and level of proprietors employment.
Communities 4 and 6 appear to be more similar to one another, particularly with regard to
their somewhat smaller populations, lower per capita income, and education attainment.
The goal of this study was to conduct an analysis of digitally mediated interactions
using Twitter data about entrepreneurial activity via a methodology composed of existing
research techniques including web-scraping, network analytics, community projection and
flow maps. The analysis of these relational geographies revealed that although Twitter en-
ables interactions across geographically distant locations, the highest intensity interactions
38
are regional in nature (Table 3.4). The community detection algorithm highlighted key
nodes in transcontinental communities, as well as nodes (Philadelphia, Seattle, and New
York) that exert their influence across large geographical distances. Despite these interac-
tions across large geographical distances, interacting counties have similar socio-economic
and demographic profiles suggesting social similarity is important to these interactions.
The results of the present study must be interpreted with some caution as algorithmic
uncertainties inherent to data analysis may cause bias [17]. While precautions were taken
to mitigate issues associated with geocoding Twitter information and user bias, and the
results provide support for what is known about key nodes of entrepreneurship in a U.S.
context, it is important to note that these results may be specific to the dataset at hand. It
is also important to note that the lack of participation of users in more sparsely populated
areas of the country limits the analysis of entrepreneurial networks via Twitter data to
patterns and actors in urban locales. Research topics related to networks in peripheral areas
are not appropriate given a lack of participation of geographically peripheral counties in
this analysis. The age profile of Twitter users also suggests these data are not likely a
good means of analyzing networks among older entrepreneurs. However, there are several
reasons to believe that Twitter does hold promise for future analyses of entrepreneurial
networks of younger entrepreneurs in urban locales.
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Count Explanations
Number of unique users
in the dataset collected globally
297,639
Number of unique users
located in the U.S.
89,914
30% of all global users provided usable
information for the U.S.
Number of users with profile data 89,411
Usable profile information that can be
geocoded to U.S. counties
Number of users with
Global Positioning Data (GPS)
1,744
Number of users with
both profile data and GPS data
located in the US
1,241
This is a subset of
the 89,411 users with profile data.
Number of users with
only GPS Data
503
Users with no profile
information but GPS information.
Number of Users where
GPS Data does not match profile data
217
1,241 users had profile and GPS data;
of these users, 217 had GPS data and
profile data geocode to different counties.
Number of U.S. based users
with multiple profile entries
(e.g., Madison/Milwaukee/Chicago)
314
User profiles with multiple entries.
First location used to geocode user
to county.
Total Number of Unique
Users Geolocated in U.S.
89,914
Table 3.2: User Summary
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Rank Out-Degree (Producers) In-Degree (Consumers)
1 New York, NY San Francisco, CA
2 Washington D.C. New York, NY
3 San Francisco, CA Travis, TX
4 King, WA Washington D.C.
5 Cobb, GA Los Angeles, CA
6 Los Angeles, CA Cook, IL
7 Philadelphia, PA Cobb, GA
8 San Diego, CA Norfolk, MA
9 Santa Clara, CA Suffolk, MA
10 Suffolk, MA Santa Clara, CA
11 Cook, IL King, WA
12 Maricopa, AZ Mecklenburg, NC
13 Orange, FL San Diego, CA
14 Travis, TX Yolo, CA
15 Henrico, VA Cumberland, PA
16 Dallas, TX Philadelphia, PA
17 Hudson, NJ Dallas, TX
18 Davidson, TN Harris, TX
19 Kings, NY Adams, CO
20 Mecklenburg, NC Miami-Dade, FL
Table 3.3: Key Producers (Out-Degree) and Key Consumers (In-Degree) of Tweets
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Table 3.4: Key Hubs of Twitter Activity
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Variable Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6
Population 51,581 75346 59981 36729 50755 43363
Per
Capita
Income
35,776 37,635 37,107 35,137 37,504 36,358
Median
Age
39.8 39.3 39.7 40.2 39.65 40.1
Percent
Bachelor’s or
Higher
20% 22% 20% 17% 21% 18%
Percent
White
89% 86% 89% 91% 90% 91%
Percent
Black
3.7% 4.3% 2.6% 2.5% 2.2% 2.7%
Percent
American
Indian
0.31% 0.31% 0.35% 0.30% 0.37% 0.35%
Percent
Asian
0.76% 1.0% 0.75% 0.52% 0.84% 0.67%
Proprietor’s
Employment
6127.5 8895 7085 4526 6597.5 5751
Number
of Broadband
Providers
78.5 108 87 57 85 70
Natural
Amenity Index
0.020 0.09 -0.12 -0.10 -0.28 0.055
Number
of Counties
446 445 391 285 126 98
Number
of Users
15,565 37,527 21,712 9,777 2,627 1,848
Number
of Retweets
7,957 22,556 14,845 16,209 947 651
Table 3.5: Cluster Profiles
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Chapter 4
APPLICATIONS OF COMMUNITY DETECTION IN VISUAL ANALYTICS
In the last chapter, community detection is applied in social network analysis. Many net-
works present community structures. A closely connected community might imply faster
and more frequent information exchange among the members. Thus, the communities are
defined as a group of nodes that are densely connected with other nodes within the same
communities while they are sparsely connected with other nodes in the network. In this
chapter, different network community detection algorithms and their applications in visual
analytics are compared. Many measures can be used to identify the communities, such
as node degrees, clustering coefficient, betweenness, and centrality. The focus is the al-
gorithms based on modularity optimization. Besides the network structure, geographical
information can also be integrated into modularity optimization process.
4.1 Definitions
In a network, modularity (Q) quantifies the community strength by subtracting the ex-
pected fraction if edges were distributed at random from the fraction of edges within com-
munities. The value of modularity is between [−12 ,1]. The positive modularity implies that
the nodes within the assigned groups are more likely to be connected than random. The
lower bound is achieved from any bipartite graph with a canonic clustering (C0,C1). As
there are no edges within the communities and all edges are between the nodes with differ-
ent clusters, the modularity is −12 . The upper bound is constructed from a graph with no
edges and each cluster only contains one corresponding node. In this case, each cluster is
inseparable and cannot be merged through any edge connection. Formally, modularity can
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be defined as:
Q =
1
2m ∑1≤i, j≤n
[Ai j− kik j2m ]δCi,C j (4.1)
δa,b =
 0 a 6= b1 a = b (4.2)
where m is the number of edges in the network, n is the number of nodes in the network,
A is the adjacency matrix, ki is the degree of node i, δ is Kronecker delta, and Ci is the
community where node i is assigned.
From the above definitions, maximizing modularity can be used to get the commu-
nity structure of networks. However, optimization of modularity is an NP-complete prob-
lem [176]. Greedy algorithms can approximate the optimization process (such as the
Girvan-Newman algorithm [97], the CNM algorithm [171], the Wakita-Tsurumi algo-
rithm [177], and the Louvain method [178]). In the next sections, several greedy algorithms
and their variants are used. As they would use dendrogram-like procedures, the hierarchical
community structure is extracted.
4.2 Hierarchical Structure in Community Detection and Visual Analytics
Most greedy algorithms start from n clusters and merge the clusters in a tree structure.
Besides the final clustering results, the intermediate results can be also used to show the
inner structure within a cluster. Here the CNM algorithm is used as an example. In each
iteration, the two communities that can contribute maximum increase of modularity are
merged. From the definition of modularity, the “closest” two clusters are merged in each
iteration. In Chapter 2, the visualizations of geographical networks have high visual com-
plexities because of the size of the network. The sub-dendrogram trees generated during
the modularity optimization procedure can be used to perform filtering to reveal the inner
structures of the clusters.
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Figure 4.1: Size Distribution of Smaller Clusters Merged in CNM Algorithm.
One of the most straightforward methods is to visualize the dendrogram and the links
between nodes. One example of tree-based network visualization is Latour [179]. How-
ever, this method suffers when the network is large. First, all observations are leaf nodes in
dendrogram trees. That could lead to very wide plots when the number of n is large [180].
Second, tree-shaped network visualizations suffer from visual clutter and insufficient use
of space. Especially for the CNM algorithm, it is found that small clusters in the size of 1
or 2 nodes that were merged into large clusters quite frequently, and the largest height for
the community is 517. Figure 4.1 shows the distribution of the size of smaller communities
were merged. To visualize a network with a tree-shaped layout, two layout structures can
be used: the planar layout and the circular layout. An interactive prototype is proposed to
explore the community detection structure based on the modularity optimization procedure.
When the user selects a community, the corresponding range of modularity of the commu-
nity is highlighted. Then the user can select a modularity value and the sub-community
generated at that modularity is shown on the corresponding map. The user can explore the
community construction process by selecting a node. To find when a single county got
merged into its corresponding cluster, the user can click on the map to specify a county.
The nodes under that corresponding modularity are highlighted. Figure 4.2 shows the pro-
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Figure 4.2: The Visual Analytics Framework for Community Structure Detected by CNM
Algorithm. Community 2 is Used as an Example Here.
totype interface. From the density of the nodes on the right side, it can be observed that the
modularity increases linearly during the optimization, which also matches the observations
by previous experiments [171, 181].
The construction process can be analyzed through exploring the modularity values and
the corresponding nodes in the community. Community 2 is used as an example to illustrate
the analytics procedure in Figure 4.2. First, the modularity distribution is shown on the
right. It can be observed that there are two major clusters during the modularity procedure.
Next, the user can select counties on the map or nodes on the right to show the nodes to
the corresponding modularities. The visualization shows that there are some neighboring
coastal California and Florida counties within this community. The first interesting pattern
is that in the first stage of the community construction, these neighboring counties have
been merged into the community as shown in Figure 4.4. Similar patterns in community
3 are found. Figure 4.3 shows the nodes distribution of community 3. Three major stages
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Figure 4.3: Nodes and the Modularities During the Construction of Community 3. Three
Major Stages can be Identified.
can be identified during the modularity increase process. Figure 4.5 show these three major
stages during the optimization. It shows that the neighboring counties are merged into the
community at about the same time. In the CNM algorithm, the two communities which
contribute maximum increase of modularity are merged. This heuristic strategy implies
that the neighboring counties contribute more to the increase of modularity, which means
that there are more interactions between neighboring counties.
4.3 Integrating Geographical Information with Community Detection
Louvain method is another greedy modularity optimization algorithm for community
detection. Besides the time and space complexity, the Louvain method also generates
higher modularities according to previous experiments [178]. In this section, the hier-
archical structure of the communities with linked visualizations is analyzed. Then three
variations of Louvain modularity are compared in the following section.
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Figure 4.4: Most Neighboring Counties in California and Florida have been Merged into
the Community 2.
Louvain modularity optimizes the time complexity with a hierarchical local optimiza-
tion procedure. At first, all nodes are assigned into their own communities. Each iteration
includes two phrases. The first phrase checks each node ci for its neighbors (for example,
c j), and tests the increase of modularity defined as:
∆Q =
[
∑ j+2ki, j
2m
−
(
∑tot +ki
2m
)]
−
[
∑ j
2m
−
(
∑tot
2m
)2
−
(
ki
2m
)2]
(4.3)
where ∑ j is the sum of all weights of edges inside of community c j which is being tested,
and ∑tot is the sum of all weights of the edges from ci to c j.
If there is at least one neighbor c j which can provide a positive increase of modularity,
then ci will be merged into the neighbor which provides the largest increase. In the sec-
ond phase, the graph is aggregated by grouping all nodes in the community into a single
node. Then this induced graph is used in the next iteration until the modularity cannot be
increased anymore.
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Figure 4.5: Three Stages of Merging Nodes into Community 3. The Neighboring Counties
are Highlighted in the Images.
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Figure 4.6: Visual Analytics for Hierarchical Clustering.
To analyze this aggregation procedure, a visual analytics method similar to the previ-
ous analysis of CNM algorithm can be used. The communities are sorted in the order of
their sizes. Upon the selection of one community, the sub-communities from the previ-
ous iteration are shown. Figure 4.6 shows the system interface for analysis of modularity
algorithms. The counties with more interactions can be identified by exploring the sub-
communities.
Besides the virtual communities extracted from the network, the geographical back-
ground information is also integrated to examine the importance of spatial distance in
the social network interactions. Based on the highly efficient optimization procedure of
Louvain method, there are several variations to take geographical distance into consid-
eration [182–184]. The results between CNM [171], Louvain[178], Louvain-SN, SNIC
Heuristic [183], and Louvain-D [184] are compared.
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Louvain-SN (Spatial Near) algorithm scales modularity with the aggregated distance
between the node locations and the centroid of the corresponding community [183]:
MSN(C,δ ) =
1
2m
 ∑c∈C ∑i, j∈c wi j−
kik j
2m
1 = ∑
c∈C
agg
i∈c
(d(i,xc)σ )
2
 (4.4)
where xc is the centroid of the nodes in the community c, σ is the scaling parameter and
d(i, j) is the geographical distance between node i and j. The importance of distance in the
model is scaled down as σ increases. Specifically, Equation 4.4 is equivalent to Equation
4.2 when σ →∞. In this experiment, the max function is used for the distance aggregation.
The SNIC (Spatial Near, Iterative Constraining) Heuristic algorithm extends the Louvain-
SN method by using a variable scaling parameter and more strict spatial constrictions [183].
In the first phrase of each iteration, a node can be merged only if its distances to all nodes
in the target community are within the constraint. σ is changed into the maximum distance
within communities. The initial σ is reached with the initial partition generated from the
first iteration of Louvain-SN.
Louvain-D extends the modularity by scaling distance with a kernel function [184]:
Mdist(C,σ) =
1
2m ∑c∈C ∑i, j∈c
wi j−Pi j (4.5)
Pi j =
Pˆi j + Pˆji
2
(4.6)
Pˆi j =
kik j f (d(i, j)/σ)
∑
q∈V
kq f (d(q, i)/σ)
(4.7)
where f is the kernel function. The Gaussian function is used in this experiment:
f (u) = e−u
2
(4.8)
In these experiments, the scaling parameter δ is set as 3000 kilometers.
It is found that that the results from methods based on Louvain modularity disagree
with the results from CNM algorithm. First, the results are compared visually with the vi-
sual analytics interfaces. It is found that some clusters partially match the sub-modularity
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Figure 4.7: Comparison Between Communities Discovered by the Louvain-SN and CNM
algorithms.
discovered in the CNM algorithms. Figure 4.7 shows an example of the comparison be-
tween clusters from different algorithms. The left image is a community discovered by the
Louvain-SN algorithm. The middle image is community discovered by the CNM Algo-
rithm. The right image shows a sub-community found using the CNM algorithm during
runtime. This figure shows that although the counties in southern coastal California match
with the early stage results from CNM, there are still many differences between these clus-
ters. Although algorithms like Louvain-SN integrate geographical distance in the optimiza-
tion procedure, is still shows that the community of Louvain-SN misses lots of counties that
are spatially near to the community. However, it is still very complicated to analyze such
difference using a side-by-side visual comparison. In the next section, the communities are
compared quantitatively.
4.4 Comparisons Between Different Community Detection Algorithms
These modularity variations can be used to evaluate the detected communities in the
geographical context [183, 184]. Figure 4.8 compares modularities. A surprising result
is that Louvain-D suffers in all of the three modularities. Louvain-SN and Louvain-SNIC
outperform other methods in the respect of their target function. From the previous visual-
izations, it can be observed that neighboring counties can be often grouped into the same
community in the early stage, which implies that they have more interactions than other
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Figure 4.8: Community Detection Comparison With Modularity Variants.
counties in the same community. Although adding geographical coordinates does not in-
crease the resulting modularity, it helps to detect the regional communities such as the one
shown in Figure 4.7 (left).
Besides the modularities, it is neccesary to investigate the difference between these
results for details. To compare the results from different algorithms, metrics based on
counting pairs [96], set matching [185] and variation of information [186] can be used. In
the following discussions, two clustering results are defined as C and C′.
The first metric is based on counting pairs. This method counts the number of node
pairs (p,q) in the following scenarios:
• N11 counts the pairs that are under the same cluster both in C and C′,
• N00 counts the pairs that are under different clusters both in C and C′,
• N10 counts the pairs that are under the same cluster in C but not in C′,
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Figure 4.9: Clustering comparison with three metrics.
• N01 counts the pairs that are under different clusters in C and not in C′.
It is simple to find that N11 +N00 +N10 +N01 = n(n− 1)/2. Based on these counts,
Wallace proposes two asymmetric metrics[96]:
WI(C,C′) =
N11
∑
k=1
nk(nk−1)/2 (4.9)
WII(C,C′) =
N11
∑
k=1
n′k(n
′
k−1)/2
(4.10)
where nk is the size of community k in C and n′k is the size of community k in C
′.
Fowlkes and Mallows combines these two metrics with geometric mean [187]:
F (C,C′) =
√
WI(C,C′)WII(C,C′) (4.11)
This metric is a useful baseline to compare communities if there are many clustering re-
sults. However, this metric has no fixed lower and upper bounds. To get a uniform metric,
adjusted Rand index can be applied [188, 189]:
R(C,C′) =
N11+N00
n(n−1)/2 (4.12)
Where R ∈ [0,1] and R = 1 when C =C′. Figure 4.9 (left) shows the Rand index results
between these clustering methods.
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Other set overlapping metrics, such as the Jaccard index, can be extended into the com-
munity detection results [190]:
F (C,C′) =
N11
N11+N01+N10
(4.13)
Figure 4.9 (middle) shows the Jaccard index between these algorithms. The major dif-
ference between the Jaccard index is from N00. From the difference, it can be seen that
Louvain-D is not very likely to merge counties in different clusters into the same com-
munity. It is very likely that Louvain-D just merges counties, which could result a large
decrease of modularity. This is very common in the procedure of hierarchical clustering.
So, one more metric is needed to analyze this scenario.
If there are split clusters c3 = c1∪c2 where c1,c2 ∈C1 and c3 ∈C2, large values of N10
and N01 can be found, even though these two partitions are actually quite similar. Another
issue is that this method cannot be scaled to larger tuples, such as triads, easily. Thus it
can be considered using the second metric which is based on set matching. The best match
c′i ∈C′ with the maximum number of overlapped nodes can be found for each cluster ci ∈C.
Then the ratio of the overlapped elements as the similarity metric can be used [185]:
H (C,C′) =
1
n ∑c′i=match(ci)
nii′ (4.14)
where nii′ is the overlapped number of nodes between clusters ci and c′i. Figure 4.9 (right)
shows the set matching difference. From the right images, it can be seen that the column
for Louvain-D has very high values. That implies that the communities got merged into
the communities in Louvain-D. Although modularity is an important metric to evaluate
the detected communities, global modularity is still need to be carefully used. The local
community structure can be quite different from the results yielded from algorithms based
on global modularity optimization. In some cases, the local modular structures can be
more important [191]. So another method can be analyzing subgraphs with filters such
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as geolocation fileters. The visual analytics tools provide a data exploration procedure for
model exploration so that the user can select the best algorithm and settings for the task.
4.5 Temporal Dynamics of Social Networks
Another task of social network analysis is to analyze the network dynamics. Most dy-
namic social network analysis methods divide the network into snapshots taken over time.
The evolution behaviors include new node creation, node removal, and structural changes,
such as new edges or removed connections. To analyze the properties of the graph, the
methods in the previous sections need to compute over all paths in the graph, which is
expensive. To solve this issue, the nodes in a graph can be projected in to an k-dimension
space. The most intuitive projection is to use the adjacency matrix, which has the dimen-
sion of n. Then the closeness between the nodes can be measured with Euclidean distance.
However, the added dimensions also makes the computation more expensive. It was shown
that any finite graph can be projected to three-dimensional space through graph embed-
ding [192]. To reduce the number of dimensions, graph embedding is a popular method
for graph dimension reduction [193]. This method can also reveal the weak connections.
Skillicorn et al. propose a spectral embedding method for dynamic social network analy-
sis [194]. This method embeds the network snapshots into the same k-dimensional space
so that the patterns movement patterns of the nodes can be analyzed. First, the aggre-
gated adjacency matrix At in time frame t is composed with adjacency matrices Wt and the
adjacency matrix Wt−1 in the previous time frame:
At =

Wt , t = 1
(1−α)∗Wt +α ∗At−1,t > 1
(4.15)
The random walk matrix Rt is generated from At by dividing each row by the corre-
sponding row sum. To avoid the nodes getting trapped in the local circle, a small distur-
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bance ε is introduced:
Rnewt = (1− ε)∗Roldt +
ε
n
∗ J (4.16)
where n is the number of nodes and J is a n×n all-ones matrix.
Next, the c time stamps are stacked into a new random walk matrix M:
M =

(1−β )R1 · · · βc−1 ∗ I · · · βc−1 ∗ I
... . . .
... . . .
...
β
c−1 ∗ I · · · (1−β )R2 · · · βc−1 ∗ I
... . . .
... . . .
...
β
c−1 ∗ I · · · βc−1 ∗ I · · · (1−β )Rc

(4.17)
Three parameters are used in this model. α reflects the smoothing from the previous
time frame. β defines how likely it is that the network can be aligned to its previous state.
β should be larger than ε to ensure that local subgraph structure cannot dominate temporal
changes. α , β and ε are set as 0.5, 0.3, and 0.2 in the following experiments.
Then the Laplacian matrix L can be constructed as:
L = I− Π
1/2MΠ−1/2+Π−1/2M′Π1/2
2
(4.18)
where I is an identity matrix. Π is a diagonal matrix containing stationary distributions of
the nodes in M. Let λi and gi be the ith eigenvalue and corresponding eigen vector. The
embedding vector fi is adjusted from gi by the stationary distribution:
fi =Π−1/2gi (4.19)
Figure 4.10 shows the overall embedding in 3D space. Besides a few outliers, most
nodes were clustered together. Then the focus is to examine the dynamics of nodes in the
position of graph evolution. Figure 4.11, 4.12 and 4.13 shows the temporal dynamics of the
leading nodes in their corresponding clusters. In Figure 4.11, Orange County, CA connects
two sub-clusters. This implies that the impacts of this county shifts from one subcluster to
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Figure 4.10: Laplacian Embedding of the 6 Phrase Dynamic Network With Edges Omitted.
another. In Figure 4.12, Los Angles County stays still. This implies that its impact is stable
during the temporal evolvement. In Figure 4.13, Philadelphia County is “escaping” from
its cluster and it is further that the other examples. This implies that this leading node has
less impacts to the other nodes in its cluster and the impact is decreasing.
4.6 Resilience in Global Trade Network
In network analysis, another issue to consider is the robustness against attacks. In global
trade networks, the attack can be sudden increase or decrease of supplies and change of po-
lices. Matisziw et al. propose a analytics model for network robustness with edge removal
testings [195]. Network resilience is defined as the ability to maintain an acceptable service
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Figure 4.11: Embedding Results of Cluster 2. Orange County, CA is Highlighted in Red.
during failures. Redundancy is a polular strategy to increase the resilience of a network. To
measure the redundancy, one of the most straightforward methods is to measure the depen-
dency to the key nodes. Chen et al. propose a network optimization algorithm which uses
first eigen value as vulnerability score [196]. Alenazi and Sterbenz propose flow robust-
ness, which models the robustness with size of network components [197]. Malliaros et
al. propose a generalized robustness index based on subgraph centrality [198]. Benzi and
Klymko propose the resilience measure with total connectivity [199]. In the global trade
network analysis system, these resilience metrics are used to measure the stability upon
sudden changes in global trade.
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Figure 4.12: Embedding Results of Cluster 3. Los Angles County, CA is Highlighted in
Red.
61
Figure 4.13: Embedding Results of Cluster 6. Philadelphia County, PA is Highlighted in
Red.
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Chapter 5
PHYSICAL NETWORK HOTSPOTS
The second integration between network and spatial data is to integrate physical networks
and data points. This thesis presents techniques to abstract the topology of geospatially
constrained nodes and edges, such as urban street networks, and use the networks as the
space where the problems are embedded. In this thesis, urban street networks are used
as the complimentary information in hot spot identification and territory estimation. This
thesis argues that for many event based data types, the linking of network properties to the
aggregation model can reveal hidden structure in the resultant analytic representation of the
data and serve as a novel means for both visualization and analysis. This thesis proposes
modifying the kernel density bandwidth, forgoing fixed spatial distances, and, instead, uses
network properties (such as the speed limit of roads) as constraints on the bandwidth dis-
tance. Using the network based density estimation, this thesis devises a methodology for
extracting hotspots based on their geographic network boundaries. These extracted territo-
ries are then analyzed for overlap to enable the identification of areas with compound risks
(i.e., areas where several unique gangs are active or areas where multiple unique types
of crime are likely to occur). This framework focuses on the exploration of categorical
spatio-temporal data (e.g., criminal incident reports where a type of crime, such as theft, is
reported for a given location at a specific time). The goal is to enable the identification and
exploration of hotspots and territories based on the underlying geographic network prop-
erties. To facilitate this, this framework, shown in Figure 5.2, consists of a central map
view and several interactive widgets. When data is loaded into the system, categories are
extracted and binned together over a user-defined time range and then assigned a primary
color classification for rendering on the map. Analysts can interactively explore categories
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Figure 5.1: Gang Arrest Records in Chicago From 2014.
by toggling the color legend next to the category names, and the action buttons provide
controls for exploring hotspots and territories. In the visualizations of this chapter, all KDE
values are normalized into the range of [0, 1].
5.1 Data Description
Two kinds of crime incidents are used as test cases for the methodology. The first
dataset is the crime records in Tippecanoe County, IN. This dataset is provided by the
Visual Analytics Law Enforcement Toolkit (VALET) [111]. The second dataset is gang
member arrest records provided by the Chicago Police. The location information includes
street addresses and coordinates. The coordinates were generated with geocoding. In the
second dataset, the location descriptions can also be the intersection between two roads.
As the locations are reported by police input, the report might be approximate locations
of the real locations. To project incidents to the networks, the points are firstly mapped
the the projecting point on the nearest road segment. If the location is too far away from
this segment, the distance is calculated with the lowest speed in the road network. In some
cases, the geocoding result is based on the centroid of the building, so the distance might
be inaccurate in the projection.
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Figure 5.2: A Visual Analytics Framework for Hotspot Analysis Using Geographic Net-
work Features.
5.2 Hotspot Visualization
One of the most common methods of visualizing hotspots is through the application of
KDE to produce a continuous probability estimate from a set of sample points. The most
common KDE implementation involves a fixed bandwidth estimation using a Euclidean
distance function that approximates data across a 2D grid space. This implementation is
seen in a variety of visualization tools and systems [106, 200, 201]; however, the visual-
ization community has paid little attention to network based formulations of KDE. In order
to situate our contribution in the literature, this thesis provide a brief overview of kernel
density estimation, extensions of kernel density estimates to network geography, and then
our formulation of edge weighted network kernel density estimation (NKDE).
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5.2.1 Kernel Density Estimation
The general form of a kernel density estimator in a 2D space is:
fˆh(x) =
1
nh2
n
∑
i=1
K(
x− xi
h
) (5.1)
where K(u) is the kernel function, n is the total number of samples and h is the bandwidth.
A typical implementation involves gridding a planar area into small regions and counting
the number of incidents per grid cell. Then, for each cell with a non-zero count, a kernel
function, K(u), is applied. This function acts as a distance decay effect for all sample
points which spreads out the density to all cells within the bandwidth h. These values are
then summed across all grid cells after the kernel function is applied to all non-zero count
cells. The result is that the further the distance from a sample point, the less density will be
accumulated.
A number of forms of kernel functions can be used to measure this effect, the most
common being the Gaussian kernel:
K(u) =
1√
2pi
e−
1
2 u
2
(5.2)
For simplicity, the Epanechnikov function (which is an approximation of the Gaussian
kernel) is used in our experiments:
K(u) =
3
4
(1−u2)1(||u||≤1). (5.3)
There is a large body of literature examining the impact of both the kernel choice and
bandwidth selection on the resultant density estimation [104]. Results show that the choice
of kernel has little impact on the resulting estimate when compared with the choice of band-
width parameter, h. This parameter determines the smoothness of the estimated density
(larger values of h give smoother estimations); however, too large of a bandwidth selection
results in over-smoothing and too small of a bandwidth results in a very noisy estimate. Al-
though bandwidth selection can be performed automatically [202], domain knowledge is
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still very helpful in data analysis. Thus, the way in which a human would interpret distance
must be codified by the bandwidth in the system. An intuitive distance measure would be
the Euclidean distance, but, Euclidean distance is not reflective of true distance in many
environments.
5.2.2 Network Kernel Density Estimation
To introduce kernel density estimation into the underlying geographic network, we need
to estimate the density of a network-constrained space which can be formulated as a 1D
KDE as shown in Xie et al. [115]:
fˆh(x) =
1
nh
n
∑
i=1
K(
Nx−Nxi
h
). (5.4)
where Nx and Nxi are the positions of lixel x and xi in the network topology respectively.
Instead of calculating the density as a unit per area, it is now calculated as density over
a linear unit and, like the pixel discretization schemes used in a 2D kernel density estimate,
the network is discretized into equal-distance segments. Without loss of generality, these
segments are considered to be unit length and the graph is undirected. For each sample
point, xi, the network is traversed from xi until a distance h is reached. The density for
each network on the segment is then calculated using the kernel function and the ratio of
the distance of the segment x to xi and the bandwidth h. The final density estimate is the
sum of all kernel functions applied to all n sample points. For simplicity, it is assumed that
all of the sample points xi are mapped to nodes Nxi in the network. Therefore, the distance
between Nxi and Nx is the length of the shortest path.
5.2.3 Modifiable Edge Bandwidth
The network KDE (NKDE) provides us with a density estimate based on the physical
distance with respect to the underlying geographic network. However, the utilization of a
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(a) Spatial KDE (b) Network KDE (c) Network KDE with Vari-
able Bandwidth
Figure 5.3: Illustration of the Conceptual Differences Between the Density Estimation
Algorithms.
Figure 5.4: Traffic Accidents in West Lafayette, IN During March, 2014.
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fixed bandwidth is still problematic. A fixed bandwidth on the network would only slightly
better capture network properties than simply projecting the 2D kernel estimate values onto
the underlying road network. In Figure 5.3 (a) it can be observed that the kernel for a single
point would influence all the geography within a given radius. In Figure 5.3 (b), it can be
observed that by using a network, not all regions on the network within the Euclidean radius
will be influenced by a single point as distance is now measured along the network path.
In Figure 5.3 (c), it can be observed that this effect is emphasized even more when edge
effects are accounted for.
For this hotspot visualization approach, a formulation of NKDE to incorporate a vari-
able edge bandwidth is developed. This formulation is similar to that of work by Downs
and Horner [203] who use time geographic distance estimates to create probability densi-
ties, as well as work by Yu et al. [204] which modified KDE constraints for multi-factor
networks. To introduce edge properties, such as the speed limit, we modify the bandwidth
to be a weighted function based on the edge properties. As noted earlier, the kernel function
is essentially modeling distance decay for the density spread. If edge weights are consid-
ered as impedance, the distance decay will be slower for some edges and faster for others.
This leads to a bandwidth that is related to the edge properties. Now a fixed bandwidth h
can be defined as the user controlled distance. This is the maximum distance decay that is
allowed for a kernel. Then, the distance between nodes Nxi and Nx j can be defined as the
length of the shortest path; however, in Equation 5.4, edges of the graph were unit length.
In this formula, the edge length should relate to some physical property of the graph and a
scaling factor such that the weighted edge length we(i, j) is defined as:
wei, j =
W
G(ei, j)
|ei, j| (5.5)
where W is a user defined scale factor, and G(ei, j) is the edge weight of ei, j from network
G.
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Next, the modified bandwidth di is introduced. First, the weighted distance of our
sample points to all other nodes in the graph is calculated. Then, the longest unweighted
distance whose weighted distance is less than or equal to h is picked. This unweighted
distance is the modified bandwidth di. Thus, for sample point, i, the bandwidth changes
based on the underlying network impedance giving us:
fˆh(x) =
1
n
n
∑
i=1
K(x−xidi )
di
. (5.6)
In the examples included in this thesis, the speed limit of an edge is used as the weight-
ing property. Thus, edges with the fastest speed limit will have smaller lengths than those
with lower speed limits. Several different weighting schemes can be used for the function,
W , setting it to the maximum speed limit in the graph:
W = max
i, j
(G(ei, j)), (5.7)
or to the average speed limit in the graph:
W = avg
i, j
(G(ei, j)), (5.8)
where G(ei, j) is the speed of ei, j. However, W could be interactively chosen based on
domain knowledge of the user. Such a formulation is directly applicable to the visualiza-
tion community as geographically rich datasets are becoming more abundant, and model-
ing hotspots using the appropriate underlying geographical features is becoming more and
more critical for advanced analysis.
Figure 5.4 illustrates the differences between the three density estimators using real-
world traffic incident data to underscore the need to appropriate visual representations.
The bandwidth in Figure (a, b, d, e) is 1 mile and the bandwidth in (c, f) is weighted by
the edge speed limits such that a point on a road with a 60 mph speed limit will spread 1
mile, or W = 60 in Equation 5.5. Let us compare our modified NKDE method, Figure 5.4
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(c) with the fixed bandwidth NKDE of Xie et al. [115] shown in Figure 5.4 (b). Note
the local variations that are apparent in (c) that are not apparent in (b). For example,
the areas noted as University Farm and Bar-Barry Heights in the northeast corner of the
map have significantly reduced hotspots when estimated with our variable edge bandwidth,
and the on-ramps to highways in the southern hotspot (the rounded curves near the T in
West Lafayette) have a significantly reduced density as well. These local variations seem
to better match the expected density values as fewer accidents are expected in low speed
neighborhoods and on clover-leaf exchanges. These local variations are even less apparent
in the most commonly implemented KDE method, Figure 5.4 (a). While both Figures 5.4
(b) and (c) map the KDE to the underlying geographical network by taking into account the
edge properties, more local variations may become apparent as shown in our formulation
of NKDE.
With the instantiation of NKDE in our framework, users can further explore hotspots
with interactive level sets. In Figure 5.2, users can adjust the hotspot threshold slider,
and road segments with NKDE values lower than the chosen threshold will be rendered
as normal. In this way, users can also explore the impact of local network structures on
the spread. As the NKDE threshold increases or decreases, the hotspot visualization will
change based on underlying network edge properties. In the case of the example images,
the effect is based on posted road speed limits.
5.3 Territory Extraction and Overlap Analysis
By utilizing network properties, the proposed framework enables analysts to identify
hotspots related to network features that may play a role in the underlying geographic phe-
nomena. Furthermore, NKDE can also be applied to extract territory boundaries. When
speaking to police officials, one common way of describing areas of criminal activity is by
defining regions by road boundaries; for example, north of Interstate 290, south of Inter-
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Figure 5.5: Comparison Between Results of Different Stages in the Territory Extraction
Algorithm.
state 90, or east of Highway 43 is a common way of describing territory boundaries. Thus,
using simple convex hulls or merely using threshold extraction from traditional KDE will
result in boundaries that do not necessarily follow roads. Furthermore, research has also
shown that an analysis of territories is useful for analyzing various types of crime. Hud-
dleston et al. proposes a multi-level territory estimation algorithm [205] for identifying
gang spheres of influence. Work by Nakamura et al. [206] and the Rand Cooperation [207]
shows that competition between gangs can potentially lead to more violent conflicts. As
such, different kinds of crimes can also have spatial correlations which can be shown with
territory overlap. Thus, this framework utilizes a novel territory boundary extraction algo-
rithm for the analysis of the correlation and interactions between categorical spatial data
(i.e., categories of criminal activity such as robbery and public intoxication or categories of
gang members).
5.3.1 Territory Extraction
Given a set of geolocated points, the most straightforward method to define and ex-
tract territory boundaries is to simply draw a convex hull around the points. However, this
method often overestimates or underestimates the area with results being sensitive to out-
liers. Furthermore, a naive convex hull solution misses the fact that a territory may not
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Figure 5.6: Interactively Editing Buffer Zones Can Reveal Underlying Structures in the
Territories.
be contiguous, i.e., a group might have several small territories scattered at different lo-
cations, which will result in a gross overestimation of the territory. As such, more robust
methods have been developed to extract spatial clusters (territories/hotspots), with one of
the most popular being DBSCAN [208]. However, the convex hull around points within
one cluster of the regions found with DBSCAN will focus on the individual locations of
the phenomena, as shown in Figure 5.5 (a). This neglects the potential spread of territories.
More recent work has demonstrated that level sets applied with kernel density estima-
tion provide reasonable estimates for territory extraction as well (e.g. [209–211]). Un-
fortunately, as previously discussed, traditional KDE does not take into account many of
the physical geographic properties that may be critical for analysis. Thus, we propose a
method for territory extraction using the underlying spatial network structure that com-
bines elements of NKDE and DBSCAN.
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First, NKDE is performed, and each point in the dataset is assigned a density estimate
value. If the NKDE value of the point is greater than a threshold, the point is extracted and
clustered with DBSCAN. Next, convex hulls are extracted around the resulting clusters.
The convex hulls are shown in Figure 5.5 (b). Finally, the edges of the convex hulls are
discretized and mapped to the geographic network.
In order to map the convex hulls to the geographic network, a force directed method
is applied. In the physics model, each point in the DBSCAN cluster has a positive point
charge with quantity q1 and each network edge is a rod with a continuous negative charge.
Thus, all points will be attracted to the network edges. Next, the edges are simplified as
negative point charge with a quantity q2. Then, the force of attraction between points and
network edges is calculated with Coulomb’s Law:
F ∼ |q1q2|
r2
, (5.9)
where r is the distance between the point and street. When the forces from the nearby
streets are calculated, a winner-takes-all strategy is applied and the point is moved to the
street which contributes the largest force. The quantity of charges on the edges can be
determined by a variety of design factors. If the roads are charged uniformly, the results
are shown in Figure 5.5 (c). For this work, information on the level of the roads is used
(thus the convex hull boundaries will snap to larger roads first, i.e. highways). We also
provide interactions so that users can mark roads as critical, thus adding a larger charge
value to the marked roads. The results are shown in Figure 5.5 (d).
As with many territory extraction algorithms using density estimates, the hardest part
is determining an appropriate threshold value. Our framework supports interactive thresh-
old modification through the NKDE threshold slider where the user can explore different
hotspot thresholds to find an appropriate upper and lower limit based on:
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yi = (u− l)(1+ log10 min(x)−
log10 xi
log10
max(x)
min(x)
)+ l, (5.10)
where yi is the threshold of group i with size of xi, and u and l are the threshold upper and
lower limits. When the territory boundaries are enabled in the framework, changing the
threshold will directly impact the size of the territory that is extracted. The analyst can use
their domain knowledge about the region coupled with the interactive threshold widget to
identify values that best match their mental model of the area.
5.3.2 Overlap Analysis
The proposed territory extraction method provides the spatial regions for a particular
category of the data, e.g., the regions where thefts are most likely to occur, or the regions
where the Black Disciples are most commonly active. These regions can then be used
to quantify the amount of overlap between the different categories found in the dataset,
(e.g., how often do public intoxication and noise complaints overlap?) Since these regions
contain a probability distribution estimate, we can utilize the Bhattacharyya Coefficient BC
which is defined as
BC(p1, . . . , pn) =
∫
n
√
n
∏
i=1
pi(x)dx, (5.11)
where pi(x) is the probability density function of ith distributions [212, 213]. If no overlap
settings are saved and all categories are selected, the pair of categories with the maxi-
mum BC will be used to encode the overlap intensity. Otherwise, the n-distribution Bhat-
tacharyya Coefficient is visualized.
As shown in Figure 5.1, this system creates a map that shows multiple categories of
data as well as encodes regions of overlap. The left figure shows estimated gang territory
boundaries with overlapping territories highlighted. The middle figure shows a geographic
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based network view of gang arrest records using NKDE and overlaps are again highlighted.
The right figure shows a detailed view of the overlap areas. However, it can be difficult to
determine exactly which categories are overlapping, thus, this system also provides a detail
zoom view (Figure 5.1 - Right) where the corresponding color of each overlapping category
is now mapped on the network segment. The overlapping groups are ordered from top to
bottom or left to right (depending on the network orientation) with respect to their density
in a region, for example, in Figure 5.1, the streets within the territories are mapped to the
corresponding colors. If there is only one category (e.g., gang in Figure 5.1) on that network
segment, then only one segment is drawn along the street. If multiple categories overlap in
that region, multiple segments are aligned by the streets. The segments are ordered by the
category densities and listed left to right or upwards.
One issue is how to appropriately visualize the hotspot overlaps on the map. Since the
data is categorical in nature, this overlap can be viewed as a set problem. Our framework
provides an interactive overlap configuration widget, as shown in Figure 5.2. First, the
user selects the categories of interest and chooses a color to define the overlap. The user
then selects “save the overlap” and the set intersection is visualized below. When this
configuration is selected, the map will re-render such that the overlap coefficient is defined
based on the categories related to the selection. The opacity of the overlap color is then
directly proportional to the Bhattacharyya Coefficient.
Unfortunately, the combined NKDE - DBSCAN territory extraction method is unable
to account for potential natural geographic boundaries in the data. In such a case, details
as to which geographical features break the network flow would need to be encoded, and
such information is generally only captured in the domain knowledge of analysts. For
example, police may know that certain gangs do not operate north of a particular highway
or railroad. In order to incorporate such knowledge into our hotspot analysis and territory
extraction methods, the user is allowed to define buffer zones on the map using our buffer
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zone editor tools, shown in Figure 5.2. These buffer zones serve as cuts to the underlying
geographic network, which then limits the directionality of NKDE and directly influences
the boundaries of the extracted territories. Specifically, if the user draws a cut and the
territory/hotspot becomes smaller, then the reduced part was not much of contributor to
the underlying NKDE value. This indicates that the part of the territory that disappeared
is likely not an important contributor to the overall territory shape. Thus, while events
may occur outside of this territory, the major boundaries can be defined in this manner.
Figure 5.6 illustrates the addition of two edge cuts in the map. In Figure 5.6 (a-c), the
cut is added and the territory shrinks, indicating that the edge is a reasonable boundary for
the region. This is due to the fact that the NKDE values can no longer reach beyond the
cut, so sparse regions will have their overall density values reduced. This results in those
regions no longer being identified as hotspots, thus they are removed from the hotspot
territory extraction. In Figure 5.6 (d-f), the cut is added and the territory remains the same,
indicating that the underlying point distribution is large on both sides of the network cut.
As such, the buffer zone that was indicated is unlikely to actually exist.
5.4 Case Studies
In order to evaluate our proposed framework, two datasets focusing on criminal incident
reports in Tippecanoe County, IN and gang violence in Chicago, IL are used. For our edge
properties, speed limits are utilized. Previous research [214] indicates that crime (such
as burglary) is related to the accessibility of a neighborhood and part of the measure of
accessibility is the distance of travel. Colquhoun found that crime rates were lower in
areas with complex road networks and lower designated speed limits [215]. As such, the
application of road speed for the weights in our modifiable edge bandwidth NKDE should
be a reasonable metric to help capture physical barriers (as suggested by Rossmo [216]).
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Figure 5.7: KDEs for Public Intoxication Incidents in Tippecanoe County.
5.4.1 Criminal Incident Reports and NKDE
In this case study, the user explores differences in the geographic distributions of crim-
inal incident reports in Tippecanoe County, Indiana, the home of Purdue University. A
total of 21,332 reports comparing the Spring and Summer of 2014 (January 10 – May 10
and May 11 – August 20 respectively) are used. For this study, a series of images are cre-
ated using the traditional kernel density estimation approach as well as the variable edge
bandwidth network kernel density estimation approach. Results were presented to a Purdue
University police officer, and he provided an interpretation of the results and commented
on how he would use the information. For the edge weighting, the speed limits of the roads
are used for the scaling factor. The average speed limit in the area under analysis is 30mph,
thus W = 30 in these examples.
In Figure 5.7, public intoxication incidents and identified landmarks are visualized for
the discussion. Figure 5.7(a-c) visualizes the incidents in spring of 2014 and Figure 5.7(d-
f) shows the summer of 2014. The fixed bandwidth is 0.5 miles and the variable bandwidth
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Figure 5.8: KDEs for Bike Thefts in Tippecanoe County.
is W = 30 corresponding to the average road speeds in the major hotspot areas. From
the traditional kernel density estimation pictures, the officer described his impressions of
the two hotspots separated by the river. The western hotspot is located near the campus
downtown region and the traditional bar district for students. The eastern hotspot is also
a bar district; however, the distance from campus typically requires driving to this area.
The officer noted that the distinction between the spring hotspot in the east being smaller
than the summer was likely due to the large amounts of festivals held on the eastern side
of the river during the summer months. After that, the officer looked at the network kernel
density estimation maps Figure 5.7 (b) and (c). He commented that the immediate benefit
for this was in directing targeted law enforcement. Looking at the maps of the communities
of public intoxication on the west and east sides of the river, the officer noted that these
paths map to common parking structures and undergraduate dorms in the data set. By
doing random foot patrols optimized by these locations, officers can potentially prevent
drunk driving. For the variable bandwidth shown in Figure 5.7(c,f), notice the subtle local
variations where the density does not cover all of the neighborhoods in the eastern part of
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the town and instead it follows primarily along the main travel corridors as compared to
Figure 5.7(b,e). Such information seems to better conform to the officer’s mental model
of public intoxication arrests being more localized. Again, this does not imply that one
density estimate is superior to another. But by adding in more information to the model,
local variations can be explored.
Next, the officer explored the results of the bike thefts in the spring as shown in Fig-
ure 5.8. Figure (a-c) visualizes the incidents in spring of 2014 and (d-f) shows the summer
of 2014. The fixed bandwidth is 0.5 miles and the variable bandwidth is W = 30 cor-
responding to the average road speeds in the major hotspot areas. While the hotspot of
Figure 5.8 (d) appears to cover all of the campus in the west, the road network actually
enables the officer to tell a different story based on his experience. In the bike thefts near
campus, the area of town where upperclassmen are likely to live (apartments) and the area
where underclassmen are likely to live (dorms) are marked. The visualizations show that
bike thefts are taking place primarily in the upperclassmen area. He also noted that this
network view provides a nice way to communicate public awareness campaigns as well as
patrols. Specifically, he noted that there were very few bike thefts in the north of campus
and could communicate that better with the network based images than with the traditional
hotspot map. Again, note the subtle local variations in the fixed bandwidth network KDE
and the proposed variable bandwidth method. Here the fixed bandwidth network estimate
spreads the data across all neighborhoods similar to that of the Euclidean version, whereas
the proposed method takes into account edge properties and gives potential insight into
local variations.
Overall, the feedback was positive, and, from the examples discussed, it was clear that
the network view could provide insights into geographic hotspots that would not be obvious
from the purely Euclidean based methods. As the bandwidth shrinks, the visualization
approximates that of a point based map, and so even if one were to change the bandwidth
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Figure 5.9: Overlap Analysis of Public Intoxication, Disturbances, and Robberies in
Tippecanoe County
parameters of the Euclidean distance estimation, it would also fail to show distributions
along the road. As such, there is a need for analytical techniques that can combine multiple
properties of complex spatial data into a single view.
5.4.2 Spatial Overlaps in Crime Categories
In this example, the analyst is exploring criminal incident reports in Tippecanoe County
categorized into theft, public intoxication, disturbances, burglary, noise, and robbery. The
analyst is first interested in understanding the different crime hotspots. The analyst cycles
through the different crime categories to gain an overview of where different crimes take
place, reconfirming their mental model and identifying major roads of interest. After ad-
justing the NKDE threshold, the analyst is satisfied that the resulting hotspots are of interest
and extracts all three territories on the map view (Figure 5.9). Next, the analyst wants to
explore set overlaps between the different crime types. The initial impression is that the
overlap will be primarily two independent sets, with public intoxication and disturbances
on the west side of the river and disturbances and robbery occurring on the east side of
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the river. The analyst switches the territory boundary off to observe the joint probability
metric between the different categories. First, the analyst looks at the set intersection be-
tween disturbances and public intoxication and chooses the overlap color to be black, as
illustrated in Figure 5.9 (a). This intersection occurs in close proximity with the known bar
districts in town, indicating that such infrastructure may directly correlate to these types of
events. Next, the analyst explores the intersection between disturbances and robbery. The
analyst defines another overlap color, purple, as illustrated in Figure 5.9 (b), and finds that
the area of intersection between disturbances and robberies are in a completely different
part of town than disturbances and public intoxication. This area of overlap occurs in the
lower income portion of town. Next, the analyst explores the intersection between public
intoxication, and robbery as illustrated in Figure 5.9 (c) and defines the overlap color to
be red. Little overlap between public intoxication and robbery are found to occur using
the current NKDE threshold values. Finally, the analyst explores the intersection of distur-
bances, public intoxication and robbery simultaneously, creating a fourth overlap color of
orange as illustrated in Figure 5.9 (d). The analyst then zooms into the different regions
looking at streets where the major overlaps occur as illustrated in Figure 5.9 (f). The ana-
lyst observes that the primary region where all three types of crime intersect are in the low
income housing area, but again, the overlap opacity is very low indicating a low probability
of overlap. However, the analyst does observe an area of orange overlap on the west side
of the river that was not apparent in looking at the territory view alone. The analyst zooms
into the location and observes a single block that appears to be the main intersection of
these three types of crimes.
The main benefit of the overlap coefficient is that the probability metric is not solely
dependent on where the spatial territories overlap. For example, Figure 5.9 (e) shows the
convex hulls of the territories for public intoxication, robbery, and disturbances. If one were
to only look at the convex hulls, it would appear that the overlap between public intoxica-
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tion and disturbances are completely independent from public intoxication and robbery.
However, the territory extraction is a density based scan coupled with NKDE metrics. By
visualizing NKDE and overlap coefficient measures, the underlying data distributions can
be further explored. What is most interesting about this type of analysis is the ability to
quickly explore correlations between locations. While previous work [217] has explored
temporal correlations between locations to look at lag and lead aspects of crime spreads,
this method provides a new tool for analysts where they can search for spatial correlations
in the form of set probabilities. Future work will explore adding a temporal dimension into
the overlap calculation to be able to suggest lag and lead. Further future work will explore
extracting point-of-interest information as a way to annotate locations in the data to help
further develop mental models of hot spot territories. For example, analysts may want to
know how many bars are in a given territory or how many bus stops are within a given
proximity.
5.4.3 Gang Territory Analysis
While the previous examples demonstrate how different types of crime can be explored
for spatial correlations, another major use of territory analysis is for gang identification.
When discussing with police, one of the main methods for creating gang territory maps is
by plotting arrests and graffiti and the drawing boundaries by hand. In this example, a data
driven approach is used. The gang territories are plotted with the proposed method and then
some boundary cuts along major geographic features (interstates, light rail, etc.) are added
interactively. Figure 5.10 shows the interactive process to extract territories of Chicago
Gangs. The top row explores buffer zones and their impact on defining gang territory
edges on Interstate 94. The bottom row explores Washington Park as a nexus for gang
activity, using the park itself as a buffer zone in exploring territory overlap. In this analysis,
we choose to focus on overlaps between the Gangster Disciples, Vice Lords, and Black
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Figure 5.10: Territory Overlap Analysis of Rival Gangs in the City of Chicago
Disciples as these gangs represent the three largest gangs in Chicago. First, the overlaps
between the Gangster Disciples and the Vice Lords, Figure 5.10 (a), are explored. Here,
large areas of overlap between the two gangs are visible; however, there are places where
the overlap seems tangential to nearby infrastructure, specifically parks and interstates. As
such, the user can interactively explore the territories by drawing buffer zones along several
major roadways. It can be seen that when a buffer zone is drawn near the Park Manor area,
the territories are split and so it appears that Interstate 94 may serve as a natural boundary
for the gangs as shown in Figure 5.10 (b-e).
Next, we explore the overlap between the Gangster Disciples, Vice Lords, and Black
Disciples. From Figure 5.10 (f-g), it can be seen that the Washington Park area is serving
as a major intersection area between the three gangs. We add an edge cut around the park
and can find that there is some separation between the gangs as shown in Figure 5.10 (h);
however, Washington Park is at the nexus of the territories. While the edge cuts serve to
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highlight major boundaries and we see relatively strong separation between gang commu-
nities, further investigation finds that Washington Park is ranked 5th among Chicago’s 77
community areas with respect to violent crime in the last month (http://trib.in/2mLwSNI).
To further explore problems in this area, the user can toggle other gang territories on and see
that several other gangs also have territories proximal to Washington Park in Figure 5.10
(i).
What is interesting about this work is that by interactively adding and removing edge
cuts, the combination of DBSCAN and NKDE provide a means of exploring how sensitive
these territories are to different geographical features. One simple exploratory exercise is
to simply mark several of the major secondary streets as edge cuts and explore the resulting
territories and NKDE values. Similar to the crime type overlap in Tippecanoe county,
the user can also create an overlap map and interactively define unique color classes for
intersections between gangs. One could hypothesize that regions of overlap could serve
as a nexus for violence. Anecdotally, one major rivalry of late was between the Black
Disciples and Gangster Disciples in 2012. Aspiring rapper Lil Jojo was killed in a homicide
which was attributed to gang violence through reports on social media [218]. The crime site
locates in close proximity with the overlap regions between these two gangs and marked
in Figure 5.11. Figure 5.11(a) shows that that these gangs share several regions where
the territory boundaries overlap. In Figure 5.11(b), further inspection using NKDE shows
they have a high probability of overlap along a large number of roads. Several high profile
deaths have been linked to rivalries between these gangs in the region. This area is also
where the actress Jennifer Hudson’s family was murdered (that killing was also attributed
to gang violence) [219].
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Figure 5.11: The Black Disciples and Gangster Disciples Territories and Their Overlaps
5.5 Evaluations
In recent studies of predictive policing, it has been more popular to analyze incidents
and arrange patrols in the unit of street segments and intersections (e.g. [126, 127]). For
hotspot analysis, we can get the hot street segments with either NKDE or spatial KDE pro-
jected to the road network. To evaluate the effectiveness of KDE in hotspot identification,
two kinds of analysis are applied. First, spatial KDE and network KDE are compared in
quantitative and visual approaches. As network KDE has higher computational complexi-
ties, the comparison can be used as guidance for when NKDE can be estimated with spatial
KDE at a lower cost. Then, these two KDEs are evaluated using various metrics to measure
the effectiveness and accuracy in spatial analysis. For fair comparisons, spatial KDE results
are projected onto the road network.
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5.6 Comparison of KDE
The first evaluation is the comparison between spatial KDE and network KDE. The
comparisons are performed in both quantitative and visual aspects. First, quantitative dif-
ferences between two KDEs are calculated under different settings. Because network KDE
has higher computational complexity, it can be estimated or replaced by spatial KDE. If the
difference is significant, visual comparison is performed to analyze the difference in detail.
5.6.1 Quantitative Comparison
To compare two KDE algorithms, the overall differences are first summarized with
mean squared error (MSE):
RMSE =
√
1
n
n
∑
i=1
(Yˆi−Yi)2 (5.12)
where Yˆ and Y are two image vectors. Each value in the image represents the KDE value on
the corresponding pixel. The real value of KDE, rather than the rendered color, is used in
this case because the focus in this stage is to evaluate the difference between values instead
of the final render results.
As noted in the previous section, one of the issues of KDE in analysis is how to de-
termine the bandwidth. As KDE models the dispersion procedure, the differences between
NKDE and spatial KDE can unveil the patterns of the disperse. The first set of comparisons
focus on the differences between different types of crimes in different crimes.
The first example is to visualize the differences between two KDEs generated from
incidents in Tippecanoe County, IN. The RMSE differences are visualized in Figure 5.12.
The horizontal axis is the spatial KDE bandwidths in miles. The vertical axis is NKDE
bandwidths in seconds. Darker colors denote larger differences. Along the vertical axis of
spatial bandwidths, it can be observed that the two KDEs reach more agreements on the
lower half of the bandwidths. The bottom generally lies near the minimum speed limits
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Figure 5.12: RMSE Differences Between Spatial KDE and NKDE in Different Bandwidth
Settings for Four Types of Crimes in Tippecanoe County, IN
(0.2 miles for 30 seconds and 0.35 miles for 60 seconds). Note that spatial KDE models’
dispersion in the straight line and the networked KDE disperses the incidents along the
road. Another insight we can gain from this finding is that the crime incidents in this
area might have less mobility than speed limits. This could be related to the nature of
the incidents types. Many of the events are more likely to be caused by people on foot
instead of in vehicles. As a comparison, the same analysis is applied to Chicago Gang
arrest records as shown in Figure 5.13. The observed lowest point shifts to 0.4 miles for 60
seconds network bandwidth. As Chicago is a larger metro area and the gang members have
higher mobility, it seems likely that more incidents of gang related crimes are mobilized
with vehicles instead of on foot. This comparison shows that average speed limits can be
a good starting point of the analysis for NKDE, but it should be adjusted according to the
applications.
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Figure 5.13: RMSE Differences Between Spatial KDE and NKDE in Different Bandwidth
Settings for Arrest Records of Four Gangs in South Chicago.
5.6.2 Visual Comparison
With the quantitative comparisons, we can estimate the appropriate bandwidth values
for spatial KDE and NKDE for fair comparisons. The next question is to determine which
method can generate better hotspot visualizations. In this section, the differences of the
KDEs are visualized with real data points overlay. For the incidents in Tippecanoe County,
IN, the bandwidths for spatial KDE and NKDE are set as 0.2 miles and 30 seconds re-
spectively. Red and blue colors denote larger values for NKDE and KDE, respectively.
Figure 5.14-5.16 compare NKDEs and KDEs of three types of incidents in Tippecanoe
County, IN. In Figure 5.14, disturbance incidents are used as the test case. The first row
shows the overview of the KDEs. The left image is NKDE. The center image is KDE. The
right image is the difference between NKDE and KDE. Red colors denote that NKDE has
larger values and blue colors denote smaller values. The second row shows the zoomed
views of the local details. The first two images show the areas where NKDE is larger. The
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Figure 5.14: The Comparison Between NKDE and Projected Spatial KDE With the Dis-
turbance Incidents.
third image shows the area where spatial KDE has larger values. The last image shows
the area where two KDEs have similar values. Four detailed areas are zoomed in to show
the difference. In the first two detail figures, concentrated roads get more attention from
NKDE. In the third figure, a street gets more attention from KDE, but it can be seen that
there are not incidents in the east side of the blue roads. Figure 5.15 compares the two
KDEs with the noise incidents. The left image is NKDE. The center image is KDE. The
right image is the difference between NKDE and KDE. Red colors denote that NKDE has
larger values and blue colors denote smaller values. In the right figure, the main streets
in the southeast are recognized as hotspots by spatial KDE. However, there are not many
incidents around this area. Figure 5.16 compares the two KDEs with the case of burglary
incidents. In the right figure, the spatial KDE gets better performance than the other two
cases. However, it can be observed that the distribution is more even within one commu-
nity and different across different areas. So the reason could be the difference of location
selection schemes.
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Figure 5.15: The Comparison Between NKDE and Projected Spatial KDE With the Noise
Incidents.
Figure 5.16: The Comparison Between NKDE and Projected Spatial KDE With Burglary
Incidents.
5.7 Accuracy Evaluations
The accuracy metrics are based on the hotspot prediction tasks. One of the most popu-
lar evaluation methods is cross validation. Traditionally, cross validation is used to pick the
optimal bandwidth values acoording to the stability of KDE [220–224]. They include Like-
lihood Cross Validation (LCV) [225, 226], Least Square Cross Validation (LSCV) [227–
229], Biased Cross Validation (BCV) [230], Smoothed Cross Validation (SCV) [231], and
the direct-plug-in method [232]. In cross validation, the error can be measured in vari-
ous metrics such as integrated squared error (ISE) [233, 234] and L∞ [235]. For example,
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leave-one-out LSCV with the metric of ISE can be formulated as:
ISE =
∫
( fˆ (x)− f (x))2dx (5.13)
where fˆ (x) is the density function for position x in the investigated dataset and f (x) is the
density function in the overall investegated [234]. As leave-one-out cross validation is used,
fˆ−i can be denoted as the density function for the dataset generated by removing observa-
tion Xi. LSCV is the cross validation process to minimize average ISE for all validations.
LSCV is the average of ISE for all n cross validations.
In the accuracy evaluation, the density value is directly used as the prediction generated
from the training set. 10-folds cross validation is applied in the following testings. Larger
cross validation results means larger mean accuracy. Table 5.1 and 5.2 compare the cross
validation results in the two crime incident datasets. In Table 5.1, it can be observed that the
difference is more obvious in cases with short bandwidths because of smaller smoothing
ranges. In Table 5.2, the difference is much smaller. This can be explained by the survey
by Hipp and Kim which states that crime distribution patterns differ greatly across cities in
varying sizes [127]. Another interesting observation is that NKDE gets much better perfor-
mance on noise incidents under small bandwidths despite the fact that noise disperses along
the straight line. One explanation can be that many streets and buildings have screening
effect for noises, which is ignored in spatial KDE.
Another metric is hit rate, which is the percentage of incidents that fall within the
hotspot areas. However, this metric varies linearly according to the bandwidth so it is
not appropriate to be used in evaluation. The second metric is Prediction Accuracy Index
(PAI). PAI is defined as:
PAI =
n′
N
A′
A
(5.14)
where n′ is the number of incidents in hotspot areas, N is the total number of incidents, and
A′ is the area of hotspots and A is the total area of investigated area.
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Robbery Noise Burglary Public Intoxication
0.2 miles 0.2457 0.5707 0.2185 0.207
30 seconds 0.16069 0.419987 0.141158 0.134438
0.35 miles 0.2335 0.5715 0.2201 0.2072
60 seconds 0.2475 0.5704 0.219 0.2073
Table 5.1: The Cross Validation Results of Crime Incidents Under Four Categories in
Tippecanoe County, IN.
Gangster Disciples Black P Stones Black Disciples Latin Kings
0.4 miles 0.347527 0.24725 0.292861 0.395693
60 seconds 0.347431 0.2471 0.292859 0.39607
Table 5.2: The Cross Validation Results of Gang Member Arrest Records in Chicago, IL.
Table 5.3 and 5.4 list the comparisons of PAI values of two KDEs with different datasets
and bandwidth settings. The two tables show higher PAI accuracy from projected spatial
KDE than NKDE. However, PAI is highly effected by the choice of bandwidth. In most
cases, larger bandwidth leads to smaller PAI [134]. Because of the nonuniform bandwidth
of NKDE, it can cover a larger area in some urban areas, which decreases the PAI accuracy.
To alleviate this issue, temporal similarity theory is applied to develop another metric.
Another metric is Recapture Rate Index (RRI). This metric is used to evaluate the tem-
poral robustness of hotspot identification. Based on the spatiotemporal near repeats theory
in predictive policing, this value should be close to 1 in the ideal scenario. RRI can be
defined as:
RRIt =
PAIt
PAIt−1
(5.15)
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Robbery Noise Burglary Public Intoxication
0.2 miles 88.146 141.79 37.038 155.168
30 seconds 87.278 66.153 43.4928 125.489
0.35 miles 27.277 71.511 15.466 63.071
60 seconds 41.375 36.236 13.083 41.35
Table 5.3: PAI Values of Projected KDE and NKDE for Four Categories in Tippecanoe
County, IN.
Gangster Disciples Black P Stones Black Disciples Latin Kings
0.4 miles 17.57 152.989 114.998 72.19
60 seconds 15.915 82.513 52.551 53.635
Table 5.4: PAI Values of Projected KDE and NKDE for Chicago Gang Member Arrest
Records.
where RRI compares PAI in the current time frame and the previous time frame. RRI
indexes for two datasets are compared in Figure 5.17 and 5.18. The red lines denote the
projected KDE and the blue lines denote NKDE. The horizontal lines mark the mean values
of the corresponding RRI. In Figure 5.17, the one-year data is divided into 4 three-month
time frames. In Figure 5.18, the data is divided into 6 six-month time frames. In the first
dataset, it can be observed that KDE gets higher RRI values than NKDE. However, NKDE
shows more stability. The differences between mean RRI varies across different crime
categories. This indicates different seasonal recapture patterns. In the second dataset, little
difference can be observed between the two methods because they are all under the same
crime types.
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Figure 5.17: RRI Values of Projected KDE and NKDE for Four Categories of Crime Inci-
dents in Tippecanoe County, IN.
Figure 5.18: RRI Values of Projected KDE and NKDE for Gang Member Arrest Records
in Chicago, IL.
95
Chapter 6
CONCLUSIONS AND FUTURE WORK
To summarize, geographical networked phenomena are analyzed in two visual analytics
frameworks. The major contributions of this work include:
• The design of a visual analytics framework for geographical social networks,
• An application of network clustering in geographical network analysis,
• Comparisons of network clustering algorithms,
• An estimation algorithm of event boundaries according to geographical network in-
formation, and
• Quantitative metrics for KDE-based hotspot identification methods.
A series of case studies are performed to demonstrate the effectiveness of these frame-
works. The frameworks are evaluated with objective evaluations in form of domain expert
surveys and quantitative evaluations.
Overall, two visual analytics frameworks are proposed for the analysis of geographi-
cal networked data. In the first, virtual networks are projected into their underlying ge-
ographical contexts. This framework enables users to discover relationships between the
virtual network structures and the geographical properties. The second framework inte-
grates physical network into the spatial hotspot detection algorithm. A boundary extraction
algorithm is also proposed to detect the boundaries and overlaps between different cate-
gories of events. Besides the physical networks, users can also interactively add guidance
to the boundary extraction procedure.
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The first part of this thesis proposes a visual analytics framework for virtual to physical
network analysis. The interactions in the virtual network space, such as social network,
are projected into the underlying geographical space. Through spatial aggregation, interac-
tions between individuals in social networks are projected into interactions between spatial
units. The network communities are analyzed through visual analytics. Central nodes are
highlighted in the visualizations. The traditional and spatial-near network clustering algo-
rithms are compared in various metrics and visualizations. With hierarchical structures of
network clustering algorithms, the relationships between subcomponents in the clusters are
also investigated with corresponding visual analytics interfaces. The retweet network in
the topic of United States entrepreneurship is used as the case study.
This thesis also proposes a novel framework for visualizing hotspots using the under-
lying geographic network data. The differences between visualizing data with a traditional
two dimensional kernel density estimation and a network based density estimation have
been demonstrated. In the cases where geographic network data is available and meaning-
ful to the data set under analysis, the application of network data to geographic hotspot
visualization can provide improved contextual cues for analysts. The major design princi-
ple that can be taken from this paper is that simple Euclidean based and areal aggregation
methods often hide structure in the data. As such, depending on the data properties, ag-
gregation methods that can better encode geographical structure should be employed. De-
cisions should be made with respect to the analytical task, as well as the need for privacy
preservation, as adding more detail can also quickly reveal unique identities in sparse data.
A novel territory extraction method that utilizes level sets of the NKDE along with the
DBSCAN algorithm to identify territory boundaries with respect to the underlying geo-
graphic network has been introduced. This technique was further augmented by enabling
users to interactively add buffer zones for network cuts in the map. Future work will ex-
plore the sensitivity of the extracted territories to edge cuts and develop methods to suggest
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geographic features that may serve as buffer zones. It is also planned to incorporate point-
of-interest datasets to enable more spatial correlation. Currently, NKDE uses the street
speed limit as the bandwidth scaling parameter. This assumption can be too strong for cer-
tain type of events. it is also planed to develop automatic methods to suggest appropriate
edge width settings.
Limitations in the current systems include data scalability, temporal dynamics, and
interactivity. In network data exploration, the network size restricts the effectiveness of
visualizations. To solve this issue, interactive filtering, multiple linked views, and more ad-
vanced graph mining algorithms can be introduced. Temporal dynamics is also interesting
in network analysis. This thesis discusses the temporal dynamics in spectral embedding.
A future direction can be exploring the relationships between modularity optimization and
temporal dynamics analysis. Currently, the network analytics system only has very lim-
ited interactions. A future direction is to add more interaction features, such as filtering
and temporal dynamics exploration. In hotspot exploring, scalability issues arise when the
search space grows. Currently, the algorithm depends on Dijkstra’s algorithm which has
the complexity O(|E|+ |V | log |V |). Future work could include more advanced navigation
algorithms and detail-on-demand estimation schemes. Currently, the system only analyzes
the static events within a given time frame. The next feature is to add temporal trend anal-
ysis. More interactions can also be introduced to increase spatio-temporal patterns. One
example is to extract different types of hotspots to provide more meaningful guidance to
the users.
Another major challenge in this work is the appropriate visualization of sets on maps.
While set visualization has been a continual area of research [236], methods for linking
geographic sets are still in further need of refinement. Future work will explore more ad-
vanced methods for set analysis and visualization of categorical variables. The addition of
point-of-interest datasets will also benefit from these techniques as relationships between
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the proximity of crimes to geographic features (such as convenience stores, bus stations,
etc.) are often used when developing spatial models. Besides hotspot maps and territory
maps, the spatial distribution can also show different types of attractors, such as point
attractors and street attractors [113]. A future feature is to combine different hotspot visu-
alizations together with the temporal information for better support for decision makers.
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