Abstract-In this paper, we propose a quantitative model for dialog systems that can be used for learning the dialog strategy. We claim that the problem of dialog design can be formalized as an optimization problem with an objective function reflecting different dialog dimensions relevant for a given application. We also show that any dialog system can be formally described as a sequential decision process in terms of its state space, action set, and strategy. With additional assumptions about the state transition probabilities and cost assignment, a dialog system can be mapped to a stochastic model known as Markov decision process (MDP). A variety of data driven algorithms for finding the optimal strategy (i.e., the one that optimizes the criterion) is available within the MDP framework, based on reinforcement learning. For an effective use of the available training data we propose a combination of supervised and reinforcement learning: the supervised learning is used to estimate a model of the user, i.e., the MDP parameters that quantify the user's behavior. Then a reinforcement learning algorithm is used to estimate the optimal strategy while the system interacts with the simulated user. This approach is tested for learning the strategy in an air travel information system (ATIS) task. The experimental results we present in this paper show that it is indeed possible to find a simple criterion, a state space representation, and a simulated user parameterization in order to automatically learn a relatively complex dialog behavior, similar to one that was heuristically designed by several research groups.
I. INTRODUCTION
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research communities there are more complex examples of dialog systems that make use of natural ways of communication like speech and language [3] - [5] , [12] - [14] , [19] , [23] , [24] . All these are examples of man-machine dialog systems that notwithstanding their preferred way of interaction with the human (touch tone, keyboard, natural language, etc.) share a common principle: a strategy aimed at the satisfaction of the goal that justifies their existence.
Since there are no commonly accepted methodologies for building a dialog system, today dialog design is more art than engineering or science. In general, a dialog system consists of a more or less structured program, based on reasonable rules dictated both by the knowledge of the application and by continuous experimentation with real users. Sometimes the knowledge of the application takes the form of a plan [19] , [33] that decomposes the original goal of the dialog system into a hierarchy of subgoals. However, the design principles are purely based on heuristics and trial-and-error. The problem with such a procedure is that generally it is hard to predict all the possible situations the system might encounter in real scenarios, hence a system can reach good performance only at the expense of an extended experimentation. Moreover, when a new application is developed, often the whole design process has to be started from scratch.
The research community in the field of spoken language systems is well aware of the benefits derived by the introduction of well-founded mathematical problem formalization. For instance, the tremendous progress made in speech recognition during the last decade is mainly due to the introduction and use of stochastic modeling of both acoustic [30] and linguistic phenomena [16] . Also, recent advances in language understanding for spontaneous speech are due to the introduction of different stochastic models [11] , [14] , [15] , [21] , [26] . The strength of the stochastic approach is in the fact that it naturally takes advantage of large amounts of data. In fact no one doubts the importance of data corpora in the spoken language community ("No data like more data" 1 has been the speech recognition motto in the past ten years). Data is used for estimating model parameters in order to optimize the performance of the system. Usually the more data the system is trained with, the higher the resulting performance on new data is. Moreover, since the training is done automatically and requires little or no supervision, new applications can be developed with the only cost of collecting new data, if at all needed.
These advantages of the data driven approach motivated the dialog community to start looking at them also for dialog design.
However it is not clear yet how to use data for that purpose. Of course, dialog designers do look at data in order to build the rules that guide the dialog, and later to improve its performance. But designers can analyze only a relatively small quantity of data, and there is not a clear understanding of which measures can be derived automatically from the corpus in order to automate the design procedure.
The main problem of supervised learning of dialog from corpus originates from the dynamic nature of dialog itself. Not only is it not clear how to learn a dialog strategy, but also a dialog system cannot be evaluated against a fixed corpus: if at any point during the evaluation the system deviates from the dialog in the corpus (for example because of an error or a change in the dialog design), the dialog will take a different course that cannot be predicted. In fact, even if we manage to learn a dialog strategy that approximates the one in the corpus with high accuracy and only few deviations, as a result of these deviations the dialog system can get into an unexplored portion of the state space that was not represented in the corpus. Moreover, the dialog strategies adopted by humans are not necessarily those best suited for automatic systems.
In this paper, we propose to use a combination of supervised and reinforcement learning. The dialog system will learn an optimal strategy using reinforcement learning while interacting with users. Reinforcement learning allows one to actively explore the state space of the system, while using delayed feedback to update the values of all states traversed in the current interaction. Although it is possible to use reinforcement learning with real users, it is often impractical. Here we propose to use supervised learning from a corpus of dialogs in order to estimate the parameters of a simulated user that is a stochastic model used in a generative mode. The simulated user then interacts with the dialog system while it uses reinforcement learning.
II. DIALOGUE DESIGN AS AN OPTIMIZATION PROBLEM
In general, a dialog system is a machine that tries to achieve an application goal in an efficient way through a series of interactions with the user. By quantifying the concepts of achievement of an application goal and efficiency, we can state the problem of dialog design as optimization of an objective : (1) where the terms are the expected costs for different dialog dimensions reflecting the distance to the achievement of the application goal and the efficiency of the interaction, and the weights determine the tradeoff among the costs. Some of these dimensions can be measured directly by the system, like dialog duration, cost of internal processing, cost of accessing external databases or other resources and cost of ineffectiveness (e.g., number of errors the system made due to poor speech recognition); others quantify such abstract dimensions as user satisfaction (e.g., a simple happy/not happy-with-the-system feedback from the user at the end of dialog, number of users hanging up before the completion of the dialog goal, etc.). The work described in [9] relates user satisfaction to a linear combination of directly measurable quantities. Using the optimality criterion expressed by (1) we can evaluate system performance simply by running several dialog sessions and computing the average cost. Since the actions taken by the system may affect some or all the terms of the objective function, the optimal dialog strategy is a result of a correct trade off between them, as illustrated by the examples in this paper. The problem of dialog design that we address in this paper is that of finding the optimal strategy automatically.
Recently, several data-driven optimization approaches were attempted toward dialog design. For example, in [35] , clarification questions are generated based on task description, avoiding the situation of asking the user a question that does not contribute to current information exchange. In [36] , the next clarification attribute is computed from the retrieved data in order to minimize the expected number of clarification interactions. In both cases, a local optimization is performed in the particular state of the dialog where clarification is needed. In the approach proposed in this paper, the optimization is global over the whole dialog session.
We will illustrate the concepts introduced in this paper with a tutorial example of "Day-and-Month Dialog," where the goal of the system is to get the correct day and month values from the user through the shortest possible interaction.
From the definition of the application given above, it is straightforward to describe the objective function as the sum of three terms:
The first term is the expected duration of the dialog ( being the number of interactions). The second term corresponds to the expected number of errors in the obtained values (ranging from zero to two); and the third measures the expected distance from achieving our application goal (this distance is zero for a complete date, one if either day or month value is missing, and two if both are incomplete).
We formalize a dialog system by describing it as a sequential decision process in terms of its action set, state space, and strategy.
The action set of the dialog system includes all possible actions it can perform, such as interactions with the user (e.g., asking the user for input, providing a user some output, confirmations, etc.), interactions with other external resources (e.g., querying a database), and internal processing. For example, the action set in our tutorial dialog system includes the following four actions:
• a question asking for the value of the day ( ); • a question asking for the value of the month ( );
• A more open-ended question asking for the value of the date (day and month) ( ); • A final action, closing the dialog and submitting the form ( ).
When executing actions , , and , the system first asks the corresponding question, and then activates a speech recognition system to obtain the user's answer. Of course actions can be defined at different levels of granularity. For example the actions , , and can be broken into separate lower level actions, including asking the question, activating the speech recognizer with the appropriate grammar, getting input from the speech recognizer, and parsing it. In this example, we choose to group these elemental actions into a single higher level action because the order in which they have to be executed is clear and fixed (i.e., first ask, then activate the recognizer, etc.). It is up to the designer to choose the actions and their level of granularity.
The state of a dialog system includes the values of all the relevant internal variables that determine the next action that the system executes. Given the same external conditions (i.e., user responses, database results, etc.) the system future behavior is uniquely determined by the current state. The state space can be finite or infinite, and it includes special initial ( ) and final ( ) states. For our simple tutorial example, the state description has to include at least two integer variables that describe the day ( ) and the month ( ), whose values can be either zero (i.e., the corresponding variable is unassigned), or assigned to the answer provided by the user. For this state representation we have a total of 411 possible states, including one initial state ( , ), 12 states for which the month variable is assigned and the day is not ( , ), 31 states in which only the day variable is assigned ( , ), 366 states with complete dates, and a special final state ( , ). Again, it is up to the system designer to decide which variables should be included in the state. For example, in a more sophisticated system, we could have included in the state some information about past values of day and month variables obtained during the same interaction. As we will see in the next section, sometimes it is necessary to expand the state description with additional variables in order to be able to model the system as a Markov decision process.
When an action is taken in state , the system state changes. For the day-and-month example, when the system is in an initial state and it asks the user for the month (action ) the next state depends on the actual answer of the user as well as on the speech recognition performance, and it can be any one among the 12 states ( , ) in which only the month is filled, assuming that the grammar of the speech recognizer is constrained to recognize only months at this stage of the dialog. We will discuss more about state transitions in the section about Markov decision process (MDP).
A dialog session corresponds to a path in the state space starting at the initial state and ending at a final state. A dialog strategy specifies, for each state reached, what is the next action to be invoked. Fig. 1 summarizes the description of a dialog system as a sequential decision process. The dialog system starts a new interaction in the initial state. It chooses the current action from its set of possible actions according to the strategy. As the result of the performed action, the dialog makes a transition to the next state. This process repeats until the final state is reached. Of course, different strategies for the same system result in different values of the objective function (1). Fig. 2 shows three different strategies for the day-and-month system. For strategy 1, where the system immediately ends the dialog, the value of the objective function is since there is one interaction and two unassigned variables in the submitted form. For strategy 2, where the system opens with an open-ended question (Which date?), sets the values of the day and month variables according to the output of the speech recognizer, and ends the dialog, the expected value of the objective function is . Here we assume that the recognizer has a probability of making an error in the recognition of the month or day value. For strategy 3, where the system asks separately for a day and a month, the expected value of the objective function is , where is the error probability of the speech recognizer when specific questions about month and day are asked. Usually, is smaller than because the speech recognizer can use a more constrained grammar in the case of a more restricted question.
We define an optimal strategy as the one that minimizes the objective function. For example, strategy 1 (where the system does not even engage in dialog, closing the dialog as the first action) is optimal when the recognition error rate is too high, i.e., . Strategy 3 is optimal when the difference in error rates justifies a longer interaction, i.e.,
. Note that if we would include other variables in the state, like the value of day and month obtained during past interactions in the same session, we would have to consider also strategies in which the same question can be repeated more than once.
III. DIALOGUE AS A MARKOV DECISION PROCESS
Until now, we have described a dialog system as a sequential decision process in terms of states, action set, and strategy. We showed that with the objective function (1) it is possible to evaluate the performance of each proposed strategy. This is useful when a designer comes up with a few reasonable strategies and is interested to know which one is the best among them. However, we would like to address the more difficult problem of finding the optimal strategy automatically. Since the number of possible strategies is exponential (i.e.,
, where is the number of actions and is the number of states), it is impractical to exhaustively rank all of them. Although the sequential decision process framework introduced for dialog in the previous section is completely general, it does not allow to find the optimal strategy automatically without making some additional assumptions. In this section, we introduce the two assumptions necessary to describe a dialog system as an MDP for which techniques exist for finding the optimal strategy. The first assumption concerns assigning a probabilistic model to state transitions. When an action is taken at time while in state , the MDP state changes to according to transition probabilities with the following Markovian property:
For the day and month dialog, for instance, when the system is in the initial state, and the action Which month? is selected, we model the next state distribution as zero for all but the 12 states in which the month value is given and the day is not. The probability for these states is determined by a prior over the month (i.e., the probability that a specific month is picked by a user) and the confusion matrix of the recognizer (i.e., the probability that a month is recognized while month is spoken). The assumption underlying this model is that the user always complies with the system (i.e., always provides, as a response, only the information he/she was asked for), and his answer does not depend on any other information but the one described by the current state and action pair [the Markovian property (3)]. This is a reasonable assumption in our case. In other cases, in order to satisfy the Markovian property (3), the state description has to be padded with extra information (for example, the previously recognized answers of the user to the same question, number of turns in the dialog until the current one, etc.) 2 The second assumption concerns stochastic modeling costs. When action is executed while in state the system receives a feedback cost distributed according to (4) If we define the session cost as a sum of all the costs experienced by the system during a dialog session (a path in the state space starting in the initial state, and ending in the final state), the objective function for MDP is the expected session cost. 3 Therefore, in order to describe a dialog system as an MDP, we need to assign cost distributions such that the expected dialog session cost will be the objective function (1), i.e (5) where is the time step at which the final state is reached, i.e.,
. Sometimes, in order to satisfy (4) and (5), the state space description has to be altered. In our example it is impossible to come up with cost assignments that would satisfy both (4) and (5) 4 , and the state description has to be extended in order for the Markov property to apply. The reason for that is that the probability of error (and hence the cost) in the value of the assigned variable depends on the question that was used. Besides, if during the dialog several actions were used that resulted in reassigning the same variable, only the last one (the one that assigned the value submitted upon the completion of the dialog) should be taken into account. Since the cost cannot depend on past information except the current state/action pair (4), the state description should have an indication of what action was used to assign the value of each variable. One simple way of doing that is including 2 extra bits of information ( and ) in the state description, one for each variable, indicating whether the corresponding value was obtained with a simple (e.g., Which day? -, Which month? -) or composite (e.g., Which date? -and ) question. If a variable is not assigned, the value of the describing bit is irrelevant. Although this extension quadruples the number of states, the transition probabilities do not change radically since and are assigned deterministically in the next state depending on the type of the current action. The cost assignment in this case can be then described with the following cost distributions.
Any time a question is asked (actions , , and ) the system incurs a constant cost with probability 1:
When the dialog is closed (action ) the cost is , where is the number of errors and is the number of unassigned variables in the current state. If we assume that the error rate for the recognition of the month or day values is for simple questions and for composite questions, with , then the cost distribution for closing the dialog is as follows.
• For the initial state, i.e., both variables unassigned: with probability 1.
• For all states with only one variable assigned with a simple question (either or ) with prob. w.p.
• For all states with both variables assigned by composite questions (i.e., and )
w.p. w.p. w.p.
• For all states with both variable assigned by the simple question (i.e., and )
• For all states with both variables assigned, one by a simple question and one by a composite question (i.e., or )
This four-tuple composed of state space, action set, transition probabilities, and cost distributions defines an MDP.
IV. FINDING THE OPTIMAL STRATEGY
With the assumptions of the previous section, the problem of dialog design is reduced to that of finding the optimal strategy in a MDP that represents the dialog system. MDP's are well known in computer science and machine learning communities, and are used for diverse applications like games [18] , telecommunications [28] , scheduling [34] and control [22] . Moreover there exists a field known as reinforcement learning devoted to research on algorithms aimed at finding the optimal strategy for MDP's. Although we do not attempt here to give a comprehensive review of the field, we will try to give some intuition concerning the related issues. The nature of our application (i.e., dialog system) leads to a special case of MDP called finite horizon, or episodic MDP, where there is an upper bound for the duration of a session (in number of actions). This is based on the assumption that even if the dialog system fails to complete its task in a reasonable time, user's' patience will eventually limit the length of the dialog. For simplicity, we will refer in this section to this case only. For a good review of the field, see [6] and [31] .
The first important result is that in MDP an optimal strategy is a policy, which is a mapping between states and actions. This means that in MDP, in order to decide which is the optimal action to take in a given state, there is no need to consider other information except that included in the state itself (e.g., there is no need to consider past states and actions).
Due to the Markov properties (3) and (4), several dynamic programming techniques exist for computing the optimal strategy given the correct model parameters. These techniques rely on the following definition.
The optimal value of a state is the expected sum of costs incurred from state and following the optimal strategy until the final state is reached:
where is a random variable drawn from , and the expectation is with respect to both and . The optimal value function is unique and can be defined as the solution to the simultaneous equations (11) Equation (11) states that the optimal value of state is a sum of expected instantaneous costs plus the expected value of the next state, using the best available action. Given the optimal value function, the optimal strategy can be computed simply as (12) Techniques like value iteration, policy iteration, and others (for further references look at [31] ) iteratively solve (11) and (12) for computing the optimal strategy.
A. Learning the Optimal Strategy
It is not always possible to use the above methods for finding the optimal strategy due to one or more of the following reasons. Sometimes the state space is very large (or infinite). The number of equations in (11) equals the number of states, and in this case it is not only impossible to solve them, but even to store in memory the optimal strategy. In addition, the MDP parameters (i.e., transition probabilities and cost distributions) may not be known in advance. As illustrated by the tutorial example, some of the model parameters reflect the probability of user's response given the system question and the state of the dialog. Other parameters can reflect the properties of external resources, such as databases, that are also unknown in advance. In this case, we need to resort to learning.
It is impossible to use supervised learning with a given corpus of interactions to estimate the parameters or the optimal strategy of a dialog system. In fact, supervised learning techniques are based on the assumption that both the training and the test examples are drawn independently from the same distribution. In the case of MDP this assumption is incorrect if the training data is composed of complete sessions produced using a fixed strategy, like in the case of dialog, since the strategy itself determines the distribution of states in the corpus. Therefore, even though we could in principle use supervised learning to estimate the strategy in the corpus very accurately, a small deviation in the learned strategy might produce a distribution over the state space completely different from the one observed in the training set, for which we do not have accurate prediction of strategy. In reinforcement learning, the optimal strategy (or the model parameters) is learned not from a static corpus but through interaction.
The major features of reinforcement learning algorithms are as follows.
• Exploration: Since learning is performed while interacting, the exploration of the state-action space can be dynamically controlled by the learning algorithm.
• Delayed reinforcement: since the costs incurred in any stage of the dialog are propagated back to all preceding state-action pairs, reinforcement learning can deal with delayed feedback. This is especially important in dialog applications since in many cases the success of a dialog can be measured only at the end of the transaction.
• Adaptation: Since the system learns from interaction, it can keep adapting for slowly changing external conditions.
The main problem in using reinforcement learning for human-machine dialog applications is that it requires a large number of dialog sessions for a successful learning. Moreover, for proper exploration of the state-action space the system should sometimes take actions that may not be reasonable for the current situation, making it a cruel and expensive procedure for the users experimenting with the system. To overcome this limitation, we propose the use of a simulated user. The simulated user is a stochastic generative model that produces speech acts as a response to a dialog action. The parameters of the simulated user should be estimated from an annotated dialog corpus. A detailed example of a simulated user for the air travel information system (ATIS) task will be described in the next section. Once a simulated user is available, it can be used in a generative mode for interacting with the dialog system while the reinforcement learning algorithm is estimating the optimal strategy. Then when a reasonable estimate of the optimal strategy is obtained, the system can be used with real users and the learning process can continue. The simulated user is also very valuable for extensive and inexpensive testing of a dialog system looking for bugs and strategy errors [8] . Fig. 3 summarizes the suggested learning paradigm. The dialog corpus is used for estimating the parameters of a stochastic simulated user. The simulated user is used in generative mode for running as many dialog sessions as needed for the reinforcement learning algorithm to estimate the optimal strategy. 
B. Reinforcement Learning
The reinforcement learning discipline includes many algorithms for finding the optimal strategy. In this paper, we will describe only the one used in the reported experiment, namely Monte Carlo with exploring starts. For a review of other algorithms, see [6] and [31] . The goal of the algorithm is to estimate the optimal state-action value function defined as the expected cost of a session starting in state , taking action and thereafter proceeding according to the optimal strategy until a final state is reached. Therefore (13) (14) and (15) This algorithm (like many other reinforcement algorithms) is an iterative procedure beginning with an initial guess of and successively improving it at each iteration. Denoting by the estimate at iteration step , the successive improved estimation is obtained with the algorithm described in Fig. 4 .
V. REINFORCEMENT LEARNING IN THE ATIS TASK
The ATIS dialog task is based on the DARPA ATIS project [1] , [10] . It consists of a spoken language interface to an airline database that includes information such as flight schedules, fare, ground transportation, etc. The original ATIS task involves building a user initiated dialog system where the user specifies a database query in spoken natural language and the system displays the data corresponding to the interpreted query. The strategy of a user initiated system is very simple: get the user's input, interpret it in the context of the past inputs, build a database query according to that interpretation, and finally present the result of the query. Although this simple strategy was easy to evaluate objectively (i.e., comparing each retrieved data with reference correct data), in many cases the system was not efficient. For instance when a user asked, "I'd like to have information about flights," the correct response was to retrieve all the flights from the database and to present them to the (exasperated) user. On the other hand, if the user's query was over-constrained (e.g., "Show me the flights from Newark to San Francisco with American at 9 in the morning"), the system would just present an empty data set that would be of no help to the user, rather than proposing a perhaps acceptable alternate solution (e.g., there is no flight at 9:00 with American, but there is a flight at 9:30 with Delta).
In addition to the common task of building a user-initiated system for the ATIS project, several research groups built sophisticated mixed initiative dialog systems [2] , [3] , [5] , [12] , [25] that incorporated heuristics and common sense in order to overcome the limitations of a user initiated system, as illustrated by the previous examples.
The goal of the experiment described in this paper is to show that a sophisticated strategy (like one designed by hand [2] , [3] , [5] , [12] , [25] ) can be learned automatically with a simple objective function, state and action representation.
In the following experiment, we do not deal with the language understanding component; we consider the input to the dialog model to be a semantic representation of the user utterances. For simplicity, we assume that there are no errors in the semantic transcription (this assumption can be relaxed by estimating error probabilities and confusion matrices like in the day and month example).
A. Objective Function
The goal of the flight information system is to provide the user with information about the flights in an efficient way. The efficiency here involves not only the duration of the dialog (in turns) but also the cost of external resources (database retrieval) and the effectiveness of the system output to the user. We will measure those by the following terms of the objective function: (16) where is the expected length of the whole interaction in number of turns;
, the expected number of tuples retrieved from the database during the session, which reflects the cost of retrieving information; and is the data presentation cost function with being the number of records that are presented to the user. Generally, is zero for smaller than a reasonable value , and increases rapidly thereafter, where depends on the medium used to output information to the user (it is generally small for voice based communication, and higher for display). Finally, is an overall task success measure that we set to be zero, if some data was ever presented to the user during the session, and one, otherwise. Here, we assumed that the data presented to the user matches the user request, i.e. there are not recognition or understanding errors. In a real system such errors should be taken into account by being zero only if correct data is presented, or including an additional term that takes into account wrong outputs like in the tutorial day/month example.
B. Actions
The choice of the level of granularity of the actions for dialog systems is left to the designer. On one hand, we could use very elemental actions, like the execution of primitive computational statements (e.g., add, shift, etc.). On the other extreme the whole execution of a subdialog with its fixed strategy can be considered as a single action. The guidelines we followed in choosing the set of actions were dictated by the following consideration: a dialog action has to have an impact outside the system, which includes all the interactions with the resources outside the system (e.g., user, databases, etc.). Moreover, if several actions are known to be executed always in a predetermined sequence, there is no need to consider them separately, but they constitute a single action. In our case, all the actions involving user interaction consists of the following sequence: playing a prompt possibly switching the grammar in the speech recognizer, collecting speech, getting the recognized string from the recognizer, employing the understanding system, and finally getting its output. This sequence is fixed and it is considered to be a single action parameterized by the prompt.
For the ATIS task we considered the following actions.
• • Interaction with the database:
Retrieval: forming a database query from the information included in the current state and getting the corresponding data.
C. State Representation
The choice in defining a state representation for a given application is determined by the following considerations. The state space should be kept as small as possible. Most of the tabular reinforcement learning algorithms converge in linear time with the number of states in the underlying MDP [31] . Recently there have been successful applications with extremely large or infinite state space [18] , but theoretical bounds on convergence in such cases are not available yet. On the other hand the state representation should contain enough information so that the underlying process is Markovian as specified by (2) and (3).
The tradeoff implied by these considerations led to the following representation for the state of the ATIS dialog system.
The state included three templates (a template is a set of keyword-value pairs, called tokens, that was used in our ATIS understanding system [17] as the semantic representation). The user template represents the meaning of the user request interpreted in context; the data template describes the data retrieved from the database according to the query based on the user template; and the system template represents some history of system actions during the interaction. The possible keywords in the user template correspond to the attributes of the database. Since we restrict the task to flight information only, the relevant attributes include:
• ORIGIN of the flight;
• DESTINATION of the flight;
• AIRLINE;
• DEPARTURE TIME;
• ARRIVAL TIME. A typical user template looks like:
ORIGIN: EWR DESTINATION: SFO AIRLINE: DL corresponding to the user query, Show me the flights from Newark to San Francisco with Delta Airlines. The user template is updated each time an action involving interaction with the user is performed. In addition the user template is used to build the database query when the retrieval action is taken.
In order to keep the number of states finite and small, we further simplified the state representation by removing the value information of each token, therefore taking into consideration only the attributes that are present in the query and not their actual value. This in effect groups the states into a finite number of classes of states with the same value function. The values of the attributes are preserved only for the purpose of database query.
A data template represents the data retrieved from the database. A typical data template looks like:
NDATA : The system template is needed for recording a partial history of actions in order to maintain the Markovian properties. In our case it will contain the keyword OUTPUT only if an output action in a state with nonzero tuples (NDATA ) was taken in the course of the current interaction.
D. Costs
The cost distributions that correspond to the objective function (16) are as follows.
• for all , and when is an action involving interaction with the user, except the data output and closing actions (i.e. constraining questions, greeting, relaxation).
• for all and when is the retrieval action with the number of tuples retrieved. Since the state representation does not contain the actual value of the user specified constraints, is not a deterministic function of . For example two user requests such as flights from Boston to San Francisco with United and flights from Denver to Atlanta with Delta map to the same state since the values of the attributes ORIGIN, DESTINATION, and AIRLINE are omitted in the state representation. In effect we trade off a larger state space for nondeterministic costs. This nondeterminism in costs can be represented by a distribution that depends solely on the database statistics and the prior on user choices for the value of constraints. In principle, if the state representation would include values of constraints as well (therefore resulting in a very large or infinite state space), the optimal dialog strategy would depend upon specific users' choices. For instance, the system could learn that if the user asks about flights from New York to San Francisco, more information needs to be requested prior to database access for reducing the database access and presentation costs; that information will not be necessary, for instance, for flights between Cape Cod and Boston.
• for all and when is the data output action, where is the number of tuples being presented to the user and is represented in the state by the token with keyword NDATA. If NDATA is not present in , the value of is 0. The function is defined as
• for all states and action being the closing action.
is zero for all states that include the keyword OUTPUT in the system template, and one, otherwise.
E. State Transitions and the Simulated User
The state transitions that involve user interaction are not deterministic, since they depend on the actual input of the user. The only deterministic transition is the one out of the final action (closing) that always leads to the final state. The set of probabilities that describe the state transitions that result from the user response is called the simulated user. For this experiment, the simulated user is a generative stochastic model that given the system's current state and the current actions (i.e., the prompt) produces the semantic representation of an utterance in a template form similarly to the user's template described in Section V-C. This template is then merged with the user template of the current state to produce the user template of the next state. The merge follows two simple rules:
• new values of the same keyword override old ones, otherwise they are added; • if in the current interaction the user agrees to relax an attribute, that attribute is deleted from the merged template. We chose the model of the simulated user in such a way that the parameters could be easily and reliably estimated from a corpus of dialogs. This involved the assumption that the user response depends only on the current system action (i.e., the prompt) and not the state. The only dependency on the current state results from the following consistency assumption: if the current user response includes a repetition of previously specified attribute (hence already included in the current state), its value is consistent with the one in the state. Although it would be possible to model the user's change of mind, we did not include that in the current implementation.
We parameterized the simulated user in the following way.
1) Response to Greeting:
Includes the probability where is the number of attributes specified by the user in a single utterance corresponding to the number of tokens in the user template; the probability distribution (e.g., ORIGIN, DESTINATION, AIRLINE, ), and the probability distribution on the value of each attribute [e.g., P(Boston ORIGIN), P(Delta AIRLINE)] We assume that the attributes are chosen independently while each new attribute and its value are merged with the previous ones according the merge rules.
2) Response to Cnstraining Questions: Parameterized by , i.e., the probability of the user specifying a value for attribute when asked for the value of attribute . For instance P(airline departure time) is the probability of the user specifying a preferred airline when asked for desired departure time. Additional parameters are , i.e., the probability of providing additional unsolicited attributes in the same response. We assume that he additional attributes are generated independently using the same distribution as in the response to greeting.
3) Response to a Relaxation Prompt: Parameterized by , i.e., the probability of accepting (or rejecting) the proposed relaxation of attribute .
As mentioned before, in this experiment we assume that recognition and understanding make no errors. For a real system, such errors can be simulated with parameters representing error probabilities and confusion matrices.
The only available data we had on flight domain was the ATIS original user initiated dialog corpus [9] , and therefore we could estimate only the parameters that characterize the response to greeting. Since in this corpus the system never takes initiative, and does not ask constraining or relaxing questions, we set the other parameters arbitrarily. For example, the matrix had a high valued diagonal (indication that the user is likely to comply with the syste request), but nonzero off-diagonal terms, especially for attributes that are likely to be of equal importance (like departure time versus arrival time). In addition we assumed that the user is less likely to agree to relax primary attributes such as origin and destination, than secondary ones like airline and departure time.
In principle, all these parameters could have been estimated using a mixed initiative dialog corpus. The estimation of user parameter does not need to be precise. Recent theoretical results [27] show that a very low accuracy in the estimation of transition probabilities is required in order to find a good approximation to the optimal strategy.
F. Experimental Results
The goal of our experiment is to show that a nontrivial strategy can be automatically learned given the simple objective function (16) . The system was initialized with no knowledge of the task, i.e., each action had the same probability of being selected by the system at any step. A typical dialog with an untrained system will look like the one in Fig. 5 (in this and in the following example the English responses of the user and the system are included only for illustration purpose-the user and the system communicate through semantic templates). Of course, the total cost for this dialog is quite high, especially due to the high cost of retrieval (all the database was retrieved here) and data output (23 457 flights).
We used a Monte Carlo training algorithm with exploring starts described in Fig. 4 and ran it for 100 epochs (one epoch includes dialogs starting in all possible states explored so far with all possible actions). By the end of the training the system explored 111 states 5 , and converged to the optimal strategy schematically described by Fig. 6 . In the optimal strategy the system always starts the dialog by greeting. Depending on the system state after getting the user response to greeting, the system, if needed, proceeds by asking constraining questions until the origin, destination, and airline are specified. Then it retrieves data from the database. After the retrieval, if the resulting data set is empty (because the query was over-constrained) the system, depending on the current state, relaxes the airline or the departure time, and then retrieves again. If there are too many flights in the data set, it asks for additional constraints (e.g., the departure time) and then retrieves again. If at any point during the dialog the retrieved data set has a reasonable number of flights, the data is output and the dialog is closed. An example of a dialog performed with a trained system is shown in Fig. 7 .
The strategy we just described reflects the objective function in the following way. The system learned to start every dialog with a greeting because by doing so it maximizes the number of constraints provided with a single exchange (the simulated user has a higher probability of giving more constraints after greeting than after any other prompt), thus minimizing the duration term. The constraining behavior after the greeting is induced by the minimization of the retrieval cost: the system does not query the database until enough constraints are gathered. The constraining behavior after the retrieval minimizes the data presentation cost by not allowing the output of too many tuples. The relaxation results from the minimization of the task success cost by forcing the system to output data. Since the different costs are interdependent, it is incorrect to minimize them independently, and the optimal strategy trades them off in order to optimize the combined objective function (16) . For example, minimizing only the cost of retrieval would result in dialogs where no retrieval is done and no information is provided to the user as a result. Fig. 8 shows the value of the objective function (16) as a function the epoch number. While learning and before reaching the optimal strategy described above, the system went through the four strategies schematically shown in Fig. 9 .
Strategy 1 was learned after only a few dialogs during the first epoch. In this strategy, the system immediately closes the dialog, and its cost is quite high due to the user dissatisfaction cost, but it is much lower than the cost of a random strategy as shown in the first dialog above. The second strategy that the system learns corresponds to the user initiated strategy, as in the original ATIS system: it opens the dialog by greeting the user, retrieves data from a database according to the user's request, outputs the data to the user, and closes the dialog. In the third strategy, the system learned that if too much data is retrieved, then it should ask the user constraining questions about airline and departure time. It takes ten epochs (about 1000 dialogs) to learn strategy 4. Here the system learns to relax constrains (departure time, airline) if the retrieval resulted in an empty data set. The optimal strategy of Fig. 5 is learned after 23 epochs. The last thing the system learns is to gather enough information from the user before the data retrieval. The rate of convergence (i.e., the number of dialogs needed for the system to learn) and the actual sequence of strategies the system goes through depend on the flavor and the parameters of the learning algorithm used.
G. Summary and Discussion
The main thesis of this work is the formalization of dialog as an optimization problem. The objective function is a weighted sum of costs representing different dimensions of the dialog quality: distance from task achievement, efficiency in terms of dialog turns, quantity of information exchanged, cost of external resources, effectiveness of presentation, etc. Even costs related to abstract measures such as user satisfaction can be modeled in the same form [9] . The result of the ATIS experiment (Section V-F) shows that a complex strategy similar to one that was developed independently under heuristic considerations by different groups [2] , [3] , [5] , [12] , [25] results from the optimization of a relatively simple objective function. 6 We believe that we can model the common sense that dialog designers are using while building a system by an explicit criterion. The bulk of the dialog design process involves performing implicit optimization by writing common sense rules. Instead we propose that the dialog design process should involve the design of the criterion, while the optimization can be done automatically (computers are generally better optimizer than humans and are able to find better solutions).
We also show that any dialog system can be formally described as a sequential decision process in terms of its state space, action set, and strategy. With additional assumptions about the state transition probabilities and cost assignment, a dialog system can be mapped to a stochastic model known as Markov decision process (MDP). A variety of algorithms for finding the optimal strategy (i.e., the one that optimizes the criterion) is available within the MDP framework. We are interested in data-driven algorithms that learn the optimal strategy from examples. The known problem of using supervised learning from a corpus of dialogs results from the dynamic nature of dialog itself. Once the system deviates from the dialog in the corpus, there is no way of evaluating and finding the correct supervision for the rest of the transaction. Learning is not supervised but rather by reinforcement in the MDP framework: the system actively interacts with users, exploring different portions of the state space, and learns by attributing values to the different actions/state pairs according the final cost of each dialog. However, the exploration of the state space can be rather costly, involving many dialogs until the system learns a reasonable, or close to optimal, behavior. Moreover, in the exploration phase of learning, some of the actions the system tries might make no sense to normal users. To overcome these problems we propose to use a simulated user: a stochastic generative model parameterized in such a way that it can be reliably estimated using supervised learning on a dialog corpus. Such a simulated user is useful also for debugging a dialog system in the early stages of design and finding bugs in the strategy. The actual parameterization of the user model should influence the way we collect corpora of dialogs.
The experimental results we present in this paper show that it is indeed possible to find a simple criterion, a state space representation, and a simulated user parameterization in order to automatically learn a relatively complex dialog behavior, similar to one that was designed by intuition.
The important open questions in the dialog learning and evaluation within the MDP paradigm are as follows.
• A principled way of finding a good objective function for a given task. In many applications the dimensions that measure dialog performance are clear, but the weights specifying the desired tradeoff among them is not known. In principle, for a commercial application, the weighted cost terms should equal their value measured in currency (e.g., U.S. dollars). As discussed earlier, some of the cost terms represent abstract and not directly measurable dimensions, such as user satisfaction. These abstract dimensions can be in turn represented as a linear combination of directly measurable quantities as in [9] . Although it was shown in [9] that is possible to learn the weights of the terms representing the user satisfaction through the user's feedback, often the user satisfaction will represent only one of the terms of the criterion (1) , and an open question remains on what is a principled way of estimating the weights. • In the examples shown in this paper, the dialog state space was carefully handcrafted in order to satisfy the Markov properties (2) and (3) required within the MDP paradigm. The chosen state representation imposes certain restrictions on the structure of the simulated user. In fact, due to the Markov property, the simulated user's output is independent of anything except current state and current dialog action. Since the resulting optimal strategy reflects simulated user structure and parameters, the choice of state representation plays a crucial role in dialog strategy learning. In order to automatize dialog design, it is important to look at data-driven techniques for state estimation.
• The learning algorithm used here required a large number of interactions; a more efficient learning is desirable.
Starting from tabula rasa, as we did in the described experiment, is often not necessary. Knowledge about the task can be incorporated in the initial strategy, limiting significantly the necessary exploration of the state space.
There is a bulk of research in the machine learning community dealing with the issue of more efficient learning, using macro actions [29] (representing subgoals) to speed up learning, etc. Many of the issues under investigation apply naturally to the specific problem of dialog design.
• The stochastic paradigm is common in automatic speech recognition, and it is gaining popularity in the language understanding community. With the introduction of a stochastic model for dialog, an open question remains of how to integrate these different levels of knowledge and learn the corresponding models in an integrated way.
