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ABSTRACT 
 
 
 
THE APPLICATION OF LAST OBSERVATION CARRIED FORWARD (LOCF) IN THE 
PERSISTENT BINARY CASE 
 
By Jun He, M.S. 
 
A thesis submitted in partial fulfillment of the requirements for the degree of Master of Science 
at Virginia Commonwealth University. 
 
Virginia Commonwealth University, 2014 
 
Major Professor: Dr. Donna McClish, Professor, the Department of Biostatistics 
 
The main purpose of this research was to evaluate use of Last Observation Carried 
Forward (LOCF) as an imputation method when persistent binary outcomes are missing in a 
Randomized Controlled Trial.  A simulation study was performed to see the effect of dropout 
rate and type of dropout (random or associated with treatment arm) on Type I error and power.  
Properties of estimated event rates, treatment effect, and bias were also assessed.  LOCF was 
also compared to two versions of complete case analysis - Complete1 (excluding all observations 
with missing data), and Complete2 (only carrying forward observations if the event is observed 
to occur).   LOCF was not recommended because of the bias. Type I error was increased, and 
power was decreased. The other two analyses also had poor properties. LOCF analysis was 
applied to a mammogram dataset, with results similar to the simulation study.   
Key words: last observation carry forward, LOCF, persistent binary data, dropout, missing data, 
estimated mean event rate, type I error, power, bias    
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1 INTRODUCTION 
 
1.1. Background and Objective 
In a randomized clinical trial (RCT), patients often drop out before a study is completed 
because of side effects, recovery, lack of improvement, unpleasant health problems, and other 
unknown factors, which results in missing data1.  Intent to treat (ITT) analysis is widely used in 
analyzing clinical trial data.    It is based on the initial treatment plan, and it intends to analyze 
data from all the observations, even if the patients drop out of the study.   When there are 
missing data, following ITT requires some kind of imputation be used. Although there are many 
missing data imputation methods, such as Last Observation Carried Forward (LOCF)2, 
Replacement with Mean (RM)3, Regression Imputation (RI)4, Multiple Imputation (MI)5, and 
Maximum Likelihood (ML)6, no single method can solve all the problems.    
In this thesis, we want to focus on the LOCF imputation method applied to persistent 
binary cases.  A persistent phenomenon is defined as an event that, once it occurs at a time point, 
it will occur at all the following time points.  One example of persistent binary outcomes 
occurred in the Women Improving Screening through Education and Risk Assessment (WISER) 
study7.  To assess a simple tailored health promotion intervention, the participants were asked 
whether they had mammograms or clinical breast exam (CBE) during the follow-ups.   Another 
persistent binary case was in the KIN FACT study (Keeping Information about Family Cancer 
Tune-up)8. This study aimed to improve communication with family members regarding cancer 
family history and cancer risk. The participants were asked after the intervention whether they 
had gathered or shared their family history of cancer.  In both cases, once participants had a 
mammogram or CBE, or gathered/shared their family history of cancer, the event persists.  
Template Created By: James Nail 2010 
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Almost all clinical trials face the problem of missing data. For example, in both the 
WISER and KIN FACT studies, at the end of study around 40% dropout rate was observed. Then 
the question becomes how to analyze a dataset with missing data.  LOCF assumes that after the 
point of dropout the last observed outcome is used in place of missing observations.  For 
continuous outcomes, this method is not recommended because it introduces bias, and alters the 
mean and variance9,10.   For binary data, the LOCF imputation method not only has poor 
frequency properties of estimators when missing values were due to dropout, but also tests of 
treatment effect suffered from inflated Type I error rates11. Does this method also have poor 
performance in analyzing binary outcomes if the event is a persistent phenomenon?  To address 
this question, LOCF is used to analyze persistent binary outcomes, and is going to be 
investigated in this thesis. Through our study, we hope to evaluate the LOCF imputation method.  
Is it a good method to impute missing data under any circumstances? We will run a simulation 
study to see the effect of dropout rate and type of dropout (random or associated with treatment 
arm) on Type I error or power for the LOCF method of analysis.  We are also interested in the 
estimator properties, such as event rates, treatment effect, and bias/ relative bias.  At the same 
time, we will compare the results from LOCF to two versions of complete case analysis: 
Complete1 (excluding all observations with missing data), and Complete2 (excluding the 
missing data when the event hasn’t been observed to occur, but carrying forward the 
observations if the event is observed to occur).   
 
1.2. Organization of Thesis 
This thesis includes five chapters.  Chapter 1 introduces research background of LOCF 
method and the objective of my study.  Chapter 2 describes the details of simulation and 
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statistical analysis methods.  Chapter 3 presents results of the simulation by comparing four 
dataset/analysis methods.  The LOCF imputation analysis method is applied in the WISER data 
in Chapter 4.  The last chapter, Chapter 5, summarizes the study, discusses the limitations, and 
also mentions future work. 
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2 SIMULATION AND METHODS 
 
2.1. Assumptions and Parameters in the Simulation 
In this thesis, we will do simulations assuming an RCT with two treatment arms (Control 
and Treatment), equal sample sizes and three time points (T1, T2, and T3).  The first time point 
is the baseline-no event has occurred and there is no missing data.  At the second or third time 
point, the event could be observed, and there is an equal likelihood that the missing data will first 
occur at T2 or T3.  We assume that the event persists, meaning that the subject will continue to 
have the event at future time points once a subject has the event. We also assume that the 
missing is monotone, which can be explained as once a subject has missing data at a time point 
all future time points will also be missing.  
We will consider two cases for the event rates.  One case assumes there is no treatment 
effect (equal event rate); the other assumes a treatment effect (unequal event rate).  In the 
missing dataset for dropout rate, we consider equal and unequal cases.  Totally there are four 
cases.  For the case of equal event rate and equal dropout rate (Table 2.1.1 a), we focus on 9 
scenarios, represented by a range of low, moderate and high event rates (0.2, 0.5, and 0.8), and 
low, moderate and high dropout rates (10%, 25%, and 40%).   In the case of equal event rate and 
unequal dropout rate (Table 2.1.1 b), 18 scenarios are investigated.  Since the effect of unequal 
dropout could be influenced by how different the dropout rates are, we consider two scenarios 
corresponding to each average dropout rate. For example, when the average dropout rate is 10%,   
‘12.5% vs. 7.5%’ and ‘15% vs. 5%’ dropout rates are considered in the control group and the 
treatment group respectively.  We are also interested in the case of unequal event rates (treatment 
effect). First, we consider equal dropout rate (Table 2.1.1 c) because the effect of unequal event 
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rate could be a function of how different the event rates are, as well as the rate in the control 
group.  Here, 18 scenarios are investigated.  For example, when the average event rate is 0.2, the 
assumed event rates in the control group and the treatment group are ‘0.4 vs. 0.2’, ‘0.6 vs. 0.4’, 
and ‘0.8 vs. 0.6’.  The last case, unequal event rate and unequal dropout rate (Table 2.1.1 d), is 
more complicated than the other three cases because we need to consider both unequal event rate 
and unequal dropout rate at the same time.  We also need to consider which group has a greater 
dropout rate so that the total scenarios in this case are 72.   For each set of parameters, 2000 
replications will be used for estimation and testing. 
Table 2.1.1 Parameters in Simulation 
a) No treatment effect with equal dropout rate 
Parameter Values (Control, Treatment) Scenarios Total Scenarios 
Event Rate (equal) (0.2,0.2), (0.5, 0.5), (0.8, 0.8) 3 
3x3=9 
Dropout rate (equal) (10%, 10%), (25%, 25%), (40%, 40%) 3 
 
b) No treatment effect with unequal dropout rate 
Parameter Values (Control, Treatment) Scenarios Total Scenarios 
Event Rate (equal) (0.2,0.2), (0.5, 0.5), (0.8, 0.8) 3 
3x6=18 
Dropout rate (unequal) 
(12.5%, 7.5%), (15%, 5%) 
6 (30%, 20%),   (40%, 10%) 
(45%, 35%),  (60%, 20%) 
 
c) Treatment effect with equal dropout rate 
Parameter Values (Control, Treatment) Scenarios Total Scenarios 
Event Rate (unequal) 
(0.4,0.2), (0.6, 0.4), (0.8, 0.6) 
6 
6x3=18 (0.5,0.1), (0.7, 0.3), (0.9, 0.5) 
Dropout rate (equal) (10%, 10%), (25%, 25%), (40%, 40%) 3 
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d) Treatment effect with unequal dropout rate 
Parameter Values (Control, Treatment) Scenarios Total Scenarios 
Event Rate (unequal) 
(0.4,0.2), (0.6, 0.4), (0.8, 0.6) 
6 
6x12=72 
(0.5,0.1), (0.7, 0.3), (0.9, 0.5) 
Dropout rate (unequal) 
(12.5%, 7.5%), (15%, 5%) 
12 
(30%, 20%), (40%, 10%) 
(45%, 35%), (60%, 20%) 
(7.5%, 12.5%), (5%, 15%)
(20%, 30%), (10%, 40%)
(35%, 45%), (20%, 60%)
 
2.2. Simulation of Full Dataset and Missing Dataset 
SAS statistical software (version 9.4) was used to simulate data and perform statistical 
analyses. The simulation primarily used SAS IML (Interactive Matrix Language).  
The full dataset was simulated as follows. Because the event is assumed not to occur at 
time point 1 (T1, baseline), all the observations in T1 are 0s (0 indicating no event observed).  
Based on assumed true event rate, we created events at T3 according to Bernoulli distribution.  If 
at T3 no event was observed, the event could not have occurred at an earlier time point, so a no 
event marker was created for previous time points (T2 and T1).  However, if at T3 an event was 
observed, then at T2 the event might or might not be observed since the event is persistent. We 
assumed that at T2 or T3 the event has equal probability to first appear, so we again used a 
Bernoulli random variable to determine whether the event occurred at T2.  Note that because of 
the assumptions that the outcome event is persistent and that no event occurs at T1, there are 
only three possible outcomes: (000, 001, and 011) (Table 2.2.1, Full dataset). 
 Once the full dataset was generated in both groups, there are three possible missing 
outcome patterns (0 · ·, 0 0 ·, 0 1 ·).   Let us use the control group as an example.  First, we 
determined which people would and would not have missing observation, using a Bernoulli 
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random variable.   We also assumed that there was no dropout at T1, and that, for those who 
dropout, the probability of dropping out at T2 and T3 would be equal. Therefore we would be 
able to know where the missing data started (which observation and which time point) (Table 
2.2.1, Missing data).  Once the missing data was observed, we assumed the monotone dropout, 
that is, any further time points would also be missing data.  If dropout rate was random, equal 
dropout rate was assumed in both control and treatment groups.  If dropout rate was related to 
treatment group, then unequal dropout rate was assumed.  The detailed SAS coding can be found 
in the Appendix. 
Table 2.2.1 Illustration of Full Dataset and Missing Data 
Full Dataset Missing Data 
Time point Time point 
Group T1 T2 T3 Group T1 T2 T3 
C 0 0 0 C 0 0 0 
C 0 0 0 C 0 . . 
C 0 1 1 C 0 1 . 
T 0 0 0 T 0 . . 
T 0 0 1 T 0 0 1 
T 0 1 1 T 0 1 . 
 
2.3. Imputation Methods 
According to different data imputation methods, LOCF dataset, Complete1 dataset, and 
Complete2 dataset (Table 2.3.1) were created.   Again, the LOCF method replaces missing 
observations with the observation previous to the time point that the first missing observation 
appeared.  The Complete1 method excludes all observations with missing data. For the 
Complete2 dataset, instead of excluding all the observations with missing data, if the event were 
observed at T2, but missing at T3, we assumed that the event also occurred and was observed at 
T3.  
Template Created By: James Nail 2010 
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Table 2.3.1 Illustration of LOCF, Complete1, and Complete2 Datasets/Methods 
LOCF Complete1 Complete2 
Time point Time point Time point 
Group T1 T2 T3 Group T1 T2 T3 Group T1 T2 T3 
C 0 0 0 C 0 0 0 C 0 0 0 
C 0 0 0 
C 0 1 1         C 0 1 1 
T 0 0 0 
T 0 0 1 T 0 0 1 T 0 0 1 
T 0 1 1         T 0 1 1 
 
 
2.4. Methods and Statistical Analyses 
In this thesis, we only considered the situation of equal sample size. We assumed a sample 
size of 100 per group because for a two-sided test, α=0.05, to be able to observe at least 20% 
difference between the control group and  treatment groups with  power 80%, requires 100 
participants in each group (calculated by nQuery).   
Our primary analysis focuses on testing for a treatment effect, which is the difference of 
the estimated event rates. The difference of estimated mean event rate between two groups will 
be analyzed by the two sample proportion z-test. 
Z = ୖిିୖ౐ି଴
ටୖబሺଵିୖబሻሺ భొ౐ା
భ
ొిሻ
 ,  where R଴= ୖ౐ൈ୒౐	ା	ୖిൈ୒ి୒౐ା୒ి ……………………………..Equation (1) 
RT is the event rate of the treatment group, and RC is the event rate of the control group, 
and R0 is the pooled event rate for the entire sample.  NT is the number of subjects in the 
treatment group, and Nc is the number of subjects in the control group.  In the Full dataset and 
LOCF dataset, NT = Nc. In the two Complete data sets, they are not equal because the 
observations are deleted depending on different situations.  Each replication will have a Z test 
statistic calculated.  We will compare it with z଴.଴ହ =1.96.  The null hypothesis is no treatment 
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effect, and the alternative hypothesis is having treatment effect.  We count the number of times 
that the absolute value of Z exceeds 1.96 (significant treatment effect) over all replications.  
When the null hypothesis is true, the result will be the Type I error, which is expected to be 
around 5%.  When the null hypothesis is false and there is a true treatment difference, we still 
count the times of observing treatment effect in the 2000 replications; the result, which is the 
power, is expected to be close to 80% when the difference between treatment arms is 0.2.  When 
the difference is 0.4, the power is expected to be close to 99%. 
  As the second interest in this study, the paired t-test will be used to test the significance 
of the difference between the difference of estimated event rates in LOCF and the difference of 
estimated event rates in the full dataset where the full dataset is the reference.   
The null hypothesis is: (R෡େ_୐୓େ୊-R෡୘_୐୓େ୊) – (R෡େ_୊୳୪୪-R෡୘_୊୳୪୪) = 0,  
and the alternative hypothesis is: (R෡େ_୐୓େ୊-R෡୘_୐୓େ୊) – (R෡େ_୊୳୪୪-R෡୘_୊୳୪୪) ≠ 0, 
where  R෡େ_୐୓େ୊ is the mean event rate in the control group estimated from LOCF 
analysis; R෡୘_୐୓େ୊ is the mean event rate in the treatment group estimated from LOCF analysis; 
R෡େ_୊୳୪୪  is the mean event rate in the control group estimated from Full dataset;  R෡୘_୊୳୪୪ is the 
mean event rate in the treatment group estimated from LOCF dataset. In addition to performing 
paired t-test on LOCF, we will also perform the same tests for Complete1 and Complete2. 
We also judge the bias and calculate the relative bias, which are our third interests.  The 
bias can be expressed as (R෡େ-R෡୘) – (Rେ଴-R୘଴), the difference between the difference of estimated 
mean event rate and the true treatment effect. The absolute bias is defined as the absolute value 
of the bias, | (R෡େ-R෡୘) – (Rେ଴-R୘଴)|, where Rେ଴ is the assumed true event rate in the control group, 
and R୘଴ is the assumed true event rate in the treatment group. The relative bias is defined as the 
bias divided by the assumed true event rate difference, ሺ
෡ୖిି෡ୖ౐ሻ	–	ሺୖిబିୖ౐బሻ
ୖిబିୖ౐బ . 
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Last, we will perform a McNemar test, to test the agreement of Type I error rate (or 
power) between each of the three analysis methods and the full dataset.    The distribution 
follows Chi-square with 1 degree of freedom, and the test can be written as: 
χଶ= ሺୠିୡሻమୠାୡ  ~ χଵଶ 
  Sig_Z_LOCF (Yes) Sig_Z_LOCF (No) Row total 
Sig_Z_Full (Yes) a b a + b 
Sig_Z_Full (No) c d c + d 
Column total a + c b + d N 
 
In the McNemar test, we are counting the number of times that the absolute value of the 
test statistic is greater than 1.96 in both LOCF and Full dataset (a), less than 1.96 in both dataset 
(d), greater than 1.96 in LOCF but not in Full dataset (c), greater than 1.96 in Full dataset but not 
in LOCF (d).  The null hypothesis is that the marginal probabilities are consistent (pୟାୠ=pୟାୡ), 
and the alternative hypothesis is pୟାୠ≠pୟାୡ.   
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3 RESULTS AND APPLICATION 
 
3.1. Equal Event Rate and Equal Dropout Rate 
We first considered the case where there were equal event rates in the treatment and 
control arms, hence no treatment effect.  Three event rates were considered: 0.2, 0.5, and 0.8.  
We also assumed that the dropout rates were equal: 10%, 25%, and 40%.  Figure 3.1.1 displayed 
the estimated mean event rates for treatment and control groups for each of the missing analysis 
methods as well as the complete dataset.  Separate figures were provided for each of the 3 event 
rates. From the results (Figure 3.1.1) we saw that the mean event rate was underestimated when 
LOCF analysis was used but was overestimated using Complete2 analysis, while Complete1 
analysis had estimated mean event rate very close to the rate in the Full dataset.  When the 
dropout rate increased, the amount of underestimation of the mean event rate was increased 
when the LOCF was used. For example, in the scenario of equal event rate of 0.8, the estimated 
mean event rate for LOCF was 0.75, 0.65, and 0.55 corresponding to 10%, 25%, and 40% 
dropout rate.  The results also showed that the underestimation for LOCF was large but the 
overestimation for Complete2 analysis was relatively small. For example, when the event rate 
was 0.8 and dropout rate was 40%, for Complete2 analysis the estimated mean event rate was 
0.83, which was close to 0.8.   
Even though in LOCF analysis the mean event rate was underestimated and in Complete2 
analysis the mean event rate was overestimated, in general, the difference in rates between 
treatment and control groups was near zero in LOCF and Complete2 analyses. Since no 
treatment effect was assumed, Rେ-R୘ = 0.  Therefore, when the true event rate was equal, bias 
equaled to the difference of estimated mean event rate.  The results showed that the bias ((R෡େ-
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Table 3.1.1 Bias: Equal Event Rate and Equal Dropout Rate 
 
Equal Event 
Rate 
Bias 
10% Dropout   25% Dropout 40% Dropout  Dataset 
0.2 
0.002 0.002 0.002 Full 
0.002 0.001 0.002 LOCF 
0.002 0.003 0.004 Complete1 
0.002 0.002 0.003 Complete2 
0.5 
0.003 0.003 0.003 Full 
0.002 0.002 0.003 LOCF 
0.003 0.002 0.003 Complete1 
0.002 0.003 0.003 Complete2 
0.8 
0.000 0.000 0.000 Full 
0.000 0.001 0.002 LOCF 
0.001 0.001 0.001 Complete1 
0.001 0.001 0.001 Complete2 
 
 
Table 3.1.2 Type I Error: Equal Event Rate and Equal Dropout Rate  
 
Event 
Rate 
Dropout 
Rate 
Type I Error 
Full LOCF Complete1 Complete2
0.2 
10% 0.0525 0.05 0.055 0.052 
25% 0.0525 0.0455 0.0455 0.048 
40% 0.0525 0.044 0.046 0.045 
0.5 
10% 0.0525 0.054 0.052 0.051 
25% 0.0525 0.0525 0.0515 0.0495 
40% 0.0525 0.0405* 0.044 0.044 
0.8 
10% 0.051 0.055 0.0505 0.0475 
25% 0.051 0.0465 0.0535 0.0495 
40% 0.051 0.0535 0.053 0.0555 
Note: * represents statistically significant (p<0.05) of Type I error from full dataset by McNemar Test 
 
3.2. Equal Event Rate and Unequal Dropout Rate 
 The mean event rates were estimated under the assumption of equal event rate (0.2, 0.5 or 
0.8) and unequal dropout rate (the detail was described in the Simulation and Method part).  
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Similar to the results under the condition of equal event rate and equal dropout rate, here we also 
observed underestimated mean event rates in LOCF analysis and overestimated mean event rates 
in Complete2 analysis, while Complete1 analysis still had close estimated mean event rate to the 
full dataset (Figure 3.2.1).  Figure 3.2.2 showed the bias in estimated treatment effect for each of 
the 4 analyses methods.  Note that since no treatment effect was assumed (Rେ-R୘ = 0), the 
absolute bias was actually |(R෡େ-R෡୘) – (Rେ-R୘) |= |(R෡େ-R෡୘)| which is just the difference of 
estimated mean event rates.  In LOCF and Complete2 analysis, for each equal event rate case the 
absolute bias increased as the difference of dropout rate increased under a fixed average dropout 
rate.  For example, if equal event rate was 0.2 and the average dropout rate was 40%, the 
absolute bias with LOCF analysis increased from 0.013 to 0.058 as the dropout difference 
increased from 10% to 40%, while with Complete2 analysis the absolute bias increased from 
0.013 to 0.049.   It was interesting to see that under any fixed equal event rate and fixed 
difference of dropout rate the bias was stable in LOCF analysis (Figure 3.2.2). For example, 
under the assumption of equal event rate of 0.2, if the dropout difference was 10%, regardless of 
average of dropout rates the absolute bias was 0.013.  The absolute biases were 0.035 and 0.06 
for equal event rate of 0.5 and 0.8 respectively, when the dropout difference was 10%.  However, 
in Complete2 analysis instead of observing similar bias, we observed that under the same 
dropout difference the bias was slightly increased as the average dropout rate increased (Figure 
3.2.2).  For instance, under the assumption of equal event rate of 0.2 and dropout difference of 
10%, the bias increased from 0.007 to 0.01 to 0.013 as the average dropout rate increased from 
10% to 25% to 40%.  Table 3.2.1 has the estimated Type I error rates. If the event rate was low 
(0.2) and dropout rate was very low (average 10%), the dropout rate did not have much effect on 
Type I error in each analysis, which was close to 0.05.  However, the Type I error in LOCF 
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Table 3.2.1    Type I Error: Equal Event Rate and Unequal Dropout Rate 
 
 
 Note: * represents statistically significant (p<0.05) of Type I error from full dataset by McNemar Test 
 
3.3. Unequal Event Rate and Equal Dropout Rate 
 When we assumed a treatment effect existed, we had to consider unequal event rates. In 
this section, we presented results for the situation of unequal event rate and equal dropout rate.  
We observed that the mean event rate was underestimated in LOCF analysis and overestimated 
in Complete2 analysis, while with Complete1 analysis the mean event rate was close to that of 
the full dataset (Figure 3.3.1).  The underestimation for LOCF analysis was large but the 
overestimation for Complete2 analysis was small.  It was very interesting to see that the 
difference of estimated mean event rates using LOCF was almost the same under a fixed 
treatment effect with unequal event rate, when the dropout out rate was held constant (Figure 
3.3.2), which introduced the same relative bias (Table 3.3.1).  For example, when the treatment 
Event 
Rate
Dropout Rate Type I Error 
Average Control Treatment Full LOCF Complete1 Complete2 
0.2 
10% 12.5 7.5 0.0525 0.051 0.05 0.0495 
15 5 0.0525 0.056 0.049 0.049 
25% 30 20 0.0525 0.0575 0.049 0.0525 
40 10 0.0525 0.128* 0.047 0.0635* 
40% 45 35 0.0525 0.0505 0.044 0.051 
60 20 0.0525 0.2165* 0.042 0.094* 
0.5 
10% 12.5 7.5 0.0525 0.057 0.0545 0.0545 
15 5 0.0525 0.0815* 0.055 0.0525 
25% 30 20 0.0525 0.087* 0.0505 0.0535 
40 10 0.0525 0.361* 0.0465 0.066* 
40% 45 35 0.0525 0.074* 0.0475 0.0455 
60 20 0.0525 0.598* 0.049 0.101* 
0.8 
10% 12.5 7.5 0.051 0.0795* 0.0525 0.051 
15 5 0.051 0.1505* 0.0535 0.0525 
25% 30 20 0.051 0.145* 0.05 0.05 
40 10 0.051 0.7605* 0.0475 0.059 
40% 45 35 0.051 0.1395* 0.051 0.0515 
60 20 0.051 0.9435* 0.0495 0.08* 
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effect was fixed to 0.2 (R෡େ-R෡୘=0.2) and the dropout rate was 10%, no matter how  ܴ஼ and ்ܴ 
changed, with LOCF analysis the estimated mean event rate difference was around 0.185, and 
the relative bias (଴.ଵ଼ହି଴.ଶ଴.ଶ  ) equaled  -7.5%.  It is even more interesting that if the treatment effect 
was fixed to 0.4, and 10% dropout rate was assumed, while the estimated mean event rate 
difference was 0.37, relative bias of -7.5% was observed.  The relative bias was only related to 
the dropout rate in this case.  For LOCF analysis, if ܴ஼ and ்ܴ were fixed in the treatment effect, 
by increasing the dropout rate, the relative bias decreased toward a negative direction - dropout 
rates of 10%, 25%, and 40% had corresponding relative biases of -7.5%, -18.5%, and -29.5%.   
In the power table (Table 3.3.2), under the assumption of small treatment effect (0.2), with low 
dropout rate (10%), for all three analyses the power was close to 80%.  As the dropout rate 
increased, the power decreased.  When the dropout rate increased to 40%, the power decreased to 
54% for LOCF analysis.  However, the power was larger than 99% under the assumption of large 
treatment effect (0.4) in three methods.       
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Table 3.3.1 Relative Bias: Unequal Event Rate and Equal Dropout Rate  
Relative Bias (%)  
Treatment Effect Rc Rt Dateset 10% Dropout 25% Dropout 40% Dropout 
0.20 
0.40 0.20 
Full 0.50% 0.50% 0.50% 
LOCF -7.00% -18.50% -29.50% 
Complete1 1.00% 0.50% 1.50% 
Complete2 2.00% 3.50% 7.00% 
0.60 0.40 
Full 0.50% 0.50% 0.50% 
LOCF -7.50% -18.50% -29.50% 
Complete1 1.00% 0.50% 0.50% 
Complete2 0.50% 0.50% 0.00% 
0.80 0.60 
Full 0.50% 0.50% 0.50% 
LOCF -7.50% -18.00% -29.00% 
Complete1 0.50% 0.50% 1.00% 
Complete2 -0.50% -2.50% -5.50% 
0.40 
0.50 0.10 
Full 0.25% 0.25% 0.25% 
LOCF -7.50% -18.50% -30.00% 
Complete1 0.25% 0.00% 0.25% 
Complete2 1.00% 3.25% 6.00% 
0.70 0.30 
Full 0.25% 0.25% 0.25% 
LOCF -7.50% -18.50% -30.00% 
Complete1 0.50% 0.25% 0.00% 
Complete2 0.25% 0.00% -0.50% 
0.90 0.50 
Full 0.50% 0.50% 0.50% 
LOCF -7.25% -18.25% -29.75% 
Complete1 0.50% 0.50% 0.50% 
Complete2 -0.75% -2.50% -5.75% 
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Table 3.3.2 Power: Unequal Event Rate and Equal Dropout Rate 
Unequal Event Rate Equal 
Dropout 
Rate 
Power 
Treatment 
Effect Control Treatment Full LOCF Complete1 Complete2
0.20 
0.40 0.20 
10% 0.885 0.8535* 0.852* 0.8565* 
25% 0.885 0.7845* 0.7805* 0.8* 
40% 0.885 0.704* 0.694* 0.736* 
0.60 0.40 
10% 0.832 0.772* 0.776* 0.7825* 
25% 0.832 0.666* 0.7045* 0.713* 
40% 0.832 0.5495* 0.6095* 0.639* 
0.80 0.60 
10% 0.8715 0.7805* 0.844* 0.8485* 
25% 0.8715 0.6585* 0.7745* 0.78* 
40% 0.8715 0.5395* 0.687* 0.7085* 
0.40 
0.50 0.10 
10% 1 1 1 1 
25% 1 1 1 1 
40% 1 0.9995 1 0.9995 
0.70 0.30 
10% 1 1 1 1 
25% 1 0.9965 0.9995 1 
40% 1 0.9905 0.996 0.9975 
0.90 0.50 
10% 1 0.9995 1 1 
25% 1 0.998 1 1 
40% 1 0.99 0.999 0.9995 
Note: The superscript (*) represents statistically significant (p<0.05) of power from full dataset for all three data 
analyses by McNemar Test. 
 
3.4. Unequal Event Rate and Unequal Dropout Rate 
The most complicated case for the simulation study was under unequal event rate and 
unequal dropout rate.  Here, we only considered the situation where the event rate in the control 
group was greater than the one in the treatment group (Rେ ൐ R୘) with two scenarios for dropout. 
One scenario was dropout rate greater in the control group, and the other was dropout rate 
greater in the treatment group.  Note that if we were interested in the situation where the event 
rate in the treatment group was greater than the one in the control group, we only need to change 
the name of control to treatment, and treatment to control.  With the previous scenarios, we 
observed that the mean event rate in LOCF was underestimated and in Complete2 was 
overestimated (Figure 3.4.1).  Treatment effect 0.2 and 0.4 shared the same pattern.  When the 
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true event rate and the dropout rate were high, the estimated mean event rate was further from 
the true event rate than when the true event rate and dropout rate were lower.  For example 
(Figure 3.4.1(a3)), where Rେ=0.8 and R୘=0.6, when dropout rate in the control group was 60%, 
the estimated mean event rate in the control group ( ෠ܴ௖) dropped to 0.45, while in the treatment 
group, if dropout rate=20%, the estimated mean event rate ( ෠்ܴ) was around 0.54.  The difference 
of estimated mean event rates between two groups ( ෠ܴ௖- ෠்ܴ) was negative, even though the true 
treatment difference was positive.   
Under the first scenario of both event rate and dropout rate greater in the control group, 
when the average dropout rate was fixed, the estimated mean event rate difference decreased as 
the difference of dropout rate increased in LOCF analysis (Figure 3.4.2 (a) and (b)). For 
example, when the treatment effect was 0.2 (Rc=0.8, Rt=0.6), and the average dropout rate was 
10%, the estimated mean event rate difference decreased from 0.159 to 0. 133 as the dropout 
difference increased from 5% (12.5% and 7.5%) to 10% (15% and 5%).  In contrast, the 
estimated mean event rate difference was increased in Complete2 analysis.  When the treatment 
effect was 0.2 (Rc=0.8, Rt=0.6), and the average dropout rate was 40%, the estimated mean 
event rate difference increased from 0.155 to 0.233 as the dropout difference increased from 10% 
(45% and 35%) to 40% (60% and 20%).  The larger treatment effect (0.4) showed the same 
pattern.  When average dropout rate was fixed, the estimated mean event rate in Complete1 
analysis did not change by changing the dropout difference.  
When the event rate was greater in the control group, but the dropout rate was greater in 
the treatment group (Figure 3.4.2 (c) and (d)), for fixed average dropout rate the estimated mean 
event rate difference increased in LOCF analysis and decreased in Complete2 analysis as the 
difference of dropout rate increased.  Both small and large treatment effects showed the same 
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trend.  Under a fixed treatment effect and a fixed average dropout, the estimated mean event rate 
in Complete1 analysis was close to the fixed treatment effect no matter how the dropout 
difference changed.  For example, when the treatment effect was 0.2, the estimated mean event 
rate in Complete1 analysis was close to 0.2. 
Tables 3.4.1 a,b displayed the relative bias.  When the dropout rate was greater in the 
control group (Table 3.4.1 (a)), for LOCF analysis if the average dropout rate was fixed, the 
relative bias decreased toward a negative direction as the dropout difference increased; when the 
dropout difference was fixed, the relative bias showed the same trend when the average dropout 
rate increased.  For Complete2 analysis the relative bias increased in a positive direction for 
increased dropout difference when the average dropout rate was constant.   For cases where 
dropout rate was greater in the treatment group (Table 3.4.1 (b)), if the average dropout rate was 
fixed, the relative bias for LOCF analysis was greater when the difference between dropout rates 
was larger, but for fixed dropout rate difference, the relative bias decreased when the average 
dropout rate increased.  Complete2 analysis showed decreased relative bias for increasing the 
dropout difference with a fixed average dropout rate. 
When dropout rate was greater in the control group, under the treatment effect of 0.2, the 
power in LOCF analysis became very small if average dropout rate and dropout difference were 
large (Table 3.4.2 (a)).  For example, when average dropout rate and dropout difference were 
40%, for Rc=0.4 and Rt=0.2, the power in LOCF analysis was 14.25%; for Rc=0.6 and Rt=0.4, 
the power was 5.15%; for Rc=0.8 and Rt=0.6, the power was 18.1%. Complete1 analysis showed 
decreased power which might related to decreased sample size. Compared to LOCF and 
Complete1 analyses, Complete2 analysis had a better power, which was closer to the power of 
80%.  Under treatment effect of 0.4, the power was extremely low when the difference of 
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Table 3.4.1 Relative Bias: Unequal Event Rate and Unequal Dropout Rate 
 
a) Dropout Greater in the Control Group 
Relative Bias (%)  
Treatment 
Effect Rc Rt Dateset 
10% Average 
Dropout 
25% Average 
Dropout 
40% Average 
Dropout 
    
5% 
Dropdif 
10% 
Dropdif 
10% 
Dropdif 
30% 
Dropdif 
10% 
Dropdif 
40% 
Dropdif 
0.20 
0.40 0.20 
Full 0.50% 0.50% 0.50% 0.50% 0.50% 0.50% 
LOCF -12.50% -18.00% -29.50% -52.00% -40.50% -74.00% 
Complete1 0.50% 1.00% 1.00% 1.00% 1.00% 2.00% 
Complete2 3.50% 5.00% 8.00% 17.50% 13.50% 36.00% 
0.60 0.40 
Full 0.50% 0.50% 0.50% 0.50% 0.50% 0.50% 
LOCF -16.50% -25.50% -37.50% -75.00% -48.50% -105.00% 
Complete1 0.50% 1.00% 0.50% 0.50% 0.50% 1.00% 
Complete2 2.50% 4.50% 5.50% 15.00% 7.00% 30.50% 
0.80 0.60 
Full 0.50% 0.50% 0.50% 0.50% 0.50% 0.50% 
LOCF -20.50% -33.50% -45.00% -97.50% -55.50% -135.00% 
Complete1 0.50% 0.50% 0.50% 0.50% 1.00% 5.00% 
Complete2 1.00% 2.50% 1.00% 9.00% -22.50% 16.50% 
0.40 
0.50 0.10 
Full 0.25% 0.25% 0.25% 0.25% 0.25% 0.25% 
LOCF -10.50% -12.75% -24.25% -37.75% -35.50% -52.50% 
Complete1 0.25% 0.25% 0.00% 0.00% 0.25% 0.50% 
Complete2 1.75% 2.75% 5.00% 8.75% 8.75% 18.75% 
0.70 0.30 
Full 0.25% 0.25% 0.25% 0.25% 0.25% 0.25% 
LOCF -12.25% -16.75% -28.25% -46.75% -39.25% -67.50% 
Complete1 0.25% 0.25% 0.25% 0.25% 0.00% 0.50% 
Complete2 1.00% 1.75% 2.25% 6.50% 2.75% 12.75% 
0.90 0.50 
Full 0.50% 0.50% 0.50% 0.50% 0.50% 0.50% 
LOCF -13.75% -20.25% -31.75% -58.00% -42.50% -82.50% 
Complete1 0.50% 0.50% 0.50% 0.25% 0.50% 0.25% 
Complete2 0.00% 0.50% -1.25% 1.75% -3.25% 3.00% 
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b) Dropout Greater in the Treatment Group 
Relative Bias (%)  
Treatment 
Effect Rc Rt Dateset 
10% Average 
Dropout 
25% Average 
Dropout 
40% Average 
Dropout 
    
5% 
Dropdif 
10% 
Dropdif 
10% 
Dropdif 
30% 
Dropdif 
10% 
Dropdif 
40% 
Dropdif 
0.20 
0.40 0.20 
Full 0.50% 0.50% 0.50% 0.50% 0.50% 0.50% 
LOCF -1.00% 4.00% -7.00% 15.50% -18.50% 15.50% 
Complete1 1.00% -1.00% 1.50% 1.50% 1.00% 1.50% 
Complete2 0.50% -1.00% 0.00% 8.50% 0.50% -19.50% 
0.60 0.40 
Full 0.50% 0.50% 0.50% 0.50% 0.50% 0.50% 
LOCF 2.00% 12.00% 0.50% 38.00% -11.50% 45.50% 
Complete1 1.00% 1.00% 1.00% 1.00% 0.00% 1.00% 
Complete2 -1.00% -2.50% -4.00% -14.50% -7.50% -31.00% 
0.80 0.60 
Full 0.50% 0.50% 0.50% 0.50% 0.50% 0.50% 
LOCF 5.50% 18.50% 8.50% 61.00% -3.00% 75.50% 
Complete1 0.50% 0.50% 1.00% 1.00% 1.00% 0.50% 
Complete2 -2.00% -3.50% -6.00% -15.00% -11.00% -31.50% 
0.40 
0.50 0.10 
Full 0.25% 0.25% 0.25% 0.25% 0.25% 0.25% 
LOCF -4.75% 1.75% -12.75% -1.75% -24.25% -7.25% 
Complete1 0.25% 0.25% 0.50% 0.50% 0.25% 0.50% 
Complete2 0.75% 0.00% 1.75% -1.75% 3.25% -4.00% 
0.70 0.30 
Full 0.25% 0.25% 0.25% 0.25% 0.25% 0.25% 
LOCF -2.75% 2.00% -9.25% 9.25% -20.75% 7.50% 
Complete1 0.50% 0.50% 0.25% 0.25% 0.25% 0.00% 
Complete2 -0.50% -1.25% -2.00% -6.75% -3.50% -14.25% 
0.90 0.50 
Full 0.50% 0.50% 0.50% 0.50% 0.50% 0.50% 
LOCF -0.75% 5.75% -5.25% 21.00% -16.50% 23.00% 
Complete1 0.25% 0.25% 0.50% 0.75% 0.50% 0.50% 
Complete2 -1.25% -1.75% -4.25% -8.25% -8.25% -17.50% 
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Table 3.4.2 Power: Unequal Event Rate and Unequal Dropout Rate 
c) Dropout Greater in Control 
  Unequal Event Rate Unequal Dropout Rate Power 
Treatment 
Effect Control Treatment Average Control Treatment Full LOCF Complete1 Complete2 
0.20 
0.40 0.20 
10% 
12.50% 7.50% 0.885 0.8075* 0.857* 0.868* 
15% 5% 0.885 0.7535* 0.8595* 0.8845 
25% 
30% 20% 0.885 0.657* 0.7795* 0.8335* 
40% 10% 0.885 0.37* 0.777* 0.8935 
40% 
45% 35% 0.885 0.5725* 0.698* 0.794* 
60% 20% 0.885 0.1425* 0.679* 0.893 
0.60 0.40 
10% 
12.50% 7.50% 0.832 0.6825* 0.774* 0.7965* 
15% 5% 0.832 0.585* 0.7825* 0.818* 
25% 
30% 20% 0.832 0.454* 0.7* 0.757* 
40% 10% 0.832 0.111* 0.6885* 0.8165* 
40% 
45% 35% 0.832 0.3265* 0.602* 0.6955* 
60% 20% 0.832 0.0515* 0.574* 0.846 
0.80 0.60 
10% 
12.50% 7.50% 0.8715 0.6595* 0.843* 0.855* 
15% 5% 0.8715 0.5075* 0.8405* 0.8655 
25% 
30% 20% 0.8715 0.3565* 0.775* 0.814* 
40% 10% 0.8715 0.049* 0.761* 0.866 
40% 
45% 35% 0.8715 0.2545* 0.6815* 0.7565* 
60% 20% 0.8715 0.181* 0.618* 0.8515* 
0.40 
0.50 0.10 
10% 
12.50% 7.50% 1 1 1 1 
15% 5% 1 1 1 1 
25% 
30% 20% 1 0.9995 1 1 
40% 10% 1 0.995 1 1 
40% 
45% 35% 1 0.9985 0.9995 1 
60% 20% 1 0.951 0.9955 1 
0.70 0.30 
10% 
12.50% 7.50% 1 0.9995 0.9995 1 
15% 5% 1 0.998 0.9995 0.9995 
25% 
30% 20% 1 0.986 0.9985 0.9995 
40% 10% 1 0.874 0.9975 1 
40% 
45% 35% 1 0.9535 0.9965 1 
60% 20% 1 0.5195 0.987 0.9995 
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0.90 0.50 
10% 
12.50% 7.50% 1 0.999 1 1 
15% 5% 1 0.9975 1 1 
25% 
30% 20% 1 0.981 1 1 
40% 10% 1 0.683 1 1 
40% 
45% 35% 1 0.9175 0.9995 0.9995 
60% 20% 1 0.182 0.998 1 
 
d) Dropout Greater in the Treatment Group 
  Unequal Event Rate Dropout Rate Power 
Treatment 
Effect Control Treatment Average Control Treatment Full LOCF Complete1 Complete2 
0.20 
0.40 0.20 
10% 
7.50% 12.50% 0.885 0.893 0.858* 0.85* 
5% 15% 0.885 0.923* 0.856* 0.8395* 
25% 
20% 30% 0.885 0.874 0.7815* 0.773* 
10% 40% 0.885 0.972* 0.7625* 0.6765* 
40% 
35% 45% 0.885 0.8285* 0.6815* 0.679* 
20% 60% 0.885 0.984* 0.6185* 0.424* 
0.60 0.40 
10% 
7.50% 12.50% 0.832 0.841 0.7735* 0.764* 
5% 15% 0.832 0.8995* 0.77* 0.7505* 
25% 
20% 30% 0.832 0.842 0.701* 0.674* 
10% 40% 0.832 0.9815* 0.6825* 0.559* 
40% 
35% 45% 0.832 0.7645* 0.606* 0.5745* 
20% 60% 0.832 0.994* 0.552* 0.3295* 
0.80 0.60 
10% 
7.50% 12.50% 0.8715 0.884* 0.845* 0.8325* 
5% 15% 0.8715 0.9455* 0.842* 0.8295* 
25% 
20% 30% 0.8715 0.8745 0.7795* 0.756* 
10% 40% 0.8715 0.998* 0.7695* 0.6665* 
40% 
35% 45% 0.8715 0.8045* 0.689* 0.6545* 
20% 60% 0.8715 0.999* 0.64* 0.43* 
0.40 
0.50 0.10 
10% 
7.50% 12.50% 1 1 1 1 
5% 15% 1 1 1 1 
25% 
20% 30% 1 1 1 1 
10% 40% 1 1 1 0.9995 
40% 
35% 45% 1 1 1 1 
20% 60% 1 1 0.996 0.9905 
0.70 0.30 
10% 
7.50% 12.50% 1 1 1 1 
5% 15% 1 1 1 1 
25% 
20% 30% 1 0.9995 0.9995 0.999 
10% 40% 1 1 0.9975 0.9975 
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40% 
35% 45% 1 0.998 0.992 0.994 
20% 60% 1 1 0.9905 0.965 
0.90 0.50 
10% 
7.50% 12.50% 1 1 1 1 
5% 15% 1 1 1 1 
25% 
20% 30% 1 1 1 1 
10% 40% 1 1 1 1 
40% 
35% 45% 1 0.9985 0.9995 0.9995 
20% 60% 1 1 0.999 0.9945 
Note: The superscript (*) represents statistically significant (p<0.05) of power from full dataset by McNemar Test. 
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4 APPLICATION 
4.1. Description of Mammography Study 
In this chapter we illustrate the missing imputation methods using an example from a 
study of breast cancer screening - the Women Improving Screening through Education and Risk 
Assessment (WISER) study7.  The purpose of WISER was to assess whether a simple, tailored 
health promotion intervention would increase breast cancer screening (most specifically 
mammography screening rates), women breast health awareness and prevention, with a long 
term goal of breast cancer mortality reduction. The study recruited 899 participants, allowing 
80% power to detect 10% difference in mammography practice under type I error of 0.05.  
Subjects were randomly assigned to Intervention group (449 participants) and Control group 
(450 participants).  Demographic information such as age, education level (less than high school, 
high school graduation, at least some college) and race (black, white, and other) were collected at 
baseline. Risk for breast cancer was also assessed at baseline using the Gail Model. The 
intervention group received, at baseline, recommendations tailored to their individual risk 
category, including information based on the Health Belief Model (HBM) such as barriers to 
mammography, the seriousness of breast cancer, and benefits of yearly mammograms. The 
control group only received general information about breast cancer prevention practices, but no 
individual recommendations, no HBM report, and no risk report.  Subjects were followed at 1 
month, 6 months and 18 months after randomization and intervention.  They were asked at each 
follow-up time point, 1) if they had gotten a mammogram and 2) if they had had a clinical breast 
exam (CBE), since they were enrolled in the study.    The primary outcome was whether there 
was a difference of mammogram rates at the 18th month follow-up between intervention and 
Template Created By: James Nail 2010 
51 
 
control groups.  As a secondary outcome, the difference between groups of CBE rates at the 18th 
month follow-up between the two groups was also assessed. 
If subjects responded at all the follow-ups, analysis would be straightforward. Only a z-
test was needed to be performed in analyzing the 18th months’ follow-up on mammogram and 
CBE.  However, as is typical, there was missing data.  The question became how to analyze data 
when the dataset was incomplete? Our simulation investigated 3 methods, which we will apply 
here.  
We assumed that no mammograms or CBE was performed at baseline.  Our simulation 
results were based on the assumption of monotonic dropout (once there was a missing value, the 
missing persisted), and persistent event (once the event occurred, it persisted). The outcomes of 
mammogram or clinical breast exam since enrollment appear to be persistent.  In addition, 
sometimes a subject who did not respond at an earlier follow-up time point actually responded to 
a later follow-up.  Thus the actual dataset did not totally conform to either of these two 
assumptions.  For purposes of this thesis, though, the data were altered to force the assumptions 
to hold.   In addition to the self-reported mammography data, additional information was 
obtained from medical records and the health information system. It was assumed that if there 
was no report of a mammogram from self-report, medical records or the information system, 
then assumed no mammogram had been done. This was used to construct a gold standard or “full 
dataset”.  Such data were not available for CBE. 
 
4.2. Methods 
For all of the datasets/analyses (full, LOCF, Complete1, Complete2), the final event rates 
at the 18 months were reported using the self-report data.  The dropout rate was also reported 
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before primary analysis.  Z-tests were performed in all datasets/analyses in the mammogram data 
analysis. Also, the bias was calculated in the mammogram study.  Because there was no full 
dataset for CBE, z-tests were performed in three analyses, LOCF, Complete1, and Complete2 
only.  The details of dataset/analysis were described in the Chapter 2. 
To answer the question of whether there was significant difference in the proportion of 
subjects who had mammograms or CBE between the intervention group and the control group 
for each dataset, the hypothesis could be written as: 
ܪ଴: ܴ஼-்ܴ = 0,  
ܪଵ: ܴ஼-்ܴ ≠ 0.   
Z-test was performed in each dataset for both mammograms and CBE dataset.  If the null 
hypothesis was rejected, a significant difference was found.  However, if the null hypothesis was 
not rejected, then there was no enough evidence to show significant difference.  If the z-test 
statistics performed in the full dataset was not significant, we would assume 0 as the assumed 
difference of event rate.  
The bias can only be estimated for the mammogram data because we supposed to have a 
full dataset.  The bias was defined as the difference between the difference in final event rates 
and the assumed true event rate difference.  For example, the bias of LOCF analysis could be 
written as: 
Bias_LOCF = (ܴ஼_௅ை஼ி-்ܴ_௅ை஼ி) – (ܴ஼଴-்ܴ଴),  
where ܴ஼_௅ை஼ி was the event rate calculated in the control group from LOCF analysis, 
்ܴ_௅ை஼ி was the event rate calculated in the treatment group from LOCF analysis, Rେ଴ was the 
assumed true event rate in the control group, and R୘଴ was the assumed true event rate in the 
treatment group. 
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4.3. Results 
In the WISER study, the diverse participants had age from 40 years to 82 years. All 
participants were randomly allocated into the control group and the intervention group under 
different categories (Table 4.3.1). People whose ages were younger than 50 years-old had 
slightly higher percentage than people whose ages were older than 50 years-old in both control 
group (~58% vs. ~42%) and intervention group (~54% vs. ~46%).  Caucasian had slightly higher 
percentage than African America (~51% vs. ~44%), and most subjects had at least some college 
education (~59%) in both groups.   The dropout rate increased when the time passed by (Table 
4.3.2).  For example, for both mammogram and CBE, the control group had ~21% dropout rate 
at month 1, ~35% dropout rate at month 6, and ~41% dropout rate at month 18, while in the 
intervention group there was ~17% dropout rate at month 1, ~37% dropout rate at month 6, and 
~43% dropout rate at month 18.  The control group and the intervention group had very close 
high dropout rate.  At 18 months, 42.44% and 42.98% of subjects had missing mammogram self-
report data in the control group and the intervention group respectively, and 41.78% and 42.98% 
had missing data on CBE.  It appeared reasonable to say that this was a case of equal dropout 
rates. 
Table 4.3.1 Demographic Description of the Sample 
     Control Intervention 
Age 
≤ 49 57.56% 53.90% 
≥ 50 42.44% 46.10% 
Race 
Other 4.67% 5.12% 
African 
American 44.22% 45.66% 
Caucasian 51.11% 49.22% 
Education 
Less than high 
school 14.57% 13.54% 
High school grad 26.23% 27.31% 
At least some 
college 59.19% 59.14% 
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Table 4.3.2 Dropout Rate at a Month 1, Month 6, and Month 18 
Outcomes 
Dropout Rate (%) 
Month 1 Month 6 Month 18 
Control Intervention Control Intervention Control Intervention
Mammogram 20.89 17.15 34.67 36.53 42.44 42.98 
CBE 20.22 17.15 34.44 36.53 41.78 42.98 
 
For analysis of the mammogram data, the final event rates were different in the four 
datasets (Table 4.3.3).  At 18 months, in the full dataset 74.89% and 73.05% of the sample had a 
mammogram in the control group and the intervention group respectively. It reminded us a 
scenario of equal event rate.  In the LOCF analysis,   mammogram rates of 58.22% and 56.79% 
in the control group and the intervention group respectively were observed – likely an 
underestimation.  In the Complete2 analysis, much higher event rates (>84%) were observed in 
both groups.  The sample sizes were almost decreased 40% in the Complete1 and Complete2 
analyses (Table 4.3.4).   
Table 4.3.3 Final Event Rate for Mammogram (%) 
  Final Event Rate for mammogram (%) 
Group Full LOCF Complete1 Complete2 
Control 74.89 58.22 86.10 87.92 
Intervention 73.05 56.79 81.64 84.44 
 
Table 4.3.4 Sample Size in each group for Mammogram and CBE 
  Full LOCF Complete1 Complete2 
  Control Intervention Control Intervention Control Intervention Control Intervention 
Sample Size 
of 
Mammogram 450 449 450 449 259 256 298 302 
Sample Size 
of CBE - - 450 449 262 256 317 327 
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Z-test was performed for each analysis method to determine if there was an intervention 
effect. All the p-values of the test statistics were less than 0.05 (Table 4.3.5), so the null 
hypothesis could not be rejected, implying that we could not find evidence to show significant 
difference under α=0.05. So the assumed true difference of event rates should be 0. Under this 
assumption, the bias for LOCF, Complete1, and Complete2 were close to 0, which could be 
ignored (Table 4.3.6). 
Table 4.3.5 Analysis Results: Mammogram Data 
  Z-test Statistic for Mammogram 
Group Full LOCF Complete1 Complete2 
Z-test Statistic 0.629 0.434 1.376 1.235 
p-value (two-tailed) 0.529 0.664 0.169 0.217 
Significance 
(Yes/No) No No No No 
 
Table 4.3.6  Bias: Mammogram Data 
Group Full LOCF Complete1 Complete2 
Event Rate 
Difference 0.0184 0.0143 0.0446 0.0348 
Bias 0.0184 0.0143 0.0446 0.0348 
 
For CBE data analysis, there was no full dataset available.  In the LOCF analysis, the 
observed final event rates for CBE were 65.33% and 68.37% in the control group and the 
intervention group respectively at month 18, while in the Complete1 and Complete2 analyses,  
higher observed event rates (~90%) were found (Table 4.3.7). The sample size shrunk to 60% in 
both Complete1 and Complete2 analyses. Z-tests were performed for LOCF, Complete1, and 
Complete2 respectively (Table 4.3.4). All z-test statistic values were less than 1.96 (Table 4.3.8) 
so that we could not find evidence to show significant difference under α=0.05.  No bias was 
calculated for CBE analysis due to lack of full data.  
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Table 4.3.7 Final Event Rate for CBE (%) 
  Final Event Rate for CBE (%) 
Group LOCF Complete1 Complete2 
Control 65.33 91.22 92.74
Intervention 68.37 92.19 93.88
 
Table 4.3.8 Analysis Results: CBE 
  Z-test Statistic for CBE 
Group LOCF Complete1 Complete2 
Z-test Statistic 0.968 0.4 0.579 
p-value (two-tailed) 0.333 0.689 0.563 
Significance 
(Yes/No) No No No 
 
4.4. Discussion 
In the mammogram data analysis, LOCF showed underestimated final event rate, and 
Complete2 showed overestimated final event rate for mammography (assuming that the “full 
dataset” represents the truth).  Complete1 also showed overestimated final event rate. In both 
mammogram and CBE data analysis the event rates in Complete1 and Complete2 analyses were 
very close.  However, my previous simulation study showed that Complete1 tended to have 
estimates very similar to the full dataset. One possible explanation for the conflict might be that 
the ‘full’ dataset in the mammogram was probably not accurate.  It was based on the assumption 
that if there were missing self-reported data, and no other sources (such as the chart or info 
systems) supported those data, then they were assumed to not have had a mammogram.  
When the ‘full’ dataset was used as a reference for the mammography data, it was 
reasonable to think that this was an application of simulation study under the scenario of equal 
dropout rate and equal event rate. Even though z-test in the LOCF analysis showed that there 
was no significant effect between the control group and the intervention group in mammogram 
data analysis, it was not a good imputation method to analyze missing data because it also 
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underestimated the individual event rates.  Furthermore, when faced with other scenarios, such as 
unequal dropout rate and unequal event rates, LOCF analysis would be very limited due to it 
inaccuracy. Compared to LOCF, complete1 and complete2 had overestimated final event rate.  
So they were also not recommended. 
  
Template Created By: James Nail 2010 
58 
 
5 DISCUSSION 
5.1. Conclusion and Implications 
For longitudinal data with persistent binary outcome, four scenarios were investigated.  
They were equal event rate (no treatment effect) with equal dropout rate, equal event rate with 
unequal dropout rate, unequal event rate (treatment effect) with equal dropout rate, and unequal 
event rate with unequal dropout rate. The simulation study showed that no matter whether the 
event rate or dropout rate was equal or unequal, the mean event rate was underestimated using 
LOCF analysis, slightly overestimated using Complete2 analysis and unbiased estimates using 
Complete1 analysis.  It is useful to try to understand why in LOCF analysis there were more 
people for whom no event was observed at T3 than in the full dataset.  T1 was all assumed to be 
no event.  Then if missing occurred at T2, the outcome of no-event will be carried forward to T3.  
Therefore, we would observe lower event rate in T3 in LOCF analysis.  Thus the phenomenon of 
underestimated mean event rate appeared in LOCF analysis, regardless of event rate or dropout 
rate.  In Complete2 analysis, the missing data was excluded when the event hadn’t been observed 
to occur, but if the event was observed to occur, the data was kept and the observation was 
carried forward.  Since it only excluded the entire missing observations with no event occurred in 
the last observation, by comparing with full dataset, the event rate in Complete2 analysis had a 
higher percentage at the end of the study, which caused the mean event rate at T3 to be slightly 
overestimated.  We couldn’t conclude more people who had events in Complete2 analysis than 
the people who had events in the full dataset because their sample sizes were different. 
Complete2 dataset had fewer observations than full dataset.  The change of final event rate in the 
Complete1 dataset was subtle, because this analysis excluded the entire missing observations no 
matter an event occurred or not.   
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The results also showed that neither LOCF analysis nor Complete2 analysis was a good 
choice for missing data imputation in the longitudinal binary data analysis due to poorly 
estimated event rates and the bias involved.  If finding the treatment effect was the only interest, 
LOCF analysis could be used in the case of equal event rate and equal dropout rate.  This was the 
only case that LOCF analysis showed proper type I error around 0.05.  But in reality, it is hard 
for us to know whether it was an ‘equal event’ case or not. However, if we were interested in 
estimated mean event rate, Type I error, or power, LOCF analysis and Complete2 analysis were 
both bad choices.  Complete1 analysis seemed to behave well.  But it was not practical.  At the 
beginning of the study, we assumed that once the event happened, it persisted.  Complete1 
analysis excluded all the random missing observations, even though we observed the event in the 
previous time point but it was missing at this point.  This action will likely not be considered 
appropriate by most users, although it gave the most unbiased results. Naturally, when we choose 
the method to analyze the data without formal imputation, we tend to use Complete2, which 
carried the event from the previous time point to the following time points if the observation was 
missed at this point.  This method sounded logical, but unfortunately, it produced a somewhat 
biased result.  Furthermore, the “power” was not meaningful under certain instances where the 
Type I error was much greater than 0.05. 
 The mammogram study was actually very close to a case of equal event rate and equal 
dropout rate in our simulation study, especially the high dropout rate (~40%) case.  There was no 
statistically significance difference between the intervention and control groups on mammogram 
binary outcome.  Just like the results from simulation study, LOCF analysis showed 
underestimation of the final event rate, and Complete2 analysis showed overestimation of the 
final event rate.  But it was surprisingly to see that Complete1 analysis showed overestimation of 
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the final event rate in the mammogram study, while in the simulation study it showed a closest 
estimated mean event rate compared to the assumed event rate. The conflict might be due to 
inaccurate ‘full’ dataset in the mammogram study, which contained the information from self-
report or hospital records.  Specifically, the “full” dataset assumed that if there was no report of a 
mammogram from any source, that the subject did not have a mammogram.  This could be 
wrong. 
 
5.2. Limitation and Future Work 
LOCF analysis could be only limited to the case of equal event rate and equal dropout 
rate.  This was the only case that LOCF analysis showed proper type I error around 0.05.  
Currently, in this simulation study, we only focused on random dropout and dropout related to 
treatment arm.  If missing was related to outcomes or event occurrence, the conclusion might be 
different.  In the future, we might consider the increasing number of time points, the time point 
that the first missing started to occur, the situations where the first measurement that might be 
carried forward is not all ‘no event’.  
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6 APPENDIX 
SAS coding: 
/********* 
This is a case describe unequal event rate and unequal dropout rate  
*********/ 
 
/******** 
1st step: 
CREATE FULL DATA set, Missing data set, LOCF data set, Complete1 
dataset,  
and Complete2 data set for Control and Treatment  
*******/ 
 
*1.1 Create All dataset for Control; 
proc iml; 
n=100;repeat=2000; 
 
R_F_LOCF=j(repeat,4,9); 
R_Complete1=j(repeat,8,9); 
R_Complete2=j(repeat,8,9); 
R123_c_f=j(repeat,3,9);  *the event rate at each visitation in control 
group; 
R123_t_f=j(repeat,3,9);  *the event rate at each visitation in 
treatment group; 
R_c_f=j(repeat,1,9); 
R_t_f=j(repeat,1,9); 
R_c_LOCF=j(repeat,1,9); 
R_t_LOCF=j(repeat,1,9); 
n_c_Complete1=j(repeat,1,9); 
R_c_Complete1=j(repeat,1,9); 
n_t_Complete1=j(repeat,1,9); 
R_t_Complete1=j(repeat,1,9); 
n_c_Complete2=j(repeat,1,9); 
R_c_Complete2=j(repeat,1,9); 
n_t_Complete2=j(repeat,1,9); 
R_t_Complete2=j(repeat,1,9); 
 
do k=1 to repeat; *create a matrix with the number of repeat times; 
prob_c_f={0.8};  *Rc=0.8, Control T3 probability in full data; 
prob_t_f={0.6};  *Rt=0.6, Treatment T3 probability in full data; 
drop_c_m={0.35};  *define drop-out rate (event rate) at T3 in missing 
control data; 
drop_t_m={0.45};  *define drop-out rate at T3 in missing treatment 
data; 
drop_T2_T3_m={0.5}; *define which position tends to drop more. T2 or 
T3? Here,they are equal; 
a_c_f=1/2;b_c_f=1-a_c_f; 
a_t_f=1/2;b_t_f=1-a_t_f; 
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p_c_f=repeat(prob_c_f,n);  *0 represents no event, 1 represents event 
occured; 
p_t_f=repeat(prob_t_f,n); 
p_c_m=repeat(drop_c_m,n);  *0 represents no drop-out, 1 represents 
drop-out; 
p_t_m=repeat(drop_t_m,n); 
p_T2_T3_m=repeat(drop_T2_T3_m,n);  *0 represents drop-out at T2, 1 
represnets drop-out at T3; 
call streaminit(012182); 
T3_c_f=rand('Bernoulli',p_c_f); *Create a matrix T3 (the 3rd time 
visitation) which has only one column; 
T3_t_f=rand('Bernoulli',p_t_f); 
T3_c_m=rand('Bernoulli',p_c_m);  *Create a matrix in missing data to 
decide which observation needs to be dropped out; 
T3_t_m=rand('Bernoulli',p_t_m); 
T2_T3_m=rand('Bernoulli',p_T2_T3_m); *Create a matrix in missing data 
to decide which position needs to be dropped out, T2 or T3; 
*print T3_c_f  T3_t_f  T3_c_m T3_t_m  T2_T3_m; 
 
T2_c_f=j(n,1,2);  *Create matrix for control 2nd time visit with 
number 2 in full data; 
T2_t_f=j(n,1,2);  *Create matrix for treatment 2nd time visit with 
number 2 in full data; 
T1_c_f=j(n,1,2);   *Create matrix for control 1st time visit with 
number 2 in full data; 
T1_t_f=j(n,1,2);   *Create matrix for treatment 1st time visit with 
number 2 in full data; 
 
TT_c_f=T3_c_f||T2_c_f||T1_c_f; *inverse ordered matrix in control 
dataset.  
    Have to create inverse ordered matrix, because 
'if-then' sentence can only be used in order (left to right). 
    if the 3rd time visitation is 0 (no event 
observed), the 2nd and 1st time visitation must be 0; 
 
TT_t_f=T3_t_f||T2_t_f||T1_t_f; *inverse ordered matrix in treatment 
dataset. 
 
 
****   Create one replicate of control full data set *****; 
iter=0; 
do i=1 to n by 1; 
   if TT_c_f[i,1]=0 then do; 
       TT_c_f[i,2]=0;TT_c_f[i,3]=0;  *T[a,b], a is row, b is column; 
*Event did not occure at V3; 
 end; 
   if TT_c_f[i,+]=0 then iter1=0;  *if the sum of the 
row=0, count it nothing; 
   if TT_c_f[i,+]>=1 then iter1=1; *if the sum of the 
row>1, count it as 1 time; 
   iter=iter1+iter;  *Count the times of the sum of the 
row >1; 
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end; 
*print iter; 
call sort (TT_c_f,{1 2 3},{1 2 3}); /* sort by 1st,2nd,3rd col 
(descending). Call sort (TT,1),sort by 1st col (ascending)*/ 
*print TT_c_f; 
 
U=j(iter,3,1); 
*print U; 
iteriter=0; 
   do kk = 1 to iter; 
        U[kk,] = ranuni (kk);  
   end; 
U[,1]=2; 
*print U; 
l1=loc(U<=a_c_f);  *find the location in U that is <=1/2; 
*print l1; 
do i=1 to ncol(l1); 
   TT_c_f(|l1[i]|)=0; *replace those location in matrix TT_c_f with 
the number of 0. Event occurred at T3; 
end; 
*print TT_c_f; 
 
l3=loc(b_c_f<U);  *find the location in U that is >=1/2; 
*print l3; 
do i=1 to ncol(l3); 
   TT_c_f(|l3[i]|)=1; *replace those location in matrix TT_c_f with 
the number of 1. Event occurred at T3,T2,T1; 
end; 
*print TT_c_f; 
 
do i=1 to iter; 
if TT_c_f[i,3]=1 then TT_c_f[i,3]=0;  *replace the locate of T1=1 to 
T1=0; 
end; 
*print TT_c_f; 
 
call sort (TT_c_f, {1 2 3}, {1 2 3}); 
*print TT_c_f; 
 
T3_c_f=TT_c_f[,1];T2_c_f=TT_c_f[,2];T1_c_f=TT_c_f[,3]; *Change inverse 
ordered matrix to normal ordered matrix; 
T_c_f=T1_c_f||T2_c_f||T3_c_F; 
*print T_c_f; 
 
R1_c_f=T_c_f[+,1]/n; 
R2_c_f=T_c_f[+,2]/n; 
R3_c_f=T_c_f[+,3]/n; 
R123_c_f[k,]=R1_c_f||R2_c_f||R3_c_f;*put event rate from each T matrix 
to corresponding each row of R matrix; 
R_c_f[k,]=R3_c_f; *The event rate of T3 in control full data set; 
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**** Create one replicate of control missing data ****; 
M_c=T_c_f;  *M_c is missing data in control dataset from full set; 
do i=1 to n; 
  if (T3_c_m[i,1]=1) & (T2_T3_m[i,1]=0) then M_c[i,2]=.;  *T2 drop-out, 
and then T3 drop-out; 
    if M_c[i,2]=. then M_c[i,3]=.; 
  if (T3_c_m[i,1]=1) & (T2_T3_m[i,1]=1) then M_c[i,3]=.;  *T3 drop-out; 
end; 
*print M_c; 
 
nmiss=countmiss(M_c[,3]);*count the # of missing data at T3; 
*print nmiss; 
dropoutrate_c=nmiss/n; 
*print dropoutrate_c; 
 
 
**** Create one replicate of control LOCF data set   ******; 
LOCF_c=M_c; 
do i=1 to n; 
 if LOCF_c[i,1]=1 then do; 
  LOCF_c[i,2]=1; lOCF_c[i,3]=1; 
  end; 
 if LOCF_c[i,2]=1 then do; 
  LOCF_c[i,3]=1; 
  end; 
end; 
*print LOCF_c; 
 
l4=loc(LOCF_c=.);  *find the location that is .; 
*print l4; 
 
do i=1 to ncol(l4); 
   LOCF_c(|l4[i]|)=0; *replace . With the number of 0; 
end; 
*print LOCF_c; 
 
R3_c_LOCF=LOCF_c[+,3]/nrow(LOCF_c); 
*print R3_c_LOCF; 
R_c_LOCF[k,]=R3_c_LOCF; 
 
/* 
Control=T_c_f||M_c||LOCF_c; 
print Control; 
*/ 
 
 
**** Create one replicate of Complete data set  
(case1: delete all rows containing missing values no matter T1 is 1 or 
not)  ****; 
Complete1_c=M_c; 
rowMiss = countmiss(Complete1_c, "ROW");  
*print rowMiss; 
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idx = loc(rowMiss=0);/* returns 0,1,2 or 3 for each row */ 
Complete1_c= Complete1_c[idx,]; /* delete rows that contain a missing 
value */ 
*print Complete1_c; 
 
n_Complete1_c=nrow(Complete1_c); 
*print n_c_Complete1; 
n_c_Complete1[k,]=n_Complete1_c; 
 
R3_c_Complete1=Complete1_c[+,3]/nrow(Complete1_c); 
R_c_Complete1[k,]=R3_c_Complete1; 
*print R3_c_Complete1; 
 
 
**** Create one replicate of Complete data set  
(case2: Delete all rows containing missing values when T1 is not 1)  
****; 
Complete2_c=M_c; 
do i=1 to n; 
 if Complete2_c[i,1]=1 then do; 
  Complete2_c[i,2]=1; Complete2_c[i,3]=1; 
  end; 
 if Complete2_c[i,2]=1 then do; 
  Complete2_c[i,3]=1; 
  end; 
end; 
rowMiss = countmiss(Complete2_c, "ROW");  
idx = loc(rowMiss=0); 
Complete2_c= Complete2_c[idx,];  
*print Complete2_c; 
 
R3_c_Complete2=Complete2_c[+,3]/nrow(Complete2_c); 
*print R3_c_Complete2; 
R_c_Complete2[k,]=R3_c_Complete2; 
 
n_Complete2_c=nrow(Complete2_c); 
n_c_Complete2[k,]=n_Complete2_c; 
 
 
*1.2 Create All dataset for Treatment; 
****   Create one replicate of treatment full data set *****; 
iter=0; 
do i=1 to n by 1; 
   if TT_t_f[i,1]=0 then do; 
       TT_t_f[i,2]=0;TT_t_f[i,3]=0;  *Event did not occur at V3; 
 end; 
   if TT_t_f[i,+]=0 then iter1=0;  *if the sum of the 
row=0, count it nothing; 
   if TT_t_f[i,+]>=1 then iter1=1; *if the sum of the 
row>1, count it as 1 time; 
   iter=iter1+iter;  *Count the times of the sum of the 
row >1; 
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end; 
*print iter; 
call sort (TT_t_f,{1 2 3},{1 2 3});  
*print TT_t_f; 
 
U=j(iter,3,1); 
*print U; 
iteriter=0; 
   do kk = 1 to iter; 
        U[kk,] = ranuni (kk);  
   end; 
U[,1]=2; 
*print U; 
 
l1=loc(U<=a_t_f);  *find the location in U that is <=1/2; 
*print l1; 
do i=1 to ncol(l1); 
   TT_t_f(|l1[i]|)=0; *replace those location in matrix TT_t_f with 
the number of 0. Event occurred at T3; 
end; 
*print TT_t_f; 
 
l3=loc(b_t_f<U);  *find the location in U that is >=1/2; 
*print l3; 
do i=1 to ncol(l3); 
   TT_t_f(|l3[i]|)=1; *replace those location in matrix TT_t_f with 
the number of 1. Event occurred at T3,T2,T1; 
end; 
*print TT_t_f; 
 
do i=1 to iter; 
if TT_t_f[i,3]=1 then TT_t_f[i,3]=0;  *replace the locate of T1=1 to 
T1=0; 
end; 
*print TT_t_f; 
 
call sort (TT_t_f, {1 2 3}, {1 2 3}); 
*print TT_t_f; 
 
 
T3_t_f=TT_t_f[,1];T2_t_f=TT_t_f[,2];T1_t_f=TT_t_f[,3]; *Change inverse 
ordered matrix to normal ordered matrix; 
T_t_f=T1_t_f||T2_t_f||T3_t_F; 
*print T_t_f; 
 
R1_t_f=T_t_f[+,1]/n; 
R2_t_f=T_t_f[+,2]/n; 
R3_t_f=T_t_f[+,3]/n; 
R123_t_f[k,]=R1_t_f||R2_t_f||R3_t_f;*put event rate from each T matrix 
to corresponding each row of R matrix; 
R_t_f[k,]=R3_t_f; *The event rate of T3 in treatment full data set; 
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**** Create one replicate of treatment missing data ****; 
M_t=T_t_f;  *M_t is missing data in treatment dataset; 
do i=1 to n; 
  if (T3_t_m[i,1]=1) & (T2_T3_m[i,1]=0) then M_t[i,2]=.;  *T2 drop-out, 
and then T3 drop-out; 
    if M_t[i,2]=. then M_t[i,3]=.; 
  if (T3_t_m[i,1]=1) & (T2_T3_m[i,1]=1) then M_t[i,3]=.;  *T3 drop-out; 
end; 
*print M_t; 
 
nmiss=countmiss(M_t[,3]);*count the # of missing data at T3; 
*print nmiss; 
dropoutrate_c=nmiss/n; 
*print dropoutrate_t; 
 
 
**** Create one replicate of treatment LOCF data set   ******; 
LOCF_t=M_t; 
do i=1 to n; 
 if LOCF_t[i,1]=1 then do; 
  LOCF_t[i,2]=1; lOCF_t[i,3]=1; 
  end; 
 if LOCF_t[i,2]=1 then do; 
  LOCF_t[i,3]=1; 
  end; 
end; 
*print LOCF_t; 
 
l4=loc(LOCF_t=.);  *find the location that is .; 
*print l4; 
 
do i=1 to ncol(l4); 
   LOCF_t(|l4[i]|)=0; *replace . With the number of 0; 
end; 
*print LOCF_t; 
 
R3_t_LOCF=LOCF_t[+,3]/nrow(LOCF_t); 
*print R3_t_LOCF; 
R_t_LOCF[k,]=R3_t_LOCF; 
 
/* 
Treatment=T_t_f||M_t||LOCF_t; 
print Treatment; 
*/ 
 
 
**** Create one replicate of Complete data set  
(case1: delete all rows containing missing values no matter 'the place 
of missing' is 1 or not)  ****; 
Complete1_t=M_t; 
rowMiss = countmiss(Complete1_t, "ROW");  
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*print rowMiss; 
idx = loc(rowMiss=0);/* returns 0,1,2 or 3 for each row */ 
Complete1_t= Complete1_t[idx,]; /* delete rows that contain a missing 
value */ 
*print Complete1_t; 
 
R3_t_Complete1=Complete1_t[+,3]/nrow(Complete1_t); 
*print R3_t_Complete1; 
R_t_Complete1[k,]=R3_t_Complete1; 
 
n_Complete1_t=nrow(Complete1_t); 
n_t_Complete1[k,]=n_Complete1_t; 
 
**** Create one replicate of Complete data set  
(case2: Delete all rows containing missing values when 'the place of 
missing' is 0. If it is 1, then impute missing with 1) ****; 
Complete2_t=M_t; 
do i=1 to n; 
 if Complete2_t[i,1]=1 then do; 
  Complete2_t[i,2]=1; Complete2_t[i,3]=1; 
  end; 
 if Complete2_t[i,2]=1 then do; 
  Complete2_t[i,3]=1; 
  end; 
end; 
rowMiss = countmiss(Complete2_t, "ROW");  
idx = loc(rowMiss=0); 
Complete2_t= Complete2_t[idx,];  
*print Complete2_t; 
 
R3_t_Complete2=Complete2_t[+,3]/nrow(Complete2_t); 
*print R3_t_Complete2; 
R_t_Complete2[k,]=R3_t_Complete2; 
 
n_Complete2_t=nrow(Complete2_t); 
n_t_Complete2[k,]=n_Complete2_t; 
end; 
 
*1.3 Create three matrices. The first one contains R_c_f, R_t_f, 
R_c_LOCF, R_t_LOCF,  
  the 2nd contains n_c_Complete1, R_c_Complete1, n_t_Complete1, 
R_t_Complete1,  
   the 3rd contains n_c_Complete2, R_c_Complete2, n_t_Complete2, 
R_t_Complete2, 
  and the 4th contains even rate of each visitation in different 
groups; 
 
R_F_LOCF = R_c_f||R_t_f||R_c_LOCF||R_t_LOCF; 
R_Complete1 = 
n_c_Complete1||R_c_Complete1||n_t_Complete1||R_t_Complete1; 
R_Complete2 = 
n_c_Complete2||R_c_Complete2||n_t_Complete2||R_t_Complete2; 
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R123_F=R123_c_f||R123_t_f; 
*print R123_F; 
R1_c_f=R123_F[+,1]/repeat;  *re-define the column name so that they 
can be output as variables; 
R2_c_f=R123_F[+,2]/repeat; 
R3_c_f=R123_F[+,3]/repeat; 
R1_t_f=R123_F[+,4]/repeat; 
R2_t_f=R123_F[+,5]/repeat; 
R3_t_f=R123_F[+,6]/repeat; 
R123_F=R1_c_f||R2_c_f||R3_c_f||R1_t_f||R2_t_f||R3_t_f; *calculate the 
average event rate in each row of each group; 
*print R_F_LOCF; 
*print R_Complete1; 
*print R_Complete2; 
*print R123_F; 
 
create R_F_LOCF var {R_c_f R_t_f R_c_LOCF R_t_LOCF};  *export data 
from matrix; 
append; 
close R_F_LOCF; 
 
create R_Complete1 var{n_c_Complete1 R_c_Complete1 n_t_Complete1 
R_t_Complete1}; 
append; 
close R_Complete1; 
 
create R_Complete2 var{n_c_Complete2 R_c_Complete2 n_t_Complete2 
R_t_Complete2}; 
append; 
close R_Complete2; 
 
create R123_F var{R1_c_f R2_c_f R3_c_f R1_t_f R2_t_f R3_t_f}; 
append; 
close R123_F; 
 
*1.4 Export those matrices (R_F_LOCF,R_Complete1,and R_Complete2) to 
permanent .sas7bdat data format; 
libname saveit 'C:\Users\Jun He\Desktop\MS Thesis'; *save those 
datasets as permanent .sas7bdat data format; 
data saveit.R_F_LOCF; 
set work.R_F_LOCF; 
run; 
data saveit.R_Complete1; 
set work.R_Complete1; 
run; 
data saveit.R_Complete2; 
set work.R_Complete2; 
run; 
data saveit.R123_F; 
set work.R123_F; 
run; 
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/**** 2. Data analysis  
 Then 1) Output the estimated mean event rate at each time point 
in full dataset [This is the reference]; 
   2) calculate Z values, and indicator of significance 
(No/Yes) to check type I error,and McNemar test for agreement; 
   3) calculate their difference, perform paired t-test 
between Full, LOCF, Complete1, and Complete2;  
   4) Draw a figure to show the mean in 4 data sets; *****/ 
 
*2.1 Average event rate at each visitation in full dataset (Reference); 
libname library 'C:\Users\Jun He\Desktop\MS Thesis'; 
data Reference_Eventrate; 
set library.R123_F; 
run; 
ODS rtf FILE = 'C:\Users\Jun He\Desktop\MS Thesis\Results.rtf' 
bodytitle startpage=No;  *Save it as permanent word file; 
ODS noproctitle; 
proc print data=Reference_Eventrate; 
title1 'Unequal Event Rate (90% in Control and 50% in Treatment)'; 
title2 'Unequal Drop-out Rate (40% Average Rate, 20% in Control and 60% 
in Treatment)'; 
title3 'Estimated Mean Event Rate at Each Time Point (Full Dataset)'; 
run; 
 
*2.2  Z values and type I error, and McNemar test; 
Data diff; 
  set library.R_F_LOCF library.R_Complete1 library.R_Complete2; 
  merge library.R_F_LOCF library.R_Complete1 library.R_Complete2; 
  N_Full=100; 
  diff_groundtruth=0; 
  diff_Full=R_T_F-R_C_F; 
  diff_LOCF=R_T_LOCF-R_C_LOCF; 
  diff_Complete1=R_T_Complete1-R_C_Complete1;  
  diff_Complete2=R_T_Complete2-R_C_Complete2; 
  R0_Full=(R_T_F+R_C_F)/2; 
  R0_LOCF=(R_T_LOCF+R_C_LOCF)/2; 
  
R0_Complete1=(R_T_Complete1*N_T_Complete1+R_C_Complete1*N_C_Complete1)
/(N_T_Complete1+N_C_Complete1); 
  Z_Full=abs((diff_Full-diff_groundtruth)/sqrt(R0_Full*(1-
R0_Full)*(2/N_Full))); 
  Z_LOCF=abs((diff_LOCF-diff_groundtruth)/sqrt(R0_LOCF*(1-
R0_LOCF)*(2/N_Full))); 
  
R0_Complete2=(R_T_Complete2*N_T_Complete2+R_C_Complete2*N_C_Complete2)
/(N_T_Complete2+N_C_Complete2); 
  Z_Complete1=abs((diff_Complete1-
diff_groundtruth)/sqrt(R0_Complete1*(1-
R0_Complete1)*(1/N_T_Complete1+1/N_C_Complete1))); 
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  Z_Complete2=abs((diff_Complete2-
diff_groundtruth)/sqrt(R0_Complete2*(1-
R0_Complete2)*(1/N_T_Complete2+1/N_C_Complete2))); 
  if Z_Full>1.96 then Sig_Full="Yes";  
   else Sig_Full="No";  
  if Z_LOCF>1.96 then Sig_LOCF="Yes"; 
   else Sig_LOCF="No"; 
  if Z_Complete1>1.96 then Sig_Complete1="Yes"; 
   else Sig_Complete1="No";  
  if Z_Complete2>1.96 then Sig_Complete2="Yes"; 
   else Sig_Complete2="No";  
  drop R0_Full R0_LOCF R0_Complete1 R0_Complete2; 
 run; 
 
data library.diff; *save diff as permanent dataset; 
set work.diff; 
run; 
 
*Count the times of significance in 4 situations, and draw a Frequency 
table, adding POWER; 
proc freq data=library.diff noprint; 
 tables Sig_Full/out=Freqtable_Full; 
 tables Sig_LOCF/out=Freqtable_LOCF; 
 tables Sig_Complete1/out=Freqtable_Complete1; 
 tables Sig_Complete2/out=Freqtable_Complete2;  
run; 
 
data one; 
    format Name $9.; *this format must be in front so that it can work 
properly; 
 set Freqtable_Full; 
 Name='A_Full'; 
 Sig=Sig_Full; 
 keep Name Sig Count Percent; 
run; 
 
data two; 
format Name $9.; 
 set Freqtable_LOCF; 
 Name='A_LOCF'; 
 Sig=Sig_LOCF; 
keep Name Sig Count Percent; 
run; 
 
data three; 
format Name $9.; 
 set Freqtable_Complete1; 
 Name='Complete1'; 
 Sig=Sig_Complete1; 
keep Name Sig Count Percent; 
run; 
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data four; 
format Name $9.; 
 set Freqtable_Complete2; 
 Name='Complete2'; 
 Sig=Sig_Complete2; 
keep Name Sig Count Percent; 
run; 
 
proc datasets noprint; 
format Name $9.; 
  append base=one data=two; 
  append base=one data=three; 
  append base=one data=four; 
run; 
 
data all2; 
set library.diff(firstobs=1 obs=8); 
keep diff_groundtruth; 
run; 
 
data all3; 
format Name $9.; 
set one all2; 
merge one all2; 
if Sig="Yes" then Power=Percent/100; 
drop percent diff_groundtruth; 
run; 
 
proc report data=all3 nowindows; 
format Name $9.; 
 column Name Sig,(Count) Power; 
 define name/group; 
 define Sig/across; 
 label Name = 'Dataset' Sig='Significant Difference' Power='Power';   
 title 'Frequency of Significant Z-test'; 
  run; 
 
*McNemar Test; 
data McNemar; 
set library.diff; 
keep sig_Full sig_LOCF sig_Complete1 sig_Complete2; 
run; 
 
proc freq data=McNemar; 
table sig_Full*sig_LOCF sig_Full*sig_Complete1 
sig_Full*sig_Complete2/Agree norow nocol nopercent; 
title "McNemar Test for Agreement (Full vs. LOCF, Full vs. Complete1, 
Full vs. Complete2)"; 
run; 
 
 
*2.3 Paired t-test of difference; 
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data diff1; 
set library.diff; 
keep diff_full diff_LOCF diff_Complete1 diff_Complete2; 
run; 
 
proc means data=diff1 noprint; 
var diff_Full diff_LOCF diff_Complete1 diff_Complete2; 
output out=diff5; 
run; 
 
proc transpose data=diff5 out=diff5 (rename=(col1=N col2=Min col3=Max 
col4=Mean col5=Std _NAME_=Datasets)); 
var diff_Full diff_LOCF diff_Complete1 diff_Complete2; 
run; 
 
proc print data=diff5; 
format Min 8.3 Max 8.3 Mean 8.5 Std 8.5; 
title "Estimated Means of Event Rate Difference"; 
run; 
 
data diff2; 
set work.diff1; 
Full_LOCF=diff_LOCF-diff_Full; 
Full_Complete1=diff_Complete1-diff_Full; 
Full_Complete2=diff_Complete2-diff_Full; 
run; 
 
proc means data=diff2 noprint; *Do not need to print out; 
var Full_LOCF Full_Complete1 Full_Complete2; 
output out=diff3; 
run; 
 
proc transpose data=diff3 out=diff3 (rename=(col1=N col2=Min col3=Max 
col4=Mean col5=Std _NAME_=Datasets)); 
var Full_LOCF Full_Complete1 Full_Complete2; 
run; 
 
data ttest; 
set diff3; 
ttest=(mean-0)/(std/sqrt(n)); 
pvalue=(1-probt(abs(ttest),n-1))*2; 
drop ttest; 
title 'Paired T-test of Event Rate Difference'; 
run; 
 
proc print data=ttest; 
format Min 8.3 Max 8.3 Mean 8.5 Std 8.3 pvalue 8.5; 
run; 
 
 
*2.4 Estimated mean table; 
data one; *Control data set; 
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set library.diff; 
keep R_C_F R_C_LOCF R_C_Complete1 R_C_Complete2; 
Rename R_C_F=Full R_C_LOCF=LOCF R_C_Complete1=Complete1 
R_C_Complete2=Complete2; 
run; 
 
proc means data=one noprint; 
var Full LOCF Complete1 Complete2; 
output out=one1; 
run; 
 
data mean_c std_c;  *output control mean and control std respectively; 
format Group $9.; 
set one1; 
Group='Control';  
if _STAT_='MEAN' then output mean_c; 
if _STAT_='STD' then output std_c; 
drop _type_ _Freq_ _STAT_; 
 
data two; 
set library.diff; *Treatment data set; 
keep R_T_F R_T_LOCF R_T_Complete1 R_T_Complete2; 
Rename R_T_F=Full R_T_LOCF=LOCF R_T_Complete1=Complete1 
R_T_Complete2=Complete2; 
run; 
proc means data=two noprint; 
var Full LOCF Complete1 Complete2; 
output out=two1; 
run; 
 
data mean_t std_t; *output treatment mean and treatment std 
respectively; 
format Group $9.; 
set two1; 
Group='Treatment';  
if _STAT_='MEAN' then output mean_t; 
if _STAT_='STD' then output std_t; 
drop _type_ _Freq_ _STAT_; 
 
proc datasets noprint; 
append base=mean_c data=mean_t; *change data structure; 
append base=std_c data=std_t; 
run; 
 
proc print data=mean_c; 
format Full 8.3 LOCF 8.3 Complete1 8.3 Complete2 8.3; 
title 'The Estimated Mean of Event Rate in Different Group'; 
run; 
proc print data=std_c; 
format Full 8.3 LOCF 8.3 Complete1 8.3 Complete2 8.3; 
title 'The Estimated Standard Deviation (STD) of Event Rate in 
Different Group'; 
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run; 
ods rtf close; 
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