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Many studies of development interventions are individually unable to provide convinc-
ing conclusions because of low statistical significance, small size, limited geographical
purview and so forth. Systematic reviews and meta-analysis are forms of research
synthesis that combine studies of adequate methodological quality to produce more
convincing conclusions. In the social sciences, study designs, types of analysis and
methodological quality vary tremendously. Combining these studies for meta-analysis
entails more demanding risk of bias assessments to ensure that only studies with largely
appropriate methodological characteristics are included, and sensitivity analysis should
be performed. In this article, we discuss assessing risk of bias and meta-analysis using
such diverse studies.
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1. Introduction
The evidence-based policy movement has largely focused on generating knowledge of
‘what works’ from primary quantitative studies attributing outcomes to particular inter-
ventions. Research designs, which are now commonly used for quantitative attribution of
impacts of international development interventions, include experimental designs or ran-
domised control trials (RCTs) (for example, Duflo et al. 2007) and quasi-experimental
designs using statistical techniques (for example, Ravallion 2007). Synthesis of research
on ‘what works’ in international development using systematic review and meta-analysis
is now emerging.1
Research synthesis comprises two components: measures to control bias and quantita-
tive statistical synthesis, termed meta-analysis (Chalmers et al. 2002, p. 16). Meta-analysis
was formally developed by Smith and Glass (1977), and has subsequently become an
important and popular method of research synthesis. Meta-analysis is ‘the statistical com-
bination of results from two or more separate studies’ (Green et al. 2011); it has been
widely used, particularly in the medical sciences, to synthesise the results of empirical
studies of an intervention that addresses a common problem, using effect size as a measure
of impact.
Meta-analysis is only possible for studies that can be meaningfully compared on a
conceptual level. This means that similar variable constructs and relationships are used
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Journal of Development Effectiveness 457
and they need to follow similar statistical approaches (Lipsey and Wilson 2001). In the
traditional use of meta-analysis, most of the studies employ experimental designs whose
quality and risk of bias can be assessed relatively easily (Coalition for Evidence-Based
Policy 2010) and results are combined in fairly straightforward ways (Borenstein et al.
2009). Synthesis of quasi-experimental and observational studies is seen as more problem-
atic; the studies are diverse, giving rise, for example to the so-called ‘apples and oranges’
problem, among others, for meta-analyses (Eysenck 1984, Sharpe 1997, Lipsey andWilson
2001), and methodological quality is often hard to assess. This situation implies that risk of
bias assessment prior to meta-analysis will be more demanding than where there are many
studies based on experimental designs – although this is also more difficult for social and
economic evaluations – or large epidemiological studies. Studies that are methodologically
flawed or of low quality should not be included in meta-analysis since this could adversely
affect the overall results (Slavin 1986), especially if they are likely to suffer common biases
related to researcher allegiance, or institutional affiliation with funding, implementing or
advocacy institutions. However, there is a debate among researchers as to what constitutes
high methodological quality, whether statistical methods can control for biases, and how
best the risk of bias should be assessed; these debates together with their implications for
meta-analysis motivate our article.
We present the particular challenges of quality assessment and meta-analysis of diverse
studies with variable methodological quality. We provide an overview of the factors affect-
ing risk of bias in causal attribution for quasi-experimental designs and discuss an approach
to assessing these risks. We then discuss the issues of effect size computation and the main
challenges and limitations of meta-analysis of such a broad range of studies.
2. Risk of bias assessment in quasi-experimental designs
The ‘quasi-experimental’ designation covers a heterogeneous range of approaches. When
programme assignment rules are observed and external to participants (as they are with
RCTs), it is possible to model participation credibly using fairly simple statistical methods.
Indeed, this is the principle behind regression discontinuity designs (RDDs) and ‘natural’
experiments (Shadish et al. 2002). Where assignment rules are not observed, as in the
majority of quasi-experimental situations, other statistical methods are required, such as
propensity score matching (PSM), difference-in-differences (DID) and instrumental vari-
ables (IV) regression (Ravallion 2007). The extent to which these other methods are able
to control for both observable and unobservable sources of selection bias depends largely
on the quality of the specifications and data used. Quasi-experimental designs are therefore
more reliant on theoretical assumptions, which are harder than experimental approaches to
assess ‘objectively’. This is one reason why their inclusion in policy-relevant meta-analyses
has been highly controversial.2
The empirical literature has shown that, for individual studies, weak methodological
designs can lead to severe risks of bias in causal attribution, whereas well-conducted stud-
ies that carefully model participation (including IV, RDD and matching) can yield the same
results as RCTs at an individual study level (Cook et al. 2008, Hansen et al. 2011). When
comparing average differences across multiple randomised and non-randomised studies
using meta-analysis, the evidence is mixed. One prominent article found significant differ-
ences in estimated effects between 12 replicated randomised and non-randomised studies
(Glazerman et al. 2003), whereas others have suggested that the differences in results are
almost zero overall, whether or not the individual study differences are themselves zero
(Lipsey and Wilson 1993, Heinsman and Shadish 1996). Hansen et al. (2011) note, based
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458 M. Duvendack et al.
on an assessment of within-study comparisons, that appropriate knowledge of the partici-
pation decision process is key to estimating unbiased effects. It is therefore important to
evaluate each study carefully prior to synthesis.
Risk of bias tools address and test the specific assumptions underpinning the validity of
causal attribution methods. Any meta-analysis, whether it includes only RCTs or broader
studies, should attempt to account for risks of biased effects in sensitivity analysis. In a
recent systematic review, Duvendack et al. (2011) proposed a framework that combines
both research design and statistical analysis to screen studies (Table 1). The table presents
RCTs at one end of the design spectrum3 and cross-section designs at the other, indicating
that the methods of analysis have a significant potential to control the potential biases of
quasi-experimental designs.4
Assessing risk of bias usually requires comprehensive evaluation of all criteria,
which undermine estimation of causal effects, including selection bias, confounding,
spill-overs and reporting biases (for example, CEBP 2010). Although the validity of quasi-
experimental designs rests on qualitatively different criteria than randomised studies, the
criteria used to evaluate them should be equivalent. The main differences when assess-
ing risk of bias in quasi-experimental designs lie in the assessment of counterfactual
identification, as well as a more comprehensive assessment of analysis reporting.5
The criteria on which sources of bias are evaluated in experimental studies are well
known, subject to relatively objective assessment, and can be implemented by fairly non-
specialist researchers (for example, those promulgated in Green et al. 2011 in the context
of medicine, and in CEBP 2010 for social experiments). These focus on assessment of the
randomisation process and the factors that might invalidate group equivalence, including
non-random attrition, confounding, researcher allegiance and the differential performance
of groups being monitored.
Bias assessment in quasi-experiments is complicated by the nature of the validity
assumptions, for example unconfoundedness or exogeneity (Morgan and Winship 2007).
There are a large number of existing tools to assess risk of bias, many of which enable
integrated assessment of experimental and quasi-experimental designs6. The tools mostly
rely on the assessment of group comparability in terms of observable covariates. Although
some of the tools include vague questions about statistical validity, none provide further
guidance to assess selection (and placement) bias and statistical analysis comprehensively.
Operationalisation of existing tools to assess quasi-experimental designs used in develop-
ment (including RDD, IV, PSM, DID) may therefore lead to simplistic and inappropriate
study classifications. Adequate assessment of selection bias in quasi-experiments requires
Table 1. Potential risk of bias in quasi-experimental designs.
Statistical methods of analysis
Research design DID, PSM, IV, RDD
Multivariate
(or bivariate with
covariate means tests) Tabulation
RCT Low Low Low–Medium
Natural experiment Low Low Low–Medium
Pipeline Low–Medium Medium–high High
Panel Low–Medium N/A High
Cross section Low–Medium High High
Source: Adapted from Duvendack et al. (2011).
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Journal of Development Effectiveness 459
analysis of the methods of counterfactual identification to address selection bias (that is not
just whether the study used random allocation), among other factors including file-drawer
effects and the use of appropriate specification tests.
3. Effect size and meta-analysis: challenges and limitations
When many studies of a topic have been undertaken, it is generally supposed that con-
fidence in the conclusions can be enhanced by considering all the relevant analyses and
pooling their results and this is what research synthesis aims to achieve (Chalmers et al.
2002). Furthermore, there has been much criticism of the traditional focus on significance
testing (that there was a probability of less than say 5% that the estimate obtained could
have occurred in the population from which the sample was obtained if the true relationship
was zero; Rosenthal 1991) as the main way in which to assess the effect of interven-
tions. Since the early days of modern statistical analysis, often dated to Fisher’s (1925)
publication, there have been critics of ‘null hypothesis significance testing’ (NSHT; see
Nickerson 2000).7 Critics claim that statistical significance is not the same as substantive
significance and that exclusive focus on significance of individual studies fails to provide
cumulation of results since it is not considered legitimate to consider prior findings in
evaluating the current one. Thus, a common exposition contrasts a nearly significant (at
95% confidence) but substantively large effect, perhaps from a study with few observa-
tions, which is rejected and plays no further role in decision-making, and with another that
shows a highly significant but substantively small effect, probably from a study with a large
number of observations. Rejecting the former, it is argued that it may result in significant
welfare losses, although accepting the latter yields few benefits. Surely, there is something
wrong with such a decision-making process.
This dilemma can be appreciated by considering the two traditional types of error,
which statistical testing aims to avoid – types 1 and 2. A type 1 error is when one rejects a
true null (no effect of the intervention) hypothesis and, it is implied, acts on the (erroneous)
assumption that the intervention has a meaningful effect (errors of commission). Type 2 is
when one rejects a true hypothesis that the intervention has a meaningful effect, thereby
foregoing the benefits that would follow from implementing the intervention more widely.
Traditional NHST gives priority to avoiding type 1 errors; the ‘new statistics’ gives priority
to avoiding type 2 errors (errors of omission) (Cumming 2012).
Two concepts have been developed to address the dominance of NHST – effect size
(statistical) and power (see Field 2009, section 2.6 for an introduction). Statistical power
is the ability to identify an effect if it is there; the effect size is the estimated substantive
difference the intervention makes. Effect size on average should not vary with sample size,
but power does; indeed, power varies with the (true) effect size, the variability of the effect
and the sample size. Power calculations are used to decide the sample size required to
detect, with a given degree of confidence, an effect of a given size subject to the assumed
variability of the effect8; thus, for a given underlying variability, a large effect size can
be detected as statistically significant with a smaller sample size and so on. The problem,
it is often claimed, is that the sample size in many studies is too small to produce sta-
tistically significant results, unless the true effect is very large. However, suppose many
under-powered studies give effects in the same direction (positive or negative) of varying
size. One can either choose to reject all (or most) of them as failing to show a significant
effect or can combine the studies and see if together they suggest a significant effect. This
is what meta-analysis attempts to do (see Lipsey and Wilson 2001, Borenstein et al. 2009,
Ellis 2010, Green et al. 2011).
D
ow
nl
oa
de
d 
by
 [U
niv
ers
ity
 of
 Su
sse
x L
ibr
ary
] a
t 0
2:0
4 0
4 M
ay
 20
16
 
460 M. Duvendack et al.
In practice, most social science studies of a common intervention in development pro-
vide impact estimates in diverse metrics and statistics. For meta-analysis, impacts estimated
in different metrics are converted into effect sizes, which are then pooled together along
with covariates characterising each study which may be used to examine heterogeneity
in effects. Furthermore, social science studies in development involve somewhat different
interventions, use different research methods, assess different indicators of outcomes and
occur in different contexts (time, place and social group), all of which may be expected to
influence the specific conclusions reached; there may well be considerable heterogeneity in
the precise relationships between intervention, context and outcome variables. Given the
controversial nature of research synthesis using effect sizes computed from such diverse
studies, we briefly outline some of the methods and the issues involved.
In order to synthesise findings from multiple studies, it is necessary to homogenise
the impact results of included studies, putting them on a common scale to ensure
comparability9. This process of standardisation is mainly achieved through the compu-
tation of effect sizes, which are defined (Borenstein et al. 2009) as a value that reflects the
magnitude of the treatment effect or the strength of the association between two variables
and is comparable across studies using different scales and estimation methods. Effect
sizes are therefore the basic observation unit in meta-analysis. A good effect size needs to
be comparable across studies and only reflect the magnitude of effect for each study, and
not other factors such as sample size or the influence of confounding factors.
There are three types of effect size scales: d-values and r-values for continuous vari-
ables, and odds or risk ratios for categorical variables. The d-values are differences in
outcomes standardised by their variability measured by their standard deviation or a close
approximation, and are consequently similar to z-scores. The r-values are correlation coef-
ficients, which range from −1 to +1. Odds and risk ratios are relevant to categorical data
such as the occurrence of a disease, achievement of an educational status or survival. Other
common metrics of outcome are scales or ordinal values, which can be transformed into
incidence density ratios with similar interpretation to risk ratios. There are many com-
monly described transformations among different effect sizes (Lipsey and Wilson 2001,
Ellis 2010), but it is important to recognise that the outcome of transformations do not
always agree (see McGrath and Meyer 2006).
3.1. Experimental data
Most common methods of calculation of effect size are based on experimental research
designs, such as clinical trials where the outcomes are either continuous variables like
marks on an exam or dichotomous categorical variables like survival, infection and so
on. The treatment indicator is generally also a dichotomous variable (treated/not treated),
or sometimes an ordinal or continuous variable (level of treatment). Randomisation of
allocations of units to treatment and control groups allows estimation of treatment effects
by simple comparisons of these groups using either continuous or categorical variables
representing outcomes.10 The established tools for effect size calculation based on this
epistemological context readily compute equivalent effect sizes from different reported
statistics.11 These ‘zero-order’ methods of analysis are generally equivalent. Thus, a t-test,
analysis of variance and regression with dummy variables for treatment are algebraically
equivalent, resulting in the same estimates of effect size and statistical significance (Lipsey
and Wilson 2001). It is also important to bear in mind that the effect sizes and their confi-
dence intervals derived from zero-order analyses are reliable only when certain conditions
are met, specifically normality and homoscedasticity and independence (see Grissom and
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Journal of Development Effectiveness 461
Kim 2012 and Wilcox 2012 for an introduction). Effect size estimates can be biased by
non-normality and heteroscedasticity (Wilcox 2008), although these statistics are often not
reported. Under these circumstances, there is a trade-off between the risks of bias in effect
size estimate because the statistics exhibit heteroscedasticity, and the costs of contacting
the original authors to get these statistics or producing them by exact replication of the
original study.
3.2. Quasi-experimental data
With non-experimental information, or experimental information that has to take account
of potential confounding or covariate variables, the calculation of effect size is considerably
less well developed. Most, but not all, of the studies with which we are concerned in devel-
opment studies use some sort of multiple regression analysis (ordinary least squares (OLS),
IV, logit, probit, tobit and so on). As is well known, regression coefficients can change dra-
matically when additional control variables are introduced into the estimation. The problem
is that few studies are likely to control for all confounders, and studies will generally not
include estimates using the same set of potential confounders even if the same underly-
ing model of impact is being employed. Hence, the resulting impact estimates may not be
strictly comparable. Further, in studies where unobservable factors are thought potentially
to confound impact estimates (ability, motivation, degrees of risk aversion and so on), all
studies will suffer from common biases. It is these considerations that make pooling effect
sizes estimated by multivariate methods from diverse contexts problematic and potentially
liable to pervasive bias where low-quality studies are included in the meta-analysis.
The estimation of effect size to be pooled with those from other similar studies seems to
be much less well developed and more controversial for quasi-experimental studies. This is
partly because such studies are ‘partial’ or non-zero-order. In these cases, the specifications
of the estimation can have significant implications for effect size estimations (Jones 1992,
Keef and Roberts 2004), and in some cases, such estimations may indeed be inappropriate
(Colliver et al. 2008).
3.3. Multiple treatments, multiple outcomes and multiple methods
As mentioned above, meta-analysis aims to combine results of studies to gain greater con-
fidence in conclusions than would be warranted by the individual studies taken separately.
The presumption is that this is generally seen as legitimate when there is high homogeneity
with respect to treatment, context and outcome; that is the studies are testing a common
hypothesis in a comparable way. A meta-analysis needs to establish that it is indeed the
case.
Petticrew and Roberts (2006) emphasise that ‘Meta-analysis should only be applied
when a series of studies has been identified for review that address an identical concep-
tual hypothesis’ (p. 205, box 6.13). The question then arises as to what ‘identical’ means
and how identicality can be established. A particular case arises when, although addressing
an issue with an ‘identical’ conceptual framing, some studies treat intermediate or proxy
variables as outcomes rather than indicators of ultimate outcomes (by which we mean vari-
ables which represent human well-being or freedoms; Sen 1999). In development studies,
we often have results that can be considered ‘intermediate’ or ‘instrumental’ in attaining
the true outcome, whether or not we are able to measure accurately the latter using quanti-
tative methods. Thus, some studies compare treatment A with ‘intermediate’ outcomes B,
and they, or others compare B with ‘final’ outcomes C.12 It may be possible to indirectly
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462 M. Duvendack et al.
link A with C through their common links with B. A further relevant characteristic of the
mainstream literature and application of meta-analysis (in medicine for example) is there-
fore that both treatment and outcome are equivalent in the relevant way, and generally
fairly standardised in the field; they should also employ common methods of analysis and
reporting.
However, it is not uncommon that measures of outcomes vary and there are many sug-
gestions as to how to combine studies that use different outcome indicators, or the results
within a single study that report estimates of effect for different metrics, and, or different
interventions, or sub-groups, provided they all correspond to the same construct of the
‘true’ outcome (Hedges and Olkin 1985, Cooper and Hedges 1994, Sutton et al. 1998).
This means that one is dealing with strictly comparable treatments and outcomes; or with
comparable treatments with multiple indicators of outcomes.
There are also cases where treatments may be considered conceptually identical but
superficially differ. However, Raudenbusch (2009, p. 296) refers to ‘definitions of treat-
ment’ as a characteristic of studies that might account for why effects vary, thus making
pooling problematic.
Most of the social science articles reporting estimates from which impact estimates
can be extracted provide many effect size estimates, whether due to multiple outcome
measures on the same units (multiple end point studies), multiple treatment and multi-
ple estimates using different model specifications or estimation methods, or variations on
these themes. However, to maintain the independence assumption for meta-analysis, only
one effect size per outcome-construct per study should be included in a single-level meta-
analysis (Borenstein et al. 2009). In practice, there appear to be four alternative approaches
to resolve this problem – to include all estimates, to drop some for which there can be
a clear justification, to drop ‘outliers’ based on an arbitrary rule (for example, observa-
tions which are more than ±2 standard deviations of the weighted mean) or to model the
diversity (Borenstein et al. 2009).
Multivariate methods to model dependencies among effect estimates have also been
proposed (Gleser and Olkin 1994, 2009, Kalaian and Raudenbusch 1996), but neither is
the required information generally available unless the raw data can be accessed nor do
these methods appear to have been implemented in commonly used software. Dropping
outliers is arbitrary and can lose useful information. Lipsey and Wilson (2001) recom-
mend averaging effects (p. 101), but whether this is appropriate when effect sizes remain
heterogeneous remains unresolved. Where there are multiple statistical specifications of
the effect size estimation in a single study, a more nuanced approach might be to choose a
‘favoured’ specification based on a risk of bias assessment, averaging (using inverse vari-
ance weights) across any remaining multiple outcome estimates. However, we also note
that standard procedures for averaging effects neglect the likely correlation among effect
size estimates within a study, which should be taken into account (Hedges and Olkin 1985,
Rosenthal and Rubin 1986).
In the case of development studies, we are faced not only with diverse definitions and
metrics of outcomes and treatment but also with diverse research designs, methods of anal-
ysis and reported parameters and statistics. Does it make sense to combine these diverse
studies for meta-analysis? The next sections discuss these issues in more depth.
3.4. Effect size types
Summary outcome figures reported in published work come in many forms; for example,
a simple comparison of a continuous outcome variable for a dichotomous treatment can be
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Journal of Development Effectiveness 463
reported as means of treatment and control groups, their number and standard deviations.
The simplest standardisation for unpaired samples is indeed the difference between the
means of the treated and the untreated divided by the standard deviation of the pooled
data (Cohen’s ‘d’ – Cohen 1988), but this is held to be biased especially in small samples.
Variations of Cohen’s d derived in the context of small samples are Glass’s ‘’ and Hedges
‘g’. These types of outcome estimate are termed ‘standardised mean difference’ (SMD)
outcomes.
Data reported in this form allow direct computation using the standard formulae.
However, they may also be reported as the mean difference and its standard deviation
or standard error of the difference, with or without the number of treatment and control
units. Or they may be reported as the mean difference and a ‘t’ value and so on. The most
extensive free effect size calculator reports 30 different combinations of statistics that can
be used to calculate an SMD effect size.13
Many social science studies in development report impacts in the form of regression
statistics, particularly regression coefficients (betas – b). As is well known, b is the effect of
one unit of the treatment variable on the dependent variable measured in its metric. Since
these metrics can vary (height in metres is different from weight in kilogram and so forth)
they need to be standardised. The treatment variable may also need to be standardised if
it is not a dichotomy (0/1). Thus, some articles report standardised betas, which are the
effect in standard deviations of a 1 standard deviation change in the treatment variable.
This is problematic when using a dichotomous treatment indicator. Calculation of SMD
effect sizes from regression studies requires information on outcome means and sample
sizes by group, together with pooled standard deviations. Unfortunately, this information
is often not reported.
Meta-analysis is generally conducted on summary outcome indicators such as those
reported in the final publication, rather than through re-analysis of the raw data; notwith-
standing the problems that this causes, this arises because access to the raw data is often
impossible, especially for studies conducted in the past, and re-analysis (pure replication)
can be extremely costly if the data are poorly documented and or have a complex structure.
Nevertheless, this is acknowledged to be unfortunate; for example Chalmers et al. (2002)
finish their brief history of research synthesis by urging that ‘the future history of research
synthesis should be based increasingly on the creation of publicly accessible archives of
raw data’ (p. 32). A compromise is for authors to provide more extensive reporting of
statistics so that they can be used in meta-analysis. In particular, reporting of the standard
deviation of the pooled data should be standard in development studies journals.14 In an
age of such low costs of electronic data storage and access, there can be no satisfactory
reasons for not providing more extensive reports (King 2007).
Since studies, which are to be pooled, may not report effect sizes in equivalent forms,
it may be desirable to translate the effect size into a common measure before undertaking
any synthesis analysis. Several texts provide translation formulae (Lipsey andWilson 2001,
Ellis 2010).
4. Meta-analysis
Having arrived at a set of effect size estimates, it is possible to pool them in a meta-analysis.
Combined analysis of quantitative results of research from different studies is an obvi-
ous way to synthesise research findings, and has a long history (Chalmers et al. 2002,
Petticrew and Roberts 2006, pp. 192–193). The recent growth in meta-analysis dates from
Glass (1976) and Smith and Glass (1977); the latter synthesised the effects of different
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464 M. Duvendack et al.
psychotherapies from ‘controlled studies’ on a standardised (by the standard deviation
of the control group – Glass’s ) mean difference in ‘any outcome variable [that] the
researcher chose to measure’ (Smith and Glass 1977, p. 753). Glass and Smith (1979) syn-
thesised studies on the effects of class size on achievement again including a number of
different outcome variables and ‘uncontrolled’ as well as ‘controlled’ studies. The article
compared the effects estimated from different designs (pp. 14–16).15
In addition to the effect size statistics (depending on the effect size metric used), their
variance, number of units and an indicator of the study, variables representing character-
istics of the studies may be extracted to be used to account for variations in effect sizes
between studies, if sub-group analysis or meta-regression are to be undertaken. When the
included studies give rise to different effect size statistics, which are to be transformed
into a common metric, an indicator of the type of effect size statistic will also be needed,
and pre-processing of the effect sizes to undertake this transformation using the standard
equations and methods referred to above will be needed prior to the meta-analysis itself.
There have been many critics of meta-analysis (for example, Eysenck 1978, Shapiro
1994, Feinstein 1995, Berk and Freedman 2003).16 The standard literature on meta-analysis
is based on data from an experimental design using a common treatment with the same
effect size metric based on means, response ratios and odds- or risk-ratios; estimates
derived from multivariate methods, typically from studies using quasi-experimental data,
can be included in meta-analysis, but, as noted above, because the different studies will
often not have the same sets of covariates, the interpretation of results becomes more
problematic (Becker and Wu 2007). Indeed, there are many authoritative critiques of meta-
analysis based on quasi-experimental data (Egger et al. 1998), even though some of the
early meta-analysis was quite cavalier about the inclusion criteria, for example Smith and
Glass (1977). Some critiques are a priori – for example Shapiro (1994) proposed that given
the low quality and high risk of bias of non-randomised studies, ‘the meta-analysis of pub-
lished non-experimental data should be abandoned’ (p. 777). Others, however, have more
nuanced positions, suggesting that the legitimacy of including effect sizes based on obser-
vational data in meta-analysis depends on their quality and the plausibility of controlling
for biases. Controversies around the inclusion of studies using quasi-experimental data
gave rise to the argument of the ‘MOOSE’ declaration on reporting (Stroup et al. 2000),
who state that ‘standards of reporting must be maintained to allow proper evaluation of the
quality and completeness of meta-analyses’ (p. 2012). Although doubts remain about the
use of effect sizes from quasi-experimental data in meta-analysis (Jones 1992), Petticrew
and Roberts (2006) seem to conclude that this is inevitable, but should be done with care
(p. 207) (see also Smith and Egger 1999).17
4.1. Meta-analysis of experimental data
The simplest case is where all included studies have the same effect size statistic and are
included only once. This situation does not guarantee freedom from bias because RCTs
in practice do not live up to the idealised claims made on their behalf, even in the medi-
cal arena (see Petryna 2009 for an insightful discussion). Meta-analysis then computes an
overall effect size, its confidence intervals and generally provides a forest plot to assist diag-
nosis. It will also conduct tests of the homogeneity of the estimates; if the individual studies
give a wide range of estimated effects and or have large differences in their variability as
judged by a Z-test (if there are only two sub-groups), Q-test or I statistics (Borenstein et al.
2009), an overall mean estimate derived from all the included studies will be considered
unreliable, and attempts will be made to group the studies. Ideally, sub-groups should be
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grouped a priori – say by intervention type if more than one intervention is present in
the included studies. As elsewhere, statistical and substantive significance of the effects
are not necessarily the same, and attention should be paid to effect sizes of different sub-
groups and to whether it seems reasonable to identify causes of these differences through
meta-regression.
Fixed effects meta-analysis calculates a pooled effect assuming there is a single ‘true’
common effect and that differences between studies are due to sampling errors. In contrast,
random effects meta-analysis assumes that there are differences in ‘true’ effects due to
differences in populations, implementation and so on, and estimates an ‘average effect’
and its variability (Riley et al. 2011). The choice between a fixed or random effects model
is based on a priori reasoning, and in development studies, the random effects model is
likely to be appropriate.
4.2. Meta-analysis of quasi-experimental estimates
The inclusion in a meta-analysis of effect sizes based on quasi-experimental designs creates
additional methodological sources of heterogeneity. For example, the effect sizes estimated
from PSM are based on the treatment effect for those individuals that receive the treatment
(average treatment effect on the treated, ATET). Effect sizes computed from RDD and IV
yield local treatment effects; in the case of RDD, these are local to those individuals at the
margin of the cut-off point (local average treatment effect at the discontinuity, LATED);
for IV, these are those individuals for which the instrument induces a change in the treat-
ment status (local average treatment effect, LATE). Finally, effect sizes computed from
the results of regression-based approaches, including those based on RCTs with perfect
compliance, yield the impact of the programme on the whole sample population (average
treatment effect, ATE).18
In some cases, it may be possible to convert treatment effects into a common mea-
sure (Bloom 2006).19 Where this is not possible, two issues should be considered for each
study before meta-analysis: firstly, whether we might expect heterogeneous effects of the
interventions across the sample population, and secondly, to what extent the individuals
for whom the treatment is estimated approximate a random draw of the sample population.
Pooling effect sizes from different study designs is particularly problematic in instances
when the participation process leads to participants being less representative of the sam-
ple population or when the allocation rule can influence the impact of the programme
(for example, by selecting the most motivated individuals). This is analogous to the case
of RCTs with imperfect compliance, where intention-to-treat (ITT) and other treatment
effects estimate the impact of the programme (or of the assignment into the programme)
for a different sub-group of the sample population (Green et al. 2011). When there are
serious concerns about either treatment homogeneity or representativeness, pooling may
only be appropriate across comparable treatment effects.20
4.3. Bias detection in meta-analysis
Since the social science studies in development included in meta-analysis are generally
of questionable validity and readily vulnerable to systematic biases, it is important to be
able to identify and if possible to control for these remaining biases. In the mainstream
meta-analysis literature based on experimental data, it has long been recognised that there
are biases in reporting results (Dickersin et al. 1987, Egger et al. 1997); common biases
are to publish (find and include in meta-analysis) positive results, statistically significant
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results and publications in English. Failure to report particular outcomes or entire studies
with negative or no significant effects (also known as the ‘file-drawer problem’; Rosenthal
1979) has more recently been seen as a research ethics problem leading to the establishment
of registration and documentation of all trials21 so that a fuller picture of all research on a
topic is available.22
Given the studies included in a meta-analysis, some bias can be detected from the
observation that the precision of effect sizes is inversely related to the number of units
included in the study; larger studies are more likely to detect a significant effect leading
to publication, but among smaller studies, only those with positive significant effects are
likely to be put forward and accepted for publication. Suppose there is a small positive
effect of the intervention, then large studies are likely to find a significant positive effect and
be published. Among smaller studies with the same expected mean effect size, there will be
a greater scatter around the true mean and also greater variability, so that even among those
studies which find a positive impact and those that report a lower impact, there will be more
scatter that are not statistically significant. This insight is displayed graphically in funnel
plots (Light and Pillemer 1984, Egger et al. 1997). As is common practice, funnel plots
assessing effect size against precision of effect (rather than sample size) are preferred, since
statistical power reflects magnitude of effect as well as sample size (Green et al. 2011); this
is especially relevant for quasi-experimental studies in development, which may be based
on large sample observational data sets like national household surveys.
Publication bias of this type can also result from data mining or the process of devel-
oping hypotheses after the empirical results are known (which has gained the acronym of
Hypothesising After the Results are Known, HARKing). Statistical tests have been devel-
oped based on the same insight (Egger, Harbord and Peters tests). Another approach has
been to identify the ‘fail-safe’ N or number of additional studies with negative results that
would be necessary to increase the P-value for the meta-analysis to above 0.05 (Cooper
1979, Rosenthal 1979, Orwin 1983, Becker 2006).
An approach to compensating for the file-drawer problem has been proposed by Duval
and Tweedie (2000). The hypothesised missing studies are first trimmed and a new pooled
estimate was derived from the now symmetric set of studies, before replacing both the
trimmed studies and their missing counterparts and computing a final pooled effect size.
Another approach is to model the selection of studies (Sutton 2009). Peters et al. (2007)
found considerable variability in the effects of different trim and fill methods, but suggest
that it can be used as a form of sensitivity analysis; Sutton (2009) concluded that publica-
tion (and related) biases remain ‘a difficult problem to deal with’ (p. 448). One may suggest
that naive use of these methods can give an air of spurious reliability to a study.
5. Conclusion
We have seen that conducting meta-analysis of studies that rely on quasi-experimental
designs, which have high levels of heterogeneity within and between studies and diverse
conceptual framings, is a challenging task. This task is not made easier by the fact that
many studies report insufficient details on their research design, method of analysis,
descriptive statistics and impact estimates and their variability, complicating effect size
calculations.
The discussion has highlighted two reasons for proceeding with caution when pooling
effect sizes from quasi-experiments – risk of bias and methodological sources of het-
erogeneity. The former is only a problem if the studies are subject to high risk of bias.
Methodological sources of heterogeneity in results arise due to allocation rules, which
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impact the external validity of the effect estimate, and the effect of covariates in regression
analysis.
In addition, the likely prevalence of researcher bias (also known as researcher alle-
giance), and any tendency to publish positive and (statistically) significant results suggest
that if all actual studies on a given topic had been published, average effect sizes may well
have been smaller, and possibly no more statistically significant. Together, it seems likely
that the meta-analyses of effects in development studies are particularly vulnerable to sys-
tematic positive bias, deriving from the closeness of development studies to funder, activist,
political or advocacy interests together with the usual publication biases. Under these cir-
cumstances, meta-analysis risks inflating statistical significance by combining poor-quality
studies each of which at best yields only marginally significant results, and are vulnerable
to unknown, but likely positive, biases which then inflate both effect sizes and confidence
levels.
A sanguine view of this situation might argue the case for pooling and extensive sub-
group analysis or meta-regression, provided sufficient studies with statistical homogeneity
among at least some groups of estimations, together with analysis of publication bias.
We can conclude from the discussion in this article that pooling the effect sizes calculated
from studies of diverse methodological designs needs to be undertaken carefully because
of the potential threats to internal and external validity and the dangers of compounding
confounded estimates (Egger et al. 1998, Petticrew and Roberts 2006, pp. 204–205).
Notes
1. For example, the Campbell Collaboration has established an International Development
Coordinating Group: http://www.campbellcollaboration.org/international_development/index.
php.
2. For example, the leading medical text on systematic review and meta-analysis (Green et al.
2011) recommends, where possible, to include only experimental studies in meta-analysis.
Only in the case of interventions to which experimentation is not applicable, do the authors
acknowledge that non-randomised studies could be included in a meta-analysis. In contrast,
Rubin (1974) and Angrist et al. (1996) provide good reasons to think that rigorously designed
non-randomised quasi-experimental studies yield appropriate causal inference; see also Deaton
(2010). Benson and Hartz (2000) and Concato et al. (2000) report similar effects from
observational and RCT studies.
3. This framework should not be taken to suggest we endorse a universal ‘hierarchy of meth-
ods’ (Vandenbroucke 1989, White 2009); Duvendack et al. (2011) proposed this framework to
screen a very large number of observational studies.
4. Interrupted time series (ITS) are often considered a high-quality method of analysis (see
Shadish et al. 2002). They are not commonly used in development programme evaluation and
are outside the scope of this article.
5. Internal validity assessment should include risk of biased point estimate and variance, the latter
including ‘unit of analysis errors’ (Green et al. 2011) as well as heteroscedasticity in the case
of regression-based studies.
6. For example, EPHPP (n.d.), EPOC (n.d.), NICE (2009), Valentine and Cooper (2008). For an
early survey, see Deeks et al. (2003, Chapter 5); see also Petticrew and Roberts (2006).
7. See Salsburg (2001) for an entertaining introduction to the history of significance testing and
its role in statistics. Ziliak andMcCloskey (2008) provide a discussion in relation to economics.
8. There is some debate about the role of power calculations ex-post to claim that a study was
‘under-powered’, using the sample statistics. Since the sample statistics are just that, not a
sample of samples, the use of estimated difference and its variability for the particular sample
size begs the question of how representative the sample statistics in the particular case were
(see Ellis 2010, pp. 58–59 on the ‘perils of post-hoc power analyses’).
9. Effect sizes computation might be desirable even though, due to heterogeneity or lack of
independence within observations, meta-analysis is not possible. In combination with ex-post
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power calculations this can reveal that a study is low powered, but this does not mean that the
estimated effect size can be relied on (Ellis 2010, pp. 58–61); it could be wildly wrong.
10. However, it is recognised that randomisation may not achieve covariate balance, so tests of
balance are necessary, and statistical control for unbalanced covariates is generally deemed
necessary. Obviously, control for unbalanced covariates can only be attempted for observed
potential confounders (Hansen and Bowers 2008).
11. For example, a t-test of differences in means of a continuous variable can be reported as N ,
mean and standard deviation of treatment and control groups, or as ‘t’, ‘F’. ‘p’ or ‘z’ value
together with total or sub-group sample sizes.
12. Duvendack et al. (2011) illustrate that studies of the impact of microfinance can be assessed
in terms of business investments, or anthropometry, health or education. The former is pre-
sumably instrumental to the later (probably through net incomes), whereas the latter are both
intrinsic to (constitutive of) human well-being, and instrumental.
13. See http://gemini.gmu.edu/cebcp/EffectSizeCalculator/d/means-and-standard-deviations.html.
14. Full reporting of variance–covariance matrices would also enable appropriate calculation of
adjusted effect sizes from regression analysis (Becker and Wu 2007).
15. In neither the area of the effects of psychotherapy nor that of class size has a systematic review
ended controversy (Hedges and Stock 1983, Wampold et al. 2000).
16. Whereas some of them are related with the meta-analysis of data from quasi-experimental
studies (for example, Shapiro 1994), others such as Berk and Freedman (2003) highlight that
the statistical validity assumptions underpinning the validity of meta-analysis are in most cases
unfeasible.
17. It seems that some adepts of systematic reviews see its limitations: ‘Are we investing too
heavily in an excessively precise concept of some overall treatment effect instead of more
closely examining the heterogeneity of findings, their nature, the biological explanation of such
heterogeneity, and what it really means for decision making?’ (Jenicek 2006, p. 3).
18. Nonetheless, regression-based approaches assume that conditional on covariates, the ATET is
not different from the ATE on the total population.
19. Bloom (2006) provides guidance on how to transform among some treatment effects. However,
these transformations also require information which may be seldomly reported.
20. Riley et al. (2011) argue for the use of ‘prediction intervals’ calculated by adjusting the random
effects confidence interval by the between-study variance (the Tau-statistic). The prediction
interval is therefore wider than the random effects confidence interval (itself wider than that
for the fixed effect), and is interpreted as an estimate of the ‘likely effect in an individual
setting’ (Riley et al. 2011, p. 964).
21. For example, the SWHO International Clinical Trials Registry Platform – http://www.who.int/
ictrp/en/.
22. The International Initiative for Impact Evaluation (3ie) is proposing a registry for impact
evaluations in development.
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