Abstract. The notion of least-change secant updates is extended to apply to nonsquare matrices in a way appropriate for quasi-Newton methods used to solve systems of nonlinear equations that depend on parameters. Extensions of the widely used least-change secant updates for square matrices are given. A local convergence analysis for certain paradigm iterations is outlined as motivation for the use of these updates, and numerical experiments involving these iterations are discussed.
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In this paper we outline general principles and specific formulas which extend least-change secant updating from the traditional square-matrix context to that of nonsquare matrices. Our primary purpose is to provide updates which can be used in quasi-Newton methods for solving nonlinear systems which depend on parameters.
We mention two important areas in which such systems occur and which have strongly influenced the work presented here. The first is the solution of a nonlinear system by continuation or homotopy methods, in which the parameter is a continuation parameter used to transform a problem from one which is presumably easy to solve into one for which the solution is desired but which may be difficult to solve ab initio. The second is the solution of ordinary differential equations by implicit methods, in which the parameter is the time variable and a nonlinear system must be solved by a sequence of corrector iterations at each timestep. In this second area, iterative methods used in the corrector iterations typically must carry over Jacobian information from one timestep to the next for the sake of efficiency. As a result, the nonlinear systems arising in this context are appropriately regarded as parametrized by the time variable, rather than as sequences of nonparametric systems, even though time is constant during each set of corrector iterations.
We consider a parameter-dependent nonlinear system in the form (1.2) F(x, A) 0,
where x E R n is an independent variable and A E R m is a parameter vector. Our interest is in iterative methods that are intended to produce approximate solutions of (1.2) through some range of A-values. There are many iterative methods that might be appropriate for this, depending in part on how the A-values are specified (a priori or as the iterations proceed, independent of or in conjunction with the x-values, etc.). We are not concerned here with how successive A-values might be determined or with the specific forms of the iterations, but we have in mind methods which require approximations at current (x, A)-values of F Rnxn, the Jacobian of F with respect to x, or perhaps of the full Jacobian F [F, F] Rnx(n+m), where F R nm is the Jacobian of F with respect to A, and which for efficiency require Jacobian information to be retained through at least some changes in A. In view of the success of least-change secant updates in maintaining approximate Jacobians in a quasi-Newton iteration (1.1), it is natural to consider their use in maintaining approximations of F or F' [F, Fx] in iterations used to solve (1.2) .
In order to do so, some sort of extension of the usual formulation of these updates is clearly required. Indeed, the usual formulation applies only to square matrices, and F is nonsquare. Even if we require only an approximation of the square matrix F, it is not clear how to incorporate the information in successive F-values in a secant update if A changes as well as x.
To be more specific about this last point, we suppose that (x, A) and (x+, A+) are "current" and "next" values and that B is a "current" approximation of Fz. Then the usual formulation for determining a "next" approximate Jacobian B+ as a least-change secant update of B calls for B+ to satisfy a secant equation (1.3) B+ (x+ x) F(x+, A+) F(x, A) as nearly as possible consistent with any structure that may be imposed on B+. usual formulation which may be useful in some circumstances is to replace the righthand side of (1.3) with something more appropriate. An ideal replacement would be F(x+, ,+) F(x, ) F),(x,,k)(,k+ ,k) or F(x+, ,+) F(x, ) F(x+, )+)()+ ), provided Fn is easy to obtain. If F is not easy to obtain, then a finite-difference approximation might be an effective substitute. However, any strategy such as this will necessarily require extra derivative or function evaluations and so may be undesirably expensive in some applications.
In the next section we give extensions to the nonsquare-matrix case of the usual general formulations of square-matrix least-change secant and inverse secant updates. With these, the secant information in successive F-values can be used to determine updates of approximations of F [Fx, F] according to least-change criteria. These extensions incidentally determine updates of approximations of Fx using available secant information, i.e., without any extra derivative or function evaluations. Having these general extensions, we derive in 3 extensions of the most widely used specific formulas for square-matrix least-change secant updates having various properties. In order to provide some theoretical support for using these updates, we outline in 4 a local convergence analysis for certain paradigm methods which employ them. In 5, we report on some numerical experiments.
The focus here is on least-change secant updates of matrices with more columns than rows; however, our ways of deriving updates using least-change principles readily apply as well to matrices with more rows than columns, such as occur in nonlinear least-squares problems. In this connection, we note that Griewank and Sheng [19] have recently considered Broyden updating for such matrices in the context of nonlinear least-squares problems.
Although the general updating principles, specific update formulas, and local convergence analysis given here are for the most part new, there is other work which is closely related to the developments here. The updates used in the path-following algorithm of Georg [16] and in the augmented Jacobian matrix algorithm in the homotopy method code HOMPACK [32] are really the same as our extension of the first Broyden update (3.1.1) below, although these updates are viewed somewhat differently in [16] and [32] . In work which is complementary to that in this paper, Walker and Watson [31] consider general normal flow and augmented Jacobian algorithms for underdetermined systems which use the general and specific updates given here and give a local q-linear and q-superlinear convergence analysis for these algorithms. (See, e.g., Watson , Billups, and Morgan [32] as well as [31] for a description of the normal flow and augmented Jacobian algorithms. Also, see, e.g., Ortega and Rheinboldt [25] for definitions of the various types of convergence referred to here.) In recent work independent of that here and in [31] , Martinez [20] considers Newton-like iterative methods for underdetermined systems which use very general procedures for updating approximate Jacobians, and he develops a general local r-linear and r-superlinear convergence analysis for these methods. He points out as a special case the possibility of maintaining approximate Jacobians in normal flow algorithms with updates which are, in our terms, the Frobenius-norm least-hange secant updates developed in 2 and 3.1 below. No specific update formulas are given in [20] , although experiments with (sparse) first Broyden updating are discussed; see the additional remarks in 5 below. Finally, we note that in many respects there are strong parallels between the developments here and those in [12] ; this is especially so in our general formulations of least-change secant and inverse secant updates in 2 and in the local convergence analysis in 4 and in the Appendix. be denoted by Bk, in which case its ijth entry would be denoted by B(k j). We use I" to denote all vector norms and their induced matrix norms, and we use I1" I I to denote a matrix norm associated with an inner product. A projection onto a subspace or affine subspace which is orthogonal with respect to I1" I I is denoted by P with the subspace or affine subspace appearing as a subscript. If P denotes a projection, then we set p_L I-P, where I is the identity operator.
2. General least-change secant updates. To define general least-change secant updates of nonsquare matrices, we suppose that analogues of the usual ingredients in the square-matrix case are given, viz., the following: (i) B e (ii) eR n andy (iii) an inner-product norm (iv) an affine subspace A AN -b S C_ R,n, where S is the parallel subspace and AN is the element of A normal to $ in the I[" I I -inner product.
It is appropriate (but not necessary) to relate these to the equation-solving context outlined in the introduction by regarding B F'() for some , + -for some +, and y F'(), e.g., y F(+)-F(). The affine subspace A presumably reflects some structure of F', e.g., a particular pattern of sparsity, which is to be imposed on updates. An appropriate choice of norm I[" I[ depends on the problem at hand but seems likely to be the Frobenius norm or a weighted Frobenius norm, as in the square-matrix case.
We define a general least-change secant update via the approach and notation of [12, 2] . We set N() {/17/ e R nn /t:/-0} and Q(y,) {2/e R 'n /17/ y} and note that N() is a subspace of R nxn and Q(y, ) is an affine subspace representable as Q(y, ) ys-T/T + N(). We define M(A, Q(y, )) to be the set of elements of A which are closest to Q(y, ) in the norm [[. if Q(y, ) q}; otherwise, we set M(A, Q(y, )) A. Of course, M(A, Q(y, )) ANQ(y, ) if ANQ(y, ) q).
As in Theorem 2.3 of [12] , it can be shown that M(A, Q(y, )) is an affine subspace with parallel subspace S N N().
Our general definition of a least-change secant update is the following. We also offer a general definition of a least-change inverse secant update of a nonsquare matrix. Our motivation is the importance of least-change inverse secant updates in the square-matrix case. For example, the Broyden-Fletcher-GoldfarbShanno update [6] , [7] , [13] , [17] , [29] is such an update (see [10] ) and is generally regarded as the most successful update for unconstrained optimization problems. The second Broyden update [5] is another such update (see [10] ); although it is not generally as effective as the first Broyden update [5] , there is evidence that it may be competitive in stiff ODE applications (see [1] , [4] ). We hope that the updates prescribed here will be similarly effective, e.g., in optimization problems which depend on parameters or in stiff ODE problems in which the time variable is taken into account in updating.
The idea underlying our definition is to assume that B is of full rank n, then to select a set of n columns which constitute a nonsingular matrix, and finally to apply the least-change principle to the n columns of the inverse of this matrix together with another m columns derived from B. There are several ways in which this idea might be carried out. We choose a way which is not only natural and straightforward but also supported by the local convergence analysis in 4.
For convenience, we assume that the first n columns of B constitute a nonsingular matrix, although we stress that any set of n linearly independent columns of/ can be used instead. We write/} [B, C] Our intention is not only to determine updates which are likely to be important but also to demonstrate methods of derivation which can be used to obtain other desirable updates.
We first derive least-change secant updates from Definition 2.1 and then derive least-change inverse secant updates from Definition 2.2. In each case, we refer to the update by the corresponding well-known name in the square-matrix case. For simplicity, we also assume that the matrix to be updated lies in A in each case. This is typically to be expected in practice. Also, if the matrix were not in A, then we could obtain its least-change secant update in A by first projecting it onto A in a straightforward way and then applying the appropriate formula below. For both the symmetry-preserving updates and the inverse updates, it is necessary to assume that a subset of n of the columns of the matrix being updated has some special property. Both for convenience and because it seems most likely to be the case in practice, we assume that the special property resides in the first n columns. We stress that any other subset of n columns will do just as well and that even though an assumption is made about a particular subset of the columns, the updates are derived by applying the least-change principle to the entire matrix.
3.1. Least-change secant updates. We derive below extensions of the first Broyden update, the Powell symmetric Broyden (PSB) update [26] , the sparse Broyden (Schubert) update [8] , [27] , and the Davidon-Fletcher-Powell (DFP) update [9] , [14] .
At this time we do not have a tractable derivation of an extension of the sparse symmetric update of Marwil [21] and Toint [30] , although such an update has been derived by Beattie [31] and Martinez [20] .
Our paradigm iterations and local convergence analysis could have taken several forms, and we have tried to offer a good compromise of generality, presentability, etc., which still serves the primary purpose, viz., to show that if updating is done according to certain principles, then successive approximate Jacobians will approximate the actual Jacobian increasingly well in the directions which count and desirable convergence properties will follow. The main point of our an:ysis can be summarized as follows: If the Jacobian has the structure being impose :[ on updates and if various ancillary hypotheses hold, then locally the iterates produced by the paradigm iterations converge as fast as the parameter convergence will allow, at least up to q-superlinear convergence.
In our analysis, parameter values are explicitly allowed to approach a limiting value without necessarily ever reaching it, and the rate at which this limiting value is approached plays an important role. These aspects of our analysis are essential not only to establishing the main point summarized above but also to meaningfully addressing the basic issue, which is whether anything is to be gained by nonsquarematrix least-change secant updating. If we were to consider only the case in which parameter values attain some final value after a finite number of steps, then the analysis would provide no basis for distinguishing between doing nonsquare-matrix updating at each step and, say, doing no updating at all until the final parameter value is reached and subsequently doing conventional square-matrix updating; indeed, it follows from the analysis in [12] that the latter leads to q-superlinear local convergence.
We emphasize that the iterations considered here are intended to serve as paradigms. However, it should be possible to modify our analysis without much difficulty to apply to some other iterations which do not fit within the framework given here; see the discussion in 5 after Algorithm 5.1 for an illustration.
Our analysis closely parallels the general local convergence analysis for squarematrix least-change secant update methods given by Dennis and Walker [12] . It is not fully as general as the analysis of [12] : For one thing, it does not include cases in which part of the Jacobian is computed and part is approximated by a matrix maintained by updating. However, it can easily be extended to include such cases; they have not been considered here only to simplify the exposition. For the same reason, our iterations do not include the option of not updating, although it would be trivial to do so. More seriously, the analysis here does not include cases in which the norm used to define least-change secant updates varies from one iteration to the next (the "iteratively rescaled" cases of [12] ). These cases are very important and include the nonsquare extensions of the DFP and BFGS updates given in 3. It might be considered a serious shortcoming of the analysis given here that these cases are not included; however, we note below that there are still good heuristic arguments based on our analysis which support the use of these updates.
Otherwise, we have retained the generality of [12] in our analysis. In particular, we have allowed for cases in which the Jacobian at the solution of interest is not in the set of allowable approximants in order to show how the speed of convergence is affected in these cases. Since the usual secant equation determined by a difference in F-values is unlikely to be appropriate in these cases, we have also allowed for cases in which there is a variety of admissible secant equations determined by a "choice rule." As in [12] , we assume a choice rule is given as a function X which for each pair + E R determines a set X(, +) c_ R n of admissible right-hand sides of secant equations.
Following [12] , we have carried out most of the difficult technical work underlying our analysis in an appendix. The results in the Appendix, while used here only to support the analysis in this section, are rather general and may be of interest in their own right.
We assume below that A AN + S C_ R nn is a given affine subspace which reflects structure to be imposed on approximate Jacobians and that I1" I I is a given inner-product norm on Rnn. As before, we denote all vector norms and their induced matrix norms by I" I, and here we assume that particular norms I" are given on R n and Rm. We also consider various norms on R which are specified in each instance using the norms on R n and Rm.
We consider a nonlinear system (1.2) and assume that a particular , ( [12] in cases in which A} -+ A, q-linearly, but only because Ak A, for large k.
Our notation and terminology used in association with q-linear and q-superlinear convergence is that of Ortega and Rheinboldt [25, p. (ii) a q-linear converge..ce inequality +-, r"-,, with k-, small for each k, where r" is near but strictly greater than QI{Ak} (which may be zero). Since these conditions hold for sufficiently large k under (4.4) and (4.5), respectively, our use of k0 in conjunction with (4.4) and (4.5) is really an economical way of imposing these conditions. Proof. Let [12] . Since we are not treating a "computed part" of approximate Jacobians, there is no compelling need to consider a choice rule for determining a vector wk as well as Yk at each iteration as in [12, 5] . Here we let sk Xk+ --Xk play the role of wk in [12, 5] As we remarked at the beginning of this section, the above analysis does not apply to cases in which the norm used to determine least-change secant updates varies from iteration to iteration. In particular it does not apply to iterations which use the nonsquare extensions of the DFP and BFGS updates given in 3. The counterparts of these iterations in the square-matrix case are the iteratively rescaled least-change secant update methods considered in [12] , which include the usual DFP and BFGS methods, and a full local convergence analysis for these methods is given in [12] . [20] . Walker and Watson [31] , in addition to giving a local q-linear and q-superlinear local convergence analysis for general normal flow and augmented Jacobian algorithms which use the updates given in this paper, discuss two sets of numerical experiments involving these algorithms. In the first set, normal flow iterations using the first and second Broyden updates, (3.1.1) and (3.2.1), respectively, were applied to simple twovariable problems; in the second set, the normal flow and augmented Jacobian matrix algorithms in HOMPACK, together with variations which use first and second Broyden updating, were applied to a geometric modeling problem described by Morgan [24] .
Other experiments involving use of the updates introduced here in modifications of algorithms in HOMPACK are reported by Bourji [3] . In the first problem, no subset of n columns of the Jacobian constituted a symmetric matrix; however, the PSB update was still tested on this problem because the (n-1) x (n-1) principal submatrix of the Jacobian was symmetric. The second through fifth problems amounted to parametrized nonlinear least-squares problems, and the DFP and BFGS updates, (3.1.10) and (3.2.2), respectively, as well as the first and second Broyden and PSB updates were tested on these. We refer the reader to [3] for more details of these experiments and summarize the results here. As measured by numbers of function and Jacobian evaluations, the performances and rankings of the algorithms using the different updates varied considerably from problem to problem.
However, the algorithm using the first Broyden update clearly performed best overall; only in one of fifteen trials did another algorithm, the one using the PSB update, take fewer function or Jacobian evaluations. The algorithm which performed second best overall was the one using the PSB update, and the algorithms using the other updates often, but not in every case, performed considerably worse than those using the first Broyden and PSB updates. The algorithm using the DFP update was perhaps third best and outperformed the PSB-update algorithm in one trial. Each algorithm failed in at least one instance, and there was one trial (involving the Rosenbrock function) in which only the algorithms using the second Broyden, DFP, and BFGS updates succeeded and another trial (involving the extended Rosenbrock function) in which only the algorithms using the DFP and BFGS updates succeeded. However, there were two trials in which only the BFGS-update algorithm failed and three trials in which only the DFP-update algorithm failed. In evaluating these results, it should be kept in mind that there are many things going on in the sophisticated homotopy method codes in HOMPACK, e.g., procedures for selecting stepsizes, determining when to reevaluate Jacobians, etc. The first Broyden update, which performed most successfully in these trials, is the update used in the unmodified augmented Jacobian matrix algorithm in HOMPACK and thus is the one for which the code is "tuned." In view of this, we feel that it would be premature to dismiss the other updates on the basis of these experiments.
As a complement to the above work, we give here the results of experiments involving the application of a simple path-following algorithm to a realistic problem. The object is to explore in some depth the performance of one of the updates given here--the first Broyden update (3.1.1)--in comparison to that of various alternatives involving numerically evaluated Jacobians and traditional square-matrix first Broyden updating.
The problem of interest is the elastica problem described by Watson and Wang [33] . In this problem, a large planar deflection of a thin rod, or elastica, subject to terminal loads x(1), x(2) and moment x (3) We denote the solution by (s,x), y(s,x), O(s,x), where x (x(),x(2),x(3)) T E R3.
The problem is to determine x. so that the right endpoint of the elastica has a given location and angle of inclination, i.e., so that x x. satisfies
for a specified vector a giving the right endpoint location and angle of inclination.
Because of the sensitivity of the elastica to end conditions, especially for more complicated shapes which require large forces and torques to achieve, solving (5.2) can be quite challenging for globalized Newton-like methods such as those in MINPACK [22] ; see [33] . Homotopy methods seem to fare better. Our strategy here is to choose a homotopy map F(x, ) such that F(x, 0) 0 is easy to solve and F(x, 1) f(x) -a, and then to track the zero curve of F as A goes from 0 to 1. For a given F, the simple algorithm for following this curve which we used in our tests is the following. In our experiments, we tested seven different strategies for determining the successive B's and B's in Algorithm 5 Remarks. The ordering of these strategies very roughly reflects an increasing dependence on derivative evaluations and a decreasing dependence on updating. The total chord-method Strategy 7 is included mainly to note that it was quite unsuccessful in the experiments discussed here, as might be expected. The partial chord-method Strategy 5 also resulted in failure in the two particular trials reported below, but it showed some success in other trials while Strategy 7 nearly always led to failure. In Strategy 1, the nonsquare first Broyden updating of course reduces to square-matrix first Broyden updating on the corrector iterations because does not change. The updating in Strategy 3 is described as square-matrix first Broyden updating, but it can also be regarded as nonsquare-matrix updating in which the last column of F , i.e., Fx, is computed while the remainder is approximated through Frobenius-norm leastchange secant updating into the subspace of matrices the last column of which is zero. Thus Strategies 1 and 3 can be regarded as the strategies which employ nonsquarematrix updating. As noted in 4, the discussion in 4 does not explicitly include cases in which part of the Jacobian is computed while the remainder is approximated by updating, but it would be straightforward to extend it to do so.
In the experiments reported here, we made a particular choice of F and in each of a number of trials counted the function evaluations, Jacobian evaluations, and corrector iterations required by the above strategies for the implementation of Algorithm 5.1. Evaluating the function F required the evaluation of f in (5.2) . This was done by numerically solving (5.1) using subroutine RKF45 of Shampine and Watts (see Shampine, Watts, and Davenport [28] ), which we obtained from the Forsythe, Malcolm, and Moler [15] collection of subroutines. Derivatives of F were obtained by forward-difference approximations, which provided adequate accuracy. The function evaluations required for these derivative approximations were included in the overall function evaluation counts; thus these counts really provide a measure of overall function evaluation work including that required for derivative evaluation. The evaluation of either F or F counted as a Jacobian evaluation; the evaluation of F alone did not. Thus the Jacobian evaluation counts reflect the number of matrix factorizations "from scratch" which were required, as well as the number of function evaluations which arose from Jacobian evaluations. (As in the [33] , viz., A maximum number of 20 corrector iterations was allowed before convergence failure was declared. Appendix. We now give analogues of the results in the Appendix of [12] which are suitable for application to the local convergence analysis given in 4. We assume as in 4 that F" R -R n satisfies the basic hypothesis near 2, (x,, A,) and that {Ak}k=0,1,... is a sequence which converges to ),. Our convention regarding norms is as in 4, i.e., I1" I I denotes a particular inner product norm on a nn and denotes all of the following: particular norms on l:t n and l:tm, various norms on R which are specified in each instance, and the matrix norms induced by these vector norms.
Our interest is in a very general iteration which begins with some 20 (x0, Ako) and B0 [Bo, Co] of R nn and which we assume is defined in a neighborhood N N1 N1 x N2 of (2,,2,,/},) E R n R R nn for some/,, where N1 C_ and N2 is such that the first n columns of any matrix in N2 constitute a nonsingular matrix. Usually, but not always, we also assume that B, is near F' (2,) (A.18) , and the proof is complete.
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