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a b s t r a c t
The optimal control of unsteady Burgers equation without constraints and with control
constraints are solved using the high-level modelling and simulation package COMSOL
Multiphysics. Using the first-order optimality conditions, projection and semi-smooth
Newton methods are applied for solving the optimality system. The optimality system
is solved numerically using the classical iterative approach by integrating the state
equation forward in time and the adjoint equation backward in time using the gradient
method and considering the optimality system in the space–time cylinder as an elliptic
equation and solving it adaptively. The equivalence of the optimality system to the elliptic
partial differential equation (PDE) is shown by transforming the Burgers equation by the
Cole–Hopf transformation to a linear diffusion type equation. Numerical results obtained
with adaptive and nonadaptive elliptic solvers of COMSOLMultiphysics are presented both
for the unconstrained and the control constrained case.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The Burgers equation plays an important role in fluid dynamics as a first approximation to complex diffusion–convection
phenomena. It was used as a simplified model for turbulence and in shock waves. Analysis and numerical approximation
of optimal control problems for the Burgers equation are important for the development of numerical methods for optimal
control of more complicated models in fluid dynamics like Navier–Stokes equations.
Recently, several papers appeared dealing with the optimal control of the Burgers equation. A detailed analysis of
distributed and boundary control of stationary and unsteady Burgers equation and the approximation of the optimality
system with augmented Lagrangian SQP (sequential quadratic programming) method are given in [1]. In [2], the SQP,
primal–dual active set and semi-smooth Newton methods are compared for distributed control problems related with
the stationary Burgers equation with pointwise control constraints. Distributed control problems for the unsteady Burgers
equation with and without control constraints are investigated numerically using SQP methods in [3–5]. Different time
integration methods like the implicit Euler and Crank–Nicolson methods were considered for solving the adjoint equations
arising from the optimal control of the unsteady Burgers equation in [6]. In contrast to linear parabolic control problems,
the optimal control problem for the Burgers equation is a non-convex problem with multiple local minima due to the
nonlinearity of the differential equation. Numerical methods can only compute minima close to the starting points [4].
Parabolic optimal control problems with and without constraints were solved using COMSOL Multiphysics [7–9]. In this
paper, we present numerical results for distributed optimal control of the unsteady Burgers equation without and with
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control constraints.We follow the function based ‘‘first optimize then discretize’’ strategywhich allows us to apply different
optimization techniques for solving the optimality conditions.
For parabolic optimal control problems, the optimality system contains a forward and a backward-in-time equation
coupled by an algebraic equation. The optimality system can be solved by the gradientmethod integrating the state equation
forward in time and the adjoint equation backward in time iteratively. Another approach which appeared recently is to
consider the time as an additional space dimension and solve the elliptic PDE that contains the whole optimality systems
by COMSOL Multiphysics as in [7–9].
The paper is organized as follows. In Section 2, the distributed optimal control problem for the unconstrained Burgers
equation is stated and the optimality system is obtained. In Section 3, we give the gradientmethod for solving the optimality
system and present numerical results obtained by COMSOL Multiphysics. The so-called one-shot approach by transforming
the whole optimality system to an elliptic PDE is given in Section 3. We make use of the Cole–Hopf transformation to
obtain the elliptic equation for the linearized Burgers equation. Numerical results with adaptive and nonadaptive solvers
of COMSOL Multiphysics are given for different mesh sizes. In Section 4, we give the optimality system for the Burgers
equation with pointwise control constraints. For solving the optimality system, the projection method with semi-smooth
Newton method was used. The paper ends with some conclusions in Section 5.
2. Optimality system for the Burgers equations without inequality constraints
We summarize first the existence and uniqueness of solutions of the unsteady Burgers equation following [4,10]. Given
Ω = (0, 1) and T > 0, we define Q = (0, T )×Ω andΣ = (0, T )× ∂Ω . Let H = L2(Ω) and V = H10 (Ω) be Hilbert spaces.
We make use of the following Hilbert space:
W (0, T ) = {ϕ ∈ L2(0, T ; V );ϕt ∈ L2(0, T ; V ∗)},
where V ∗ denotes the dual space of V . The inner product in the Hilbert space V is given with the natural inner product in H
as
(ϕ, ψ)V = (ϕ′, ψ ′)H , for ϕ,ψ ∈ V .
The expression ϕ(t) stands for ϕ(t, ·), considered as function inΩ only when t is fixed.
We consider the unsteady viscous Burgers equation
yt + yyx − νyxx = f + bu in Q (1)
with homogeneous Dirichlet boundary conditions
y(t, 0) = 0 onΣ
and with the initial condition
y(0) = y0 inΩ
where f ∈ L2(Q ) is a fixed forcing term, ν = 1Re > 0 denotes the viscosity parameter and Re is the Reynolds number. The
location and intensity of the controls u ∈ L2(Q ) are expressed by the function b ∈ L∞(Q ). For example bmight be chosen as
bu =

u in Ω˜
0 inΩ \ Ω˜
where Ω˜ is the set of active controls [2,4,1].
For the unsteadyBurgers equation (1)with the corresponding initial andboundary conditions there exists aweak solution
y ∈ W (0, T ) satisfying
⟨yt(t), ϕ⟩V∗,V + ν(yt(t), ϕ)V + (y(t)yx(t), ϕ)H = ((f + bu)(t), ϕ)H
for all ϕ ∈ V , and t ∈ [0, T ], and (y(0), χ)H = (y0, χ) for all χ ∈ H (see [4]).
The distributed control problem for the Burgers equationwithout inequality constraints andwith homogeneousDirichlet
boundary conditions (P) can be stated as follows [1]:
min J(y, u) = 1
2
‖y− yd‖2Q +
α
2
‖u‖2Q
s.t. yt + yyx − νyxx = f + bu in Q ,
y = 0 onΣ,
y(0) = y0 inΩ,
(2)
with the regularization parameter α > 0. Here, y and u denote the state and control variables, yd is the desired state.
In order to show the existence of the optimal solutions, the operator e : X → Y (see pp. 130 [10]) was introduced by
e(y, u) = (e1(y, u), e2(y, u)) = (yt − νyxx + yyx − f − bu, y(0)− y0),
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where X = W (V ) × L2(Ω¯) and Y = L2(V ) × H identified with Y ∗ = L2(V ∗) × H the dual of Y . We write L2(V ) in place
of L2(0, T ; V ) as in [1]. Then, the above optimal control system can be interpreted as a minimization problem with equality
constraints
minimize J(y, u), s.t. e(y, u) = 0.
Let (y∗, u∗) be an optimal solution. It was proved that there exist Lagrangemultipliers p∗ and λ∗ satisfying the first-order
necessary optimality conditions [3,1,10]
L′(y∗, u∗, p∗, λ∗) = 0, e(y∗, u∗) = 0
with the Lagrangian
L(y, u, p, λ) = J(y, u)− (e1(y, u), p)L2(V∗),L2(V ) − (e2(y, u), λ)H .
First-order optimality conditions lead to the following optimality system:
y∗t − νy∗xx + y∗y∗x = f + bu∗ in Q ,
y∗(t, 0) = y∗(t, 1) = 0 onΣ,
y∗(0) = y0 inΩ,
(3)
p∗t + νp∗xx + y∗p∗x = yd − y∗ in Q ,
p∗(t, 0) = p∗(t, 1) = 0 onΣ,
p∗(T ) = 0 inΩ,
(4)
with the gradient condition
αu∗ + p∗ = 0.
Here, u∗ is the optimal control and y∗ denotes the associated optimal state, p∗ is the adjoint state.
The adjoint equation (3) can be transformed by the time transformation τ = T−t into an initial-boundary value problem
−p∗τ + y∗p∗x + νp∗xx = y˜d − y˜∗ in Q ,
p∗(τ , 0) = p∗(τ , 1) = 0 onΣ,
p∗(τ = 0) = 0 inΩ,
where y˜∗(τ , x) = y∗(T − t, x).
We will use two different approaches in order to solve the optimality system (3) and (4); integrating the state equation
(3) forward in time and the adjoint equation (4) backward in time by the gradient method and solving the whole optimality
system as an elliptic PDE by taking time as an additional space variable.
3. Sequential or iterative approach: the gradient method
After introducing the control to state operator G : L2(Q )→ H that assigns to each u ∈ L2(Q ) the corresponding Burgers
solution y(u), the functional J(G(u), u)will be minimized by the gradient method:
d
du
J(G(u), u), h

= (G(u)− yd,Gh)+ α(u, h) = (G∗(G(u)− yd), h)+ α(u, h),
where h ∈ L2(Q ) is a directional vector. The descent direction is given by
ν = G∗(G(u)− yd)+ αu.
The adjoint state is p := G∗(G(u)− yd) = G∗(y− yd). We use the gradient method as described in [7] where for the Burgers
equation at each iteration step a nonlinear system of equation is to be solved.
After specifying the domain: Q = (0, 1)× (0, 1)
fem.geom=solid1([0 1])
the solution of state equation given as
fem.equ.f = { {’u-y*yx’ ;0;0;0 } }
% boundary conditions
fem.bnd.r = { {’y’ 0 0 0} };
fem.xmesh = meshextend(fem);
% time dependent PDE solver
fem.sol = femtime(fem,’solcomp’,{’y’},...
’outcomp’,{’y’,’p’,’u’,’uold’},...
’u’,fem.sol,’tlist’,[0,1]}.
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Table 1
Gradient method for the unconstrained optimal control problem.
1xmax = 1tmax ‖J(yh, uh)‖Q # iterations
2−2 0.09393 22
2−3 0.06725 32
2−4 0.07233 46
2−5 0.06926 73
2−6 0.06778 74
2−7 0.06716 53
2−8 0.06687 117
2−9 0.06674 126
Similarly, the adjoint equation (3) is solved by redefining the boundary conditions and the coefficients for p and u. We refer
to [7] for a detailed COMSOL script for building the fem-structure that solves time-dependent PDEs in COMSOLMultiphysics.
As a numerical example we have chosen the following optimal control problem in [1] with the parameters α = 0.05,
ν = 0.01, f = 0, with the desired state yd(t, x) = y0 and with the initial condition
y0 =
1 in

0,
1
2
]
,
0 otherwise.
The control acts on (0, T )× ( 14 , 34 ).
The numerical results for different space and time meshes are given in Table 1. The same problemwas solved in [1] with
augmented Lagrangian SQP method. For a given tolerance ϵ, mesh-independence, i.e. convergence of the number of steps
required in the finite dimensional optimization methods at sufficiently small mesh sizes, was observed numerically. In our
case the convergence of the gradient method is controlled by the difference of the current value of J(u) and the average of
the last and first values of J(u) as in [9]. Therefore the mesh-independence as in [1] was not observed in Table 1.
4. One-shot approach: transformation to an elliptic PDE
From the gradient equation, holding in the whole space–time domain Q for the distributed control problem or the
boundary Σ for the boundary control problem, we obtain u∗ = − 1
α
p, where p is evaluated in the whole domain or on
the boundary. When this expression is inserted into the state equation and the time variable t is treated as an additional
space variable we obtain the following boundary value of the form:
yt + yyx − νyxx = −1
α
p
pt + νpxx + ypx = yd − y

in Q ,
y = 0
p = 0

onΣ,
y = y0 inΩ × {0}
p = 0 inΩ × {T }.
In the sequential approach the optimality system is solved iteratively using the gradientmethod. The control variableu is first
initialized and the state equation is solved for y forwards; the adjoint equation backwards for p until convergence. In the one-
shot approach, the optimality system in the whole space–time cylinder is solved as an elliptic equation by interpreting the
time as an additional space variable. This approach was used in [8,9,7,11] by deriving a biharmonic PDE from the optimality
system for parabolic linear PDE control problems. Therefore we will use the nonlinear Cole–Hopf transformation which
converts the Burgers equation to a linear parabolic problem.
Cole–Hopf transformation is a Backlünd transformation between the Burgers equation and the linear heat equation, and
it was used to show the existence of the equivalent optimal control problems for the Burgers equation and the transformed
linear parabolic PDE in [12].
Using the change of variable y˜(x, t) = y(x, t) − yd(x) and after rewriting y˜(x, t) as y(x, t) the optimal control problem
(P) Eq. (1) can be stated as follows [12]
min J(y, u) = 1
2
‖y‖2Q +
α
2
‖u‖2Q
s.t. yt − νyxx + yyx + (yyd)x + yd(yd)x − ν(yd)xx = u in Q ,
y(t, 1) = y(t, 0) = 0 onΣ,
y(0, x) = y0(x) inΩ.
(5)
The optimal control problem with a linear diffusion type equation is obtained using the Cole–Hopf transformation [12]
y(t, x) = −2ν φx
φ
= −2ν(ln(φ(t, x)))x.
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Substituting this in (1), multiply both sides by φ
2
2ν and integrating with respect to x, we obtain∫
Q
φx(φt − νφxx)−
∫
Q
φ(φt − νφxx)x =
∫
Q
φ(φxyd)x − φ2x yd +
φ2
2
(yd)xx − φ
2
4ν
(y2d)x +
φ2
2ν
u.
Integration by parts with φx(t, 0) = φx(t, 1) = 0, φ(0, x) = 0 leads to
2
∫
Q
φx(φt − νφxx) = −2
∫
Q
φ2x yd −
∫
Q
φφx(yd)x +
∫
Q
1
2ν
φφxy2d +
∫
Q
φ2
2ν
u
and we obtain
φt − νφxx = −φxyd − 12φ(yd)x +
φ
4ν
y2d +
φ2
4νφx
u.
The optimal control problem (5) becomes then
min J(φ, u) = 1
2
‖ − 2ν(ln(φ(t, x)))x‖2Q +
α
2
‖u‖2Q (6)
s.t. φt − νφxx + ydφx − g(x)φ −m(x, t)φ = 0 in Q ,
φx(t, 1) = φx(t, 0) = 0 onΣ,
φ(0, x) = φ0(x) inΩ,
where
g(x) = 1
4ν
y2d −
1
2
(yd)x, m(x, t) = − 12ν
∫
Ω
udx

.
Because the cost function in (6) is a complicated expression, a simplified equivalent form was used in [12]. Let J[φ, u] be
given by (6) and
C[φ, u] = 1
2
‖φ‖2Q +
α
2
‖u‖2Q .
A function φ∗ is defined as P-optimal if P[φ∗] = minφ P[φ]. Let u∗ be a fixed control function. Then φ∗ is C-optimal implies
that φ∗ is also J-optimal, (see Theorem 1 in [12])
C[φ∗, u∗] = min J[φ, u∗] ⇒ J[φ∗, u∗] = min J[φ, u∗].
The transformed optimal control problem with state and adjoint equations is now given by
min J(φ, u) = 1
2
‖φ‖2Q +
α
2
‖u‖2Q
s.t. φt − νφxx + ydφx − g(x)φ −m(x, t)φ = 0 in Q ,
φx(t, 1) = φx(t, 0) = 0 onΣ,
φ(0, x) = φ0(x) inΩ,
(7)
ψt + νψxx + (ydψ)x + g(x)ψ +m(x, t)ψ − φ = 0 in Q ,
ψx(t, 1) = ψx(t, 0) = 0 onΣ,
ψ(T , x) = 0 inΩ.
(8)
It was shown in [11] that the optimality system for linear parabolic problems can be transformed to a biharmonic H2,1-
elliptic PDE. The existence anduniqueness of theweak solutions of the optimality systems and its regularizationwere proved
in [11]. Following the same approach we will show that after the Cole–Hopf transformation of the Burgers equation the
optimality system (7)–(8) is equivalent to an elliptic PDE. For this purpose, we use the same function spaces defined in [11]
H1,0(Q ) = L2(0, T ,H1(Ω)), Hk,1(Q ) = L2(0, T ,Hk(Ω)) ∩ H1,0(0, T , L2(Ω)).
The inner product and the natural norm for H2,1(Q ) are defined as
(u, v)H2,1(Q ) :=
∫ ∫
Q
uv + d
dt
u
d
dt
v +∇u∇v +
N−
i,j=1

∂2u
∂xi∂xj
∂2v
∂xi∂xj

dxdt,
‖u‖H2,1(Q ) =

‖u‖2 +
 ddt u
2 + ‖∂u‖2 +−
i,j
 d2udxidxj
2
1/2
.
Theorem 1. Let (φ, ψ, u) be smooth solution of the control problem (7)–(8) with φ,ψ ∈ H2,1(Q ), u ∈ L2(Ω). Thenψ satisfies
the following elliptic PDE:
− ψtt + ν212ψ + c41ψ + c3ψxt + c2ψx + c1ψt + c0ψ = 0 (9)
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Table 2
One-shot approach for the unconstrained control problem.
1xmax ‖J(y, u)‖Q with adaption ‖J(y, u)‖Q with femnlin
2−2 0.0683 0.0276
2−3 0.0663 0.0651
2−4 0.0667 0.0686
2−5 0.0667 0.0671
2−6 0.0667 0.0669
2−7 0.0667 0.0667
with the boundary conditions
ψt + νψxx + (yd)xψ + (g +m)ψ = 0 onΣ
ψx(t, 1) = ψx(t, 0) = 0, ψ(T , x) = 0 (10)
ψt + νψxx + (ydψ)x + (g +m)ψ = y0 inΩ
where
c0 = ν(yd)xxx + ν(g +m)xx − yd(yd)xx − yd(g +m)x + (g +m)(yd)x + (g +m)2 −mt − (yd)tx
c1 = g − (yd)x
c2 = 2ν(gx +mx)+ 3ν(yd)xx − 2yd(yd)x − (yd)t
c3 = −2yd
c4 = 3ν(yd)x + 2ν(g(x)+m(x, t))− y2d .
Proof. Take the derivative of the adjoint equation with respect to t
−ψtt = νψxxt + (ydψ)xt + (gψ +mψ)t − φt
inserting φt in the state equation
ψtt + νψxxt + (ydψ)xt + (gψ +mψ)t = νφxx − ydφx + (g +m)φ
and using the adjoint equation to eliminate φ
ψtt + νψxxt + (ydψ)xt + (gψ +mψ)t = ν(ψt + νψxx + (ydψ)x + g(x)ψ +m(x, t)ψ)xx
− yd(ψt + νψxx + (ydψ)x + g(x)ψ +m(x, t)ψ)x
+ (g +m)(ψt + νψxx + (ydψ)x + g(x)ψ +m(x, t)ψ).
After taking derivatives and simplifying, we obtain the elliptic PDE (9). After applying the boundary conditions of φ and ψ
in Eqs. (7) and (8), the boundary conditions (10) are obtained for the elliptic PDE (9). 
We have used the same numerical example as in the iterative approach and we give the results of two different solvers:
We have applied adaptive elliptic solver adaption:
fem=adaption(fem,’ngen’,2,’Maxiter’,50,...
’Hnlin’,’off’);
and nonadaptive elliptic solver femnlin
fem.sol=femnlin(fem);
We have used quadratic finite elements for the state y and the adjoint variable p.
Fig. 1 shows the computed optimal control uh, the computed optimal state yh and the associated adjoint state uh for the
one-shot approach with adaptation for h = 1xmax = 2−6. The numerical solutions obtained by the gradient method and by
the one-shot approach without adaptation are similar to those in Fig. 1. The adaptive mesh for h = 1xmax = 2−4 is given
in Fig. 2. The numerical results for the optimal control, optimal state and the adjoint variable shown in Fig. 1 are similar to
those obtained in [1].
The numerical results for different mesh sizes are given in Table 2.
As indicated in [10], when a solutionmethod is applied to a nonlinear equation and to a finite dimensional discretization
of the equation, the behavior of the discretized process asymptotically becomes the same. As a consequence, the number
of steps required to satisfy a prescribed convergence criterion tends asymptotically to a constant value, which is known
as mesh-independence. The built-in nonlinear solver femnlin is an affine invariant form of the damped Newton method.
In order to show the mesh-independence as in [1], we use the relative error estimator in femnlin with the termination of
nonlinear iterations. In Table 3, for different mesh sizes and tolerances the number of iterations are given. For sufficiently
small mesh sizes and tolerances, mesh-independence can be observed numerically.
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Fig. 1. One-shot approach with adaptation for the unconstrained problem.
5. Optimal control of the Burgers equation with inequality control constraints
We consider now distributed optimal control problem with pointwise bilateral control constraints [4]
min J(y, u) = 1
2
‖y− z‖2Q +
α
2
‖u‖2Q
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Fig. 2. Adaptive mesh of the one-shot approach for the unconstrained problem.
Table 3
Mesh-independence.
1xmax 2−2 2−3 2−4 2−5 2−6 2−7
tol= 1e−1 4 4 4 4 4 4
tol= 1e−3 5 5 5 5 5 5
tol= 1e−5 5 5 5 5 5 5
tol= 1e−7 6 6 6 6 6 6
tol= 1e−9 6 6 6 6 6 6
tol= 1e−11 6 6 6 6 6 6
s.t. yt + yyx − νyxx = f + bu in Q ,
y = 0 inΣ,
y(, ·) = y0 inΩ,
ua(t, x) ≤ u(t, x) ≤ ub(t, x) in Q .
First-order necessary conditions for the optimality system of the local solution (y∗, u∗) have to be satisfied with the adjoint
variable p∗ in the formof the optimality system (2) and (3) including the control constraints u∗ ∈ Uad = {u ∈ L2(Q ) : ua(t, x)
≤ u(t, x) ≤ ub(t, x)}. Because of the pointwise constraints, additionally we have the variational inequality [4]∫
Q
(αu∗ + bp∗)(u− u∗)dxdt ≥ 0 for all u ∈ Uad.
The last inequality can be expressed in the form of a projection [4]
u∗(t, x) = P[ua(t,x),ub(t,x)]
−b(t, x)
α
p∗(t, x)

.
First-order optimality conditions for the control constrained Burgers equation are stated as follows (see [4])
yt − νyxx + yyx = f + bu in Q ,
y(t, 0) = y(t, 1) = 0 onΣ,
y(0) = y0 inΩ,
(11)
pt + νpxx + ypx = yd − y in Q ,
p(t, 0) = p(t, 1) = 0 onΣ,
p(T ) = 0 inΩ,
(12)
with the gradient condition
αu+ p+ µb − µa = 0.
and complementary slackness conditions
(µa, ua − u)L2(Q ) = 0, u ≥ ua µa ≥ 0 a.e. in Q
(µb, u− ub)L2(Q ) = 0, u ≤ ub µb ≥ 0 a.e. in Q . (13)
In [2], different solution algorithms like primal–dual-SQP, SQP-primal–dual methods and semi-smooth Newton method
are applied and compared for solving the optimality system the steady Burgers equation with control constraints. We will
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Table 4
Gradient method for the control constrained problem.
1xmax = 1tmax ‖J(yh, uh)‖Q # iterations
2−2 0.2466 55
2−3 0.2155 52
2−4 0.2082 65
2−5 0.2023 219
2−6 0.2006 524
2−7 0.2004 489
2−8 0.2003 580
Table 5
One-shot approach for the control constrained problem.
1xmax ‖J(y, u)‖Q with adaption ‖J(y, u)‖Q with femnlin
2−2 0.1994 0.1684
2−3 0.2000 0.1985
2−4 0.2002 0.2000
2−5 0.2003 0.2002
2−6 0.2003 0.2003
apply the projection method in [9]. This method is an implementation of the active set strategy as a semi-smooth Newton
method, [13]. The projection method replaces the complementary slackness conditions by a projection. In other words, we
will find equivalent conditions to the complementary slackness conditions.
The complementary slackness conditions (8) are equivalent to (see, for example [9,11,2])
µa = max(0, µa − µb + c(ua − u)) (14)
µb = max(0, µb − µa + c(u− ub)) (15)
for any c > 0.
From the gradient equation αu+ p+µb −µa = 0 we get µb −µa = −αu− p. Now letting c = α and replacingµb, µa
in (9) and (10), we obtain according to [9,2]:
µa = max(0, p+ αua), µb = max(0,−p− αub).
After getting an equivalent form of complementary conditions we have to solve the following system of equations
yt − νyxx + yyx = f + bu in Q ,
y(t, 0) = y(t, 1) = 0 onΣ,
y(0) = y0 inΩ,
pt + νpxx + ypx = yd − y in Q ,
p(t, 0) = p(t, 1) = 0 onΣ,
p(T ) = 0 inΩ,
αu+ p+ µb − µa = 0.
µa = max(0, p+ αua), µb = max(0,−p− αub).
As a numerical example we consider the unilaterally control constrained bounded problem (u ≤ ub) with the initial
condition y0 = sin(13x), ν = 0.1, ub = 0.3 and regularization parameter α = 0.01 in [2], where the steady state Burgers
equation was considered. The desired state is taken as the initial condition yd = y0.
As for the unconstrained optimal control of the Burgers equation, we use one-shot approach and iterative approach. In
the following code the state equation is solved using the iterative approach:
fem.equ.f = { {’u-y*yx’;0;0;0;0} };
fem=femdiff(fem);
fem.bnd.r = { {’y’;0;0;0;0} };
fem.xmesh = meshextend(fem);
fem.sol = femtime(fem,’solcomp’,{’y’},’outcomp’,
{’y’,’p’,’u’,’uold’,’mu’},’u’,fem.sol,’tlist’,[0,1],
...’tout’,’tsteps’,’maxstep’, 2^(-6));
Similarly, we have to solve the adjoint state, control function and Lagrange multipliers. For a detailed COMSOL script we
refer to [7,9].
Numerical results of the gradient method are given in Table 4:
We have applied one-shot approach with the adaptive solver adaption and without adaptation using femnlin. The fem
structure in COMSOL Multiphysics contains the geometry of the domain, the coefficients of the PDEs, etc (Table 5).
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Fig. 3. One-shot approach with adaptation for the control constrained problem.
The following lines are from the one-shot approach:
fem.form=’general’; fem.globalexpr= {’u’ ’-(p+mu)/alpha’ };
fem.equ.ga= { { {’-nu*yx’ ’0’} {’-nu*px ’ ’0’ } {’0’ ’0’ } }};
fem.equ.f= { {’-ytime-(p+mu)/alpha-y*yx’ ’ptime+y-zd(x,time)+y*px’
...’(1/alpha)*mu-max(0,-0.3-(1/alpha)*p)’ } };
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Table 6
Mesh-independence.
1xmax 2−2 2−3 2−4 2−5 2−6
tol= 1e−1 4 4 4 4 4
tol= 1e−3 5 5 5 5 5
tol= 1e−5 6 6 6 6 6
tol= 1e−7 6 6 6 6 6
tol= 1e−9 7 7 7 7 7
tol= 1e−11 7 7 7 7 7
Fig. 4. Adaptive mesh of the one-shot approach for the control constrained problem.
fem.bnd.ind=[1 2 3 2];
%Boundary conditions
fem.bnd.r= { {’y-y0(x)’ 0 0 };{’y’ ’p’ 0 }; {0 ’p’ 0 } };
fem.bnd.g= { {0 0 0 }; {0 0 0 };{0 0 0 } };
% Postprocessing
postplot(fem,’tridata’,’y’,’triz’,’y’)
We used quadratic finite elements like in the unconstrained case for state and adjoint state variables, but for the Lagrange
multiplier µ, linear finite elements are taken as in [9].
In Table 6, the mesh-independence obtained by employing SQP methods can also be observed numerically as for the
control constrained steady state Burgers equation in [2].
In Fig. 3, the computed solutions are given for the control constrained problem for1xmax = 2−6. The numerical solutions
obtained by the gradientmethod and by the one-shot approachwithout adaptation are similar to those in Fig. 3. The adaptive
mesh for h = 1xmax = 2−4 is given in Fig. 4. Because we consider unsteady Burgers equation, our results cannot be directly
compared with the optimal control of the steady Burgers equation in [2]. But the projections of the optimal control and
optimal state on the space domain for fixed values of t in Fig. 3 are similar to those in [2].
6. Conclusion
We have shown that the finite element package of COMSOL Multiphysics can be used for solving time-dependent
nonlinear optimal control problems after transforming to a linear problem. For the viscous Burgers equation it was shown
that when the optimality conditions are available in for of PDEs, the specialized finite element solvers can be easily
implementable. Both classical gradient based approach solving the state equation forward in time and the adjoint equation
backward in time and solving the whole optimality system as a biharmonic equation produces satisfactory results for the
Burgers equation. For the unconstrained and control constrained problems, mesh-independence was observed numerically
through one-shot approach.
The applicability of this approach should be tested for the Burgers equation with state constraints as was done in [9]
for parabolic control problems. We also plan to solve boundary control problems for the Burgers equation using COMSOL
Multiphysics.
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