This article proposes a network system composed of oscillators and capacitive couplers as an abstract neural circuit model for use in elucidating functional combinations of neural elements. The capacitive couplers produce changes in the interactions between the oscillators and enable various functions that the oscillators alone cannot realize. The functions added by these capacitive couplers include NOR-based logic operations, a falling edge detector, an astable multivibrator, and sequential pattern generation. The results of this study suggest that the incorporation of capacitive functions in an oscillatory network system is a beneficial means of extending the functionality of the system.
Introduction
Although current computer systems have enormous functionality, the underlying components (e.g., transistors) have much less variety and functionality. The rich functionality of a computer arises from the complex combinations of its components. The same can be said for neural circuits. Biologists have researched the structures of neural circuits and the mechanisms of neural connections in many species, and their results indicate that many of the functions in neural circuits depend on how the neural components are combined.
The importance of the ways in which the underlying components are combined is common to computer systems and neural circuits, but the functions of the components are quite di erent. This fact implies that the combination methods needed to realize functions also di er, and this di erence has inspired technological research. For example, the central pattern generators (CPGs) found in biological systems [1] have inspired numerous CPG-based locomotive robots (e.g., [2] ). Another example is found in Ru er et al., who developed a micro air vehicle using a velocity sensor that drew on electrophysiological findings in flies [3] . Thus, clarifying the relationship between the functionalities of the underlying neural components and their functional ways of combining will benefit technological researchers.
We need to extract the essence of the relationship for technological applications because arbitrary neural circuits composed of real neural components are currently unavailable for engineering. Thus, we employ a constructive approach, which is a way to understand an object by constructing and operating it [4] . The constructive approach is a kind * E-mail: moriyamat@irs.ctrl.titech.ac.jp † E-mail: dkura@ieee.org of bottom-up approach and is useful to elucidate the essence of an object.
The oscillatory aspect at the level of fundamental components in neural circuits is a feature that is di erent from computer systems. Thus, we hypothesize that this aspect underlies the attractive functional features of neural circuits: distributed parallelism and robustness. This study provides a network system composed of simple oscillatory components and dynamic couplers. While the functions of the system are trivial for current technologies, our focus is the combinations required to achieve the functions and their relationships with the functionalities of the components and couplers. We believe that the functional combinations developed in this study should partially contain the design principle of neural systems and inspire biological and technological researches.
Background and Objective

Background
This study stems from the chemical plume tracing (CPT) behavior of a male silkworm moth, which can trace a female pheromone flow and locate the source [5] . As shown in Fig. 1 , the concentrations of the actual flows of chemical plumes have multi-modal and time-varying gradients. This makes CPT a non-trivial problem. The continuous detections of chemical plumes in actual flows are hard to realize and gradient-based approaches to the source are not e ective. Because the CPT ability has wide-range applications, including the locating of the source of dangerous chemical substances in the air without risking human life, researchers not only in biology but also in engineering have focused on the CPT behavior of the male silkmoth [6, 7] .
The CPT behavior of a male silkmoth is based on a sequence of three di erent patterns: straight-line walking, zigzag turning, and looping, which are shown in Fig. 2 . This sequence is triggered by a single pulsed female pheromone stimulus and lasts from a few seconds to a few tens of seconds without needing additional pheromone stimuli [8] . Fig. 3 shows the spike histograms of the right and left neck motor neurons in a male silkmoth, called the 2nd CNb. The black triangles in Fig. 3 indicate the timing when a single pulsed pheromone stimulus is applied to the male silkmoth. ''Right'' and ''Left'' in Fig. 3 correspond to the forces used to turn the head of the male silkmoth to the right and left, respectively. For example, when ''Right'' is bigger than ''Left,'' the male silkmoth turns its head to the right. Moreover, a male silkmoth rotates its body in the same direction as its head. These indicate that the neural activity of Fig. 3 represents the sequence shown in Fig. 2 . We note that the straight-line walking in Fig. 3 is short and lasts less than 1 s.
We have focused on the oscillatory aspects of neural components and attempted to construct a sequential pattern generation mechanism using oscillator networks in order to elucidate the functional combination methods for neural elements. An oscillator network is a network composed of oscillators. An oscillator has some quantities that oscillate periodically as its essential characteristic. Periodic oscillations are often observed in biological systems [9] . For example, in insect olfactory systems, the oscillations in the antennal lobe are well known [10] . Recently, some researchers have used oscillators to model the functions of neural circuits [11] [12] [13] [14] . For example, Funato et al. [11] proposed an oscillator network to model a behavior-selection mechanism in an insect neural circuit.
Our previous study provided an oscillator network that exhibited a longlasting response to a one-shot pulsed external signal [15] . Unfortunately, in the framework of the previous oscillator network, the response patterns of a single network were fairly limited and chain reactions among multiple networks were quite di cult. These limitations indicate that the previous framework did not involve sequential pattern generations, such as in Fig. 3 . [18] , showing that it is similar to the voltage change of a capacitor in a resistor-capacitor circuit. The biological studies associated with NSIs show that they are involved in behavioral switching [19] and the generation of rhythmic [20, 21] and episodic [22] movements. These various functions are realized by combinations of spiking and nonspiking neurons, which provided the basis for our idea that the introduction of nonspiking elements to an oscillator networks would extend its functionality.
Objective
The objective of this paper is the construction of an oscillatory network model with the ability to generate sequential patterns similar to Fig. 3 .
The sequential pattern generation provided in Section 4.4 is an abstract one by a male silkmoth; thus, we do not regard it as realistic. However, this does not mean that our model is worthless. The various functions shown in Section 4 imply that our abstract neural circuit model partially incorporates the essence of the functional combination methods for neural components. This study does not provide predictions about the CPT behavior of a male silkmoth but suggests that the incorporation of capacitive functions in an oscillatory network system is beneficial for extending its functionality.
System framework and dynamics of the constituents
In this section, we define the framework of the proposed network system and the dynamics of the oscillators and CCs utilized in it. 4 indicate these connections. The connections between the CCs and from the external signals to the CCs are excluded in this study. We assume that any two oscillators in an oscillator group are connected either directly or through other oscillators. In other words, in terms of graph theory, we limit the connections between the oscillators in an oscillator group to a strongly-connected digraph. An arrow connecting a shaded area in Fig. 4 corresponds to the arrows connecting all of the oscillators in the area. We allow limited connections to specific oscillators in an oscillator group. The notations for Fig. 4 are valid from here to the end of this article.
System framework
Oscillator dynamics
The dynamics of the oscillators utilized in this study are an extension of the Winfree model [23] , which is described by Eq. 
Synchronization
Note that the theoretical details of this subsection's contents are described in our previous study [15] .
The oscillators in the proposed network system can generate a simple transient pattern using the temporal synchronization of the oscillators. The sequential patterns generated by the proposed network system are chain reactions of this transient pattern. In this article, we define the synchronization degree of oscillator group G as R G , given by Eq.
.
j denotes the imaginary unit. Eq. (6) is equivalent to the definition of the complex order parameter proposed by Kuramoto [25] .
Direct interactions between oscillators, corresponding to and sin(·).
Basically, the desynchronization of an oscillator group develops faster as a * * becomes greater.
The external signal, u l , can control the synchronization degree. Eqs. (2) and (5) indicate that u l with c * l ω for all the oscillators in an oscillator group makes the oscillators converge to the stable equilibrium points at almost 2nπ rad (n ∈ Z) intervals. This convergence leads to the synchronization of the group, because the synchronized states of an oscillator group can be reduced to the states in which all the intervals between the oscillators in the group are almost equal to 2nπ rad, as is apparent from Eq. (6). On the other hand, u l with 0 < c * l u l < ω for some oscillators in an oscillator group and with c * l u l = 0 for the others accelerates the desynchronization of the group. The partial perturbation contradicts and breaks up the synchronization of the group.
Finally, we provide a numerical simulation for the desynchronization processes caused by the direct interactions between oscillators and for the controls of the synchronization degree by external signals. The parameters for this simulation are listed in Table 1 . 
Capacitive coupler dynamics
The dynamics of a CC are described by Eq. (7). u0, u1 u0 u1 Figure 5 . In networks composed of only the oscillators defined by (1)-(4), the oscillators cannot stop their oscillations stably without external signals. This implies that controlling the synchronization degree of an oscillator group using other oscillator groups is hard to do. Therefore, the framework of the previous study cannot achieve combinations among oscillator groups with di erent functions and generate sequential patterns.
The CCs between the oscillators function like low-pass filters using capacitors. If the output value of an oscillator was always more than ω, the oscillator would stop the oscillations of the other oscillators. Thus, converting the oscillatory output of an oscillator into a constant one is one way to overcome the functional limitation of a pure oscillator network and the main role of the CCs in this study.
Design for functionalities
We begin by providing some basic functional networks composed of oscillators and CCs. Then, we demonstrate sequential pattern generation by combining the networks. First, we explain the NOT gate shown in Fig. 6(a) . u 0 at level L does not stop the oscillation of oscillator 0. This oscillation leads to an increase in x 0 . From the assumption ν k /µ k ω, x 0 is expected to maintain level H. That is to say, u 0 at level L entails x 0 at level H. On the other hand, u 0 at level H stops the oscillation because of Γ 0 ω. This indicates F 0 ≈ 0. When F 0 ≈ 0, x 0 converges to 0 and becomes level L. Thus, u 0 at level H entails x 0 at level L. This is the mechanism of the NOT gate shown in Fig. 6(a) .
NOT gate and NOR gate
The NOR gate shown in Fig. 6(b) is an extension of the NOT gate. x 0 is at level L when either u 0 , u 1 , or u 2 is at level H. All of the u must be at level L for x 0 to be at level H. 
Chain reactions
Figure 8. Astable multivibrator
As an extension of the network shown in Fig. 7 , we provide a network that works as an astable multivibrator. The structure shown in Fig. 8 includes the connection from Group 1 to Group 0 through CC 1, for which the synchronizations of Group 0 and Group 1 alternately arise. This alternating synchronization must be started by u 0 , but is self-sustaining.
Falling edge detector
The structure shown in Fig. 9 works as a falling edge detector, which is necessary to handle the changes in x k and u l .
First, while u 0 stays at either level H or L, oscillator 1 in Fig. 9 does not oscillate, because u 0 and x 0 , the logical NOT of u 0 , are connected to oscillator 1. Next, let us consider the situation where u 0 changes from level H to level L. When u 0 is at level H, oscillator 0 stops and x 0 and x 1 are at level L. The level change of u 0 from level H to level L at this condition produces the temporary state of Γ 1 < ω because of the time delay needed for x 0 to reach level H. Only during this period, oscillator 1 will oscillate, and x 1 is expected to become level H. In other words, the falling of u 0 from level H to level L produces a pulse of level-H x 1 . On the other hand, the rising of u 0 from level L to level H does not a ect x 1 . When u 0 is at level L, oscillator 0 oscillates and x 0 is at level H. Because of the time delay needed for x 0 to reach level L, Γ 1 > ω continues until u 0 reaches level H and x 1 remains at level L.
Sequential pattern generation
Note that the sequential pattern generation provided in this subsection is just an example and there are alternative ways to generate the same sequential pattern. We do not intend to claim that the structure shown in this subsection is a realistic neural circuit model for the CPT behavior of a male silkmoth.
Target sequential pattern
First, we define the target sequential pattern in this subsection. Fig.  10 shows the time diagram of the target sequential pattern. This is based on the sequential pattern shown in Fig. 3 . For simplicity, we omit the phase of straight-line walking from the target. This simplification is supported by [26] , which indicated that the neural circuit for straightline walking and that for zigzag turning and looping are di erent. The right and left inputs in Fig. 10 correspond to female pheromone stimuli In the pattern shown in Fig. 10 , there exists a relationship where the right input produces a zigzagging phase beginning with level H of the right output [8] . The same holds true for the left input and the left output. On the other hand, both the inputs and the parameters for the pattern generation determine which output becomes level H in the looping phase.
The target pattern shown in Fig. 10 lacks the aspect of the input and output strengths. It is known that the CPT behavior of a male silkmoth depends on the concentration of female pheromone given to it [27] . In future work, we should attempt to implement sequential pattern generations reflecting the input and output strengths and the other aspects. Fig. 11 shows a structure for the target sequential pattern defined in Fig. 10 . u 0 and u 1 in Fig. 11 correspond to the right and left inputs in Fig. 10 , respectively. Similarly, x 10 + x 12 and x 11 + x 13 correspond to the right and left outputs, respectively.
Structure and simulation
Here, we describe the process by which the structure shown in Fig. 11 generates the target sequential pattern. First, the rising edges of u 0 and u 1 are detected by rising edge detectors 0 and 1 in Fig. 11 , respectively. Because of the rising edge detectors, the structure shown In the structure shown in Fig. 11 , oscillators 19 and 23 play an important role in the switch from the zigzagging phase to the looping phase.
We designed the a ij between oscillator 19 and Group 2 to be much bigger than the a ij between the oscillators in Group 2. Because of this bias of a ij , when oscillator 19 oscillates, the oscillators in Group 2 tend to synchronize. The same holds true for oscillator 23 and Group 3. This method is an application of clustering in an oscillator network [28] .
Next, we provide a numerical simulation for the structure shown in Fig.  11 . The parameters for this simulation are listed in Table 2 . Fig. 12 shows the results of the simulation. 12 , and x 13 remain at level L. From this simulation result, we conclude that the structure shown in Fig. 11 can generate the sequential pattern defined in Fig.  10 .
The structure shown in Fig. 11 can handle pulse-train inputs because each pulsed input sets the structure to the states for the first turn in the zigzagging phase. The reactions of the structure to pulse-train inputs could correspond to those of a male silkmoth to pulse-train female pheromone stimuli [8] . However, completely continuous inputs are out of the range of the structure, because the rising edge detectors shown in Fig. 11 filter out the continuous current components of the inputs to the structure.
Discussion
A major advantage of the proposed network system is its functional versatility, which stems from the flexible combinations of sub-networks with simple functions. The proposed network system can realize various functions and sequential patterns by combining the basic functions shown in Section 4. For example, we have confirmed that the proposed network can realize SR latches and D flip-flops. A constructive approach is a kind of bottom-up approach, and the development of the model underlying a constructive approach corresponds to that of the approach itself. Thus, this versatility would facilitate further constructive approaches to functional combination methods in neural circuits.
As for the limitation of the proposed network, we acknowledge that the sequential patterns generated by the proposed network system are limited to digital sequences composed of level-H and level-L x. This limitation comes from the lack of analog components such as amplifiers.
Our previous study indicated that the desynchronization of oscillators develops regardless of how they are connected [15] . On the other hand, connecting the oscillators via CCs is critical for the functions implemented in the proposed network system. Based on these results, we believe that the connection dynamics between oscillatory neural components may be the criteria for dividing complex neural circuits into functional modules.
Conclusion
In this article, we provided a network system composed of oscillators and CCs. This could generate various sequential patterns by using the temporary synchronization of the oscillators and NOR-based logic operations based on the combinations of oscillators and CCs. First, we pointed out the functional limitation of networks composed solely of oscillators, and then showed that combinations of oscillators and CCs could realize NOT gates, NOR gates, falling edge detectors, and astable multivibrators, which are basic functions for sequential pattern generation. Finally, we provided an example of a network that generated a sequential pattern similar to the one observed in the CPT of a Figure 12 . Sequential pattern generated by structure shown in Fig. 11 male silkmoth.
Our constructive approach to functional combination methods in neural circuits is still developing. In order to construct a realistic CPT model of a male silkmoth, we must at least determine a way for our model to handle analog values in sequential pattern generation. Our future work will involve analog components such as amplifiers using oscillators and CCs, along with sequential pattern generation with analog inputs and outputs.
