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We solve some computational problems for triangulated closed three-dimensional
manifolds using groups of simplicial homology and cohomology modulo 2. Two efficient
algorithms for computing the intersection numbers of 1- and 2-dimensional cycles are
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1 Introduction
Computational topology actively develops in last decades and becomes more and
more important in applications (see, for example, Ref. 1-18). One of the main objec-
tives of this science is the exploration of methods for calculating topological character-
istics of computer models. The latter are often triangulated topological manifolds. In
algebraic topology, they are called polyhedrons.
In the paper we consider polyhedrons P being closed three-dimensional manifolds.
Our main goal is the elaboration of algorithms for computing the intersection numbers
modulo two of cycles x ∈ Zm(P ) and y ∈ Zl(P ), m+ l = 3.
To achieve this goal is natural to use maps F−1∗ : Hm(P ) → H
l(P ), which are the
inverse maps for Poincare isomorphisms F∗ : H
l(P )→ Hm(P ).
According to the theory inverse map F−1∗ is the composition of isomorphisms g :
Hm(P )→ H
∗
m(P ) and h : H
∗
m(P )→ H
l(P ), where H∗m(P ) – star homology group of a
polyhedron P . Unfortunately, there are no known methods for calculating the map g
in general cases, since the existence of the map g is derived from a formal comparison
of chain complexes, which are defined by a group of simplicial homology Hm(P ) and a
star homology group H∗m(P ).
Thus, the practical problem of calculating of the isomorphism F−1∗ : Hm(P ) →
H l(P ) is still open. In more detail, it can be reduced to the following problem. Cycle
x ∈ Zm(P ), consisting of m-dimensional simplices of a simplicial complex K(P ) is
given. Need to find a set of l-dimensional simplexes of K(P ), which barycentric stars
form the m-dimensional star cycle x∗, homologous to the cycle x.
Algorithms 1 and 2 below are the solution of the problem. In the first algorithm,
we assume m = 1, and m = 2 for the second one. The input data is a simplicial
structure of the polyhedron P and the cycle x ∈ Zm(P ). The output is a co-chain
Jx : C1(P )→ Z2 such that Ind([x], [y]) = Jx(y) for all y ∈ Zl(P ).
It is worth noting that similar results for two-dimensional closed manifolds were
obtained in Refs. 7 and 9. In Ref. 8 cochain Jx is constructed for a given simple cycle
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x ∈ Zn−1(P ) on a closed manifold P of arbitrary dimension n. One needs to remark
that in the case when cycle x is not simple the algorithm from Ref. 8 is not applicable.
Furthermore, even for n = 3 and simple cycle x our algorithm essentially differs from
that in Ref. 8.
In Theorem 1, the proof of correctness of algorithms is presented, and in Theorems
2 and 3, we calculate their computational complexity.
Algorithms 1 and 2 allow us also to find a basis [Jx1 ], . . . , [Jxr ] of cohomology group
H l(P ) with coefficients in Z2 using a given basis [x1], . . . , [xr] of the corresponding
homology group Hm(P ).
For m = 2 and l = 1 cocycles Jx1 , . . . , Jxr can be used to construct a regular
simplicial covering p : Pˆ → P with monodromy group G ∼= H1(P ). Covering p, in
turn, can be used in the problem of minimization of paths and cycles of the manifold
P within their homology classes. This approach for n-dimensional manifolds was first
proposed in Ref. 4 and developed in Refs. 6 and 8. For the case n = 2, it is also
considered in Refs. 7, 9, 13 and 17.
2 Preliminaries
We consider the compact uniform polyhedron Q with the given finite simplicial
complex K(Q). Let us K ′(Q) denote a barycentric subdivision of K(Q); Km(Q) and
K ′m(Q) are sets of simplices of dimension m = 0, . . . , n = dimQ. We use simplicial
homology groups Hm(Q) and cohomology groups H
m(Q) with coefficients in Z2, as
well as the corresponding groups of chains and cycles Cm(Q) and Zm(Q), co-chains
and co-cycles Cm(Q) and Zm(Q). Remark that in this case any chain c ∈ Cm(Q) may
be considered as a set of m-dimensional simplices, and as their formal sum. The union
|c| of all simplices from the chain c is called to be its body.
Due to the uniformity of polyhedron Q, for any simplex σ ∈ Km(Q) there is a
non-empty set st(σ,Q) consisting of n-dimensional simplices from K(Q) containing σ.
Obviously, st(σ,Q) ∈ Cn(Q), and the body | st(σ,Q)| of this chain is the star of the
simplex σ in Q.
Let v ∈ K0(Q), bk(v,Q) be a set of simplices in the boundary ∂(st(v,Q)) containing
the vertex v, and lk(v,Q) be a set of all other simplices of ∂(st(v,Q)). Then | lk(v,Q)|
is the link of v in polyhedron Q,
bk(v,Q) = st(v, ∂(st(v,Q)))and∂(st(v,Q)) = bk(v,Q) + lk(v,Q).
To indicate similar structures in the simplicial complex K ′(Q) we use symbols
st′(σ,Q), bk′(σ,Q) and lk′(σ,Q), respectively. Let us remark that the chain st′(σ,Q) is
a part of the barycentric subdivision st(σ,Q)′ of chain st(σ,Q) but does not coincide
with it. This also holds for bk′(σ,Q). But chains lk′(σ,Q) and lk(σ,Q)′ have no
common simplices.
If Q is a closed manifold, m ∈ {0, . . . , n} and l = n − m, then for each simplex
σ ∈ K l(Q) a chain bst(σ,Q) is defined, it consists of m-dimensional simplices of K ′(Q)
intersecting with σ along its barycenter σ∗. The body of this chain is the barycentric
star of the simplex σ in Q.
Let us set
I(bst(σ,Q), σ) = 1 ∈ Z2, I(bst(σ,Q), τ) = 0 ∈ Z2.
Then for τ ∈ K l(Q), τ 6= σ, the formula
I(x∗, y) =
∑
ij
I(bst(σi, Q), τj),
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defines the intersection number I(x∗, y) ∈ Z2 of the star m-dimensional chain x
∗ =∑
i bst(σi, Q) and the simplicial chain y =
∑
j τj ∈ Cl(Q).
If x∗ and y are cycles, we can put
Ind([x∗], [y]) = I(x∗, y).
The last equality correctly defines the bilinear mapping Ind : Hm(Q)×Hl(Q)→ Z2
which is also called to be the intersection number (Ref. 19, 17.4).
The Poincare´ isomorphism F∗ : H
l(P ) → Hm(P ) is induced by the isomorphism
F : C l(P )→ Cm(P ) defined by the formula
F (J) =
∑
σ∈Km(P )
J(σ) bst(σ, P ). (1)
Thus for any [J ] ∈ H l(P ) and [y] ∈ Hl(P ), we have
Ind(F∗([J ]), [y]) = I(F (J), y) = J(y). (2)
Henceforth P is a 3-dimensional polyhedron being is a closed manifold. In this case,
for each vertex v ∈ K0(P ), its link | lk(v, P )| is a triangulated surface homeomorphic to
a sphere S2 (Ref. 20, 2.21). This implies that the star | st(v, P )| is strongly connected.
3 Algorithms
The first algorithm constructs for a given cycle x ∈ Z1(P ) a co-chain Jx : K
2(P )→
Z2.
ALGORITHM 1.
Step 1. For each triangle t ∈ K2(p), set Jx(t) := 0.
Step 2. Represent a given cycle as the sum of x = [v0, v1] + · · ·+ [vn−1, vn] of pairwise
different edges, here vn = v0.
Step 3. For each edge [vi−1, vi] from cycle x, choose an incident tetrahedron σi. Set
σ0 := σn.
Step 4. For each number i = 0, . . . , n − 1 in the star of the vertex vi, construct a
3-dimensional path σi0 + · · ·+ σiki from the tetrahedron σi0 = σi to σiki = σi+1.
Step 5. For all triangles tij = σij−1 ∩ σij , where i = 0, . . . , n− 1 and j = 1, . . . , ki set
Jx(tij) := Jx(tij) + 1.
Further, let x ∈ Z2(P ) and for any subpolyhedron Q ⊂ P set
TQ = {(v, σ) ∈ K0(Q)×K3(P )| v ∈ K0(σ)}.
The second algorithm constructs mappings J : TP → Z2 and Jx : K
1(P )→ Z2.
ALGORITHM 2.
Step 1. For each (v, σ) ∈ TP , set J(v, σ) := 0.
Step 2. For each vertex v ∈ K0(|x|), perform steps 2.1 — 2.3.
Step 2.1. Choose an arbitrary tetrahedron σ0 ∈ st(v, P ) and set D := bk(v, σ0).
Step 2.2. For each τ ∈ bk(v, σ0), mark σ0 in the list ∂
−1(τ, P ).
Step 2.3. While D 6= ∅ perform steps 2.3.1 — 2.3.4.
Step 2.3.1. Choose an element t ∈ D and delete it from the list D.
Step 2.3.2. If both elements from the list ∂−1(t, P ) are marked, then go back to step
3
2.3. Otherwise, choose a marked simplex σ+ and an unmarked simplex σ from the list
∂−1(t, P ).
Step 2.3.3. If t /∈ x, set J(v, σ) := J(v, σ+). If t ∈ x, set J(v, σ) := J(v, σ+) + 1.
Step 2.3.4. For each τ ∈ bk(v, σ), τ 6= t, mark σ in ∂−1(τ, P ). If then in the list
∂−1(τ, P ) a unmarked element exists, add τ to D.
Step 3. For each edge a = [uv] ∈ K1(P ), choose an arbitrary incident simplex
σ ∈ K3(P ) and set Jx(a) := J(u, σ) + J(v, σ).
Let m = 1 for the algorithm 1 and m = 2 for the algorithm 2, and l = 3−m. Then
the result of any of these algorithms is the construction of the co-chain Jx ∈ C
l(P ) for
the given cycle x ∈ Zm(P ). It is supposed co-chain Jx : K
l(P ) → Z2 is extended till
the homomorphism Jx : Cl(P )→ Z2.
Theorem 1. For each m = 1, 2, the constructed co-chain Jx ∈ C
l(P ) is a cocycle.
The homology class [x] ∈ Hm(P ) and the cohomology class [Jx] ∈ H
l(P ) are related
by F∗([Jx]) = [x], where F∗ : H
l(P )→ Hm(P ) is the Poincare´ isomorphism. For each
cycle y ∈ Zl(P ), the equality Ind([x], [y]) = Jx(y) is valid.
Proof 1. Suppose first m = 1. Consider in the complex K ′(P ) the one-dimensional
chain
x∗ =
n−1∑
i=0
ki∑
j=1
([σ∗ij−1t
∗
ij ] + [t
∗
ijσ
∗
ij ]) (3)
and the two-dimensional chain
c =
n−1∑
i=0
(
ki∑
j=1
([viσ
∗
ij−1t
∗
ij ] + [vit
∗
ijσ
∗
ij ]) + [vivi+1σ
∗
i ]),
where σ∗ij−1 and t
∗
ij are barycenters of tetrahedrons σij−1 and triangles tij built in steps
4 and 5 of Algorithm 1. Direct calculation shows ∂c = x + x∗. Therefore, one has
x∗ ∈ Z1(P ) and [x
∗] = [x].
In virtue of (3), we get
x∗ =
n−1∑
i=0
ki∑
j=1
bst(tij , P ).
Moreover, Jx(tij) = 1 holds for each i = 0, . . . , n − 1, j = 1, . . . , ki, and Jx(t) = 0 for
any other t ∈ K2(P ). According to (1), this implies F (Jx) = x
∗.
The equality ∂ ◦ F = F ◦ δ implies F (δJx) = ∂x
∗ = 0. Since F : C l(P ) → Cm(P )
is isomorphism, it follows that δJx = 0 and Jx ∈ Z
2(P ).
Due to properties of the Poincare´ isomorphism F∗ : H
l(P )→ Hm(P ) proved above
the following equality F∗([Jx]) = [x
∗] = [x] is valid. But then, for every cycle y ∈ Zl(P ),
according to (2), the following holds
Ind([x], [y]) = Ind([x∗], [y])) = Ind(F∗([Jx], [y]) = Jx(y).
This completes the proof of the theorem for m = 1.
For m = 2, we need in some auxiliary assertions.
Lemma 2. Suppose that simplices σ, σ˜ ∈ K3(P ) contain a common triangle τ = σ ∩ σ˜
and v ∈ K0(τ). Then the following is valid: τ ∈ x (τ /∈ x), iff J(v, σ) + J(v, σ˜) = 1
(J(v, σ) = J(v, σ˜)).
4
Proof 2. If v /∈ K0(|x|), then one has τ /∈ x. However, according to step 1 and
conditions in step 2 of the algorithm 2, we have J(v, σ) = 0 = J(v, σ˜).
Suppose further that v ∈ K0(|x|). When performing steps 2.1 — 2.3 of the
algorithm 2 for any tetrahedron θ ∈ st(v, P ), a three-dimensional path µ(θ) = σ0 +
· · · + σq in the star |st(v, P )| is implicitly constructed, which the end at σq = θ,
possessing the following properties:
1) for each i = 1, . . . , q, triangle ti = σi−1 ∩ σi is added to the the list D in step 2.1 or
2.3.4 as the face of the simplex σi−1,
2) right after selecting the ti from the list D in step 2.3.1 the tetrahedron σi−1 is marked
in ∂−1(ti, P ), and σi is unmarked in the same list. Thus, according to step 2.3.3, one
has
J(v, σi) = J(v, σi−1) + I(bst(ti, P ), x).
Denote
µ∗(θ) =
q∑
i=1
bst(ti, P ).
Then, the previous recurrence relation implies that
J(v, θ) = I(µ∗(θ), x). (4)
Sum c = bst(τ, P )+µ∗(σ)+µ∗(σ˜) is a one-dimensional cycle lying in the star |st(v, P )|.
In this case, [c] = 0 is in H1(P ) and I(c, x) = Ind([c], [x]) = 0. Consequently, we come
to
I(bst(τ, P ), x) = I(µ∗(σ), x) + I(µ∗(σ˜), x). (5)
According to (4), (5), we have
I(bst(τ, P ), x) = J(v, σ) + J(v, σ˜). (6)
But inclusion τ ∈ x (τ /∈ x) occurs iff I(bst(τ, P ), x) = 1 (I(bst(τ, P ), x) = 0). The
latter, according to (6), is equivalent to J(v, σ) + J(v, σ˜) = 1 (J(v, σ) + J(v, σ˜) = 0).
Lemma 3. For any edge a = [uv] ∈ K1(P ) and simplices σ, σ˜ ∈ K3(P ) incident to a
the equality is valid
J(u, σ) + J(v, σ) = J(u, σ˜) + J(v, σ˜). (7)
Proof 3. Since P is a closed manifold then link | lk(a, P )| is homeomorphic to the
circle (Ref. 20, 2.24). This means that | st(a, P )| is a strongly connected polyhedron.
Therefore, it is sufficient to prove statement of the lemma only for the case where
simplices σ and σ˜ contain a common triangle τ = σ∩σ˜. But in this situation, by Lemma
2, when τ ∈ x we have the equalities J(u, σ˜) = J(u, σ) + 1 and J(v, σ˜) = J(v, σ) + 1
and when τ /∈ x then equalities J(u, σ˜) = J(u, σ) hold and J(v, σ˜) = J(v, σ). Summed
them, we obtain (7) for both cases.
By Lemma 3 the result of the step 3 of the Algorithm 2 does not depend on the
choice of simplex σ incident to the edge a.
For v ∈ K0(|x|), let us T+(v) be a set of tetrahedrons σ ∈ K3(P ) incident to v and
satisfying the equality J(v, σ) = 1. Denote
z0 =
∑
v∈K0(|x|)
∑
σ∈T+(v)
bk′(v, σ). (8)
z1 =
∑
v∈K0(|x|)
∑
σ∈T+(v)
lk′(v, σ). (9)
5
Lemma 4. For any edge a = [uv] ∈ K1(P ) and the triangle t′ ∈ bst(a, P ) inclusion
t′ ∈ z1 is equivalent to Jx(a) = 1.
Proof 4. There is one and only one tetrahedron σ ∈ K3(P ) such that t′ ∈ K ′2(σ).
Moreover, one has t′ ∈ lk′(u, σ) = lk′(v, σ).
According to the step 3 of the algorithm 2, the equality Jx(a) = 1 means that the
values of J(u, σ) and J(v, σ) are different, and therefore simplex σ belongs to only one
of two sets T+(u) and T+(v). Hence, the triangle t′ belongs to exactly one term in the
right side of (9), and therefore t′ ∈ z1.
If Jx(a) = 0, then one has J(u, σ) = J(v, σ). In this case simplex σ belongs to
either both sets T+(u) and T+(v) or do not belong to both. Therefore, triangle t′ is
contained in an even number of terms in the right side of (9) and therefore t′ /∈ z1.
Denote by K1+(P, x) the set of edges a ∈ K1(P ) satisfying the equality Jx(a) = 1.
Let us set
x∗ =
∑
a∈K1+(P,x)
bst(a, P ). (10)
Lemma 5. Let x′ is the barycentric subdivision of the cycle x. Then z0 = x
′ and
z1 = x
∗ are valid.
Proof 5. Let P 2 be 2-dimensional skeleton of P . Then for any triangle t′ ∈ K ′2(P 2)
there is a unique triangle t ∈ K2(P ) containing t′. Since P is a closed three-dimensional
manifold, then there are exactly two incident to t simplices σ, σ˜ ∈ K3(P ). Moreover,
one has t′ ∈ bk′(v, σ) and t′ ∈ bk′(v, σ˜) where v is a common vertex of triangles t′ and
t. Since the only one vertex of triangle t′ may belong to the set K0(P ), then for any
pair (w, σˆ) ∈ TP , different from (v, σ) and (v, σ˜), inclusion t′ ∈ bk′(w, σˆ) is impossible.
According to what has been proved and definition (8), inclusion t′ ∈ z0 is possible
if and only if v ∈ K0(|x|) and only one of two inclusions σ ∈ T+(v) or σ˜ ∈ T+(v) can
occur. The last statement is equivalent to J(v, σ) + J(v, σ˜) = 1 which by Lemma 2
may be true if and only if t ∈ x. Since inclusions t ∈ x and t′ ∈ x′ are equivalent, then
the equality z0 = x
′ has been proved.
Consider next the triangle t′ ∈ K ′2(P ) which does not belong to the set K ′2(P 2).
There is only one simplex σ ∈ K3(P ) containing t′ and only one edge a = [uv] ∈ K1(σ)
such that t′ ∈ bst(a, P ). According to (10) t′ ∈ x∗ may occur if and only if Jx(a) =
1. By Lemma 4 the last equality is equivalent to the inclusion t′ ∈ z1. Thus we have
z1 = x
∗.
Now we can prove all statements of the theorem for m = 2. Indeed, by Lemma 5,
one has x∗ = x′ + z0 + z1. According to (8) and (9), we obtain z0 + z1 = ∂c where
c =
∑
v∈K0(|x|)
∑
σ∈T+(v)
st′(v, σ).
Hence x∗ is a star cycle being homologous to a given cycle x ∈ Zm(P ). According to
(10) we have F (Jx) = x
∗. But then using exactly the same arguments as in the case
m = 1, we find that Jx ∈ Z
l(P ), F∗([Jx]) = [x
∗] = [x] and Ind([x], [y]) = Jx(y) for
every cycle y ∈ Zl(P ).
4 Computational complexity
Below the cardinality of a set A is denoted as cardA. To specify a uniform three-
dimensional polyhedron P it is enough to have the lists of vertices K0(P ) and tetrahe-
drons K3(P ). Denote N3 = cardK
3(P ). Then, the lists of edges K1(P ) and triangles
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K2(P ) can be constructed for O(N3 logN3) time, as well as lists ∂
−j(s, P ) of incident
to them (i+ j)-dimensional simplices for all simplices s ∈ Ki(P ), i = 0, 1, 2, and num-
bers j ∈ {1, . . . , 3 − i}. Since these lists are used in most of computational topology
problems, we will consider them as input of the algorithms 1 and 2.
When evaluating the computational complexity the main parameters will be the
numbers N3 and nm = card x. In the last formula cycle x is considered as a set
of m-dimensional simplices. We also put Ni = cardK
i(P ), i = 0, 1, 2, 3, and nj =
cardKj(|x|), j = 0, . . . , m.
Theorem 6. Construction of co-chain Jx using Algorithm 1 has complexity O(N3+n1)
in the worst case.
Proof 6. Step 1 can be done in O(N2) time. Since N2 ≤ 4N3, then we have O(N2) =
O(N3). Required on the step 2 the representation of a cycle x can be obtained by
finding an Eulerian path on the subgraph built on the edges of that cycle. The running
time of the algorithm that finds Eulerian path is O(n1) (Ref. 21, VI.23).
For each edge a ∈ x as an incident tetrahedron we can select the first element of
∂−2(a) in O(1) time. Therefore, the total time of step 3 is O(n1).
Each path constructing in step 4 can be got by using breadth-first search in the
abstract graph whose vertices are the simplices of chain st(vi), and edges are pairs of
tetrahedrons from st(vi) with a common two-dimensional face. In the above graph,
each vertex is incident to no more than three edges. Therefore, breadth-first search
can be done in O(card st(vi)) time. Since any tetrahedron may be contained in stars
of no more than four different vertices, we come to inequality
n−1∑
i=0
card st(vi) ≤ 4N3.
Therefore, the total time of step 4 is not exceed O(4N3) = O(N3).
For each path found at the previous step, the numbering can be done in a time
linear in the length of this path. Therefore, the complexity of step 5 is also equal to
O(N3).
Thus, the three steps can be done in O(N3) time, and two others in O(n1) time, in
the worst case. As a result, the entire algorithm has complexity O(N3 + n1).
Theorem 7. Algorithm 2 has the complexity O(N3 + n2 log n2) in the worst case.
Proof 7. At the step 1, for each tetrahedron σ ∈ K3(P ) we consider only 4 pairs (v, σ)
such that v ∈ K0(σ). This requires O(4N3) = O(N3) operations.
Since the chain st(v, P ) = ∂−3(v, P ) was constructed before, then step 2.1 can be
done in O(1) time.
For any tetrahedron σ the set bk (v, σ) consists of three elements. The set ∂−1(τ, P )
for any triangle τ consists of two elements. Therefore, step 2.2 can also be realized in
O(1) time. The same is true for step 2.3.4.
Complexity of steps 2.3.1 and 2.3.2 is obviously equal to O(1). At the step 2.3.3,
checking whether the triangle τ belongs to the list x can be performed in O(logn2)
time (Ref. 21). Since step 2 is executed for each vertex v from the cycle x and
cardK0(|x|) = n0 ≤ 3n2, then the total complexity of step 2 in the worst case is
O(n2 log n2).
For each edge, as mentioned before, some simplex incidental to that edge can be
found using O(1) operations. Therefore, for all edges a from K1(P ) the final value of
Jx(a) can be obtained in O(N1) time. Since N1 ≤ 4N3, then one has O(N1) = O(N3).
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Thus, steps 1 and 3 can be performed in O(N3) time and step 2 in O(n2 log n2)
time. Consequently, the complexity of the whole algorithm in the worst case is O(N3+
n2 log n2).
5 Applications
According to Theorems 1 – 3, algorithms 1 and 2 allow us for any cycles x ∈ Zm(P )
and y ∈ Zl(P ), m = 1, 2, l = 3 − m, to compute effectively the intersection number
using the formula Ind([x], [y]) = Jx(y). Theorem 1 also implies
Theorem 8. If [x1], . . . , [xr] is a basis of the homology group Hm(P ), m = 1, 2, and
Jx1, . . . , Jxr are cocycles constructed from cycles x1, . . . , xr using algorithms 1 and 2,
then the cohomology classes [Jx1], . . . , [Jxr ] form a basis of H
l(P ), l = 3−m.
Thus, algorithms 1 and 2 can be used to calculate the bases of the cohomology
groups of an arbitrary closed three-dimensional manifold.
The collection J = (J1, . . . , Jr), where J i = Jxi for all i = 1, . . . , r, generates a
homomorphism J : Cl(P )→ Z
r
2. Vector J(y) is naturally called to be the index of the
chain y ∈ Cl(P ) with respect to the basis [x1], . . . , [xr].
Setting J([y]) = J(y) for all y ∈ Zl(P ), we also obtain a homomorphism J :
Hl(P )→ Z
r
2.
According to the Poincare´ duality Hm(P ) ∼= Hl(P ), there exists a basis [y1], . . . , [yr]
of the homology group Hl(P ), for which Ind([xi], [yj]) = δij , where δij = 1 for i = j
and δij = 0 for i 6= j. In this case, one has J([yj]) = ej for all j = 1, . . . , r, where
e1, . . . , er is the standard basis of the group Z
r
2. Hence
Proposition 9. If y, z ∈ Cl(P ) and ∂y = ∂z, then the chains y and z are homologous
iff J(y) = J(z).
Thus, the algorithms 1 and 2 can be used to solve the problem on if two chains and
cycles are homologous.
Suppose further that m = 2 and l = 1. Denote Vˆ = K0(P ) × Zr2. A collection
{vˆi = (vi, ki) ∈ Vˆ |i = 0, . . . , j}, 0 ≤ j ≤ 3, will be included in the list Kˆ when j = 0, as
well as for j > 0 and the following conditions: [v0 . . . vj] ∈ K
j(P ) and ki = k0+J([v0vi])
for all i = 1, . . . , j. The pair Sˆ = (Vˆ , Kˆ) constructed is an abstract simplicial scheme.
If Pˆ is any of its realizations, then we have K0(Pˆ ) = Vˆ and K(Pˆ ) = Kˆ.
The natural projection p : K0(P ) × Zr2 → K
0(P ) is extended uniquely up to a
simplicial mapping p : Pˆ → P . According to Ref. 8, the following holds
Proposition 10. Mapping p : Pˆ → P is a simplicial regular covering with a mon-
odromy group G ∼= H1(P ).
Let y = [v0v1] + · · ·+ [vq−1vq] be a path in P . Then for any vector k0 ∈ Z
r
2 the only
path yˆ in Pˆ which starts at vˆ0 = (v0, k0) and covers y, has the form yˆ = [vˆ0vˆ1] + · · ·+
[vˆq−1vˆq], here for each vertex vˆi = (vi, ki) the relation ki = k0+J([v0v1]+ · · ·+[vi−1vi]),
i = 1, . . . , q, holds. In particular, one has kq = k0 + J(y).
Consider another path z in P from the vertex v0 to vq and its covering path zˆ in Pˆ
which starts at vˆ0. Then the last vertices of the paths zˆ and yˆ coincide if and only if
J(z) = J(y). By Proposition 1, this is equivalent to the homology of the paths z and
y.
If L : C1(P ) → R is a non-negative weight function, then the equation Lˆ = L ◦ p
determines a similar weight function Lˆ : C1(Pˆ ) → R. Due to that proved above the
following holds
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Proposition 11. Path z in P from the vertex v0 to vq has the minimal weight L(z)
among all paths of the polyhedron P , homologous to y, iff the covering path zˆ has
minimal weight of Lˆ(zˆ) among all paths of the polyhedron Pˆ , going from vˆ0 to vˆq.
Thus, the problem on the conditional minimum in P is equivalent to the problem
of an absolute minimum on the covering polyhedron Pˆ . In the case of small values of
rank r of homology groups H1(P ) and H2(P ), this leads to an algorithm for minimizing
the path y in its homology class. In this case, the construction of the polyhedron Pˆ is
actually not required. The algorithm uses only its above described simplicial scheme.
Recall that the algorithm in Ref. 8 requires of simplicity of the initial cycles x1, . . . , xr
that form a basis of H1(P ). In this paper, this restriction is overcome.
Unfortunately, the situation is worse for the general case, since, by the construction,
card Vˆ = cardK0(P )2r. Therefore, all known algorithms for the solving the reduced
problem for Pˆ will have an exponential in the parameter r complexity.
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