Most of the recent developments concerning efficient numerical schemes to solve the shallow-water equations in view of real world flood modelling purposes concern the two-dimensional form of the equations or the one-dimensional form written for rectangular, unit-width channels. Extension of these efficient schemes to the one-dimensional cross-sectional averaged shallow-water equations is not straightforward, especially when complex natural topographies are considered. This paper 
INTRODUCTION
Mathematical simulation of flood wave propagation in rivers is a key tool for natural hazard studies. Nowadays the onedimensional shallow water model is still widely used in field studies instead of more detailed two-dimensional models. This is due to practical and economical reasons:
in fact the acquisition of the river topography is the very cost of flood propagation studies, the numerical simulation represents a minor cost. Usually ground surveys are used to model the geometry of mountain rivers since the cost of high precision light detection and ranging (LiDAR) surveys and of image post processing, needed to identify the bare soil, is seldom justified. Then, the airborne survey of large alluvial rivers requires an integrative bathymetric survey of the submerged riverbed and the total cost of the study would become unaffordable when very long river reaches have to be considered. So, we can consider that 1D models are still profitable for many real world applications. The results of these schemes are often presented for very simple geometries (rectangular and horizontal channels), while the applications to complicated topographies still need some work (Garcia Navarro et al. ; Wang et al.
; Ying et al. ).
Indeed, in such cases the source terms, e.g. bed topography and bed resistance, play the most important role (Garcia Navarro & Vasquez Cendon ). In flows over irregular topographies, common algorithms tend to balance incorrectly the hydrostatic force acting on the lateral and bottom boundaries of the finite volume considered (Capart et al. ) .
To address these problems, Hubbard & Garcia Navarro () presented upwind schemes with decomposed source terms applied to one-dimensional open channel flow cases with general non-prismatic and non-rectangular geometries.
These schemes were later extended by Vukovic & Sopta () . Liang & Marche () developed a well-balanced numerical scheme for simulating frictional shallow flows over complex domains involving wetting and drying, solving the equations in a Godunov-type finite-volume framework, considering pressure balancing. They showed that non-negative reconstruction of Riemann states and compatible discretization of slope source term produce stable and well-balanced solutions to shallow flow hydrodynamics over complex topography.
The concept of well-balanced scheme was first introduced by Greenberg & Le Roux () with a numerical scheme adapted to a scalar conservation law that preserves the balance between source terms and internal forces. However, the principle of well-balanced schemes, without naming it explicitly, was already explored earlier by Roe (). Later the concept was extended to more general Moreover it has to be pointed out that the greatest part of the numerical schemes discussed above do not evaluate realistic discharges even if applied to almost simple cases.
The present work is focused on testing the suitability of some one-dimensional first-order accurate finite-volume 
GOVERNING EQUATIONS
The model is based on the shallow-water equations written in conservative form (Cunge et al. ) :
where U is the vector of hydraulic variables, F the vector of fluxes, and S the vector of source terms. The vectors U and F are defined as
where x is the spatial co-ordinate measured along the channel, t is the time, g is the gravitational acceleration, A is the cross-section wetted area, and Q is discharge. The term I 1 accounts for the hydrostatic pressure:
where b is the cross-section width at a given level η above the thalweg and h is the water depth ( Figure 5 ).
Two different forms for the vector S(U) in (1) were analyzed. The first one, that will be referred to as the uncoupled formulation of the momentum equation is
where S u denotes the uncoupled source term formulation, S 0 is the bed slope and S f is the friction slope calculated by Manning's formula as:
where V is the averaged velocity and R the hydraulic radius. The function I 2 accounts for the width-variation effects:
where the topography varies smoothly, the respective contributions of the bottom slope and crosssection width variations can be determined without problems.
The second form of the vector S(U) is an alternative form that is more suited where the bottom slope is not clearly defined, due to the irregular shape of the cross-sections. This formulation will be addressed in the following as the coupled formulation, already introduced by Cunge and considering expression (6) defining I 2 , the derivative of I 1 expressed as (3) may be obtained as:
If the derivative of I 1 is taken for a constant water level z, we obtain:
Substituting expression (8) in the momentum equation
we obtain the coupled form of the source term (Soares-
where S c denotes the coupled source term formulation. Following the definition in (7), I 2 will be calculated in the following as the derivative of I 1 for a constant water depth h (i.e. @h=@x ¼ 0). The momentum equation in (1) with the uncoupled source term formulation S u is solved in a fully explicit way, except for the source term:
The term M 
and
In the source term S n Ã u, iþ1=2 of (11), superscript n* denotes that the friction term is evaluated in a mixed explicit and implicit way while the topographical source terms are evaluated in an explicit way. The friction term S f is discretized as
The topographical source terms are represented by means of the uncoupled formulation (4) and are discretized in S n Ã iþ1=2 in an explicit and centred way:
where z b is the bottom elevation. In (14b), I 2 is calculated as the derivative of I 1 for a constant water depth h i according to (10) and (3).
Finally, the continuity equation is solved in an implicit way and reads
Finite-volume schemes
System (1) is discretized over a domain divided into computational cells assuming constant values of the conserved variables A and Q over each cell (Figure 7(a) ). In contrast to the previous finite-difference scheme where variables are defined at the nodes, the variables are defined here over an entire cell, as cell-averaged values. The governing equations are then solved by means of a first-order finitevolume scheme that can be written in vector form as
The unknowns are the variables at time level n þ 1, i.e. Toro (), the sought flux F* in this star region is calculated as:
with the wave speeds λ L and λ R defined following Toro () by means of synthetic expressions accounting for both suband supercritical cases and including an entropy fix to handle the critical point where the Froude number Fr ¼ 1:
is a weight function given by:
Depth h* is an estimate for the exact solution of h in the star region between the two waves λ L and λ R :
Numerical treatment for the uncoupled topographical source terms
The uncoupled topographical source terms correspond to the formulation (4) of the source term of the momentum equation, i.e. gAS 0 þ gI 2 . These terms, which are evaluated within the source term S Ã i of (16), can be discretized either in a centred way or in a lateralized way following the scheme proposed by Fraccarollo et al. () .
In the centred scheme, the spatial derivative is centred on cell i:
As for (14b) in (22b), I 2 is calculated as the derivative of I 1 for a constant water depth h i according to (10) and (3).
In lateralized schemes, weighting factors linked to the wave propagation speeds are applied to the topographical source term, resulting in a formulation close to an upwind 
As in (22b), I 2 is calculated as the derivative of I 1 for a constant water depth h
Numerical treatment for the coupled topographical source terms
The coupled topographical source terms correspond to formulation (9) of the momentum equation, where the topographical effects are represented by the spatial derivative of I 1 at a constant level z, i.e. @=@x gI 1 ð Þj z .
As already outlined, coupling the topographical source terms as in (9) is more suited to natural topographies with steep slopes and severe variations of cross-section width.
Again, this term can be discretized either in a centred or lateralized way.
In the centred scheme the spatial derivative is centred on cell i :
Using the LHLL approach of Fraccarollo et al. () , the discretization of the topographical source term in the lateralized scheme, reads:
As for the uncoupled source terms, this consists of evaluating the derivative over a distance Δx between the two cell interfaces. The value of I 1 j z at each interface is estimated in a lateralized way, with weights corresponding to the HLL discretization of the fluxes.
Boundary conditions
The boundary conditions considered for the applications consist of a prescribed discharge or hydrograph at the In this process, the geometry of the virtual section at the upstream boundary (position 1/2) has not to be defined explicitly. As illustrated in Figure 6 , the cross-section is known at the locations i.
For the finite-volume schemes with HLL fluxes, we obtain, for supercritical flows
where the momentum Σ 
The treatment of the downstream boundary conditions follows directly.
Summary of the tested schemes
A total of five schemes with different source term discretization have been tested: four of them use HLL numerical solver. All the tested schemes are capable of maintaining the water at rest when used on simple rectangular cross sections. The aim of this paper is to apply the considered schemes to irregular geometries.
For clarity, the code names of each scheme are summarised in Table 1 . The discretization is either FV for finite-volumes following Equation (16) or FD for the finitedifference scheme of Equations (11)-(15). In the name of the scheme HLL-XX, the first X-letter U or C describes the source terms as uncoupled or coupled while the second Xletter stands for centred or lateralized.
For all the tests that will follow, a constant value of CFL ¼ 0.8 will be used to guarantee stability.
CLASSICAL VALIDATION TEST CASES Bump
The schemes listed in Table 1 Indeed, the water level is correctly predicted as well as the shock position, except for SANA (Figure 8(a) ) that anticipates its location. However, the discharge is not perfectly constant with the consequence that the energy grade line is not well reproduced. This can be seen in Table 2 reproduces perfectly the constant discharge.
Water at rest
The schemes listed in Table 1 were then applied to verify the static equilibrium condition, testing the ability for the schemes to maintain water at rest over an irregular topogra- A constant Manning coefficient of 0.04 m s À1/3 was adopted.
Among all the presented schemes only SANA is capable of keeping water at rest without giving unrealistic oscillations, as can be seen in Figure 10 . This will be discussed in the next section. 
CONSERVATIVE FORMULATION OF THE MASS FLUX
with q* the unit-width mass flux, q L and q R the unit-width discharges in the left and right cells, respectively, and z w,L and z w,R the corresponding water levels. The proposed solution consists of transposing this technique to the shallow-water equations written in terms of wetted area A and discharge Q. Following (18) the mass flux expression should be:
As illustrated in Figure 11 
Applying this modification to the four HLL schemes of Table 1 yields the results presented in Table 3 for water at rest, the momentum equation in system (1) with source term written with the uncoupled formulation (4) reduces to:
If the topography is very uneven, the discretization of (31) In the above mentioned figures the critical elevation (F ¼ 1) and the reference solution are also shown.
We note that SANA and CLHLL provide smooth solutions, while the HLL-CL scheme produces unphysical irregularities of the free-surface elevation, located where either bed elevation or cross-section width rapidly change.
In the reach shown in Figure 15 The results for all the schemes listed in Table 1 are given in Table 4 as the mean square error, in metres, between the reference solution and the scheme considered.
Dimensional errors are easily compared with the 1.00 m hydraulic freeboard of the Brembo River. The mean square errors listed in Table 4 are lower than 1 m, but in some locations errors exceed the prescribed hydraulic freeboard, as shown in Table 5 .
Discharge
Discharges computed by SANA, HLL-CL and CLHLL schemes are illustrated in Figure 16 . The discharge computed by the finite-volume schemes is far from being constant. SANA on the other hand reproduces the prescribed value of 400 m 3 s À1 .
The different behaviours of the finite-volume and finite-difference schemes can be explained as follows. In the finite-volume discretization of the shallow-water equations the variable Q i shown in Figure 16 is evaluated to conserve the momentum or specific force in the discrete form of Equations (1) and (2). This value is generally different from the discharge that flows from one computational cell to another, which is calculated as the flux Q Ã iþ1=2 in the discrete mass balance Equation (16). As a result the discharge value computed as Q i is irregular since it is strongly influenced by the topographical source terms which depend on cross-section variation that can be strong in very irregular valleys. Clearly this is not the case for a 
Total head
Even though the energy grade line should decrease in the downstream direction, the calculated total head sometimes increases owing to errors in computing water elevations and, mainly, water discharges. In particular, SANA wrongly computes reversed total head 76 times, HLL-CL 127 times, and CLHLL 76 times, almost at the same locations than SANA.
BREMBO RIVER CASE STUDY: 2003 FLOOD SIMULATION
The propagation of the 25th June 2003 flood wave along the Brembo river, having an estimated return period of 50 years, was simulated with HLL-CL, CLHLL and SANA schemes, using the boundary conditions defined above. This introduced set of 1,134 cross-sections including 49 bridge sections (shown in Figure 14 ) was used.
In the present work the bridge piers were added in the cross-section geometry. In all the performed simulations the bridges were never overtopped. However, future work will focus on bridges and the way to include them maybe more efficiently in numerical simulations as already introduced by some of the authors in (Natale et al. ).
The water mark elevations surveyed soon after the pas- 
CONCLUSIONS
Generally, the studies of flood wave propagation in natural rivers consider almost regular geometries, even though the majority of water courses in the densely populated European mountain valleys present very uneven topographies. 
