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ABSTRACT
Photoinduced electronic energy transfer in conjugated donor-acceptor systems is naturally 
accompanied by intramolecular vibrational energy redistributions accepting an excess of 
electronic energy. Herein, we simulate these processes in a covalently linked donor-acceptor 
molecular dyad system by using nonadiabatic excited state molecular dynamics simulations. We 
analyze different complementary criteria to systematically identify the subset of vibrational 
normal modes that actively participate on the donoracceptor (S2S1) electronic relaxation. 
We analyze energy transfer coordinates in terms of state-specific normal modes defined 
according to the different potential energy surfaces (PESs) involved. On one hand, we identify 
those vibrations that contribute the most to the direction of the main driving force on the nuclei 
during electronic transitions, represented by the non-adiabatic derivative coupling vector 
between donor and acceptor electronic states. On the other hand, we monitor normal mode 
transient accumulations of excess energy and their intramolecular energy redistribution fluxes. 
We observe that the subset of active modes varies according to the PES on which they belong 
and these modes experience the most significant rearrangements and mixing. Whereas the 
nuclear motions that promote donoracceptor energy funneling can be localized mainly on one 
or two normal modes of the S2 state, they become spread out across multiple normal modes of 
the S1 state following the energy transfer event. 


































Currently, there is a strong interest in understanding the dynamic behaviour of 
photoexcitations in multichromophoric systems such as molecular wires1, conjugated 
polymers2, solid state molecular assemblies3,4,5, and macrocycles6, with an ultimate goal to 
control and direct energy transfer for catering a system specific functionality. Technological 
driven examples include among others light harvesting7, photoconversion8,9, light emission, 
fluorescent imaging and sensing. In principle, electronic energy transfer between donor and 
acceptor chromophoric units is uniquely marked by an accompanying vibrational energy 
redistribution. The identification of vibrations that actively participate in the donoracceptor 
electronic energy transfer by coupling the excited states localized on donor/acceptor moieties, 
represent a valuable footprint of the process and a possible mean to manipulate the efficiency of 
energy dissipation in novel optical-electronic devices10,11,12,13,14. We refer to these nuclei 
motions as “active” vibrational modes. 
Experimental techniques based on excited-state IR spectroscopy15,16,17 can be applied to 
assign and identify structural changes and photochemical pathways in excited state dynamics. 
Furthermore, ultrafast time-resolved transient IR and Raman 
spectroscopy18,19,20,21,22,23,24,25,26,27,28,29,30,31,32,33,34 allow the evaluation of vibrational energy 
relaxation rates in a large variety of organic compounds18,19,20,21,22,24,26, 27,28,30, 35, providing 
details for the flow of intramolecular vibrational energy. These techniques can in principle 
quantify the instantaneous populations of participating molecular vibrations in real time. The 
analysis of experimental measurements is usually performed in terms of vibrational band 
assignment using the standard equilibrium normal modes (ENM) 36,37,38,39. The ENMs are 
typically calculated from the second derivatives of the ground-state (GS) energy with respect to 
nuclear coordinates (i.e., the Hessian matrix)40. However, photoinduced processes, that take 
place after UV-visible photoexcitation of organic conjugated molecules with donor and acceptor 
chromophoric units, involve several coupled electronic excited states. Internal conversion often 
results from a passage through unavoided crossings41,42 leading to electronic population 
exchanges between these states. As a consequence, the vibrational normal mode identities in 
multichromophoric conjugated molecules are generally not preserved during electronic 
dynamics43. Unavoided crossings may introduce a reordering and/or transient mixing, which 
changes the adiabatic electronic state identities and causes vibrational normal modes to become 
mixed in regions of strong non-adiabatic coupling. Henceforth, the one-to-one correspondence 
between normal modes of two radiatively or non-radiatively coupled electronic states can be 
lost44. The above normal mode mixing, known as the Dushinsky effect43, breaks the mirror-
image symmetry between the emission and absorption spectra corresponding to a given 
electronic transition45,46 and it affects the IR/Raman excitation profiles of the mixed 
modes47,48,49,50.
Intramolecular vibrational energy transfer in organic molecules is commonly simulated 
with effective Hamiltonians by applying harmonic approximations to identify the pathways and 
lifetimes of a specific mode or bond energy relaxation51,52,53. For example, using a parametrized 
Hamiltonian describing the coupling between a set of discrete electronic states with a set of 
phonon oscillators in combination with golden-rule transfer rates, Bittner et al were able to 
identify active electron transfer vibrational coordinates in donor-acceptor systems54,55,56,57,58. 
Vibrational energy relaxation and redistribution can be monitored following the evolution in 
time of the kinetic energy of each ENM. Atomistic simulation of simultaneous nonadiabatic 

































excited-state electronic and vibrational energy relaxation and redistribution in donor-acceptor 
systems requires an analysis in terms of state-specific normal modes defined according to the 
respective potential energy surfaces (PESs) involved. Excited-state equilibrium normal modes 
(ES-ENMs) can be obtained from the excited-state PES. Despite the presence of 
anharmonicities and mode couplings, ES-ENMs offer a straightforward way of examining 
experimental vibronic spectra by providing, up to a level of approximation, decoupled 
directions of motion associated with the shape of the corresponding PESs. 
In a previous publication, we reported an ultrafast donoracceptor intramolecular 
electronic energy transfer in the molecular dyad system comprising a ladder-type poly(para-
phenylene) oligomer donor unit (LPPP5) covalently linked with a perylenemonoimide acceptor 
unit (PMI) (see Figure 1a)59,54. In this contribution, we shall characterize the role of vibrational 
energy redistribution during the internal conversion process of the model LPPP5-PMI dyad 
system using atomistic non-adiabatic excited-state molecular dynamics (NEXMD) simulations. 
In this way, LPPP5-PMI dyad is used as a model system to analyze different criteria to 
systematically identify and characterize the subset of active normal modes from atomistic non-
adiabatic excited state molecular dynamics simulations. We distinguish these active nuclei 
motions from vibrations that serve as a bath of coupled harmonic oscillators to which the excess 
of energy, transiently accumulated in the active modes, is subsequently transferred.
II. METHODS
A. The NEXMD framework
The NEXMD60,61 computational package allows the simulation of the photoexcitation 
and subsequent nonadiabatic electronic and vibrational energy relaxation and redistribution in 
large multichormophoric conjugated molecules, a process that involves several coupled 
electronic excited states. The code is based on the implementation of the fewest switches 
surface hopping (FSSH) algorithm62,63 with specific treatments of decoherence64 and trivial 
unavoided crossings42. Excited-state energies65,66,67, gradients68,69, and non-adiabatic coupling 
terms61,70,71,72 are calculated “on the fly" using the Collective Electronic Oscillator (CEO) 
approach73,74,75 at the configuration interaction singles (CIS) level using the semiempirical 
AM1 Hamiltonian76. While nuclei are propagated classically the electronic wave function 𝜓
 is propagated quantum-mechanically on the basis of adiabatic CIS electronic states (𝒓,𝑹,𝑡) 𝜙𝛼(𝒓
:;𝑹)
       (1)𝑀𝑖𝑹𝑖 =  ― ∇𝑹𝐸𝛼(𝑹)
(2)𝜓(𝒓,𝑹,𝑡) = ∑𝛼𝑐𝛼(𝑡)𝜙𝛼(𝒓;𝑹)
(3)𝑖ℏ𝑐𝛼(𝑡) = 𝑐𝛼(𝑡)𝐸𝛼(𝑹) ―𝑖ℏ∑𝛽𝑐𝛽(𝑡)𝑹 ∙ 𝒅𝛼𝛽
Here , ,  and  are the mass, position, velocity and acceleration of the ith nuclei, 𝑀𝑖 𝑹 𝑹 𝑹𝑖
respectively,  is the energy of the αth electronic excited state, r are the electronic 𝐸𝛼(𝑹)
coordinates, and  are the non-adiabatic derivative coupling vectors (NACRαβ) defined as 𝒅𝛼𝛽
(4)𝒅𝛼𝛽 = ⟨𝜙𝛼(𝒓;𝑹)│∇𝑹𝜙𝛽(𝒓;𝑹)⟩

































Within the NEXMD framework, the spatial extent of excitonic wavefunction is analyzed 
in terms of the transition density matrices (ρgα)nm ≡  (denoted    )(;)(; tcct gnmα RrRr  
electronic normal modes)77,78.  are the creation (annihilation) electronic operator; and nm cc
indices n and m refer to atomic orbital (AO) basis functions. Diagonal elements (ρgα)nn  are 
relevant to the changes in the distribution of electronic density induced by photoexcitation from 
the ground state g to an excited electronic state α 79. The fraction of the transition density 
localized on each chromophore segment, that is, donor and acceptor units (see Figure 1(a)), is 
evaluated as 
(5)
where the index A runs over all atoms localized on the X chromophore unit (X = donor, 
acceptor). 
More details about the NEXMD approach, implementation, and testing parameters can 
be found elsewhere60,61,80.
B. Normal Mode Analysis
Ground-state and Excited-state equilibrium normal modes (ES-ENM(Sα), α=0,1,2) 
analysis has been performed at each corresponding equilibrium structure  obtained after  𝑹𝛼0
performing geometry optimization of the molecular system on the corresponding Sα PES. 
Geometry optimizations are completed using the NEXMD with the AM1 Hamiltonian76. Each 
final optimized structure is translated and rotated to a body-fixed Cartesian reference frame with 
origin in its center of mass and its inertial axis coincident with the Cartesian x,y,z axis. 
ENM(Sα) are computed from the mass-weighted Hessian matrix H with elements 
(6)𝐻𝛼𝑖𝑗(𝑹𝛼0) = ― ∂2𝐸𝛼/∂𝑞𝑖∂𝑞𝑗|𝑹𝛼0
where Eα is the potential energy of Sα state and  ,  𝑞𝛼3𝑖 ― 2 = 𝑀𝑖(𝑋𝑖 ― 𝑋𝛼0,𝑖) 𝑞𝛼3𝑖 ― 1 = 𝑀𝑖
 and  are the mass weighted Cartesian displacements of the ith (𝑌𝑖 ― 𝑌𝛼0,𝑖) 𝑞𝛼3𝑖 = 𝑀𝑖(𝑍𝑖 ― 𝑍𝛼0,𝑖)
atom with equilibrium coordinate =( ) defined in a body-fixed reference frame 𝑹𝛼0,𝑖 𝑋𝛼0,𝑖, 𝑌𝛼0,𝑖, 𝑍𝛼0,𝑖
with the origin at the center of mass of the molecule and axes corresponding to its principle axes 
of inertia. ENMs ({ }, (i =1,…3N-6), where N is the number of atoms in the molecule), and 𝐐𝛼𝑖
their frequencies ( ) are then obtained upon diagonalization of Hα from the 𝜐𝛼𝑖 = ( 𝜆𝛼𝑖 /2𝜋)
corresponding eigenvector matrix Lα and its eigenvalues. Excited-state ENM are computed in 
the locally diabatic representation, see Ref.81.
The ENM(Sα) amplitudes are obtained throughout the NEXMD simulations as a linear 
combination of the set { }, (i =1,…3N) as𝐪𝛼𝑖
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At this point it is important to stress that our NEXMD simulations are performed in the 
space-fixed Cartesian coordinates. Matrix Lα is the linear transformation matrix that express the 
set of { } on the basis of mass-weighted Cartesian displacements { } defined in the body-𝐐𝛼𝑖 𝐪𝛼𝑖
fixed Cartesian reference frame with the origin in its center of mass and its inertial axis 
coincident with the original Cartesian x,y,z axis. Therefore, in order to apply eqs. (7-8), 
coordinates and velocities obtained from the NEXMD simulations must be erstwhile translated 
and rotated from the space-fixed to the body-fixed reference frame. 
Subsequently, vibrational kinetic energy is calculated by summing up the contribution of 
each ENM as




𝑗 = 1 (𝐐𝛼𝑖 (𝑡))
2
and the total vibrational energy associated with a given ENM is obtained from the virial 
theorem, .𝐸𝑖(𝑡) = 2𝐾𝑖(𝑡)
Molecular fluctuations at room temperature lead to structural distortions spanning 
regions of the phase space which are far away from the equilibrium geometry, , at which the 𝑹𝛼0
ENMs have been calculated. Particularly, the presence of flexible dihedral angles connecting 
different moieties and/or chromophoric units introduces changes in the relative orientation 
between the units. This may hinder the identification of the contribution of the different nuclear 
Cartesian coordinates to each individual ENM velocity (see eq. 8). In order to resolve this issue, 
we make use of the Rodrigues’ rotation formula that is an algorithm for rotating a vector in 
space, given an axis and angle of rotation. In the present work, we apply the formula to rotate 
the velocities of atoms that belong to the PMI acceptor around the dihedral angle θ that connects 
it with the LPPP5 donor (see Figure 1(a)). If we define θ as the difference between the values 
of the dihedral angle θ evaluated at a molecular structure obtained at a given time t during 
NEXMD simulation and its value at the equilibrium geometry , we can calculate𝑹𝛼0
               (10)𝐪′ = 𝐪cos θ +(𝐤 x 𝐪) sin θ + 𝐤(𝐤 ⋅ 𝐪)(1 ― cos θ) 
Here  is the vector containing the momenta of all atoms that belong to PMI acceptor,  is a 𝐪 𝐤
unitary vector in the direction of the central bond that define the dihedral angle θ. This way, 
ENM momenta can be calculated as
(11)𝐐𝛼𝑖 (𝑡) = ∑𝑗 ∈ donor𝑙
𝛼
𝑗𝑖𝐪𝛼𝑗 (𝑡) + ∑𝑗 ∈ acceptor𝑙
𝛼
𝑗𝑖𝐪′𝛼𝑗 (𝑡)
Therefore, equation 11 can be used to evaluate the contribution of each ENM to the vibrational 
kinetic energy (eq. 9).
In the present work, different sets of normal modes have been calculated. That is, 
ENM(Sα)(α=1,2), or ENMs evaluated on different minima of the potential energy surfaces. The 
analysis of the vibrational energy flux requires the one-by-one assignment of each normal mode 
of one set { } to each normal mode of the other set . The correspondence between modes 𝐐𝒊 {𝐐′𝑖}

































in both sets is based on the highest values of their overlaps. The maximum overlaps are 
obtained through the maximization of the trace of the square of the overlap matrix O whose 
elements are defined as the dot product
 . (12)O𝑖𝑖′ = 𝐐𝑇𝑖 ∙ 𝐐′𝑖′ 
This can be done by selecting those elements of the O matrix, one for each row, and each 
pertaining to a different column (or vice versa), which maximize the sum of their squared 
values. In order to do that, we have used a variant of the Min-Cost algorithm82,83. 
C. Non-adiabatic derivative coupling analysis
Comparison of non-adiabatic derivative couplings  defined by eq. 4 for the different 𝒅12
trajectories is performed as follows: We first construct the matrix A of dimension 3N × K, with 
K being the number of NEXMD trajectories featuring an effective S2S1 transition. We define 
an effective S2S1 transition, or a hop, as the last S2S1 transition without further S1S2 
back-hopping during the rest of the trajectory dynamics. Matrix A is built with columns 
representing the  at the moment of effective S2S1 transition in each of the K NEXMD 𝒅12
trajectories. Thereafter, Singular Value Decomposition (SVD) of matrix A has been performed. 
That is, 
A = U・W・VT (13)
where matrix U is a 3NxK column-orthogonal matrix, and V and W are KxK diagonal and 
orthogonal matrices respectively. We denote  as the first column of matrix U with the 𝒅𝑆𝑉𝐷12
associated largest value of wi. 
A further inspection of  vectors is performed by projecting it onto the ENM(S1) and 𝒅12
ENM(S2) basis sets
    (α=1,2)               (13)𝒅12 = ∑
3𝑁 ― 6
𝑖 = 1 𝑐
𝛼
𝑖 𝐐𝛼𝑖
with = . The participation number PN of these projections is given by 84,85𝑐𝛼𝑖 𝒅12 𝐐𝛼𝑖
           (14)𝑃𝑁𝛼 = (∑3𝑁 ― 6𝑖 = 1 (𝑐𝛼𝑖 )4)
―1
 represents the number of ENMs(Sα) that contribute to . Values of   3N-6 indicate 𝑃𝑁𝛼 𝒅12 𝑃𝑁𝛼
the fully delocalized  with contributions from every ENM(Sα), whereas   1 corresponds 𝒅12 𝑃𝑁𝛼
to  being identical to a unique ENM(Sα).𝒅12
D. Vibrational energy redistribution pathways 
The vibrational energy redistribution pathways during donor-acceptor electronic energy 
transfer can be identified by using the previously developed Statistitical Minimum Flow 
(SMF)86, originally developed to analyze the vibrational energy flow in polyatomic molecules 

































using Instantaneous Normal Modes(INM). Herein, we applied it in terms of ENM(Sα) and we 
briefly outline its basic equations below.
During NEXMD simulations, at each time interval t, the effective change of total 
vibrational energy associated with a given ENM,  ( ) is monitored by the flow matrix 𝐸𝑖(𝑡) ∆𝐸𝑖(𝑡)
F(t) with diagonal elements of zero and off-diagonal elements  containing the amount of fXY(𝑡)
transferred between the X and Y ENMs.  We classify ENMs as donors (D) if  𝐸𝑖(𝑡) ∆𝐸𝑖(𝑡) < 0
or acceptors (A) if . By imposing the minimum flow criterion, that assumes that the ∆𝐸𝑖(𝑡) > 0
amount of is a minimum, we consider only the effective flows from D to A. The ∆𝐸𝑖(𝑡) 𝐸𝑖(𝑡) 








And elements  are calculated asfXY(𝑡)
    fXY(𝑡) = ― fYX(𝑡)
(16)= {    X ∈ D, Y ∈ A    0     X,Y ∈ D or X, Y ∈ A
A detailed derivation of eqs (15) and (16) can be found elsewhere86. 
E. Computational details
The NEXMD simulations were performed on the model LPPP5-PMI dyad system at 
constant energy. 1 ns of an equilibrated ground state molecular dynamics simulation at 300 K 
with Langevin friction coefficient γ=20.0 ps-1 has been employed to generate the required 
conformational sampling of initial positions and momenta for the subsequent NEXMD 
simulations.
Four hundred (400) individual NEXMD trajectories were started from these initial 
configurations by instantaneously promoting the system to the second excited state S2. A 
classical time step of 0.5 fs has been used for nuclei propagation in ground state dynamics. 
A classical time step of 0.1 fs has been used for nuclei propagation and a quantum time 
step of 0.025 fs has been used to propagate the electronic degrees of freedom for non-adiabatic 
excited state dynamics modelling.  In order to identify and deal with trivial unavoided 
crossings, we track the state identities using the Min-Cost algorithm as it has been described 
elsewhere87. Moreover, an instantaneous decoherence approach is introduced to account for 
electronic decoherence64, where the electronic wavefunction is collapsed following attempted 
hop (either successful or forbidden). More details concerning the NEXMD implementation and 
parameters can be found elsewhere88,89,90.
III. RESULTS AND DISCUSSION
Figure 1(a) depicts the chemical structure of the studied LPPP5(donor)-PMI(acceptor) 
system and the absorption spectrum, obtained from ground-state equilibrated structures at 300K, 
is displayed in Figure 1(b). There is a significant overlap between the two lowest excited states 

































absorption profiles which indicates an interaction between the states. This may affect the initial 
spatial localization of the exciton after photoexcitation to the S2 state. Nevertheless, S1 and S2 
states are mainly spatially localized on different moieties of the dyad, namely, on the donor and 
the acceptor parts, respectively. This is illustrated in Figure 1(c) which shows the localization 
of the electronic transition densities for S2 and S1 at the minimum of the ground state PES. 
As we have reported previously59, immediately after photoexcitation to the S2 state, the 
molecule experiences an ultrafast S2S1 internal conversion process (see Figure 2(a)) leading 
to an excitation transfer between donor and acceptor segments. This intramolecular electronic 
energy redistribution is confirmed by monitoring the time evolution of the fraction of electronic 
transition density localized on either the donor, , or the acceptor,  during the δαdonor(𝑡) δαacceptor(𝑡)
S2S1 electronic energy relaxation, see Figure 2(b). 
In the present work, we are interested in the vibrational energy redistribution during 
donor-acceptor electronic energy transfer. Our analysis is performed in terms of ES-ENM(Sα), 
α=1,2 that are calculated at the minimum of corresponding PESs. In cases in which the PES 
presents more than one local minima, the ES-ENM(Sα) calculation is subjected to the ambiguity 
of the energy minimum selected for their evaluation. This can lead to redefinitions, mixings and 
reassignment in their frequency ordering. Therefore, we first explore the potential impact of this 
ambiguity in our analysis. Figure S1 shows that the PES(Sα) of LPPP5(donor)-PMI(acceptor) 
present two minima as a function of dihedral angle Ф (see Figure 1(a)) between donor and 
acceptor moieties. The comparisons between the corresponded two sets of ES-ENM(Sα) (i.e. 
one set per minimum)  show that most of the modes remain equivalent and they do not require 
to be redefined or reassigned in their frequency ordering (see Figure S2). Nevertheless, for 
those normal modes that experience reordering, the reassignments according to the Min-Cost 
algorithm (see Section II. B) have been taken into account. None of the reassigned modes have 
been subsequently identified as active mode except for the 227 and 228 ENMs(S1) that have 
required switching of their frequency order. Therefore, we found that these reassignments have 
a minimum effect on our subsequent vibrational analysis of NEXMD simulations.
The values of Ф describe the relative orientations of donor and acceptor moieties. Its 
distribution in the ground state S0 across all snapshots is very broad with marginal preferential 
relative orientations at Ф65° and Ф111° as shown in the histogram of Figure 3(a).  This 
indicates quite shallow PES for the ground state, where the dihedral angle Ф is well sampled by 
thermal fluctuations at ambient conditions. The barrier between both conformations is 10.7 
meV (Figure S1) and the difference between the minima is 3.6 meV, values significantly 
lower than kT ( 25.7 meV). After 1ps of excited state dynamics, the values of Ф present a 
bimodal distribution (see Figure 3(b)) that can be adjusted to two Gaussian distributions 
centered at Ф50° and Ф130°. This bimodal distribution indicates the presence of deeper 
potential wells in the excited state PES compared to that in the ground state. Figure S1 
confirms that the conformational energy barrier in S1 state increases to 98.8meV, indicating 
that conformational changes are hindered on the excited state. Figure 3(c) highlights the 
formation of these two distributions by the time evolution of Ф during the NEXMD simulations, 
indicating that the barrier between both conformations is not crossed. Therefore, NEXMD 
trajectories can be separated in two sets according to their final value of Ф, that is, trajectories 
with final values of Ф greater or lower than 90°. This result could indicate the presence of two 
different relaxation pathways with different relaxation rates that lead to these two different final 
conformations and could require separate treatment. Nevertheless, any attempt to analyze 
separately both set of trajectories did not reveal any differential dynamics aspect between them 

































owing to symmetry of the dyad with respect to the dihedral rotation. That is, both sets present 
equivalent relaxation times and pathways. According to the relative energies of each 
conformations at the S1 state (see Figure S1), the final equilibrium population of the conformer 
centered at Ф48° is expected to be higher than the population of the conformer centered at 
Ф120°. Nevertheless, the approximately equivalent distributions centered at Ф51° and 
Ф130°, shown in Figure 3b, indicate that this is not the case after 1ps after photoexcitation. 
That is, the final conformational equilibrium should be reached at longer timescales. Despite the 
significantly lower conformational barrier of 8 meV observed on S2 state (see Figure S1), the 
ultrafast electronic energy relaxation leads the molecular system on the S1 state before any 
attempt of conformational population exchange.  In what follows we discuss results obtained for 
the complete set of the NEXMD simulations using ES-ENMs(Sα) calculated at the closest 
minimum configuration for each trajectory and performing the corresponding reassignments 
when necessary. 
The vibrational energy redistribution concomitant to the electronic energy relaxation 
after the photoexcitation of LPPP5-PMI can be monitored by evaluating the excess of 
vibrational energy that transiently accumulates in each normal mode during our NEXMD 
simualtions. This is depicted in Figure 4 that shows the time dependence of the trajectory 
averaged vibrational energy (  where i labels normal modes, see eq. 9) of the ENMs for 〈𝐸𝑖(𝑡)〉,
the S1 and S2 states. We observe that only a few normal modes, the so-called active modes, 
transiently accumulate an excess of vibrational energy transferred from electronic degrees of 
freedom during the S2S1 internal conversion process. ENMs(S2), Figure 4(c), transiently 
localize the excess of energy in less modes than ENMs(S1), Figure 4(a). The rest of the modes 
remain with  close to its initial equilibrium value  kT = 0.026 eV due to the thermostat 〈𝐸𝑖(𝑡)〉
effect in ground state sampling (Figure 4(b),(d)). At this point, it is important to stress that our 
NEXMD simulations have been performed at constant energy to avoid spurious bath effects at 
these ultrafast timescales. Therefore, the complete redistribution of the excess electronic energy 
due to S2S1 transition involves two steps. First, the electronic energy is transiently 
accumulated in a small subset of the active modes within hundreds of femtoseconds. 
Subsequently, it finally spreads among all N=300 vibrational normal modes of the molecule. 
Most of modes are inactive and seem to act as a bath of coupled harmonic oscillators to which 
the excess of energy is finally transferred on much longer timescales. The observed final 
equilibrium values of  kT, reached by all modes at 1ps after photoexcitation, indicate that 
thermal equilibrium is reached faster than the conformational equilibrium discussed previously.  
The observed transient accumulation of the excess of energy in a few normal modes can 
be a consequence of the existence of multiple pathways for donoracceptor electronic and 
vibrational energy transfer. In order to clarify this issue, we have analyzed the non-adiabatic 
coupling vectors, , defined in eq. 4.  The direction of  can be interpreted as the direction 𝒅12 𝒅12
of the force on the nuclei during the S2S1 transition (the so-called Pechukas force)11. 
Therefore, the variations among  for the different trajectories point to distinct energy transfer 𝒅12
pathways. Figure 5 (a) shows  (defined in Section II.c) and Figure 5(b) displays the 𝒅𝑆𝑉𝐷12
distribution of the overlap between  and the originals  corresponding to each NEXMD 𝒅𝑆𝑉𝐷12 𝒅12
trajectory. Herein, the first column of matrix U in eq. 13 is referred as the representative  of 𝒅𝑆𝑉𝐷12
the whole set. The distribution presents an overlap average value of 0.92. Therefore, all 
NEXMD trajectories experience the S2S1 transition through a common energy transfer 
pathway in the direction of . The projection of onto the basis of ENMs(S2) indicates 𝒅𝑆𝑉𝐷12 𝒅𝑆𝑉𝐷12  

































an overlap of 0.98 between and the 265 ENM(S2), revealing that the energy pathway is 𝒅𝑆𝑉𝐷12  
mainly dictated by this mode. Figure 5(c) shows the distribution of values of participation 
number  (defined by eq. 14) obtained from the set of  at the moment of effective S2S1 𝑃𝑁𝛼 𝒅12
transition for each NEXMD trajectories. While  vectors are superimposed by several 𝒅12
ENMs(S1) ( ), they are highly localized on one single ENM(S2), that is, the 265 𝑃𝑁1 ≈ 10 ― 15
ENMs(S2) ( ). That is, the energy relaxation of LPPP5-PMI takes place through a 𝑃𝑁2 ≈ 1
unique relaxation pathway described by a single ENMs(S2) that engages multiple ENMs(S1). 
At this point it is important to note that results analyzed in terms of the effective 
simulation time, as the ones shown in Figures 4, are not the most adequate to elucidate the 
vibrational energy transfer process. This is because the S2S1 electronic energy transfer takes 
place at different times during NEXMD trajectories, hiding details related the concomitant 
mechanism of vibrational energy redistribution. In order to gain a better insight on the 
vibrational energy flux during the S2S1 electronic energy transfer, we monitor  as a 〈𝐸𝑖(𝑡)〉,
function of delay time,   = t –thop, relative to the hopping time from S2 to S1 potential energy 
surface. Active normal modes can be identified by analyzing the maximum value of 〈𝐸𝑖( )〉 
reached by each mode during our NEXMD simulations ( . In this way, each mode 〈𝐸𝑚𝑎𝑥𝑖 ( )〉)
can be associated to its corresponded  and, therefore, a distribution of the relative 〈𝐸𝑚𝑎𝑥𝑖 ( )〉
probability for these values is built and fitted to a Gaussian distribution. A normal mode is 
defined as active if its maximum value of  is at +2 (being  the standard 〈𝐸𝑚𝑎𝑥𝑖 ( )〉
distribution) of the distribution of  values for all the modes. The corresponding 〈𝐸𝑚𝑎𝑥𝑖 ( )〉
distributions of  for either ENMs(S1 ) and ENMs(S2) are shown in Figure S3. Tables 〈𝐸𝑚𝑎𝑥𝑖 ( )〉
1 and 2 present the list of ENMs(S1) and ENMs(S2) respectively that fulfill this criterium. They 
represent the modes with the most significant transient accumulation of vibrational energy. 
Figure 6 shows  for these selected active modes from this set. We can classify them as 〈𝐸𝑖( )〉
initial (I) (Figure 6(a)), earlier (E) (Figure 6(b)), and late (L) excited active modes (Figure 
6(c)).  The I modes correspond to those modes that are vibrationally excited at the moment of 
the S2S1 electronic energy transfer. These modes transfer their energy to the E modes in a 
wave-like manner.  Finally, L modes represent a set of active modes whose excess of energy 
larger than kT appears due to the vibrational energy redistribution on S1 state PES, not due to 
‘inheritance’ of energy from I modes. 
 Energy-wise, the active modes are middle to high-frequency vibrations, most of them 
lay within the [1500, 2000] cm-1 region. They represent a set of modes with distinctly different 
spatial localization. Tables 1 and 2 show the fraction of each i-th active normal mode on the 
donor, calculated as . The high-frequency 265 ENM(S2) (=2378 cm-1) is the I ∑
3𝑁
𝑗 ∈  donor(𝑙𝛼𝑗𝑖)
2
active mode with the strongest participation in the intramolecular energy transfer. This mode is 
delocalized between donor and acceptor moieties, having 0.6 of localization in the donor. Its 
delocalization between both moieties guarantees the donor-acceptor vibronic coupling required 
for an effective energy transfer. 235 ENM(S1) (=1622 cm-1) and 239 ENM(S2) (=1685 cm-1) 
are the main E active modes. As expected for the E modes, they are mainly localized on the 
acceptor moiety, having only 0.11 and 0.24 of delocalization fraction to the donor, respectively.  
It is interesting at this point to examine the correspondence between the sets of 
ENMs(S2) and ENMs(S1) by analyzing the O matrix after its rearrangement using the Min-Cost 
method (see Section II. B). Figure 7 shows the O matrix. We notice that most of the modes 
have singular one-to-one correspondence in the two states. The exceptions are vibrations 

































previously identified as active modes. This is the case of 265, 239 and 235 ENMs(S2) that are 
actually superimposed by several ENMs(S1). These features explain the main differences in the 
transient accumulation of the excess of vibrational energy between active ENMs(S1) and 
ENMs(S2) shown in Figures 4(a) and (c). In the particular case of the 265 ENM(S2), it is 
expanded among  20 ENMs(S1) including all the active ENMs(S1) listed in Table 1. 
Let us now to quantify the two evaluated criteria that contribute to systematically 
identify and characterize the active modes: (i) the contribution of each normal mode to the 
direction of NACR12 during electronic transitions, quantified by considering those normal 
modes that are within the first  modes ordered in decreasing values of in all 𝑃𝑁𝛼 〈(𝐐𝛼𝑖 ∙ 𝒅12)2〉 
trajectories; (ii) the transient accumulation of excess energy in individual normal modes, 
quantified by considering those normal modes whose values of  are at +2 of the 〈𝐸𝑚𝑎𝑥𝑖 ( )〉
distribution of  values for all the modes. Tables 1 and 2 summarize these values for 〈𝐸𝑚𝑎𝑥𝑖 ( )〉
active modes defined according to both criteria. A significant overlap between both criteria, 
shown for ENMs(S1), indicates that normal modes that contribute the most to the direction of 
NACR12 commonly correspond to the ones that transiently accumulate the largest amount of 
excess of vibrational energy. Nevertheless, the identities of these modes significantly change 
according to the PES on which the ENMs are evaluated. Both criteria do not overlap and 
actually they complement each other for ENMs(S2), where 265 ENM(S2) is the unique I active 
mode. 235 and 239 ENMs(S2) are E active modes that do not participate of the direction of 
energy transfer. 
Once active normal modes have been identified, we can analyze their contribution to the 
non-adiabatic coupling terms (NACT12) defined as . NACT12 values are ultimately 𝑹 ∙ 𝒅12
responsible for the change of electronic populations on time (see eq. 3). In order to do that, 
NACTαβ can be expressed as    
             (17)NACT𝛼𝛽 = ∑
3𝑁 ― 6
𝑖 = 1 𝐐
𝛼
𝑖 ∙ 𝒅𝛼𝛽
and eq. 13 is used in order to express   onto the ENM(Sα), being α,β=1,2. Tables 1 and 2 𝒅𝛼𝛽
show the average of the absolute values of the different contributions  for the set of 〈|𝐐𝛼𝑖 ∙ 𝒅12|〉
selected active modes. In all cases, active ENMs(S1) are within the ones that contribute the most 
to NACT12 during electronic transitions, indicating that active normal modes are within the 
main nuclear motions that couple both states. Besides, this analysis confirms that 235 and 239 
ENMs(S2), previously identified as E modes, do not contribute to the coupling between states.  
Finally, it is important to point out that active normal modes are modes that experience 
the largest energy exchange during S2S1 transitions. This can be quantified by the values of 
their average change of kinetic energy during S2S1 effective hops ( , expressed in 〈ES2 S1𝑖 〉)
% of the total kinetic energy redistributed over all modes (see Tables 1 and 2). As it is 
expected, while the energy is spread among the several active ENMs(S1), the energy transfer is 
funneled mainly through the 265 ENM(S2).
In order to further explore the vibrational energy redistribution during donor-acceptor 
electronic energy transfer, the SMF method86 , previously described in Section IID, has been 
applied. Figure 8 shows the accumulated flux for active modes arranged as bundles of I, E, and 
L active modes, previously classified in Figure 6. The SMF method has been applied using 
either ENMs(S1) and ENM(S2). In both cases, two different vibrational energy redistribution 

































pathways can be observed: (a) a direct I L transfer pathway,  in which the I active modes 
transfer their excess of vibrational energy directly to the L active modes, and (b) a sequential  
IE L transfer pathway in which the energy flow through the intermediate E active modes. 
Figure 8 shows that the sequential pathway represents the main mechanism of intramolecular 
vibrational energy redistribution during donor-acceptor electronic energy transfer, being the 
direct I L transfer almost negligible when ENM(S2) are considered. 
  A qualitative picture of the donoracceptor vibronic energy transfer that takes place 
during the S2S1 internal conversion can be described as following: The process takes place 
through a unique pathway, involving a common principal direction of energy flux in the S2 PES. 
This direction is defined by the 265 ENM(S2), which is the main vibrational mode coupled to 
the donoracceptor energy transfer. After S2S1 transition, the excess of vibrational energy 
becomes distributed across multiple vibrational motions on the S1 PES, that ultimately relax to 
the rest of the nuclei degrees of freedom of the molecule. 
IV. CONCLUSIONS
Non-adiabatic excited state molecular dynamics calculations have been performed on a 
model donor-acceptor system to decipher the role of vibrational energy redistribution during the 
S2S1 internal conversion process. While the S2 state is mainly localized on the donor moiety, 
the S1 is localized on the acceptor unit. Therefore, an ultrafast S2S1 (i.e. donoracceptor), 
both electronic and vibrational energy transfer takes place immediately after photoexcitation.  
Our analysis of vibrational energies associated with individual normal modes, calculated 
on the S1 and S2 PES, indicates that only a few normal modes, the so-called active modes, 
transiently accumulate an excess of vibrational energy. These active modes are distinguished by 
the most significant rearrangements and mixing according to the PES on which they are 
obtained. The remaining molecular vibrations seem to act as a bath of coupled harmonic 
oscillators, which ultimately absorbs the excess energy. 
The intramolecular vibrational energy transfer takes place through two distinguished 
pathways: direct and sequential, involving a common principal direction of energy flux in the S2 
PES. This direction is given by a singular high-frequency ENM(S2), which immediately accepts 
a significant electronic energy and is responsible for the donoracceptor vibrational energy 
transfer. This mode is completely delocalized between the donor and acceptor moieties and its 
direction is roughly aligned with the non-adiabatic coupling vector. Once the excess of 
vibrational energy is transferred to the S1 PES, it becomes scattered among several ENMs(S1) 
mainly localized on the acceptor segment. These modes finally relax by distributing their 
energy to later excited modes and ultimately to the rest of the molecular vibrations. 
Two criteria contribute to systematically identify and characterize the subset of 
vibrational normal modes that actively participate on the electronic relaxation: the overlap of 
individual normal modes with the direction of NACRαβ during electronic transitions and their 
transient accumulation of excess energy during the subsequent intramolecular vibrational 
energy redistribution. Both criteria provide complementary information. Future analysis of 
other molecular systems featuring energy transfer channels will elucidate to which extent our 
findings relate to changes in the efficiency of donoracceptor energy transfer. Nevertheless, 
these results clearly single out the importance of a specific vibrational motion of the donor and 

































the corresponding excited state normal mode in principle could be treated quantum-
mechanically. We recognize that this may improve energy transfer simulations by including 
quantum effects such as tunneling and vibrational quantum transfer.
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Table 1. Active ENMs(S1) defined as (i) those normal modes whose values of 
 are at +2 of the distribution of  values for all the modes and as (ii) those〈𝐸𝑚𝑎𝑥𝑖 ( )〉 〈𝐸𝑚𝑎𝑥𝑖 ( )〉
normal modes that are within the first  modes ordered in decreasing values of 𝑃𝑁1
in all trajectories. Only modes that fulfill any of these criteria are listed. 〈(𝐐1𝑖 ∙ 𝒅12)2〉
 represents the average change of kinetic energy for the ith mode during  S2S1〈ES2 S1𝑖 〉
effective hops, expressed in % of the total kinetic energy redistributed over all modes. 
is the root mean square, calculated over all the trajectories, of the overlap (inner 〈(𝐐1𝑖 ∙ 𝒅12)2〉  
product) between and of evaluated at the moment of effective S2S1 transitions (hops). 𝐐1𝑖  𝒅12 
 is the average of the absolute value of the contribution of each ith active modes to 〈|𝐐1𝑖 ∙ 𝒅12|〉
. 𝒅12









〈(𝐐1𝑖 ∙ 𝒅12)2〉 〈|𝐐1𝑖 ∙ 𝒅12|〉
227 (1579) 0.073 0.93 7.2 0.31 0.30
231 (1597) 0.057 0.39 4.2 0.24 0.18
235 (1622) 0.088 0.11 4.2 0.25 0.20
250 (1773.8) 0.052 0.56 7.6 0.29 0.23
251 (1774.5) 0.046 0.42 13.9 0.27 0.19
252 (1776.4) 0.048 0.00 2.3 0.24 0.17
258 (1818) 0.087 1.00 22.2 0.45 0.40
Table 2. Same as Table 1 but for active ENMs(S2). 
mode #         
( [cm-1])





〈(𝐐2𝑖 ∙ 𝒅12)2〉 〈|𝐐2𝑖 ∙ 𝒅12|〉
235 (1646) 0.048 0.11 0.0 0.01 0.01 
239 (1685) 0.094 0.24 0.0 0.02 0.01 
265 (2378) 0.287 0.59 85.9 0.93 0.89
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Figure Captions
Figure 1. (a) Chemical structure of the LPPP5(donor)-PMI(acceptor) dyad system. The 
dihedral angle Ф that connects both moieties is defined; (b) Calculated equilibrated absorption 
spectrum of the LPPP5-PMI dyad at 300K showing contributions from the two lowest excited 
states; (c) Initial localization of the electronic transition densities for the two lowest excited 
states. Spatial distribution of electronic transition densities for S1 and S2 states calculated at the 
ground-state energy minimum.
Figure 2. (a) Time evolution of the average populations of electronic excited states during 
NEXMD simulations;  (b)  time evolution of the fraction of electronic transition density 
localized on the LPP5 donor and the PMI acceptor. Short time dynamics are shown as insets.
Figure 3. Histogram of the dihedral angle Ф values (a) at the beginning (t=0 fs), and (b) at the 
end (t=1ps) of NEXMD simulations. Dashed lines represent Gaussian fitting centered at (a) 66° 
and 111° and (b) 51° and 130°. (c) time evolution of the contour density plot of Ф during the 
NEXMD simulations.  
Figure 4. Evolution in time of the average over all NEXMD trajectories of vibrational energy, 
〈Ei (t)〉, associated to (a) active ENMs(S1) and (b) the rest of ENMs(S1). (c) and (d) show the 
same as panels (a) and (b) but for ENMs(S2).
Figure 5. (a) Direction of ; (b) distribution of the overlap between  and the originals 𝒅𝑆𝑉𝐷12 𝒅𝑆𝑉𝐷12
 corresponding to each NEXMD trajectory; (c) distribution of values of  obtained from 𝒅12 𝑃𝑁𝛼
the set of  at the moment of effective S2S1 transition in each NEXMD trajectories. 𝒅12
Figure 6. Average vibrational energy Ei during the NEXMD simulations as a function of delay 
time,  = t –thop, relative to the moment of non-adiabatic S2S1 transition for (a) donor, (b) 
acceptor, and (c) late excited active modes. Dashed lines correspond to ENMs(S2) and solid 
lines to ENMs(S1).
Figure 7. Contour plot of the overlap matrix O connecting the ENMs(S2) and ENMs(S1). The 
sizes of the bubbles are proportional to the values of elements. The different ENM(S1) O𝑖𝑖′ 
contributions to the main active ENM(S2) are indicated in red for 265 ENM(S2) and blue for 
235 and 239 ENM(S2).
Figure 8.  Accumulated flux for donor (D), acceptor (A) and late excited (LE) active modes 
computed uing the SMF method.
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