Abstract Cascades of boosted ensembles have become popular in the object detection community following their highly successful introduction in the face detector of Viola and Jones. Since then, researchers have sought to improve upon the original approach by incorporating new methods along a variety of axes (e.g. alternative boosting methods, feature sets, etc.). Nevertheless, key decisions about how many hypotheses to include in an ensemble and the appropriate balance of detection and false positive rates in the individual stages are often made by user intervention or by an automatic method that produces unnecessarily slow detectors. We propose a novel method for making these decisions, which exploits the shape of the stage ROC curves in ways that have been previously ignored. The result is a detector that is significantly faster than the one produced by the standard automatic method. When this algorithm is combined with a recycling method for reusing the outputs of early stages in later ones and with a retracing method that inserts new early rejection points in the cascade, the detection speed matches that of the best hand-crafted detector. We also exploit joint distributions over several features in weak learning to improve overall detector accuracy, and explore ways to improve training time by aggressively filtering features.
Introduction
Object detection is one of the classic problems in computer vision, having applications to surveillance, robotics, multimedia processing, and HCI. Developing a generic object detection system is still an open problem, but there have been important successes over the past several years for some visual patterns. Among the most influential systems is the face detector of Viola and Jones (2004) , which can be credited with the widespread popularity of cascaded detectors.
The face detection problem involves not only identifying the presence of face in an image but determining its position and scale as well. The Viola-Jones detector accomplishes this by a brute-force search, deciding independently whether each subwindow of a fixed size in an image pyramid is a face. 1 As a consequence of the inherently large number of subwindows that must be examined, face windows will be rare even when the input image contains many faces. As a result, object detection in vision is an example of a rare event detection problem.
In order to support practical applications such as realtime video analysis, face detectors must be fast as well as accurate. Since the time it takes to process an image is proportional to the time it takes to classify a single subwindow, the computational cost of the subwindow classifier determines the overall speed of the face detection system. The cascade of boosted ensembles (CoBE) architecture, introduced in Viola and Jones (2004) , leverages the fundamental rarity of the face class relative to the background class to achieve very efficient detection. The core elements in the CoBE architecture are
• the cascade structure, which enables the detector to be fast by quickly rejecting windows that are clearly not faces; • a bootstrapping procedure that enables the detector to achieve false positive rates on the order of 10 −7 without training on ten million examples at once; • the use of Adaboost (Freund and Schapire 1997) to combine weak hypotheses, based on single features, into strong ones; • the use of a large but quickly computed set of features, which allow accuracy and detection speed to be traded off in small pieces.
In this work, we explore ways of improving the detector's speed, accuracy and training time. Our major contribution is in the area of testing speed, where we present a fully automatic way to decide how many hypotheses to include in each stage's ensemble and where to place the decision threshold. This method achieves a dramatic improvement over the standard procedure of Viola and Jones (2004) by
• more fully exploiting detection versus false positive rate trade-offs in the individual stages of the cascade (Sect. 5), • recycling information from previous stage ensembles to reduce the number of features required in subsequent ones (Sect. 6), • retracing the cascade once it has been trained to split existing stages into two or more smaller ones in order to reject more instances with less computation (Sect. 6.2).
The combination of these ideas allows us to produce detectors that are competitive with the best hand-crafted solutions in both speed and accuracy. We also show that combining multiple features into individual weak hypotheses produces detectors with improved accuracy (Sect. 7). We explore feature filtering as a means to improve the training time of CoBEs (Sect. 8).
Architecture Overview
A CoBE detector is a cascade of increasingly specialized stages, each one being trained to reject the false positives of previous stages, while detecting all positive instances. A summary of the architecture is illustrated in Fig. 1 . When an instance enters the detector, it is examined by the first stage, which either rejects the instance immediately, or passes it on to the next stage for further scrutiny. This process is repeated for subsequent stages until the instance is either rejected or the final stage accepts it ( Fig. 1(a) ). An individual stage consists of an ensemble of weak classifiers, whose outputs are combined by a weighted vote ( Fig. 1(b) ). Each weak classifier ( Fig. 1(c) ) is based on a small subset of the image features, which can be any function computed over a sub-window of the image ( Fig. 1(d) ).
To express the architecture mathematically, let X be the instance space of detection windows. The cascade consists of a sequence of stages {s i } N i=1 , each of which has a set of weak classifiers {h ik } M i k=1 and a threshold θ i such that for all x ∈ X s i (x) = tφ i (x) > θ i u,
where
In (1), we use t·u as the indicator function. We also follow the convention of using confidence rated classifiers that return an unbounded real value, instead of {0, 1} or {−1, 1}, removing the need for a weighting coefficient. 2 The hypotheses for the entire cascade can then be expressed as N i=1 s i (x) . It is important to note, however, that while a stage concept s i is defined over all X, it will only ever be applied to the subset of instances not rejected by previous stages. Thus, a stage that performs well on such a subset could conceivably perform poorly on all of X and still fulfill its role in the detector. 
Until
(a) the ROC curve on validation data is deemed "acceptable", or (b) the maximum ensemble length is reached. 6. Add a stage to the cascade consisting of the weak hypotheses {h ik } M i k=1 and threshold θ i . Fig. 1 The CoBE architecture from the high level cascade to the low level features
An outline of the learning procedure for CoBEs is provided in the LEARN-COBE algorithm. Note that the stages are trained one at a time, starting from the first stage of the cascade. Moreover, each stage is trained only on examples which are passed by all of the preceding stages. The main contribution of our work is in defining criteria for
• the notion of "acceptable" in Step 5a and • the "best" operating point in Step 4c, and in showing how to meet these criteria. This creates a fully automatic procedure for training detectors that are both fast and accurate. We also show that combining several simple features into one weak hypotheses in Step 4a improves the accuracy of the detector over the original approach of using single feature hypotheses, and that training time can be improved by aggressive feature filtering in Step 2.
Previous Work
A variety of prior works have explored the idea of a stagewise testing strategy for object detection. Following on the early work of Amit and Geman (1999) on hierarchical classifiers for object detection, Blanchard and Blanchard (2005) developed a theory of optimality for hierarchies of tests. The cascade classifier is an example of a decision list, which was developed by Rivest in (1987) and explored further by Anthony in (2004) . Other early works which adopt a test and reject approach include Baker and Nayar (1996) , Keren et al. (2001) , Romdhani et al. (2001) , Heisele et al. (2001) , Elad et al. (2002) . The neural network-based face detector of Rowley et al. (1998) utilized a two-stage approach to improve detection speed. More recently, Osadchy et al. (2005) have developed a real-time multi-view face detector which simultaneously estimates facial pose. The speed of their classifier is the result of fixing the number of feature detectors in a convolutional network and optimizing the detection performance through gradient-based learning. In contrast to these previous works, our goal is to identify the fundamental properties of the cascade architecture and develop fully-automatic learning methods. The remainder of this section is focused on those works which have adopted the CoBE approach.
Cascade Learning
The major algorithmic contribution of this paper is a novel method for cascade learning. Specifically, our method provides a principled mechanism for choosing the stage thresholds and deciding how many hypotheses to include in a stage. The original approach of Viola and Jones (2004) rigidly fixes a goal detection rate for the stages and adds hypotheses to the ensemble until a goal false positive rate is met. We show that this strategy is one instance of a more general set of strategies for cascade learning. We present a mathematical characterization of the space of possible strategies and demonstrate that by making use of the full solution space we can jointly optimize for classification performance and computational cost. Preliminary versions of this work appeared in Sun et al. (2004) , Brubaker et al. (2006) . 3 Chen and Yuille (Chen and Yuille 2005) propose a method to learn the fastest cascade classifier that satisfies certain accuracy criteria. Each stage is constrained to detect all positive examples. This strategy makes it easy to trade-off the amount of computation per stage against the stage's false positive rate. In contrast, we obtain a larger solution space for cascade learning by exploiting the tradeoff between detection and false positive rates for multiple operating points.
Huitao Luo has developed a method for adjusting the stage thresholds after the full cascade has been trained (Luo 2005) . While the success of this method illustrates the importance of the stage thresholds for classification performance, it does not address how the thresholds should be chosen in the cascade training phase, which critically influences the bootstrapped data, or when it is appropriate to begin training a new stage.
Other relevant work includes the Waldboost approach of Šochman and Matas (2005) , which uses an adaptation of Wald's sequential probability ratio test to set stage thresholds. Our approach leads to a similar cascade structure, through the method of ensemble score recycling which we describe in detail in Sect. 6.
Recycling is based on the observation that even after an ensemble has been used to reject some examples, the ensemble score still contains valuable information about the class label. Xiao et al. (2003) exploit this observation when training a stage ensemble, by starting with the ensemble of the previous stage before adding new hypotheses. This method is equivalent to using a single ensemble where, during evaluation, instances with partial scores below specified thresholds are rejected (as in Šochman and Matas 2005) . A related approach is outlined in Bartlett et al. (2003) . The method in Xiao et al. (2003) also reweights weak hypotheses using the theory of support vector machines and prunes weak hypotheses from the ensembles. In Sect. 6, we show that the recycling method by itself provides significant benefits, resulting in improved classifier speed with no loss in accuracy.
Weak Learning
The impact of using more sophisticated weak learners has been previously explored by Liu and Shum (2003) and Lienhart et al. (2002) . The former found that using KL-boost combined with weak classifiers based on histograms of 1D projections in feature space improved detection performance over the original approach. More closely related to our work is Lienhart et al., in which the single feature thresholdbased hypotheses (stumps) are replaced with CART based hypotheses. In contrast to our results in Sect. 7, their findings suggest that CART offers only a modest improvement in accuracy. 4 Another way to change the weak learner is to change the feature set. Lienhart et al. (2002) proposed another Haarlike feature set including diagonal features that can also be quickly computed via an integral image. Liu and Shum (2003) added Gaussian features and other wavelet-like features to the pool. Froba and Ernst (2004) used a modified census transform and achieved competitive performance using only three cascade stages. Levi and Weiss (2004) also achieved state of the art performance using a small number of training examples with features based on edge orientation histograms. In contrast to these prior works, we employ the standard feature set from Viola and Jones (2004) in all of our experiments. This facilitates the experimental comparison to previous work, allowing us to focus on other aspects of CoBE training.
AdaBoost Alternatives
Much of the early research on the CoBE architecture focused on the boosting algorithm. In their 2002 paper, Viola and Jones observe that the goal of a stage in the cascade is not to minimize error, but to retain very high detection rates, while accepting modest false positive rates if necessary (Viola and Jones 2002) . They propose Asymmetric Adaboost, which changes the boosting reweighting procedure to keep most of the weight on the positive examples (instead of treating positive and negative examples equally), ensuring that a high percentage is detected by each weak classifier.
In a more dramatic change, Wu et al. (2004) use forward feature selection (FFS), which does not re-weigh the data between iterations, but instead greedily chooses the hypothesis that most improves the performance of the entire ensemble. Wu et al. (2005) introduce the Linear Asymmetric Classifier (LAC) algorithm, which is used to re-weigh hypotheses after they have been selected by FFS or Adaboost. 4 Two differences in methodology that may explain this discrepancy are 1. Lienhart et al. (2002) use of post-processing parameters in generating the cascade ROC curves instead of changes to the final stage threshold. 2. It is not clear if Lienhart et al. (2002) use a validation set to determine the stage thresholds. One would expect that using CART trees would generate a larger discrepancy between the distributions of training and testing scores.
Like Asymmetric Adaboost, this method is designed for the requirements of classification in the cascade context. Li and Zhang have proposed another alternative boosting algorithm in their paper on FloatBoost (Li and Zhang 2004) , which instead of greedily adding hypotheses to the ensemble, allows backtracking to eliminate the less useful or even detrimental hypotheses. In other respects, the algorithm proceeds as RealBoost.
Because our focus is on the overall cascade learning strategy, we employ Realboost in all of our experiments.
CoVEs
The CoBE family of detectors is a subset of the larger family of cascades of voting ensembles (CoVEs). By a voting ensemble, we mean a classifier of the form t k h k (x) > θ u, 5 where x is an instance and h k returns an unbounded real. The voting ensemble has the same form as the boosted ensemble in (1) and (2), but the h i need not be weak classifiers formed by boosting. Included in the larger CoVE family are the cascade of semi-Naive Bayes classifiers used by Schneiderman (2004) ; the cascade of linear classifiers of Keren et al. (2001) and Elad et al. (2002) ; and the cascades of SVMs used by Heisele et al. (2001) , by Romdhani et al. (2001) , and by Kienzle et al. (2005) , with the latter two using a method similar to the recycling method of Sect. 6. The cascade learning algorithm that we describe and some of our empirical results may have implications for these architectures as well for CoBEs.
Hierarchical Learning
Zhuowen Tu has proposed a probabilistic tree classifier consisting of a binary tree in which each node is an Adaboost ensemble (Tu 2005) . During testing the tree is traversed from root to leaf in a probabilistic fashion and the final decision is based on the confidence of the leaf, averaged over traversals. This is a substantially different approach from the CoBE.
More broadly, our work is related to other hierarchical models such as those of Blanchard and Blanchard (2005) and Gangaputra and Geman (2006) , though it differs from theirs in several key respects. For instance, this previous work assumes a multi-resolution hierarchical structure. In practice, this means that the training data for faces is annotated with additional information about the position, scale and orientation of the face within the detection window. This multi-class decomposition is used to help construct the detector hierarchy in Gangaputra and Geman (2006) . The claims to optimality of the decomposition in Blanchard and Blanchard (2005) also rest on the assumption that the stage outputs are independent for the background class. We make no such assumption in our work, as the output of our stages is highly dependent in practice.
Computational Cost of Cascade Classifiers
The advantage of the cascade architecture is that it is fast for rare-event problems like face detection. The speed of the cascade is the result of its ability to reject a high percentage of the negative examples in the first few stages.
This computational advantage is illustrated in Fig. 2 , which shows the computational load as a function of image location. Fleuret and Geman have used a similar illustration in their work (Fleuret and Geman 2002) . Starting from a black background, every subwindow examined by the detector contributes an amount of intensity proportional the number of features applied to that window. For the smallest windows, this intensity is concentrated in a single pixel at the center of the window; for larger windows, it is spread out over a proportionally larger area. Notice how the load is low in areas that are clearly not faces, but is higher near faces. A major goal in designing a cascaded detector is to ensure that the load in the non-face areas is no larger than necessary to ensure accurate results.
In Sects. 5.3 and 6, we discuss two methods that improve the run-time of cascade detectors with little or no loss in accuracy. To analyze these methods and show how the efficiency is gained, we define a way of assigning computational cost to the stages of the cascade.
The run-time computational cost of a cascade is typically measured as the expected number of applied features (Viola and Jones 2004) . If the stages i = 1, . . . , N pass fractions p i of the instances they receive to the next stage and apply M i features, then the expected computational cost or load T is given by
We decompose this computational cost by partitioning it among the stages. We say that a stage decides an instance if it does not pass it on, either by rejecting the instance as a non-face, or by accepting the instance as a face, if the stage is the terminal one. Thus, each instance is decided by exactly one stage, and p N = 0 because the final stage decides Notice that the most intensive computation is reserved for the locations that most resemble faces all instances that it receives. We assign the entire computational cost of deciding an instance to the stage that decides it, including the cost of features belonging to previous stages. This way of accounting computational cost will make it more clear why our cascade learning and the recycling methods produce faster detectors.
Mathematically, we can express the expected cost of stage i as
is the fraction of all instances decided by stage i. We refer to E [T i ] as the expected computational load for stage i in the cascade. Summing the load over all stages gives the total expected computational cost of the cascade in the familiar form of (3)
where the last equality holds because the sum over i telescopes.
Our decomposition of the expected load can give insight into how the cascade operates. Figures 3a and 3b illustrate the use of these definitions in assessing the efficiency of the cascade. The gray bars of Fig. 3a show the number of decisions r i taken by the various stages of a 24 stage cascade applied to the CMU-MIT testing data set. 6 From (5) we see that for a constant p i in every stage we would expect an exponential decrease in r i with i, similar to what is observed in the figure. On a separate y axis in the plot of Fig. 3a , the black bars illustrate the quantity i k=1 M k , which is the number of features that are applied to an input which is decided by stage i. As we move deeper in the cascade, the negative examples more closely resemble the positive ones, giving the curve its super-linear shape. Figure 3b shows the load for each stage in the cascade. From (4), the load for each stage is the product of the number of decisions it makes and the number of features that are necessary to make each decision. Thus the bars in the graph of Fig. 3b correspond to the element-wise products of the grey and black bars in Fig. 3a . Note that all of the input patterns which are classified as faces will be decided by stage 24, resulting in a small spike in the number of decisions which are made at that stage. This spike is clearly visible in the load plot of Fig. 3b . 7 Clearly, the number of applied features increases monotonically with the number of stages, so it is advantageous to have more decisions made by the early stages. That being the case, it is also advantageous to reduce the number of features that are applied in the early stages-as long as it doesn't decrease the number of decisions. We show how Fig. 3 a The number of decisions (gray) decreases in an exponential fashion for later stages, while the number of features applied (black) increases in a superlinear fashion. b The product of the decisions and features from a is the load the former principle is exploited by our novel approach to cascade learning in Sect. 5.3 and the latter by the recycling approach of Sect. 6.
Cascade Learning
Cascade learning is best thought of as a constrained minimization problem. The computational cost is minimized subject to constraints, expressed as a maximum false positive rate F g , a minimum detection rate D g , and a maximum number of stages N g . Although there can be no formal guarantees about the optimality of the LEARN-COBE approach, 8 it has been demonstrated in practice to produce fast and accurate detectors.
Any particular algorithm following the LEARN-COBE outline must have two key components:
1. A predictive model for the accuracy of stages that have yet to be trained. 2. A planner which finds a set of stage operating points that satisfy the accuracy constraints defined by F g , D g and N g , while minimizing the computational cost.
Together these two components must define the notions "acceptable" in Step 5a and "best" operating point in
Step 4c of the LEARN-COBE outline. In training stage i, the predictive model is based upon the performance of the current cascade (defined by stages 1 to i), as measured by a holdout set. The predictive model is used to connect the training decisions for stage i to the performance of a full N -stage cascade. 9 As we will see, the ability to make predictions about future stages in the cascade involves an assumption of repeatability. In essence, cascade training methods assume that the classification performance which is possible for a stage i can also be achieved for future stages in the cascade as well. Using the predictive model, the planner chooses operating points for stages i to N that will ensure that accuracy requirements for the cascade are met, while minimizing the computational cost of the detector. An effective heuristic for minimizing the computational cost of the cascade is to use the minimum number of features within each stage that are required to meet the accuracy requirements. Incrementally minimizing the cost of each stage in sequence is a reasonable heuristic, as the cost of hypotheses in later stages is mitigated by the fact that they will be applied to fewer instances. Given a complete plan for training stages i through N of the cascade, we follow the plan for stage i and then replan once we have acquired the bootstrapped training data for stage i + 1.
In order to achieve the overall accuracy goals for the cascade, the training process must produce a set of stage classifiers with operating points
where f i and d i are the false positive and detection rates of stage i on instances that stages 1, . . . , i − 1 do not reject. Note that the product form in these equations does not involve any assumption of independence; instead, it comes from a factorization of the probability that all stages accept an instance:
where y is the class label. It follows that a plan for a cascade can be expressed as a series of operating point targets that must be achieved in each stage. More precisely, we define a feasible region in the f, d operating point space and require that each stage operating point f i , d i lie inside this region. In Sect. 5.1, we show that the original cascade learning algorithm of Viola and Jones can be interpreted as a fixed goal planning strategy using a rectangular feasible region. We then introduce the notion of a cascade indifference curve in Sect. 5.2, and a corresponding 1-point planning algorithm that gives improved performance. Finally, in Sect. 5.3 we introduce a more flexible and general 2-point planning algorithm and show that it is optimal given our predictive model.
Fixed Goal
The most obvious way to ensure that (6) and (7) are satisfied is to set fixed false positive and detection rate goals of
for every stage. (6) and (7) are satisfied. This observation leads to the fixed goal approach outlined in Jones (2002, 2004) . We visualize this training process in Fig. 4 , which examines a hypothetical first stage. Stage ROC curves are shown for the ensemble as the number of hypotheses (M) is increased. As more hypotheses are added, the classifier becomes better, moving the available operating points toward the upper left corner. Note that it is natural to think of the ROC curve as a set of discrete points in this context, as the set of values that the ensemble can assume is a discrete set. When at least one of these points falls in the rectangular feasible region defined by f ≤ f g and d ≥ d g , the threshold is set to give the stage the performance of the feasible point with the lowest false positive rate. Note that this strategy minimizes the computational cost of detection, in the sense that no more hypotheses are included in the current stage than are necessary for the accuracy to be acceptable. This heuristic of minimizing computational cost by minimizing the size of the ensemble is utilized in all of the cascade learning methods that we will discuss.
It is useful to analyze the predictive model and planning components of the fixed goal strategy in more detail. Here the predictive model relies on what we call the weak repeatability assumption: "If an operating point f i , d i can be achieved at a stage i, then the same operating point can be achieved at all subsequent stages, possibly at the cost of a larger ensemble." Without this assumption, the fixed goal approach would not be viable as there would be no assurance that subsequent stages could achieve the necessary accuracy.
The fixed goal planner examines each point f i , d i on the ROC curve and checks whether the point is feasible. If no point is feasible, then the current performance is deemed not "acceptable" in Step 5a of LEARN-COBE and another weak hypothesis is added to the stage classifier. 10 On the other hand, if one or more points is feasible, the planner picks one by choosing the feasible point with the lowest false positive rate. This choice corresponds to selecting the "best" point on the ROC curve in Step 4c. A plan for training the rest of the cascade is then formed by repeating this best point in every subsequent stage. This plan is valid under the weak repeatability assumption.
Modified Fixed Goal Method
Although it is common practice to set the stage goals to constant values for all stages, it is also possible to update the goals after each stage is trained to account for the actual performance of the partially trained cascade. Suppose that f 1 , d 1 is the performance of the first stage. In order to achieve the cascade goal, the collection of subsequent stages must achieve F g /f 1 , D g /d 1 on instances not rejected by the first stage. In general, if f, d is the operating point of a stage that has just added to the cascade, we may assign
to define a new set of goals and maximum number of stages for the remaining part of the cascade. By recursively updating F g , D g , and N g and substituting into (8) and (9), we can adapt the feasible region during training. This recursive formulation also allows us to treat all stages as though they were the first stage of a cascade. We can unroll the recursion to obtain explicit formulas for the stage goals. For example, the false positive constraint for stage i + 1 can be expressed as
, where F g is the original cascade goal and F i = i k=1 f k is the false positive rate of the partial cascade through stage i. In the remainder of this paper we will employ the recursive approach to simplify the presentation.
Cascade Indifference Curve and 1-Point Planning
In this section, we introduce a new algorithm that improves upon the fixed goal method. Using the same predictive model implied by the weak repeatability assumption, we show how to exploit a larger set of ROC points in constructing a plan that satisfies (6) and (7).
This improvement is possible because the fixed goal approach does not fully exploit the fundamental product structure of the cascade classifier. As an illustration, consider the situation in which the stage goal is f g , d g , and at some point during training the ROC curve includes the operating point f 2 g , d 2 g . This operating point is not feasible under the fixed goal strategy because d 2 g < d g . The planner would therefore call for adding additional hypotheses to the ensemble until the goal point f g , d g is reached. Yet, when the second stage is trained to achieve the same goal point, the combined performance of the two stages will in fact be f 2 g , d 2 g . It is clear that if we can achieve f 2 g , d 2 g in a single stage, then it is unnecessary and undesirable to add additional hypotheses. In general, there are a large number of possible ways to partition the cascade performance goals across a set of stages, depending upon which ROC points are available during training. The fixed goal strategy considers only a single type of partition and therefore misses opportunities to improve performance. To show how our algorithm addresses this shortcoming, we introduce the notion of the cascade indifference curve, which captures the fundamental structure of the cascade learning problem under repeatability. 11 The cascade indifference curve itself is defined by an equivalence relation, where we say that f, d ≡ f , d if there exists a > 0 such that
For example, the two operating points 0.5, 0.99 and 0.25, 0.9801 are deemed equivalent because two stages operating at the first point give the same performance as one stage of the latter (i.e. 0.5, 0.99 2 = 0.25, 0.9801 ). These equivalence classes form curves in the operating point space, several of which are illustrated in Fig. 5 . Of course, because of the equivalence relation, no point belongs to more than one indifference curve, meaning that the curves never cross, although they do meet at 0, 0 and 1, 1 . For simplicity, we exclude these endpoints from the definition. Thus, if one indifference curve has a greater detection rate at one false positive rate, then it will have a greater detection rate at all false positive rates. We call one indifference curve "higher" than another when its detection rates are greater. Every operating point which can be achieved by a stage ensemble lies on a single cascade indifference curve. Repeating one of these points corresponds to increasing a in (10), and thereby moving along the indifference curve to a point with a lower false positive rate. Under the weak repeatability assumption, such repetition is always realizable with sufficient training. We also consider the unique indifference curve containing the point F g , D g , which we call the goal indifference curve. It consists of those points whose repetition would result in exactly the goal performance. Throughout this discussion we will make the simplifying assumption that partial repetition (e.g. to repeat a point 22.5 times) is possible.
Let x be the number of repetitions of an operating point f, d . Choosing x = log F g / log f will reduce the false positive rate to F g and give a corresponding detection rate of
lies on an indifference curve that is higher than the goal indifference curve, then D ≥ D g and a plan that repeats the point x times will achieve the cascade goals. Similarly, if the point lies on a lower indifference curve, then repeating the point for any choice of x will not achieve these goals. The goal indifference curve is therefore the boundary between the operating points which can be repeated to achieve the accuracy goals, and those which cannot.
Because indifference curves never cross, we can compare two indifference curves by examining their detection rates at a single false positive rate. Therefore, in order to determine whether an operating point f, d can achieve the cascade goals, it is sufficient to evaluate the goal indifference curve at f and compare the resulting detection rate to d. This test can be expressed mathematically by observing that x −1 = log f/ log F g repetitions of the goal point F g , D g will move along the goal indifference curve to the false positive rate f . The goal indifference curve can therefore be expressed as
A stage operating point f, d can be repeated to achieve the goal if and only if d ≥ d g (f ) . As in the fixed goal method, the planning component of our algorithm checks whether the repetition of each available operating point would generate the desired detector. Under the weak repeatability assumption, the accuracy constraints defined by F g and D g can be satisfied if the point lies above the goal indifference curve. That is,
In addition, there is the constraint that no more than N g stages may be used. To enforce this, we require the stage operating point satisfy
We adapt the cascade goal after each stage is trained to account for the performance of previously trained stages, using the recursions from Sect. 5.1.1. As result, (13) is identical to the false positive constraint for the modified fixed goal method. An operating point that satisfies (12) and (13) is called feasible. The resulting feasible region is illustrated in Fig. 6 . In this example, two hypotheses are enough to obtain a feasible point, whereas three hypotheses were required by the fixed goal method illustrated in Fig. 4 Note that During the construction of a stage ensemble, hypotheses are added until a feasible operating point is obtained, following the LEARN-COBE procedure. If there are multiple feasible points, we choose the point that lies on the highest indifference curve as the stage operating point. If we have added the maximum number of hypotheses to the ensemble without achieving a feasible point, then we choose the operating point that lies on the highest indifference curve while satisfying the false positive constraint. Because the algorithm always plans to repeat a single point in all subsequent stages, we call it the 1-point planning algorithm.
The potential advantage of the 1-point strategy is that because of the expanded feasible region, we can choose stage operating points which require fewer hypotheses and still meet the cascade objective. This is illustrated in Fig. 6 using the hypothetical stage-training scenario from Fig. 4 . We see that the operating point for M = 2 is now feasible, whereas the fixed goal approach would have required M = 3.
2-Point Planning
Although 1-point planning is an improvement over the fixed goal method, it does not account for the possibility that a combination of possibly distinct points on the current stage ROC curve could produce better cascade performance. In other words, it is not necessary to limit the plan for a cascade to the repetition of a single operating point. We now Fig. 7 The fixed goal approach only uses operating points from region 1, while 1-point planning can select from regions 1 and 2. Points in regions 3 and 4 violate constraints on the false positive rate and detection rate, respectively, making them infeasible for 1-point planning. However, 2-point planning uses combinations of points from regions 3 and 4 to produce faster detectors show how to exploit this possibility in choosing the stage threshold.
Consider the partition of the space of operating points shown in Fig. 7 . 12 The modified fixed goal method uses only region 1, which is defined by f ≤ (f ) . In the context of the 2-point algorithm, we call this the cascade feasible region. Points in region 3 are higher than the goal indifference curve but are not feasible in the 1-point algorithm, because more than N g repetitions would be required to meet the false positive rate goal. Points in region 4 have low enough false positive rates but are not feasible because they fall below the goal indifference curve. The key insight behind the 2-point planning approach is that while any single point from either region 3 or 4 is inadequate by itself, a combination of one point from each of these two regions might achieve the overall learning goals.
In order to use a combination of operating points in a plan for achieving the cascade goal, we must change our predictive model from the weak repeatability assumption of Sect. 5.2. Two-point planning requires the strong repeatability assumption, which states: "Any set of operating points achieved by the current stage can be repeated in subsequent stages, possibly at the cost of an increased number of hypotheses. All points are repeatable regardless of which one is chosen as the stage operating point." In contrast, weak repeatability only requires that a single point can be repeated. 12 For simplicity, the figure illustrates the portion of the ROC performance space which is bounded on the left by f = F g . As stages are added to the cascade, the cascade operating point moves through the ROC space and approaches the point F g , D g . If cascade learning is successful, the final cascade operating point will lie on or to the left of the line f = F g in the figure. Using the strong repeatability assumption, we can plan future stages using combinations of operating points from the ROC curve for the current stage. The advantage of combining points is illustrated in Fig. 8 , where we consider a point p 1 = f 1 , d 1 from region 4 and a point p 2 = f 2 , d 2 from region 3. If we repeat p 1 in x 1 stages and p 2 in x 2 stages, then the result will be a performance of f
2 . Notice that we can express this performance as the repetition of a single hypothetical point p * , where
Letting t = x 1 /(x 1 + x 2 ), we can write
The key insight behind the 2-point algorithm is that even when p 1 and p 2 are not feasible, p * might be. Moreover, even when p 1 is feasible in itself, combining it with p 2 may generate a better plan.
As t increases, we are performing a form of interpolation between the indifference curves of p 1 and p 2 , as illustrated in Fig. 9 . It should be noted that this power interpolation is superior to a linear interpolation whenever
See Appendix for the details.
Clearly, for a given p 1 and p 2 , t should be chosen to place p * on the highest indifference curve possible within the cascade feasible region. As a consequence, we can identify three properties of the space of two point solutions. First, if p 1 is on a higher indifference curve than p 2 , then t = 1, and p * = p 1 . This means that if the point on the highest indifference curve already lies in the cascade feasible region, then there is no advantage in combining points.
Second, there is an advantage in combining points if the point on the highest indifference curve lies in region 3. At a minimum we can combine the best point from regions 1, 2, and 4 with the best point from region 3. This combination will have performance that is at least as good as any single point in region 1 or 2, though it is not necessarily the optimal Fig. 9 As we interpolate from p 1 to p 2 , we monotonically climb the indifference curves. Power interpolation is superior to linear interpolation whenever the detection rate is greater than the false positive rate combination. In practice, we observe that 2-point planning frequently selects points from region 3. One reason is that the ROC curves tend to drop in detection rate much more quickly than the indifference curves do. In other words, as a typical ROC curve evolves towards the lower left corner of the performance space, it will cut across the set of indifference curves. As a result, points with higher false positive rates tend to lie on higher indifference curves, making points from region 3 attractive.
Finally, we observe that if region 3 contains the point on the highest indifference curve, then the best choice of t will always make the false positive rate of p * equal to f g . Assume that f 1 < f g < f 2 and d 1 < d 2 . Starting at t = 1 and decreasing to 0, p * falls down the indifference curves monotonically. Naturally, we don't want to fall any further than necessary, so p * will always have the maximum false positive rate f g .
LP Formulation
To make all of these notions precise, we pose the following optimization problem. Suppose that i stages out of a possible N g have already been trained and that the current operating point for the cascade is F i , D i . We represent the ROC curve for the current stage as a set of discrete operating points f 1 , d 1 . . . f n , d n , obtained from validation data. By the strong repeatability assumption, each of these points can be achieved by the stages that follow. Our task is to assign each of these points a coefficient x k that represents the number of times the point is to be repeated in the remaining stages. We choose these coefficients to maximize the detection rate at a fixed false positive rate.
By taking the logarithm of the equations where x k is an exponent and allowing x k to assume non-integral values, we can convert this to the linear program
Solutions to linear programs always lie at a vertex of the feasible region, so n of the n + 2 constraints must be tight. Equivalently, at most two of the x k coefficients will be nonzero. This means that in the relaxed setting, it is never advantageous to repeat more than two operating points. In this respect, the 2-point planning approach is optimal under our predictive model.
Having solved the relaxed program, we round the coefficients down to the nearest integer. If two coefficients are non-zero, then the solution employs two distinct operating points. As long as the coefficient on the point with the lower false positive rate is greater than 1, we use this point. This decision process is summarized in the FIND-BEST-THRESHOLD procedure. Intuitively, choosing the point with lower false positive rate optimizes for speed, as we make the most use of the hypotheses trained so far by making more decisions. This reduces the number of instances that need to be processed by subsequent stages. In the context of the LEARN-COBE routine, the choice of policy here defines the "best" criterion of Step 4c while the value of the program, the predicted detection rate, determines the whether the point is "satisfactory" in Step 5a. 
Cascade Learning Results
We have generalized the fixed goal strategy to allow greater freedom in the choice of stage operating points, and we have demonstrated how to exploit this additional freedom to produce a faster detector. Our experiments confirm the benefit of the 2-point method.
We trained 25 stage cascades using our implementation of the standard fixed goal approach and the 2-point method.
In all experiments in the paper, with the exception of Sect. 8, After evaluating both cascades on the CMU-MIT testing data set, we found that the standard approach used an average of 37 features per window, while the 2-point algorithm produced a cascade that averaged only 24 features per window. Complete results can be found in Table 1 . 14 Although planning with two points does sometimes allow early stages to use fewer hypotheses, the dominant factor is that more decisions are made in early stages of the cascade. This phenomenon can be observed in Fig. 10 , which compares the number of decisions and the load assigned to cascade stages under the fixed goal and 2-point planning approaches. In Fig. 10a , we see that more decisions are made by the early stages in the cascade that is produced by 2-point planning. In Fig. 10b , however, this does not significantly affect the load assigned to the first few stages; instead, the benefit is reaped in the middle stages where many fewer decisions are necessary in the 2-point case.
13 Due to the large size of the original feature set, a 10% subset still corresponds to 13,473 features. This is two orders of magnitude more features than pixels in the input pattern. It is possible that a particular subset of features might be needed at later stages in the cascade to accurately discriminate difficult nonface patterns. By redrawing the subset of random features in each stage, we increase the likelihood that a rare but useful feature will become available to the learner. 14 Note that in this experiment and all others in this paper we are comparing our method to the original fixed goal approach, not to the modified version from Sect. 5.1.1. This choice facilitates comparisons to the existing cascade literature.
Note that these results are not simply the result of "tuning" the cascade to be more aggressive in the early stages. The improved speed of the 2-point cascade is the result of being able to draw from a much larger space of possible operating points in optimizing the performance. It is also true that in a vast majority of stages the plan developed by the 2-point planner does involve two points, one with a high false positive rate and the other with a lower one. Thus, our 2-point strategy extends the 1-point algorithm not only in theory, but also in practice.
Recycling Ensemble Scores
We now address a complementary modification to the training procedure, which can be applied independently of the 2-point algorithm. As several previous authors have observed (e.g. Xiao et al. 2003; Šochman and Matas 2005) , an ensemble score from one stage can be used to help subsequent stages achieve the same accuracy with fewer new hypotheses. Here we consider one particular approach for reusing ensemble scores, originally due to Xiao et al. (2003) , which we call recycling. We provide a new theoretical justification for the approach and show explicitly how it reduces computational cost.
In recycled cascade, the score from the previous ensemble serves as a starting point for the score of the new ensemble. That is, we modify (2) to
(15) 
Each of the stage ensembles φ i is a partial sum of φ N . The final form of a recycled cascade can then be thought of as a single ensemble, where early rejections are made after a partial evaluation. Early rejections retain the form of (1), using the definition of φ i in (15). The only significant modification that is required in the LEARN-COBE routine is to modify how the initial weights are assigned in Step 3 to examples which are newly acquired, as a result of the bootstrapping process of Step 1. To account for the fact that the examples start with different scores, we assign an initial weight w to an example x with label y ∈ {−1, 1} according to the standard Adaboost (Schapire and Singer 1999) 
where φ i−1 is the starting score from the current stage i. This same weight would have been assigned to the example if it had been in the training set from the beginning. Because the same positive training examples are typically used throughout the training process, their scores may far exceed the standard decision threshold applied by the detector, resulting in large positive margins (i.e. large yφ i (x)). On the other hand, new negative examples are always acquired in the bootstrapping phase, and all of these examples have scores above the decision threshold, giving them all negative margins. The result is that the weights of the positive examples may become very low compared to the weights on newly acquired negative examples. After a few iterations of Adaboost, a more balanced distribution between positive and negative examples is restored, but the imbalance can be avoided by adding a bias term of
to the ensemble score of (15), where W + and W − are the sum of the positive and negative weights respectively. The quantity φ i−1 then becomes φ i−1 + b i in (17). It is clear from (15) that recycling will only be helpful if the ensemble scores from a previous stage contain useful information about the current set of examples. Figure 11 shows a representative distribution of the ensemble scores φ i . Note that even among the examples whose scores exceed the stage threshold, the negative examples tend to have lower scores than the positive ones. Despite the fact that the score from the previous stage has already been used to reject some instances, it still contains valuable information. In effect, the recycling approach gives the training process for the new ensemble a head start.
Results for Recycling
The benefit of recycling can be seen primarily in the reduction in the number of features which are used in the cascade stages. This conclusion is supported by the experimental results in Fig. 12 . We trained two cascades using the standard fixed goal approach, one with recycling and one without. The reduction in the average number of applied features per stage in the 2-point case is clearly visible in Fig. 12a . The consequence of the reduction in applied features is a significant decrease in the computational load, especially in the early stages, as illustrated in the load plot of Fig. 12b . The resulting cascade is significantly faster with recycling. Using fixed goal method without recycling gives an average of 37 features per subwindow, but when the recycling method is used this load is reduced to 25.
The results shown in Fig. 12 use the fixed goal rather than the 2-point method. This choice assures that the number of decisions taken by the stages will be similar whether or not recycling is used and thus makes it easier to see the effects of recycling. The combined effects of recycling and the 2-point algorithm are more complicated, because the number of decisions that a stage makes is very sensitive to the shape of the ROC curve. Even a small change caused by the use of recycling can produce a significant change in the load distribution over the stages. The overall effect of the combination, however, is an improvement. When the 2-point algorithm is combined with recycling, the average load is reduced from 25 features to 18, as shown in Table 1 .
An Accurate Single Ensemble
One interesting side-effect of the recycling method is that the last stage of the cascade can serve as an accurate detector in itself. This last stage includes all of the hypotheses in the cascade, and can be thought of as a single Adaboost ensemble trained with bootstrapping. As shown in Fig. 13 , this single ensemble is at least as accurate as the recycling cascade. Of course, the cascade is much faster as a consequence of early rejection, using an average of 18 hypotheses per window as opposed to 2422.
This result highlights the importance of the bootstrapping procedure. Any face detector must address the challenge of reducing the false positive rate to at most 10 −7 without training on tens of millions of examples. The CoBE architecture accomplishes this through the bootstrapping procedure of
Step 1, which was first used for face detection by Sung and Poggio in (1998) . This enables the detector to achieve low false positive rates by training on smaller sets of well chosen examples. In our implementation, we usually train on 25 sets of 4000 examples. Bootstrapping, therefore, is most directly responsible for the achievement of low false positive rates.
On the other hand, bootstrapping itself would not be computationally practical if the detector were not fast. In order to acquire the well-chosen sets of examples to train on, we must apply the detector to tens or hundreds of millions of examples. If the detector were not fast, then bootstrapping would offer little advantage over training on ten million examples from the beginning. In this sense, the speed of the detector is important not only to the utility of the final detector but also to the training process. 15
Retracing to Split Stages
Having converted the cascade into a single ensemble via retracing, we now consider re-inserting early decisions at possibly more advantageous locations. In fact, we can set a threshold for rejection after each hypothesis is evaluated. To set these thresholds, we evaluate each partial score on a subset of the validation faces and choose the minimum score as the threshold. This algorithm is outlined in the RETRACE-CASCADE procedure. The subset of validation faces were chosen as those whose full ensemble scores were in the top 89% of validation faces. Similar ideas can be found in Grossmann (2004) . The result of this procedure is a detector that is only slightly less accurate but significantly faster than the original one. When the standard algorithm is used with recycling, the average number of applied features goes from 25 to 11. When the 2-point algorithm is used, it goes from 18 to 8, which is the same computation load that was achieved by the hand-tuned cascade of (Viola and Jones 2004) . 16 See Table 1 for a summary of the results. 
Summary of Speed Results
The combination of our 2-point algorithm, recycling and retracing produces a detector that is four times faster than our implementation of the published method of Viola and Jones (2004) , as shown in Table 1 . The best result of 8 features per window matches the best hand-tuned results. The ROC curves on the CMU-MIT data set in Fig. 14 show that there is no significant loss of accuracy in any of the modifications we have proposed. Figure 15 shows the load as a function of image location for various combinations of methods. Note that the results are shown on a log scale and therefore tend to emphasize the savings on the already quickly-rejected locations.
Weak Learning
The algorithms of Sect. 4 discuss how to maximize the speed of a detector that achieves a user-specified goal accuracy. Of course, this goal cannot be chosen to be arbitrarily high. Some levels of accuracy cannot be achieved, regardless of how long the stage ensembles are or where the decision thresholds are set, because other factors place a ceiling on the performance of the final detector. In this section, we show how to raise this ceiling through the use of stronger weak classifiers that combine multiple features.
Although thresholding on a single feature has been the dominant practice in CoBEs for object detection, the Adaboost algorithm does not restrict how the weak learning takes place. By combining two or more of the original features from (Viola and Jones 2004) into decision trees or linear classifiers, we were able to significantly improve detector accuracy as shown in Fig. 16 . These results were obtained using our fully automatic cascade training procedure with the 2-point and recycling strategies for a limit of 25 stages.
We can explain this result by examining the inherent limitations of using single-feature hypotheses. For simplicity, suppose that there are only two features u and v. If weak hypotheses are formed by thresholding on single features, then we can partition them into two sets H u and H v corresponding to those using u and v, respectively. Letting ψ u = h∈H u h and ψ v = h∈H v h, we can write the ensemble decision as ψ u + ψ v > θ. Because ψ u and ψ v can be complicated functions (they have infinite VC dimension), such ensembles are more expressive than linear decisions of the form αu + βv. On the other hand, because u and v are treated independently, XOR-like concepts (e.g. u + v mod 2 for u, v ∈ [0, 2)) are impossible to capture.
When the inability to express the XOR concept came to be seen as a major limitation of single-layer neural networks, the solution was to add an additional layer of nodes. Replacing the single-feature hypotheses with a linear weak classifier over several features is the analogous step for Adaboost ensembles. Building weak hypotheses from decision trees based on multiple features addresses this limitation in a similar way.
We can gain some additional intuition as to why multiple feature hypotheses generate more accurate detectors through an example. The left of Fig. 17 shows the first two features chosen when single-feature (stump) classifiers are used; the right shows the features chosen when a tree of depth two used. Both sets of hypotheses partition the instance space into four sectors, and the tables on both sides break down the Adaboost loss over these sectors. Notice that both strategies use the feature g 1 and the same threshold in their first step, as the tree-based classifier employs a greedy strategy. The key difference is that while the stump strategy only uses the first feature to adjust the example weights, the tree-based strategy considers how the distribution of feature values are coupled for the two classes and chooses slightly different features with different thresholds accordingly. Exploiting this extra information allows the tree-based strategy to achieve a lower Adaboost loss than the stump strategy, while applying the same two features to any instance.
Our implementation uses only the most basic ideas for training decision tree and linear classifiers. We learn the linear weak classifiers by choosing a small set of features Fig. 2a . Each modification we make to the standard algorithm decreases the computational load (2 or 4) at random, applying a weighted Fisher discriminant analysis (the weights come from the boosting algorithm), and then choose a threshold so as to minimize the impurity measure appropriate to the boosting algorithm (Schapire and Singer 1999) (we found that Realboost produced the fastest detectors). We repeat this process several thousand times and take the combination of features that produces the smallest impurity. We learn our decision trees by assigning them a fixed depth (2, 4, or 6), and then apply a CART-like strategy to grow the tree (Breiman et al. 1984) . Starting from the root of the tree, we traverse the nodes, greedily choosing the feature and threshold that minimize an impurity measure for the node's sector.
Despite the simplicity of our implementation, we achieve performance competitive with the best CoBE results on the CMU-MIT data set, as shown in Table 2 . 17
Feature Filtering
One of the greatest obstacles to wider use of cascades of boosted ensembles is that they take a long time to train. The 17 A confounding factor in comparing algorithms for CoBE learning is a lack of standardized training data sets and evaluation practices (for example, differences in how the CMU+MIT data set is scored). In our experiments, we used the same training data set as in the original ViolaJones work and our testing data set consisted of the 130 CMU+MIT images with 507 labeled frontal faces (Rowley et al. 1998) . Please see the software release that accompanies this paper for our automatic scoring procedure, as well as other algorithmic details such as our postprocessing method for combining multiple overlapping face detections. 
Fig. 16
Replacing the single feature threshold hypotheses with decision trees of a fixed depth (CART-4) or thresholding on a linear combination of two features (Linear-2) can improve the detector's accuracy main reason for the slow speed is that in every round of boosting the weak learning routine examines every example for every feature. Reducing the size of the example set is likely to result in worse generalization, so reducing the feature pool in Step 2 of the LEARN-COBE procedure is an attractive alternative option. Feature filtering is both a common practice and a classic problem for the machine learning community (see, for example, Guyon and Elisseeff 2003) . Our context is especially challenging because the feature set is large, comprising 134,736 features; highly redundant, describing the comparatively small number of 24 × 24 = 576 pixels; and no individual feature is strongly discriminative. Moreover, to actually improve the training time, the filtering algorithm itself must be faster than Adaboost with threshold decision weak hypotheses. Unfortunately, few filtering algorithms offer an asymptotic improvement in training time. Nevertheless, asymptotically equivalent methods often admit implementation speed-ups, which make the actual run-time faster than the worst-case analysis time would indicate.
A Ranking Filter
Perhaps the most obvious way to filter features is simply to eliminate the ones that have poor correlation with the class label. Taking an information theoretic approach, we first convert our continuous features to binary by choosing a threshold that maximizes the mutual information between the binarized feature and the class label. That is, for a feature v and class label c, we maximize over the threshold t the quantity I (tv > tu; c), where I (·; ·) indicates mutual information. We then sort the features {v} according to the quantity (tv > tu; c) and retain the features with the greatest I v .
Results for Ranking
As can be seen in Fig. 18 , a random selection of 10% of the feature pool gives better performance than using the rank filter. Both detectors in the experiment were trained with the 2-point algorithm and recycling. The problem with the ranking method is that the selected features might be redundant, meaning that they tend to classify the same instances correctly (Guyon and Elisseeff 2003) . In an extreme case, the set of instances classified correctly by at least one feature might be no larger than the set classified correctly by the single best feature. That is, one feature would be as discriminative as the entire selected pool.
Slower Filters
One natural way to avert this redundancy problem is to iteratively add the feature that contains the most information about the class label given the features that have already been selected. That is, iteratively add the feature that contains the most "new" information about the class label. Unfortunately, it is impractical to consider the joint distribution of examples over many feature values. Fig. 17 Tree-based classifiers are able to exploit the joint distribution among features to more rapidly reduce the Adaboost loss function Fig. 18 Because of feature redundancy, a random selection of 10% of the original feature pool produces a better detector than the 10% of features that are most discriminative individually CMIM One strategy used by Vidal-Naquet and Ullman (2003), as well as Fleuret (2004) , to cope with this problem is to consider pairwise distributions of examples. We assume that the feature has been converted to binary by selecting the threshold that gives the greatest mutual information with the class label, just as was done for the ranking method. We call these binary features {b}. Let G n be the set of selected features when n features have been selected, and let P n = G − G n be the set of remaining features. In the first iteration, G 1 is initialized to contain only the feature with the greatest mutual information with the class label c, i.e. arg max b∈P 0 I (b; c) . In all subsequent iterations, we add the feature that contributes the most pairwise mutual information with the class label; i.e. for n > 1, arg max is added to G n to form G n+1 and the feature is deleted from P n to form P n+1 . This filter can be made very fast by using a lazy evaluation of the conditional information as described in Fleuret (2004) .
FFS Another alternative to considering the joint distribution over large feature sets is to assume that the utility of a feature set can be summarized in the majority vote of the binarized features. With this assumption, Forward Feature Selection (FFS) (Wu et al. 2004 ) is a natural, greedy approach to feature filtering. Instead of adding the feature with minimum error with respect to a changing weight distribution, as Adaboost does, FFS keeps the weight distribution over the examples constant and adds the feature that most improves the majority vote classification of the ensemble of features as a whole. Mathematically, for every binarized feature b we create a hypothesis h(b) : {0, 1} → {−1, 1} that returns the minimum misclassification class label. Letting L be the misclassification loss function, for iteration n + 1 we then return the feature
where P n is the set of unselected features.
Unfortunately, neither the CMIM nor FFS filters offer an asymptotic improvement over Adaboost's inherent feature selection process. In fact, once the pre-sorting strategy outlined in Opelt et al. (2004) , Grossmann et al. (2005) and shown in Fig. 19 is employed, Adaboost is asymptotically equivalent to FFS. In both cases, the computational cost of acquiring a new feature is O(|E||G|), where |E| is the size of the example set and |G| is the size of the feature original feature pool. For CMIM, there is an additional factor of |G | (the size of the currently selected pool) in the worst case, but in practice the lazy evaluation makes the filter much faster than this analysis would indicate.
Results
Because the cost of selecting a feature with one of these slower filters is on the same order as learning a weak classifier, the selected feature pool cannot be much larger than the final Adaboost ensemble. On the other hand, selecting too few features degrades the ensemble's accuracy. We found that selecting 400 features, twice the maximum number of hypotheses we allow in an ensemble, balanced these two considerations.
To assess the effect of filtering on training time we measured the time spent on the filtering (Step 2) and weak learning (Step 4a) routines, which are the only ones affected by the change. The other steps of the training process are comparatively fast, with the exception of the bootstrapping set (Step 1), which is easily parallelized. Comparing the total time spent on filtering and weak learning, therefore gives a fair measure of the potential for improved training time through filtering.
As shown in Table 3 , the CMIM and FFS strategies reduce the total time by a factor of around 4. Unfortunately, these improvements do degrade the accuracy of the detector, as show in Fig. 20 . All of the detectors in these experiments were trained with the 2-point algorithm and recycling.
Conclusion
We have introduced a new method for cascade training based on a 2-point planning algorithm. We describe two types of assumptions, called weak and strong repeatability, that cascade training implicitly depends upon. While the solution space for the cascade classifier is complex, we show that it is possible to define a cascade indifference curve which captures the essential features of the repeatability assumption and stratifies the space of possible solutions. We have developed the geometric properties of the family of indifference curves and described how to use them during training.
Using a linear program argument, we demonstrate that the 2-point planning approach is optimal in the sense that plans of higher order (involving more than two points) cannot provide any performance benefits. Our experimental results bear out the conclusion that 2-point planning can provide significant improvements in classifier speed while retaining high accuracy. Our solution is completely automatic and thus removes much of the guess-work that was associated with training CoBEs in the past.
We introduce a novel formulation of recycling, which couples stages in the cascade together by re-using ensemble scores. This provides a mechanism for reducing the computational cost of cascade classifiers by reducing the number of required hypotheses. We show that recycling supports an alternative view of the cascade classifier as a single ensemble with early rejection points. Using this viewpoint, we can construct a single bootstrapped ensemble classifier from the existing cascade stages. Performance comparisons between the cascade architecture and a monolithic ensemble demonstrate that both classifiers have comparable accuracy, Fig. 20 Improving the training time via feature filtering produces slightly less accurate detectors but the cascade is dramatically faster. We introduce the idea of retracing, which inserts additional decision points into the cascade ensemble framework further, increasing the testing speed.
We investigated the potential of feature filtering to speed up the cascade training process. We found that several standard techniques, including conditional mutual information maximization and forward feature selection, gave only modest speed improvements at the cost of some detection accuracy. It seems that the cost of training an Adaboost ensemble of single features is comparable to cost of applying an effective filtering method, leaving little opportunity for speed improvements.
The most important characteristic of the cascade classifier is that it is an architectural solution to the problem of jointly optimizing for speed and accuracy. In contrast to the majority of methods in the pattern recognition literature, cascade classifiers treat testing speed as a firstclass concern, in the sense that the design of the classifier itself makes it possible to optimize for speed. This is also in contrast to engineering approaches to high-speed vision, which are typically based on manual parameter-tuning or the use of data-parallel instruction sets (MMX) or special processors (GPUs). Ironically, while the cascade architecture makes fast detection possible, previous algorithms for cascade learning have primarily relied upon manual parameter-tuning to achieve high-speed performance. We believe that our work represents a significant step forward in developing a principled methodology for jointly-optimizing detection speed and accuracy within the cascade framework.
