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   ABSTRACT 
As the size of a solid shrinks, the ratio of surface area to bulk volume grows and 
surface effects become more important. In a world where technologies advance with the 
shrinking size of electronic devices, one phase of matter has emerged which is fit for the near 
future of surface-dominated performance. Moreover, it has brought a new set of ideas to 
solid-state physics and chemistry, especially the understanding that the discipline of topology 
can be applied to classify the electron band structures. The topological insulator phase yields 
an exotic metal surface state in which the orientation of the electron’s spin is locked 
perpendicular to its momentum. This property suppresses backscattering (making it possible 
to pass spin-polarized currents through the material without loss), offers a crucial ingredient 
for innovative approaches to quantum computation, and provides the basis for observing 
unique magnetoelectric effects. However, the surface states of materials in the topological 
insulator phase can wildly differ, so it is of interest to systematically characterize new 
materials to understand how the structure in position-space is related to the spin-resolved 
structure of electrons in energy- and momentum-space. We will discuss this relationship as it 
is probed through spin- and angle-resolved photoemission spectroscopy experiments on three 
topological (Bi2)m(Bi2Se3)n superlattices: (a) Bi2Se3 (m = 0, n = 1), (b) Bi4Se3 (m = 1, n = 1), 
and (c) BiSe (m = 1, n = 2). Our studies have not only proven the topological nature of these 
 iv 
 
materials, but also demonstrate how bulk band structure and polar chemical bonding control 
the surface metal’s concentration, dispersion, and spin-orbital character. Case (a) is 
considered to provide an ideal model of the topological surface metal. Case (b) provides the 
three important findings: (1) the chemical identity of the surface-termination controls the 
orbital composition and energy distribution of the surface states, (2) there are two topological 
states in sequential bulk band gaps, (3) of these, one of topological state undergoes a 
hybridization effect that yields a momentum-dependent gap in the band structure as large as 
85 meV. Case (c) has a practical significance in that the surface metal has a potentially 
record-breaking carrier density of ~10
13
cm
−2
 (estimated from the Fermi surface area), more 
than an order of magnitude higher than in Bi2Se3. This occurs as a result of charge transfer 
from the Bi2 layers to the Bi2Se3 layers. 
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CHAPTER 1 
INTRODUCTION 
 
  A ceaseless dance has gone unseen to the eye for eons. It is a part of all ordinary 
objects, both animate and inanimate, and humankind has written tomes about its moves. 
Although one cannot easily view or understand it, we have learned to cope with the profound 
intricacy of the dance of electrons in solids. Electrons can interact in a plethora of ways with 
the ions of a host material and its impurities, with each other, and with electromagnetic 
fields. The motions all add up to a collective, or emergent, behavior that is observed, for 
example, in a solid’s color and conduction properties. And while the motion of electrons is 
essential to life, we have learned to exploit this motion in technological devices, like the ones 
the author is using now to compose this dissertation (especially the coffee maker). Through 
their collective behavior, electrons continue to influence our quality of life, our music, our 
culture, and our conflicts. As much as electronic effects have been exploited, the sheer 
physical complexity inherent in solids has thus far ensured that serious gaps in our 
understanding remain, even concerning phenomena known of for more than a century 
(superconductivity) or several millennia (ferromagnetism). Meanwhile, innovative theories 
and the richness of chemistry leave us discovering new electronic behaviors to this day, such 
as the topological insulator phases of matter that are studied in this work. The topological 
insulator materials [1–3] (TIMs) discussed here are realizations of a recently discovered 
(circa 2008) phase of matter that is marked by exotic electronic effects at the surface. The 
applications in store for such materials are timely in that they address the technological and, 
perhaps, existential limitations humankind is facing today. 
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 As electronic devices become smaller and smaller, the ratio of the surface area to the 
bulk volume grows and the properties of surfaces cannot be ignored. Our understanding of 
surfaces and the behavior of the electrons present on them must therefore evolve. An analogy 
to microbiology is relevant in this instance: cellular organisms thrive in the face of the area-
to-volume constraint because their structure exploits it. It is easier for the inner-workings of a 
cell to take place if the organelles (and/or macromolecules) are in closer proximity to the 
cell’s boundary, where nutrients are absorbed and waste is excreted. If the volume of an 
amoeba, for example, were made larger, the absorption/excretion processes would need to 
keep pace, but there would be proportionately less surface area over which that could occur. 
This explains why no person was swallowed-up by a giant amoeba today, in case one was to 
ponder that absence of events. For the same reason cells thrive in a microscopic environment, 
science must become more surface-oriented as we move toward the nanoscale, but the 
analogy does not end there. Prokaryotic and eukaryotic cellular organisms can be 
distinguished by the presence or absence of a cell wall, respectively. This knowledge is vital 
in medicine; a sulfa drug that is designed to destroy the cell wall of a bacterium may be of no 
use in fighting a fungal infection. In the case of solid materials, a so-called topological index 
determines the presence or absence of surface electrons with exotic behavior (discussed 
below). This procedure yields two basic classifications of matter, “trivial” and “topological”, 
which can exhibit very different surface properties that occur by virtue of electronic motion. 
The primary mission of this dissertation project was to identify the topological character of 
materials by studying the surface electrons directly for new, crystalline materials. 
 In a crystal, the observable properties (like energy, linear and angular momentum, and 
position) of electrons form a structure in the sense that they are related to one another in a 
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specific way, which could be thought of as the unique “fingerprint” of a particular material 
and its properties. Necessarily, this structure is spoken of in the language of quantum 
mechanics, which provides a framework for relating the discrete properties of electrons in an 
atom (e.g. orbital energies) to the corresponding distributions that arise when the atoms are 
assembled into a crystal. Now, construct a mental picture of millions of atoms arrayed 
together in an ordered fashion. The valence electrons of the atoms are distributed as waves 
over this space. Surely, the crystal must have a boundary where the atoms are met with 
vacuum or air, perhaps. The atoms at the boundary are in a different environment than those 
deep in the interior of the crystal. Importantly, electron waves may be in what is called a 
“surface state” that is localized to the boundary; decaying away toward the interior and to the 
outside. These electrons would exhibit a different structure between their observables that 
does not exist in the bulk of the crystal. In fact, the electrons on the boundary can form a new 
type of metal through which current can flow without loss, which would not be able to exist 
elsewhere in Nature! And so, we have come to witness the latest movement in the “evolution 
of dance”, which is one that tells a story of how the symmetry of electric charge, the 
direction of electronic motion, and the orientation of electron spin interact. It will be useful to 
review the nearly free electron theory of metals in our own way. This provides the chance to 
see the basic mechanics of how the “trivial” metal is different from the “topological” one, 
and understand what makes the so-called topological surface states (TSSs) of TIMs special. 
Simplified Theory of Metals 
Trivial Continuum or “Free Electron Gas” 
  In this section, we ignore the crystal lattice and adopt the simplest possible model of 
the solid as a continuum; the potential experienced by a particle is either zero (vacuum) or is 
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a constant that is independent of position. The process of translation by a position-space 
vector 𝛿𝒓 for a particle in an energy eigenstate |𝜖⟩ is represented by the application of the 
translation operator ?̂?(𝛿𝒓) to the state as ?̂?(𝛿𝒓)|𝜖⟩ = 𝑡𝜖(𝛿𝒓)|𝜖⟩, where 𝑡𝜖(𝛿𝒓) is the 
translation eigenvalue. What is the form of this operator? Provided the particle is only moved 
an infinitesimal amount 𝑑𝒓, we can write it in the linear form 1 − 𝑖?̂? ∙ 𝑑𝒓, where ?̂? is the 
generator of translation, which is nothing more than the momentum operator divided by the 
reduced Planck’s constant. ?̂?(𝛿𝒓) can be constructed from a series of infinitesimal 
translations as ?̂?(𝛿𝒓) = exp(𝑖?̂? ∙ 𝛿𝒓). An eigenstate of the translation operator must be a 
momentum eigenstate |𝒌⟩ (with a momentum eigenvalue 𝒑 = ℏ𝒌) and, by the symmetry that 
is present, the Hamiltonian ?̂? and the translation operator must commute (i.e. share the same 
eigenstates). Working directly from the commutation relation [?̂?, ?̂?] = 0, it can be proven 
that ?̂?|𝒌⟩ = 𝜖(𝒌)|𝒌⟩.  
 The dispersion 𝜖(𝒌) is a real-valued function of the particle’s wavevector k. From the 
mathematical point-of-view, this function specifies the energy eigenvalue of a state with a 
particular wavevector. From a physical point-of-view, the dispersion is a signature of what 
kind of particle we are dealing with and will be the heart of all analysis in this dissertation. 
Note that k has the dimensions of reciprocal length, specifying the particle-wave’s number of 
cycles per angstrom, while the angular frequency (cycles per second) is 𝜔(𝒌) = 𝑣|𝒌|, where 
𝑣 is the group velocity of the particle-wave in the medium. For the moment, let us try to 
settle the problem of slowly moving, massive particles in a continuum, for which ?̂? =
?̂?2/2𝑚. The wavefunction 𝜓𝒌(𝒓) of an eigenstate of energy and momentum is a plane-wave 
𝜓𝒌(𝒓) ≡ ⟨𝒓|𝒌⟩ =
1
√2𝜋ℏ
exp(𝑖𝒌 ∙ 𝒓) 
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where ⟨𝒓| corresponds to a position eigenstate, and the energy eigenvalue equation becomes 
?̂?2
2𝑚
𝜓𝒌(𝒓) =
ℏ2𝑘2
2𝑚
𝜓𝒌(𝒓). 
This has yielded a dispersion that is quadratic in k. That result is expected from the 
relationship 𝒑 = ℏ𝒌, but the wavefunction is not an eigenstate of all of the symmetries 
present; a continuous medium also has inversion symmetry. The presence of inversion 
(parity) symmetry implies that inverting the position-space coordinates, as r → − r, leaves all 
observable properties of the system unchanged. Note that the use of this symmetry is prolific 
in chemistry because it identifies bonding and antibonding orbitals, which have parity 
eigenvalues of −1 and +1, respectively, meaning that 
Π̂|𝜋⟩ = −|𝜋⟩   and   Π̂|𝜋∗⟩ = +|𝜋∗⟩ 
where |𝜋⟩ and |𝜋∗⟩ denote bonding and antibonding orbitals, respectively, and Π̂ is the parity 
operator. The plane wave, however, is not a parity eigenstate, but the linear combinations 
Ψ𝒌,±(𝒓) =
1
√2
(𝜓𝒌(𝒓) ± 𝜓𝒌
∗(𝒓)) 
are. These are superpositions of counter-propagating states with + or – corresponding to 
positive or negative parity. We now have the basis set of wavefunctions for spin-less 
particles in a vacuum (absent of electromagnetic fields).  
 There are still two more symmetries to consider for the case of non-interacting 
electrons in a vacuum: continuous rotational symmetry (CRS) and time-reversal symmetry 
(TRS). Electrons, of course, carry an intrinsic angular momentum of ℏ/2. Where there is 
CRS, angular momentum is conserved and it is appropriate to specify the spin quantum 
number as part of a stationary state. The presence of TRS tells us how this should be done. 
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The act of time-reversal, much like playing a movie backwards, reverses all momenta, taking 
forward-propagating states to their corresponding backward-propagating states. The sense of 
rotation is reversed as well, so that the spin-angular momentum is also made equal and 
opposite. The time-reversal operator is  
𝒯 = exp(−𝑖𝜋?̂?𝑦/2) ?̂?. 
The exponential part containing the Pauli spin matrix ?̂?𝑦 acts to reverse the spin, and the 
complex conjugation operator ?̂? reverses the wavevector. The only way to include the spin in 
while ensuring that the wavefunction is an eigenfunction of TRS is to make a superposition 
out of Kramers’ pairs |𝒌, ↑⟩ and | − 𝒌, ↓⟩ as 
Ψ𝒌,±(𝒓) =
1
√2
(𝜓𝒌,↑(𝒓) ± 𝜓𝒌,↓
∗ (𝒓)). 
 To summarize, a continuum has translational and rotational symmetries, as well as 
inversion and time-reversal symmetries. For a given wavevector k, there are four degenerate 
states. Codified by the parity, the spin of the forward-propagating momentum eigenstate, and 
the spin of the backward-propagating momentum eigenstate, one can write these states in ket 
notation as: 
|+, ↑, ↓⟩    ;    |+, ↓, ↑⟩   ;    |−, ↑, ↓⟩   ;    |−, ↓, ↑⟩ . 
Recall that, in a metal, the electron states are occupied according to the Fermi-Dirac statistics 
up to the chemical potential 𝜇 (the Fermi level if the temperature is zero). To indicate this, 
we will take the convention that the highest occupied state is at zero energy, and write the 
Hamiltonian as: 
?̂? = ?̂?(𝒌) − 𝜇 . 
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The above pertains to the theory of the “free electron gas” in three dimensions. We will now 
set about making new phases of matter by breaking the symmetries of this system, starting 
with the inversion symmetry, and considering only “two-dimensional electron gases” 
(2DEGs) , for which the wavefunctions are localized in one dimension and delocalized in the 
other two. 
Rashba Effect Metal 
 When a surface is formed, the translational and inversion symmetries are broken. Note 
that the parity eigenvalue is no longer well-defined (unless the surface on the opposite side of 
the solid is identical and is also considered). This allows for the existence of an electric field, 
which can couple to the spin via the spin-orbit interaction written for the momentum-space 
representation of states, known as Dresselhaus [4] spin-orbit coupling (SOC), which couples 
the canonical momentum 〈?̂?〉, potential gradient 𝛁𝑉, and spin 〈?̂?〉 as: 
?̂?𝑆𝑂𝐶 ∝ (?̂? × 𝛁𝑉) ∙ ?̂? . 
Based on Dresselhaus’ work, Bychkov and Rashba [5] were the first to develop a simple 
model of the SOC for a 2DEG with a plane-perpendicular electric field and strong spin-orbit 
coupling. The result is a broken spin-degeneracy at all wave-vectors apart from zero; the 
quadratically dispersing free electron state is split into two spin-eigenstates that are offset 
from each other in momentum-space, as shown in Figure 1.1. This so-called Rashba effect is 
experienced, for example, by the surface states of Au(111) [6] and for the surface, as well as 
bulk, states of non-centrosymmetric semiconductors composed of heavy atoms, such as 
BiTeI [7–10]. 
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Figure 1.1: Illustration of the Rashba effect on the dispersion for different SOC strengths α. 
S+ and S− indicate spin-eigenstates polarized along in the +y and –y direction, respectively. 
 
Topological Metal 
In the simplest case, the TIM is insulating in the bulk and the surface electronic structure 
features only one topological surface state (TSS) [11,12]. The TSS has a “Dirac-like” 
dispersion in the sense that, other than the offset in energy from the chemical potential 𝜇, it is 
subject in large part to the SOC interaction for the plane-perpendicular electric field that 
gives rise to the Dirac Hamiltonian 𝐻𝐷, as it is called in the realm of topological insulator 
materials. The total effective Hamiltonian is then: 
𝐻 = 𝐻𝐷 − 𝜇 = 𝑣(𝑘𝑦𝜎𝑥 − 𝑘𝑥𝜎𝑦) − 𝜇 = 𝑣 [
−𝜇 𝑖𝑒−𝑖𝜃
−𝑖𝑒𝑖𝜃 −𝜇
] 
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where v is the velocity (in units eV∙Å) specifying the strength of the coupling of a moving 
spin with the electric field, tan 𝜃 = 𝑘𝑦 𝑘𝑥⁄ , and 𝜎𝑥,𝑦,𝑧 are Pauli spin matrices. The 
eigenvectors and eigenvalues for the states are: 
| ±⟩ = [±𝑖𝑒−𝑖𝜃 1]𝑇    and    𝐸±(𝒌) = ±𝑣|𝒌| − 𝜇  , 
respectively, where the superscript 𝑇 indicates the vector transpose, + is the index of the 
higher-energy band of the TSS, and − is the index of the lower-energy band of the TSS. 
 
 
Figure 1.2: (Left) Band structure of a TSS along ky = 0 line. (Right) Fermi surfaces for 
different doping settings. Red-Blue false-color scale indicates spin-polarization in y-
direction. Arrows indicate spin orientation. 
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Figure 1.2 shows the electronic structure calculated from this simple model for 
𝑣 = 1.00 eV∙Å.  The dispersion along the ky = 0 line is shown on the left. On the right, the 
Fermi surface (FS) corresponding to the cases 𝜇 = +0.050 𝑒𝑉 and 𝜇 = −0.050 𝑒𝑉 are 
shown. The bands of the TSS form a conical sheet (“Dirac cone”) of eigenstates in the 
energy-momentum space. This is a highly unconventional behavior in that the dispersion is 
linear, unlike a slowly moving free electron (𝐸 = 𝑝2/2𝑚); the TSS disperses as though the 
electrons are massless. Notably, this behavior is also present in the conduction electrons of 
graphene, however, the degeneracy of states in graphene is four times higher than the case of 
a single TSS [12]. Of particular interest is the TSS spin-texture, the polarization of the spin as 
a function of wave-vector 〈𝝈(𝒌)〉, along the contour of states touching the Fermi energy 𝐸𝐹; 
these are the electron states that are relevant for conduction properties. Note that the Fermi 
energy can be tuned by raising the chemical potential (doping with electrons) by adding 
electron donor atoms (e.g. alkali metal) or lowering the chemical potential (doping with 
“holes”) by adding electron acceptor atoms. In the case 𝜇 > 0 (Fig. 1, top-right) it is said the 
FS is “electron-like” whereas for 𝜇 < 0 (Fig. 1, bottom-right) we have a “hole-like” FS. The 
spin-polarization is locked perpendicular to the momentum-vector in a helical pattern that 
reverses from right-handed to left-handed as the chemical potential is raised from a point 𝜇 < 
0. The helical spin-coupling provides an experimental signature that the model effectively 
describes the TSS. What will be important is how the state vectors are modified under 
rotations about the z-axis by an angle 2π. The corresponding rotation operator 𝐷(2𝜋, ?̂?) 
acting on the state gives: 
𝐷(2𝜋, ?̂?)| ±⟩ = [𝑒
−
𝑖
2
(2𝜋) 0
0 𝑒
𝑖
2
(2𝜋)
] [±𝑖𝑒
−𝑖𝜃
1
] = −| ±⟩. 
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Rotation by 2𝜋 changes the state vector by a sign. This sign change indicates the so-called 
geometric or Berry’s phase [13] of (the number) π was acquired by the TSS in the evolution 
of a closed cycle back to the initial angle coordinate. This is the signature of the topological 
metal that the “trivial” states do not have. From the mathematics shown, it can be found that 
the ingredients for the “non-trivial” Berry’s phase are a helical spin-texture and non-
degeneracy (Rashba-split states are doubly degenerate in the sense that there are two spin-
helical contours on the Fermi surface). More generally, a topological metal can have multiple 
“Dirac cones” in the momentum-space, so long as that number is odd modulo the symmetries 
of the crystal [11,14,15]. What is meant by “modulo” here is that, if symmetry operations 
(e.g. rotation, time-reversal) can be used to transform the bands of one cone into the bands of 
another, then both cones are considered to belong to the same TSS. 
 The Berry’s phase of the topological metal is believed to be a key ingredient for a 
number of exotic phenomena if magnetism is introduced. These include: (a) magnetic 
monopole-like fields originating from the surface [16] due to the so-called topological 
magnetoelectric effect, in which electric and magnetic fields become coupled, and (b) the 
fractional quantum Hall effect, wherein states propagating around the edge of the surface are 
quantized, and yet, fractionally charged. If superconductivity is induced in the topological 
metal, a Majorana quasiparticles (MQPs) can originate in vortex cores (regions where the 
superconductivity is locally suppressed) [17]. It is believed that the manipulation of MQPs 
could form the basis of a fault-tolerant quantum computer, in which quantum information is 
fully protected from decoherence [2,18,19]. The helical spin-texture of the TSS also hints 
toward a future of dissipationless, spin-filtered transport in new devices [20]. The topological 
metal is unique because the spin has to be completely flipped (according to TRS) in order for 
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a conduction electron moving in one direction to be scattered backward, e.g. by an impurity, 
and so backscattering that would normally cause dissipation in the current is strongly 
suppressed [21]. 
Working Definitions of Topological Insulator Phases 
 This dissertation will describe new discoveries in how the surface electronic structure 
of a topological insulator material is governed by: (1) the electronic structure within the bulk 
of the solid and (2) the details of how the surface is formed. Although the results reported 
herein are drawn from surface-sensitive spectroscopy experiments done for two new 
materials, the theoretical context and its subtleties are vital for understanding the purpose and 
significance of the work. This is a consequence of the thorny relationship which is of greatest 
concern to us, namely, the conditions under which the bulk electronic structure guarantees 
the existence of TSSs that are localized in position-space to the boundary of the solid and 
possess energies that are forbidden for bulk electrons (i.e. energies within a bulk band gap). 
When the presence of TSSs is guaranteed, in that their removal would first require a 
symmetry that exists at the surface to be broken, the solid is said to exist in an electronic 
phase of matter known as a topological insulator phase (TIP). Before proceeding, we 
encourage the interested reader to consult the latest literature and become aware that the 
classes of topological phases of matter are rapidly growing and already reach far beyond the 
ones discussed in this dissertation [2,3]. 
Strong Topological Insulator Phase 
 When a material is in a strong topological insulator phase (STIP) [11], surface states 
will exist at all points on its boundary, regardless of the physical structure and chemical 
composition (physiochemical structure) of the boundary, so long as magnetic fields are 
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absent. An important generalization of this statement is to say that the surface states of a 
material in a STIP are robust to disorder and non-magnetic impurities. This phase of matter 
can exist in 2D and 3D electron systems. This is the only TIP that produces the topological 
metal as it is described above, with an odd number of surface Dirac cones in the momentum-
space modulo the symmetries of the crystal. 
Weak Topological Insulator Phase 
 When a material is in a weak topological insulator phase (WTIP) [11], surface states 
will exist at some surfaces on the boundary of the material, but not at all points on the 
boundary. The surface states of a material in a WTIP are not generally regarded as being 
robust to disorder and impurities. This phase of solid matter has only been theorized to exist 
in 3D electron systems, and can be thought of as a continued stacking of 2D strong 
topological insulators whose electronic structures have hybridized to form a 3D electronic 
structure. To our knowledge, no examples of this phase have been found yet. The WTIP will 
yield an even number of surface Dirac cones modulo the symmetries of the crystal. 
Topological Crystalline Insulator Phase 
 When a material is in a topological crystalline insulator phase (TCIP) [22], surface 
states will exist at some, but not all, surfaces on the boundary of the material and will remain 
regardless of the detailed physiochemical structure on the surface, so as long as the symmetry 
of the crystal structure is preserved. An important generalization of this statement is to say 
that the surface states of a material in a TCIP are robust to disorder, magnetic and non-
magnetic impurities, and applied electromagnetic fields, but only when these effects do not 
break the crystalline symmetry. A pure TCIP, like the one that exists in SnTe [23] will yield 
an even number of surface Dirac cones modulo the symmetries of the crystal. If instead an 
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odd number is present, this indicates that the material is “dually” in the STIP and 
TCIP [15,24,25]. 
Bloch Waves, Brillouin Zones, and Orbitals 
 A discrete translational symmetry exists in a crystal; instead of all points in space 
being equivalent to one another, a point in space is only equivalent to other points which are 
separated from it by a lattice vector. A two-dimensional hexagonal lattice is shown in Figure 
1.3 below. Translation by the primitive lattice vector a1 or a2 associates a point on the lattice 
with its neighboring, equivalent point. Generally, any point in space within the lattice is 
transformed into its equivalent point upon translation by a lattice vector  
𝑮𝑚,𝑛 = 𝑚𝒂1 + 𝑛𝒂2  
where m and n are integers. The whole lattice and the position-space observables upon it 
(such as electron densities, electrostatic potentials, etc.) can be summarized by studying only 
the primitive unit cell (the Wigner-Seitz cell), the shaded region shown at the top-right of 
Figure 1.3. The remainder of the crystal volume can be produced through the translation of 
the unit cell by all possible lattice vectors. After examining the case of continuous 
translational symmetry, we are motivated to determine how the momentum-dependent 
properties of electrons within this lattice can be analyzed. Doing so requires the formulation 
of a reciprocal lattice, with primitive vectors b1 and b2 shown at the bottom-left of Figure 1.3. 
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Figure 1.3: Illustration of a hexagonal position-space (Bravais) lattice and its corresponding 
reciprocal-space lattice. 
 
 The reciprocal-space vectors b1 and b2 are constructed from the position-space lattice 
vectors as 
𝒃𝟏 ≡ 2𝜋
𝒂𝟐 × 𝒂𝟑
𝒂𝟏 ∙ (𝒂2 × 𝒂𝟑)
              ;               𝒃𝟐 ≡ 2𝜋
𝒂3 × 𝒂1
𝒂𝟐 ∙ (𝒂𝟑 × 𝒂𝟏)
 . 
In the case of a three-dimensional crystal, 𝒂𝟑 would be the position-space lattice vector 
which has a component in the direction normal to the plane we are studying. For the lattice as 
it is drawn in Figure 1, 𝒂𝟑 = ?̂?, the unit vector normal to the plane of atoms. The reciprocal-
space lattice also has its own notion of a Wigner-Seitz cell. The Brillouin zone, shown in the 
bottom-right of Figure 1.3, is the smallest volume of reciprocal space that can be used to 
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describe the whole of the reciprocal space. We can confine the study of electron dispersion to 
the region of a single Brillouin zone, knowing that whatever features are found there are 
simply reproduced in subsequent zones by the discrete translational symmetry of the crystal. 
The wavefunctions of electrons on a lattice (which has a potential that is periodic in space) 
are not pure plane-waves, but are linear combinations of Bloch wavefunctions 𝜓𝒌(𝒓) =
𝑢𝒌(𝒓) exp(𝑖𝒌 ∙ 𝒓) so that the position-space wavefunction is  
𝜓𝑛(𝒓) = ∑ 𝑢𝑛𝒌(𝒓) exp(𝑖𝒌 ∙ 𝒓)
𝒌
 
where the summation (a Fourier transform) is carried out over one Brillouin zone, the band 
index n codifies the type of orbitals being studied, and 𝑢𝑛𝒌(𝒓) is some function that has the 
same periodicity as the lattice potential.  
 There is one aspect of wavefunctions that is often overlooked; they are non-unique in 
the sense that if 𝜓𝒌(𝒓) is a solution of the Hamiltonian eigenvalue equation  
?̂?(𝒌)𝜓𝒌(𝒓) = 𝜖(𝒌)𝜓𝒌(𝒓), 
multiplying the wavefunction by a phase factor 𝑒𝑖𝜙 (where 𝜙 is real) produces a solution that 
is just as good as the first. This property (gauge freedom) is central to all theory of 
topological insulator phases of matter, which produce an obstruction to obtaining a position-
space representation of the orbital wavefunctions from the set of Bloch waves.  
 The phase 𝜙 could be dependent on several parameters. First of all, the choice of our 
position-space or reciprocal-space frames of reference could be changed by a lattice vector, 
so that a phase 𝜙𝑮 ≡ ±𝑮 ∙ 𝒓/|𝒓| or 𝜙𝑹 ≡ ±𝑹 ∙ 𝒌/|𝒌|, where G or R is a reciprocal-space or 
position-space lattice vector, could be included in the total phase. Secondly, there is the 
contribution of the dynamic phase 𝜙𝑑𝑦(𝒌, 𝑡) ≡ −𝜖(𝒌)𝑡/ℏ which specifies the evolution of 
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the Bloch wave over an interval of time t. So long as one can arbitrarily fix the total phase, it 
is possible to construct Wannier orbitals [26], which are the position-space-only 
representations of the electron states, from the Bloch waves. This task is impossible to do 
when the material is in a TIP. Like the topological metal presented on the surface, a 
topological insulator material also has a Berry’s phase associated with its valence and 
conduction bands [1]. Again, the presence of the Berry’s phase provides the distinguishing 
factor in identifying “topological” materials from their “trivial” counterparts. 
Band Inversion 
 The Berry’s phase in the bulk electronic structure is acquired as a result of band 
inversion [27], which is the inversion of the energetic sequence of orbital symmetries from 
what would usually occur in a “trivial” material. For example, one would normally expect 
that p-orbitals would have a higher energy than s-orbitals (for a given orbital shell) in a 
semiconductor, but in HgTe this relationship is reversed [28] and, therefore, one says that the 
band structure of HgTe is “inverted”. For the centrosymmetric bismuth chalcogenide crystals 
we have studied, the theory of topological insulators with inversion symmetry by Fu and 
Kane [14] provides a foundation for understanding band inversion and its consequences. In 
this section, aspects of Fu and Kane’s theory are discussed and, finally, we will explain what 
is “topological” about topological insulator materials (why they are named as such).  
 In a previous section (“Simplified Theory of Metals”), we discussed parity symmetry, 
which is present when the bulk crystal is centrosymmetric. When this symmetry is present, 
the bulk electron states are eigenstates of the parity operator, with eigenvalues of + 
(antibonding orbital symmetry) or – (bonding orbital symmetry). In a “trivial” 
semiconductor, semimetal, or insulator, the antibonding orbitals have a higher energy than 
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the bonding orbitals at every point in the Brillouin zone. A topological insulator material 
(TIM) is one in which bonding and antibonding states near the Fermi level have hybridized. 
As a consequence, the bulk bands of a TIM have a mixed character in that a given band can 
have a positive parity in some parts of the Brillouin zone and a negative parity in others. Note 
that parity is a discrete symmetry; there can be no smooth change from one eigenvalue to the 
next, and so, it is impossible to derive a basis of states that could describe the electronic 
structure in the entire Brillouin zone. This is why the electron wavefunctions in a TIM cannot 
be fully represented in position-space: the symmetries of the Bloch orbitals are k-dependent.   
 In Bi-chalcogenides, this band inversion is brought on by spin-orbit coupling (SOC), 
which causes the bonding and antibonding states to cross each other in the energy-
momentum space. The evolution of the band structure as SOC is applied is portrayed in 
Figure 1.4 below. SOC can raise the energy of the valence band, which has bonding 
symmetry, and lower the energy of the conduction band, which has antibonding symmetry. 
With sufficient SOC strength, the bands cross each other at certain points in the Brillouin 
zone and undergo hybridization. The hybridization results in two bands with mixed parity 
character, spaced by a full gap between them (as long as there are no crossing points 
protected by the symmetry of the crystal [29]).  Bi2Se3 has become the classic example of 
this phenomenon: at the Г-point of the Brillouin zone, the bonding-symmetry band, 
composed of Se 4𝑝3/2 orbitals, lies above the antibonding-symmetry band, composed of Bi 
6𝑝1/2 orbitals [12]. One would say that there is a “parity (band) inversion at the Г-point”. In 
Bi2Se3, the bands are non-inverted at the edges of the Brillouin zone. Furthermore, the 
(anti)crossing of the bands occurs at wave-vectors where their irreducible representations 
different, guaranteeing that they will hybridize and a full gap in the energy-momentum space 
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will be opened. This results in a gap between bulk bands with mixed parity character, as 
shown on the right of Figure 1.4.  
 
 
Figure 1.4: Schematic of the band inversion process described in the text, showing the 
valence and conduction bands in a cut of energy-momentum space containing two time-
reversal-invariant momentum points 𝜆1 and 𝜆2. Parity eigenvalues are indicated by + and – 
signs. The leftmost and rightmost panels portray the band structures in the “trivial” and 
“topological” cases, respectively. 
 
 The strategy of Fu and Kane is to characterize the bulk band structure by comparing 
the parity eigenvalues of the bands at each of the four time-reversal-invariant momenta 
(TRIM) in the Brillouin zone [11,14]. If there is no parity inversion at each of these points, 
the material is “trivial”. If there is an odd number (one or three) of TRIM with parity 
inversion, the material is in the strong topological insulator phase (STIP). If there is an even 
number (two) of TRIM with parity inversion, the material is in the weak topological insulator 
phase (WTIP). If parity inversion occurs at all of the TRIM, then the material is neither in the 
STIP nor the WTIP, but may be in the topological crystalline insulator phase (TCIP), which 
is the case for SnTe [23]. We will forgo discussing details of the TCIP until later chapters. 
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Figure 1.5: Cartoon of the Bloch wave symmetry in position-space as it evolves with 
reciprocal-lattice-translation. 
 
 The existence of the Berry’s phase in the bulk electronic structure is apparent when 
considering the reciprocal-lattice-translation symmetry. We will take the case of a single 
parity inversion (corresponding to the STIP) as an example. Consider the operation of going 
from the TRI momentum point that has the parity inversion to any one of the other three 
TRIM at which there is no parity inversion. This is a reciprocal-lattice-translation by half a 
reciprocal lattice vector 𝑮/2. Let us examine the evolution of the Bloch wave corresponding 
to a mixed-parity band, which is modeled as a standing wave in Figure 1.5 above, as 
successions of reciprocal-lattice-translations are applied. The Bloch wave transitions from 
odd to even symmetry with each application of 𝑮/2. Because parity and reciprocal-lattice-
translation are both symmetries of the system, it must be the case that the Bloch wave returns 
to its original parity when the full reciprocal-lattice-vector is applied. However, the sign of 
the wavefunction changes with the application of 𝑮, which can be regarded as taking the 
system through a closed cycle back to its initial coordinate. The sign change indicates to us 
the existence of the Berry’s phase, which has arisen due to the mixed parity character of the 
band structure. It has been shown that when this occurs, topological surface states (which 
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constitute the “topological metal” described above) are guaranteed to exist at the interface of 
the crystal with vacuum, or at the interface of the crystal with a “trivial” material [11,14]. 
 The relationship between band structures and the mathematical discipline of topology 
can now be understood. Topology is the study of the properties of objects which do not 
depend on smooth deformation. For example, objects with the same number of holes 
penetrating through them (e.g. a donut and a coffee cup) are said to be topologically 
equivalent [1]. A sphere and a donut are then topologically distinct. In going from the 
“trivial” to the “topological” band structure, a band inversion is required. To achieve the 
band inversion, the valence and conduction bands have to overlap, meaning that an 
intermediate metal phase exists between the two phases of “insulating” matter (see next 
paragraph for definition). The band structure of the trivial and topological insulator cannot be 
smoothly deformed into one another in the sense that an intermediate metal phase would 
form during that process, hence they are topologically distinct.  
 It is important to note that “insulating” is taken to mean that a band gap exists between 
the valence and conduction band at every momentum point in the Brillouin zone; this does 
not necessarily mean that the material itself is electrically insulating. In Chapter 3, a 
semimetal is studied which does not have a momentum-integrated band gap. Even so, we 
describe it as a topological insulator material. In the abstractions of topology and the theory 
of Fu and Kane [14], any material with band inversion that meets our definition of 
“insulating” is one and the same with a true topological insulator (which would have a 
momentum-integrated bulk band gap through which the Fermi level passes). 
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 (Bi2)m(Bi2X3)n Superlattices: Background and Motivation 
 The chalcogenide topological insulators Bi2Se3 and Bi2Te3 [12] have provided vital 
test beds for verifying the predicted structure of topological surface states in the simplest 
possible form (a single “Dirac cone” in the Brillouin zone). They have also provided the 
basis for the electronic structure engineering of bulk-insulating topological materials, such as 
Sn-doped BiTe2Se (BTS:Sn) [30] and BiSbTeSe2 [31]. The main body of our work explores 
another class of compounds—superlattices composed of bismuth bilayers and Bi2Se3 
quintuple layers. Just as the theory of topological insulators was developing in 2006, 
Murakami [32] predicted that an isolated bilayer of bismuth was a 2D topological insulator, 
termed a Quantum Spin Hall Insulator (QSHI) at the time, which yields a “1D” topological 
metal around its edges. Superlattices of Bi2 and Bi2Se3 could provide an innovative means of 
studying 1D and 2D topological metals in the same system. This possibility has yet to be 
confirmed, but the spectroscopy results we have gathered make it clear that these systems are 
novel from the point-of-view of studying basic electronic structure. We shall peek over the 
horizon at what possibilities lay in wait for topological insulator materials and explore 
aspects of theory that have been overlooked. A pervasive theme of our exploration is 
centered on the charge transfer between the bilayers and quintuple layers, which has a serious 
impact on the band dispersion of the TSSs. Then there is the motivation to simply identify 
new TIMs. In particular, questions about the topological character of Bi2/Bi-chalcogenide 
superlattices was first posited by outside researchers [3] only after our initial results [33] 
were reported. The following chapter describes the photoemission techniques used in our 
research and reviews their usefulness as they have been applied to other Bi-chalcogenides. 
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CHAPTER 2 
PHOTOEMISSION SPECTROSCOPIES APPLIED TO BISMUTH CHALCOGENIDES 
 
Sample Preparation and Measurement Conditions 
 The layered (cleavable) structure of Bi-chalcogenides was exploited to prepare fresh 
surfaces. Prior to being received for our experiments, ingots (up to several cm in length and 
width) were grown by the vertical Bridgmann technique [34] in furnaces at the Department 
of Chemistry, Princeton University [30,33,35]. For our spectroscopy experiments, single 
crystalline samples ~1 × 1 × 0.5 cm in size were cut with a razor blade from the boule and 
their quality was confirmed by x-ray diffraction. For angle-resolved experiments, the samples 
were mounted to a Cu sample plate using Epotek
®
 Ag-epoxy and an Al post was fixed over 
the crystal face with the same epoxy. The epoxy was cured by heating to 125 °C for 30 
minutes and a coating of denatured graphite was painted over the whole plate to ensure 
electrical contact with the sample. The samples were then transferred into ultra-high vacuum 
(UHV) with a pressure less than 10
−9
 Pa, wherein the crystals were cleaved in situ; the post 
was knocked off with a wobble stick or screwdriver, taking a portion of the crystal with it, 
and exposing the fresh, shiny-grey surface for which measurements were taken. For the 
microscopy experiments, the crystals were cleaved ex situ by the “Scotch tape method”; a 
piece of Scotch
®
 Magic™ tape was pressed over the sample and then pulled back to yield a 
fresh surface prior to transferring the sample into UHV.  
 As determined from mass spectrometry, the typical composition of the gasses in the 
UHV chamber consisted of H2O, CO, CO2, and H2. To avoid changes in the surface 
chemistry due to adsorption of gasses over time during the experiments, all measurements 
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were completed within 24 hours of cleaving, and no evidence of adsorbate-induced effects on 
the electronic structure (e.g. like the time-dependent doping found for the Bi2Se3 surface 
under 21.2 eV light [36]) was found.  UHV conditions are essential to maintain a clean 
sample surface, to prevent scattering of photoelectrons off of molecules before they can be 
detected, and also to operate the electron spectroscopy instruments. Note that if the band 
structure, rather than momentum-integrated electronic structure, is being probed, this also 
requires that the crystalline surface be well-ordered; the crystalline domains should be no 
smaller than the position-resolution of the experiment being performed. In many cases, the 
sample was cryogenically cooled with liquid helium down to a temperature 20 K or lower (to 
obtain better energy resolution). When this was done, the temperature was monitored using a 
commercial Si diode mounted within 3 cm of the sample with thermal contact provided by 
solid Cu or several Cu braids.  
Energetics of the Photoemission Process 
 The discovery of the photoelectric effect is credited to Hertz [37] in 1887 and its 
explanation, given by Einstein in 1905 [38], proved to be vital to the development of 
quantum mechanics and was the source of Einstein’s only Nobel Prize in Physics, awarded in 
1921. The very basic theoretical understanding of the effect has evolved little in the last 110 
years [39]; light quanta of energy ℎ𝜈 impinge upon a solid surface with work function Φ𝑆 
and excite electrons with a binding energy |𝐸𝐵| below the Fermi level into free-electron 
states with kinetic energy 𝐸𝐾 as 
𝐸𝐾 = ℎ𝜈 − Φ𝑆 − |𝐸𝐵|. 
The work functions of solid surfaces typically lie between 4 and 6 eV (the same is true for 
the Bi-chalcogenides studied here) [40] and so the minimum light-energy required to produce 
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photoelectrons lies in the ultraviolet (UV). Contributions to the photoelectron spectrum can 
have basically four different origins: (1) the occupied valence and conduction bands of the 
solid, (2) atomically localized core-levels (energy levels corresponding to fully occupied, 
non-bonding, inner-orbital shells), (3) Auger electrons (which do not appear in any of the 
spectra we will discuss and are not studied at all in this dissertation) and (4) the secondary 
(inelastically scattered) electron background. Bismuth chalcogenides have several atomic 
core-levels that are shallow enough to be probed by UV light (1 < ℎ𝜈 ≤ 100 eV) and soft x-
rays (100 < ℎ𝜈 ≤ 1000 eV), beginning with the Bi 5d5/2 level near 𝐸𝐵 = −25 𝑒𝑉. In all 
experiments, we have used photon energies between 14 and 120 eV (for reasons described in 
a later section) and, in addition to our essential interest in the delocalized electronic states 
(that form the band structure), we will focus our attention, at times, to core-levels with a 
binding energies |𝐸𝐵| < 100 eV, which are referred to here as “shallow core-levels”. The 
literature values of these core-levels for elemental Bi, Te, and Se are tabulated in Table 2.1. 
 
Table 2.1: Electron binding energies for shallow core-levels of Bi, Te, and Se in their natural 
forms [41]. Entries labelled “>>” correspond to unoccupied levels and “<<” entries 
correspond to levels that lie more than 100 eV below the Fermi level, which are outside our 
interest and typical probing capabilities. 
 
 Bi Te Se 
5d5/2 −23.8 eV >> >> 
5d3/2 −26.9 eV >> >> 
5p3/2 −92.6 eV Delocalized >> 
4d5/2 << −40.4 eV >> 
4d3/2 << −41.9 eV >> 
3d5/2 << << −54.6 eV 
3d3/2 << << −55.5 eV 
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Figure 2.1: Schematic illustration of spectral features of a Bi-chalcogenide topological 
insulator in terms of the density of states as it varies with energy. The vacuum energy 𝐸𝑉𝑎𝑐 is 
shown with respect to the Fermi energy 𝐸𝐹 along with the definition of the binding energy 𝐸𝐵 
defined from the absolute energy value 𝐸 measured relative to the Fermi level as 
 𝐸𝐵 ≡ 𝐸 − 𝐸𝐹. Deep core-levels, like the Se 3s, are not probed in our experiments. 
 
 For a true topological insulator, the Fermi level 𝐸𝐹 is in the energy gap between the 
highest-lying bulk valence band (BVB) and first unoccupied bulk conduction band (BCB), 
and the topological surface state (TSS) fills this gap completely. The sample work function 
Φ𝑆 = 𝐸𝑉𝑎𝑐 − 𝐸𝐵 is the difference of the vacuum energy 𝐸𝑉𝑎𝑐 and Fermi energy 𝐸𝐹, and we 
report binding energy of an electron occupying a state with an energy 𝐸 inside the solid as 
the measure of 𝐸𝐵 ≡ 𝐸 − 𝐸𝐹.  Figure 2.1 above shows where different types of electronic 
states in the solid lie with respect to each other on the energy scale, through a schematic 
drawing of the density of states (DOS). The valence and conduction bands are delocalized 
electronic states, and can be thought of as a linear superposition of orbitals on different 
atoms. This results in a broad distribution in the DOS over several electron volts in energy. 
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For example, the BVBs of Bi2Se3 are distributed over a region from ~0.3-5.0 eV below the 
Fermi level [33], a having a so-called band width of ~5 eV. Note that the linear dispersion 
and two-dimensionality of the TSS should cause the momentum-integrated DOS inside the 
bulk band gap to increase linearly as the energy proceeds away from the Dirac point (where 
the DOS is zero). Conspicuously, it has been found for most Bi-chalcogenide topological 
“insulators” that the Fermi level actually resets in the BCB; these are no insulators, but are 
actually bulk-metals [3]. As such, experiments require momentum resolution to distinguish 
between the TSS and bulk states, and it will be explained later that the use of lower photon 
energies is advantageous for improving momentum-resolving capabilities. This typically 
works hand-in-hand with improving the sensitivity to surface states. 
 
 
Figure 2.2: The “universal curve” of inelastic mean free path of electrons in a solid as a 
function of kinetic energy. The data points shown are accumulated from many studies of 
different materials. This figure was adapted from the work of Seah and Dench [42]. 
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 When a photon is absorbed and an electron is placed into an excited state within one of 
the unoccupied conduction bands, the electron could scatter many times before reaching the 
surface. Such a photoelectron within a solid is, after all, a charged particle within a sea of 
other charged particles with which it can interact in many ways. The average distance an 
electron can travel in this environment before scattering inelastically (losing energy), termed 
the inelastic mean free path (IMFP), is regarded as the depth sensitivity of the technique 
being used, and it is only on the order of a nanometer for most UV photoemission 
experiments. Rigorously, the IMFP is dependent on the kinetic energy of the electrons 
considered and the dielectric function of the material and can be studied by the technique of 
electron energy-loss spectroscopy, but there is a general trend in the relationship between 
electron kinetic energy and IMFP that was long-ago identified by researchers [42]. The so-
called “universal curve” of the IMFP, shown in Figure 2.2 above, suffers a dip for kinetic 
energies in the range of 10-120 eV. The bulk sensitivity of photoemission techniques can be 
improved by using photons of energy only a few electron volts higher than the sample work 
function (placing the photoelectron kinetic energies below the dip) [43], but this is not done 
in most laboratories because only a small range of binding energies can be probed and 
because difficulties (e.g. due to stray magnetic fields) in controlling the trajectories of 
slower-moving electrons have to be overcome for energy- and momentum-filtering 
photoemission experiments. Recently, great advances have been made in making x-ray 
photoemission spectroscopy a viable technique for studying electron band dispersion [44]. 
However, we will see that for given capabilities of an analysis system, the momentum 
resolution is always improved in going to lower photon energies. Note that the wavefunctions 
of bulk electrons are matched to an evanescent tail that extends into the vacuum. Therefore, 
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bulk electrons are also probed by surface-sensitive techniques and will appear in the UV 
photoemission spectra shown throughout our work. 
 So far, we have discussed the basic origins of features in the photoemission spectrum, 
including the secondary background, which consists of photoelectrons that were inelastically 
scattered before leaving the solid, but still had enough energy to overcome the work function 
and escape into the vacuum. This creates a large peak of photoemission intensity near zero 
kinetic energy that has a sharp drop referred to as the secondary electron cutoff, illustrated in 
Figure 2.3 below. It will become important in the following chapter to understand how the 
experimental environment affects the kinetic energies of all emitted photoelectrons (the ones 
that can make it all the way to the detectors) in that the photon energy and sample work 
function are only a part of the story. In most cases, the sample and the detector used to 
analyze the emitted photoelectrons have a low-resistance electrical contact to the same 
charge reservoir (ground) and Φ𝑆 and the detector work function Φ𝐷 are dissimilar. By virtue 
of their connection to ground, the sample and detector share the same chemical potential 
(their Fermi levels are aligned). This creates a contact potential  
𝑉𝐶 = Φ𝑆 − Φ𝐷 
that accelerates or decelerates the electrons as they move to the detector, modifying their 
kinetic energies. It is understood that, rigorously, the above relation is only exact if the 
sample and detector are also in thermal equilibrium. As illustrated in Figure 2.3, the kinetic 
energies are uniformly shifted so that the electrons that had an initial binding energy at the 
Fermi level are detected to have a kinetic energy of ℎ𝜈 − Φ𝐷 and the secondary electron 
cutoff at 0 eV kinetic energy is detected to lie at a kinetic energy equal to 𝑉𝐶. Because 
topological insulator materials are always metallic at the surface, the Fermi level can always 
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be identified in the spectra from the corresponding cutoff in photoemission intensity, and it is 
straightforward to transform the spectrum to the 𝐸𝐵 scale. To measure the sample’s work 
function, one can calibrate to the “internal energy scale” of photoelectrons before they were 
emitted from the surface by setting the energy of the Fermi level cutoff 𝐸𝐹 to equal the 
photon energy, which is always known. The work function then corresponds to the kinetic 
energy at which the secondary electron cutoff lies (see Chapter 3).  
 
 
Figure 2.3: Sketch of a UV-photoemission spectrum (kinetic energy versus intensity of the 
photoelectron current reaching the detector) as it is at (left) the sample surface and (right) at 
the detector. A sketch of the sample density of states (DOS) is shown at bottom-left. 
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Angle-Resolved Photoemission 
 The basic goal of ultraviolet angle-resolved photoemission spectroscopy (ARPES) is 
to obtain the occupied electronic band structure from photoemission spectra. The discussion 
above described how the initial binding energies of the electrons, as they were in the solid, 
are obtained from their kinetic energies in the photoemission experiment. Completing the 
task of using ARPES as a “band mapping” tool requires knowledge of how the momenta of 
electrons are modified in the photoemission process. In practice, the analysis is simple to 
accomplish and relies on three very basic and surprisingly reliable [45] assumptions: (1) the 
in-plane momentum ℏ𝑘|| is conserved throughout the process, (2) the photoelectrons in the 
solid must overcome a step-like potential barrier at the last layer of surface atoms, called the 
“inner potential” 𝑉0, upon crossing the interface between the crystal and the vacuum, and (3) 
the momentum that can be transferred from the photon to the electron is negligible [40,46]. 
The combination of these assumptions places the following condition on the out-of-plane 
component 𝑘𝑧 of the initial state’s crystal momentum, where m is the electron mass: 
ℏ2𝑘𝑧
2
2𝑚
≥ 𝑉0. 
In other words, one assumes that a free electron state with a wave-vector equivalent to that of 
the initial state is created by photoexcitation, but the part of the energy that comes from the 
resulting electron state’s out-of-plane momentum must be greater than the inner potential, or 
else the electron will be reflected back into the solid. The kinematics of this simplified 
process are sketched in Figure 2.4 below. Upon crossing the potential barrier and entering the 
vacuum, the out-of-plane component of the wave-vector 𝑘𝑧,𝑉𝑎𝑐 is reduced from its initial 
value 𝑘𝑧 to 
 32 
 
𝑘𝑧,𝑉𝑎𝑐 = √𝑘𝑧2 −
2𝑚
ℏ2
𝑉0 
while the plane-parallel component remains the same; the inner potential has the effect of 
refracting the photoelectron trajectory as it is emitted from the surface. At the appropriate 
ARPES facilities, the polar angle 𝜗 from the z-axis of the emitted photoelectron (drawn in 
Figure 2.4) is easily measured. From the geometry of the problem as it is drawn below, the 
solution for the out-of-plane wave-vector in the final state, and the energetics of the 
photoemission process described in the previous section, we have three equations that are 
used ubiquitously in preparing ARPES data for analysis: 
𝐸𝐵 = ℎ𝜈 − Φ𝐷 − 𝐸𝐾                  (2.1) 
𝑘|| = √
2𝑚𝐸𝐾
ℏ2
sin 𝜗                     (2.2) 
𝑘𝑧 = √
2𝑚
ℏ2
(𝐸𝐾 cos2 𝜗 + 𝑉0)     (2.3) 
The all-important relationship between photon energy, angular-resolution, and momentum-
resolution can now be connected. Following the propagation of uncertainty Δ𝜗 in the 
emission angle, it follows that the uncertainty in the in-plane momentum ∆𝑘|| is: 
Δ𝑘|| = √
2𝑚𝐸𝐾
ℏ2
cos 𝜗 Δ𝜗              (2.4) 
when the finite energy resolution is neglected. The momentum-resolution in probing an 
initial state at a given binding energy is improved when the kinetic energy of the 
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corresponding photoelectron is reduced, meaning that lower photon energies yield better 
angular resolution.   
 
 
Figure 2.4: Kinematics of a photoelectron crossing the crystal-vacuum interface. 
  
 Obtaining the in-plane momenta of initial states is straightforward and only requires 
two quantities that are measured in the ARPES experiment itself: the kinetic energy and the 
emission angle. Since our primary interest is in mapping the band structure of surface states, 
which disperse only with the in-plane wave-vector, this is good news. Quantitatively 
determining the out-of-plane wave-vector, however, is problematic because the inner 
potential is more of a conceptual machination than it is a physical quantity that can be 
measured directly; there are no reference tables in the literature for the inner potentials of 
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various materials. If one is interested in mapping the out-of-plane dispersion of the initial 
states, this can be done by collecting ARPES spectra at different photon energies. From 
equations (2.1)-(2.3) one can obtain:  
𝑘𝑧 = √
2𝑚
ℏ2
(ℎ𝜈 − Φ𝐷 + 𝐸𝐵 + 𝑉0) − 𝑘∥
2         (2.5) 
If several spectral images of 𝐸𝐵(𝑘||) are collected over a range of photon energies, one can 
qualitatively determine how the bands at a given 𝑘|| or 𝐸𝐵 disperse (or do not disperse, in the 
case of surface states) with 𝑘𝑧 given an estimate of 𝑉0. Already, this type of analysis can 
easily determine the bulk or surface origin of bands appearing in the photoemission spectra. 
The inner potential can then be adjusted such that the 𝑘𝑧-dispersion of the bulk states 
matches band structure calculations or such that the observed periodicity of the dispersion 
matches what is expected from the known position-space structure of the crystal. Our work 
follows others [47] who have studied Bi-chalcogenides, simply taking 𝑉0 = 10 eV in 
approximation.  
Application of ARPES Band Mapping 
Bi2Se3 
 Figure 2.5 shows ARPES spectra of Bi2Se3, converted into binding energy and 
momentum coordinates, over which the photoemission intensity is imaged as a false-color 
scale or gray-scale. From equation (2.5), one would expect that the in-plane dispersion of 
bulk-derived bands changes with photon energy, and this is obviously the case from an 
inspection of panels (a)-(c). In fact, as shown in panel (b), the BCB is entirely above the 
Fermi level and not visible in the photoemission spectrum. The TSS dispersion, however, 
does not change with the photon energy. In this way, one can qualitatively identify the BCB, 
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BVB, and TSS in the spectra and confirm their respective bulk or surface characters. A more 
quantitative way of viewing this relationship is to display the intensity at a selected 
momentum coordinate over a range of binding energies, or show the intensity at a given 
binding energy, such as the Fermi level, over a range of momenta, like what is done in Figure 
2.5(d). In panel (d), the TSS contribution to the Fermi surface (FS) does not vary its Fermi  
 
 
Figure 2.5: Electronic band structure of Bi2Se3 mapped by ARPES, extracted from 
reference [47]. a)-c): Photoemission intensity imaged as a function of binding energy and 
momentum for one line in the surface Brillouin zone, using (a) 30 eV, (b) 50 eV, and (c) 90 
eV photons. The bulk conduction band (BCB), surface state (SS), and bulk valence band 
(BVB) are indicated in panel (a). d-e): Photoemission intensity at the Fermi level in (d) the 
(𝑘𝑦, 𝑘𝑧) momentum plane and (e) the (𝑘𝑥, 𝑘𝑦) momentum plane. Red dashed-lines indicate 
the Fermi surface probed with 50 eV photons.   
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momentum 𝑘𝐹 = 0.08 Å
-1
 as the out-of-plane wave-vector changes. In contrast, the in-plane 
𝑘𝐹 of the BCB forms pockets ~0.05 Å
-1
 in diameter in the (𝑘𝑦, 𝑘𝑧) plane that are centered on 
the Г-point of the bulk Brillouin zone [36,47], which would appear periodically at integer 
multiples of 0.658 Å
-1
 in 𝑘𝑧. The in-plane FS of the TSS can also be fully studied by 
measuring the photoemission intensity in the (𝑘𝑥, 𝑘𝑦) plane shown in panel (d). The FS 
consists of a single, surface-derived pocket enclosing the time-reversal-invariant momentum 
point Γ̅, which is a signature of the strong topological insulator phase of matter [11]. 
Basic Quantum Mechanics of UV-Photoemission 
 To this point, we have covered the bare essentials for the theory of photoemission 
applied in ordinary band mapping studies, captured in equations (2.1)-(2.5). Besides 
knowledge of how to operate the experimental apparatus being used, this is most of what the 
typical researcher needs to know. What remains are various levels of sophistication in 
understanding the photoemission process and obtaining further information from the spectra, 
which can be read about extensively in a classic textbook [40,46] or reference work [45,48]. 
Following sections will include aspects of photoemission theory that are either essential to 
the remaining chapters or important for understanding the experimental design and methods. 
The Three-Step Model 
 The previous discussion on photoemission energetics was consistent with the 
phenomenological three-step model of photoemission (TSM). In the TSM one assumes that 
there are three independent steps in the photoemission process: 
Step 1: Optical excitation into an unoccupied, bulk-derived Bloch-wave state 
 Step 2: The photoexcited electron travels to the surface in a plane-wave state 
 Step 3: Transmission through the surface into the vacuum 
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Figure 2.6: Schematic comparison of the three-step and one-step models of photoemission, 
taken from the text of Hüfner  [40].   
  
For example, the creation of the secondary electron background was explained earlier in 
terms of scattering of optically excited electrons inside the solid, which would occur during 
Step 2. The TSM is only a useful simplification of the true quantum-mechanical picture of 
the process. Rigorously, the photoemission process is the coherent transmission of an initial, 
bound electron-state inside the solid all the way to the detector, which is captured in the so-
called one-step model (OSM). The latter model is actually far more complicated to apply, 
because the wavefunction solutions to the problem should, in principle, be defined for all 
space (there is only one Hamiltonian that must describe the entire system). Our discussions 
of photoemission results will remain phenomenological in nature, and therefore the material 
is presented in a way consistent with the TSM. 
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Figure 2.7: Illustrations of electron energy-momentum structure in the three-step model. (a) 
Optical excitation of an electron with an initial energy 𝐸𝑖 and crystal-momentum 𝒌𝑖 to a 
“final” energy 𝐸𝑖  crystal-momentum 𝒌𝑖 + 𝑮. (b) Plane-wave with momentum 𝒑 =
ℏ(𝒌𝑖 + 𝑮) (c) Sketch of the photoelectron density versus energy before transmission through 
the surface, including scattered-electron background. (After reference [40]) 
 
 Consider the following: Earlier, it was said that the momentum transferred from the 
photon to the electron can be assumed to be negligible (this is true for UV photoemission). 
Then how does the electron gain the momentum necessary to leave the crystal? The subtle 
answer is that the momentum is “supplied” by the crystal itself in the form of a reciprocal-
lattice vector 𝑮, as illustrated in Figure 2.7(a). As such, in the optical excitation process an 
electron with an initial momentum 𝒌𝑖 ends up with a final momentum (equivalent to the first 
in the sense of reciprocal-lattice translations) of 𝒌𝑖 + 𝑮, which is the conclusion of Step 1. In 
Step 2, we assume the electron is in a plane-wave state (see Figure 2.7(b)) with a wave-
vector equal to 𝒌𝑖 + 𝑮, at which point there is some probability that it will undergo scattering 
as it travels to the surface. In Step 3, electrons undergo refraction at the surface by the inner 
potential and exit the solid with their kinetic energies ultimately modified by the work 
function of the sample and/or detector. 
 39 
 
Selection Rules 
 So, what of the probability that an electron in a given bound-state will undergo optical 
excitation in the first place? Again, there are varying levels of sophistication in answering 
this question. In general, photoemission selection rules are very relaxed compared with other 
optical methods because the final states are plane-wave-like rather than, e.g., orbitals of a 
specific symmetry. Furthermore, one can tune the photon energy and experimental geometry 
to overcome the suppression of photoemission intensity caused by selection rules. This 
places the technique very near to what could be called a direct probe of the initial electron 
states within the solid—the “band mapping” tool it was portrayed to be earlier. Most 
researchers studying new topological insulator materials do not bother to fully analyze the 
so-called photoemission matrix element effects (a matrix element 𝑀𝑓,𝑖 is directly proportional 
to the probability of transition from given initial state and to a given final state), however, 
these effects can be important for interpreting the photoemission data and can yield 
information on the orbital-symmetry of the initial states. 
 One can usually assume that the transition probability is accurately described by 
Fermi’s Golden Rule, with a simplified (dipole approximation) form [40] of the electron-
photon interaction Hamiltonian: 
𝑀𝑓,𝑖 ∝
2𝜋
ℏ
|⟨𝑓|𝑨 ∙ ?̂?|𝑖⟩|2 𝛿(𝐸𝑓 − 𝐸𝑖 − ℎ𝜈)           (2.6) 
where A is the vector potential of the photon field (from Faraday’s law, this has the same 
direction as the light-polarization) and ?̂? is the canonical momentum vector-operator. From 
commutation relations, one can rewrite the so-called dipole operator as 𝑨 ∙ ?̂? ∝ 𝑨 ∙ ?̂?. The A 
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field is assumed to be constant in position-space and, if it is convenient, 𝑀𝑓,𝑖 can be rewritten 
into the integral form familiar to those who have studied Laporte selection rules: 
𝑀𝑓,𝑖 ∝ ∫ 𝜓𝑓𝒓𝜓𝑖  𝑑𝜏 
which would require detailed knowledge of the initial and final wavefunctions to evaluate. In 
practice, one works backwards by analyzing the photoemission spectrum and working-out 
the symmetry of the initial wavefunctions from there. At the most rudimentary level of 
analysis (which is what we apply in our work), one assumes a plane-wave final state, with a 
“final” momentum (before refraction at the surface) of ℏ𝒌𝑓. Applying the dipole operator to 
the left in equation (2.6) yields 
 𝑀𝑓,𝑖 ∝ 𝑨 ∙ 𝒌𝑓|⟨𝑓|𝑖⟩|
2 
and the analysis reduces to comparing the overlap of the plane-wave state and the possible 
initial states.  Note that the 𝑨 ∙ 𝒌𝑓 term is not actually of importance because the “final” 
electron state can again “borrow” momentum from the lattice and be shifted into the 
seemingly forbidden momentum-planes (perpendicular to A). In any case, considering the 
matrix-element problem as one of wavefunction overlap between the initial state and a nearly 
free-electron state, which has a kinetic energy of 𝐸𝐾 = ℎ𝜈 − |𝐸𝐵| inside the solid, it is readily 
evident that the matrix elements should depend on photon energy. This can be seen in Figure 
2.8, which compares the wavefunctions of two different initial states and two different final 
states. A steeply oscillating initial state has an improved overlap with a final state with 
similarly rapid oscillations, which correspond to a higher kinetic energy. This is why the 
excitation of electrons in core orbitals tends to become more probable as the photon energy is  
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Figure 2.8: (left) Illustration of initial bound-states and final plane-wave-like states in the 
optical excitation process, taken from reference [40]. Quantum harmonic oscillator functions 
are shown for simplicity. (right) Calculated photoionization cross-sections, in megabarn (Mb) 
versus photon energy, for Bi and Se orbitals by Yeh and Lindau [49]. 
  
increased, as can be seen in the comparison of photoionization cross-section for the valence 
p-orbitals and core d-orbitals of Bi and Se. 
 The photon energy-dependence of the matrix elements will not be analyzed in great 
detail here, but it is important for researchers to be aware of such effects and recognize the 
importance of tuning the photon energy. What will become important later on is how the 
light-polarization can be used to selectively probe initial states of specific-orbital symmetry; 
only linearly polarized light will be considered. Cleaved Bi-chalcogenides yield a surface 
with C3v symmetry, such that three mirror planes exist. Suppose we take one of the mirror  
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Figure 2.9: Drawing of experimental geometry for the cases of the vector potential being 
parallel (green) and perpendicular (red) to the yz-mirror-plane of the sample (translucent 
orange), with p-orbitals shown. 
 
planes as the yz-plane in our coordinate system and define the orbital symmetries of the 
initial states only in terms of p-orbitals, as shown in Figure 2.9. Where the yz-plane is the 
symmetry element, the mirror operator can be written as ?̂?(𝑦𝑧) = 𝑃𝐶2(𝑥), where 𝑃 is the 
position-space inversion operation and 𝐶2(𝑥) is the 180° rotation about the x-axis [15]. The 
px orbital is odd under the mirror operation, with a mirror-eigenvalue 𝑚(𝑦𝑧) = −1,  and the 
py and pz orbitals, on the other hand, have an even symmetry with 𝑚(𝑦𝑧) = +1. If we 
consider only the final states that lie in the mirror plane itself, which have an even mirror-
symmetry, then the selection of initial states can be made completely rigorous; for the case 
that the vector potential lies parallel to the mirror-plane, only even-symmetry initial states (py 
and pz orbitals) undergo a transition, but if it lies perpendicular, only odd-symmetry initial 
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states (px orbitals) are probed. To move beyond the simplified case of considering 
photoemission into only one of the mirror planes, a full group theoretical analysis can be 
applied to identify which matrix elements are zero or finite for a given situation [40]. Less 
rigorously, photoemission of electrons in directions parallel to the nodal planes of their 
orbitals is enhanced when the vector potential is perpendicular to the nodal planes. We will 
phenomenologically generalize this relationship by assuming that, as the component of 
vector potential field in the nodal planes (picture a continuation of the above orbitals on a 
lattice) of a given orbital state is enhanced, emission is enhanced for wave-vectors lying 
closer to the normal-direction of the planes and diminished for wave-vectors oriented farther 
from the normal-direction. Note that one can vary the angle of the vector potential to tune the 
selection of px,y over pz orbitals, by changing the angle of light incidence (discussed in 
Chapter 3). 
Spin- and Angle-Resolved Photoemission 
 If the photoelectrons are passed through an energy-filtering analyzer into a 
polarimeter, like the mini-Mott detectors discussed later, the spin-polarization of the 
photoelectron beam can be directly measured in a technique called spin-polarized 
photoemission spectroscopy [50–53]. If it can be assumed that spin is conserved in the 
photoemission process, the combination of spin- and angular-resolution can be applied to 
measure the spin-texture 〈𝝈(𝒌)〉 of the initial state (the spin-texture refers to the expected 
spin-polarization vector as a function of the momentum vector). In the measurement, the 
spin-polarization P is the difference over the sum of electrons counted to have their spins 
parallel and antiparallel to the quantization axis: 
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𝑃 ≡
𝑁↑ − 𝑁↓
𝑁↑ + 𝑁↓
 
where 𝑁↑ is the number of “spin-up” electrons and 𝑁↓ is the number of “spin-down” 
photoelectrons. Because the measurement is statistical (P is obtained from many hundreds of 
electrons), the spin-polarization vector P can be determined classically from the magnitudes 
of its components as 𝑷 = 𝑃𝑥?̂? + 𝑃𝑦?̂? + 𝑃𝑧?̂?. In spin- and angle-resolved photoemission 
spectroscopy (SARPES), the spin-polarization vector can therefore be mapped for various 
bands throughout the surface Brillouin zone (SBZ) [52,54]. From the total, spin-integrated 
photoemission intensity 𝐼 = 𝑁↑ + 𝑁↓ , data can also be reported in terms of spin-resolved 
intensities 
𝜎± ≡ 𝐼(1 ± 𝑃) 
where 𝜎+ and 𝜎− represent the populations of the “spin-up” and “spin-down” photoelectrons, 
respectively.  
Surface State Anisotropy 
 The first ARPES studies of Bi2Te3 [55,56] revealed an intriguing, “snowflake-like” FS 
corresponding to the TSS, unlike that of Bi2Se3, which is circular. This “hexagonal warping” 
effect is a deviation from the Dirac-like model of the TSS which was later theoretically 
explained by Fu [57] using the so-called k∙p (pronounced “kay dot p”) formalism [4]. The 
warping effect is prevalent in all of the new materials we discuss in future chapters, and we 
will expand on Fu’s work later in Chapter 3. The essential mechanism is the coupling of the 
out-of-plane component of spin with the in-plane potential gradient of the crystal, which has 
a three-fold symmetry. The interaction is anisotropic in the SBZ; the coupling is maximized 
on the Γ𝐾̅̅ ̅̅  direction and zero along the mirror-invariant Γ𝑀̅̅ ̅̅  direction, producing the 
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snowflake shape of the FS shown in Figure 2.10(b) below. The interaction is also dependent 
on the magnitude of the crystal-momentum as ~k
5
 and the SOC strength, which explains why 
Bi2Se3 has a circular FS, as it is composed of lighter chalcogenides, even though the FS sizes 
of the two materials are similar. Fu predicted that, along the Γ𝐾̅̅ ̅̅  azimuth, the 
 
 
Figure 2.10: SARPES results of Souma et al. [58] for two materials with different 
magnitudes of hexagonal warping in the TSS: TlBiSe2 (left panels) and Bi2Te3 (right panels). 
a)-b) Fermi surfaces. c)-d) Spin-resolved intensities for the x- and z-spin-components 
measured at the Fermi momentum on the Γ𝐾̅̅ ̅̅  line (indicated by a small circle in the Fermi 
surface map). e)-f) 𝑃𝑧 measured at the same momentum point. g) Theoretical plots of the out-
of-plane polarization component versus 𝑘𝑦, based on Fu’s model [57].  
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out-of-plane spin-polarization of the TSS could reach as high as 60%. Souma et al. [58] were 
the first to measure the out-of-plane spin polarization 𝑃𝑧 at this point in momentum-space at a 
value of only 15%. Possible reasons for why a reduced value is measured are discussed later. 
Figure 2.10 shows the SARPES results from two different Bi-chalcogenides, TlBiSe2 and 
Bi2Te3, which both exhibit some degree of hexagonal warping, as can be seen in their 
respective Fermi surfaces in panels (a) and (b). Panels (c) and (d) show the spin-resolved 
intensities at the Fermi momentum for the in-plane and out-of-plane spin-components. From 
comparison, it is clear that the out-of-plane spin is much larger for the strongly warped 
Bi2Te3 TSS than it is for the minimally warped TlBiSe2 TSS, demonstrating that there is 
indeed a connection between surface state anisotropy and coupling with the out-of-plane 
component of spin. 
 Quantitativeness and Meaning of SARPES Results 
 Now there is the question of why the value of 𝑃𝑧 is reduced so significantly from the 
60% value suggested by Fu. Some years after the seminal work by Souma et al., it was 
pointed out [59] that many SARPES studies of Bi2Te3 produced different quantitative values 
for both the in-plane and out-of-plane spin-polarizations. This suggests that experimental 
conditions that can vary from setting-to-setting (for example, the polarization and incidence 
of the light) have affected the measurements. The same can also be seen in comparing 
published results for the in-plane polarization of the TSS on Bi2Se3, which, until recent years, 
had ranged from 20% [60] to ~80% [47] . Dissimilar reported values could be due to the 
differing energy resolutions of the measurements and/or backgrounds in the photoemission 
signal from unpolarized bulk bands, whose contribution to the signal changes with photon 
energy. One can also suppose that, for example, the crystal in a given experiment was of a 
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lower quality than another, and scattering of photoelectrons (which would cause spin-
relaxation and a depolarized signal) was therefore of greater effect. However, if the scattered 
(secondary) photoelectron background is subtracted from the total intensity, it should not 
affect the polarization value. A physically distinct means of depolarization would occur 
through many-body effects—the intrinsic scattering of the electrons in the initial states with 
impurities, the lattice phonons, and each other. We note that the authors of Nomura et al. [59] 
discussed how many-body effects could limit the intrinsic spin-polarization of the TSS as a 
way of explaining why the 𝑃𝑧 values obtained for the Bi2Te3 TSS had never been measured to 
exceed 40%.  
 There was also an instructive conundrum regarding the competing views from theory 
and experiment over the true magnitude of spin-polarization in the TSS. In principle, the TSS 
bands should not be pure spin-eigenstates because the spin and orbital degrees of freedom are 
coupled in a phenomenon referred to as spin-orbital entanglement. This means that, at a 
given wave-vector in the surface Brillouin zone, the TSS is in a superposition of orbital 
states, which can have different symmetries, and thus the spin-orientation is orbital-
dependent. The spin-polarization taken as a weighted average from all of the orbital 
components can therefore be considerably less than 100%. Believing that the spin-
polarization of the TSSs of Bi2Se3 and Bi2Te3 are ~50% based on ab initio calculations [61], 
Park and Louie [62] were the first to address the discrepancies between theory and 
experiment. Their work explained that the coupling of the spin with the vector potential of 
the light used physically rotates and polarizes the spin of every emitted photoelectron, 
creating a 100% spin-polarized photoelectron beam from the sample (the measured 
polarization could then be affected by background from non-TSS contributions to the signal). 
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The theoretical predictions by Park and Louie based on their light-and-spin coupling model 
seemed to have been fully confirmed in a novel laser-based SARPES experiment performed 
by Jozwiak et al. [63], but another theory [64] which views (S)ARPES as a technique that 
selectively probes the orbital components of the TSS (via selection rules) has recently 
prevailed (see the next subsection) [65–67].  
 The realities of spin-orbital entanglement cause the author of the present work to 
believe that unless the experimental geometry (including light-polarization, sample 
orientation, and analyzer geometry) is completely controlled, SARPES cannot be rigorously 
regarded as a quantitative tool for directly probing the spin of the initial states, but instead 
serves as a qualitative one. We chose to conduct measurements with the sample kept at room 
temperature, for convenience, and sophisticated procedures in data analysis that have been 
championed by others [52] are not taken to try and improve the quantitativeness of the 
polarization values, since they likely are geometry-dependent anyhow. To make matters 
more complicated, suppose one were to apply the methods described in Meier et al. [52] by 
subtracting the contribution of, for example, the spin-unpolarized valence band to the signal. 
The author of the present work does not view this as a good practice, because it has been 
shown that polarized photoelectrons can be produced from unpolarized initial states of Bi-
chalcogenides in what has been described as a “widespread” effect that even appears for 
atomic core-levels [68]!  In our day-to-day operations of exploring complex, new materials 
that have never been studied with photoemission before, it was not feasible to control the 
experimental geometry with the necessary precision or to theoretically consider what the 
induced photoelectron spin-polarization of background signal should be, thus making a truly 
quantitative analysis impossible. Moreover, this is still not the end of the story regarding 
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what experimental control or theoretical support may be needed to fully probe the TSS. 
Taking a more detailed view of spin-orbital entanglement, it has been demonstrated that the 
spin-texture is also strongly dependent on the atomic layers (e.g. Bi or Se atomic planes) in 
which the orbitals are located, as well their depth within the solid [69–71]. This is very 
sensible, because the effective electric field the spin couples to should be position-dependent, 
but it also means that the measured spin-texture additionally depends on the probing depth 
(IMFP) and photoionization cross sections of the various atoms in the experiment. Some 
have also suggested that diffraction of photoelectrons that originate from different atomic 
layers influences the spin-polarization of the emitted photoelectrons [65,70].  
 Clearly, the quantitativeness and meaning of SARPES results is quite muddled at this 
time, and it does not seem obvious that one can obtain the full picture of the spin and orbital 
character of the TSS from experiment alone. Much of the problem comes from the 
complexity of the orbital component of the TSS; the author of the present work hopes that an 
improved understanding of SARPES of Bi-chalcogenides will form a new paradigm in how 
chemical bonding, electronic band structure, many-body effects, and spin-polarized transport 
at the surface of these materials (which has only now become possible to study without 
interference from bulk electrons [30,31]) are all related. To our chagrin, this dissertation is 
not the place where that new paradigm is presented. In any case, we have used SARPES as a 
qualitative tool to show that some degree of spin-momentum locking (that obeys time-
reversal symmetry) exists in a given surface state, demonstrating its topological character. 
Any further claims we may make based on our results, however useful or interesting they 
may be, are justly open to criticism. The following subsection shows an example from the 
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literature in which the measurement geometry was completely controlled and the TSS signal 
was fully resolved apart from that of unpolarized initial states. 
Orbital-Selective Measurements 
 Figure 2.11 shows the results of a SARPES experiment on Bi2Se3 recently conducted 
by Zhu et al. [65] in which controllable linearly polarized excitation light was used. Panel (b) 
shows a schematic of the geometry; here the mirror and photoemission planes being 
considered are both taken as the xz-plane. Plane-parallel and plane-perpendicular light-
polarizations are denoted as π and σ, respectively. In panels (c) and (d), one cans see that the 
polarization of the TSS electron band, measured at the (𝑘𝑥, 𝑘𝑦) = (0.07, 0) Å
−1 momentum 
coordinate, fully switches from +1 to −1 when the light-polarization is changed from π to σ. 
Similar experimental results were obtained by Jozwiak et al. [63] and Xie et al. [66]. By 
comparing their results for the hole-like TSS band with theoretical predictions [64], the 
authors of references [65,66] demonstrated that the switching effect occurs due to the 
selection of orbitals that have even and odd mirror symmetry when π and σ light-polarization 
is used, respectively. Here, we will only discuss the orbital-selection of the spin-texture as it 
pertains to the electron-like band, which is summarized in Figure 2.12. The 𝑝𝑧 orbitals, which 
have a continuous rotational symmetry about the z-axis, are fully selected with light polarized 
in the z-direction (grazing incidence), and they produce the left-handed, helical spin-texture 
predicted by the Dirac model. The 𝑝𝑥,𝑦 orbitals, on the other hand, each have a C2 rotational 
symmetry and produce a more-complicated spin-texture that includes radial, rather than only 
perpendicular, spin-momentum locking. We note that the Bi2Se3 TSS still retains an orbital-  
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Figure 2.11: SARPES results taken from reference [65]: (a) Spin-integrated ARPES spectrum 
of the Bi2Se3 TSS band structure along the Γ𝑀̅̅ ̅̅  direction of the SBZ. (b) Diagram of the spin-
resolved measurement geometry showing the coordinate system, SBZ, and orientations of the 
light-polarization. c)-d): SARPES data collected with the light-polarization (c) parallel and 
(d) perpendicular to the mirror and photoemission plane, which is the xz-plane shown here, at 
𝑘𝑥 = 0.07 Å
-1
. 
 
 
Figure 2.12: The relationship between the light-polarization 𝜺 and the spin-texture it should 
probe in the electron-band of the Bi2Se3 TSS as predicted by the theory in reference [64]. 
(Adapted from [65]) 
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averaged, helical spin-texture by virtue of the superposition of orbital states being weighted 
to the 𝑝𝑧 orbitals because of crystal field effects [64]. 
The Spectral Function and Many-Body Interactions 
 Through the analysis of photoemission linewidths, ARPES can also provide a detailed 
account of many-body effects that reshape the electronic band structure into the so-called 
quasiparticle or renormalized structure. The photocurrent is proportional to the spectral 
function 𝐴(𝒌, 𝜔) which, in turn is related to the one-electron Green’s function 
𝐺(𝒌, 𝜔) = (𝑖𝜔 − 𝜀𝒌 − Σ(𝒌, 𝜔))
−1
 
where 𝜀𝒌 is the “bare” band structure that reflects the behavior of the electron interacting 
only with the average electrostatic potential it experiences [40,46]. The true energy obtained 
in the measurement is 𝜔 = 𝐸/ℏ. The last term Σ(𝒌, 𝜔) is referred to as the self-energy, 
which has real and imaginary parts. The imaginary part of the self-energy controls the 
quasiparticle state’s lifetime (broadening the photoemission line width), and the real part 
causes the shift in the electron state’s energy. The self-energy can be thought of as the lump-
sum of perturbations caused by many-particle interactions. When it can be assumed that the 
photoemission intensity is in direct proportion to the spectral function of a single state of 
interest, quantitative analysis of high-resolution spectra can be used to provide a detailed 
description of the many-body physics (e.g. quantitative determination of electron-electron 
and electron-phonon scattering rates) [40,45,48,72]. 
 Figure 2.13 shows results from one of two reports by Pan et al. [73,74] on the spin- 
and momentum-coherence of the Bi2Se3 TSS as determined from (S)ARPES. The photon 
energy was tuned to remove the BCB from the spectra, allowing the TSS signal to be isolated 
for quantitative analysis, using a procedure that we will discuss and reproduce later in 
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.  
Figure 2.13: ARPES spectra of the Bi2Se3 TSS collected using 50 eV photons, with the 
sample kept at a temperature of (a) 20 K and (b) 280 K. (c) Imaginary part of the 
quasiparticle self-energy at different temperatures. The insets in (a) and (b) show the 
momentum distribution curves of the photoemission intensity at the Fermi level, which were 
interpolated with Lorentzian functions to obtain the imaginary part of the self-energy. This 
figure was adapted from reference [74]. 
 
Chapter 4. The quantity of interest is Δ𝑘(𝜔), the full-width at half-maximum of the 
Lorentzian-shaped momentum distribution at the binding energy ℏ𝜔. Note that in the 
absence of many-body effects, the widths of photoemission peaks would be determined only 
by the resolution of the analysis system. This non-physical scenario could actually destroy 
the detector by saturating small portions of its area with extreme intensity. This is never a 
problem because, in addition to other many-body effects, there are always impurities in 
solids which cause electron-scattering that is intrinsic to the solid itself, apart from the 
extrinsic scattering in the photoemission process. The photoemission linewidth and the mean 
free path of the electron-quasiparticle in the solid are related by Δ𝑘 = 1/ℓ and thus the 
linewidth, excluding effects of finite resolution and photoelectron scattering (in Steps 2 and 3 
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of the TSM), is a direct measure of the coherence of the electron-quasiparticle. As Δ𝑘 
becomes smaller, this coincides with a longer path length, greater coherence (longer spin and 
momentum relaxation times), and a reduced magnitude of the self-energy. This information 
can be used to set an upper bound on the electron scattering rate in transport. The scattering 
rates determined by ARPES correspond to their upper bounds because: (1) small-angle 
scattering is expected to be of little influence to electrical conduction  [75] and (2) the limited 
angle-resolution of the experiment causes scattering rates to be overestimated. As such, 
ARPES can be used to place a lower bound on the carrier mobility [73]. The mobility and 
carrier density (which is determined by the area of the Fermi surface [76]), control the 
surface conductivity. 
 A helical spin-texture suppresses 180° elastic backscattering. Inelastic (e.g. electron-
phonon) scattering is temperature dependent, so the presence of helical spin-texture can be 
indirectly sensed by performing quantitative ARPES at the lowest possible temperatures (~10 
K for most ARPES experiments). Pan et al. showed that the TSS at the Fermi level remains 
coherent (ℓ > 150 Å and 𝐼𝑚Σ < 25 meV) all the way up to room temperature due to an 
extremely weak electron-phonon coupling in Bi2Se3 [73]. Not only does this provide indirect 
evidence of spin-helicity, but it also suggests that Bi-chalcogenide surface states could have 
applications in quantum transport devices that operate at room temperature.  
Synchrotron Beamline Endstations 
 Efficiently conducting a photoemission experiment requires a source of very intense, 
monochromatized light. A previous section showed some calculated values for the 
photoionization cross sections of Bi and Se orbitals, which were several tens of Megabarn, so 
let us put those values into perspective. For a given experiment, suppose that the 
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photoemission cross-section is 10 Mb, and a 1 cm
2
 area of crystal is illuminated. Then for 
every photon that comes in, there is only a 1-in-10
17
 probability that a photoelectron will 
even be produced (let alone make it all the way to a detector and be counted).  A typical 
(S)ARPES experiment could require that a photocurrent on the order of 1 pA is generated 
from the sample, or about one-million photoelectrons emitted per second, which necessitates 
an incident flux of 10
23
 photons∙cm−2∙s−1 or more. There are presently three means of 
obtaining such an intense source of appropriately monochromatized light: (1) lasers, (2) the 
very latest in gas-discharge lamps, and (3) synchrotron beamlines. However, lasers and 
discharge lamps are not tune-able, in that the photon energy cannot be adjusted 
systematically (at least not in comparison with a synchrotron beamline). Moreover, discharge 
lamps produce unpolarized light, so that many symmetry-dependent matrix element effects 
cannot be studied (sometimes this is an advantage [59]). As pointed-out earlier, an ability to 
systematically vary the photon energy is needed to study the 𝑘𝑧-dependence of the band 
dispersion and can be extremely useful for the purposes of tuning the photoemission matrix 
elements. All of the work reported here was done at synchrotron beamlines based on 
undulator insertion devices that produce intense, monochromatized, linearly polarized light 
ideal for (S)ARPES experiments. 
 Experiments were performed at the U5UA beamline of the National Synchrotron Light 
Source (NSLS), which has since ceased operations, at Brookhaven National Laboratory in 
Upton, New York and at Beamline 12.0.1 (BL12) at Lawrence Berkeley National Laboratory 
in Berkeley, California within the Advanced Light Source (ALS) facility. Both stations relied 
on an undulator insertion device to provide an intense beam of excitation light that was 
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approximately monochromatic. The layout of U5UA [77] is illustrated in Figure 2.14. As an 
example, we discuss this layout in detail. 
 
Figure 2.14: Cartoon drawing of the basic layout of the U5UA beamline  
 
 The U5UA undulator consisted of two banks of 57 permanent rare-earth magnets with 
a remnant field of more than 1 T each, positioned above and below a straight section of the 
synchrotron’s electron storage ring, through which a current of >500 mA of electrons with 
relativistic energies were passed. The orientations of the magnets were such that the electron 
beam in the storage ring experienced a periodic magnetic field perpendicular to the direction 
of travel, causing the electrons to oscillate and emit photons with narrow bands of energies 
corresponding to the various harmonics of the beam oscillation. The light passing 
“downstream” along the beamline was focused onto a spherical grating monochromator by a 
spherical mirror. The monochromator had several gratings available that the user could 
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switch between, but the lowest grating spacing possible for a given photon energy (within the 
constraint of the geometry of the beamline optics) was used (typically the 300/mm for 14-30 
eV photons or 600/mm grating for 30-60 eV photons). This was done to prevent, as much as 
possible, the admission of higher-order grating diffractions to the sample. “Downstream” of 
the monochromator, light was focused by a toroidal mirror onto the sample. An entrance slit 
and exit slit were used to collimate the photon beam upstream and downstream of the 
monochromator, respectively. Adjustment of these slits controlled the size of the beam 
admitted to the toroidal mirror and therefore had an effect on the energy resolution (improved 
by closing the slits) and total signal (increased by admitting a larger beam to the sample) in 
the photoemission experiment. At U5UA, the beam spot-size on the sample was no smaller 
than 1.0 × 0.2 mm2 and the photon flux exceeded 1014 photons per second per mm2 per 0.1% 
of the energy band width [77]. 
 The combination of the undulator gap size (the spacing between the banks of magnets, 
which determined the harmonics of the electron beam in the storage ring) and the orientation 
of the monochromator grating with respect to the beamline optics was used to control the 
energy of photons admitted to the sample. An example of the distribution of light intensity 
versus photon energy at a given undulator gap size is shown in Figure 2.15. Photons from the 
first three harmonics appear, demonstrating the necessity of a monochromator. The first 
harmonic was used in all of our experiments, having the highest intensity out of all of the 
harmonics and the smallest full-width at half-maximum (FWHM), which is ~2 eV in the case 
shown. The monochromator further selects a section on the order of 1 meV in width from 
this peak, and so the monochromator and undulator, and perhaps also the grating and 
entrance and exit slits, all should be adjusted when the photon energy is changed. At the 
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U5UA beamline, photons in the range of 14-150 eV could be used for ARPES experiments, 
but due to limitations imposed by the undulator design, the first harmonic could only be 
accessed from 14-60 eV photon energy in practice, and optimized adjustments often required 
significant effort by the user.  
 
 
Figure 2.15: Typical distribution of intensity versus photon energy for the U5UA beamline 
with the undulator gap set to 45 millimeters. The photon energy was scanned using the light 
diffracted from the 300 lines/mm monochromator grating. The intensity was measured by 
detecting the total photocurrent drawn by a gold mesh partially inserted into the beam, down-
stream of the monochromator and upstream of the toroidal focusing mirror. 
 
In addition to having a much smaller spot-size [35], BL12, had the advantage of full 
automation in adjusting the photon energy, which could be varied from 30-120 eV, making 
data collection rapid. BL12 did not, however, have spin-resolving capabilities at the time. 
Collection of Angle-Resolved Spectra 
 Scienta® concentric hemispherical analyzers were used at both of the ARPES 
experimental stations, consisting of an SES-100 analyzer at BL12 and an R4000-series 
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analyzer at U5UA. An illustration of the important parts of the analyzer design is shown 
below in Figure 2.16.  
 
Fig 2.16: Schematic illustration of the Scienta analyzers used. The transfer lens apertures 
were only present in the Scienta R4000 analyzer at the U5UA beamline (spin-detectors are 
omitted from the drawing for clarity).   
 
 The ARPES measurement relies on three basic components of the system: the lens 
apparatus, the energy-filter (concentric hemispheres), and the multichannel plate (MCP) 
detector. Photoelectrons first enter through the analyzer nose cone, passing through a 
retarding grid, which is used to scan the kinetic energies, and then to a system of electrostatic 
lenses which calibrate the emission angle along one axis of photoemission spectrum to a 
given spatial distribution on one axis of the MCP. Note that the angular distribution of the 
electrons is inverted twice; once within the lens system and once within the concentric 
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hemispheres. A collimating slit before the concentric hemispheres can be opened to increase 
the flux of electrons (increasing the signal from the MCP) or closed to improve the energy 
resolution. The hemispheres are biased with respect to each other, creating equipotential 
surfaces upon which electrons of a given kinetic energy can travel. The bias voltage can be 
changed for one of several pass energy modes, where the pass energy is the kinetic energy of 
the electrons travelling on the equipotential that is equidistant from the two hemispheres. The 
pass energy can be increased to, again, increase the signal or reduced to improve the energy 
resolution. The distribution of photoelectrons on the MCP, at the other end of the 
hemispheres, is then determined by their kinetic energies on one axis and their emission 
angle on the other axis. The MCP has the function of collecting the electrons and creating a 
multiplied signal in a grid of specific channels. From there, electrons exiting the MCP reach 
a phosphor screen, where the signal is transduced to light that is detected by a charge-coupled 
device (CCD) camera located outside of vacuum. The CCD camera is linked to a computer 
running Scienta’s SES™ software and the data were saved as IGOR Pro® files for analysis. 
Hence, the system allows for efficient collection of ARPES spectra, with the photoemission 
intensity being imaged for a range of the emission angle β and the kinetic energy at the same 
time. Unless otherwise specified, we label momentum axes according to the geometry of the 
experiment, defining α as the emission angle in the xz-plane and β as the emission angle in 
the yz-plane, with both angles measured with respect to normal emission (the z-axis) as 
illustrated in the Figure 2.17 below.  
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Figure 2.17: Schematics of the photoemission experimental geometry. 
 
 At both beamlines, the light incidence was at 45° with respect to normal emission, 
polarized in the xz-plane. To map the band structure over broad ranges of momentum-space, 
the sample rotated by the α emission angle, such that volume data sets of photoemission 
intensity 𝐼(𝛼, 𝛽, 𝐸𝐾) could be produced and transformed, using equations (2.1) and (2.2), into 
𝐼(𝑘𝑥, 𝑘𝑦, 𝐸𝐾). The angular resolution of both experimental endstations was ~0.1° for the β 
emission angle and 0.125° for the α emission angle for all spin-integrated measurements. The 
total energy resolution was better than 15 meV plus the thermal energy 𝑘𝐵𝑇 (Boltzmann’s 
constant times absolute temperature) added in quadrature for all spin-integrated 
measurements. Spin-resolved measurements, however, suffer from a significantly reduced 
signal [50], which necessitates the use of poorer angle- and energy-resolving capabilities to 
allow for efficient data collection.  
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 The analyzer at U5UA had transfer lens apertures positioned outside of the MCP along 
the kinetic energy-axis through which electrons were passed to the spin-polarimeters, as 
shown in Figure 2.18 and Figure 2.19. Electrostatic transfer lenses, shown installed over their 
respective apertures in Figure 2.19(a), deflected the trajectories of incoming photoelectrons 
by 90° into two different spin-detection systems, labelled “Black” and “White” by the 
manufacturer. The combination of these two detectors allows the spin-polarization to be 
measured in three dimensions. 
 
 
Figure 2.18: View of the MCP and transfer lens apertures (small rectangular holes) from the 
air-side of the analyzer with the spin detector assembly, transfer lenses, and phosphor screen 
and camera removed. The size of the transfer lens apertures could be adjusted to change the 
energy resolution and signal that could be achieved. 
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Figure 2.19: (a) View of the MCP from the air-side of the analyzer with the transfer lenses 
installed. (b) Fully assembled analyzer with the two spin-detection systems indicated by 
arrows. The orange cylinders house the high-voltage power supplies for the scattering targets. 
 
Spin-Polarimetry 
 The spin-detectors were of the Rice University mini-Mott design [78] as adapted by 
VG Scienta for the R4000 analyzer we used. The operating principle of these detectors is 
based on the phenomenon of Mott scattering, which is a relativistic effect in which spin-up 
and spin-down electrons preferentially backscatter to the left or right from elastic collisions 
with a nucleus of high atomic mass (e.g. Au or Th). This concept is extended to a beam of 
photoelectrons that are focused onto a solid target and backscatter into solid angles that are 
collected by two channeltron detectors (essentially cones of conductive material that 
converge to an anode). Each channeltron produces an output current that is proportional to 
the number of backscattered photoelectrons entering its region of angular acceptance. A 
schematic drawing of the mini-Mott design is shown below in Figure 2.20. 
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Figure 2.20: Schematic of the mini-Mott polarimeter design adapted from the original 
article [78]. Labels are added to indicate the left and right channeltrons and the scattering 
asymmetry for “spin-up” and “spin-down” electrons.  
 
 The polarization of the photoelectron beam, which enters at normal incidence with the 
target, along the “up” quantization axis is then determined by the intensities of the signal 𝐼𝐿 
and 𝐼𝑅 from the “left” and “right” channeltrons, respectively, as 
𝑃 =
1
𝑆𝑒𝑓𝑓
(
𝐼𝐿 − 𝐼𝑅
𝐼𝐿 + 𝐼𝑅
) 
where 𝑆𝑒𝑓𝑓 is the so-called effective Sherman function of the detector. The squared 
magnitude of this parameter proportionately determines the efficiency of the detector, which 
is reduced by a factor of about 10
4
 for detectors based on Mott scattering when compared 
with spin-integrated measurements [50]. It is therefore important in the design and operation 
of the detector to ensure that the Sherman function is as large as possible. 𝑆𝑒𝑓𝑓 is sensitive to 
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a number of factors in the design of the device and the operating voltages of the detector’s 
electrostatic elements. For the thorium-impregnated target used in our detectors, the 
magnitude of  𝑆𝑒𝑓𝑓 is maximized for 120° backscattering and tends to increase with the 
positive voltage applied to the target (>20 kV is needed to accelerate the electrons to 
relativistic energies sufficient for Mott scattering) [78]. Therefore, the channeltrons are 
placed at 120° from the direction of the beam incidence and the targets were kept at 25 kV 
during operation. Decreasing the amount of inelastically scattered electrons reaching the 
channeltrons, which is the function of the retarding grid indicated in Figure 2.20, also has the 
effect of increasing the magnitude of 𝑆𝑒𝑓𝑓. Furthermore, the focus electrode indicated above 
influences 𝑆𝑒𝑓𝑓 by way of controlling the angular acceptance of channeltron detector. The 
operation of these last two elements is an optimization problem that must compromise 
between maximizing the magnitude of 𝑆𝑒𝑓𝑓 and allowing a sufficient flux of electrons to pass 
to the channeltrons for reasonable data collection times (also note that the signal-to-noise 
ratio can become important if the signal is extremely weak, due to Th beta particles emitted 
from the target to the channeltrons). For the optimized operating conditions of the mini-Mott 
detectors, 𝑆𝑒𝑓𝑓 = −0.17 [78]. 
 Each spin-detector was equipped with four channeltrons, evenly spaced at 90° with 
respect to each other, as can be seen in the pictures in Figure 2.21 below. This arrangement 
allows for two components of spin-polarization to be measured simultaneously in each 
detector. By virtue of their differing positions in space, the combination of the two detectors 
allows for all three components of spin-polarization to be probed. Using the measurement 
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geometry outlined in Figure 2.17 above, the “Black” and “White” detectors probe the x- and 
y-component, respectively, and both detectors probe the z-component.  
 
 
Figure 2.21: Pictures of one of the Mott spin-polarimetry systems: (a) fully assembled 
detector dismounted from the analyzer, (b) a view looking down at the thorium target, and (c) 
with the channeltron assemblies removed. (d) One of the channeltrons removed from its 
housing.  
 
 To demonstrate the effectiveness of this system at U5UA, we present in Figure 2.22 
the in-plane spin-polarizations (~60% in magnitude) of the Bi2Se3 TSS measured using 51.5 
eV photons. These “test” results can be compared with the previous measurements at the 
same beamline, using nearly the same photon energy (50 eV) [47,74]. A uniform subtraction 
of the background in the quantity that it appears >0.1 eV above the Fermi level is always 
done to remove the contribution to the signal of: (1) secondary electrons excited by higher-
order/harmonic light that reaches the sample and (2) thorium beta particles. As determined by 
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the settings of the transfer lens apertures, analyzer lens mode, the analyzer pass energy, and 
the thermal energy at room temperature (25 meV) the energy resolution of our SARPES 
measurements is better than 150 meV and the angular resolution is better than 1.5°. 
 
 
Figure 2.22: (Upper panels): Spin-integrated, raw ARPES spectra of (left) the band structure 
and (right) the Fermi surface of Bi2Se3. (Lower panels) Energy distributions of (left) the spin-
resolved intensities and (right) spin-polarizations measured at angular coordinates A, B, C, 
and D indicated in the upper panels. The photon energy was 51.5 eV and the sample was kept 
at a temperature of approximately 300 K.  
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CHAPTER 3 
TOPOLOGICAL SEMIMETAL COMPOSED OF BISMUTH-BILAYERS AND BISMUTH 
SELENIDE LAYERS STACKED IN A 1:1 RATIO 
 
 This chapter articulates the discovery and novel surface electronic structure of a new 
class of strong topological semimetal that is composed of Bi2 and Bi2Se3 layers alternately 
stacked on top of each other in a natural superlattice. The key highlight of the work is the 
observation that polar bonding between Bi and Se atoms, and the details of how the crystal 
surface is formed, strongly influence the dispersion of the topological surface state (TSS), 
and can even lead to the formation of gaps in the surface bands. Secondly, it will be shown 
that TSSs can exist in sequential bulk band gaps. In each instance, the TSS is protected by 
mirror symmetry; each bulk gap that hosts a TSS is simultaneously in a topological 
crystalline insulator phase (TCIP) and a strong topological insulator phase (STIP). The 
overall lesson is that a material can, in fact, be “topological” several times over in the sense 
of having multiple inverted band gaps, each of which are described by two types of TIP. 
Moreover, one learns from our studies that the surface states can have unexpected properties, 
such as energy gaps.  
 The initial motives for these investigations were practical in their aspirations, aiming 
to naturally interface a 2D topological insulator with a 3D topological insulator in the hopes 
of producing a material with interesting transport properties based on topological surface and 
edge states [33]. The bulk-metals that were studied might not be appropriate platforms for 
such investigations, because of the significant contribution of bulk electrons to the carrier 
density. However, ARPES is able to distinguish between bulk and surface states, unique 
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information about TSSs in these materials could still be extracted that may apply elsewhere 
in Nature. The studies of basic electronic structure discussed here should foster a significant 
advance in the understanding of topological phases and certain nuances of (and exceptions 
to) the doctrine as it has been read from the literature’s canons [1,2,11,79], such as emphasis 
on the “gaplessness” of topological surface states.  
The Crystal and the Brillouin Zones 
 The rhombohedral (𝑅3̅𝑚) structure of Bi4Se3 is pictured on the left of Figure 3.1 
below. The unit cell consists of three Bi-bilayers and three Bi2Se3 quintuple layers (QL) that 
are alternately stacked along the c-axis. Because of strong covalent bonding within the 
bilayers and QLs, the physically reasonable cleavage planes, one of which is indicated by a 
blue dashed-line, are between neighboring layers [33,35,80,81]. The crystal is inversion 
symmetric and the topology of the bulk bands can be classified though the counting of parity 
invariants [14]. Note that possible centers of inversion only exist in the middle of each layer 
and are thus not within the cleavage plane in any case; a point that will become important at 
the end of the chapter. It will also become important that the point group symmetry about the 
c-axis is C3v (the bc-plane has two equivalent partners by rotations) and this symmetry will 
be fully retained at the surface. Pictured on the right is an illustration of the bulk Brillouin 
zone (BZ), which has the same rhombohedral geometry as that of Bi2Se3; it is equivalent to 
the shape of the BZ for a face-centered cubic lattice, and the time-reversal-invariant (TRI) 
momenta are labelled Г (at the center), Z, F, and L. Note that the mirror-invariant planes of 
the BZ contain all four of these points (and their equivalents). Through the mirror symmetry, 
one could also classify the topology of the bulk bands by the mirror Chern number [15] in 
addition to the parity invariants. For the (111) surface that is exposed upon cleaving the 
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crystal, the surface Brillouin zone (SBZ) is hexagonal with two TRI momentum points 
labelled Γ̅ and ?̅?. The bulk TRI momenta labelled Г and Z project to Γ̅, while F and L project 
to ?̅?, and the mirror-invariant line of the SBZ is along the Γ𝑀̅̅ ̅̅  path. 
 
 
Figure 3.1: (Left) Unit cell of Bi4Se3  [35] viewed down the a axis, with the c-axis along the 
vertical. Bi atoms are shown in purple and Se atoms in yellow-green. Bi-Se polyhedra, within 
each Bi2Se3 layer, are shaded purple to highlight the alternating quintuple layer-bilayer 
structure. (Right) Illustration of the bulk Brillouin zone (BZ) of a rhombohedral crystal and 
(111) surface Brillouin zone (SBZ), adapted from reference [36]. Time-reversal-invariant 
momenta are marked in red and their projections on the SBZ are indicated by red lines. 
 
Early Studies of Bi4Se2.6S0.4 
Before large single-crystals of Bi4Se3 became available, we performed spectroscopic 
studies on a sulfur-containing derivate Bi4Se2.6S0.4 (BISS) that could be more easily grown to 
single-crystalline surface areas in excess of 1 cm
2
 [33]. Those early results are discussed in 
the present section. In BISS, it was determined from x-ray diffraction crystallography that the 
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S atoms partially substitute Se in the middle layer of the Bi2Se3 QLs, as shown in the 
schematics of the crystal structure in Figure 3.2(a) below. Panels (b) and (c) show the 
position-space-resolved photoemission intensity in a surface area of 20 μm2 from the binding 
energies of the Bi and Se core levels, respectively. The significant contrast over position in 
both of the images (and the fact that they differ from each other) is a strong indication that 
the surface is terraced and contains a mixture of Bi- and Se-terminations. In the published 
work, it was reported that the intensity contrast at a binding energy of the Dirac point of the 
topological surface state (TSS) is consistent with the contrast obtained from measuring Se 
core electrons, thus indicating that the TSS we observe only exists on the Se-terminations. 
Note that the terrace sizes are less than 10 μm and the photoemission spot sizes for the 
(S)ARPES measurements were no smaller than 50 μm for the spin-integrated measurements 
and 500 μm for the spin-resolved measurement. Therefore, our (S)ARPES data for BISS 
represent an average of the signals from two types of surface domains. 
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Figure 3.2: (a, left) Crystal structure with the Bi, Se atoms, and S/Se atomic sites shown in 
gray, green, and yellow, respectively. (a, right) Schematic illustration of the layer stacking. 
b)-c) Photoemission microscopy images of a Bi4Se2.6S0.4 surface taken at (b) the Bi 5d and 
(c) the Se 3d core levels with 100 eV photons. The field of view in the PEEM images is 
20 × 20 microns. Bright (dark) contours reflect regions of high (low) photoemission 
intensities. This figure was adapted from reference [33]. 
 
 There are two key messages that can be obtained from the study of Figure 3.3 below: 
(1) the transfer of electrons from the more electropositive Bi2 layers to the Bi2Se3 layers 
causes the k-space area enclosed by the TSS to grow and (2) the Bi atomic core levels 
undergo a bathochromic shift (to lower binding energy magnitudes) in the bilayer 
environment compared with the QL bonding environment. As can be seen in panel (a), the Bi 
5d spectra (blue line) show a double peak structure in both the 𝐽 = 3/2 and  𝐽 = 5/2 orbital 
states. Through comparison with the corresponding Bi2Se3 spectra (red line), it is obvious 
that the extra peaks contributed by the Bi2 layers are those of smaller magnitude in binding 
energy. This makes sense from a chemical perspective; the polar bonding environment of the 
QL should cause the atomic orbitals to be less diffuse when compared with an environment 
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of “soft” covalent bonding between like-atoms, in which the orbitals are more diffuse, having 
binding energies that are smaller in magnitude. The observations made from panels (b) and 
(c) can be understood from the simple concept of electronegativity; charge should be 
transferred from Bi to Se and therefore also from the bilayer to the QL as part of weak polar-
covalent bonding between the two layer types. If the TSS exists only on the Se surface 
termination, then it should have the characteristics of the TSS on an electron-doped surface 
of Bi2Se3 [82]: (1) an increased area enclosed by its Fermi surface (larger carrier density), (2) 
a Dirac point that is shifted further below the Fermi energy (chemical potential is raised), and 
(3) a hexagonally warped Fermi surface (a more-complicated spin-orbit coupling [57] occurs 
when the Fermi surface is made larger).  
From the wide k-space survey of the Fermi surface, pictured as an inset of panel (a), it 
can be seen that the TSS is hexagonally shaped. Note that the tips of the vertices of the 
hexagon are on the Γ𝑀̅̅ ̅̅  azimuth of the SBZ, consistent with earlier predictions/observations 
of such states in references [57,82]. In panels (b) and (c), one can observe that the BISS 
valence bands approximately correspond to those of Bi2Se3, shifted downward by ~0.4 eV. 
The high-intensity, conical, electron-like band that clearly reaches the Fermi level in (b) is 
the TSS, which clearly encloses a k-space area that is several times larger at the Fermi level 
and has a Dirac point that is ~0.4 eV lower in binding energy than the Bi2Se3 TSS. Note that 
the lowest lying, hole-like valence band of BISS, which crosses the TSS at around −0.15 eV 
and ±0.15 Å-1, has no counterpart in Bi2Se3. The 𝑘𝑧-dependent analysis in Figure 3.4(a) 
reveals that this band is of bulk origin. 
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Figure 3.3: Photoemission spectra from Bi4Se2.6S0.4 and Bi2Se3. (a) Bi 5d core levels in 
Bi4Se2.6S0.4 (blue) and Bi2Se3 (red). The inset shows the surface Brillouin zone with the 
Bi4Se2.6S0.4 Fermi surface measured with 59 eV photons. (b) Valance band along the Γ𝑀̅̅ ̅̅  line 
for Bi4Se2.6S0.4 and (c) for Bi2Se3. This figure was adapted from reference [33]. 
 
 Figure 3.4 below shows several detailed views of the electronic structure. In 3.3(a) 
the TSS Fermi surface along the Γ𝑀̅̅ ̅̅  line stays fixed at ±0.175 Å-1 and the momentum 
coordinates do not vary with the out-of-plane momentum, as expected for a surface-localized 
state. Intensity from the aforementioned bulk state that “wraps around” the TSS can be seen 
in the image at around –0.2 Å-1. For the bulk state, the in-plane momentum coordinate 
oscillates as 𝑘𝑧 is varied and the states’ periodicity is discussed further in reference [33]. 
Panel (b) shows that the ARPES intensity of the TSS Dirac point does not disperse with out-
of-plane momentum, which serves to indicate again that the high-intensity, conical feature in 
the band structure pictured in 3.3(b), 3.4(d), and 3.4(e) is indeed a surface state. The bulk-
metal character of BISS is obvious from the fact that the Fermi surface changes with out-of-
plane momentum, for instance, when one compares the map of the in-plane contours at 
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𝑘𝑧 = 4.06 Å
-1
 shown in 3.3(c) with the map corresponding to 𝑘𝑧 = 4.43 Å
-1
 (in panel (f)), 
which corresponds to a maximum of the hole-like bulk conduction band (HBCB).  
 Spin-resolved measurements were taken at two points, labelled A and B in panel (c), 
on the Γ𝑀̅̅ ̅̅  line using 59 eV photons, which corresponds to 𝑘𝑧 = 4.12 Å
-1
. The choice of 
photon energy puts the intensity of the HBCB far enough away from the Fermi level that its 
spin-resolved signal can be distinguished from that of the TSS, even with the 0.1 eV energy 
resolution of the SARPES measurement, done at room temperature. Even still, we were only 
able to detect around 30% spin-polarization of the TSS [33]. This is significantly less than 
what has been detected for the Bi2Se3 surface state when experimenters are able to 
completely isolate the TSS signal under conditions similar to what we have here [74]. It can 
also be suggested that the reduced polarization value is intrinsic to the TSS, on account of 
hybridization with the bulk states [83]. In any case, the spin-resolved intensities at points A 
and B are shown in 3.4(g) with a black arrow indicating the energy of the TSS. Crucially, the 
measured spin-polarization of the surface state reverses sign as the momentum reverses sign, 
while the signal from the bulk electrons (a peak ~0.5 eV below the Fermi level) does not. It 
has been shown in that spin-degenerate states can yield photoelectrons whose polarizations 
depend upon the measurement geometry [68]. Here, the photon energy was selected to be 
high enough that the measurement geometry changes very little in going (by rotation of less 
than 6°) from A to B, and is low enough to maintain sufficient momentum resolution to 
measure only one “side” of the TSS at a time. We therefore regard the change in sign to be 
proof that the intrinsic spin-polarization of the initial state is being measured. Surprisingly, 
the spin-helicity is in the opposite direction of the Bi2Se3 surface state, which is not outside 
the realm of possibilities for a TSS [15]. 
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Figure 3.4: Spin-resolved electronic structure of Bi4Se2.6S0.4. (a) ARPES intensity at the 
Fermi level as a function of the in-plane momentum (𝑘𝑦 along the Γ𝐾̅̅ ̅̅  line) and out-of-plane 
momentum (𝑘𝑧). (b) Intensity at the Г point (𝑘𝑥 = 𝑘𝑦 = 0) of the SBZ as a function of 𝑘𝑧. 
(c) Fermi surface measured at 𝑘𝑧 = 4.06 Å
-1 
and (f) at 𝑘𝑧 = 4.43 Å
-1
, corresponding to the 
red and blue lines in (a), respectively. The circles A and B in (c) indicate the k positions 
where the spin-resolved measurements were performed, while arrows represent the in-plane 
spin-polarization. Dispersion of the surface state along the along the (d) Γ𝑀̅̅ ̅̅  and (e) Γ𝐾̅̅ ̅̅   
momentum lines in the SBZ, measured at 𝑘𝑧 = 4.06 Å
-1
. (g) SARPES spectra taken at A and 
B points in the SBZ, as indicated in (c). Red (blue) spectra represent spin-up (spin-down) 
components in the y direction. The TSS is indicated by the arrow. The 𝑘𝑧-dependent plots 
were prepared from spectra collected using photon energies from 50-84 eV taken in 2 eV 
steps. This figure was adapted from reference [33]. 
 
The final results reported in reference [33] pertain to the calculated bulk band 
structure of Bi4Se3, which was obtained by members of the Princeton chemistry department 
through the application of state-of-the-art density functional theory methods [84,85]. These 
results will be referred to several times throughout this chapter. Our attention is drawn, of 
course, to bands near the Fermi level which have continuous gaps between them throughout 
the BZ. The blue and red coloring of four bands in Figure 3.5 indicate origins in the bilayers 
and QLs, respectively, which become modified when bonding between the layers is 
considered [33,35]. As can be seen, the Bi-derived bands are the ones nearest the Fermi level 
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and are responsible for the semimetallic character of the material. There are two 
“topological” bulk band gaps, labelled Gap 1 and Gap 2 which lie above the HBCB and the 
first fully occupied valence band, respectively. It was determined through analysis of the 
parity eigenvalues of these bands that both gaps are of the strong topological insulator (STI) 
type, with the parity inversion at Z for Gap 1 and Г for Gap 2.  
 
 
Figure 3.5: Bulk electronic band structure of Bi4Se3. Colored bands are described in the text. 
This figure was adapted from reference [33]. 
 
 In the Bi2Se3 parent material, the parity inversion is at Г [12] while the parity 
inversion is at the L point in BiSb alloys [14,15] (which have band structure that is very 
similar to Bi [86]). Gaps 1 and 2 are therefore “BiSb-like” and “Bi2Se3-like” in that the parity 
inversions occur at the edge and center of the BZ, respectively. Because BiSb alloys, Bi2Se3, 
and Bi4Se3 (as well as BISS) are all have a rhombohedral crystal structure and cleave at the 
(111) surface, their surface states can be straightforwardly compared. BiSb topological 
surface states are relatively complicated, with several crossings between different bands 
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taking place in the BZ, forming several hole-pockets centered on the Γ𝑀̅̅ ̅̅  azimuth, with a 
single electron pocket enclosing Γ̅. The TSS of Bi2Se3, on the other hand, is very simple and 
consists of a single electron pocket enclosing Г. We would now like to direct the reader’s 
attention back to the inset of Figure 3.3(a); faint “streaks” along the Γ𝑀̅̅ ̅̅  direction can be seen 
in the Fermi surface. It is possible that these “streaks” are the surface states corresponding to 
Gap 1, but their surface origin cannot be sufficiently determined from the results for BISS 
obtained thus far. Considering that there may be other surface states in the spectra creates the 
worrying possibility that, given the relatively poor momentum resolution of SARPES, it is 
the spin-polarization of these “streaks” that were measured in place of the hexagonal electron 
pocket, which might have a poor spin-resolved signal on account of the overlap with bulk 
states. This could explain why the measured spin-helicity differs from that of the Bi2Se3 
surface state. In any case, the question of spin-orientations will come into discussion later on. 
 Before proceeding to the next section we would like to note a feature of the calculated 
band structure that limits its comparability with experiment; there is a bulk electron-pocket 
centered on the F-point of the BZ. There is no experimental evidence for the existence of 
such a pocket in BISS or in pristine Bi4Se3 (discussed in the next section). We believe it is 
very likely that the bulk band that would otherwise have created that pocket is above the 
Fermi level at the F-point. Normally, one could attribute such a mismatch of theory and 
experiment to the (in)famous tendency of density functional theory methods to underestimate 
band gap sizes, however, for a topological insulator material, we expect the band gap size to 
be controlled by spin-orbit coupling (SOC), whose effect at the F-point appears to have been 
underestimated. That could serve as a fair warning to the reader that the predictions for Gap 1 
might not be accurate, but it should be kept in mind that a parity inversion has already been 
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obtained. Increasing the SOC effect would only make the gap larger and could not lead to a 
topological phase transition, since that has already been passed. Provided that it is only 
reliability of the F-point parity eigenvalues that we are concerned with, the predictions for 
Gap 1 are physically relevant to the experimental setting. 
Termination-Dependent Surface States 
Following our report on the Bi4Se2.6S0.4 material, large single crystals of pristine 
Bi4Se3 were obtained. The surface of this new sample also contained a mixture of large 
bilayer terminations and QL terminations, but it presented distinct surface states belonging to 
each termination type. 
Phenomenological Considerations 
 In the case of the sulfur-containing compound, we were able to show evidence that 
charge from the bilayers is donated to the more electronegative QLs in that a large (relative 
to Bi2Se3) Fermi surface was obtained. It is quite interesting that the surface consists of 
terrace steps, as illustrated at the right of Figure 3.6, and is not formed from a homogeneous 
cleaving of the crystal, which would yield only one type of termination at the surface, as 
illustrated on the left of Figure 3.6. Now, consider what the process of cleaving implies: the 
crystal is broken into two pieces which are then brought infinitely (for the intents and 
purposes of physical theory) far away from each other. In the Figure 3.6 below, the partial 
charges of the layers are indicated. If one were to think of the two bits of crystal as being 
semi-infinite, then each piece has a net charge at the end, and these charges are equal and 
opposite for the two bits of crystal. Moving them away from each other requires an outside 
force to do work against the electric field between them. However, if some bonds within the 
layers can be broken with negligible cost in energy, it is more likely that both bits of crystal 
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would have a mixture of the layers on each of their surfaces. For that case, the net electric 
field between the layers and work done against it during the cleavage can be zero. In this 
way, we can easily understand that the terraced “phase of matter” at the surface has a lower 
energy in that it takes less energy to be configured, thus explaining why Nature only presents 
the surface to us in that form. 
 
 
Figure 3.6: (left) Cartoon of homogeneously cleaved Bi4Se3. (upper right) Cartoon of two 
terraces on a surface of Bi4Se3. (lower right) Sketch of the electrostatic potential energy of an 
electron versus distance for the above cartoon. Bi2 and Bi2Se3 layers drawn in red and green 
colors, respectively. 
 
Likewise, one could reach the same conclusion by computing (or qualitatively 
predicting in our case) the energy stored in the electric field (∝ |𝑬|2) by one surface type 
compared with the other. To simplify the analysis, one could consider each surface 
termination to consist of a dipole layer, with a moment 𝒑𝒅𝒊𝒑 that is along the direction 
perpendicular to the plane, as illustrated in Figure 3.6(left). Allowing the orientation of 𝒑𝒅𝒊𝒑 
to vary over position would result in a lower total electric field created by the surface 
charge(s) and a lower electrostatic energy. This type of reasoning has been applied to the so-
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called “polar catastrophe” that occurs when one attempts to interface polar oxides with non-
polar substrates [87]. It is interesting that, for the case of a terraced surface, there will be a 
lateral charge dipole at the interface between two different domains (illustrated at the right of 
Figure 3.6), creating a situation similar to a pn semiconductor junction, albeit in the context 
of metal surfaces. 
To understand how the surface states from the two terminations should differ from 
one another, it is useful to review the case of a junction between dissimilar, uncharged 
metals. This familiar situation forms the working basis of a thermocouple, for example. The 
dissimilar metals, labelled 1 and 2, may have very different work functions and their 
respective Fermi levels may lie at different energies with respect to that of the vacuum, as 
pictured on the left of Figure 3.7. When the metals are adjoined in thermal and electrical 
contact, they must share the same chemical potential (the Fermi level must be uniform across 
the interface). Therefore, the metal with the lower work function will decrease its chemical 
potential by donating electrons to the metal with the higher work function until 
thermodynamic equilibrium is achieved (the Fermi levels are matched). By the simplistic 
observations that an isolated bilayer does not have polar bonding, while the top two atomic 
layers of Bi2Se3 create a local charge dipole pointing away from the surface normal, such that 
a photoelectron and photohole (playing the role of image-charge) must move through regions 
of negative and positive charge density, respectively, one can reason (correctly, as it turns 
out) that the bilayer has the lower work function and acts as the charge donor. This is 
consistent with our predictions based on electronegativity. Note that a contact potential step 
𝑉𝐶 = 𝑒(Φ2 − Φ1) exists at the interface. 
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Figure 3.7: (left) Energy diagram of two isolated metals with differing work functions. 
Shaded regions indicate the occupied energies of the conduction band. (right) Energy 
diagram of two adjoined metals in thermal and electrical contact, with the contact potential 
illustrated above. 
 
 What should the physics of charge transfer imply for the termination-dependent 
surface electronic structure? Consider Luttinger’s Theorem [76] which states that the Fermi 
surface area is proportional to the charge density. A charge-neutral surface would have a net 
carrier density of zero, which is reflected in the existence of a point-like Fermi surface (or a 
number of electron- and hole-pockets of equal area), illustrated on the left of Figure 3.8 
below. For a negatively charged surface, the chemical potential is increased such that the 
bands are bent downward in energy, creating an electron-like Fermi surface, while the band 
bending proceeds in the opposite way for a positively charged surface. Therefore, we can 
predict that a TSS on the bilayer termination should have a Dirac point that is at a higher 
energy than the corresponding TSS on the QL.  
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Figure 3.8: Cartoon illustration of the relationship between surface charge density, Fermi 
surface area, and band structure as described in the text. 
 
Spectro-Microscopy Studies of Pristine Bi4Se3 
Position-space-resolved spectroscopy provides the means to identify the different 
terminations and their electronic structure. In particular, we made use of the photoemission 
electron microscopy (PEEM) [88–92] endstation at the U5UA beamline [33,35] to obtain 
spectra with a position-space resolution of better than 10 nm. The first of these results is the 
measurement of two distinct cutoffs for the secondary electron spectrum, which are resolved 
to different regions of position-space, as shown in Figure 3.9. The secondary electron cutoff 
should be approximately equal to the local work function for each termination studied. 
Spectroscopy of Se and Bi core levels (discussed later) allow the chemical identity of each 
termination to be identified, and thus we can obtain a termination-resolved measurement of 
the work function. The minimum kinetic energy for secondary photoelectrons coming from 
the terminations is judged by the energy coordinate at half-maximum along the cutoff. By 
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this we can determine that the work functions of the Bi2 and Bi2Se3 are approximately 4.3 
and 5.5 eV, respectively; a substantial difference of 1.2 eV between the two. The PEEM 
image in the inset, which has a 30 μm field of view, essentially provides a map of the bilayer-
terminated surface regions by selecting photoelectron energies that are not possible for 
emission from the QL termination, because of its larger work function. It can be seen that the 
terraces are up to 10 μm in size, much larger than the case of the BISS material. 
 
 
Figure 3.9: Position-resolved measurements of the secondary electron cutoff on Bi2-
terminated (black square markers) and Bi2Se3-terminated (red dots) surfaces. The energy 
values are calibrated to the internal kinetic energy scale and 51 eV photons were used, 
meaning that ℎ𝜈 = 51 eV ≡ 𝐸𝐹. The inset at the top-right is a gray-scale micrograph of 
intensity (black corresponds to zero intensity) for photoelectrons with a kinetic energy of 5.0 
eV within a field of view of 30 microns (the scale for the diameter of the image). The identity 
of each termination type was determined from inspection of the Bi 5d core-level spectra. 
These results were kindly provided by Jerzy Sadowski, Center for Functional Nanomaterials. 
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Figure 3.10: (a) Position-resolved spectra for the Bi 5d core levels, taken from Bi2 and Bi2Se3 
with a spot size of 2 μm. b)-c) PEEM images obtained using respective Bi 5d 5/2 core levels 
showing high intensity (b) for the Se termination and (c) for the Bi termination. The field of 
view is 30 μm. This figure was adapted from reference [35].   
  
Figure 3.10 shows the position-resolved Bi 5d core level spectra with a resolution 
given by the emission spot-size of 2 μm. The individual terraces are large enough that the 
spectra from each termination can be measured individually, without interference from the 
other. Here it is determined directly that the bilayer core levels are shifted upward by ~2 eV 
with respect to the QL bismuth core levels, as shown in panel (a). Panels (b) and (c) show 
PEEM micrographs with a 30 μm field of view for the emission intensity at binding energies 
of −26.5 and −24.5 eV, selecting the Bi 5d5/2 level of the bilayer and QL termination, 
respectively. The contrast of the intensity gray-scale inverts completely when the core level 
selection is changed, indicating that only two types of terminations are present. Again, one 
can see that the length of the terraces is on the order of 10 μm. Note the existence of terrace 
steps was also confirmed by scanning tunneling microscopy [35]. 
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Figure 3.11: ARPES band structure imaged using 70 eV photons for two positions (labelled 1 
and 2) of the photoemission spot on the sample surface, separated by ~100 microns from 
each other on the terraced surface, as illustrated in the cartoon in the upper-right. Pictured in 
the lower-right are core-level spectra of the Bi 5d orbitals recorded for Position 1 (green) and 
Position 2 (red). Here, the 𝑘|| momenta are along the Γ𝑀̅̅ ̅̅  line of the SBZ. 
 
 The larger terrace sizes on the surface of pristine Bi4Se3 allow the termination-
dependent electronic structure to be partially resolved in position-space by ARPES, using an 
emission spot-size of 50 × 100 μm.  Figure 3.11 shows ARPES and angle-integrated Bi 5d 
spectra collected at two different positions on the sample surface, with the center of the 
photoemission spot moved by ~100 μm in going from Position 1 to Position 2. By examining 
the core level spectra and comparing with the earlier position-resolved results, it is clear that 
the region being probed at Position 1 is dominated by the QL termination, while the area 
around Position 2 is dominated by the bilayer termination (illustrated in the cartoon at the 
upper right). In the ARPES spectra, there are cone-like states with Dirac points at −0.1 and 
−0.6 eV—these are the TSSs of the bilayer and QL terminations, respectively. The state with 
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the higher Dirac point energy has an enhanced intensity in (the bilayer dominated) Position 2 
compared with (the QL dominated) Position 1, and vice versa for the state with lower Dirac 
point. As shown in Figure 3.12 below, the in-plane momenta for both of these states at 
𝐸𝐵 = −0.3 eV do not vary with the out-of-plane momentum, confirming that both features 
are surface states.  
 
 
Figure 3.12: ARPES band structure imaged using 70 eV photons shown on the left with 
ARPES intensity imaged in gray-scale over the (𝑘||, 𝑘𝑧) plane for 𝐸𝐵 = −0.3 eV. The 𝑘𝑧-
dependent results were compiled from spectra collected using photons in the energy range of 
50-80 eV in 2 eV steps. Here, the 𝑘|| momenta are along an azimuth removed from the Γ𝐾̅̅ ̅̅  
line by 6.5° of in-plane rotation. 
 
Spin-Resolved Measurements 
 SARPES measurements of both surface states were done using 51.5 eV photons with 
the sample kept at room temperature and the results are included in Figure 3.13. The spin-
integrated spectra (upper panels) display the TSS of each termination clearly. The top-right 
panel shows the Fermi surface plotted against the kx and ky measurement axes. It can be seen 
that the bilayer surface state contributes a small, circular pocket and the QL state contributes 
a larger, hexagonal electron-pocket, bordered by other features (discussed later) in the region 
|𝑘| > 0.2 Å-1. The sample was rotated about the x-direction such that the spin detector 
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measures photoelectrons at different angles subtending in the yz-plane (see below). With the 
photon energy used, the component-wise momentum resolutions Δkx and Δky are better than 
+/- 0.005 and +/- 0.043 Å
-1
, respectively; each constant-angle measurement taken at one of 
the four momentum points (labelled in the upper left panel) corresponds to a region of area 
~2x10
-4
 Å
-2
 around a specific ky point. Spin-resolved energy distribution curves (EDCs) are 
shown in (a-d) and x-polarization versus energy is plotted in panels (e-h). Panels (a,e) and 
(d,f) correspond to the edges of the upper half of the QL state and (b,f) and (c,g) capture the 
bilayer state. Above their respective Dirac point energies, both states yield up to ~50% spin-
polarization and show an anti-clockwise spin-helicity (as indicated by arrows overlaid on the 
upper right panel of the figure) about the normal of the momentum plane. Note that the 
bilayer state is also probed at energies below its Dirac point and shows a clockwise spin-
helicity, as expected. The ~12% polarization measured for the lower half of the state is likely 
due to the presence of unpolarized background, which could come from bulk states and the 
fact that the upper and lower branches of the QL TSS coalesce in that energy-momentum 
region of the termination-averaged spectra. 
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 It is interesting that the spin-resolved measurement of BISS determined a different 
spin-helicity for the QL state than what has just been shown. A plausible explanation for this 
lies in the orbital selectivity of the photoemission process. For the data reported in 
reference [33], the measurements were taken for momenta on the mirror-invariant Γ𝑀̅̅ ̅̅  line of 
the SBZ, and the in-plane component of the light-polarization was parallel to that line, as 
illustrated in Figure 3.14(a). For the more recent results, the light-polarization was at an 
angle of 80° with respect to the Γ𝑀̅̅ ̅̅  line (as determined from the Fermi surface anisotropy of 
the sample) and the measurements were made for momenta on an azimuth only 10°  
separated from the Γ𝑀̅̅ ̅̅  direction, as illustrated in panel (b). The measurements corresponding 
to panel (a) are selective for even-symmetry orbitals (under the mirror operation) and those 
of (b) are selective (albeit not fully) for odd-symmetry orbitals. If we consider the TSS to be 
a superposition of even- and odd-orbital states, then by symmetry, the two orbital 
components actually must differ in spin-helicity. The orbital-selective measurements we have 
made are then consistent with this theory (if we consider BISS and Bi4Se3 to be essentially 
the same sample). Because it is expected that the net spin-helicity of the state follows that of 
the 𝑝𝑧 orbitals, which are of even mirror symmetry, then it seems that our initial presumption 
was correct; the net spin-helicity of the Bi4Se3 TSS (now known for both termination types) 
is the opposite of the Bi2Se3 parent material. Another possibility is that mixing of the surface 
and bulk states forms a hybrid state with the opposite helicity, as has been observed on 
W(110) [83]. Such surface-bulk band hybridization here would case a gap to open in the 
spectrum of states with the original spin-helicity of the TSS, which is filled by a resonance 
with the opposite spin-helicity; which may be the nature of the states probed in SARPES. No 
matter what the sign of the spin-helicity is or how it has come to take its particular sign, its 
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presence is a signature of the topological phase of matter. Moreover, the detection of helical 
TSSs on the surface of Bi4Se3 is in agreement with the suppressed quasiparticle interference 
(reduced electron backscattering) identified by scanning tunneling spectroscopy 
measurements [35]. 
 
 
Figure 3.14: Illustration of the spin-resolved measurement geometry corresponding to the 
results for (a) Bi4Se2.6S0.4 and (b) Bi4Se3. The in-plane component of the light-polarization 𝑬 
is pictured with respect to the momentum axes (dashed lines) and the SBZ (blue-shaded 
background). Mirror invariant azimuths in the SBZ are drawn as red lines. 
 
 
Figure 3.15: Schematic cartoon of the band structure near the TSS/HBCB crossing point 
(left) without and (right) with hybridization between states of the same spin-helicity, drawn 
after reference [83]. The bulk band is modeled by three spin-degenerate states that are meant 
to represent the in-plane dispersion at different values of the out-of-plane wave-vector. With 
the hybridization turned on, a gap opens in the spectrum of states with the original spin-
helicity of the TSS electron branch that is filled by a surface-bulk resonance of opposite 
helicity. 
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Differing Orbital Characters of the Surface States 
 We have just invoked orbital symmetry and the capacity of ARPES to probe it as a 
way of explaining our spin-resolved results. This kind of thinking leads to a new question: if 
the TSS is really composed from a mixture of px, py, and pz orbitals, isn’t it possible that the 
superposition of these orbital states can be different on the bilayer than it is in on the 
quintuple layer? While it is true that the two types of termination are chemically distinct, the 
answer to this question is not as obvious as it seems at first. Both Bi and Se maintain p-
orbital valence shells, and the bilayer and QL both feature a three-fold pattern of in-plane 
bonding. If it turns out that the orbital character of the TSS differs between the two 
terminations, factors other than bonding or orbital symmetry would have to be considered to 
explain why that is so. But does the question even need to be asked in the first place? ARPES 
can be used to judge if such a case should be considered. 
As the reader may have deduced earlier, it is relatively difficult to control the 
sample’s in-plane angle of rotation, which makes studying the in-plane orbital character (in a 
way that can distinguish between the selection of px or py orbitals) challenging to do 
intentionally. However, one can easily control how much the pz orbital is selected over the 
px,y orbitals by varying the emission angle α shown in Figure 3.16(a) below. At 𝛼 = 0, the 
light-polarization makes a 45° angle with the z-axis, causing an equal selectivity for out-of-
plane and in-plane orbitals. If the sample is rotated away from the normal emission position 
such that 𝛼 = −16°, for example, the light-polarization has a greater component projected on 
the surface plane, and the photoemission process becomes more selective for in-plane 
orbitals. By mapping the band structure across two Brillouin zones at the U5UA beamline by 
changing the emission angle α, we can compare the responses of the bands to two different 
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conditions for orbital selectivity. The critical reader should recognize that the emission spot-
size at U5UA is always larger than 100 × 500 μm2; there is little-to-no chance that we could 
mistake a change of the beam spot on the surface as a dipole matrix element effect, since the 
surface domains are an order of magnitude smaller in size than the spot. Panels 3.17(a) and 
3.17(b) compare spectra collected at the center of the 2
nd
 and 1
st
 Brillouin zones with 
emission angle α equal to −16° and 0°, respectively. Comparing the spectra with our previous 
determinations for the TSS the spectra in (a) and (b) largely favor the bilayer and QL TSS, 
respectively. This provides a good indication that the Se-termination state carries a greater in-
plane orbital component than the Bi-termination state. Panel 3.17(c) at the right shows a map 
of photoemission intensity 0.5 eV below the Fermi level in the 𝑘𝑥, 𝑘𝑦 momentum plane, but 
in the raw angular scale. Blue and red dashed-lines show where the measurements were taken 
in the angular space. 
 
 
Figure 3.16: (a) Schematic of the U5UA photoemission geometry, looking down along the y 
direction of the sample surface. (b) Illustration in a perspective view of in-plane 𝑝𝑥,𝑦 orbitals 
and out-of-plane 𝑝𝑧 orbital drawn with respect to the incidence of the light and its 
polarization at two values of the emission angle α, labelled in the figure.  
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Figure 3.17: a)-b) ARPES intensity in the yz-photoemission plane subtended by the β 
emission angle (a) for α = 0° and (b) for α = −16°. (c) ARPES intensity map corresponding to 
𝐸𝐵 = −0.5 eV over the plane of α and β emission angles.  The spectra were collected using 
91.5 eV photons with the sample kept at a temperature of ~300 K 
 
Gapped Surface States Protected By Mirror Symmetry 
Important Notes 
From this point until the end of this chapter, the 𝑘𝑦 momentum axis will always lie in 
the mirror-invariant Γ𝑀̅̅ ̅̅  azimuth of the SBZ when showing ARPES spectra, regardless of 
how the measurements were taken. This is done to remain consistent with literature 
sources [15,25] that are discussed in this section. We would like to make the reader aware 
that of the fact that, in the course of our measurements of Bi4Se3, we detected some natural 
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variation of the chemical potential between samples and even along the surface of the same 
sample. The author feels that those observations are not worthwhile to discuss in any detail 
here. It should be noted, however, that the sample studied in this section is slightly electron-
doped (the chemical potential is increased by ~0.1 eV) in comparison with what has been 
shown previously and may have, for example, been cut from a different part of the crystal 
boule. This allowed us to better observe the electronic structure in so-called “Gap 1”, outside 
the edge of the hole-like bulk conduction band (HBCB). Detailed analysis of the ARPES 
measurements, beyond what we reported in [35], motivated the reevaluation of the density 
functional theory predictions, and led to a new perspective on the overall surface electronic 
structure. 
Comparison with Calculated Surface Electronic Structure 
In addition to the bulk [33], density functional theory calculations of the surface 
electronic structure were carried out for the cases of bilayer and QL terminated surfaces, as 
reported in reference [35]. To study the Bi2(Bi2Se3)-terminated surface, a slab was 
constructed of 6(5) Bi2 layers and 5(6) Bi2Se3 layers, with 10 Å of vacuum space between 
adjacent slabs. Each calculation is, more precisely, one of a bulk crystal constructed of thick 
slabs separated by a vacuum space that is large enough to consider the slabs to be uncoupled 
from each other. This approach allows a plane-waves basis to be used (which requires 
periodic boundary conditions). However, there are some drawbacks to these methods that 
should be considered when comparing with experimental results. The slabs themselves are 
inversion-symmetric, so that the effects of the local electric field near each surface are likely 
to be underestimated. Also, the finite thickness of the slabs can: (1) cause the bulk bands to 
become split into quantum well states (similar to the quantized levels of the particle-in-a-box 
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problem) and (2) cause the surface and bulk states to mix to a greater extent than they do on 
the surface of the actual crystal. To help distinguish which bands may have a surface origin, 
the contribution of the surface atoms to the overall electronic structure was determined by 
calculating the partial contribution of each atomic basis set to the wave functions at all k 
points. The weight of the surface-atom contribution is indicated by the marker sizes used in 
Figure 3.18 below, which shows the calculated surface band structure along the high-
symmetry Γ𝑀̅̅ ̅̅  and Γ𝐾̅̅ ̅̅  directions of the SBZ for both termination types. 
 To identify surface states, we should look for parts of the band structure where the 
marker sizes are the largest in Fig. 3.18. Regions where surface-localized states cross (or 
degenerate with) each other are circled with red or blue to indicate the “Dirac points” in Gap 
1 or 2, respectively. Note that the bulk bands are split into several space-quantized levels, 
which include portions of the bands that show surface-localized character in some regions of 
the SBZ. This is because hybridization between bulk and surface states leads to bands with a 
mixed character. The surface states in Gap 2 (“Dirac points” circled in blue) were studied in 
previous sections and our focus is now on the Gap 1 surface states (“Dirac points” circled in 
red).  In the case of each termination, the “Dirac point” for the TSS in Gap 1 is on the Γ𝑀̅̅ ̅̅  
azimuth, and it is away from the center of the SBZ. This is interesting because it means that 
the TSS is not protected by time-reversal symmetry in the sense that Kramer’s theorem does 
not guarantee that a band crossing will occur (because it does not take place at a TRI 
momentum point); which is astray from the usual conceptualization for a TSS of a strong 
topological insulator material [1,11]. Furthermore, the surface state is not gapless; there is an 
anti-crossing feature (in the case of the QL surface) or no apparent crossing at all (bilayer 
surface) along the Γ𝐾̅̅ ̅̅  azimuth of the SBZ. Notice that the crossing (red circle, left panel) and 
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anti-crossing (double arrow labelled with “Δ”) regions for the QL TSS are just below the 
Fermi level and could be probed by ARPES.  
 
 
Figure 3.18: Calculated surface electronic structure for the Bi2Se3-terminated and Bi2-
terminated (right) surfaces of Bi4Se3. The diameter of the plotting markers scales 
proportionally with the degree of surface localization. Surface state degeneracies that occur 
within Gap 1 and Gap 2 are indicated by red and blue circles, respectively. A surface 
hybridization gap Δ is indicated by a red double arrow. (Courtesy of Quinn Gibson, 
Princeton University) 
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Figure 3.19: ARPES spectra along the Γ𝑀 (𝑘𝑦) and the Γ𝐾 (𝑘𝑥) azimuth of the SBZ 
collected using 70 eV photons. Overlaid are the calculated surface bands discussed in the 
text. The boxes enclose regions where surface states overlap with the HBCB in the 
experimental band structure. 
 
 In Figure 3.19 above, the suspected surface bands from the calculation are compared 
with ARPES electronic structure the upper bands (UBs) and lower bands (LBs) in Gap 1 
(UB1 and LB1) and Gap 2 (UB2 and LB2) are color-coded as indicated in the figure inset. 
Here, the photon energy was chosen to enhance the QL surface states. The energy scale of 
the calculated bands was offset by −0.12 eV such that the Dirac point of the Gap 2 TSS 
matches that of the experimental band structure. The reader should note that, at each k point, 
the upper or lower band indices correspond to the addition or subtraction of spin-orbit 
coupling energy rather than following a particular spin-orientation (as described in the 
following subsection). It is therefore not apparent from this labelling scheme that either 
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“Dirac point” is actually a level-crossing by eigenstates of antiparallel pseudospin [57] 
(proportional to the orbital-averaged spin-orientation); we are simply using the band indices 
as they are given in the calculated results. The calculated bands are in qualitative agreement 
with the experimental ones; a conical electron-like feature at |𝑘| ≈ 0.2 Å-1 degenerates with a 
flatter, hole-like band on the Γ𝑀̅̅ ̅̅  line, whereas the two features are separated in energy along 
the Γ𝐾̅̅ ̅̅  line. The dashed boxes enclose energy-momentum regions where the Gap 2 TSS 
overlaps with the HBCB. In the calculation, the hybrid bulk-surface band UB2 folds back, 
transitioning its velocity from positive to negative near |𝑘| ≈ 0.15 Å-1.  This change in 
velocity reflects a change from surface to bulk character (referring back to Figure 3.18), as 
would be expected from such a hybrid band [83]. In the experimental electronic structure, 
however, it is clear that the Gap 2 TSS appears to extend well into the HBCB continuum. It is 
interesting that the lower part of the Gap 2 TSS matches almost perfectly with LB2 from the 
calculation, and that the Gap 2 Dirac cone is strongly distorted such that the electron-like and 
hole-like bands are nearly degenerate for |𝑘| < 0.10 Å-1. This type of distortion has been 
observed previously on highly electron-doped Bi2Se3 surfaces [82] and is the result of non-
SOC contributions to the band energies, which break the so-called “particle-hole symmetry” 
that would otherwise exist between the electron and hole bands [93]. 
The Existence of a Surface State Gap 
The calculations suggest that a gap in the QL TSS exits on the Γ𝐾̅̅ ̅̅  line of the SBZ and 
we have identified a similar-looking gap in the experimental electronic structure as well. 
Now we will discuss 𝑘𝑧-dependent band mapping that can distinguish the bulk and surface 
origin of the bands near the region of energy-momentum space where the gap occurs. The 
detailed ARPES electronic structure is shown below in Figure 3.20. 
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Figure 3.20: ARPES imaging of (a) the Fermi surface and band structure along (b) Γ𝑀̅̅ ̅̅  and 
(c) Γ𝐾̅̅ ̅̅  collected using 70 eV photons. (d) Imaging of the band structure along Γ𝐾̅̅ ̅̅  collected 
using 74 eV photons. e)-f) ARPES intensity in the 𝑘𝑧 versus 𝑘𝑥 plane (e) at the Fermi energy 
and (f) at 𝐸𝐵 = −0.165 eV complied from spectra collected using photons over the range 50-
80 eV in increments of 2 eV. 
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The Fermi surface (FS) is shown in Figure 3.20(a) along with band structure plots 
along with Γ𝑀̅̅ ̅̅  and Γ𝐾̅̅ ̅̅  in panels (b) and (c), respectively. The FS has three distinct branches 
within the SBZ. The innermost branch is a circular contour (and yields a faint intensity with 
the 70 eV photons used to obtain this map) with a Fermi momentum 𝑘𝐹 = 0.07 Å
-1
. This 
corresponds to the HBCB, whose band structure is clearly seen when examined using a 
different photon energy (panel (d)). The second-largest branch is hexagonal in shape, with 
𝑘𝐹 = 0.15 Å
-1
 along Γ𝐾̅̅ ̅̅  and 𝑘𝐹 = 0.17 Å
-1
 along Γ𝑀̅̅ ̅̅ , although it is apparent that very 
narrow hole-pockets streak outward from each vertex of this branch toward ?̅?. The 
outermost branch is nearly circular with 𝑘𝐹 = 0.25 Å
-1
. Panel (e) shows the ARPES intensity 
at the Fermi level along 𝑘𝑥 as 𝑘𝑧 is varied. The innermost branch is dispersive with 𝑘𝑧, 
confirming a bulk origin, while the outer branches are not, indicating surface character. The 
in-plane Fermi momentum of the innermost branch varies from a minimum of 0.065 Å-1 at 
𝑘𝑧~4.3 Å
-1
 to a maximum of 0.110 Å-1 at 𝑘𝑧~4.7 Å
-1
, corresponding to a periodicity of 1 nm 
along the crystal c-axis (~0.6 Å-1 along the Γ𝑍 direction of the bulk BZ), which is about the 
thickness of a single Bi2-Bi2Se3 unit. The two outermost branches originate from the TSS in 
Gap 1. In panels (b) and (c), the most intense features are easily recognizable as very closely 
resembling the calculated band structure for the Se-termination. Figure 3.20(f) shows the 
ARPES intensity along 𝑘𝑥 as 𝑘𝑧 is varied for the band at the bottom of the gap (which 
corresponds to LB1 in Figure 3.19). The intensity from this band (at –0.165 eV) remains 
fixed at 0.21 Å-1, proving its surface character. By determining a lack of 𝑘𝑧-dispersion in the 
bands above and below the gapped region, we can conclude that a gap between surface bands 
does, indeed, exist along the Γ𝐾̅̅ ̅̅  azimuth of the SBZ, as the calculations have suggested. 
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The Origin of the Surface State (Anti-)Crossing 
The experimental results of the previous subsection not only allow us to consider the 
calculated electronic structure as being relevant to the experimental scenario, but also 
provide some guidance for further analysis of the calculated bands. This allows us, for 
example, to have a better idea of where the projected bulk bands lie in the energy-momentum 
space. The left panel of Figure 3.21 shows again the calculated electronic structure for the 
QL-terminated surface. This time, the approximate regions occupied by the projected bulk 
bands in energy-momentum space are shaded in gray. A surface state crossing protected by 
mirror symmetry (MS) only is indicated by the red circle and the blue circle indicates a 
crossing of the Gap 1 TSS which is “dually protected” [25] by time-reversal symmetry (TRS) 
and MS. Group-theoretical considerations indicate why the crossing circled in red is allowed 
even while the surface state is gapped along the Γ𝐾̅̅ ̅̅  azimuth. At the (111) surface, the 𝑅3̅𝑚 
space group symmetry of the crystal reduces to C3v point group symmetry. For wave-vectors 
lying on the mirror-invariant line between Γ̅ and ?̅?, the point group symmetry reduces to Cs, 
which contains two irreducible representations characterized by the mirror eigenvalues ±𝑖. 
The mirror symmetry element is the bc-crystallographic plane shown in the right panel. 
Through the definition of the mirror operation [15], it is easily shown that the two irreducible 
representations correspond to states of opposite (pseudo)spin-helicity, which cannot 
hybridize with each other on the mirror-invariant Γ𝑀̅̅ ̅̅  azimuth. This explains why the 
crossing circled in red is allowed and, indeed, protected by the crystal’s mirror symmetry. In 
contrast, the point group of the wave-vectors on the Γ𝐾̅̅ ̅̅  line is C1. By symmetry, crossings 
between Γ̅ and ?̅? are avoided, even for states of opposite spin-helicity. The same is true for 
all wave-vectors in the SBZ which do not lie on a mirror-invariant azimuth. The double-
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arrow in the left panel indicates what can therefore be understood as a hybridization (anti-
crossing) gap resulting from the avoided crossing of spin-helical surface bands, as will be 
discussed later. Note that the combination of C3 and TRS imply that the surface FS will 
consist of six equivalent pockets that each enclose a surface state degeneracy point. This 
observation is consistent with the defining signature of a strong topological insulator material 
as put forward by Teo, Fu, and Kane [15].  
 
 
Figure 3.21: (left) Calculated electronic structure for the Bi2Se3-terminated surface. The 
degree of surface localization at each k-point is proportional to the marker size. The projected 
bulk electronic structure, based on the new ARPES analysis, is indicated by gray shaded 
regions. The red circle encloses a mirror-protected surface state crossing and the blue circle 
encloses a surface state crossing that is protected by both mirror symmetry and time-reversal 
symmetry. (right) Perspective view of the Bi4Se3 unit cell, with crystallographic axes 
displayed. The mirror-invariant bc-plane is shaded pink. (Contents of this figure were kindly 
provided by Quinn Gibson, Princeton University) 
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A Simple Model for Interband Coupling 
The momentum-dependence of the gapped structure results from competing SOC 
interactions which couple to different components of the spin degree of freedom. This can be 
captured in a model for the SOC Hamiltonian ?̂?𝑆𝑂𝐶 ∝ (?̂? × 𝛁𝑉) ∙ ?̂?  using 𝑘 ∙ 𝑝 theory [4,57]. 
Polar coordinates are chosen with Γ̅ as the origin and 𝜃 denoting the in-plane azimuthal angle 
from the 𝑘𝑥-axis, which is aligned to the Γ𝐾̅̅ ̅̅  direction. The energy splitting of the TSS bands 
near Γ̅ is taken to equal 2𝑣𝜅, where 𝑣 is the group velocity along Γ𝑀̅̅ ̅̅  and |𝑘| = 𝜅 is the 
magnitude of the wave-vectors for which the crossing of bands occurs. Then ?̂?𝑆𝑂𝐶 taken to 
first-order in k couples the in-plane component of spin 〈𝜎𝑜〉, which is orthogonal to the 
momentum-vector, to the out-of-plane electrostatic potential gradient as  
?̂?1 ≡ 𝑣(𝑘 − 𝜅)𝜎𝑜. 
To third-order in k, there appears a second term [57] that couples the out-of-plane component 
of spin to the in-plane crystalline potential gradient with a strength 𝜆 as 
?̂?2 ≡ 𝜆𝑘
3 cos(3𝜃) 𝜎𝑧. 
Together, 
?̂?𝑆𝑂𝐶(𝑘, 𝜃) = [
𝜆𝑘3 cos(3𝜃) 𝑖𝑣(𝑘 − 𝜅)𝑒−𝑖𝜃
−𝑖𝑣(𝑘 − 𝜅)𝑒𝑖𝜃 −𝜆𝑘3 cos(3𝜃)
] 
and we find the spin-orbit contribution to the dispersion 
𝐸𝑆𝑂𝐶(𝑘, 𝜃)± = ±√𝑣2(𝑘 − 𝜅)2 + 𝜆2𝑘6 cos2(3𝜃) 
where we refer to + and – as the upper band (UB) and lower band (LB), respectively. At 
|𝑘| = 𝜅, the magnitude of the gap between the bands is solely determined by the second term 
under the square root. The gap carries the sign of an f-wave, which changes at the mirror-
invariant azimuths, signifying a change in the z-polarizations of the branches; this could 
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alternatively be described as a crossing of bands with positive and negative z-polarizations. 
The sign appears in the interband matrix element 
Δ = ⟨−|?̂?2|+⟩ = −2𝜆𝑘
3 cos(3𝜃) 
for the spin-helical eigenstates | ±⟩ = [±𝑖𝑒−𝑖𝜃 1]𝑇 of the Dirac Hamiltonian, which are 
typically invoked in the discussion of simple, gapless TSSs. In this sense, the crystalline 
anisotropy should cause an interband SOC effect that gives rise to a gapped structure. The 
model for this TSS only differs from that of the strong topological insulator Bi2Te3 [57] in 
the location of the Dirac point. No extra bands need to be inferred to achieve the complex, 
partially gapped TSS described below. 
 Figure 3.22 displays the electronic structure calculated from the model Hamiltonian, 
for which we have chosen the values 𝑣 = 5.5 eV∙Å, 𝜆 = 55 eV∙Å3, and 𝜅 = 0.25 Å-1 in a 
rough approximation of the QL-terminated surface electronic structure. The reader should 
note the many omissions from this model, such as spin-orbital entanglement (which will 
disallow a pure spin-eigenstate character for the TSS and limit the magnitude of spin-
polarization) [61], higher-order SOC terms [93]. Figure 3.22(a) shows the spin-resolved band 
structure along the 𝜃 = 0 azimuth, with the bands corresponding to the case 𝜆 = 0 plotted in 
black. The minimum energy gap 𝛿 is located inside of 𝑘 = 𝜅, and we find it is the case that 
the momentum coordinate of the minimum gap 𝑘𝛿 ≤ 𝜅 for all 𝜃, as shown in panel (c). It is 
telling to inspect the in-plane helical spin-polarization, indicated by color scale, relative to 
the magnitude of the out-of-plane spin-polarization, indicated by marker size. For 𝑘 <
0.1 Å−1, the spin is helical, but as the contribution of ?̂?2 grows, the deviation from linear 
dispersion is accompanied by increasing z-polarization. In crossing 𝑘𝛿, the contribution from 
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?̂?2 overtakes that of ?̂?1. At 𝑘 = 𝜅, the z-polarization is 100% and then attenuates to ~90% 
for 𝑘 > 𝜅, where the spin-helicity has reversed. The scenario of competing SOC interactions 
plays out throughout the SBZ, resulting in unusual constant energy contour (CEC) shapes 
and topologies, displayed in panel (b). If the electron dispersion were determined solely by 
the SOC in this model, there would exist two Lifshitz points [94] in the chemical potential 
located at 𝜇 = ±𝐸(𝑘𝛿 , 𝜃 = 0). At these points, the Fermi surface topology changes from six 
pockets enclosing the TSS degeneracies to one electron-pocket and one hole-pocket 
enclosing Γ̅. Near a Lifshitz point (shown in panel (c) for the upper band), straight edges of 
the CEC are centered on centered on the Γ𝑀̅̅ ̅̅  azimuth, opposite of what would be expected 
for a simple, gapless TSS like that of Bi2Te3 [57]. This same pattern appears in the CECs 
probed by ARPES, as described in the next subsection.  
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Figure 3.22: Electronic structure given by the model Hamiltonian for parameters stated in the 
text. (a) Band structure near the anti-crossing point along Γ𝐾̅̅ ̅̅  direction. The color scale (see 
inset) indicates the spin-polarization in the y-direction, while marker size indicates the degree 
spin-polarization in the z-direction. (b) Constant energy contours of the upper branch. The 
color scale (inset) indicates the energy of each contour measured with respect to the Dirac 
point. The momentum-space contour 𝑘𝛿 of the gap minimum overlaid on the contour of the 
state at the Lifshitz transition energy is shown in (c). 
 
Experimental Analysis of the Gapped Electronic Structure 
Detailed ARPES of Bi4Se3 surface electronic structure is shown below in Figure 3.23. 
The FS is shown in panel (a) along with black lines to indicate the momentum-space cuts 
corresponding to panels (b-j). As described before, the outer branch of the FS corresponds to 
the Gap 1 TSS on the QL-termination (the state of interest for the present section). Note that 
the state displays a 3-fold pattern of ARPES intensity due to matrix element effects. The 
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degeneration of the TSS bands on the mirror-invariant Γ𝑀̅̅ ̅̅  (𝑘𝑥 = 0) line is observed at 50 
meV below the Fermi level in the band structure at 𝑘𝑦 = ±0.255 Å
-1
, as shown in panels (d-
g). Crucially, the band structure at  𝑘𝑦 = +0.255 Å
-1
 (e) and 𝑘𝑦 = −0.255 Å
-1
 (f) appears to 
be identical. This provides further evidence that the pair of bands constitute a spin-polarized 
TSS, which should have six-fold symmetry on the underlying three-fold-symmetric lattice as 
required by TRS. Comparing the FS in panel (b) to that of the −185 meV contour in panel 
(c), we observe the formation of a “teardrop-shaped” CEC that possesses a straight edge 
(stretching along the 𝑘𝑥-axis at 𝑘𝑦 = −0.22 Å
-1
) that is centered on the Γ𝑀̅̅ ̅̅  azimuth, similar 
to what is predicted by the model Hamiltonian. Panels (h-j) reveal a saddle point in the LB 
near (𝑘𝑥, 𝑘𝑦) = (0.21,0) Å
-1
 which is indicated by red dashed-lines, where the minimum 
energy separation 𝛿 between the UB and LB reaches a maximum value (with respect to the 
in-plane angle) of 85 meV. Comparing (h) and (i), it is clear that the LB reaches a local 
minimum with respect to 𝑘𝑥 and a maximum with respect to 𝑘𝑦 at this point, which should 
yield a Van Hove singularity [95] in the electronic density of states. Interestingly, the UB is 
at a local minimum with respect to both variables at the same point in momentum-space, 
whereas the model Hamiltonian, which retains the aforementioned “particle-hole symmetry”, 
predicts a saddle point in both bands. 
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Figure 3.23: ARPES electronic structure neat the center of the 1
st
 Brillouin zone. The Fermi 
surface is pictured in (a) and (b). (d) Band structure imaged parallel to the Γ𝑀̅̅ ̅̅  direction (d) 
for 𝑘𝑥 = 0 and (i) for 𝑘𝑥 = 0.21 Å
-1
. Band structure imaged parallel to the Γ𝐾̅̅ ̅̅  direction at 
(e) 𝑘𝑦 = −0.255 Å
-1
, (f)  𝑘𝑦 = 0.255 Å
-1
, and (h) at 𝑘𝑦 = 0. Energy distribution curves (g) 
at the degeneracy point (𝑘𝑥, 𝑘𝑦) = (0, −0.255) Å
-1
 and (j) the saddle point of the lower 
surface state branch (𝑘𝑥, 𝑘𝑦) = (0.21, 0) Å
-1
.The momentum-space locations for panels (d-e) 
and (h-i) are indicated by lines overlaid onto the Fermi surface in (a). The gray-scale varies 
from white-to-black following the minimum-to-maximum photoemission intensity within 
each image individually. 
 
Although the model SOC Hamiltonian provides a useful physical picture of how the 
partially gapped structure arises, it alone cannot reproduce the overall surface electronic 
structure of the Gap 1 TSS on the QL-termination. Other factors, such as the Hartree or 
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electron-correlation energy [15], as well as coupling with bulk bands, may need to be taken 
into account to provide a more accurate model. In any case, the qualitative notion that a 
surface state gap exists on the Γ𝐾̅̅ ̅̅  line which closes to zero on the mirror-invariant Γ𝑀̅̅ ̅̅  line is 
common to the density functional theory calculations, the model Hamiltonian, and the 
ARPES results. As a last word on comparisons of theory and experiment, the values of 𝛿 on 
the Γ𝐾̅̅ ̅̅  line for the calculation and experiment are 61 and 85 meV, respectively—a 28% 
difference. This is a surprisingly close agreement given the limited accuracy a slab 
calculation can provide in comparison with the effectively “semi-infinite” crystal surface 
being studied experimentally. 
Discussion 
Spectro-microscopy, as well as spin-resolved and photon energy-dependent ARPES 
measurements have provided the experimental basis for identifying the presence of 
termination-dependent TSSs on Bi4Se3. The report of those observations was the first to 
demonstrate the existence of a TSS on separate, chemically stable surfaces of the same strong 
topological material [35]. We note that previous investigations had been carried out on 
another superlattice material, PbBi4Te7, which also cleaves to yield a mixture of two different 
surface termination types, however, only one of the termination types hosts a topological 
state at the surface [69]. Moreover, we have demonstrated the existence of two TSSs in 
sequential bulk band gaps (Gap 1 and Gap 2). A similar observation of TSSs in different bulk 
gaps has been made in the case of Sb2Te3, however, those states are not in sequential band 
gaps [96]. The most significant of our observations concerns the TSS in Gap 1, for which it 
was found that an avoided crossing opens a gap in the TSS, which was clearly identified on 
the QL-terminated surface of Bi4Se3. 
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The observation of gapped surface states on a (111) surface is not without precedent, 
having been previously identified in heterostructures with BiAg2 surface alloys [97], 
however, the mechanism for the “Interband SOC” between antiparallel, spin-helical surface 
states in that case was left unspecified. The simple model Hamiltonian described above could 
be extended to describe not only BiAg2 surface states, which are known to have substantial 
coupling to the in-plane crystal potential gradient [98], but also many other systems, whether 
topologically trivial or not, in which spin-helical states intersect away from Kramers’ 
momenta. Topological, rather than “trivial”, materials may offer robust platforms for 
studying this type of spin-gap physics in quasi-2D electron systems. What is lacking at the 
present time is a straight-forward and reliable way of predicting if a given surface of a strong 
topological insulator material will possess a gapped surface state spectrum. Our results 
indicate a need to merge different conceptualizations of the topological insulator in order to 
accomplish this. It has been pointed-out [15,24,25] that several well-known systems can be 
classified as topologically non-trivial using the separate classification schemes of mirror 
Chern number and parity invariants. Teo, Fu, and Kane [15] had considered that the crossing 
of TSS bands at non-TRI momenta was possibility for the surface of a strong topological 
insulator, provided the surface plane does not contain a center of inversion (which is the case 
here). Our results have presented an experimentally realized case in which the concepts of Z2 
topological insulators and topological crystalline insulators have become entangled beyond 
precedent; completely breaking the mirror symmetry would allow the TSS to become fully 
gapped (since that is the only symmetry protecting the band-crossing) even while time-
reversal symmetry remains intact.    
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CHAPTER 4 
TOPOLOGICAL INSULATOR COMPOSED OF BISMUTH AND BISMUTH SELENIDE 
LAYERS STACKED IN A 1:2 RATIO 
 
 Recent progress has been made in producing topological materials with bulk insulating 
properties [3,30,31,81]. These efforts have resulted in electrical conduction based purely on 
topological surface states (TSSs), which is accomplished by ensuring that a bulk Fermi 
surface is absent and the bulk band gap is larger than the thermal energy. What has 
understandably received less focus to date are ways to increase the surface carrier density 
while maintaining a regime of surface-dominated transport. Doing so has limitations in that 
an increase in surface carrier density moves the Fermi level closer to the bulk conduction 
band (BCB); at a certain point, bulk-derived conduction states will become occupied [30]. 
Increasing the surface carrier density is desirable because, along with carrier mobility, it 
always plays a role in limiting that conductivity. New materials may be needed to address 
this over-the-horizon issue, which could be the niche of the (Bi2)m(Bi2Se3)n superlattice BiSe 
(m = 1, n = 2).  
 This chapter focuses on the topological character of BiSe and its unique surface 
electronic structure. Similar to Bi4Se3 [33,35],  the transfer of electrons from Bi-bilayers to 
the chalcogenide layers results in a surface carrier concentration that is several times larger 
than that of the Bi2Se3 parent material. However, Bi4Se3 is a bulk semimetal which lacks a 
momentum-integrated bulk band gap. Because its bulk conduction states will always be 
occupied, regardless of how the material could be chemically tuned, Bi4Se3 does not provide 
an avenue toward surface-dominated transport. In BiSe, on the other hand, the TSS passes 
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through a momentum-integrated bulk band gap of ~100 meV (four times larger than the 
thermal energy at room temperature), which opens the possibility for roles in applications 
that could not be filled by Bi4Se3. In this chapter, spin- and angle-resolved photoemission 
spectroscopy (SARPES) results are presented which demonstrate that BiSe is a strong 
topological insulator (STI) system capable of providing surface carrier concentrations that 
are unobtainable from the state-of-the-art bulk-insulating topological materials like Sn-doped 
BiTe2Se (BTS:Sn) [30] and BiSbTeSe2 [31]. 
 The TSS of BiSe is also significantly warped and thus a bulk-insulating derivative of 
BiSe would provide a unique platform for studying phenomena such as local oscillations in 
the density-of-states [57,99], spin-density waves [57], and other properties unique to warped 
topological states, such as out-of-plane spin-polarization [57,59]. Furthermore, a larger 
electron-concentration alone increases the importance of electron-correlations; the impetus 
for magnetism and superconductivity. Ferromagnetism at the surface could give rise to exotic 
magnetoelectric effects, such as the appearance of magnetic monopoles [16], and fractionally 
charged edge states [28]. Superconductivity in a TSS should provide a setting ideal for 
characterizing and, perhaps, learning to manipulate Majorana quasiparticles [17]. Although it 
is amusing to speculate about what our discoveries here may lead to, it is presently more 
important to understand: (1) how the surface carrier density is increased, (2) what features 
typical of a TSS are lost when this occurs, and (3) what innovative means of tuning the TSS 
exist in this new regime of high surface electron density.  
Basic Crystal Structure 
 The BiSe crystal structure as reported in the literature [100,101] is illustrated in Figure 
4.1 below. It consists of a single Bi-bilayer surrounded by two Bi2Se3 layers for each unit 
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cell, with the layer stacking proceeding along the c-axis. We should expect that stronger 
bonding interactions take place between the Bi-bilayer and the adjacent Bi2Se3 layers, with 
weaker Van der Waals (VdW) interactions between adjacent Bi2Se3 layers [81]. This 
provides a well-defined cleavage plane (indicated by a blue dashed-line) within the VdW gap 
separating the adjacent layers of Bi2Se3, which should give way to a chalcogenide-terminated 
surface. Rather than the R3m rhombohedral structure of Bi2Se3, the crystal structure of BiSe 
is technically hexagonal, with space group 𝑃3𝑚 [100,101]. This is because the lateral 
position of each layer does not vary with the c-axis stacking position. Regardless, the surface 
electrons should still experience a lattice potential with C3v point group symmetry on account 
of the three-fold bonding in the plane of the Bi2Se3 layer at the surface. The C3v and time-
reversal symmetries yield a six-fold anisotropy in spin-polarized surface states. 
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Figure 4.1: Ball-and-stick model of the BiSe crystal structure reported in reference [100]. 
Two unit cells along the c-axis are pictured with a view of the bc-crystal plane. Bi atoms are 
shown in purple and Se atoms are shown in light green. The anticipated cleavage plane is 
marked by the blue dashed-line. Crystallographic axes are indicated by labelled arrows at 
top-right. (Kindly provided by Quinn Gibson, Princeton University) 
 
2D Band Mapping 
 Figure 4.2 shows ARPES band structure imaging for the surface of cleaved BiSe kept 
at a sample temperature of ~20 K. The spin-integrated ARPES data for this chapter were 
recorded at beamline 12.0.1 of the Advanced Light Source using photon energies in the range 
of 62-116 eV. The Fermi surface (FS), shown in Figure 4.2(a) and again in 4.2(d), contains a 
hexagonal electron pocket measuring 0.54 Å
-1
 from vertex-to-vertex along the  Γ𝑀̅̅ ̅̅  direction 
and 0.48 Å
-1
 from edge-to-edge along the Γ𝐾̅̅ ̅̅  direction. This hexagonal contour corresponds 
to the TSS, traced out with a red dashed-line in panel (a) as a guide to the eye. When 70 eV 
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photons are used, the portions of the contour are obscured by a matrix element effect that 
causes a three-fold enhancement of the ARPES intensity. This is likely related to the 
symmetry of and k-space periodicity of bulk-derived final states in the optical excitation 
process, which induce oscillations in the momentum-resolved photoemission intensity as the 
photon energy is varied [102]; this effect is clearly seen in a later section. Repeating the 
mapping with an increased photon energy of 116 eV suppresses the effect; in Figure 4.2(c) 
the entire hexagonal electron pocket is seen clearly. The bulk metallic character of the natural 
sample is evident from the dependence on the out-of-plane wave vector (discussed later) 
exhibited by the innermost FS branches, which appear as circular contours with radii close to 
0.1 Å
-1
, as sketched by the black dashed-lines in panel (a) that enclose Γ̅.  
 There are also narrow ellipsoidal electron pockets stretching along the Γ𝑀̅̅ ̅̅  direction 
which may degenerate with the surface state near 𝑘Γ𝑀̅̅̅̅̅ = 0.23 Å
-1
, as can be seen in panel 
(d). An interband hybridization gap should open in the TSS if these pockets were derived 
from a different surface state [97]. The ARPES imaging of the band structure, shown in 
panels (c-d),  shows that the surface state is gapless and disperses in a linear fashion, which is 
a good indication that this is the only surface state in the bulk gap. The ellipsoidal pockets 
could therefore only originate from: (1) bulk electrons or (2) the same TSS that forms the 
hexagonal Fermi pocket. Whichever is the case, it is clear that the TSS crosses the band gap, 
which lies between the bulk valence band (BVB) and bulk conduction band (BCB) edges at 
~0.3 eV and  ~0.1 eV binding energy, only once on the path between the time-reversal-
invariant (TRI) momenta Γ̅ and ?̅?. No other states are seen crossing the gap. Provided that 
the surface state is indeed non-spin-degenerate (proven later), we know that an odd total 
number of Fermi pockets enclose the surface TRI points of the SBZ. Even if the ellipsoidal 
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pockets truly enclose ?̅?, or other bands in that region were missed in our data collection, any 
pockets enclosing ?̅? would come in multiples of six (for spin-polarized surface states) or 
twelve (for spin-degenerate surface states or bulk states) by symmetry. Note that even if our 
assignment that the two inner FS branches were of bulk origin is incorrect, the number of 
Fermi pockets contributed by them is still a multiple of two. The odd total number of Fermi 
pockets provides us with extremely redoubtable evidence that BiSe is in a strong topological 
insulator phase according to the theory of Fu, Kane, and Mele [11].  
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Figure 4.2 (a): The Fermi surface near Γ̅ imaged by ARPES using 70 eV photons. (b-c): Band 
structure imaged along the (b) Γ𝐾̅̅ ̅̅  and (c) Γ𝑀̅̅ ̅̅  azimuth in the surface Brillouin zone, also 
collected using 70 eV photons. (d): The Fermi surface near Γ̅ imaged using 116 eV photons. 
The black/blue/white and black/red/white false-color scales used in the images of ARPES 
intensity indicate the use of 70 eV photons and 116 eV photons, respectively. Black and red 
dashed-lines indicate bulk- and surface-derived features, respectively. Labelled red arrows in 
panel (b) indicate the “kink” energy at which the surface state group velocity changes and the 
“Dirac point” energy where the Kramers’ pair of surface bands become degenerate. The 
approximate location and width of the bulk band gap is indicated by a black double-arrow in 
panel (c). 
 
 The dispersion of the TSS, however, is quite peculiar. Only the electron-like branches 
enter the bulk band gap, and the “Dirac point”, if one could even call it that in such a 
situation, is located near − 0.75 eV; buried well below the bulk valence band (BVB) edge. 
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Note that the signal from the surface state is significantly broadened as it penetrates into the 
valence band energy range. Of particular interest is the presence of a “kink-like” change in 
the dispersion, labelled with a red arrow in Figure 4.2(b), where the group velocity of the 
TSS decreases slightly as the state departs from the valence band edge (discussed later). 
Calculation of Surface Electron Density 
 In Figure 4.3 below, one can observe the stark contrast in surface carrier density 
contributed by the surface states of BiSe compared with Sn-doped Bi2Te2Se (BTS:Sn)  [30]. 
For the BiSe surface state, the electron density 𝑛𝑒 = 𝑞/𝐴𝑆𝑈𝐶  was estimated from the ratio of 
the charge per surface unit cell divided by the position-space area of the Bi2Se3 surface unit 
cell 𝐴𝑆𝑈𝐶 = 44.487 Å
2
. The surface charge density was calculated from Luttinger’s 
theorem [76] as 𝑞 = 𝐴𝐶/𝐴𝑆𝐵𝑍, where 𝐴𝐶  is the area enclosed by the TSS constant energy 
contour (CEC) and 𝐴𝑆𝐵𝑍 is the area of the SBZ or Bi2Se3, which is 2.662 Å
-2
. The enclosed 
CEC area was reasonably approximated as that of a circular contour with a radius equal to 
the fitted k-value of the TSS on an azimuth removed from the Γ𝐾̅̅ ̅̅  line by 8° of in-plane 
rotation. It bears mentioning that the in-plane lattice constant of BiSe is larger than that of 
Bi2Se3 by 0.04 Å, which could correspond to a smaller SBZ  [101]. The exact value of the 
surface lattice constant of BiSe is not known, so the 𝐴𝑆𝑈𝐶  and 𝐴𝑆𝐵𝑍 values used by Valla et 
al.  [82] for the cleaved surface of Bi2Se3 were taken instead. The surface carrier 
concentration contributed by the BiSe TSS at zero temperature is 𝑛𝑒(𝐸𝐵 = 0) ≈ 1.5 × 10
13 
cm
-2
; an order of magnitude greater than that of BTS:Sn. If the Fermi energy could be tuned 
into the gap by adding hole-dopants to the bulk crystal (lowering the chemical potential by ~ 
0.2 eV), the surface carrier concentration would still be around five times larger than it is for 
BTS:Sn. 
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Figure 4.3: Comparison of surface electron density contributed by the topological surface 
state as a function of binding energy for BiSe (black line) and bulk-insulating 
Bi2Te2Se:Sn [30] (gray line). 
 
3D Band Mapping 
 The assignments of surface and bulk states were verified by 𝑘𝑧-dependent band 
mapping. The out-of-plane wavevector was computed according to the Sudden 
Approximation discussed in Chapter 2, with the inner-potential taken as 10 eV. Figure 4 
panels (a-c) show three photoemission spectra collected at different photon energies (64, 90, 
and 102 eV), with the approximate value of 𝑘𝑧 each image corresponds to shown at the top of 
each panel. When 90 eV photons are used (𝑘𝑧~5.0 Å
-1
), as shown in panel (b), the BCB and 
two BVBs, labelled 1 and 2, are clearly visible. The bulk band gap between the BVB 1 and 
BCB edges covers the energy range: −0.3 eV < 𝐸𝐵 < −0.1 eV. This spectrum corresponds 
to a minimum of the BCB; when the out-of-plane wavevector is close to 4.3 and 5.4 Å
-1
, the 
BCB has dispersed to higher energies and in-plane momenta. The existence of this type of 
𝑘𝑧-dependent structure is direct confirmation of the band’s bulk character. Notice that the 
two BVBs (nearly) touch around the “Dirac point” of the TSS, and that BVB 1 wraps around 
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the TSS at energies below – 0.3 eV. Crucial to the confirmation that BiSe is strong 
topological insulator is to show that a surface-localized state exists inside the bulk band gap. 
Panel (d) demonstrates this property, by showing that the placement of ARPES intensity 
inside the gap at −0.2 eV does not depend on 𝑘𝑧, although it does oscillate according to the 
matrix element effect discussed earlier. 
 
 
Figure 4.4: ARPES band structure images along on the 𝑘𝑦-axis recorded using: (a) 64 eV 
photons (b) 90 eV photons, and (c) 102 eV photons. The approximate 𝑘𝑧 projection on Γ̅ is 
labelled at the top of each panel. (d) ARPES intensity mapped in the 𝑘𝑦, 𝑘𝑧 plane at a 
constant energy of – 0.2 eV.  Red dashed-lines indicate the point in 𝑘𝑦 occupied by the 
surface state’s time-reversed pairs at this energy. The constant energy map was compiled 
from spectra collected using photon energies over the range of 62-116 eV in 2 eV steps. 
Here, the 𝑘𝑦 measurement axis is along the analyzer slit, and is removed from the Γ𝑀̅̅ ̅̅  
azimuth of the crystal surface by 8° of in-plane rotation. The bulk conduction band (BCB), 
bulk valance bands (BVBs), and bulk energy gap are labelled in panel (b). 
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 Figure 4.5(b) shows how the ARPES intensity at Γ̅ is redistributed to different binding 
energies as the photon energy is varied (compare with panel (a) which shows a cut of the 
ARPES band structure collected with 116 eV photons). Near the Fermi level, we can clearly 
see that the BCB is probed at an energetic minimum when ~90 eV photons are used. What is 
interesting, though, is that the intensity near the “Dirac point” also shows a minimum when 
probed with ~90 eV photons, and maxima when probed with ~75 and ~100 eV photons. This 
indicates to use that the “Dirac point” does not have a pure surface character, and is likely 
formed from a resonance of the TSS with overlapping bulk bands.  
 
 
Figure 4.5: (a) ARPES intensity versus binding energy and 𝑘𝑦 collected using 116 eV 
photons. (b) ARPES intensity at Γ̅ versus photon energy hν and binding energy. The 
integrated intensity of each image-slice in photon energy has been normalized to the same 
value. (c-e) ARPES constant energy contours at 60 meV (c), 200 meV (d), and 775 meV (e) 
below the Fermi level collected using 116 eV photons. 
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 In Figure 4.5, panels (c-e) show maps of ARPES intensity over plane-parallel 
momenta at constant binding energies. Importantly, we can see in panel (d) that there is only 
one CEC inside the bulk energy gap at an energy of at −0.2 eV —the hexagonally warped 
TSS. In contrast, the circular and ellipsoidal electron pockets of the BCB become visible in 
the −0.06 eV intensity map shown in panel (b), indicating that this energy is near the BCB 
edge. Meanwhile, near − 0.78 eV, the ARPES intensity in panel (e) shows that the “Dirac 
point” is surrounded by six bulk hole-pockets corresponding to BVB 1.  
 
Figure 4.6: Cartoon of the band structure along high-symmetry directions in the surface 
Brillouin zone, constructed according to ARPES observations. Projected components (each 
line is intended to represent a particular 𝑘𝑧 value) of the bulk conduction band (BCB), first 
bulk valence band (BVB 1), and second bulk valence band (BVB 2) are illustrated in purple, 
green, and blue lines, respectively. The surface state is sketched by a red solid line. 
 
 From the preceding surveys of the energy-momentum space, we can construct a 
diagram of the relevant band structure at the surface of BiSe, drawn as a cartoon in Figure 
4.6 above. In the energy range we have studied (within 1.0 eV of the Fermi level), there are 
only two hole-like bulk valence bands and one bulk conduction band. The hexagonally 
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warped electron branch of the TSS is the only surface band. The TSS extends well into the 
valence bands and appears to cross BVB 1. Below that point, we can assume that the TSS 
would be better described as a resonance between the surface state and the overlapping BVB 
1 and BVB 2. 
Spin-Resolved Measurements 
 The major conclusion drawn in the previous sections was that the material is in the 
strong topological insulator phase of matter, provided the band believed to belong to the TSS 
is indeed topological. The topological character of the state was confirmed by SARPES. 
 
 
Figure 4.7 (a) Schematic of the spin-resolved photoemission geometry, looking down along 
the y-direction of the sample surface. The 𝑘𝑥 momentum component was scanned by 
controlling the emission angle α, which was varied from 34.6° to 54.6° during the 
measurement. The light-polarization 𝑬 was fixed in the xz-plane with a 45° incidence with 
respect to the sample z-axis at normal emission. (b) Sketch of 𝑬|| drawn relative to a mirror 
plane of the sample. The angle γ between the mirror plane and x-axis was 10° throughout the 
measurement, as determined by mapping the Fermi surface in the spin-integrated mode. (c) 
Sketch of p-orbitals: 𝑝𝒾 and 𝑝𝒿,𝓀 which are odd and even, respectively, under the mirror 
operation. (d) A schematic of the TSS and its expected in-plane spin-texture (indicated by 
arrows labelled 𝑃||) for the case that the mirror Chern number 𝑛𝑀 = −1 is overlaid onto a 
drawing of the surface Brillouin zone (blue background), if γ = 0°. The mirror-invariant 𝑘𝒿 
axis is drawn as a black dashed-arrow. (e) Schematic showing the TSS and surface Brillouin 
zone rotated 10° with 𝑘𝑥 and 𝑘𝑦 axes drawn as black dashed-arrows.   
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 Figure 4.7 describes the measurement geometry and expected results. The 𝑘𝑥-axis was 
scanned by rotating the sample in the xz-plane by and angle α, as shown in panel (a). The 
light-polarization was parallel and the analyzer slit was perpendicular to this plane. By now, 
it has been understood that SARPES spectra from a TSS depend on the alignment of the 
light-polarization by virtue of: (1) the excitation process being orbital-selective and (2) the 
entanglement of the spin- and orbital-degrees of freedom. The mirror symmetry present at the 
surface provides a good way of understanding this relationship. Assuming that the mirror 
Chern number [15] 𝑛𝑀 is −1, as it is in the case for Bi2Se3 and Bi2Te3 [25], an appropriate 
description of the TSS state-vector on a mirror-invariant line of the SBZ is  
|𝜓⟩ = |𝑝𝒾, ↑⟩ + |𝑝𝒿, ↓⟩ + |𝑝𝓀, ↓⟩, 
where the (↓) ↑ arrow indicates (anti-)clockwise spin-helicity about the normal of the 
momentum-plane and the p-orbitals 𝑝𝒾 and 𝑝𝒿,𝓀 are of even and odd symmetry, respectively, 
by reflection across the mirror plane as illustrated in panels (b) and (c). Supposing that one 
were to measure the spin-polarization at momenta on the mirror-invariant Γ𝑀̅̅ ̅̅  line, only the 
orbitals that are even on the mirror plane are selected, and we would expect to measure 
+100% and −100% spin-polarization along the direction in-plane and perpendicular to that 
line for backward- and forward-propagating momenta on the 𝑘𝒿-axis as illustrated in 4.7(d). 
With the mirror-invariant line rotated by 10° with respect to the light-polarization, as shown 
in 4.7(e), the odd-symmetry orbital state can now be probed as well, and the SARPES 
polarization will reflect of a mixture of spin-orbital components which have opposing 
helicities. This is the condition under which our experimental measurements were made, as 
described in the figure caption. However, because the in-plane component of the light-
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polarization is nearly aligned with the mirror plane, we should still expect the even orbitals 
and therefore the anticlockwise helicity to dominate the SARPES signal. Note that the 𝑘𝑥-
line cuts through the TSS away from the vertices of the hexagonal contour and so we should 
expect that a finite x-component of polarization will be measured in addition to the y-
component that is perpendicular to the x-momentum axis, because the in-plane spin-
polarization 𝑃|| should be tangential to the TSS contour. There should also be a finite out-of-
plane polarization detected because the measurements were done for momenta that are away 
from the vertices of the TSS contour [57,59].   
 The experimental results are shown in Figure 4.8 below. Pictured in (a) and (b) are the 
Px and Py polarizations mapped in false-color over binding energy and 𝑘𝑥. Drawn over them 
are black dashed-lines that correspond to the TSS band structure. The false-color imagery 
shows that the in-plane polarization components qualitatively follow the band structure of the 
TSS and, of great significance, 𝑃𝑦 → −𝑃𝑦 as −𝑘𝑥 → 𝑘𝑥, in accord with time-reversal 
symmetry. This is necessary for us to know that matrix element effects, which can in cause 
unpolarized initial states to yield spin-polarized final states [68], have not produced spectra 
that are unphysical with respect to the nature of the initial surface state. For example, the 
“bleeding-out” of significant Py values into one side of the 𝑘𝑥-axis, but not the other, in the 
region 𝐸𝐵 > −0.1 eV and |𝑘𝑥| < 0.1 Å
-1
 (which corresponds to the occupied portions of the 
BCB) should be interpreted as an artifact of the photoemission process. Because very low-
energy 14.7 eV photons were used, the momentum resolution is better than 0.05 Å
-1
, which 
allows the attenuation spin-polarization approaching the “Dirac point” to be assessed. It can 
be seen that the y-polarization drops from ~50% for energies in the bulk band gap to under 
20% in the region 𝐸𝐵 < − 0.4 eV, where BVB 1 overlaps with the TSS. 
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Figure 4.8: (a-b) False-color imaging of the Px (a) and Py (b) versus binding energy and 
momentum. The color scales are shown with an inset at the top of each panel. Black dashed-
lines indicate the approximate the TSS band dispersion as a guide to the eye. (c) Map of 
ARPES intensity at 𝐸𝐵 = −0.2 eV collected using 116 eV photons with the sample cooled to 
~20 K. Labelled vectors indicate the magnitude and orientation of spin-polarization in the xy-
plane. (d) Components of spin-polarization measured at points on the 𝑘𝑥-axis at 𝐸𝐵 = −0.2 
eV. The spin-polarization components Px, Py, and Pz are shown with rightward-pointing, 
upward-pointing, and circular markers in green, blue, and dark-yellow color, respectively. 
The total magnitude of spin-polarization is marked with a solid black line. The spin-
polarizations were obtained with the sample kept at a temperature of ~300 K using 14.7 eV 
photons. 
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 Figure 4.8(c) shows schematics of the in-plane spin-orientation overlaid onto the 
ARPES CEC at 𝐸𝐵 = −0.2 eV, an energy that lies within the bulk band gap, which is of 
particular interest since that energy region presents the best chance for measurement of the 
TSS with minimal interference from bulk states. As illustrated in (c), the spin-helicity 
follows our prediction; it is anticlockwise, confirming that the mirror Chern number is −1. 
The measured x-, y-, and z-components of spin-polarization at 𝐸𝐵 = −0.2 eV are shown in 
panel (d) along with the total polarization, which was computed as the sum of the absolute 
values of the polarization components. Note that the physical significance of the total 
polarization is the degree to which the TSS, which is a superposition (ensemble) of spin-
orbital states, is polarized along the (momentum-dependent) quantization axis. At peak 
values, the ratio of the y- and x-polarization magnitudes is 0.43/0.25 and 0.51/0.17 measured 
at 𝑘𝑥 = −0.17 Å
-1
 and 𝑘𝑥 = 0.16 Å
-1
, respectively, indicating that the in-plane spin-
polarization 𝑃|| makes an angle of ~70° with the x-axis that reverses in sign as Γ̅ is crossed. 
This indicates that the in-plane spin is locked tangentially to the hexagonal contour, as 
expected. Moreover, there is a detectable contribution of out-of-plane spin-polarization. Even 
though the 𝑘𝑥-axis is displaced by and angle of 20° from the Γ𝐾̅̅ ̅̅  azimuth, where the out-of-
plane component is maximized [57], a maximum of 15% polarization along the z-direction is 
detected near  𝑘𝑥 = −0.17 Å
-1
. The change in sign as 𝑘𝑥 → −𝑘𝑥 is in agreement with the 
three-fold symmetry of the z-polarization’s expectation value predicted by 𝑘 ∙ 𝑝 theory [57]. 
Although the present data only provide qualitative information on the overall spin-orbital 
texture of the TSS, it is encouraging to note that the total photoelectron spin-polarization 
reaches maxima of 82% on both sides of 𝑘𝑥 = 0, suggesting that the orbital-projected spin-
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polarizations are likely full. We note that the measurement of spin-polarizations of ~80% or 
higher is typical in state-of-the-art SARPES measurements of strong topological insulators.  
Preliminary Analysis of Surface-Bulk Coupling 
 The TSS overlaps with BVB 1 through very wide energy range of more than 400 meV 
and the “kink” in the dispersion it acquires in going from the overlap energy/momentum 
region to the bulk band gap region is significant enough to be noticeable in the ARPES 
imagery discussed earlier. It was also noticeable to the eye that the photoemission intensity 
broadens where the TSS and BVB overlap. Here we discuss some quantitative analysis of 
this behavior based on fitting the momentum distribution curves (MDCs) for only one 
azimuth in the SBZ (see Figure 4.9(a) and caption below), with the sample kept at a 
temperature of less than 20 K. By fitting the MDCs at 48 meV intervals of energy with a 
Lorentzian, the TSS momentum coordinates (black markers in Figure 4.9(c) below) and the 
momentum broadening Δ𝑘 of its spectral function (width at half-maximum of the fitted peak) 
are obtained. Here, 70 eV photons were used, and the intensity of the bulk bands, labelled in 
panel (c), is greatly suppressed, such that it is reasonable to assume that only the surface 
state/ resonance is being probed with minimal error introduced by the signal from the bulk 
bands. The imaginary part of the self-energy 𝐼𝑚Σ = 𝑣∆𝑘/2 was obtained from the group 
velocity (first derivative of energy with wavevector) 𝑣 and ∆𝑘 for each binding energy, and 
is shown in panel (b). The surface state/resonance “wiggles” somewhat near the valence band 
edge, and 𝐼𝑚Σ is increased by a factor of six going from the bulk gap energy-region to the 
overlap energy-region. There is another “wiggle” near the Fermi level where the TSS 
dispersion becomes convex, which is likely just the result of the warping effect that should 
give rise to a convex dispersion at larger wavenumbers. 
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Figure 4.9: (a) False-color map (see inset at the bottom right) of ARPES intensity for − 0.2 
eV binding energy. (b) Imaginary part of the self-energy as a function of binding energy for 
momenta on the positive 𝑘𝑦-axis, which is rotated in the plane by 8° from the Γ𝐾̅̅ ̅̅  azimuth. 
(c) ARPES intensity shown in false-color scale mapped versus 𝑘𝑦 (𝑘𝑥 = 0) and binding 
energy. The fitted 𝑘𝑦-values of the TSS at various binding energies are laid over (c) as round 
markers connected by black solid lines. The approximate projections of two bulk valence 
bands are indicated by black dashed-lines. All spectra were recorded using 70 eV photons. 
 
 The dependence of the velocity on energy is shown in Figure 4.10(a) below as a color-
coded bar graph; the color of each bar indicates the magnitude of 𝐼𝑚Σ at energies for which 
the MDC fitting was done. One can observe that the velocity changes very little or not at all 
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in the bulk gap energy-region of −0.3 to −0.1 eV and 𝐼𝑚Σ maintains low magnitudes of 
around 40 meV. This situation is comparable to what is experienced by the TSS of the Bi2Se3 
parent material, which has very low scattering (spin and momentum relaxation) rates [74]. 
 
 
Figure 4.10: (a) The group velocity v of the BiSe surface state versus binding energy along 
the 𝑘𝑦-axis. The units are shown as the ratio of v/c, where c is the speed of light in vacuum, 
and the data are plotted in the style of a bar graph. The color of each bar corresponds to the 
magnitude of the imaginary part of the self-energy, as indicated by the color-scale inset. (b) 
The ratio of the electron mass 𝑚𝑒 to the effective mass 𝑚
∗ of the surface state versus binding 
energy for the same azimuth of band dispersion shown in (a). 
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 Below the bulk gap, the velocity increases to a peak near − 0.4 eV and then decreases 
sharply, with |𝐼𝑚Σ| climbing to exceed 240 meV. By taking the second derivative of energy 
with wavenumber, the effective mass 𝑚∗ can be obtained. In Figure 4.10(b) the ratio of the 
electron rest mass 𝑚𝑒 to the effective mass is shown. The effective mass reaches values of 
±
1
9
𝑚𝑒 on either side of (and undergoes a sign-change at) the group velocity maximum; 
signaling that there is an inflection point in the band structure near − 0.4 eV. The effective 
mass then diverges in the region of the bulk energy gap, where the dispersion becomes linear. 
To summarize, the surface state/resonance undergoes a sign-change in effective mass, from 
electron-like to hole-like, in crossing BVB 1. This could be understood as the result of some 
second-order coupling process; in non-degenerate perturbation theory, the correction to the 
energy levels of a state m by second-order coupling with a state n is proportional to  
⟨𝑚|𝑛⟩⟨𝑛|𝑚⟩
𝐸𝑚 − 𝐸𝑛
. 
The physical meaning of such a process (where the m
th
 state is a TSS and the n
th
 state is a 
bulk valence state) is the transition of the surface state into a bulk state, followed by its 
transition back into its initial state. Assuming the state vectors vary little with energy, there 
will be a sign change of the energy correction to the surface state depending on whether its 
uncorrected energy is above or below the bulk state considered. Also, the size of the energy 
correction grows larger as a resonance between the two states is approached. This fits with 
our observation of a rapid increase, and then decrease, in curvature as the valence band is 
crossed. The effect also creates an interesting scenario by introducing a state with concave 
band dispersion into the gap, where the warping effect will eventually prevail in making the 
state convex at higher energies/wavenumbers. 
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Discussion  
 Through photoemission spectroscopy, we have determined that BiSe is a strong 
topological insulator material and, because the bulk conduction band is partially occupied, 
can estimate that it has a momentum-integrated bulk band gap ~ 100 meV in size (four times 
the thermal energy at room temperature). Crucial to this conclusion was determining that a 
single, highly spin-polarized state crosses the bulk band gap and is localized in position-
space to the surface. We have also identified several novel effects/features that can be 
attributed to the polar bonding between Bi-bilayers and Bi2Se3 layers: (1) the surface carrier 
density is an order of magnitude larger than it is for the state-of-the art topological insulator 
BTS:Sn, (2) the “Dirac point” is pushed into the bulk valence band and does not have a pure 
surface-localized character, (3) only the electron-like bands of the surface state enter the bulk 
band gap, (4) the surface state is hexagonally warped and carries out-of-plane spin-
polarization. The hexagonal warping has a fifth-order dependence on wavevector and is also 
proportional to the strength of the spin-orbit coupling [57]. Because the fraction of the 
heavier element (Bi) on the surface is essentially the same here as it is for Bi2Se3, it can be 
considered in this case, that the anisotropy of the TSS is a byproduct of the unusually large 
surface electron density. 
 Moreover, we have found some preliminary indication that hybridization of the hole-
like, lowest-lying bulk valance band modifies the effective mass of the electron-like surface 
band. The sign-change of the surface band’s effective mass upon crossing the valence band 
indicates a second-order interband coupling process. The imaginary part of the electron self-
energy significantly increases (by a factor of up to 5) near the crossing region, which is a 
likely indication that a great deal of electron-electron scattering occurs between the surface- 
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and bulk-derived states. Because this phenomenon is taking place several 𝑘𝐵𝑇 below the 
Fermi-level (𝑘𝐵 is Boltzmann’s constant and 𝑘𝐵𝑇 is the thermal energy), all of the states 
involved in scattering should be considered as fully occupied. By the exclusion principle, the 
electron quasiparticles must be strongly correlated, in the sense that scattering of electrons 
has to occur pair-wise. Uncovering the true nature of the surface-bulk interactions through 
more comprehensive analysis (such as temperature-dependent measurement of the spectral 
function) will be the focus of future work. Additionally, we have avoided studying the 
spectral function near the Fermi level in great detail. Doing so in the future could reveal 
if/how the low-energy behavior (electron-lattice, electron-impurity, and electron-electron 
scattering) of the BiSe TSS differs from that of Bi2Se3 [73], which could result from its 
anisotropy [82,103].  
 The formation of a strongly correlated resonance (a hybrid of surface and bulk states) 
over part of the topological state, including the Dirac point, would have interesting 
implications if the bulk valence band were magnetically spin-polarized. It is usually 
anticipated that a ferromagnetic STI will have gapped surface states and fractional Hall 
quantization [1,2]. Supposing BiSe could be made into a dilute magnetic semiconductor and 
remain topological, one can certainly expect that magnetic polarization would be acquired by 
the TSS by virtue of its clear, direct electronic coupling to the bulk valance band, but there is 
no surface Dirac point at which a gap could open. The unusually large electron density and 
lack of a Dirac point make this surface state quite different from anything that has been 
discussed thus far in the context of topological insulators. 
 Notice that we again have a conceptualization that the TSS is both above and below a 
bulk valence band, crossing it in some region of the SBZ. This presents a kind of “chicken-
 135 
 
and-egg problem” for phenomenological interpretations, because the presence of a TSS in a 
bulk gap is actually a property of all of the bulk bands below that gap [1,11]. So, we should 
conclude that there must actually be two topologically non-trivial bulk gaps in sequence, as 
in the case of Bi4Se3. Why then is there only one surface band in the gap containing the 
Fermi level, when there were two in the case of Bi4Se3? As discussed in the previous chapter, 
the possibility of having two surface bands in the gap (for a STI material) only exists when 
the cleavage plane does not contain a center of inversion [15]. By the particular layer-
stacking order of BiSe, the cleavage plane between adjacent Bi2Se3 layers does contain an 
inversion center, therefore, the canonical relationship holds: a single surface Fermi pocket 
should enclose the projection of the bulk time-reversal-invariant momentum point where the 
parity inversion occurs [11,14]. We can tell that the parity inversion must be at the Γ or A 
point of the bulk Brillouin zone (which project to Γ̅) for both gaps (the gap above BVB 1 and 
the gap above BVB 2). 
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CHAPTER 5 
SUMMARY AND OUTLOOK 
 Electronic structure studies were carried-out on members of the (Bi2)m(Bi2Se3)n  family 
of superlattice materials for the m:n ratios of 0:1 (Ch. 2), 1:1 (Ch. 3), and 1:2 (Ch. 4), which 
have corresponding chemical formulae of Bi2Se3, Bi4Se3, and BiSe, respectively. Through 
spin- and angle-resolved photoemission spectroscopy (SARPES) of the surface electronic 
structure, together with density functional theory calculations (in the case of Bi4Se3), we 
were able to determine that, like the Bi2Se3 parent material, both Bi4Se3 and BiSe are strong 
topological insulator materials. In the case of Bi4Se3, a mixture of Bi-bilayer and Bi2Se3 
quintuple layer (QL) terminations exist on the surface of the cleaved crystal, with each 
termination hosting unique topological surface states (TSSs). The overall picture of the 
Bi4Se3 surface electronic structure is complicated because not only are there two distinct 
terminations to consider, but there are also TSSs in sequential bulk band gaps, called Gap 1 
and Gap 2, for each termination type. Nevertheless, there are some straightforward 
comparisons that can be made between the three materials, the foremost being the size of the 
surface Fermi surface (FS) on the QL termination. For the bilayer-containing species of 
material, the FS is several times larger than that of the Bi2Se3 parent material, as can be seen 
in left-hand panels of Figure 5.1 below. This is the result of the transfer of electron density 
from the bilayers to the QLs, as we discussed in detail in Chapter 3. The increase in surface 
electron density (and chemical potential) causes a downward shift in the band structure, 
moving the “Dirac point” of the TSS to lower energy by 0.4 eV or more, as can be seen in the 
right-hand panels of Figure 5.1 below. The increased values of the Fermi momenta also 
causes the FS contours to become hexagonally warped, a phenomenon due to coupling with 
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of the spin with the in-plane crystalline potential, which is accompanied by the acquisition of 
out-of-plane spin-polarization [57,59]. As discussed in Chapter 4, the presence of out-of-
plane polarization was confirmed by SARPES on the BiSe surface state.  
 
 
Figure 5.1: Comparison of the Fermi surfaces and band structures of Bi2Se3, BiSe, and 
Bi4Se3. Here, the 𝑘𝑥- and 𝑘𝑦-axes run along the Γ𝐾̅̅ ̅̅  and Γ𝑀̅̅ ̅̅  directions of the surface 
Brillouin zone, respectively. (Courtesy of Tonica Valla, Brookhaven National Laboratory) 
 
 During the surface electronic structure studies, some information on bulk band 
structure and topology was also obtained, much of which is summarized in Table 5.1 below. 
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Table 5.1: Comparison of (Bi2)m(Bi2Se3)n compounds considered in this work. 
 
 Bi2Se3 BiSe Bi4Se3 
m:n ratio 0:1 1:2 1:1 
Crystal space group 𝑅3̅𝑚 𝑃3̅𝑚 𝑅3̅𝑚 
Conduction band Electron-like Electron-like Hole-like 
Bulk band structure Semiconductor Semiconductor Semimetal 
Gap 1 inversion point Г Г or A F 
Gap 2 inversion point N/A Г or A Г 
Momentum-integrated Gap 1 size ~300 meV [12] ~100 meV bands overlap 
Surface terminations Se only Se only Bi and Se 
Se-surface carrier density (cm
-2
) ~1.0 × 1012 [82] ~1.5 × 1013 ~8.7 × 1012 [33] 
Surface electron pockets Circular Hexagonal Hexagonal 
Cleaves at inversion center? No Yes No 
Gapped surface state spectrum? No No Yes (Gap 1) 
Electron pocket spin-helicity anticlockwise anticlockwise clockwise (Gap 2) 
Measured spin-polarization 100% 82% 50% (Gap 2) 
 
 Overall, BiSe is much more similar to the Bi2Se3 parent material than Bi4Se3 is. This 
should not come as a surprise given that the ratio of QLs to bilayers in each unit cell is 2:1 
for BiSe and 1:1 for Bi4Se3.  Bi2Se3 and BiSe are both semiconductor materials in the sense 
that a momentum-integrated bulk band gap exists near the Fermi level. Bi4Se3, on the other 
hand, is a semimetal and does not have such a bulk band gap. Moreover, the conduction 
bands of Bi2Se3 and BiSe are electron-like, whereas that of Bi4Se3 is hole-like. Furthermore, 
the point at which band inversion occurs is in the center of the bulk Brillouin zone (BZ) for 
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Bi2Se3 and BiSe, whereas it is at the center and edge of the BZ for Gap 2 and Gap 1, 
respectively, of Bi4Se3.  The author believes that it is the combination of (1) a band inversion 
at the edge of the BZ and (2) cleavage of the crystal in a plane that does not contain an 
inversion center that leads to the gapped surface state spectrum we observed in Bi4Se3, which 
is a situation similar to what was considered by Teo, Fu, and Kane [15]. 
 The existence of surface state anti-crossings, regions of surface-bulk hybridization, 
and clear differences in orbital-character and band structure for TSSs on different surface 
terminations, make the (Bi2)m(Bi2Se3)n family of superlattices interesting specimens for 
future studies. It may be a fruitful exercise to understand how the physiochemical 
environment of the surface and the manner in which surface and bulk bands intersect affects 
not only the surface band structure, but also the spin- and orbital- texture of the surface 
states. Based on experience in producing the work presented here, the author believes that a 
systematic study of this kind can only be undertaken at next-generation SARPES facilities, 
such as the Electron Spectro-Microscopy (ESM) beamline at the National Synchrotron Light 
Source II (NSLS II) [104]. This type of facility will include a micron-sized photoemission 
spot, allowing individual surface terminations to be fully resolved, better control over the 
light incidence and polarization, allowing the TSS orbital wavefunctions to be selectively 
probed, and a higher-intensity photon beam, allowing better energy and momentum 
resolutions to be obtained. Moreover, the smaller spot size would allow smaller crystallites to 
be probed, which opens the possibility of studying members of the (Bi2)m(Bi2Se3)n or 
(Bi2)m(Bi2Te3)n families of superlattice materials for which the development of large, single-
crystals has not yet matured [105]. 
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 Even from a study of only three members, and even if we consider only one 
termination type (i.e. the Bi2Se3 layer), one can already appreciate the rich variety in 
electronic structure that must exist in the family of (Bi2)m(Bi2Se3)n compounds. If artificial, 
layer-by-layer synthesis methods, like molecular beam epitaxy, can be applied to these 
materials, then their “infinitely adaptive” nature could be used to target specific bulk and 
surface electronic properties. Moreover, one might be able to produce a polar specimen, with 
a positively charged bilayer on one side of the stack and a negatively charge quintuple layer 
on the other side. This could open the way to nanoengineered devices, such as Peltier coolers 
and diodes, based on topological materials. Furthermore, we have identified that the polar 
bonding present in these superlattice compounds can be used to control the surface carrier 
density and FS anisotropy, which could have applications in practical settings (design of 
transport-based devices) and fundamental studies (for example, studying the relationship 
between carrier density, FS anisotropy, and electron self-energy). In any case, our 
accomplishments have been more successful in exploring and identifying new possibilities 
for the electronic structure of topological insulator materials than answering preexisting 
questions in detail. It seems clear that more possibilities remain to be discovered or 
utilized—we have only “scratched the surface”.    
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