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ABSTRACT

GENERALIZED CONSTRAINED INTERPOLATION

Jacob Porter Merrell
Department of Computer Science
Master of Science

Interpolation is essential in digital image processing, especially magnification. Many
different approaches to interpolation specific to magnification have been developed
in an effort to overcome the shortcomings of bilinear and bicubic interpolation. One
of these approaches, Constraint-Based Interpolation, produces an image that is free
of jaggies and has less blurring than bilinear or bicubic interpolation. Although
Constraint-Based Interpolation produces a visually pleasing image, there are userchosen parameters that make the algorithm difficult to use. In this thesis we propose
a method for automatic selection of those parameters and an extension of ConstraintBased Interpolation to other forms of image manipulation, such as skew, rotation,
warp, or any other invertable image transformation. By extending Constaint-Based
Interpolation the same improvements observed in magnification could be observed in
these other image transformations.
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Chapter 1
Introduction
Interpolate: to estimate values (of a function) between two or more
known values

Interpolation is the process of making an educated guess at what would complete incomplete data. It is necessary because we often need at least an estimate
of the missing data. Interpolation has a very ancient history, dating back to early
astronomy [1].
Although there are an infinite number of possible “solutions”, some are much
more likely than others. To narrow the search, a number of assumptions are imposed.
These assumptions might be based on prior knowledge about the sampling method or
the type of data being sampled, but the interpolation can only be as accurate as the
assumptions are informative and correct. By informative we mean the assumptions
have some bearing on what the interpolation should be. By correct we mean that
the assumptions about the incomplete data are valid. Any “successful” interpolation
method requires a good model of the original data [2].
1

2
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(a) Original

(b) Magnified 3x

Figure 1.1: An example of digital image magnification. Each square represents a
pixel of a digital image. When magnifying, one must guess what values go between
the known pixels.
In modern context, interpolation is essential to digital image manipulation, especially magnification. Where a digital image consists of a number of samples lying
in rows and columns, magnification consists of finding a larger set of samples that
somewhat maintain the topology and character of the old set. (See Figure 1.1.) Interpolation is the process of discovering that set. Beyond magnification, interpolation is
also essential to other types of image manipulation such as rotating, skewing, warping,
and demosaicking.
1.1

Interpolation Background
There are many different ways to interpolate from incomplete images in order to

approximate the missing data, but they all have a few things in common. First, they
all have to generate values of some kind; some generate all new values and some just
try to fill in the holes. Second, all of them use the existing data to help generate the
new values. And finally all of them have to cope with the fact that they are, in some
way, resampling a signal reconstructed from discretized samples.
For example, let us examine bilinear interpolation when magnifying. When mag-

1.1. INTERPOLATION BACKGROUND

(a) Representation of a
digital image

3

(b) Magnification of the digital image

(c) Linear interpolation in (d) Linear interpolation in
one direction
the second direction

Figure 1.2: Example of how to do Bilinear Interpolation. Given a digital image
(1.2(a)), to magnify, spread the existing pixels out by the scaling factor (1.2(b)),
in our case a factor of seven. Then linearly interpolate between the given values
(1.2(c)). After finding values between known values, linearly interpolate between the
newly found values (1.2(d)). In this way fill in all the missing values.

nifying, bilinear interpolation uses the values of the original image translated by the
the magnification scale. The holes are then filled in by interpolating linearly in one
direction, above and below the point you are seeking, and then interpolating between
the two new values from the first interpolation. (See Figure 1.2.) Bicubic interpolation works in a similar way, using a 4 x 4 neighborhood of points.
Unfortunately there are some visual artifacts that are almost always found in
the resulting interpolated image. Bilinear and bicubic interpolation both suffer from

4
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(a) Detail of bilinear interpolation

(b) Detail of bicubic interpolation

Figure 1.3: Comparison of Bilinear and Bicubic Interpolation. Notice how the bilinear interpolation (a) is a little more blurry than the bicubic interpolation (b). Notice
the steps along the edges. These steps are the jaggies.
“jaggies” and blurring. Jaggies are steps in the contours that are introduced when
interpolating. (See Figure 1.3.) Contours are basically the edges in the image. For a
more detailed explanation of contours see Section 2.3.2 and Figure 2.2.
The quality of an interpolation can be difficult to measure. When looking for a
quantifiably good solution, mean-squared error is often used, or some other metric
that measures how close the interpolation is to some “ideal” reconstruction. Unfortunately, with just the low-resolution image, finding the missing data is ultimately
guess-work: information was simply lost when the low-resolution image was sampled.
It also happens that even if the mean-squared error is acceptable, the image still may
not be visually pleasing. Humans do not “see” mean-squared error; other artifacts
such as jaggies and blurring are more visually disturbing [3, 4].
Most other approaches to interpolation seek to minimize these artifacts by teasing
more information out of the image or by making assumptions about the image. One of

1.2. EXTENSIONS
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these approaches, which will be important to our discussion, is Constraint-Based Interpolation [3], which seeks to smooth contours and reduce blurring while maintaining
fidelity to the original image. It was previously only implemented for magnification.
Unfortunately, the results produced by Constraint-Based Interpolation are heavily
dependent on the parameter settings, particularly how many iterations to run and
how the original image was sampled.
1.2

Extensions
Because the negative artifacts present in many simple forms of interpolation for

magnification are also present when rotating, warping, or demosaicking images, we
have extended Constraint-Based Interpolation to these other transforms and have
thus improved the interpolation for these image transformations.
Instead of letting the user decide when to stop iterating, we have developed an
automatic stopping criterion based on metrics from the original image. The user does
not have to be familiar with the process or have to understand the set of parameters.
With a proper stopping criterion, the process now converges to a solution instead of
running for a predetermined number of steps. We also have developed a fail-safe for
approximating the original sampling function if it is unknown.
1.3

Overview
The remainder of this thesis is organized as follows: in order to put this research

into context, we first present an overview of previous research, including a detailed
explanation of Constraint-Based Interpolation, in Chapter 2. We then explain our
extensions to Constraint-Based Interpolation in Chapter 3. In Chapter 4, we present
resulting images with an analysis of accuracy and image “goodness”. Chapter 5 gives
our conclusions and suggest further work that could be done in this area.

6
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Chapter 2
Previous Work
There are many different approaches to interpolation for image magnification. As discussed earlier, these approaches all share a few things in common: they generate new
values, they use the old values to do so, and these old values are discretized samples
from a previous function. Because information is lost when an image is sampled, all
interpolation methods make some assumptions. In the following discussion classify
methods into two groups based on the assumptions they make about how the original
image was sampled. The first group assumes that the data points are point samples,
while the second assumes that the data points are an average over some finite area.
2.1

Point-Sampled Images
Many approaches to image interpolation assume that the samples in the low-

resolution image are point samples of a continuous function, although very few of
them state this explicitly. For example, bilinear interpolation implicitly assumes that
the original signal was piecewise linear, while bicubic assumes that the original signal
was bi-directionally cubic. Although these assumptions are not necessarily accurate,
they make the interpolation quick and easy, with relatively good results considering
7
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the computational cost. These two forms of image interpolation are so common that
almost any commercial graphics package can magnify images these two ways. Both
of these types of interpolation suffer from well known artifacts as mentioned in the
introduction. These artifacts result from the inaccuracies of the assumptions.
Other forms of image interpolation improve on bilinear and bicubic interpolation [5, 6, 7, 8, 9, 10]. Most of these approaches capitalize on the fact that blur
and jaggies come from interpolating across edge boundaries in the original signal.
Each of them tries to find the implicit edges and then tries to prevent interpolation
across them.

[5] was one of the first papers to introduce the idea of selective in-

terpolation for images. There are many different ways to find the implicit edges in
the image. The edges for a local area can be found by using a covariance matrix of
a small neighborhood of pixels [6]. If you assume that the low-resolution image is
a quadrilateral mesh, you could tesselate the quadrilaterals into triangles and do a
“tri-linear” interpolation [7]. You could also find a more complex tesselation of the
image surface based on the values of the original image [8]. Using the gradient of the
image you could find the isophotes or contours of similar intensity, and then prevent
interpolation across them [9]. Or you could find the edges iteratively as you do the
interpolation [10].
All of these methods share the assumption, either implicitly or explicitly, that
the image was point sampled. This is evident because they all directly use values
from the original image as values in the new image. Although the original images
probably were not point sampled, this assumption does make the interpolation easier
to implement and can make it faster to run. But the resulting image is only as
“accurate” as this assumption is true.

2.2. AREA-SAMPLED IMAGES
2.2
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Area-Sampled Images

On the other hand, there are a number of interpolation approaches that assume
instead that the current low-resolution image was sampled by averaging over some
small area of a continuous signal, which is usually the case. This assumption leads to
another question: what type of averaging will model the averaging done by the sensor
that captured the image? Based on prior knowledge or assumptions about where the
images came from, a “sensor model” is chosen [22]. Many of the approaches in this
paradigm use the sensor model to maintain image fidelity in the new high-resolution
image. Based on their assumption of how this image was sampled, the new image
they create generally down-samples to the low-resolution image [20, 21].
The goal of generating an image that down-samples to the low-resolution image
using the sensor model is still an ill-posed inverse problem, so other assumptions such
as smooth contours and sharp edges must be made. The basis for these assumptions
varies from prior knowledge about the image to assumptions about image goodness.
This more constraint-based approach to interpolation has been used by a number of
authors [2, 3, 4, 11, 12, 13, 20, 21], each of them using a sensor model in some way.
The sensor model is essential if you want to solve for the maximum a posteriori
estimation, i.e., the most likely interpolation given the original image and a few
carefully chosen priors [11, 12]. The sensor model maintains fidelity to the original
image when you use training data from other low/high-resolution image pairs to
learn how to refine points of interest or to do the actual interpolation [2, 13, 20, 21].
Constraint-based Interpolation, upon which this work is directly based, also uses a
sensor model in this way [3, 4].

10
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2.3

Constraint-based Interpolation
Constraint-based Interpolation falls under the second (area-sampled) classifica-

tion. It is a constrained iterative approach, where a sensor model, a contour smoothness prior, and a sharpness prior combine together to generate an image generally
free of jaggies and blurring. Constraint-based Interpolation produces an image that
is as quantifiably accurate as bilinear or bicubic interpolation, i.e. the mean-squared
error is in the same range, but the image suffers significantly less from visual errors
like jaggies and blurring [3]. Constraint-based Interpolation starts with an initial
approximation of the interpolation using a simple interpolation technique such as bilinear or bicubic interpolation. It uses a model of the sensor that acquired the data
in order to maintain that the pixels in the interpolation closely match the data in the
low-resolution image. Assumptions about what real-world images should look like
drive 1) a level-set smoothing model that smooths jaggies and 2) a sharpening model
that lessens blurring.
2.3.1

Sensor Model

The sensor model is a kernel that discretely approximates any filtering the original
signal went through during the imaging process. (See Figure 2.1.) For example, lens
aberration and/or sampling over a finite area can cause filtering of the original signal.
This sensor model is assumed in most cases, unless the actual imaging process for
the given image is known. If a poor assumption is made about the sensor model,
the results might be very poor, and typically results in inadvertent under- or oversharpening.
In the interpolation process, the sensor model is applied in the following way.
At every low-resolution pixel we calculate what area in the low-resolution image the

2.3. CONSTRAINT-BASED INTERPOLATION
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sensor model covers. That area is transformed to the high-resolution image, where all
the high-resolution pixels that fall inside that area are found. Those high-resolution
pixels are transformed back to the low-resolution image where they are convolved
with the sensor model and compared to the original pixel. Differences between the
convolved transformed high-resolution pixels and the original low-resolution pixel are
back-propagated, much like a neural net back-propagation, through the sensor model
to the high-resolution image [20, 21]. This constraint continually maintains that
the new image is faithful to the old one. When we speak of applying the sensor
model, this is the process that we are referring to. Previously this transformation
was only implemented for the transformation associated with magnification, but it
could be implemented for any other invertable image transformation that requires
interpolation.
2.3.2

Smoothing Model

Isophotes are contours of similar intensity in an image. They can be thought of
as contours of equal elevation if the image intensity was visualized as a surface. (See
Figure 2.2.) Jaggies can be thought of as wiggles in these contours. By smoothing
out the wiggles in these contours the jaggies can be removed without blurring the
edges in the image. Fortunately it is not necessary to explicitly find the contours in
order to manipulate them. As was demonstrated in [14], isophotes could be moved
by changing pixel values. The following equation describes this more precisely:

It = −F k∇Ik

(2.1)

where It is the change at a specific pixel for a specific iteration and F is a speed
parameter that indicates how much the isophote should move in the direction of the

12
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Figure 2.1: An example of the sensor model. The input signal goes through an
imaging process before it is captured by the sensor. Essentially some amount of the
signal is convolved with a weighting function before it is captured by the sensor on
the imaging surface.

isophote normal. If F is replaced with the negative isophote curvature, i.e. how much
wiggle there is at that point, the jaggies will be straightened out of the isophote.
Again, fortunately, the isophote curvature can be found using differential geometry
without explicitly finding the isophote. More precisely, the isophote curvature κ at a
given pixel is equal to
κ=

Ix 2 Iyy − 2Ix Iy Ixy + Iy 2 Ixx
3/2

(Ix 2 + Iy 2 )

(2.2)

where Ix and Iy are the first derivatives at the given pixel in the x and y direction
and Ixx , Iyy , and Ixy are the second derivatives in their respective directions. As the
algorithm runs, the edges are gently smoothed with each iteration, which removes the
jaggies. If an appropriate sensor model has been chosen, this smoothness constraint is

2.3. CONSTRAINT-BASED INTERPOLATION

(a) Rachel
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(b) Rachel with isophotes painted at certain intervals

Figure 2.2: Picture of Rachel and a composite of Rachel with the isophotes at certain
intervals. The white lines, or isophotes, represent lines of equal intensity in the image.
balanced by the sensor model constraint, which keeps it from smoothing too much. If
the assumed sensor model is inappropriate for a given image, the effects of the sensor
model and the smoothing model can cause oscillating changes in the image.
2.3.3

Sharpening Model

In order to remove the blurring generated by the original interpolation, a process
similar to contour smoothing is used to push isophotes toward steep gradients, which
in turn makes the edges sharper:

It = ∇ k∇Ik · ∇I

(2.3)

(See Figure 2.3.) Mathematically, this formula simplifies to a form of the Shock
equation used in [15]:
It = −f (Iww ) k∇Ik

(2.4)

14
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(a) Sigmoid

(b) Sharpened Sigmoid

Figure 2.3: A Sigmoid function and a Sigmoid function passed through a shock filter.
Here is the effect in one dimension of applying the shock filter. Isophotes are pushed
toward inflection points, thus making the edges sharper.

where f (Iww ) represents some function of the second derivative in the direction normal
to the isophote contour. The second derivative in the direction normal to the isophote
contour is equal to
Iww =

Ix 2 Ixx + 2Ix Iy Ixy + Iy 2 Iyy
Ix 2 + Iy 2

(2.5)

where Ix , Iy , Ixx , Iyy , and Ixy are the same as described in Section 2.3.2. Unfortunately, the sensor model does not balance this constraint, and if the user applies too
many iterations of the algorithm, the image quality degrades (over-sharpens) instead
of improving. (See Figure 2.4.)

2.3. CONSTRAINT-BASED INTERPOLATION
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Figure 2.4: An example of over-sharpening. Here the picture of Rachel has been
sharpened until the image surface is piecewise flat. The result is similar to the Photoshop filter, ‘Facet’.

When applying the sensor model, because the difference is calculated from the
original low-resolution pixel and the convolution of several high-resolution pixels,
the sensor model alone does not stop the sharpness constraint from over-sharpening.
Imagine several high-resolution pixels that are convolved with the sensor model and
then compared to a single low-resolution pixel (Figure 2.5). Imagine now that a few of
these pixels are dark and a few are light. As the sharpening model sharpens the image,
the dark pixels get darker and the light pixels get lighter, but the convolution of all
these pixels with the sensor model does not change (Figure 2.6). Because they offset

16
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Figure 2.5: Unconstrained over-sharpening inital conditions. The average of the
high-resolution pixels are compared to the original low-resolution pixel. Because
there is no difference, the sensor model does not change the high-resolution pixels.

each other in the convolution, the sensor model does not apply any change to these
pixels besides, perhaps, an initial one. This results in unconstrained over-sharpening.
As original proposed, Constraint-based Interpolation uses two checks before sharpening in order to lessen over-sharpening [3]. First they check to see whether the area
they propose to sharpen truly is an edge. They do this by checking for a change
in inflection or a zero crossing in the second derivative. If it is an edge, they find
a weight or metric based on the second derivatives around the edge that indicates
how much to sharpen. The weight slows down the sharpening if this edge is not a
good edge, but never quite stops the sharpening. (For a more detailed explanation
see [3].) If the constrained magnification algorithm is allowed to run long enough, all
the edges in the image will eventually become step edges. A better stopping criterion
related to sharpening would make this part independent of a predetermined number
of iterations. With a proper sharpening stopping criterion, this algorithm could be

2.3. CONSTRAINT-BASED INTERPOLATION

(a) Further iterations
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(b) Still further iterations

Figure 2.6: Unconstrained over-sharpening iterations and their relationship to the
sensor model constraint.
framed as an optimization problem, and an implementor could leverage off the large
body of work already done in the field of optimization.
2.3.4

Examples

Figures 2.7, 2.8, and 2.9 are comparisons of bilinear, bicubic and Constraint-based
Interpolation [3]. Notice that many of the edges in the Constraint-based Interpolation
examples are smoother and sharper. Notice also that in some cases, such as in areas
where there is a lot of texture, the jaggies fit in better than smoothed edges.
2.3.5

Extensions

Because other forms of image manipulation, besides magnification, use interpolation, these same techniques would improve them. But to be truly useful, the user
should not have to know how many iterations the algorithm should run nor what other
settings will produce a good image. The extension to other image transformations
and the development of a good stopping criteria are covered in Chapter 3.
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Figure 2.7: Magnification comparison of Face. Face image comparisons from [3].
Clockwise from Upper Left: Bilinear Interpolation, Bicubic Interpolation, Constraintbased Interpolation.
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Figure 2.8: Magnification comparison of Monarch. Monarch image comparisons
from [3]. Clockwise from Upper Left: Bilinear Interpolation, Bicubic Interpolation,
Constraint-based Interpolation.
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Figure 2.9: Magnification comparison of Mandrill. Mandrill image comparisons
from [3]. Clockwise from Upper Left: Bilinear Interpolation, Bicubic Interpolation,
Constraint-based Interpolation.

Chapter 3
Innovations and Methods
3.1

Convergence
The goal in [3] was “to create a magnification algorithm that creates realistic

real-world image magnifications that do not require a large amount of user input.”
Unfortunately, the amount of input required is still too much. The algorithm does not
converge to a solution, so the user must explicitly select the number of iterations the
algorithm should run. If they choose too few, the artifacts resulting from the initial
interpolation may remain. If they choose too many, the resultant image degrades in
quality. If the user chooses an incorrect model for the capturing sensor, other artifacts
may develop as well; if they choose too large a sensor model, the image displays
artifacts similar to unsharp masking; if they choose too small a sensor model, there is
not enough “image pressure” to balance the other priors. Consequently, if the sensor
model is incorrect, the smoothing constraint and the sensor model may cause the
solution to oscillate. The sensor model tries to maintain a certain image topology, the
smoothing model tries to remove certain features. Because the smoothing model acts
21
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as a curve-shortening flow, if the smoothing model is allowed to run indefinitely, first
small features and then progressively larger features are pinched out of the image. The
sensor model renews these features in order to maintain fidelity to the low-resolution
image. This gives the smoothing model more features to smooth and pinch off, which
means the sensor model renews them; the process continues indefinitely (Figure 3.1).
This oscillation is very undesirable.
We have made important contributions to Constraint-based Interpolation that
allow the algorithm to converge to a solution and produce reasonable results whether
the sensor model is known beforehand or not.
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(a) Iteration 50

(b) Iteration 75

(c) Iteration 100

(d) Iteration 125

(e) Iteration 150

(f) Iteration 175

(g) Iteration 200

(h) Iteration 225

(i) Iteration 250

(j) Iteration 275

(k) Iteration 300

(l) Iteration 325

Figure 3.1: Examples of an unbalanced sensor model and smoothing prior. Because the sensor model and the smoothness prior are not balanced, application of
Constraint-based Interpolation causes oscillations as we iterate. Though it is difficult
to illustrate with only a few images, note the small part of skin near her left shoulder
that is separated by her hair. In each successive iteration, the area is pinched smaller
and smaller until it is removed. The sensor model then renews the area only to have
it pinched off again.

24

CHAPTER 3. INNOVATIONS AND METHODS
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(a) Example of no inflection

x

(b) Example of no inflection

Figure 3.2: Examples of no inflection point. The dots represent the low-resolution
pixels and the curves represents a possible interpolation that is affected by these four
low-resolution pixels. Because there is no inflection point, no sharpening should be
applied.

3.1.1

Sharpening Criterion

Because the sharpening is not explicitly constrained by the sensor model we need
another metric that stops the sharpening after the image has reached an “optimal
sharpness”. This raises two questions: what is “optimal sharpness” and optimal with
respect to what? The high-resolution image should likewise be optimally sharp with
respect to the low-resolution image. Like [3], we do not want to sharpen where there
is no inflection point across an edge (Figure 3.2). Even if there is an inflection point
across an edge, we do not want to sharpen if that inflection point is on a “shelf”
(Figure 3.3). The points interpolated from the low-resolution pixels should maintain
a relationship similar to the low-resolution pixels’ relationship to each other, i.e. if the
low-resolution pixels are collinear in value, the high-resolution pixels should likewise
be collinear (Figure 3.4(a)). If the low-resolution pixels form a step edge, the highresolution pixels should be allowed to form a step edge (Figure 3.4(c)). The edge in
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x

Figure 3.3: Example of an image shelf. The dots represent the low-resolution pixels
and the line represents a possible interpolation. Even though there is an inflection
point, no sharpening should be applied.
the new high-resolution image is made to match the low-resolution edge indirectly by
controlling how much sharpening is allowed.
Instead of a weighting function like the one used in [3], we want to stop the
sharpening completely at a certain point. Because edge-directed sharpening does not
suffer from over-shoot/under-shoot errors, it is enough to set a maximal slope for
the high-resolution pixels between a pair of low-resolution pixels. To discover the
maximal slope we use the second derivatives in the direction of the gradient and the
intensity values of the two low-resolution pixels closest to this direction. There are a
few steps we must go through in order to find the two “closest” low-resolution pixels.
First we transform the high-resolution pixel to the low-resolution pixel grid. Then
we find the vectors from the high-resolution pixel to the four closest low-resolution
pixels. We compare those vectors with the gradient of the high-resolution pixel from
the high-resolution grid. We define the two closest cross-edge pixels as the two lowresolution pixels that form the vectors with the smallest absolute angles between them
and the gradient of the high-resolution pixel (Figure 3.5).
The maximal slope should lie between two bounds: the difference between the
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two closest low-resolution pixels (a step edge) and that same amount divided by the
magnification factor (most gradual edge). We will explain why this should be. If
the two curvatures, or the second derivative in the direction of the gradient, at the
low-resolution pixels are close to zero, these points are close to collinear in value and
we want very little sharpening (Figure 3.4(a)); therefore the maximal slope should be
the slope in the low-resolution image divided by the magnification factor. If the two
curvatures are high, these two pixels form a step edge and we want to allow a maximal
slope equal to the difference between the two low-resolution pixels (Figure 3.4(b)).
We want our equation to vary smoothly between these two extremes (Figure 3.4(c)).
We treat local maxima or minima in the image as if they were step edges by clamping
the curvatures to the values that would be generated by step edges. We then calculate
the maximal slope, M , between low-resolution pixels i and i + 1 as follows:

M=

|Ii+1 − Ii |
X



α 
|Ci+1 − Ci |
1 + (x − 1)
2 |Ii+1 − Ii |

(3.1)

where I is the image intensity at a given low-resolution pixel, C is the image surface
curvature (second derivative) in the gradient direction at a given low-resolution pixel,
and X is the magnification factor of the low-resolution image to the high-resolution
image. The first term is essentially the slope between the two low-resolution pixels
divided by the magnification factor. This is the smallest maximal slope between pixels
i and i + 1 for the high-resolution pixels. If the values of the low-resolution pixels
are collinear (Figure 3.4(a)), the fraction in the second term will evaluate to zero and
the entire second term will evaluate to one, leaving us with a maximal slope equal to
the difference between the low-resolution pixels divided by the magnification factor.
This is exactly what we want. If the low-resolution points instead form a step edge

3.1. CONVERGENCE

27

(Figure 3.4(b)), the fraction in the second term evaluates to one, the entire second
term evaluates to X, and the equation evaluates to the whole difference between the
two low-resolution pixels. That means that the high-resolution pixels between these
low-resolution pixels can sharpen until they form a step edge where the change in
value is equal to the difference between the two low-resolution pixels.
The parameter α in Equation 3.1 controls how much of a step edge has to be found
in the low-resolution image and how correspondingly aggressive the sharpening model
can sharpen. Experimentally we have found that setting α to six or eight produces
better images. Having a “knob” that we can tweak, although it can be considered
another parameter, is useful. Differences in image types sometimes requires varying
levels of sharpening. Consider an image of black and white text versus a photograph
of a real scene. You may wish to allow weaker gradients to sharpen toward sharper
edges in a black and white image of text than in a regular photograph. Changing α
based on prior knowledge of the image type could give you a better image, though,
in general, α does not need to be otherwise changed.

3.1.2

Smoothing Criterion

Like edge-directed sharpening, if level-set contour smoothing is allowed to run by
itself indefinitely, the image quality degrades. As mentioned in Section 2.3.2, levelset contour smoothing is a curve-shortening flow. Features in the image shrink until
they are finally pinched off (Figure 3.6). The sensor model was identified as a way of
balancing the smoothing [3]. Unfortunately, if chosen incorrectly, the sensor model
does not entirely balance the smoothing model appropriately, oscillations develop due
to the catastrophic collapsing of level curves, and the solution never converges. We
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have developed two approaches that balance the smoothing model if the sensor model
is not known beforehand.
The first way is to use an inflection mask. We will explain its motivation and how
it works in the proceeding paragraphs. One of the purposes of the sensor model is
to balance the smoothing, but if the smoothing were made to converge on its own
the sensor model might not be as necessary. [3] and [4] each applied a constraint that
slowed down the smoothing process. Essentially, when the level-set contours become
“locally” convex, i.e. there are no local inflections in the contour over a neighborhood
of pixels, there is no more need to smooth. Any further smoothing will simply shorten
the isophote curve. A neighborhood is considered convex if the sign of the isophote
flow for each pixel in the neighborhood is the same. For each pixel, the neighborhood
surrounding that pixel is checked. If the neighborhood is convex, the given pixel is
not changed.
This constraint slows down the smoothing, but the local neighborhoods are usually
never all convex at the same time. For example, for a given iteration, pixel io and
all the pixels surrounding pixel io might have flows of the same sign. Therefore the
neighborhood is convex and pixel io will not change. But in , one of the pixels in
the neighborhood of io who has a different neighborhood, might not have a convex
neighborhood; consequently pixel in might change. During the next iteration, if pixel
in changed, it might be that the neighborhood surrounding pixel io is no longer convex.
If this is the case, pixel io will flow when really it should have stopped flowing. This
is why the smoothing in [3] is slowed down but never really stopped.
Instead, as we find pixels that have convex neighborhoods, we mark them in a
mask that stores which pixels have reached this state. When a pixel is marked in
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the mask, it is not allowed to flow or change due to smoothing any more. This stops
the smoothing from over-smoothing. The smoothing converges when all the pixels
have at least at one time had a locally convex neighborhood. Because we’re applying
this to images that have been magnified, we do not want the smoothing to stop until
all the jaggies have been smoothed away. In order to make sure that we smooth all
the jaggies, the local neighborhood we search is x wide and y tall where x and y are
the magnification scales in the x and y directions. We chose this size because the
largest jaggie you might introduce through bilinear interpolation in an image being
magnified by x and y will be found in a box of that dimension.
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f !x"

f !x"

x

x

(a) Example of collinear low-resolution (b) Example of a step edge in the lowpoints. No sharpening allowed.
resolution image. Maximal sharpening
allowed.
f !x"

x

(c) Example of a soft edge. Only partial
sharpening allowed.

Figure 3.4: An example of desired minimal sharpening and of desired maximal sharpening. There should be no sharpening applied when the low-resolution pixels are
collinear in value (a). Maximal sharpening is allowed in (b) because the low-resolution
pixels form a step edge. Partial sharpening is allowed for cases between these two
extremes (c).
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Figure 3.5: Example of how to choose the “closest” two low-resolution cross-edge
pixels. The low-resolution pixels form the four corners. The “closest” low-resolution
pixels are the two that form the smallest absolute angle with the gradient of the
high-resolution pixel. In this case low-resolution pixels p1 and p3 are the “closest”.
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Figure 3.6: Example of over-smoothing. Smoothing ran over this image of Rachel
until certain features were “pinched” off. Notice, for example, that there is no specular
highlight in her eyes; the isophotes were shortened until the highlight was “pinched”
off. This artifact of over smoothing can make the image look “cartoony”.

3.2. GENERALIZATION
3.2

33

Generalization
So far the methods in [3] have been applied only to magnification. This approach

to interpolation can be extended to any type of invertible transformation that requires
interpolation, e.g. rotation or an invertible warp. The most important step of this
extension is to adapt the sensor model to the specific transformation between the
original image and the new image. As explained in Chapter 2, to find the error one
must find which high-resolution pixels need to be convolved with the sensor model
and then compared to a low-resolution pixel. The error between the low-resolution
pixel and the convolved high-resolution pixels then needs to be propagated back to
the high-resolution image. This is strictly an implementation issue because as long
as the transformation is invertible, the same mathematic equations all apply.
To demonstrate this we applied Generalized Constrained Interpolation to image
rotation and a fisheye lens warp. In the case of rotation, the difference between the
Constrained Interpolation rotate and the Bilinear Interpolation rotate was marginal.
When doing a single rotate, the artifacts introduced through a reasonably good interpolation type, even a simple method like bilinear interpolation, are slight. Constrained Interpolation may not even give you a better result. When the fact that we
smooth the interpolated image is taken into account and that the artifacts in a rotated
image are the same size as the image detail, we run the risk of eliminating needed
detail. On the other hand, the fisheye warp has more similarities to magnification,
therefore you see more improvement using Generalized Constrained Interpolation.
See Chapter 4 for examples of Constrained Interpolation applied to a fisheye warp.
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Chapter 4
Results
In the following chapter, we demonstrate the effectiveness of our stopping criteria.
We illustrate that quantitatively, our method is as sound as bilinear interpolation
by taking a series of images, reducing them, magnifying them with our method and
bilinear interpolation, and comparing the the summed squared difference between
the resulting images with the original images. We show the qualitative merit of
our approach by comparing constrained interpolation and bilinear magnifications of
images not previously reduced. Lastly, we give an example of generalized constrained
interpolation.
4.1

Convergence Test
In the following example we allowed an image to run for a thousand iterations

and recorded the average absolute value of the change of the pixels per iteration
(Figure 4.1). Note from the plot that most of the change is in the first 100 iterations.
We set an average change of 0.006 as the stopping threshold for our images; that is
we stop iterating after the average absolute change drops below 0.006.
The convergence can be seen in the magnifications of the tulip image (Figures 4.2–
35
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Figure 4.1: Convergence of the average change. Note that after about the 60th
iteration most of the improvement has occured.
4.3). Note that after about the 60th iteration (where it dropped below 0.006) there
is little or no change (Figures 4.3(a) and 4.1).
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(a) Portion of Tulip, 3x Magnification, Ini- (b) Portion of Tulip, 3x Magnification, Aftial Interpolation
ter 30 Iterations

Figure 4.2: Portion of constrained interpolation of Tulip run to convergence. Notice
the jaggies in 4.2(a), especially on the boundaries between the lighter petals and the
darker background.
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(a) Portion of Tulip, 3x Magnification, Af- (b) Portion of Tulip, 3x Magnification, After 60 Iterations
ter 100 Iterations

(c) Portion of Tulip, 3x Magnification, After 990 Iterations

Figure 4.3: Portion of constrained interpolation of Tulip run to convergence. Notice
that there is very little difference between 4.3(b) (100 iterations) and 4.3(c) (990
iterations).
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Comparisons with Bilinear Interpolation
For the images in Figures 4.5 through 4.13, we downsampled the original images by

a factor of three and then magnified them by the same factor using both constrained
and bilinear interpolation. This gives us a standard against which to compare our
interpolation. Given a low-resolution image with a known “true” high-resolution
image, how close can we come?
Table 4.1 shows how the interpolated images compare to the original image or
“gold standard” using a standard mean-squared-error metric. The mean-squarederror M SE for images A and B which each have n pixels is equal to
n

1X
(Ai − Bi )2
M SE =
n i

(4.1)

where Ai and Bi are pixel values. Note that our images are similar to bilinear interpolation in that they have about the same summed, squared difference from their
respective original image. Unfortunately this squared error metric doesn’t measure
negative visual artifacts that may have been introduced into the image. These results
do indicate though that in a quantitative sense, our method is as valid as bilinear
interpolation.
Image Name Bilinear Bicubic Our Method
Barb
253.51 243.81
251.14
Monarch
141.49 111.44
133.80
Peppers
83.62
68.43
82.01
Rachel
47.95
39.28
47.30
Sail
228.33 205.80
232.30
Tulips
128.72 102.90
126.97
Table 4.1: Mean Squared Error Comparison.
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Image Name Bilinear Bicubic Our Method
Barb
1.298
1.346
1.197
Monarch
1.528
1.622
1.500
Peppers
1.112
1.174
1.054
Rachel
1.015
1.040
0.908
Sail
2.264
2.405
2.054
Tulips
1.702
1.830
1.544
Table 4.2: Gradient-weighted Mean Absolute Isophote Curvature Comparison

We have a second metric that measures jaggies, a visual artifacts often introduced
through bilinear and bicubic interpolation. In Table 4.2, we provide the gradientweighted mean absolute isophote curvature of our example images. We weight each
curvature calculation by the gradient magnitude because we are more concerned with
jaggies along edges [3]. Isophote curvature κ is defined by Equation 2.2. The gradientweighted mean absolute isophote curvature is defined as
n

1X
|κi | k∇Ik
n i=0

(4.2)

where κi is the isophote curvature at a pixel i in an image with n pixels. Note that the
images magnified with constrained interpolation have less average isophote curvature,
thus indicating less jaggies. This metric verifies what we see, images magnified with
our method are generally smoother. Similar results can be found in [3] and [4].
Although Constrained Interpolation generally produces better images than bilinear or bicubic, it still has a difficult time with single-pixel detail. For example,
examine the masts in Figures 4.10 and 4.11. Because the masts in the reduced ‘Sail’
image became pixel thin when down-sampled, there isn’t enough information in the
image to reconstruct the masts properly. There is an ambiguity: are the masts in the
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(a) Barb Reduced

(d) Tulips Reduced

(b) Rachel Reduced

(e) Monarch Reduced
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(c) Peppers Reduced

(f) Sail Reduced

Figure 4.4: Test images reduced by a factor of three. These images were then
magnified with bilinear and constrained interpolation and compared to the the original
(unreduced) versions.
low resolution image small individual objects close together or are they one cohesive
object poorly sampled?
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(a) Nearest Neighbor 3x of reduced Barb

(b) Constrained 3x of reduced Barb

(c) Bilinear 3x of reduced Barb

(d) Bicubic 3x of reduced Barb

Figure 4.5: Barb, Comparison between Nearest Neighbor, Constrained, Bilinear,
Bicubic. Note the jaggies along outside of her right arm in the bicubic and bilinear
interpolations. Note that those jaggies are significantly reduced in the constrained
example.
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(a) Nearest Neighbor 3x of reduced Rachel

(b) Constrained 3x of reduced Rachel

(c) Bilinear 3x of reduced Rachel

(d) Bicubic 3x of reduced Rachel
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Figure 4.6: Rachel, Comparison between Nearest Neighbor, Constrained, Bilinear,
Bicubic. Note the jaggies along the bottom edge of Rachel’s face in the bilinear and
bicubic images. Note that those jaggies are reduced in the constrained example. Note
that many of the edges around the ear and eyes are somewhat blurry in the bilinear
and bicubic examples, but are sharper in the constrained example.
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(a) Nearest Neighbor 3x of reduced Peppers

(b) Constrained 3x of reduced Peppers

(c) Bilinear 3x of reduced Peppers

(d) Bicubic 3x of reduced Peppers

Figure 4.7: Peppers, Comparison between Nearest Neighbor, Constrained, Bilinear,
Bicubic. Note the jaggies along the stems, especially along the stem of the large
green pepper in the lower-right quadrant. Note that in the constrained example
these jaggies are reduced, if not eliminated.
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(a) Nearest Neighbor 3x of reduced Monarch

(b) Constrained 3x of reduced Monarch

Figure 4.8: Monarch, Comparison between Nearest Neighbor and Constrained. Note
the jaggies along the transitions from black to orange in the butterfly’s wing in Figure 4.9. Note that those jaggies are reduced in the constrained example. Further note
how the edges between the transitions are sharper in the constrained example than
in the bilinear or bicubic examples.
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(a) Bilinear 3x of reduced Monarch

(b) Bicubic 3x of reduced Monarch

Figure 4.9: Monarch, Comparison between Bilinear and Bicubic. See caption for
Figure 4.8
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(a) Nearest Neighbor 3x of reduced Sail

(b) Constrained 3x of reduced Sail

Figure 4.10: Sail, Comparison between Nearest Neighbor and Constrained. Note
that the masts in the bilinear and bicubic examples (Figure 4.11) are very jaggie and
that the jaggies are reduced in the constrained example. Also note that the transition
between the sails and the water is much sharper in the constrained example.

48

CHAPTER 4. RESULTS

(a) Bilinear 3x of reduced Sail

(b) Bicubic 3x of reduced Sail

Figure 4.11: Sail, Comparison between Bilinear and Bicubic. See the caption for
Figure 4.10
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(a) Nearest Neighbor 3x of reduced Tulips

(b) Constrained 3x of reduced Tulips

Figure 4.12: Tulips, Comparison between Nearest Neighbor and Constrained. Note
the jaggies between the transition of petal to soil in the bilinear and bicubic images
(Figures 4.13). Note that those jaggies are improved in the constrained example.
Again note the edges between the plants and the soil in the bilinear and bicubic
examples, those edges are sharper in the constrained example.
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(a) Bilinear 3x of reduced Tulips

(b) Bicubic 3x of reduced Tulips

Figure 4.13: Tulips, Comparison between Bilinear and Bicubic. See caption for
Figure 4.12
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Interpolation from ‘Normal’ Images
Because of the reduction we applied, many of these reduced images have single-

sample detail that is difficult to reconstruct. In the following examples we magnified
small parts of original-resolution images. There is not as much single-pixel detail in
these images, therefore we generally get better results, though there is not a good
standard against which to compare these results. We assumed a sensor model of
a pixel-width box filter convolved with a slightly smaller pillbox [22]. In our experiments this sensor model tended to produce good results. Conceptually, it approximates the imaging process, where the box filter represents the CCD (Charged
Coupling Device) elements and the pillbox represents the blur introduced by the lens
optics. Note that the constrained interpolations are sharper and less jaggy than the
bilinear images. Also note that the images magnified with Constrained Interpolation
aren’t over-smoothed or over-sharpened. Unfortunately, some jaggies are more difficult to smooth, specifically those that appear on lines that are near-horizontal or
near-vertical. More smoothing would be required to make them go away, but then
the rest of the image would be overly smooth.
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(a) Barb Detail

(d) Tulips Detail

(b) Rachel Detail

(e) Monarch Detail

(c) Peppers Detail

(f) Sail Detail

Figure 4.14: Details from Original Images. These images were magnified with bilinear and constrained interpolation.
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(a) Constrained 3x of Rachel Detail
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(b) Bilinear 3x of Rachel Detail

(c) Bicubic 3x of Rachel Detail

Figure 4.15: Rachel Detail, Comparison between Constrained, Bilinear, and Bicubic.
Note the reduction of jaggies and the sharpening along the transition from cheek to
dark hair in the constrained example.
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(a) Constrained 3x of Barb Detail

(b) Bilinear 3x of Barb Detail

(c) Bicubic 3x of Barb Detail

Figure 4.16: Barb Detail, Comparison between Constrained, Bilinear, and Bicubic.
Note the poor sharpening in the constrained example. This is partially due to the
ambiguity between small continous detail and small discrete detail in the original
image. We sometimes sharpen transitions that are not transitions. It may have been
wise to reduce α in the maximal slope equation (Equation 3.1) so that stronger edges
are required before sharpening.
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(a) Constrained 3x of Peppers Detail
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(b) Bilinear 3x of Peppers Detail

(c) Bicubic 3x of Peppers Detail

Figure 4.17: Peppers Detail, Comparison between Constrained, Bilinear, and Bicubic. Note that there are not many jaggies in either the bilinear or bicubic example.
But note that the constrained image is slightly sharper, especially between transitions
from light to dark, like between the red pepper and the dark shadow in the upper
right quadrant.
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(a) Constrained 3x of Sail Detail

(b) Bilinear 3x of Sail Detail

(c) Bicubic 3x of Sail Detail

Figure 4.18: Sail Detail, Comparison between Constrained, Bilinear, and Bicubic.
Note that the jaggies on the mast in the bilinear and bicubic examples are reduced in
the constrained example. Note the sharper transitions between light and dark areas.
Note the white sail board most facing camera, in the bicubic image there are overshoot, under-shoot errors along its transition to water. In the constrained example
that transition, although sharper, does not suffer from a similar artifact.
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(a) Constrained 3x of Tulips Detail
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(b) Bilinear 3x of Tulips Detail

(c) Bicubic 3x of Tulips Detail

Figure 4.19: Tulips Detail, Comparison between Constrained, Bilinear, and Bicubic.
Note the transitions from light to dark along the petals, the constrained example has
less jaggies and is sharper.
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(a) Constrained 3x of Monarch Detail

(b) Bilinear 3x of Monarch Detail

(c) Bicubic 3x of Monarch Detail

Figure 4.20: Monarch Detail, Comparison between Constrained, Bilinear, and Bicubic. Like Figure 4.17, jaggies are not as visible in this image, but note that the edges
are sharper in the constrained example than in the bilinear or bicubic example.
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Generalization of Constrained Interpolation
Besides magnification, constrained interpolation can also be generalized to any

other invertible image transform, but if the artifacts that result from the transform
aren’t visible, constrained interpolation appears to do little or nothing. Interpolation artifacts are most commonly observed when the image or part of the image is
magnified. In order to demonstrate this, we generalized constrained interpolation to
a fisheye warp, as in Figures 4.21 and 4.22. Note that in the areas where the image
is magnified, the constrained interpolation improves the image, compared to bilinear
interpolation alone.

(a) Fisheye Warp of Rachel (b) Fisheye Warp of Rachel
Cropped, Bilinear
Cropped, Constrained

Figure 4.21: Fisheye Warp of Rachel Cropped, Comparison between Bilinear and
Constrained.
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(a) Fisheye Warp of Peppers (b) Fisheye Warp of Peppers
Cropped, Bilinear
Cropped, Constrained

Figure 4.22: Fisheye Warp of Pepppers Cropped, Comparison between Bilinear and
Constrained.

Chapter 5
Summary and Future Work
We have extended Constrained Interpolation in a few important ways. We have
developed a new secondary stopping criterion for the isophote contour smoothing.
Although the sensor model balances the smoothing when doing Constrained Interpolation, there are still multiple smooth “solutions” that satisfy the constraint dictated
by the sensor model. Not all of these solutions are good. By constraining the smoothing we insure that the image does not become “cartoony” or over-smooth.
Second, we developed a new stopping criterion for the sharpening constraint.
This is important because, until now, aside from the heuristic introduced by [3],
nothing stopped the sharpening constraint from eventually sharpening all the edges
to step edges. Our stopping criterion makes the sharpening constraint a very useful
tool. It could even be applied by itself to images as a simple sharpening tool. It
doesn’t suffer from the over-shoot/under-shoot errors that unsharp masking does, and
with our new constraint, the user does not have to guess at how much sharpening
they should do before the quality will deteriorate, a well-known limitation of shock61
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equation sharpening. And yet, there is still a knob that lets you adjust the sharpening
according to the image type.
We’ve also examined alternatives to assuming a sensor model. In the end though,
without knowing the true sensor model, you still have to make some reasonable assumptions about it.
We have shown that, quantitatively, our method is as valid as bilinear interpolation. We have also shown that by applying Constrained Interpolation, the images
have fewer jaggies and less blur than bilinear interpolation.
Finally we extended Constrained Interpolation to the Fisheye Lens Warp. The
transformation was amendable to Constrained Interpolation because, like magnification, it enlarges portions of the image it transforms.
5.1

Future Work
It would be interesting to apply this work to frames of video in an effort to turn

regular video into high-definition video. It would add another level of complexity,
the temporal dimension, but it would also add another level of information. The
coherence between frames would provide more information which might improve the
interpolation.
The generalization of Constrained Interpolation is still restricted to image transformations that are invertable, because of the sensor model. After generating the
interpolation, you have to undo the transformation to compare the new pixels with
the old ones.
The sensor model we used assumed that the image we started with had simply
been sampled, but what if the initial image was actually the product of a series of
other transformations? Could a more complex sensor model represent all those trans-
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formations? Secondarily, it would interesting to actually measure the point-spread
function for a specific camera and use that as the sensor model in an interpolation.
Lastly, further speed-ups could be investigated. In general, Constrained Interpolation is much slower than Bilinear or Bicubic because of the multiple iterations and
constraints. The good news is that with our new proper stopping critera, Constrained
Interpolation could be optimized with any standard approach. It is essentially a gradient decent algorithm, so approaches that to optimize this class of algorithms would
also apply here.
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