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Abstract
A new combinatorial interpretation of the Howe dual pair (ĝl∞|∞,gln) acting on an infinite-dimensional
Fock space is presented. The character of a quasi-finite irreducible highest weight representation of ĝl∞|∞
occurring in the Fock space is realized in terms of certain bitableaux of skew shapes. We study a gen-
eral combinatorics of these bitableaux, including the Robinson–Schensted–Knuth correspondence and the
Littlewood–Richardson rule, and then its dual relation with rational semistandard tableaux for gln. This
result also explains other Howe dual pairs (g,gln), where g is a Lie superalgebra.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Lie superalgebras and their representations (cf. [15]) appear naturally as fundamental alge-
braic structures in various areas of mathematics and mathematical physics. Recently, from the
viewpoint of Howe duality [13,14], a close relation between the representations of Lie algebras
and Lie superalgebras has been observed (see [5,6,23,26] and other references therein), by which
various character formulas for certain Lie superalgebras have been obtained [3,4,7,24].
The purpose of this paper is to give a unified combinatorial interpretation of Howe dualities,
where a Lie superalgebra together with the general linear algebra gln form a dual pair. Especially,
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in [6]: Let Fn (n 1) be the infinite-dimensional Fock space generated by n pairs of free fermions
and n pairs of free bosons. Under natural commuting actions of ĝl∞|∞ and gln on Fn, Cheng and
Wang derived the following multiplicity-free decomposition:
Fn 
⊕
λ∈Zn+
Lλ ⊗Ln(λ),
as a (ĝl∞|∞,gln)-module [6], where Zn+ is the set of generalized partitions of length n, Ln(λ) is
the rational representation of gln corresponding to λ, and Lλ is the associated quasi-finite irre-
ducible highest weight representation of ĝl∞|∞. This may be viewed as a natural super-analogue
of the classical (ĝl∞,gln)-duality on a fermionic (respectively bosonic) Fock space given by
Frenkel [8] (respectively Kac and Radul [18]). Using the above duality, Cheng and Lam obtained
a character formula of Lλ, in terms of hook Schur functions, and an explicit decomposition of
Lλ ⊗Lμ for λ ∈ Zm+ and μ ∈ Zn+ [3].
To understand a combinatorial aspect of the above Howe duality as we do in the classi-
cal Schur–Weyl duality, we introduce a new combinatorial object called an A/B-semistandard
tableau, where A and B are linearly ordered Z2-graded sets. Roughly speaking, an A/B-
semistandard tableau of shape λ for λ ∈ Zn+ is a pair of tableaux (T +, T −) such that T +
(respectively T −) is a semistandard tableau with entries in A (respectively B), where the shapes
of T + and T − are not necessarily fixed ones but satisfy certain conditions determined by λ. The
main result in this paper is to develop an insertion scheme for A/B-semistandard tableaux, and
then derive analogues of the Robinson–Schensted–Knuth (or simply RSK) correspondence and
the Littlewood–Richardson (or simply LR) rule.
Next, we define the notion of an A/B-semistandard tableaux of skew shape λ/μ for
λ,μ ∈ Zn+, and describe the corresponding skew LR rule. Then it turns out that the combi-
natorics of A/B-semistandard tableaux is dual to that of rational semistandard tableaux for
gln in the sense that the skew LR rule (respectively LR rule) of A/B-semistandard tableaux
is completely determined by the LR rule (respectively skew LR rule) of rational semistandard
tableaux.
Finally, we show that the character of SSTA/B(λ), the set of allA/B-semistandard tableaux of
shape λ, reduces to the character of Lλ under a particular choice of A and B. Hence, we obtain
purely combinatorial interpretations of the (ĝl∞|∞,gln)-duality on Fn and the decomposition
of the tensor product Lλ ⊗ Lμ. The dual relationship between A/B-semistandard tableaux and
rational semistandard tableaux now explains the duality between the tensor product rule and the
branching rule of the associated representations, which is a general feature in any Howe dual
pair. We expect a combinatorial construction of Lλ as a vector space spanned by SSTA/B(λ),
and also a q-analogue of Lλ as a representation of the associated quantum group Uq(ĝl∞|∞)
with a crystal graph structure on SSTA/B(λ).
The notion ofA/B-semistandard tableaux can be applied to other Howe dual pairs. For exam-
ple, whenA is finite and B is empty, our results explain the classical Howe duality of (glp|q,gln)
on S(Cp|q ⊗Cn), the supersymmetric algebra generated by Cp|q ⊗Cn [5,21]. Moreover, whenA
and B are both non-empty finite sets, we can obtain the combinatorial picture of the (glp|q,gln)-
duality discussed in [4,13,20], and SSTA/B(λ) realizes the character of an infinite-dimensional
unitarizable representation of glp|q . In general, we expect that to arbitrary A and B, there corre-
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of its irreducible representation parameterized by λ ∈ Zn+ (cf. [21]).
This paper is organized as follows. In Section 2, we briefly recall necessary background on
semistandard tableaux and their insertion scheme. In Section 3, we review the notion of ratio-
nal semistandard tableaux for gln [28] and introduce the notion of A/B-semistandard tableaux,
which is the main object in this paper. In Section 4, we give an insertion algorithm for A/B-
semistandard tableaux, and then derive analogues of the RSK correspondence, and the (skew)
LR rule. Finally, in Section 5, we show that the character of SSTA/B(λ) reduces to the character
of Lλ under a particular choice of A and B. We also give a characterization of the Grothendieck
group of a semisimple category of ĝl∞|∞-modules whose irreducible factors are given by Lλ.
Throughout the paper, we assume that A and B are linearly ordered Z2-graded sets (that
is, A = A0 unionsq A1 and B = B0 unionsq B1), which are at most countable. We usually denote by <
a linear ordering on a given Z2-graded set. By convention, we let N = {1 < 2 < · · ·}, and [n] =
{1 < · · · < n} for n 1, where all the elements are of degree 0.
2. Preliminaries
In this section, we recall the notion of A-semistandard tableaux [1,27], which is a super ana-
logue of classical Young tableaux. We refer the readers to [10,25] for the combinatorics of Young
tableaux and symmetric functions.
2.1. Semistandard tableaux
A partition is a non-increasing sequence of non-negative integers λ = (λk)k1 such that∑
k1 λk is finite. The number of non-zero parts is called the length of λ denoted by (λ). We
also write λ = (1m1,2m2, . . .), where mi is the number of occurrences of i in λ. Let P be the
set of all partitions, and put Pn = {λ ∈P | (λ) n} for n 1. We identify a partition with a
Young diagram as usual. For λ ∈P , λ′ denotes the conjugate of λ. For μ ∈P with λ ⊃ μ (that
is, λk  μk for all k), λ/μ denotes the skew Young diagram, and |λ/μ| denotes the number of
nodes in the diagram.
For a skew Young diagram λ/μ, a tableau T obtained by filling λ/μ with entries in A is
called A-semistandard if (1) the entries in each row (respectively column) are weakly increasing
from left to right (respectively from top to bottom), (2) the entries in A0 (respectively A1) are
strictly increasing in each column (respectively row). We say that λ/μ is the shape of T , and
write sh(T ) = λ/μ. We denote by SSTA(λ/μ) the set of all A-semistandard tableaux of shape
λ/μ. We set PA = {λ ∈P | SSTA(λ) 	= ∅}. For example, P[n] =Pn, and PA =P when A
is an infinite set.
Let PA =
⊕
a∈AZa be the free abelian group with the basis {a | a ∈ A}. For T ∈
SSTA(λ/μ), we define the A-weight of T by wtA(T ) =
∑
a∈Amaa ∈ PA, where ma is the
number of occurrences of a in T . We denote by wcol(T ) the word with letters in A obtained by
reading the entries of T column by column from right to left, and from top to bottom in each
column. Also, we denote by wrow(T ) the word obtained by reading the entries of T row by row
from bottom to top, and from left to right in each row.
2.2. Operations on tableaux
Let λ/μ be a skew Young diagram and T ∈ SSTA(λ/μ).
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its parities, that is, A′0 = A1, A′1 = A0. We denote by T t the transpose of T . Then
T t ∈ SSTA′(λ′/μ′).
(2) Rotation: Let Aπ be the linearly ordered Z2-graded set obtained from A by reversing its
linear ordering. We define T π to be the tableau obtained by applying 180◦-rotation to T .
Then T π ∈ SSTAπ ((λ/μ)π ), where (λ/μ)π denotes the shape of T π .
(3) Reverse transpose: Let A = (A′)π . We define T  = (T t )π . Then T  ∈ SSTA ((λ/μ)),
where (λ/μ) = (λ′/μ′)π .
(4) Gluing: Let A ∗ B be the Z2-graded set A unionsq B with the extended linearly ordering given by
a < b for all a ∈A and b ∈ B. For S ∈ SSTA(μ) and T ∈ SSTB(λ/μ), we define S ∗ T to be
theA∗B-semistandard tableau of shape λ obtained by gluing S and T so that the right-most
node in each row of S is placed next to the left-most node in the same row of T .
2.3. Insertions
Let us describe Schensted’s column and row bumping algorithms forA-semistandard tableaux
(cf. [1,27]): For a ∈ A and T ∈ SSTA(λ) (λ ∈ PA), we define (T ← a) to be the tableau ob-
tained by applying the following column bumping algorithm:
(i) If a ∈A0 (respectively A1), let a′ be the smallest entry in the first (or the left-most) column
such that a  a′ (respectively a < a′). If there are more than one a′, choose the one in the
highest position.
(ii) Replace a′ by a. If there is no such a′, put a at the bottom of the first column and stop the
procedure.
(iii) Repeat (i) and (ii) on the next column with a′.
Similarly, one may define a tableau (a → T ) by applying the row bumping algorithm.
Given λ, μ and ν in P such that μ ⊂ λ and |λ| = |μ|+|ν|, a tableau T ∈ SSTN(λ/μ) is called
a Littlewood–Richardson tableau of shape λ/μ with content ν if (1) the number of occurrences
of each k in T is νk , and (2) wcol(T ) is a lattice permutation (cf. [25]). We denote by LRλμν the
set of all Littlewood–Richardson tableaux of shape λ/μ with content ν, and put Nλμν = |LRλμν |.
Suppose that μ,ν ∈ PA are given. For T ∈ SSTA(μ) and T ′ ∈ SSTA(ν), we define
(T ← T ′) = (((T ← c1) · · ·) ← cn), where wcol(T ′) = c1c2 . . . cn. Assume that λ = sh(T ← T ′).
If ci is in the kth row of T ′ and inserted into (((T ← c1) · · ·) ← ci−1) to create a node in λ/μ,
then let us fill the node with k. Then we get a tableaux (T ← T ′)R in SSTN(λ/μ), called the
recording tableau of (T ← T ′).
Similarly, we define (T ′ → T ) = (rn → (· · · (r1 → T ))), where wrow(T ′) = r1r2 . . . rn. As-
sume that η = sh(T ′ → T ). If ri is in the kth column of T ′ and inserted into (ri−1 →
(· · · (r1 → T ))) to create a node in η/μ, then let us fill the node with k. Then, we obtain a
tableau (T ′ → T )R in SSTN′(η/μ), called the recording tableau of (T ′ → T ).
Then, we have the following Littlewood–Richardson rule for A-semistandard tableaux.
Theorem 2.1. (Cf. [19,27,30].)
(1) The map ρcol : (T ,T ′) → ((T ← T ′), (T ← T ′)R) is a bijection from SSTA(μ) × SSTA(ν)
to
⊔
λ∈P SSTA(λ)× LRλμν .A
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SSTA(ν) to
⊔
η∈PA SSTA(η)× LR
η′
μ′ν′ .
For an r-tuple of non-negative integers ν = (ν1, . . . , νr ) with νi ∈PA (1 i  r), consider
(T1, . . . , Tr ) ∈ SSTA(ν1) × · · · × SSTA(νr ). For 1  i  r , put Si = (((T1 ← T2) · · ·) ← Ti),
and S = Sr . Then we have a chain ν1 = μ(1) ⊂ · · · ⊂ μ(r) = μ, where μ(i) = sh(Si) ∈ P and
μ(i)/μ(i−1) (1  i  r) is a horizontal strip of length νi (we assume that μ(0) is the empty
partition). Filling μ(i)/μ(i−1) with i, we obtain a tableau SR ∈ SST [r](μ), with content ν. We
define 
col(T1, . . . , Tr ) = (S,SR).
Similarly, we define 
row(T1, . . . , Tr) = (S′, S′R), where S′ = (Tr → (· · · (T2 → T1))), and S′R
is defined in the same way as SR . Then it is not difficult to deduce the following from Theo-
rem 2.1.
Proposition 2.2. Under the above hypothesis, the maps

col, 
row : SSTA(ν1)× · · · × SSTA(νr ) →
⊔
μ∈PA
SSTA(μ)× SST [r](μ)ν
are bijections, where SST[r](μ)ν is the set of all [r]-semistandard tableaux of shape μ with
content ν.
2.4. Switching algorithm
Let us describe the skew LR rule for A-semistandard tableaux using the switching algorithm
of Benkart, Sottile, and Stroomer [2].
Let λ/μ be a skew Young diagram. Let U be a tableau of shape λ/μ with entries in A unionsq B,
satisfying the following conditions:
(S1) if u,u′ ∈X are entries of U and u is northwest of u′, then u u′,
(S2) in each column of U , entries in X0 increase strictly from top to bottom,
(S3) in each row of U , entries in X1 increase strictly from left to right,
where X =A or B, and we say that u is northwest of u′ provided the row and column indices
of u are no more than those of u′. Suppose that a ∈ A and b ∈ B are two adjacent entries in
U such that a is placed above or to the left of b. Interchanging a and b is called a switching
if the resulting tableau still satisfies the conditions (S1), (S2) and (S3). Then we have a natural
extension of Theorems 2.2 and 3.1 in [2] to A-semistandard tableaux.
Theorem 2.3. Let λ/μ be a skew Young diagram. For S ∈ SSTA(μ) and T ∈ SSTB(λ/μ), let U
be a tableau obtained from S ∗ T by applying switching procedures as far as possible. Then
(1) U = T ′ ∗ S′, where T ′ ∈ SSTB(ν) and S′ ∈ SSTA(λ/ν) for some ν.
(2) U is uniquely determined by S and T .
(3) When A = N, S′ ∈ LRλν μ if and only if S = Hμ, where Hμ is the unique N-semistandard
tableau of shape μ with content μ.
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distinguish the elements with those of degree 0 in N (see 2.2). Consider
S ∗ T = 1 1 3
′
2 2′ 3′ ∈ SSTN∗N′
(
32
)
,
where S ∈ SSTN(2,1), and T ∈ SSTN′((32)/(2,1)). Then
S ∗ T = 1 1 3
′
2 2′ 3′
2′↔2−−−→ 1 1 3
′
2′ 2 3′
2′↔1−−−→ 2
′ 1 3′
1 2 3′
3′↔1−−−→ 2
′ 3′ 1
1 2 3′
3′↔2−−−→ 2
′ 3′ 1
1 3′ 2
3′↔1−−−→ 2
′ 3′ 1
3′ 1 2 = T
′ ∗ S′.
Suppose that T ∈ SSTA(λ/μ) is given for a skew Young diagram λ/μ. Consider Hμ ∗ T ∈
SSTN∗A(λ). By Theorem 2.3, we obtain a unique A ∗N-semistandard tableau given by T ′ ∗U ∈
SSTA∗N(λ), where T ′ ∈ SSTA(ν) for some ν, and U ∈ LRλν μ (see also Example 3.3 in [2]). Let
us put
j (T ) = T ′, j (T )R = U.
Corollary 2.5. (See [2,12].) Under the above hypothesis,
(1) the map J : SSTA(λ/μ) →
⊔
ν∈PA SSTA(ν) × LRλν μ given by J (T ) = (j (T ), j (T )R) is a
bijection,
(2) if A= N, then the map Q → j (Q)R restricts to a bijection from LRλμν to LRλνμ,
(3) if A= N, then the map Q → j (j (Qt )R)R restricts to a bijection from LRλμν to LRλ′μ′ν′ .
Proof. Let us prove only (3). Given Q ∈ LRλμν , we can check that Qt ∈ SSTN′(λ′/μ′), and
j (Qt )R ∈ LRλ′ν′ μ′ . Hence, j (j (Qt )R)R ∈ LRλ
′
μ′ ν′ by (2). By definition, the correspondence is
reversible, and hence it is a bijection. 
Let us end this section with one more application of the switching algorithm.
Proposition 2.6. (Cf. [2,11,27].) Let A be the same Z2-graded set as A with a different lin-
ear ordering. For a skew Young diagram λ/μ, there is a bijection between SSTA(λ/μ) and
SSTA (λ/μ).
Proof. Let us give a sketch of the proof. We first assume that the linear ordering ≺ on A is the
same as < on A except a′ ≺ a, where a, a′ ∈A are two neighboring elements such that a < a′.
Then applying switching procedures to the subtableau of each T in SSTA(λ/μ) consisting of
a and a′, we get a bijection between SSTA(λ/μ) and SSTA (λ/μ). Next, consider an arbitrary
linear ordering ≺ on A. Since each tableaux in SSTA(λ/μ) has only finitely many entries, one
may apply the previous argument finitely many times to get an A-semistandard tableaux of the
same shape. This gives rise to a bijection from SSTA(λ/μ) to SSTA (λ/μ). 
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3.1. Rational semistandard tableaux
Let us recall the notion of rational [n]-semistandard tableaux (n  1) introduced by Stem-
bridge [28]. For n  1, let Zn+ = {λ = (λ1, . . . , λn) ∈ Zn | λ1  · · ·  λn} be the set of all
generalized partitions of level n (we call n the level of λ rather than its length to avoid
confusion with the length of a partition). We have a natural embedding Pn ⊂ Zn+. For
λ ∈ Zn+, we set 〈λ〉 =
∑
1in λi , and |λ| =
∑
1in |λi |. We put λ∗ = (−λn, . . . ,−λ1), λ+ =
(max{λ1,0}, . . . ,max{λn,0}), and λ− = (max{−λn,0}, . . . ,max{−λ1,0}). Clearly, λ∗ ∈ Zn+,
and λ = λ+ + (λ−)∗, where we define μ + ν = (μk + νk)1kn for μ = (μk) and ν = (νk)
in Zn+. We write 0n = (0, . . . ,0) ∈ Zn+. We may identify λ with a generalized Young diagram as
in [28,29]. For example,
λ = (3,2,0,−1,−2) ←→
• • •
• •
− − − − −
•
• •
−2 −1 1 2 3
,
where − denotes the empty row corresponding to 0 in λ. We enumerate the columns of a diagram
as in the above figure.
Let T be a tableau obtained by filling a generalized Young diagram λ of level n with en-
tries in [n] ∪ [−n], where [−n] = {−n < · · · < −1} with [−n]0 = [−n]. We call T a rational
[n]-semistandard tableau of shape λ if it satisfies the following conditions: (1) the columns of
positive (respectively negative) indices are filled with [n] (respectively [−n]), (2) the entries in
each row (respectively column) are weakly (respectively strictly) increasing from left to right
(respectively from top to bottom), and (3) if b1 < · · · < bs (respectively −b′1 < · · · < −b′t ) are
the entries in the 1st (respectively −1st) column (s + t  n), then b′′i  bi, for 1 i  s, where{b′′1 < · · · < b′′n−t } = [n] \ {b′1, . . . , b′t } [28]. We denote by SST[n](λ) the set of all rational [n]-
semistandard tableaux of shape λ ∈ Zn+.
For 0 t  n, let T be a tableau in SST [n]((0n−t , (−1)t )) with the entries −b1 < · · · < −bt .
We define σ(T ) to be the tableau in SST [n]((1n−t ,0t )) with the entries b′1 < · · · < b′n−t , where{b′1 < · · · < b′n−t } = [n] \ {b1, . . . , bt }. If t = n, then we define σ(T ) to be the empty tableau. In
general, for λ ∈ Zn+ and T ∈ SST [n](λ), we define σ(T ) to be the tableau obtained by applying σ
to the −1st column of T . Then it is straightforward to check that
Lemma 3.1. For λ ∈ Zn+, the map σ : SST [n](λ) → SST [n](λ+ (1n)) is a bijection.
Example 3.2. When n = 5, we have
σ
⎛
⎜⎜⎜⎜⎝
2 3 5
4 4
− − − − −
−5
−4 −2
⎞
⎟⎟⎟⎟⎠=
1 2 3 5
3 4 4
4
− − − − −
−4
.
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k  λ1, we define
δnk (T ) =
(
σ−k(T )
)π
.
Then we have δnk (T ) ∈ SST [−n]π (δnk (λ)), where δnk (λ) = (kn) + λ∗. Identifying [−n]π with[n] (or, −i ∈ [−n] with i ∈ [n]), we may view δnk (T ) as an element in SST [n](δnk (λ)). Since
δnk ◦ δnk (T ) = T for all T ∈ SST [n](λ), it follows that
Lemma 3.3. For λ ∈Pn and k  λ1, the map δnk : SST [n](λ) → SST [n](δnk (λ)) is a bijection.
Example 3.4. If λ = (4,3,1) ∈P4, and
T =
1 2 2 3
3 4 4
4
,
then
σ−5(T ) =
−4
−4 −3
−3 −3 −2 −2
−2 −1 −1 −1 −1
and δ45(T ) =
(
σ−5(T )
)π =
1 1 1 1 2
2 2 3 3
3 4
4
.
The following fact will be of important use in the proof of our main results.
Theorem 3.5. (See [29, Theorem 5.11].) Suppose that T1 ∈ SST[n](μ) and T2 ∈ SST [n](ν) are
given for μ,ν ∈Pn. Then we have δnp+q(T2 → T1) = (δnp(T1) ← δnq (T2)) for p  μ1 and q  ν1.
For n 1, let x[n] = {x1, . . . , xn} be the set of n variables. For λ ∈ Zn+, we define sλ(x[n]) =∑
T ∈SST[n](λ) x
T[n], where xT[n] =
∏
k∈[n] x
mk−m−k
k and m±k is the number of occurrences of ±k
in T . Then sλ(x[n]) is the character of SST[n](λ), called the rational Schur polynomial corre-
sponding to λ, and it coincides with the ordinary Schur polynomial if λ ∈Pn.
Since (x1 · · ·xn)ksλ(x[n]) = sλ+(kn)(x[n]) for k  0, it follows from Theorem 2.1 that for
μ,ν ∈ Zn+,
sμ(x[n])sν(x[n]) =
∑
λ∈Zn+
cλμνsλ(x[n]), (3.1)
where cλμν = cλνμ = Nλ+((p+q)
n)
μ+(pn)ν+(qn) for all sufficiently large p,q  0. For later use, let us charac-
terize cλμν more explicitly in terms of Littlewood–Richardson tableaux.
Lemma 3.6. Suppose that λ,μ and ν ∈ Pn are given. For p,q  0, there exists a bijection
πnp,q : LRλμν → LRλ+((p+q)
n)
n n .μ+(p ) ν+(q )
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element in LRλ+(k
n)
μ+(kn) ν for k  0. This implies the bijection πnk,0 : LRλμν → LRλ+(k
n)
μ+(kn) ν . Then πnp,q
is given by πnp,q = θ ◦ πnq,0 ◦ θ ◦ πnp,0, where θ denotes the map given in Corollary 2.5(2). 
Suppose that λ,μ and ν ∈ Zn+ are given. Let p and q be the smallest non-negative integers
such that μ+ (pn), ν + (qn), λ+ ((p + q)n) ∈Pn. Then we define
LRλ/μν =
{[Q] ∣∣Q ∈ LRλ+((p+q)n)ν+(qn)μ+(pn)}, (3.2)
where [Q] = {πns,t (Q) | s, t  0}. Then we have |LRλ/μν | = cλμν by (3.1).
Next, if we put x[m+n] = x[m] unionsq y[n] for m,n > 0, where y[n] = {yi = xm+i | i ∈ [n]}, then by
Corollary 2.5(1), we have for λ ∈ Zm+n+
sλ(x[m+n]) = sλ(x[m],y[n]) =
∑
μ,ν
cˆλμνsμ(x[m])sν(y[n]), (3.3)
where μ ∈ Zm+, ν ∈ Zn+, and cˆλμν = Nλ+(p
m+n)
μ+(pm)ν+(pn) for all sufficiently large p  0. We may also
characterize cˆλμν in terms of Littlewood–Richardson tableaux.
Lemma 3.7. Suppose that λ ∈Pm+n,μ ∈Pm and ν ∈Pn are given. For p  0, there exists a
bijection πm,np : LR(λ+(p
m+n))′
(μ+(pm))′(ν+(pn))′ → LRλ
′
μ′ν′ .
Proof. Put πm,np = (πpm,n)−1. By Lemma 3.6, it is a bijection from LR(λ+(p
m+n))′
(μ+(pm))′ (ν+(pn))′
to LRλ′
μ′ν′ . 
Suppose that μ ∈ Zm+, ν ∈ Zn+, and λ ∈ Zm+n+ are given. Let p be the smallest non-negative
integer such that λ+ (pm+n),μ+ (pm), ν + (pn) ∈P . Then we define
LRλμν =
{[Q] ∣∣Q ∈ LR(λ+(pm+n))′
(μ+(pm))′(ν+(pn))′
}
, (3.4)
where [Q] is the set of all the bijective images (πm,n )−1(Q) (  0). From (3.3) and Corol-
lary 2.5(3), it follows that |LRλμν | = cˆλμν .
3.2. A/B-semistandard tableaux
Now, let us introduce our main object in this paper.
Definition 3.8. For λ ∈ Zn+, an A/B-semistandard tableau of shape λ is a pair of tableaux
(T +, T −) such that
T + ∈ SSTA
((
λ+ (dn))/μ), T − ∈ SSTB((dn)/μ),
for some integer d  0 and μ ∈Pn satisfying (1) λ+ (dn) ∈Pn, and (2) μ ⊂ (dn), λ+ (dn).
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(pn)) for η ⊂ ν ∈ Pn and p  0. We denote by SSTA/B(λ) the set of all A/B-semistandard
tableaux of shape λ. For T = (T +, T −) ∈ SSTA/B(λ), we define the A/B-weight of T
by wtA/B(T) = wtA(T +) − wtB(T −) ∈ PA ⊕ PB . We set PA/B =
⊔
n1PA/B,n where
PA/B,n = {λ ∈ Zn+ | SSTA/B(λ) 	= ∅}.
Example 3.9. Suppose that A= B = N. Then
(
T +, T −
)=
⎛
⎜⎜⎝
1 1 2 2
1 2 2 4
2 3 3
4
,
1
1 2
2 2 4
3 3 5
⎞
⎟⎟⎠ ∈ SSTA/B((3,2,0,−2)),
where the vertical lines in T + and T − correspond to the one in the generalized partition
(3,2,0,−2). In this case, we have sh(T +) = ((3,2,0,−2) + (34))/(2,1,0,0), and sh(T −) =
(34)/(2,1,0,0).
Example 3.10. Let λ = 0n ∈ Zn+. Then for (T +, T −) ∈ SSTA/B(0n), we have sh(T +) =
sh(T −) = (dn)/μ for some d  0 and μ ∈ Pn. Identifying (T +, T −) with ((T +)π , (T −)π ),
we have
SSTA/B(0n) =
⊔
λ∈Pn
SSTA(λ)× SSTB(λ),
by Proposition 2.6.
The decomposition in Example 3.10 can be viewed as a branching rule, and it can be general-
ized as follows.
Proposition 3.11. For λ ∈ PA/B,n, there exists a bijection between SSTA/B(λ) and⊔
μ,ν∈Pn LR
λ/μ
ν∗ × SSTA(μ)× SSTB(ν).
Proof. By Definition 3.8, we have
SSTA/B(λ)
1−1←→
⊔
d0
η∈Pn
SSTA
((
λ+ (dn))/η)× SSTB((dn)/η)
1−1←→
⊔
d0
η,μ∈Pn
LRλ+(dn)ημ × SSTA(μ)× SSTB
((
dn
)
/η
)
by Corollary 2.5(1), (2)
1−1←→
⊔
d0
LRλ/μη−(dn) × SSTA(μ)× SSTB
((
dn
)
/η
)
by (3.2),
η,μ∈Pn
J.-H. Kwon / Advances in Mathematics 217 (2008) 713–739 723where the first union is taken over different pairs of skew Young diagrams satisfying the condi-
tions in Definition 3.8. For each d  0 and η ∈Pn above, let ν = δnd (η), that is, (dn)/η = νπ .
Then, we have
SSTB
((
dn
)
/η
) 1−1←→ SSTBπ (ν) 1−1←→ SSTB(ν),
where the first correspondence is given by π , and the second one is from Proposition 2.6. This
completes the proof. 
3.3. Characters
From now on, let xA = {xa | a ∈ A} be the set of variables indexed by A. For an A-
semistandard tableau T , put xTA =
∏
a∈A x
ma
a , where wtA(T ) =
∑
a∈Amaa ∈ PA. For λ ∈P ,
we define the character of SSTA(λ) to be Sλ(xA) =
∑
T ∈SSTA(λ) x
T
A ∈ ZxA. For simplicity, let
us write SAλ = Sλ(xA). For a skew Young diagram λ/μ, SAλ/μ is defined similarly.
Remark 3.12.
(1) From Proposition 2.6, it follows that SAλ does not depend on the choice of a linear ordering
on A.
(2) Suppose that A is a finite set with |A0| = m and |A1| = n. Then Sλ(xA) is the hook Schur
polynomial corresponding to λ [1]. Note that SAλ 	= 0 if and only if λm+1  n, that is, λ is an
(m,n)-hook partition.
Lemma 3.13. The set {SAλ | λ ∈PA} is linearly independent over Z.
Proof. Suppose that
∑
1im aλ(i)S
A
λ(i)
= 0, where λ(i) ∈ PA and aλ(i) ∈ Z for 1  i  m.
Choose a finite subset A˜ ⊂ A such that SA˜
λ(i)
	= 0 for all 1  i  m. If we put xa = 0 for all
a /∈ A˜ in SA
λ(i)
, then we get
∑
1im aλ(i)S
A˜
λ(i)
= 0, where SA˜
λ(i)
are hook Schur polynomials. Then
the linear independence follows from that of ordinary hook Schur polynomials (see [1]). 
Now, for λ ∈ Zn+, we define the character of SSTA/B(λ) to be
S
A/B
λ =
∑
(T +,T −)∈SSTA/B(λ)
xT
+
A
(
xT
−
B
)−1
.
It is easy to check that SA/Bλ is a well-defined element in ZxA,x
−1
B , where x
−1
B = {x−1b | b ∈ B}.
Note that each non-zero monomial in xA and xB occurring in S
A/B
λ is of homogeneous de-
gree 〈λ〉, and the degree of each monomial in xA (respectively x−1B ) is at least |λ+| (respec-
tively |λ−|). By Proposition 3.11, SA/Bλ is also given as follows.
Proposition 3.14. For λ ∈ Zn+, SA/Bλ =
∑
μ,ν∈Pn c
λ
μν∗Sμ(xA)Sν(x
−1
B ).
Example 3.15. By Example 3.10, we have SA/B =∑λ∈P Sλ(xA)Sλ(x−1).0n n B
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pendent over Z in ZxA ⊗ Zx−1B . Consider
∑
λ,μ cλμSλ(xA)Sμ(x
−1
B ), for cλμ ∈ Z, which is
not necessarily a finite sum. Then we can check that it is a well-defined element in ZxA,x−1B 
since each monomial in xA and xB occurs only in finitely many λ and μ’s. From the linear
independence of SA,B , we can also check that cλμ is uniquely determined for all λ and μ.
Proposition 3.17. The set {SA/Bλ | λ ∈PA/B} is linearly independent over Z.
Proof. Suppose that
∑
1im aλ(i)S
A/B
λ(i)
= 0, where λ(i) ∈PA/B and aλ(i) ∈ Z for 1  i  m.
Suppose that the level of λ(i) is ni for 1  i  m. We will use induction on m to show that
aλ(i) = 0 for 1 i m. Clearly, it is true when m = 1.
Let n = max{n1, . . . , nm}, and let I = {i | ni = n}. Choose an integer d  0 such that
λ(i) + (dn) ∈ P for all i ∈ I . Then if we write SA/B
λ(i)
(i ∈ I ) as a linear combination of
Sλ(xA)Sμ(x−1B )’s, then the coefficient of S(dn)(x
−1
B ) in S
A/B
λ(i)
is Sλ(i)+(dn)(xA) for i ∈ I (cf.
Proposition 3.14). Since S(dn)(x−1B ) occurs only in the expansion of S
A/B
λ(i)
for i ∈ I and λ(i)+(dn)
(i ∈ I ) are mutually different, we have aλ(i) = 0 for i ∈ I from the linear independence of SA,B
(see Remark 3.16). Hence by induction hypothesis, aλ(i) = 0 for all 1 i m. 
Proposition 3.18. For n 1, suppose that S =∑λ∈PA/B,n aλSA/Bλ is given for aλ ∈ Z, which is
not necessarily a finite sum. Then it is a well-defined element in ZxA,x−1B , and aλ is uniquely
determined for λ ∈PA/B,n.
Proof. Note that for μ,ν ∈ Pn, Sμ(xA)Sν(x−1B ) occurs in the expansion of SA/Bλ only if|μ| + |ν|  |λ|. Since the level of λ is fixed, there are only finitely many λ’s satisfying
|μ| + |ν|  |λ|, and hence the coefficient of Sμ(xA)Sν(x−1B ) in S is a well-defined integer.
This implies that S is a well-defined element in ZxA,x−1B  (see Remark 3.16). Next, sup-
pose that S = 0 and aλ 	= 0 for some λ ∈ PA/B,n. Put k = min{|λ| | aλ 	= 0} and I = {λ |
aλ 	= 0, |λ| = k}. Considering monomials in xA and x−1B of minimal degree k, we deduce that∑
λ∈I aλSλ+(xA)Sλ−(x
−1
B ) = 0. Then we have aλ = 0 for λ ∈ I , which is a contradiction. 
4. Insertion scheme
4.1. Robinson–Schensted–Knuth correspondence
Let us describe the RSK correspondence for A/B-semistandard tableaux (cf. [22]). Let
FA/B =
⊔
c∈Z
SSTA/B(c)
be the set of all A/B-semistandard tableaux of level 1 shapes. Note that for (w+,w−) ∈
SSTA/B(c), we have sh(w±) ∈P1, and sh(w+)− sh(w−) = c.
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κA/B :FnA/B →
⊔
λ∈PA/B,n
SSTA/B(λ)× SST[n](λ),
where FnA/B is the set of all n-tuples of A/B-semistandard tableaux of level 1 shapes.
Proof. To each w = ((w+i ,w−i ))1in ∈FnA/B , we will associate a pair κA/B(w) = (Pw,Qw) ∈
SSTA/B(λ)× SST [n](λ) for some λ ∈PA/B,n, as follows.
First, consider 
col((w−1 )π , . . . , (w−n )π ) = (P,Q) (cf. Proposition 2.2). Put T − = Pπ . We
assume that sh(T −) = (dn)/μ for some d  0 and μ ∈Pn. Set Q∨ = δnd (Q). Note that sh(Q) =
δnd (μ), and sh(Q∨) = μ.
Next, let us define T + using w+i (1  i  n). Suppose that wt[n](Q∨) =
∑n
i=1 νii , or the
content of Q∨ is ν = (ν1, . . . , νn). Applying Proposition 2.2 when A= [n], there exists a unique
(S1, . . . , Sn) such that Si ∈ SST [n](νi) for 1 i  n, and

row(S1, . . . , Sn) =
(
Hμ,Q∨
) ∈ SST [n](μ)× SST [n](μ)ν.
We assume that Si is empty if νi = 0. For 1 i  n, we put Ui = Si ∗ w+i , which is an [n] ∗A-
semistandard tableau of a single row with length νi + sh(w+i ). Applying Proposition 2.2 once
again to Ui ’s, we have

row(U1, . . . ,Un) = (U,UR),
where U ∈ SST [n]∗A(λ+ (dn)) and UR ∈ SST [n](λ+ (dn)) for some λ ∈ Zn+. Since i < a for all
i ∈ [n] and a ∈A with respect to the linear ordering on [n] ∗A, we have
U = Hμ ∗ T +,
for some T + ∈ SSTA((λ+ (dn))/μ).
Now, we define Pw = (T +, T −), and Qw = σ−d(UR). Then, we have Pw ∈ SSTA/B(λ) and
Qw ∈ SST[n](λ). Note that (Pw,Qw) does not depend on the choice of d . If we choose d˜ > d in
the above construction, then μ is replaced by μ˜ = μ + (rn) where r = d˜ − d , and accordingly
Q∨ is replaced by Q˜∨ = δn
d˜
(Q), whose content is ν˜ = ν + (rn). Then instead of Si , we get
S˜i ∈ SSTN(νi + r), where S˜i is obtained by putting the tableau of a single row with length r and
entry n − i + 1 to the right of Si . It is not difficult to check that T + and Qw still remain the
same. Finally, to each ((T +, T −),Q) ∈ SSTA/B(λ) × SST [n](λ) (λ ∈ Zn+), we may associate a
unique w in FnA/B satisfying κA/B(w) = ((T +, T −),Q) by reversing the construction of κA/B .
This completes the proof. 
Example 4.2. Suppose that A= {a1 < a2 < a3 < · · ·} and B = {b1 < b2 < b3 < · · ·}, where all
the elements are of degree 0. Let w = ((w+i ,w−i ))i=1,2 be given by(
w+1 ,w
−
1
)= (a1a1a2a4a5, b3b3b4b6) ∈ SSTA/B(1),(
w+,w−
)= (a1a3a6, b2b3b6) ∈ SSTA/B(0).2 2
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T − = ((w−1 )π ← (w−2 )π )π = (b6b4b3b3 ← b6b3b2)π = b2 b3b3 b3 b4 b6 b6 .
Since the recording tableau for (b6b4b3b3 ← b6b3b2) is Q = 1 1 1 1 22 2 , we have Q∨ = δ25(Q) =
122, where we take d = 5. If we put S1 = 1 and S2 = 11, then 
row(S1, S2) = (H (3,0),Q∨). Put
U1 = 1 ∗ a1a1a2a4a5, and U2 = 11 ∗ a1a3a6. Then
(U2 → U1) = H(3,0) ∗ T + = 1 1 1 a1 a3 a5 a6a1 a1 a2 a4 ,
(U2 → U1)R = 1 1 1 1 1 1 22 2 2 2 .
Therefore, we have
Pw =
(
a1 a3 a5 a6
a1 a1 a2 a4
,
b2 b3
b3 b3 b4 b6 b6
)
,
Qw = 1 2−2 ,
where (Pw,Qw) ∈ SSTA/B((2,−1))× SST [2]((2,−1)).
Let us consider the character identity associated to the RSK correspondence in Theorem 4.1.
Given w = ((w+i ,w−i ))1in ∈FnA/B , we set
wtA/B(w) =
∑
1in
wtA/B
(
w+i ,w
−
i
) ∈ PA ⊕ PB,
wt[n](w) =
∑
1in
mii ∈ P[n],
where mi = sh(w+i )− sh(w−i ) for 1 i  n. Then the character of FnA/B is given by
∏
i∈[n]
∏
a∈A1(1 + xaxi)
∏
b∈B1(1 + x−1b x−1i )∏
a∈A0(1 − xaxi)
∏
b∈B0(1 − x−1b x−1i )
.
Corollary 4.3. We obtain the following identity:
∏
i∈[n]
∏
a∈A1(1 + xaxi)
∏
b∈B1(1 + x−1b x−1i )∏
a∈A0(1 − xaxi)
∏
b∈B0(1 − x−1b x−1i )
=
∑
λ∈PA/B,n
S
A/B
λ sλ(x[n]).
Proof. By Theorem 4.1, it suffices to show that the map κA/B preserves the weights wtA/B
and wt[n]. For w ∈ Fn , let κA/B(w) = (Pw,Qw). It follows directly from the construction inA/B
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Following the notations in Theorem 4.1, we have
wt[n](Q) =
∑
1in
sh
(
w−i
)
i,
wt[n]
(
Q∨
)= −wt[n](Q)+ d(1 + · · · + n),
wt[n](UR) = wt[n]
(
Q∨
)+ ∑
1in
sh
(
w+i
)
i,
wt[n](Qw) = wt[n](UR)− d(1 + · · · + n)
(recall that wt[n](σ (T )) = wt[n](T ) + (1 + · · · + n) for T ∈ SST [n](λ)). Since wt[n](w) =∑
1in(sh(w
+
i )− sh(w−i ))i , we have wt[n](w) = wt[n](Qw). 
Corollary 4.4. For ν = (ν1, . . . , νn) ∈ Zn such that νi ∈ PA/B , the map κA/B restricts to the
following bijection:
κA/B : SSTA/B(ν1)× · · · × SSTA/B(νn) →
⊔
μ∈PA/B,n
SSTA/B(μ)× SST[n](μ)ν,
where SST[n](μ)ν is the set of all rational [n]-semistandard tableaux of shape μ with content ν,
or weight
∑
1in νii .
Proof. It follows from Theorem 4.1 and Corollary 4.3. 
As an important application of Theorem 4.1, we obtain a Jacobi–Trudi type formula for SA/Bλ .
Theorem 4.5. Suppose that A and B are infinite sets. For λ ∈ Zn+, we have
S
A/B
λ = det
(
S
A/B
λi−i+j
)
1i,jn.
Proof. Since A and B are infinite sets, we have PA/B,k = Zk+ for all k  1. Fix n  1. For
λ,μ ∈ Zn+, we define λ > μ if and only if there exists an i such that λk = μk for 1 k < i and
λi > μi . Then > is a linear ordering on Zn+, called the reverse lexicographic ordering.
Given μ ∈ Zn+, put HA/Bμ =
∏
1in S
A/B
μi . By Corollary 4.4, we have
HA/Bμ =
∑
λ∈Zn+
KλμS
A/B
λ , (4.1)
where Kλμ = |SST [n](λ)μ|. By Lemma 3.1, we have
Kλμ = Kλ+(dn)μ+(dn), (4.2)
for d  0, which is equal to the Kostka number of shape λ+ (dn) with content μ+ (dn) whenever
λ + (dn) and μ + (dn) are ordinary partitions. This implies that Kλμ is zero unless λ  μ and
〈λ〉 = 〈μ〉 (cf. [25]).
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(respectively Schur polynomial) in n variables corresponding to μ (respectively λ). If we put
A= [n] and B = ∅ in (4.1), then we obtain the equation hμ(x[n]) =∑λμ Kλμsλ(x[n]) (cf. [25]).
Case 1. Suppose that λ ∈ Pn is given, where λi − i + j > 0 for all 1  i, j  n. By (4.1),
the coefficient of SA/Bμ (μ ∈ Pn) in det(SA/Bλi−i+j )1i,jn is equal to that of sμ(x[n]) in
det(hλi−i+j (x[n]))1i,jn. From the Jacobi–Trudi formula for sλ(x[n]), it follows that
S
A/B
λ − det
(
S
A/B
λi−i+j
)
1i,jn =
∑
ν∈Zn+\Pn
aνS
A/B
ν (4.3)
for some aν ∈ Z. By the same argument, we have
S
A/B
λ+(dn) − det
(
S
A/B
λi−i+j+d
)
1i,jn =
∑
ν∈Zn+\Pn
bνS
A/B
ν (4.4)
for d  0, where bν ∈ Z. On the other hand, by (4.2), Eq. (4.1) still holds when we replace SA/Bλ
and HA/Bμ by SA/Bλ+(dn) and H
A/B
μ+(dn) for d  0, respectively. Hence, from (4.3), we also obtain
S
A/B
λ+(dn) − det
(
S
A/B
λi−i+j+d
)
1i,jn =
∑
ν∈Zn+\Pn
aνS
A/B
ν+(dn). (4.5)
Comparing (4.4) and (4.5), it follows from Proposition 3.18 that (1) aν = bν+(dn), and (2) aν = 0
whenever ν + (dn) ∈Pn, where we assume that bν = 0 for ν ∈Pn. Since d  0 is arbitrary, we
conclude that aν = 0 for all ν ∈ Zn+ \Pn.
Case 2. Suppose that λ ∈ Zn+ is given and
S
A/B
λ − det
(
S
A/B
λi−i+j
)
1i,jn =
∑
ν∈Zn+
cνS
A/B
ν ,
for some cν ∈ Z. By the same argument as in Case 1, we also have
S
A/B
λ+(dn) − det
(
S
A/B
λi−i+j+d
)
1i,jn =
∑
ν∈Zn+
cνS
A/B
ν+(dn),
for all d  0. By Case 1, the left-hand side of the above equation is zero if d is sufficiently large,
and hence cν = 0 for all ν ∈ Zn+. This completes the proof. 
Example 4.6. Suppose that λ = (1,1). By Corollary 4.4, we have
H
A/B
(1,1) = SA/B(1,1) + SA/B(2,0) + SA/B(3,−1) + SA/B(4,−2) + · · · ,
H
A/B
(2,0) = SA/B(2,0) + SA/B(3,−1) + SA/B(4,−2) + · · · .
Hence, SA/B(1,1) = HA/B(1,1) −HA/B(2,0) = SA/B1 SA/B1 − SA/B2 SA/B0 = det(SA/Bλi−i+j )i,j=1.2.
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Now, let us describe the LR rule for A/B-semistandard tableaux. For μ ∈ PA/B,m and
ν ∈ PA/B,n, we introduce an algorithm of inserting an A/B-semistandard tableau of shape μ
into another one of shape ν together with its recording tableau in LRλμν for some λ ∈PA/B,m+n.
Theorem 4.7. For μ ∈PA/B,m and ν ∈PA/B,n, there exists a bijection
ρA/B : SSTA/B(μ)× SSTA/B(ν) →
⊔
λ∈PA/B,m+n
SSTA/B(λ)× LRλμν.
In terms of characters, we have SA/Bμ SA/Bν =∑λ∈PA/B,m+n cˆλμνSA/Bλ .
Proof. Let T1 = (T +1 , T −1 ) ∈ SSTA/B(μ) and T2 = (T +2 , T −2 ) ∈ SSTA/B(ν) be given. We define
a pair ρA/B(T1,T2) = (T,TR), where T = (T +, T −) ∈ SSTA/B(λ) and TR ∈ LRλμν for some
λ ∈PA/B,m+n, as follows.
Step 1. First, let us define T −. Suppose that
sh
(
T +1
)= (μ+ (dm))/ζ (1), sh(T +2 )= (ν + (dn))/ζ (2),
for some d > 0 and ζ (1) ∈ Pm, ζ (2) ∈ Pn. We may assume that d is sufficiently large. Then
sh(T −1 ) = (dm)/ζ (1), sh(T −2 ) = (dn)/ζ (2). We define
T − = ((T −1 )π ← (T −2 )π )π .
Then we have sh(T −) = (dm+n)/ζ for some ζ ∈Pm+n.
Step 2. Next, let us define T +. Consider (T −i ) for i = 1,2. Set η(i) = sh(T −i ) for i = 1,2.
Note that
η(1) = δmd
(
ζ (1)
)′
, η(2) = δnd
(
ζ (2)
)′
.
By Theorem 2.1, there exists a unique (S1, S2) ∈ SST [d](η(1))× SST [d](η(2)) such that
ρrow(S1, S2) =
(
Hη,
((
T −2
) → (T −1 ))R),
where η = sh((T −2 ) → (T −1 )). Since
((
T −2
) → (T −1 ))= ((T −1 )π ← (T −2 )π )t = ((T −)π )t = (T −),
we have η = δm+nd (ζ )′.
Set U1 = δdm(S1)t and U2 = δdn(S2)t . Then
sh(U1) = sh
(
δdm(S1)
)′ = δdm(δmd (ζ (1))′)′ = δdm(δdm((ζ (1))′))′ = ζ (1),
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(U2 → U1) =
(
δdn(S2)
t → δdm(S1)t
)= (δdm(S1) ← δdn(S2))t
= (δdm+n(S2 → S1))t by Theorem 3.5
= (δdm+n(Hη))t ,
and
sh(U2 → U1) = δdm+n(η)′ = δdm+n
(
δm+nd (ζ )
′)′
= δdm+n
(
δdm+n(ζ ′)
)′ = ζ.
Hence, (U2 → U1) ∈ SST [d]′(ζ ). Now, we set
Û1 = U1 ∗ T +1 ∈ SST [d]′∗A
(
μ+ (dm)),
Û2 = U2 ∗ T +2 ∈ SST [d]′∗A
(
ν + (dn)).
Then, we have
(Û2 → Û1) = (U2 → U1) ∗ T +,
for some T + ∈ SSTA((λ+ (dm+n))/ζ ) with λ ∈ Zm+n+ . We define
T = (T +, T −).
We can check that T does not depend on the choice of d , and T ∈ SSTA/B(λ).
Step 3. By Theorem 2.1, we have ((Û2 → Û1)R)t ∈ LR(λ+(dm+n))′(μ+(dm))′(ν+(dn))′ . We define
TR = [Q] ∈ LRλμν,
where [Q] is the element in LRλμν including ((Û2 → Û1)R)t (see (3.4)).
Since the construction of (T,TR) is reversible, ρA/B is a bijection. Note that wtA/B(T) =
wtA/B(T1)+ wtA/B(T2). This completes the proof. 
Example 4.8. Suppose that A= {a1 < a2 < a3 < · · ·} and B = {b1 < b2 < b3 < · · ·}, where all
the elements are of degree 0. Suppose that
T1 =
(
T +1 , T
−
1
)= ( a1 a2 a2 , b2
b3
)
∈ SSTA/B
(
(2,−1)),
T2 =
(
T +2 , T
−
2
)= ( a3 a4
a
,
b1
b b
)
∈ SSTA/B
(
(1,−1)).1 1 2
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T − = b1
b1 b2
b2 b3
.
Note that
(
T −1
) = b3 b2 , (T −2 ) = b2 b1b1 ,
and
(
T −2
) → (T −1 ) = b3 b2 b1b2 b1 , ((T −2 ) → (T −1 ))R = • • 11 2 .
Hence, if we put S1 = 1 2 and S2 = 1 12 , then S2 → S1 = H(3,2) and (S2 → S1)R =
((T −2 ) → (T −1 ))R . Now, we put
U1 = δ42(S1)t = 1 3 42 3 4 , U2 = δ
4
2(S2)
t = 2 3 43 4 ,
and
Û1 = U1 ∗ T +1 =
1 3 4 a1 a2 a2
2 3 4 ∈ SST [4]′∗A
(
(2,−1)+ (42)),
Û2 = U2 ∗ T +2 =
2 3 4 a3 a4
3 4 a1
∈ SST [4]′∗A
(
(1,−1)+ (42)).
Then we have
Û2 → Û1 =
1 2 3 4 a1 a2 a3 a4
2 3 4 a1
3 4 a2
3 4
,
(Û2 → Û1)R =
• • • • • • 4 5
• • • 3
1 2 3
1 2
.
Note that ((Û2 → Û1)R)t ∈ LR(8,4,3,2)′(6,3)′ (5,3)′ . Therefore,
T = (T +, T −)=
⎛
⎜⎜⎝
a1 a2 a3 a4
a1
a2
,
b1
b1 b2
b b
⎞
⎟⎟⎠ ,2 3
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TR =
⎡
⎢⎢⎢⎢⎢⎢⎣
• • 1
• 1
•
•
2
3
⎤
⎥⎥⎥⎥⎥⎥⎦
∈ LR(4,0,−1,−2)(2,−1)(1,−1)
(see Lemma 3.7).
4.3. Skew Littlewood–Richardson rule
Let us define A/B-semistandard tableaux of skew shapes, and describe their skew LR rule.
We also show that the skew LR rule for A/B-semistandard tableaux is completely determined
by the LR rule of rational [n]-semistandard tableaux.
Definition 4.9. For λ and μ ∈ Zn+, an A/B-semistandard tableau of skew shape λ/μ is a pair of
tableaux (T +, T −) such that
T + ∈ SSTA
((
λ+ (dn))/ν), T − ∈ SSTB((μ+ (dn))/ν),
for some integer d  0 and ν ∈Pn satisfying (1) λ+ (dn),μ+ (dn) ∈Pn, and (2) ν ⊂ λ+ (dn),
μ+ (dn).
We denote by SSTA/B(λ/μ) the set of all A/B-semistandard tableaux of skew shape λ/μ.
Note that SSTA/B(λ/0n) = SSTA/B(λ). The character of SSTA/B(λ/μ) is defined similarly, and
denoted by SA/Bλ/μ .
To discuss the skew LR rule, we need to consider a rectangular complement of a Littlewood–
Richardson tableau, which is given in the following lemma.
Lemma 4.10. Suppose that λ,μ and ν ∈Pn are given. For p  μ1 and q  ν1, there exists a
bijection δnp,q : LRλμν → LR
δnp+q (λ)
δnp(μ) δ
n
q (ν)
.
Proof. Suppose that LRλμν is non-empty, and Q ∈ LRλμν is given. Then τ(Q) ∈ LRλ′μ′ν′ , where
τ is the map given in Corollary 2.5(3). By Theorem 2.1, there exists a unique pair (T1, T2) ∈
SST [n](μ)× SST[n](ν) such that (T2 → T1) = Hλ and ((T2 → T1)R)t = τ(Q). Now, we define
δnp,q(Q) =
(
δnp(T1) ← δnq (T2)
)
R
,
where p  μ1 and q  ν1. By Theorem 3.5, (δnp(T1) ← δnq (T2)) = δnp+q(T2 → T1) = δnp+q(Hλ),
and hence δnp,q(Q) ∈ LR
δnp+q (λ)
δnp(μ) δ
n
q (ν)
.
It is not difficult to check that the correspondence Q → δnp,q(Q) is reversible and hence δnp,q
is a bijection. 
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JA/B : SSTA/B(λ/μ) →
⊔
ν∈PA/B,n
SSTA/B(ν)× LRλ/μν .
In terms of characters, we have SA/Bλ/μ =
∑
ν∈PA/B,n c
λ
μνS
A/B
ν .
Proof. To each T = (T +, T −) ∈ SSTA/B(λ/μ), we will associate a pair JA/B(T) =
(j (T), j (T)R) ∈ SSTA/B(ν)× LRλ/μν for some ν ∈PA/B,n.
First, consider (T −)π . Suppose that sh((T −)π ) = α/β for some α,β ∈Pn. In fact, one may
assume that β = δnr (μ+ (pn)), where p = max{−μn,0} and r = μ1 + p.
Applying Corollary 2.5(1) to (T −)π , we have
J
((
T −
)π )= (j((T −)π ), j((T −)π )
R
) ∈ SSTBπ (γ )× LRαγ β,
for some γ ∈Pn. We define
T̂ − = j((T −)π )π .
Note that sh(T̂ −) = γ π .
Next, consider Q = θ(j ((T −)π )R) ∈ LRαβ γ , where θ is the map given in Corollary 2.5(2). If
we put q = γ1, then by Lemma 4.10 we have
δnr,q(Q) = Q∨ ∈ LR
δnr+q (α)
δnr (β) δ
n
q (γ )
.
By definition of α and β , we can check the following facts:
(1) sh(T +) = (λ+ ((p + q)n))/δnr+q(α),
(2) δnr (β) = μ+ (pn),
(3) Q∨ ∗ T + ∈ SSTN∗A((λ+ ((p + q)n))/(μ+ (pn))).
Since j (Q∨) = Hδnq (γ ) by Theorem 2.3 (3), we obtain
J
(
Q∨ ∗ T +)= (Hδnq (γ ) ∗ T̂ +, Q̂ ),
where
(1) T̂ + ∈ SSTA((ν + (qn))/δnq (γ )) for some ν ∈ Zn+,
(2) Q̂ ∈ LRλ+((p+q)n)ν+(qn)μ+(pn).
Now, we define
j (T) = (T̂ +, T̂ −).
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element in LRλ/μν containing Q̂ (see (3.2)).
Since our construction is reversible, the correspondence T → (j (T), j (T)R) is bijective.
Moreover, we obtain the corresponding identity from the characters of the both sides since
wtA/B(T) = wtA/B(j (T)) for all T ∈ SSTA/B(λ/μ). This completes the proof. 
Corollary 4.12. For λ ∈ Zn+, we have SA/B0n/λ = S
A/B
λ∗ .
Proof. By Theorem 4.11, it suffices to show that c0nλμ = 1 if μ = λ∗, and 0 otherwise. Note
that c0nλμ = N((p+q)
n)
λ+(pn)μ+(qn) for sufficiently large p,q > 0, whenever λ + (pn),μ + (qn) ∈ Pn
and λ + (pn) ⊂ ((p + q)n). Fix such p and q . Then it is not difficult to see that there exists a
unique Littlewood–Richardson tableau Q of shape (p + q)n/(λ + (pn)), whose content should
be δnp+q(λ+ (pn)). Hence, we have μ+ (qn) = δnp+q(λ+ (pn)) = λ∗ + (qn), which implies that
μ = λ∗. 
5. Representations of infinite-dimensional Lie superalgebras
5.1. Fock space representations of ĝl∞|∞
We assume that the ground field is C. Let 12Z = {n2 | n ∈ Z} be a Z2-graded set with ( 12Z)0 = Z
and ( 12Z)1 = 12 + Z. A linear ordering on 12Z is given as the ordinary one. Let C∞|∞ be the
associated superspace with a basis {k | k ∈ 12Z}. Let gl∞|∞ be the space of complex matrices
(aij )i,j∈ 12 Z such that aij = 0 for |i − j |  0. Since a matrix in gl∞|∞ can be viewed as a linear
transformation of C∞|∞, gl∞|∞ is naturally endowed with a Z2-grading, and becomes a Lie
superalgebra (cf. [16]). For i, j ∈ 12Z, we denote by eij the elementary matrix with 1 at the ith
row and the j th column and 0 elsewhere.
Let ĝl∞|∞ = gl∞|∞ ⊕ CK be a central extension of gl∞|∞ with respect to the two-cocycle
α(A,B) = str([J,A]B) (A,B ∈ gl∞|∞), where J =
∑
r0 err , and str is the supertrace defined
by str((aij )) =∑i∈ 12 Z(−1)2iaii . We have a triangular decomposition ĝl∞|∞ = n+ ⊕ h ⊕ n−,
where h is the subalgebra spanned by all diagonal matrices and K , and n+ (respectively n−) is
the subalgebra of all strictly upper (respectively lower) triangular matrices. With this, one can
define a Verma module M(Λ) of ĝl∞|∞ with highest weight Λ ∈ h∗. Then we denote by L(Λ)
the unique irreducible quotient of M(Λ) with highest weight Λ. If we define deg eij = j − i
for i, j ∈ 12Z, then ĝl∞|∞ becomes a 12Z-graded Lie superalgebra. And if we define the degree
of the highest weight vector in L(Λ) to be 0, then L(Λ) is also naturally 12Z-graded L(Λ) =⊕
k∈ 12 Z L(Λ)k . We say that L(Λ) is quasi-finite if dimL(Λ)k is finite for all k ∈
1
2Z (cf. [17]).
For n  1, let Fn be the infinite-dimensional Fock space generated by n pairs of free fermi-
ons and n pairs of free bosons (see [6,16] for a detailed description). Under natural commuting
actions of ĝl∞|∞ and gln on Fn, Cheng and Wang proved the following multiplicity-free decom-
position.
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Fn 
⊕
λ∈Zn+
L
(
Λ(λ)
)⊗Ln(λ),
where Ln(λ) is the irreducible rational representation of gln corresponding to λ, and L(Λ(λ)) is
the quasi-finite irreducible highest weight representation of ĝl∞|∞ with highest weight Λ(λ) ∈ h∗
determined by
Λ(λ)(ekk) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
max{λ′k − k,0}, if k ∈ Z>0,
−max{λ′k−1 + k,0}, if k ∈ Z0,
max{λ
k+ 12 − k +
1
2 ,0}, if k ∈ 12 + Z0,
−max{−λ
n+k+ 12 + k −
1
2 ,0}, if k ∈ − 12 − Z0 ,
Λ(λ)(K) = n
(λ′i is the number of nodes in the ith column of λ for i ∈ Z \ {0}).
For k ∈ 12Z, let ωk ∈ h∗ be the weight given by ωk(ell) = δkl (l ∈ 12Z) and ωk(K) = 0, and
let xk = eωk be formal variables. Then we can define the character of L(Λ(λ)) (λ ∈ Zn+) with
respect to the action of the abelian subalgebra
⊕
k∈ 12 Z Cekk . Now, we obtain a new combinatorial
realization of chL(Λ(λ)).
Theorem 5.2. Suppose that A= ( 12Z>0)′ and B = ( 12Z0)′. For λ ∈ Zn+, we have
chL
(
Λ(λ)
)= SA/Bλ ,
where xA = {eωk | k ∈ 12Z>0} and xB = {eωk | k ∈ 12Z0}.
Proof. We can check that the left-hand sides of the character identities of the RSK correspon-
dence in Corollary 4.3 and the Fock space decomposition in Theorem 5.1 (see (3.7) in [3]) are
equal. Comparing the right-hand sides of these two identities, we conclude that chL(Λ(λ)) =
S
A/B
λ from the linear independence of rational Schur polynomials. 
Remark 5.3. (1) For λ ∈ Zn+, the tableau Tλ in SSTA/B(λ), which corresponds to the highest
weight vector in L(Λ(λ)) can be found easily. For example, if λ = (4,3,2,−2,−3), then Tλ
is determined by filling the generalized Young diagram λ in the following pattern (and splitting
into two parts)
Tλ =
⎛
⎜⎜⎜⎜⎜⎝
1
2
1
2
1
2
1
2
1 32
3
2
1 2 , −1 0
− 12 − 12 0
⎞
⎟⎟⎟⎟⎟⎠ .
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2
+2ω1 +4ω 1
2
−2ω0 −2ω− 12 −ω−1 +5Λ0, where Λ0 ∈ h
∗
is defined by Λ0(ekk) = 0 for all k ∈ 12Z, and Λ0(K) = 1.
(2) The formula given in Proposition 3.14 and the LR rule for SA/Bλ in Theorem 4.7 recovers
the results in [3].
(3) Theorem 4.5 yields the Jacobi–Trudi type formula for chL(Λ(λ)). Note that it is a
consequence of the Howe duality in Theorem 5.1. Also, Jacobi–Trudi type formulas for other
infinite-dimensional Lie superalgebras were obtained in [24] using Howe duality.
We can also explain the irreducible highest weight representations of ĝl∞ appearing in Fock
space representations. Let gl∞ be the subalgebra of gl∞|∞ consisting of matrices (aij )i,j∈ 12 Z
such that aij = 0 unless i, j ∈ Z. Put ĝl∞ = gl∞ ⊕ CK , which is an infinite-dimensional Lie al-
gebra. The triangular decomposition is naturally induced from ĝl∞|∞, say, ĝl∞ = n0+ ⊕h0 ⊕n0+.
As in the case of ĝl∞|∞, we can define the Verma module M0(Λ), and the irreducible highest
weight module L0(Λ) for Λ ∈ (h0)∗. The weights ωk (k ∈ Z) and Λ0 are still available.
For n 1, let Fn+ (respectively Fn−) be the Fock space generated by n pairs of free fermions
(respectively bosons). The following dualities on Fn+ and Fn− were established by Frenkel [8],
and Kac and Radul [18], respectively (see also [9,31]).
Theorem 5.4. As a (ĝl∞,gln)-module, we have the following decompositions:
Fn± 
⊕
λ∈Zn+
L0
(
Λ±(λ)
)⊗Ln(λ),
where L0(Λ±(λ)) is the irreducible ĝl∞-module with highest weight Λ±(λ) ∈ (h0)∗ and central
charge ±n (the explicit descriptions of Λ±(λ) can be found in [8,18]).
By similar arguments as in Theorem 5.2, we obtain the following.
Theorem 5.5. Suppose that A= Z>0 and B = Z0. For λ ∈ Zn+, we have
chL0
(
Λ+(λ)
)= SA′/B′λ , chL0(Λ−(λ))= SA/Bλ .
Remark 5.6. The Jacobi–Trudi type formula for chL0(Λ+(λ)) was also observed in [9].
5.2. Grothendieck groups
For n 1, let Rn be the Grothendieck group of the category of finite-dimensional represen-
tations of gln. We may view Rn (n  1) as the free Z-module spanned by the rational Schur
polynomials sλ = sλ(x[n]) for λ ∈ Zn+. For convenience, we assume that Z0+ = {∅}, s∅ = 1, where
∅ is the empty partition, and R0 = Z. Let R =⊕n0Rn. If we identify an element in R ⊗R
with a function in two sets of variables xN and yN, then there exists a natural comultiplication
Δ :R → R ⊗ R defined by Δ(sλ(x[n])) =∑p+q=n sλ(x[p],y[q]) for λ ∈ Zn+ (n  0), where
p,q  0 and y[q] = {xp+1, . . . , xn}. By (3.3), we have
Δ(sλ) =
∑
cˆλμνsμ ⊗ sν, (5.1)
μ,ν
J.-H. Kwon / Advances in Mathematics 217 (2008) 713–739 737where the sum is taken over all μ ∈ Zp+ and ν ∈ Zq+ such that p + q = n (p,q  0). Also, the
counit ε :R → Z is the Z-linear map which vanishes on Rn for n 1 with ε(1) = 1. Note that Δ
preserves the grading, that is, Δ(Rn) ⊂ (R ⊗R)n =⊕p+q=nRp ⊗Rq . Hence R is a graded
cocommutative coalgebra over Z (cf. [33]).
Let R∗ = ⊕n0R∗n be the graded dual of R, where R∗n = HomZ(Rn,Z). For λ ∈ Zn+
(n 0), let σλ be the element in R∗ such that σλ(sμ) = δnn′δλμ for μ ∈ Zn′+ . Note that ε = σ∅.
By abuse of notation, we may write ϕ =∑λ ϕ(sλ)σλ for ϕ ∈R∗.
Since R is a cocommutative coalgebra over Z, R∗ naturally becomes a graded commutative
Z-algebra with the multiplication Δ∗ given by
Δ∗
(∑
μ
aμσμ ⊗
∑
ν
bνσν
)
=
∑
λ
(∑
μ,ν
aμbνcˆ
λ
μν
)
σλ (5.2)
where we assume that cˆλμν = 0 unless λ ∈ Zp+q+ , μ ∈ Zp+ and ν ∈ Zq+ (p,q  0). Note that∑
μ,ν aμbνcˆ
λ
μν is a well-defined integer since there exist only finitely many μ and ν’s such that
cˆλμν 	= 0 (see (3.3)).
From now on, we assume that g = ĝl∞|∞ or ĝl∞. For λ ∈ Zn+ (n  1), we denote by Lλ
the irreducible g-module corresponding to λ discussed in 5.1 (that is, Lλ is one of L(Λ(λ)),
L0(Λ±(λ))), and put L∅ = C, the trivial one-dimensional representation. For n  0, let On be
the category of g-modules isomorphic to
⊕
λ∈Zn+ L
⊕mλ
λ for some mλ ∈ Z0.
Lemma 5.7. For V ∈Om and W ∈On, we have V ⊗W ∈Om+n.
Proof. We may assume that m,n > 0. From Theorems 5.1 and 5.4, it follows that for μ ∈ Zm+ and
ν ∈ Zn+, Lμ ⊗Lν ⊂ Fm+n (or Fm+n± ) is completely reducible and Lμ ⊗Lν ∈Om+n. Suppose
that V =⊕μ∈Zm+ L ⊕aμμ , and W =⊕ν∈Zn+ L ⊕bνν for some aμ and bν ∈ Z0. Then V ⊗ W is
completely reducible, and the multiplicity of Lλ (λ ∈ Zm+n+ ) in V ⊗W is
∑
μ,ν aμbνcˆ
λ
μν ∈ Z0
by Theorem 4.7. Hence, V ⊗W ∈Om+n. 
Let K(g) = ⊕n0 K(On) be the direct sum of the Grothendieck groups of On. By
Lemma 5.7, K(g) naturally becomes a commutative Z-algebra with the multiplication given
tensor product. We denote by [V ] ∈ K(On) the isomorphism class of V ∈On.
For n 0, we define a Z-linear map χn :R∗n → K(On) by
χn(ϕ) =
[ ⊕
λ∈Zn+
L ⊕ϕ(sλ)λ
] (
ϕ ∈R∗n
)
.
Theorem 5.8. (Cf. [32].) Under the above hypothesis, the Z-linear map χ = ⊕n0 χn :
R∗ → K(g) is an isomorphism of commutative Z-algebras.
Proof. It follows from Theorems 5.2, 5.5, and 4.7. 
Let us end this section with a remark on an involution on R∗. We define a Z-linear map
ω :R∗ →R∗ by ω(∑λ aλσλ) =∑λ aλσλ∗ , for ∑λ aλσλ ∈R∗, where σ∅∗ = σ∅. It is clear that
ω is an isomorphism of Z-modules.
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∗
μ∗ ν∗ for λ ∈ Zm+n+ ,μ ∈ Zm+, and ν ∈ Zn+.
Proof. Given λ ∈ Zn+, let p,q be sufficiently large positive integers such that λ + (pn), λ∗ +
(qn) ∈Pn. Then we can check that δp+qn ((λ+ (pn))′) = (λ∗ + (qn))′ as Young diagrams. Now,
suppose that λ ∈ Zm+n+ ,μ ∈ Zm+, ν ∈ Zn+ are given, and p,q are sufficiently large positive inte-
gers. Then, the required bijection comes from the following one-to-one correspondences:
LRλμν
1−1←→ LR(λ+(pm+n))′
(μ+(pm))′(ν+(pn))′
1−1←→ LRδ
p+q
m+n((λ+(pm+n))′)
δ
p+q
m ((μ+(pm))′)δp+qn ((ν+(pn))′) by Lemma 4.10
= LR(λ∗+(qm+n))′
(μ∗+(qm))′(ν∗+(qn))′
1−1←→ LRλ∗μ∗ν∗ . 
Therefore, it follows from (5.2) that
Proposition 5.10. ω is an involution of R∗ as a Z-algebra.
Remark 5.11. The map θ :R →R sending sλ(x[n]) to sλ(x−1[n]) for λ ∈ Zn+ with θ(1) = 1, is an
automorphism of a coalgebra over Z. In fact, θ(sλ(x[n])) = sλ∗(x[n]), and ω is the map induced
from θ . From (3.3) and the linear independence of rational Schur polynomials, it follows directly
that cˆλμν = cˆλ∗μ∗ ν∗ for λ ∈ Zm+n+ ,μ ∈ Zm+, ν ∈ Zn+, while Lemma 5.9 gives a bijective proof of this.
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