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摘要：由于作者归属问题较为复杂，采用传统自然语言处理模型难以完成作者识别．为了深入挖掘作者归属问题，首先
采用降噪自编码器深度模型提取文本结构特征，再采用支持向量机分类器完成作者识别．模型的优势在于能够考虑未
知文本特征的噪声多样性和复杂性，且能够重构添加噪声的原始文本输入．将该方法应用于吴承恩、王廷陈、薛蕙等人
的诗词作者识别，识别准确率最高为７８．２％，验证了该方法的有效性，进一步将该方法应用于《西游记》诗词作者识别．
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　　作者识别是从给定的一系列作者中确定未知文
本的作者．在机器学习角度下，该问题可以转化为文
本风格的多分类问题，即将每个作者的文本作为一个
类别，通过风格特征进行分类．作者风格特征是指在
同一作者文本中稳定出现且特有的模式．
文本风格和作者识别研究可以追溯到１９世纪６０
年代，Ｍｅｎｄｅｎｈａｌ［１］以不同长度词汇的频率分布作为不
同作者的特征形式．在２０世纪中叶，许多统计学方法被
用来衡量写作风格，包括齐普夫（Ｚｉｐｆ）分布和Ｙｕｌｅ相关
系数．Ｍｏｓｔｅｌｅｒ等［２］最早以常用功能词为文本风格特征
应用贝叶斯统计方法分析进行现代作者识别．
目前已提出很多体现文本风格的可量化的语言
结构特征［３］，包括词汇丰富度［４］、虚词使用频率［５－７］、高
频词［６］、成词率［３］、词共现网络［８］、网络嵌入［９］、基于词
的多元文法［５，７］特征，而对中文诗词和文言文的作者
识别目前研究较少．施建军［６］以４４个文言虚字使用频
率为特征，采用支持向量机模型对《红楼梦》作者进行
研究．肖天久等［７］以独有词、虚词及词类的多元文法
进行聚类，通过计算相似度对《红楼梦》作者进行分
析．易勇等［１０］以诗词向量空间模型为特征，提出基于
机器学习的朴素贝叶斯方法对李白和杜甫的作品的
作者进行判别．
如今，深度学习模型已经成功应用于不同自然语
言处理任务，在各项识别任务上优于现有方法，为作
者识别问题的研究提供了新方法．在作者识别研究中
传统机器学习方法虽然取得了较好的结果，但是仍然
存在缺陷，例如在特征工程中较难提取到能够很好表
征不同作者写作风格的特征，而特征的选择将直接影
响分类结果．相较于基于统计的特征提取方法［１０］，对
相同诗词流派的作者识别问题，神经网络在训练过程
中能够充分学习到不同作者的用词分布特征和结构
特征，降噪自编码器（ＤＡＥ）模型［１１］是神经网络中常用
的文本特征提取方法，该模型在经过编码和解码后能
够同时将这些特征进行融合，从少量的数据中获取更
高级特征，能够得到更好的识别效果．因此，本研究将
采用ＤＡＥ模型提取编码特征，通过无监督学习预训
练模型得到高阶特征向量，从量化计算角度分析作者
归属问题．
１　整体分析流程和实现
本研究的分析流程如图１所示，首先进行特征提
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取，特征提取是从文本中提取能够代表文本风格的特
征，并将这些特征量化为特征向量用以进行计算．目
前已经提出了很多文本风格特征，本研究采用高频字
和５３个文言虚词使用频率，这２种特征在前人的工作
中采用［５－７］，且被证明在作者识别任务中具有明显效
果［１２］．高频字特征可以反映作者在写诗词时的常用字
词，从侧面反映作者的用字灵活程度；虚词主要包括
介词、连接词、助词、语气词及副词等，与作品主题无
关，是作者在长期写作过程中形成的习惯用词方式，
因此在文本风格分析中多被使用．
第二步进行特征选择，特征选择是用于去除冗余
特征和保留那些能够高度表征文本风格的特征，以达
到避免过度拟合、提高准确率和减少训练时间的效
果．本研究选取基于使用频率的方法，即选择在语料
库中出现次数最多的Ｎ 个特征．
特征确定之后，对样本进行量化得到所有样本
的特征向量，将其作为模型输入进行特征学习，再采
用不同的解码器预训练ＤＡＥ，然后将选择的频率特
征输入微调后的分类神经网络模型，进行降维提取
编码特征，最后比较编码特征与现有特征的分类准
确率．
最后进行分类训练和测试，支持向量机在解决小
样本、高维特征模式识别中表现出很多特有优势，且
算法简单，有很好的鲁棒性［５－６，１３］，因此在很多研究中
被广泛应用．本研究采用基于径向基核函数的支持向
量机分类器．
图１　作者识别流程
Ｆｉｇ．１ Ｔｈｅ　ｐｒｏｃｅｓｓｉｎｇ　ｏｆ　ｔｈｅ　ａｕｔｈｏｒｓｈｉｐ　ｉｄｅｎｔｉｆｉｃａｔｉｏｎ
２　ＤＡＥ
２．１　ＤＡＥ无监督训练过程
由于ＤＡＥ在输入值中加入人工噪声，使其从带
噪声的数据中学习到目标数据的特征，更能抗噪声干
扰，所以ＤＡＥ的泛化能力比自编码器更好．该模型由
两部分组成：编码器和解码器，编码器在输入层和隐
含层之间，而解码器位于隐含层和输出层之间．下面
将介绍ＤＡＥ的训练过程，如图２所示．
１）为了提升模型的泛化能力，添加噪声到输入
ｘ∈Ｒｄ，ｄ是输入向量维度，将ｘ转换为 槇ｘ，使其更符
合实际．以２种方式对模型输入添加噪声，即服从参
数为ｐ的伯努利分布噪声和高斯噪声．
２）用非线性转换方程ｆｅｎ将 槇ｘ编码到隐含层输出
ｙ＝ （ｙｉ），
ｙｉ＝ｆｅｎ（ｔｉ），
其中：ｙ∈Ｒｈ；ｆｅｎ为编码方程，本文中采用ｓｉｇｍｏｉｄ函
数；ｔｉ为ｔ的第ｉ个元素，ｔ＝Ｗｅｎ 槇ｘ＋ｂｅｎ，Ｗｅｎ∈Ｒｈ×ｄ为
编码层的权重矩阵，ｂｅｎ为偏置量．
３）隐含层输出向量ｙ通过解码层重构输出值
ｚ＝（ｚｉ），
ｚｉ＝ｆｄｅ（ｔｉ′），
其中：ｚ∈Ｒｄ；ｆｄｅ为解码方程，本研究采用线性解码
函数和ｓｉｇｍｏｉｄ函数进行对比；ｔｉ′为ｔ′的第ｉ个元素，
ｔ′＝Ｗｄｅｙ＋ｂｄｅ，Ｗｄｅ∈Ｒｄ×ｈ为解码层的权重矩阵，与编
码层权重共享，即Ｗｄｅ＝ＷｅｎＴ，ｂｄｅ为偏置量．
４）ＤＡＥ的目标是提取优化特征，它能够从 槇ｘ中
鲁棒地得到，并且可以重构输出值ｚ，使其尽可能恢
复出真实输入值ｘ．计算过程中通过损失函数计算
重构 误 差，再 利 用 反 向 传 播 优 化 参 数．当 采 用
ｓｉｇｍｏｉｄ解码器时，损失函数采用交叉熵，
ｃｏｓｔ＝－１ｄ∑
ｄ
ｉ＝１
ｘｉｌｏｇ（ｚｉ）＋（｜１－ｘｉ｜）ｌｏｇ（｜１－ｚｉ｜）；
当采用线性解码器时，损失函数采用均方误差，
ｃｏｓｔ＝ １２ｄ‖ｘ－ｚ‖
２．
图２　ＤＡＥ结构
Ｆｉｇ．２ Ｔｈｅ　ａｒｃｈｉｔｅｃｔｕｒｅ　ｏｆ　ＤＡＥ
２．２　有监督微调训练
经过无监督训练后，隐含层学习获得了能够很好
表征输入数据的编码特征，但是ＤＡＥ模型并不能实
现分类，需要在分类器的训练下实现数据分类．因此，
通过添加逻辑回归分类器对预训练的参数进行微调，
如图３所示，训练过程如下：
１）在ＤＡＥ的编码层后添加逻辑回归层．
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２）用预训练模型编码层权重初始化该神经网络
对应层权重．
３）用带标签的数据微调神经网络参数，避免出现
局部最优．
Ｔ＝ｆｓｕｐ（ｑ），
其中：Ｔ为全连接层的输入；ｆｓｕｐ为线性激活函数；ｑ＝
Ｗｙ＋ｂ，Ｗ ∈Ｒｈ×ｃ为全连接层权重矩阵，ｂ为偏置量．
根据Ｔ可求得预测分类概率矩阵ｐｐｒｅｄ，
ｐｐｒｅｄｉ ＝
ｅＴｉ
∑
ｃ
ｉ＝１ｅ
Ｔｉ
，
其中ｃ为最终分类个数．
经过无监督预训练和有监督微调后，将每个输
入值ｘ输入分类神经网络提取特征，最终作为编码
特征．
图３　分类神经网络微调
Ｆｉｇ．３ Ｆｉｎｅ－ｔｕｎｉｎｇ　ｏｆ　ａ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ　ｆｏｒ　ｃｌａｓｓｉｆｉｃａｔｉｏｎ
３　实　验
为避免因为文本体裁不同造成的影响，本研究首
先选取《吴承恩诗文集》［１４］中部分诗词及与吴承恩同
一时期的其他三位代表性的人物诗集作品包括王廷
陈《梦泽集》［１５］、薛蕙《考功集》［１６］、杨慎《升庵集》［１７］对
模型进行训练和测试，用以验证模型的有效性；再对
世德堂本章回小说《西游记》中诗词部分（去除描写人
物和打斗诗词）共３８８首进行作者识别，为了使样本
均衡，取每个作者作品集中部分诗词，诗词样本数量
如表１所示．本研究选择虚词如下：焉、兮、于、因、在、
乎、以、虽、与、使、未、又、况、犹、的、是、至、几、莫、了、
便、勿、惟、皆、自、空、却、着、且、不、方、如、若、即、为、
矣、倘、纵、己、曾、则、乃、其、而、何、尚、所、之、者、也、
仍、自、非［１８－２０］．
表１　样本统计信息
Ｔａｂ．１　Ｓａｍｐｌｅ　ｓｔａｔｉｓｔｉｃｓ
作品 样本数量 用字数
《吴承恩诗文集》 ６４４　 １５　８０８
《梦泽集》 ６７０　 １７　０７４
《考功集》 ６３７　 １３　２８０
《升庵集》 ６３７　 １４　０１２
《西游记》 ３８８　 ２２　７２８
　　语料库确定之后，统计所有用字，并以使用次数
最多的方法选择高频字和上述选用的虚字作为特征，
再用词袋模型构建每个样本的特征向量ｘ，最终所有
样本的特征向量作为训练该问题的数据集．采用５
折交叉验证方法，将数据集随机分为５份，其中每份
轮流作为测试集用以评估分类效果；其余４份为训
练集；每个组合独立训练，最终对５次测试结果取平
均值即为最终结果．实验训练步骤为首先采用ＤＡＥ
模型把每个样本的特征向量ｘ作为输入，ｚ为经过模
型还原的样本特征向量，训练的目标是使得ｚ尽可能
地接近原样本特征向量ｘ，最终获得降维后能够表
征作者文本风格的低维向量ｙ，ＤＡＥ模型训练好后
再经过分类神经网络微调ＤＡＥ模型编码层参数．所
有训练结束后把全部数据集使用分类神经网络模型
映射为编码特征，然后比较现有特征和编码特征的
分类准确率．表２列出了 ＤＡＥ网络结构的相关
参数．
表２　神经网络的超参数
Ｔａｂ．２　Ｌｉｓｔ　ｏｆ　ｈｙｐｅｒｐａｒａｍｅｔｅｒｓ　ｆｏｒ　ｔｈｅ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ
隐含层
节点数
预训练
迭代次数
预训练
学习率
微调
学习率
噪声
级别
５００　 ５０　 ０．００１　 ０．０１　 ０．３
３．１　编码特征和频率特征的结果比较
本节将比较编码特征与频率特征的分类准确率．
分别提取４位诗人诗词作品中的虚字和高频字使用
频率特征，ＤＡＥ解码层采用线性激活函数，然后用本
研究提出的方法提取编码特征，通过支持向量机方法
比较频率特征和编码特征的分类指标，如图４所示．
图４（ａ）显示当采用不同特征维数时，采用两种特征的
分类准确率，可以看出随特征维数的增大准确率整体
上呈上升趋势，且编码特征的准确率明显优于使用频
率特征．图４（ｂ）为当特征维数为１　６５０时，采用２种特
·６８８·
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图４　编码特征和频率特征结果比较
Ｆｉｇ．４ Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ｔｈｅ　ｒｅｓｕｌｔｓ　ｏｆ　ｃｏｄｅ
ｆｅａｔｕｒｅ　ａｎｄ　ｆｒｅｑｕｅｎｃｙ　ｆｅａｔｕｒｅ
征对吴承恩进行分析得出分类指标，包括精确率、召
回率和Ｆ１分数，结果显示编码特征在各项指标均优
于频率特征．综合分析表明采用本研究提出的方法得
到的编码特征效果优于频率特征．接下来考虑不同
ＤＡＥ超参数设置对结果的影响．
３．２　不同解码器的结果比较
本研究通过在ＤＡＥ解码层采用线性解码器和非
线性ｓｉｇｍｏｉｄ解码器比较两者对准确率的影响．如图５
所示，当特征维数较小时，两者准确率相差不大，随着
特征维数增加，线性解码器对结果的提升越来越明
显．特征维数为１　４００时，非线性ｓｉｇｍｏｉｄ解码器的准
确率达到最大值，之后随着特征维数增加准确率逐渐
趋于稳定．当特征维数为１　６５０时，线性解码器的准确
率达到最大值．因此当采用线性解码器时，可以对更
高维数的特征进行处理，且准确率更高．
３．３　不同隐含层节点数的结果比较
ＤＡＥ中隐含层节点数为编码特征的维数，可以提
图５　线性解码器和非线性解码器分类结果比较
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取输入特征的更具代表性的特征，同时可以降低输入
特征的维数，减少冗余特征，但降噪自编码器同时能
够考虑到特征之间的非线性关系．如图６所示，当隐
含层节点数太少时，不能很好地表征输入特征，导致
模型数据重构能力降低，同时也会降低最终的识别准
确率；当隐含层节点数过多时，会导致提取到的特征
同时也学习到了噪声的特性，降低编码特征的抗噪性
能，预测准确率下降．
图６　当特征维数为１　６５０时，
比较采用不同隐含层节点数的准确率
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ｌａｙｅｒ　ｗｈｅｎ　ｆｅａｔｕｒｅ　ｄｉｍｅｎｓｉｏｎ　ｉｓ　１　６５０
４　《西游记》中诗词预测结果讨论
《西游记》作者问题从小说问世到现在争议不断，
研究者主要围绕文献记载和小说内容进行分析，集中
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讨论作者是否为吴承恩，同时也提出了其他怀疑作
者．杜贵晨等［２１］对该问题做了详细描述，并指出根据
近２０年国内外研究结果，吴承恩说已经很难使学术
界达成共识．
由于吴承恩遗留的小说作品仅有《西游记》，其他都
是不同体裁的短篇文章，无法为本研究提供充足的训练
预料，因此本研究仅对《西游记》中的诗词进行了作者判
别．通过第３节分析，选取准确率最高的３种训练模型
参数设置，对应３种特征维数分别为１　６５０，１　７００，
１　８００，解码器均为线性激活函数，编码特征维数隐含节
点数均为１　１００．利用《吴承恩诗文集》的训练模型对《西
游记》诗词进行预测，同样采用五折交叉验证，每次训练
后均给出预测结果，最终每首诗对应１５个预测结果，
计算每首诗属于吴承恩的概率值，给出了《西游记》中
诗词作者属于吴承恩的概率分布，如图７所示．
图７　吴承恩所作诗词概率分布
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从图７可以看出，其中有１８０首预测概率为０，说
明这些诗词没有出现与《吴承恩诗文集》中用到高频
词和虚词；预测概率大于０小于５０％的诗词有１３６
首；大于５０％的诗词有７２首，占选出的《西游记》诗词
总数为１８．６％，其中预测概率为９０％以上的诗词数量
仅有２７首．从分析结果可以看出，从诗词角度，《西游
记》中诗词与吴承恩的诗词存在相似之处，但数量
不多．
同时，通过提取神经网络中分类权重较高的特征
发现，西游记中较多出现数量词、景色相关字如“一”、
“千”、“万”、“花”、树木等；吴承恩诗词中多出现与自
然现象相关的字如“凤”、“云”、“日”、“月”等．从用词
习惯可以看出不同作者在写诗词时寄托的事物和表
现程度所采用的方式各有不同．
本研究同时通过每回目对应的诗词预测概率求
和除以诗词总数，从诗词角度出发得出《西游记》各回
目中诗词作者是吴承恩的相关概率，如图８所示．图
中，Ｘ 轴表示回目序号，Ｙ 轴表示各回目中预测为吴
承恩诗词数量与对应回目所选取诗词数量之比，Ｚ轴
表示预测诗词作者为吴承恩的概率．从图中可以看出
概率较高的回目集中在开始回目和最后几个回目，同
时预测的诗词数量在这些回目中所占比例也较高．从
回目与相关概率的关系中可以看出，吴承恩与开头和
结尾回目相关概率较大，但回目之间差别较大；与中
间部分回目的相关概率较小，但回目之间差别较小；
同时存在回目间隔相关，即全书间断性出现与吴承恩
没有相关性回目．通过上述分析表明，在《西游记》诗
词创作方面吴承恩的写作风格贯穿整部小说，但整体
相关概率较小．
图８　各回目与吴承恩的相关概率
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５　结　论
本研究提出了基于ＤＡＥ特征学习的作者识别方
法，采用ＤＡＥ深度模型融合文本结构特征和用词特
征提取到作者的用词之间的网络权重特征，再采用支
持向量机分类进行作者识别，将该方法应用于吴承
恩、王廷陈、薛蕙等同一时期诗人的诗词作者识别，识
别准确率最高为７８．２％，验证了该方法的有效性．除
此之外，本研究还对比了线性解码器和ｓｉｇｍｏｉｄ解码
器对分类准确率的影响，结果表明线性解码器较解码
器更有优势．对比了ＤＡＥ隐含层不同节点数对结果
的影响，分析表明合适的隐含层节点数选择可以提升
模型的鲁棒性．最后，通过本研究提出的方法对《西游
记》中的诗词作者归属问题进行了实验，给出了《西游
记》中诗词作者属于吴承恩的概率分布和各回目与吴
承恩的相关概率．
今后的工作还需要在高频字和虚字等特征基础上，
构建更完备的多维特征，并结合文章部分提出跨文本体
裁模型综合分析，给出更全面的作者归属论据．
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