Markov models are natural tools for modeling trajectories, following the principle that recent location history is predictive of near-future directions. In this work we study Markov models for describing and predicting human movement in indoor spaces, with the goal of modeling the movement on a coarse scale to protect the privacy of the individuals. Modern positioning devices, however, provide location information on a much more finer scale. To utilize this additional information we develop a novel family of partially hidden Markov models that couple each observed state with an auxiliary side information vector characterizing the movement within the coarse grid cell. We implement the model as a nonparametric Bayesian model and demonstrate it on real-world trajectory data collected in a hypermarket.
Introduction
1 error of the most accurate systems is measured in the range of 0.1-1 meters, and 8 is hence comparable or smaller than the personal space of an individual. For 9 many practical purposes the localization can therefore be considered error-free. 10 Given access to location data, a natural question to consider is modeling of 11 movement trajectories, either to describe movement patterns within the building 12 or to attempt predicting future locations based on already observed locations of 13 an individual. In recent years models for indoor trajectories have been presented to know that the client is, for example, browsing the dairy section of a mar-28 ket, whereas the knowledge that they are currently handling a specific product 29 might be considered intrusive. To preserve the privacy of the customers, it hence 30 makes sense to consider models that do not reveal or even require storing the 31 exact locations.
32
The easiest privacy-preserving solution is to discretize the locations on a 33 sufficiently coarse scale, effectively mimicking the kind of data a less accurate 34 positioning tool would provide. This is naturally not optimal since it completely 35 ignores the improved positioning accuracy. In this work we build models that 36 are fundamentally based on discretization, but that complement the discretized 
Markov Models

97
Markov models (Figure 1 
Here π z is a vector of probabilities for the K possible latent states, and F (θ z ) 117 is some density over the space of the observed states, parameterized by θ z .
118
HMMs are more expressive than MMs, but it comes with a notable increase 119 in computational cost: The latent state sequence z 1 , ..., z T needs to be inferred 120 in addition to the transition probabilities, and these two tasks are coupled in a 121 manner that typically requires alternating algorithms. Ideally the whole latent state sequence is inferred at once, using dynamic pro- 
148
Dirichlet process (DP) is a stochastic process that provides densities of the
, where δ is the delta measure and π k sum upto one.
150
A draw from such a process is denoted by G ∼ DP (αH), where H is a density 151 from which the θ k are drawn, and α is a concentration parameter that controls 
158
A hierarchical DP (HDP) extends DPs into a hierarchy, generating parallel
159
DPs that share the same atoms but that can have different weights for them.
160
In the simplest form the hierarchy is stated as
The lower level DPs use G as their prior, which necessarily implies the θ drawn 
194
The basic formulation of the model is given by for which we adopt the tree-HDP construction [13] . In the following we present 222 the details of these constructions only to the extent it is necessary for deriving 
225
The full model, illustrated in Figure 2 , is a single tree-HDP with three layers. as their prior, which means they share identities but have different weights.
230
Typically, each local collection uses only a subset of the global states.
231
Finally, the conditional transformations are tied to each other so that all 232 incoming transitions to a cell s use the local latent state collection as their prior.
233
This means that only the latent states present in that cell can be reached, and 234 that the weights of incoming transitions (π) are regularized towards each other.
235
In the end each local state generates a feature vector (f ). The generating 236 distribution can be arbitrary, but in our work we use multivariate Gaussian 237 emissions.
238
The formal notation for the model can be constructed as a special case of the tree-HDP model [13] . Tree-HDP extends HDPs into general tree structures, whereas the model used here is a specific simple tree with three layers, defined
Here H is a base measure over the feature vector space, G 0 is the root-level DP 
265
Given the latent state sequences the inference details follow from [13] , since 
270
We denote by N j the total number of incoming transitions into the jth grid to be sampled as explained by [13] . Finally, the transition counts t gjkl are the 276 number of transitions from the gth grid cell using the latent state l to the jth 277 grid cell using the latent state k. Given the above aggregate statistics, the model 278 parameters can be sampled as follows: 
3. Update the cell weights:
4. Update the transition probabilities:
Here s(n, k) denotes the Stirling numbers of the first kind; see [13] for further 282 explanation. nality; only transitions with sufficiently high probability need to be considered, 294 
13
which often means considerably less computation in total.
295
We extend the beam sampler of [14] for our model as follows. We denote 296 by s t the grid cell at time t, and by l t the corresponding latent state, and for 297 brevity denote (s t , l t ) by h t .
298
Following the basic idea of beam sampling (and slice samplers in general), we draw an auxiliary slice variable u t ∼ Uniform(0, π ht−1,ht ) for each time point to represent the lowest transition probability that need to be considered, adaptively truncating the model to a finite one for the purpose of this step alone. The forward filtering step can then be written as
and the backwards sampling is performed by
Note that this adaptive truncation is not a heuristic strategy, but the slice sam- The generative process is exactly as described in (1), where we draw the tran- 
314
We applied four alternative models on each of the data sets: MM-1, MM-2,
315
PHMM-1, and PHMM-2, where the number after the dash denotes the order of 316 the model. These correspond exactly to the requirements of the four data sets; 317 all four methods should solve the first data sets, whereas only the last one is 318 flexible enough to model the most complex data set. We train the models using 319 a sequence of 5, 000 samples drawn from the model and evaluate them using the 320 predictive accuracy on a separate test sequence of 5, 000 samples, for the task of 321 identifying the next cell. 
Modeling Indoor Movement
341
The main application motivation for this work is in modeling indoor move- the better the overall model will be.
366
These representations are not specifically tuned for our evaluation, since the 367 idea is that the features would be extracted already before handing the data 368 for someone that learns the actual model and hence they should be generally 369 applicable for various kinds of modeling tasks.
370
We compute a set of eight basic features (Table 2 ). These features ex- then construct alternative feature sets as subsets of these eight basic features.
378
The simplest set includes just the time spent (corresponding to a semi-Markov 379 model), whereas the best coverage is obtained by using all of them. Besides 380 these extremes, we also ran experiments with two intermediate collections. 
Experiments
382
The PHMM model has two core elements that control its expressive power:
383
The maximum order of transition history with respect to s, and the accuracy of the results for a model that uses the best choices for both elements.
389
For all models we measure the accuracy using a setup where 1, 471 trajec- is defined as the ratio of these particles that fall to the exact correct grid cell. 
Higher-order History
405
We start the experiments by looking at a special case of PHMM with no 406 local states, which corresponds to a regular MM. This experiment is conducted 407 to verify that higher-order transitions indeed are useful for this kind of data. to show that knowing more about the fine movements within the grid cell helps 418 creating more expressive models.
419
The more interesting element of the PHMM model is the local feature de- we show three latent states in more detail, presenting two example path snippets falling into each of these. State 4 has high probability in the green cell and corresponds to downwards movement that eventually turns left; it is almost absent in the red cell that has no corridors like this. State 9 corresponds to a pattern where the customer stops to inspect something, and it is present in both cells. Finally, state 12 corresponds to leftwards movement and naturally has low probability in the green cell since the store ends on its left side. Even though we here illustrated the actual path snippets for visualization purposes, it is good to remember the model itself only knew about the summary statistics.
vector is rich. 
