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Abstract: Fractional differential equations have attracted considerable interest because of their ability to model
anomalous transport phenomena. Space fractional diffusion equations with a nonlinear reaction term have
been presented and used to model many problems of practical interest. In this paper, a two-dimensional
Riesz space fractional diffusion equation with a nonlinear reaction term (2D-RSFDE-NRT) is considered.
A novel alternating direction implicit method for the 2D-RSFDE-NRT with homogeneous Dirichlet bound-
ary conditions is proposed. The stability and convergence of the alternating direction implicit method are
discussed. These numerical techniques are used for simulating a two-dimensional Riesz space fractional
Fitzhugh-Nagumo model. Finally, a numerical example of a two-dimensional Riesz space fractional diffu-
sion equation with an exact solution is given. The numerical results demonstrate the effectiveness of the
methods. These methods and techniques can be extended in a straightforward method to three spatial
dimensions, which will be the topic of our future research.
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1. Introduction
Reaction-diffusion models have found numerous applica-tions in patten formation in biology, chemistry, physicsand Engineering (see for example [1]). These systemsshow that diffusion can produce the spontaneous forma-tion of spatial-temporal patterns. The simplest reaction-
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diffusion model can be described by
∂u∂t = K ∂2u∂x2 + f (u, t), (1)
where K is the diffusion constant and f (u, t) is a non-linear function representing the reaction kinetics. It isinteresting to observe that for f (u, t) = u(1 − u), Eq. (1)reduces to the Fisher-Kolmogorov equation, and if we setf (u, t) = u(1−u2), it reduces to the real Ginsburg-Landauequation.In the last decade, fractional models, because of theirability to model anomalous transport phenomena, haveattracted considerable interest and have played a veryimportant role in various fields of science and engineer-ing. Recently, a growing number of works by many au-thors from various fields, such as system biology (see [2]),physics (see [4]), chemistry and biochemistry (see [3]), fi-nance (see [5]), hydrology (see [6]) and thermodynamics(see [8]), deal with dynamical systems described by frac-tional differential equations. Fractional-order models pro-vide an excellent instrument for describing the memoryand hereditary properties of various processes. This isthe main advantage of fractional models in comparisonwith their classical integer-order counterparts, in whichsuch effects are neglected. Baleanu [9] discussed the frac-tional variational principles of constrained systems involv-ing Riesz derivatives and investigated fractional Euler-Lagrange equations of two fractional Lagrangians whichdiffer by a fractional Riesz derivative. Rabei et al. [10]presented fractional Hamiltonï£¡CJacobi formulations forsystems containing Riesz fractional derivatives Jarad et al.[11] studied sequential Riesz-Caputo fractional variationalproblems with and without the presence of delay in thestate variables and their derivatives. Baleanu et al. [12]introduced the fractional diffusion problem.Ochoa-Tapia et al. [13] proposed a fractional Darcy’slaw to simulate shear stress phenomena in heterogeneousporous media. Cushman et al. [15] proposed a fractionalFick’s law to simulate diffusion phenomena in disorderedporous media. These anomalous diffusion behavior maybe due to different mechanisms. Cushman et al. [15]have used the fractional Darcy’s law or fractional Fick’slaw to derive fractional models to describe diffusion ortransport behavior in complex heterogeneous structuresor disordered porous media. Many fractional models havepresented symmetric space fractional diffusion equationswith a nonlinear reaction term to model many problems ofpractical interest. Construction of a mathematical modelincorporating reactions is straightforward for superdiffu-sive systems where diffusion is characterized by a spatialnon-locality but no memory is presented by Del-Castillo-Negrete in [16]. A random walk with a Le´vy distribution
of jump lengths is described on large scales by a diffu-sion equation with a Riesz fractional derivative. Somespace Riesz fractional diffusion equations have been pro-posed and used in natural systems including heteroge-neous soils, aquifers, and rivers, is typically observed tobe non-Fickian, also called anomalous (see [23]). A one-component system is governed by the equation
∂u∂t = K ∂αu∂|x|α + f (u, t), (2)
where ∂αu∂|x|α is the Riesz fractional derivative. Chaura-sia et al. [17] obtained the solution of a unified frac-tional reaction-diffusion equation associated with the Ca-puto fractional derivative used as the time derivative anda Riesz-Feller fractional derivative used as the spacederivative.In this paper we consider the following two-dimensionalspace Riesz fractional diffusion equation with a nonlinearreaction term (2D-RSFDE-NRT):
∂u∂t = Kx ∂α1u∂|x|α1 + Ky ∂α2u∂|y|α2 + f (u, x, y, t), (3)
with initial condition:
u(x, y, 0) = ψ(x, y), 0 ≤ x ≤ Lx , 0 ≤ y ≤ Ly, (4)
and zero Dirichlet boundary conditions:
u(0, y, t) = 0; u(Lx , y, t) = 0;u(x, 0, t) = 0; u(x, Ly, t) = 0, (5)
where 1 < α1, α2 ≤ 2, Kx , Ky are diffusion coefficients.The space Riesz fractional operators ∂α1u∂|x|α1 and ∂α2u∂|y|α2 on afinite domain [0, Lx ]× [0, Ly] are defined as
∂α1u∂|x|α1 = −cα1
(∂α1u∂xα1 + ∂α1u∂(−x)α1
) ,
∂α2u∂|y|α2 = −cα2
(∂α2u∂yα2 + ∂α2u∂(−y)α2
) ,
where cα1 = 12 cos( piα12 ) , 1 < α1 ≤ 2, and
∂α1u(x, y, t)∂xα1 = 1Γ(2− α1) ∂2∂x2
∫ x
0
u(ξ, y, t)dξ(x − ξ)α1−1 ,∂α1u(x, y, t)∂(−x)α1 = (−1)2Γ(2− α1) ∂2∂x2
∫ Lx
x
u(ξ, y, t)dξ(ξ − x)α1−1 .
Similarly, we can define the space Riesz fractional deriva-tive ∂α2u∂|y|α2 of order α2 (1 < α2 ≤ 2) with respect to y.
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The structure of the remainder of this paper is as follows.In Section 2, a new alternating direction method for the2D-RSFDE-NRT with zero Dirichlet boundary conditionsis proposed. The stability and convergence of the implicitnumerical method are discussed in Section 3. Applica-tion of this technique to simulate a two-dimensional Rieszspace fractional Fitzhugh-Nagumo model is investigatedin Section 4. A numerical example of a two-dimensionalspace Riesz fractional diffusion equation with exact solu-tion is given in Section 5. The conclusions of the workare summarized in Section 6.
2. An alternating direction method
for the 2D-RSFDE-NRT
For the numerical simulation of equation (3), let hx =Lx /m1 and hy = Ly/m2 be the spatial grid size in the x-direction and in the y-direction, respectively; τ = T /n bethe time step; xi = ihx , i = 0, 1, · · · , m1; yj = jhy, j =0, 1, · · · , m1; tk = kτ, k = 0, 1, · · · , n. Define uki,j asthe numerical approximation to u(xi, yj , tk ). The initialconditions are set by u0i,j = ψ(xi, yj ).To approximate Eq. (3) we use the backward Euler differ-ence scheme for the first order time derivative
∂u∂t ∣∣(xi,yj ,tk ) ∼ uki,j − uk−1i,jτ +O(τ). (6)
According to Lemma 3.2 in [19] and the zero Dirichlet
boundary conditions, we have
∂α1u∂xα1 ∣∣(xi,yj ,tk ) = 1(hx )α1
i+1∑
l=0 g(l)α1u(xi−l+1, yj , tk ) +O(hx ), (7)
∂α1u∂(−x)α1 ∣∣(xi,yj ,tk )
= 1(hx )α1
m1−i+1∑
l=0 g(l)α1u(xi+l−1, yj , tk ) +O(hx ). (8)
A similar result holds in the y-direction. Here [7]
g(l)α1 = (−1)l
( α1l
) = (−1)l Γ(α1 + 1)Γ(α1 − l+ 1)Γ(l+ 1) .
For the nonlinear reaction term, we use the following ap-proximation:
f (u(xi, yj , tk ), xi, yj , tk )= f (u(xi, yj , tk−1), xi, yj , tk−1) +O(τ). (9)
Therefore the implicit numerical method for the 2D-RSFDE-NRT is determined by the following finite dif-ference equation:
uki,j − uk−1i,jτ = −Kxcα1(hx )α1 [
i+1∑
l=0 g(l)α1uki−l+1,j +
m1−i+1∑
l=0 g(l)α1uki+l−1,j
]
−Kycα2(hy)α2 [
j+1∑
l=0 g(l)α2uki,j−l+1 +
m2−j+1∑
l=0 g(l)α2uki,j+l−1
]+ f (uk−1i,j , xi, yj , tk−1). (10)
The implicit numerical method defined by (10) is consis-tent with order O(τ + hx + hy).Define the following fractional partial difference operator:
δxuki,j = −Kxcα1[ 1(hx )α1
i+1∑
l=0 g(l)α1uki−l+1,j
+ 1(hx )α1
m1−i+1∑
l=0 g(l)α1uki+k−1,j],
with similar definition for δy.With these operator definitions, the implicit Euler methodfor the 2D-RSFDE-NRT with homogeneous Dirichletboundary conditions may be written in the following op-erator form:
(1− τδx − τδy)uki,j = uk−1i,j + τf (uk−1i,j , xi, yj , tk−1),1 ≤ i ≤ m1 − 1, 1 ≤ j ≤ m2 − 1. (11)
Alternating direction implicit methods (ADIM) have been
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proposed for numerical simulations of classic partial differ-ential equations. The ADIM reduce the multidimensionalproblem into a series of independent one-dimensionalproblem and are therefore computationally efficient. Forthe ADIM (and in similar fashion for the splitting method),the operator form is written in the following directionalseparation product form
(1− τδx ) (1− τδy)uki,j = uk−1i,j + τf (uk−1i,j , xi, yj , tk−1),(12)which introduces an additional perturbation error equal to(τ)2 (δxδy)uki,j .The additional perturbation error is not large compared tothe approximation errors for the other terms in (11), andhence (12), which is called as ADIM or ADI-Euler method,is consistent with order O(τ + hx + hy).Computationally, the ADI-Euler method defined by (12)can now be solved by the following iterative scheme. Attime tk :(1) First, solve the problem in the x-direction (for eachfixed yj ) to obtain an intermediate solution u∗i,j in the form
(1− τδx ))u∗i,j = uk−1i,j + τf (uk−1i,j , xi, yj , tk−1); (13)
(2) Then solve in the y-direction (for each fixed xi)(1− τδy))uki,j = u∗i,j . (14)
The initial and boundary conditions for the numerical so-lution uki,j and uk−1i,j are defined from the given initial andboundary conditions. Prior to carrying out step one ofsolving (13), the boundary conditions for the intermediatesolution u∗i,j should be set from Equation (14) (which incor-porates the values of uki,j at the boundary), otherwise theorder of convergence will be adversely affected. Specifi-cally, for homogeneous Dirichlet boundary conditions (5),we have
uk0,j = u(0, yj , tk ) = 0; ukm1 ,j = u(Lx , yj , tk ) = 0;uki,0 = u(xi, 0, tk ) = 0; uki,m2 = u(xi, Ly, tk ) = 0.
Thus, we compute the boundary values for u∗ from
u∗0,j = (1− ∆tδy)uk0,j , u∗m1,j = (1− ∆tδy)ukm1 ,j .
3. Stability and convergence of the
ADIM
In this section, we discuss the stability and convergenceof the implicit numerical method (12). We need to rewrite(13),(14) and (12) in matrix form [24].
Let rx = cα1τ(hx )α1 , ry = cα2τ(hy)α2 .Thus Eq. (13) may be written in the matrix form
Au∗w = uk−1w + τf, 1 ≤ w ≤ m2 − 1, (15)
where uk−1w = (uk−11,w , uk−12,w , · · · , uk−1m1−1,w )T , u∗w =(u∗1,w , u∗2,w , · · · , u∗m1−1,w )T ,
f = (f (uk−11,w , x1, yw , tk−1), f (uk−12,w , x2, yw , tk−1), · · · ,f (uk−1m1−1,w , xm1−1, yw , tk−1))T ,
and A = (ai,j )(m1−1)×(m1−1),
ai,j =

Kxrx (g(0)α1 + g(2)α1 ), for j = i− 1;Kxrx (g(0)α1 + g(2)α1 ), for j = i+ 1;1 + 2Kxrxg(1)α1 , for j = i;Kxrxg(i−j+1)α1 , for j < i− 1;Kxrxg(j−i+1)α1 , for j > i+ 1.
(16)
Similarly, Eq. (14) may be written in the matrix form
Bu¯kv = u¯∗v , 1 ≤ v ≤ m1 − 1, (17)
where u¯kv = (ukv,1, ukv,2, · · · , ukv,m2−1)T , u¯∗v =(u∗v,1, u∗v,2, · · · , u∗v,m2−1)T , and B = (bi,j )(m2−1)×(m2−1),
bi,j =

Kyry(g(0)α2 + g(2)α2 ), for j = i− 1;Kyry(g(0)α2 + g(2)α2 ), for j = i+ 1;1 + 2Kyryg(1)α2 , for j = i;Kyryg(i−j+1)α2 , for j < i− 1;Kyryg(j−i+1)α2 , for j > i+ 1.
(18)
Equation (12) may be written in the matrix form
SHuk = uk−1 + rk−1, (19)
where the matrices S and H represent the operators(1− τδx ) and (1− τδy), and
uk = [uk1,1, · · · , ukm1−1,1, · · · , uk1,m2−1, · · · , ukm1−1,m2−1]T
and the vector rk−1 absorbs the source term and theboundary conditions in the discretized equation.Therefore the matrix S is a block diagonal matrix of (m2−1) × (m2 − 1) blocks whose blocks are the square (m1 −1)× (m1 − 1) matrices A resulting from Eq. (15). We maywrite S = diag(A, A, · · · , A). Similarly, the matrix H is a
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block matrix of (m2− 1)× (m2− 1) blocks whose non-zeroblocks are the square (m1−1)×(m1−1) diagonal matricesresulting from Eq.(17). That is, we may write H = [Hi,j ],where each Hi,j is an (m1−1)× (m1−1) matrix, such thatHi,j is a diagonal matrix Hi,j = diag(bi,j , bi,j , · · · , bi,j ),where the notation bi,j refer to the (i, j)th entry of thematrix B defined previously.To prove the stability and convergence of the numericalmethod, we need the following lemma in [24].Let X = [x1, x2, · · · , xm]T , X∞ = max1≤i≤m |xi|.
Lemma 1.If the matrix D = (di,j )m×m satisfies the conditions
m∑
l=1,l6=i |di,l| ≤ di,i − 1, (i = 1, 2, · · · , m), (20)
then X∞ ≤ DX∞. (21)
To discuss the stability of the numerical method, let ussuppose that u¯ki,j (0 ≤ i ≤ m1; 0 ≤ j ≤ m2) is the ap-proximation of the corresponding difference scheme , andεki,j = u¯ki,j − uki,j (0 ≤ i ≤ m1; 0 ≤ j ≤ m2) denotes thecorresponding error. Let
εk = [εk1,1, · · · , εkm1−1,2, · · · , εk1,m2−1, · · · , εkm1−1,m2−1]T
and suppose that eni,j = u(xi, yj , tk )− uki,j (0 ≤ i ≤ m1; 0 ≤j ≤ m2), and
ek = [ek1,1, · · · , ekm1−1,1, · · · , ek1,m2−1, · · · , ekm1−1,m2−1]T .
Theorem 2.If f (u, x, y, t) satisfies the Lipschitz condition:∀u1, u2, |f (u1, x, y, t) − f (u2, x, y, t)| ≤ L|u1 − u2|,where L is a positive constant, then the implicit finitedifference method defined by (12) is unconditionally sta-ble and convergent, and there exists a positive constantC > 0 such that
en∞ ≤ C (τ + hx + hy). (22)
Proof. Since 1 < α1 ≤ 2, so g(0)α1 = 1, g(1)α1 = −(α1),g(k)α1 > 0(k 6= 1), and ∑∞k=0 g(k)α1 = 0. Then ∑sj=0,j 6=i g(j)α1 <−g(1)α1 (s > 1). Since 1 < α1 ≤ 2 and Kx > 0, so cα1 <0, rx < 0. Then ai,i > 0, ai,j < 0(i 6= j). Therefore
m1−1∑
j=1,j 6=i |ai,j | = −Kxrx
 i∑
j=0,j 6=1g(j)α1 +
m1−i∑
j=0,j 6=1g(j)α1

< −Kxrx (−g(1)α1 − g(1)α1 ) = 2Kxrxg(1)α1 = ai,i − 1. (23)
Similarly, we have
m2−1∑
j=1,j 6=i |bi,j | < bi,i − 1. (24)
Therefore A and B satisfy the condition of the Lemma.(1) Now let us consider the stability of the implicit nu-merical method. Let
βk−1i,j = f (u¯k−1i,j , xi, yj , tk−1)− f (uk−1i,j , xi, yj , tk−1).
For the implicit finite difference method defined by (12),the error satisfies
SHεk = εk−1 + τβk−1, (25)
where
βk−1 = [βk−11,1 , · · · , βk−1m1−1,1, · · · , βk−11,m2−1, · · · , βk−1m1−1,m2−1]T .
Since f (u, x, y, t) satisfies the Lipschitz condition, so|βk−1i,j | ≤ L|εk−1i,j |. Then βk−1∞ ≤ Lεk−1∞. Because Aand B satisfy the condition of the Lemma, according tothe relationship between the matrices S and A and therelationship between the matrices H and B, we can seethat S and H also satisfy the conditions of the Lemma.Therefore
εk∞ ≤ Hεk∞ ≤ SHεk∞ ≤ εk−1∞ + τLεk−1∞= (1 + τL)εk−1∞. (26)
Applying (26) repeatedly k times, we obtain
εk∞ ≤ (1 + τL)kε0∞ ≤ eLTε0∞.
Therefore the ADIM defined by (12) is unconditionallystable.(2) Now let us consider the convergence of the ADIM de-fined by (12). Let
ηk−1i,j = f (u(xi, yj , tk−1), xi, yj , tk−1)− f (uk−1i,j , xi, yj , tk−1).
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According to the results from discussing the consistencyof the implicit method defined by (12) in Section 2, weobtain the following error equation
SHek = ek−1 + τηk−1 + τrk (27)
and e0 = 0, (28)
where
ηk−1 = [ηk−11,1 , · · · , ηk−1m1−1,1, · · · , ηk−11,m2−1, · · · , ηk−1m1−1,m2−1]T .
rk∞ ≤ C1(τ + hx + hy), C1 being a positive constant.Similarly, we have ηk−1∞ ≤ Lek−1∞.Using (27), we obtain
ek∞ ≤ Hek∞ ≤ SHek∞ ≤ ek−1∞ + τrk∞ + τLek−1∞≤ (1 + τL)ek−1∞ + τC1(τ + hx + hy). (29)
Using the discretized Gronwall inequality, we obtain
ek∞ ≤ C1kτeLkτ (τ + hx + hy) ≤ C1TeLT (τ + hx + hy)= C (τ + hx + hy).
Therefore the ADIM defined by (12) is convergent.
4. Application to two-dimensional
space Riesz fractional Fitzhugh-
Nagumo model
In this section, these numerical techniques are employedto simulate the two-dimensional space Riesz fractionalFitzhugh-Nagumo model. The FitzHugh-Nagumo repre-sents one of the simplest models for studying excitablemedia [20, 21]. The propagation of the transmembranepotential in the nerve axon is modeled by a space Rieszfractional Fitzhugh-Nagumo model with a cubic nonlinearreaction term, whereas the recovery of the slow variableis represented by a single ordinary differential equationin the form given by [22]:
∂u∂t = Kx ∂α1u∂|x|α1 + Ky ∂α2u∂|y|α2+ u(1− u)(u− a)− v, (30)∂v∂t = ε(βu− γv − δ), (31)
where we consider the following choice of model param-eters, a = 0.1, ε = 0.01, β = 0.5, γ = 1, δ = 0, whichis known to generate stable patterns in the system in theform of reentrant spiral waves. In this simulation, we con-sider the initial conditions as
u(x, y, 0) =

1.0, 0 < x ≤ 1.25, 0 < y < 1.25,0.0, 1.25 ≤ x < 2.5, 0 < y < 1.25,
0.0, 0 < x ≤ 1.25, 1.25 ≤ y < 2.5,0.0, 1.25 ≤ x < 2.5, 1.25 ≤ y < 2.5,
(32)
v (x, y, 0) =

0.0, 0 < x ≤ 1.25, 0 < y < 1.25,0.0, 1.25 ≤ x < 2.5, 0 < y < 1.25,
0.1, 0 < x ≤ 1.25, 1.25 ≤ y < 2.5,0.1, 1.25 ≤ x < 2.5, 1.25 ≤ y < 2.5,
(33)
with homogeneous Dirichlet boundary conditions:
u(0, y, t) = u(Lx , y, t) = 0,u(x, 0, t) = u(x, Ly, t) = 0. (34)
In the simulations, the trivial state (u, v ) = (0, 0) was per-turbed by setting the lower-left quarter of the domain tou = 1 and the upper half part to v = 0.1, which allows theinitial condition to curve and rotate clockwise generatingthe spiral pattern. The domain is taken as [0 : 2.5; 0 : 2.5],discretised using N = 256 points in each spatial coordi-nate, with a time step τ = 0.1 (see [22]).Contour and wireframe surface plots of the stable rotatingsolution in the Fitzhugh-Nagumo model (i.e., α1 = α2 = 2)are shown in Figure 1. Contour and wireframe surfaceplots of the stable rotating solution in the Riesz spacefractional Fitzhugh-Nagumo model (α1 = α2 = 1.7 andα1 = α2 = 1.5) are shown in Figures 2 and 3, respec-tively. The stable rotating solution at t = 1000 is pre-sented in Figures 1, 2 and 3 to illustrate the effect of theRiesz space fractional Fitzhugh-Nagumo model with zeroDirichlet boundary conditions, respectively. The width ofthe excitation wavefront is markedly reduced for decreas-ing fractional power α1 = α2, so is the wavelength of thesystem, with the domain being able to accommodate alarger number of wavefronts for a smaller fractional powerα1 = α2.Contour and wireframe surface plots of the stable rotatingsolution in the Fitzhugh-Nagumo model (i.e., α1 = α2 = 2)with Kx = Ky = 10−5 is shown in Figure 4. Figures 1 and4 show the effect of the diffusion coefficients Kx and Ky inthe Fitzhugh-Nagumo model with zero Dirichlet bound-ary conditions at t = 1000 (i.e., when α1 = α2 = 2). It
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(b)
Figure 1. Spiral waves in the Fitzhugh-Nagumo model with zero
Dirichlet boundary conditions at t = 1000. Here α1 = α2 =2, Kx = Ky = 10−4: (a) Contour. (b) Wireframe surface.
is important to emphasise that the role of reducing thefractional power is not equivalent to the influence of adecreased diffusion coefficient in the pure diffusion case.This can be clearly observed by comparison of Figures 3and 4: for approximately the same width of the excita-tion wavefront, the wavelength of the system is larger inthe fractional diffusion case, due to the long-tailed mech-anisms of the space Riesz fractional operators. These re-sults also illustrate the use of fractional diffusion as amodelling tool to characterize intermediate dynamic statesnot solely described by pure diffusion mechanisms.For anisotropic diffusion ratios KyKx = 0.25 < 1 andKxKy = 0.25 < 1 wave propagation in the space Riesz frac-tional Fitzhugh-Nagumo model with homogeneous Dirich-let boundary conditions at t = 1000 are shown in Figure5. The spiral wave now proceeds to follow an ellipticalpattern.Anisotropic fractional ratios α2α1 = 0.825∗22 = 0.825 < 1
X
Y
0.5 1 1.5 2
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1
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2
(a)
(b)
Figure 2. Spiral waves in the Fitzhugh-Nagumo model with zero
Dirichlet boundary conditions at t = 1000. Here α1 = α2 =1.7, Kx = Ky = 10−4: (a) Contour. (b) Wireframe surface.
and α1α2 = 0.825∗22 = 0.825 < 1 exert a contrasting effecton the curvature of the solutions, the wave propagation inthe space Riesz fractional Fitzhugh-Nagumo model withzero Dirichlet boundary conditions at t = 1000 are shownin Figures 6, reflecting a distinct super-diffusion scale ineach of spatial dimensions of the system.
The combination of the two sources of anisotropy yielda mixed effect of the two independent contributions. Thespace Riesz fractional Fitzhugh-Nagumo model with zeroDirichlet boundary conditions at t = 1000 ( α2α1 = 0.825,KyKx = 0.25 and α1α2 = 0.825, KxKy = 0.25) are shown inFigure 7. It can been seen here that there is a furtherreduction of the wavelength of the system, which is inagreement with the results illustrated by Figures 1-6.
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Figure 3. Spiral waves in the Fitzhugh-Nagumo model with zero
Dirichlet boundary conditions at t = 1000. Here α1 = α2 =1.5, Kx = Ky = 10−4: (a) Contour. (b) Wireframe surface.
5. Numerical example
In order to demonstrate the effectiveness of our theoreticalanalysis, an example is presented that exhibits an exactsolution. We assume ∆t = ∆x = ∆y = h. Let enh∞express the maximum error of the numerical solution for∆t = ∆x = ∆y = h; and let Gh = log2(en2h∞/e2nh ∞) reflectthe convergence order of the method.Example. Consider the following two-dimensional Rieszspace fractional diffusion equation with a nonlinear reac-tion term (2D-RSFDE-NRT):
∂u∂t = K
( ∂αu∂|x|α + ∂αu∂|y|α
)+ f (u, x, y, t), (35)
with initial condition:
u(x, y, 0) = x2(1− x)2y2(1− y)2, (36)
X
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(b)
Figure 4. Spiral waves in the Fitzhugh-Nagumo model (α1 = α2 = 2)
with zero Dirichlet boundary conditions at t = 1000, Kx =Ky = 10−5: (a) Contour. (b) Wireframe surface.
and zero Dirichlet boundary conditions:
u(0, y, t) = u(1, y, t) = u(x, 0, t) = u(x, 1, t) = 0, (37)
where
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Figure 5. Spiral waves in the space Riesz fractional Fitzhugh-Nagumo model with zero Dirichlet boundary conditions at t = 1000: (a) Contour
with Kx = 10−4, KyKx = 0.25. (b) Wireframe surface with Kx = 10−4, KyKx = 0.25. (c) Contour with Ky = 10−4, KxKy = 0.25. (d) Wireframe
surface with Ky = 10−4, KxKy = 0.25.
f (u, x, y, t) = Kcαe−t(y2(1− y)2[ 2Γ(3− α) (x2−α + (1− x)2−α)− 12Γ(4− α) (x3−α + (1− x)3−α)
+ 24Γ(5− α) (x4−α + (1− x)4−α) ]+ x2(1− x)2[ 2Γ(3− α) (y2−α + (1− y)2−α)
− 12Γ(4− α) (y3−α + (1− y)3−α)+ 24Γ(5− α) (y4−α + (1− y)4−α) ])− u(x, y, t) (38)
and 1 < α ≤ 2, t > 0, (x, y) ∈ Ω = [0, 1]× [0, 1].The exact solution of the above problem is u(x, y, t) =e−tx2(1− x)2y2(1− y)2, which can be verified bysubstituting directly into (35).Table 1 shows the maximum error for the numerical so-lution for the example with α = 1.5 at time t = 1. Thesecond column shows the maximum error between the ex-
act solution and the numerical solution obtained by theADIM (13) and (14). The third column shows that theconvergence is of the order O(∆x) +O(∆y) +O(∆t).We conclude that the alternating direction implicit methodis more computationally efficient than the standard im-plicit techniques solved using either direct or indirectmethods, because the computational expense associated
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Figure 6. Spiral waves in the space Riesz fractional Fitzhugh-Nagumo model with zero Dirichlet boundary conditions with Kx = Ky = 10−4 att = 1000: (a) Contour with α1 = 2, α2α1 = 0.825. (b) Wireframe surface with α1 = 2, α2α1 = 0.825. (c) Contour with α2 = 2, α1α2 = 0.825. (d)
Wireframe surface with α2 = 2, α1α2 = 0.825.
with the solution of the large dense matrix that is gener-ated as a result of the two-dimensional discretisation isavoided (see [25]).
Table 1. Maximum error behavior for the implicit numerical method
(13) and (14) as the grid size is reduced for the example
with K = 0.5 at time Tend = 1.0∆t = ∆x = ∆y = h enh∞ Gh1/40 5.6949e-0051/80 2.9406e-005 0.95361/160 1.4925e-005 0.97031/320 7.5139e-006 0.9901
6. Conclusions
In this paper, a novel alternating direction implicitmethod is proposed for simulating the two-dimensionalRiesz space fractional diffusion equation with a nonlin-ear reaction term (2D-RSFDE-NRT) subject to homoge-neous Dirichlet boundary conditions. Consistency, sta-bility, and convergence of the method has been estab-lished. These techniques are also used for simulating thetwo-dimensional Riesz space fractional Fitzhugh-Nagumomodel. The numerical results demonstrate the effective-ness of these techniques. These methods and techniquescan also be extended to other kinds of Riesz space frac-tional diffusion equation with a nonlinear reaction term intwo- and three dimensions.
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Figure 7. Spiral waves in the space Riesz fractional Fitzhugh-Nagumo model with zero Dirichlet boundary conditions at t = 1000. (a) Contour
with α2α1 = 0.825, KyKx = 0.25. (b) Wireframe surface with α2α1 = 0.825, KyKx = 0.25 (c) Contour with α1α2 = 0.825, KxKy = 0.25. (d) Wireframe
surface with α1α2 = 0.825, KxKy = 0.25.
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