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Abstract
One can easily show that almost all solutions fxkgkAZþCR of the difference equation
xnþk ¼
Xn1
l¼0
alxlþk for kAZþ;
where alAR; oscillate iff any root of the characteristic polynomial of this equation WðzÞ :¼
zn Pn1l¼0 alzl with maximal absolute value is not a real positive number. We show an
analogue of this result for difference equations in Banach spaces with operator coefﬁcients.
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1. Introduction
A given function on Zþ oscillates if it is neither eventually positive nor eventually
negative; here Zþ is the set of nonnegative integers. As is well-known (see [4]), every
solution of the difference equation
xnþk ¼
Xn1
l¼0
alxlþk for kAZþ; ð1Þ
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oscillates iff the characteristic polynomial WðzÞ :¼ zn Pn1l¼0 alzl of this equation
has no nonnegative roots. The idea behind the paper is to investigate what happens
when the characteristic polynomial W has positive roots.
To explain our results we ﬁrst need the deﬁnition of strong oscillation.
Deﬁnition 1.1. We say that a function f : Zþ-R strongly oscillates if for every tAZþ
such that f ðtÞa0 there exists sAZþ; s4t such that f ðsÞ f ðtÞo0:
One can easily see that if a given function strongly oscillates, then it oscillates. The
reason to investigate strong oscillation is that it gives us more information than
oscillation, and has a natural geometric interpretation (see [10]).
Let X be a real Banach space and let xAX  (the space of linear functionals on X ).
A function f : Zþ-X x-strongly oscillates if the function x3f : Zþ-R strongly
oscillates. We say that a function f : Zþ-X strongly oscillates if it x-strongly
oscillates for all xAX :
By LðXÞ we denote the space of linear bounded operators on X :
Deﬁnition 1.2. Let AALðXÞ be ﬁxed. We say that xAX strongly oscillates if for
every xAX  the function Zþ{k-xðAkxÞAX strongly oscillates.
Roughly speaking, a point xAX strongly oscillates iff for every hyperplane
H ð0AHÞ contained in X ; either the trajectory of x is contained in H; or it ‘‘jumps’’
between the two parts of X which are separated by H:
One can show (see [10]) that in the case of linear dynamical systems a given point
strongly oscillates if and only if it belongs to the closed wedge spanned over its
positive orbit.
Before proceeding further we would ﬁrst like to quote a result from [10].
Theorem T. Let AALðX Þ be such that sðAÞ-Rþ ¼ |: Then every point in X strongly
oscillates in the discrete semisystem generated by A:
We are going to investigate the case when sðAÞ-Rþa|: We recall that by rðAÞ we
denote the spectral radius of operator A; that is rðAÞ ¼ supfjzj : zAsðAÞg: If
rðAÞAsðAÞ then in general there is no hope for oscillation. To see what may happen
if rðAÞesðAÞ let us look at the following simple example.
Example 1.1. We consider the linear discrete system generated on the plane by the
mapping
Aðx1; x2Þ :¼ ð12 x1;x2Þ for ðx1; x2ÞAR2:
Then sðAÞ ¼ f1
2
;1g; which implies that rðAÞesðAÞ:
One can check that a point x ¼ ðx1; x2ÞAR2 strongly oscillates if and only if
x1 ¼ 0: This means that a set of all strongly oscillating points is not even a dense
subset of R2:
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Let us now make a more subtle analysis, and investigate for which xAR2 and
xAðR2Þ the point x x-strongly oscillates. The reader can easily verify that
x ¼ ðx1; x2Þ x-strongly oscillates if and only if xð0; x2Þa0 or xðx1; 0Þ ¼ 0: This
implies that x x-strongly oscillates for almost all points ðx; xÞAððR2Þ;R2Þ:
We are going to prove that operators in Banach spaces show behaviour similar to
that of operator A investigated in the above example. Applying the Laplace
Transform we prove that if rðAÞesðAÞ and rðA; x; xÞ :¼ lim supk-N
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xðAkxÞk
p
¼
rðAÞ then x x-strongly oscillates.
By an improvement of the result of Vrbova´ from [11] (see also [1,7]) we obtain that
there exists a residual subset of X  
 X such that rðA; x; xÞ ¼ rðAÞ: As a
consequence, we obtain that there exists a residual subset OX of X such that for
every xAOX ; the set of all xAX  such that x x-strongly oscillates is a residual subset
of X : We call such points residually oscillating. We give a geometric characteriza-
tion of residually oscillating points.
As an application, we obtain conditions for strong oscillation of solutions of
difference equations with bounded operator coefﬁcients.
2. Strong oscillation is generic
Let X be a real Banach space. For f : Zþ-X we deﬁne Typeð f Þ :¼
lim supk-N
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjj f ðkÞjjkp : We would like to mention that Typeð f Þ is the radius of
convergence of the z-transform of f ; that is of
PN
k¼0 f ðkÞ=zk:
Let AALðX Þ: For xAX we deﬁne rðA; xÞ; the local spectral radius of A at x (see
[1]) by
rðA; xÞ :¼ lim sup
k-N
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jjAkxjjk
q
¼ Typeðk-AkxÞ:
Obviously, rðA; xÞprðAÞ: For x : X-R (not necessarily linear) in an analogous way
we deﬁne rðA; x; xÞ by
rðA; x; xÞ :¼ lim sup
k-N
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jxðAkxÞjk
q
¼ Typeðk-xðAkxÞÞ:
Clearly, if xAX  then rðA; x; xÞprðA; xÞ:
We will need the following result.
Theorem V. Let X be a Banach space and let AALðXÞ: Let
G :¼ fðx; xÞAX  
 X : rðA; x; xÞ ¼ rðAÞg;
GX :¼ fxAX : rðA; xÞ ¼ rðAÞg:
Then G is a residual subset of X  
 X ; GX is a residual subset of X :
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The above result is in fact an easy generalization of some results from [11]. Its
second part which states that GX is a residual subset of X is contained in [1]. The
proof that G is residual, is contained in [7]. To present the idea, we give a sketch of
the proof.
For a Banach space X and xAX ; rX0 we use BX ðx; rÞ to denote the closed ball in
X centred at x and with radius r:
Proof. The reader can easily see that ðX  
 X Þ\G ¼ SnAN Hn; where Hn :¼
fðx; xÞ : jxðAkxÞjpnðrðAÞ  1
n
Þk for all kg: To prove that G is residual, it is enough
to show that each Hn is a closed nowhere dense set.
For an indirect proof let us assume that there exists an n such that Hn has
nonempty interior. This means that there exists ðx0; x0ÞAX  
 X ; r40 such that
jxðAkxÞjpnðrðAÞ  1
n
Þk for kAZþ; ðx; xÞABX  ðx0; rÞ 
 BX ðx0; rÞ:
This yields
jxðAkxÞjpn
r2
ðrðAÞ  1
n
Þk for ðx; xÞABX  ð0; 1Þ 
 ðBX ð0; 1ÞÞ;
and consequently that
jjAkjjpn
r2
ðrðAÞ  1
n
Þk for kAZþ;
a contradiction. &
As a direct consequence of Theorem 2 11.1 from [12] we get the following:
Theorem L. Let f :Zþ-Rþ be a not-identically-zero function. Suppose that
Typeð f ÞoN: Then the function XN
k¼0
f ðkÞ
,
zkþ1
has a singularity at the point Typeð f Þ:
As is well-known, for AALðX Þ and z0ARðAÞ (the resolvent set of A) we have the
von Neumann formula for the resolvent
Rðz; AÞ ¼
XN
n¼0
ðz  z0ÞnRðz0; AÞ for zAC; jzj  jjRðz0; AÞjjp1; ð2Þ
where Rðz; AÞ ¼ ðzI  AÞ1:
For a function f : S-R; where S is a given set, we use the notation f þðsÞ :¼
maxf0; f ðsÞg; f ðsÞ :¼ minf f ðsÞ; 0g: Then f ¼ f þ þ f :
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Theorem 2.1. Let AALðXÞ; xAX  and xAX : If
½rðA; x; xÞ; rðA; xÞ-sðAÞ ¼ |
then
rðA; x; xþÞ ¼ rðA; x; xÞ ¼ rðA; x; xÞ:
Moreover, if rðA; x; xÞ ¼ 0; then xðAkxÞ ¼ 0 for all kAZþ:
Proof. One can directly verify that
ðzI  AÞ1x ¼
XN
k¼0
1
zkþ1
Akx for zArðAÞ; jzj4rðA; xÞ: ð3Þ
Let
hðzÞ :¼
XN
k¼0
1
zkþ1
xðAkxÞ for zAC; jzj4rðA; x; xÞ;
gðzÞ :¼ xððz  AÞ1xÞ for zArðAÞ:
Eq. (3) implies that
hðzÞ ¼ gðzÞ
for zARðAÞ such that jzj4rðA; xÞ: However, since both h and g are holomorphic
functions we obtain that h and g coincide on some open set containing
ðrðA; x; xÞ; rðA; xÞ:
For an indirect proof, let us now suppose that rðA; x; xþÞ4rðA; x; xÞ (the case
rðA; x; xþÞorðA; x; xÞ is similar). Then rðA; x; xþÞ ¼ rðA; x; xÞ; so by Theorem L we
obtain that the function hþ has a singularity at rðA; x; xÞ: This yields a contradiction
as hþ ¼ g  h on some open set containing ðrðA; x; xÞ; rðA; xÞ; but g and h do not
have a singularity at rðA; x; xÞ (as by the assumptions rðA; x; xÞARðAÞ and
rðA; x; xÞorðA; x; xÞ).
Now let us suppose that rðA; x; xÞ ¼ 0: If there exists kAZþ such that xðAkxÞa0;
then by Theorem L h has a singularity at 0—a contradiction since g does not have a
singularity at 0: &
As a corollary of Theorem 2.1 and Theorem V we obtain the following result.
Theorem 2.2. Let X be a Banach space and let AALðX Þ: Let sARþ be such that
sðAÞ-½s;NÞ ¼ |:
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Let
Gs :¼ fðx; xÞAX  
 X : rðA; x; xÞXsg:
Then x x-strongly oscillates for every ðx; xÞAGs:
Moreover, if sprðAÞ then Gs is a residual subset of X  
 X :
Proof. Let ðx; xÞAGs be arbitrary. If rðA; x; xÞ ¼ 0 then by Theorem 2.1 we obtain
that xðAkxÞ ¼ 0 for all k; which trivially yields that x x-strongly oscillates.
Let us now assume that rðA; x; xÞ40: By Theorem 2.1, we deduce that
rðA; x; xþÞ ¼ rðA; x; xÞ ¼ rðA; x; xÞ40; which yields that x x-strongly oscillates.
The second part of the theorem is a trivial consequence of Theorem V. &
One can easily notice that Theorem T is a direct corollary of Theorem 2.2.
We remind that a function f : Zþ-R oscillates iff it is neither eventually positive
or negative. We say that a point xAX oscillates iff for every xAX  the function
k-xðAK xÞ oscillates.
Let us consider now the case when sðAÞ-ð0;NÞ ¼ |: Let A ¼ 0: Then sðAÞ ¼
f0g but clearly all points in X oscillate, although none strongly oscillates. This may
suggest that the assumption sðAÞ-Rþ ¼ | in Theorem T can be weakened to
sðAÞ-ð0;NÞ ¼ |; if we are interested in oscillation and not strong oscillation of all
points. However, as shown by the following example under no additional
assumptions this is not the case.
Example 2.1. We deﬁne a compact operator AALðl2Þ by
Aðx0; x1; x2; x3;y; xn;yÞ ¼ ðx0; 12 x2; 13 x3;y; 1n xn;yÞ:
Then sðAÞ ¼ f1; 0g: Clearly, no element of l2 with positive coefﬁcients oscillates.
We show that under an additional assumption on A (which holds for example
when A is nonnegative or 0 is a ﬁnite pole of ðzI  AÞ1) we obtain oscillation of all
points.
Theorem 2.3. Let AALðXÞ; xAX and NAZþ be such that
sðAÞ-ð0;NÞ ¼ |;
lim sup
s-0þ
sN jjðsI  AÞ1xjjoN:
Then ANx strongly oscillates.
Proof. Let xAX and xAX  be arbitrary. If rðA; x; xÞ40 then x x-strongly oscillates
by Theorem 2.2.
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Therefore, let us consider the case when rðA; x; xÞ ¼ 0: Let U denote the connected
component of N in RðAÞ: We deﬁne
f ðzÞ :¼
XN
k¼0
1
zkþ1
xðAkxÞ for zAC\f0g;
gðzÞ :¼ xððzI  AÞ1xÞ for zAU :
Since f and g are holomorphic functions which coincide on the set fz : jzj4rðAÞg
they coincide on U : For an indirect proof let us assume that there exists KXN such
that xðAK xÞ40 and that xðAkxÞX0 for k4K (the case xðAK xÞo0 and xðAkxÞp0
for k4K is analogous). Then
jjxjjjjxjj lim inf
s-0þ
sN jjðsI  AÞ1jj
X lim inf
s-0þ
sN jxððsI  AÞ1xÞj
¼ lim inf
s-0þ
sN jgðsÞj ¼ lim inf
s-0þ
sN j f ðsÞj
¼ lim inf
s-0þ
sN
XN
k¼0
1
skþ1
xðAkxÞX lim inf
s-0þ
sN
XK
k¼0
1
skþ1
xðAkxÞ
¼ lim inf
s-0þ
1
sKNþ1
xðAK xÞ þ s
XK1
k¼0
sKkþ1xðAkxÞ
 !
¼N;
a contradiction. &
3. Residual oscillation
In view of Example 1.1, there appears a question if the assumption rðAÞesðAÞ
implies that there exist points which strongly oscillate. The following example shows
that in general the answer is negative.
Example 3.1. Let us consider the real Hilbert space X ¼ H2RðDÞ of holomorphic
functions f ðzÞ ¼PNk¼0 akzk on the unit open circle with real coefﬁcients fakg and
with the norm deﬁned by jjPNk¼0 akzkjj ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPNk¼0 a2kq : We deﬁne the operator
AALðXÞ by the formula
Að f ÞðzÞ :¼ ðz  1
2
Þ f ðzÞ for fAX ; zAD:
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One can easily see that
sðAÞ ¼ BCð12; 1Þ:
Then rðAÞ ¼ 3
2
and sðAÞ-½2
3
;NÞ ¼ |:
We show that no nonzero element of X strongly oscillates. Let fAX \f0g be chosen
arbitrarily. Since f is a holomorphic function there exists an rAð1
2
; 1Þ such that
f ðrÞa0: Let xAX  be deﬁned by
xðgÞ :¼ gðrÞ for gAX :
Then xðAnf Þ ¼ ðr  1
2
Þnf ðrÞ has the same sign as xð f Þ ¼ f ðrÞ; which yields that f does
not strongly oscillate.
We are going to prove that the assumption rðAÞesðAÞ yields that there exist
points which show some kind of oscillation, which we call residual oscillation.
Deﬁnition 3.1. Let f : Zþ-X : We say that f residually oscillates if there exists a
residual subset Of of X
 such that f x-strongly oscillates for all xAOf :
Let AALðXÞ be given. Then xAX residually oscillates if the function k-Akx
residually oscillates.
We ﬁrst need to study the set Gs ¼ fðx; xÞ : rðA; x; xÞXsg introduced in Theorem
2.1. Given xAX and sARþ by Gs½x we denote fxAX  : ðx; xÞAGsg ¼
fxAX  : rðA; x; xÞXsg: We will need the following lemma.
Lemma 3.1. Let xAY and sARþ be fixed. Let Z be a closed subspace of X  such that
there exists a KX0 satisfying
jjyjjpK sup xðA
lyÞ
rðAÞl





 xABZð0; 1Þ; lAZþ
( )
for yAY : ð4Þ
Then Gs½x-Z is a residual subset of Z if and only if rðA; xÞXs:
Proof. If rðA; xÞos then rðA; x; xÞos for all xAY ; which yields that Gs½x is empty,
and therefore is not a residual subset of Z:
We consider the opposite implication. We assume that rðA; xÞXs: Let
Wn :¼ fxAZ : jxðAlxÞjpnðs  1nÞl for lAZþg:
Then Wn is a closed subset of Z: If every Wn has empty interior in Z; then Gs½x ¼
Z\
S
nAZþ Wn is a residual subset of Z:
So we may assume that there exists an nAZþ such that intZ Wna|: Since Wn is
convex and Wn ¼ Wn we obtain that there exists an r40 such that BZð0; rÞCWn:
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This means that
jxðAlxÞjpn
r
ðs  1
n
Þl for lAZþ; xABZð0; 1Þ:
Applying the above inequality and (4) we get
jjAkxjjpK sup xðA
kþlxÞ
rðAÞl





 xABZð0; 1Þ; lAZþ
( )
pK sup
n
r
ðs  1
n
Þkþl
rðAÞl





 lAZþ
( )
¼ nK
r
ðs  1
n
Þk
for kAZþ; which implies that rðA; xÞps  1n—a contradiction. &
Proposition 3.1. Let AALðXÞ and xAX be such that
sðAÞ-½rðA; xÞ;NÞ ¼ |:
Then x residually oscillates.
Proof. We put Z ¼ X : By Lemma 3.1, we obtain that fxAX  : rðA; x; xÞXrðA; xÞg
is a residual subset of X : By deﬁnition and Theorem 2.2 this means that x residually
oscillates. &
As a direct consequence of the previous proposition and Theorem V we get:
Corollary 3.1. Let AALðX Þ be such that rðAÞesðAÞ: Then
OX :¼ fxAX j x residually oscillatesg
is a residual subset of X :
4. Sharp cones
In this section, we give geometric characterization of residual oscillation.
We will need the notion of a cone. By a cone we mean a closed convex subset V of
X such that aVCV for aARþ and that V- V ¼ f0g:
As strong oscillation of a given point implies that its trajectory leaves every cone
(see [9,10]), it is not surprising that analogous result can be obtained for almost
strong oscillation.
We will need the following deﬁnition.
Deﬁnition 4.1. We call a cone VCX sharp if there exists xAX  such that xðxÞXjjxjj
for all xAV :
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We show that every cone contained in a ﬁnite-dimensional Banach space is sharp.
Proposition 4.1. Let V be a cone in a finite-dimensional Banach space. Then V is a
sharp cone.
Proof. Let V be a cone in a ﬁnite-dimensional Banach space X : By a Theorem of
Straszewicz ([8, Theorem 18.6]) we obtain that 0 is an exposed point of the cone V ;
which yields that there exists xAX  such that
xðxÞ40 for xAV \f0g:
Since V is closed and X is ﬁnite dimensional we obtain that
s :¼ inffxðxÞ : xAV ; jjxjj ¼ 1g40:
Then
1
s
xðxÞ ¼ jjxjj
s
xð xjjxjjÞX
jjxjj
s
s ¼ jjxjj
for xAV \f0g; which implies that V is a sharp cone. &
Let ACX : For eX0; we deﬁne
Ae :¼
[
xAA
BX ðx; ejjxjjÞ:
The following characterization of sharp cones will be useful.
Proposition 4.2. Let VCX be a cone. Then V is sharp if and only if there exists e40
such that convðVeÞ is a cone.
Proof. Let V be a sharp cone. Then there exists xAX  such that xðxÞXjjxjj for xAV :
Let e :¼ 1
1þ2jjxjj: Let W :¼ fxAX : xðxÞX14 jjxjjg: Then clearly W is a cone.
We show that VeCW : Let xAVe be arbitrary. Then there exists yAV and
zABX ð0; ejjyjjÞ such that x ¼ y þ z: Then
xðxÞ ¼ xðy þ zÞ ¼ xðyÞ þ xðzÞXjjyjj  jjxjj  jjzjjXjjyjj  1
2
jjyjj: ð5Þ
Since eo1 we obtain that jjxjjpjjyjj þ jjzjjp2jjyjj: Thus, by (5) we get
xðxÞX1
4
jjxjj:
Thus, we have obtained that VeCW : As W is a cone, this implies that convðVeÞ is a
cone.
Now we show the opposite implication. Let us assume that there exists e40 such
that convðVeÞ is a cone.
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Since 0eintðconvðVeÞÞ by the geometric version of the Hahn–Banach Theorem
there exists a linear functional xAX ; jjxjj ¼ 1 such that xðconvðVeÞÞX0:
We prove that V is a sharp cone. Let us choose rABð0; 1Þ such that xðrÞp 1
2
: Let
xAV be arbitrary. Since ðx þ ejjxjjrÞAVe; we obtain that
xðx þ ejjxjjrÞX0;
which yields that
xðxÞXe
2
jjxjj:
Let *x ¼ 2e x: As xAV was arbitrarily chosen, we obtain that
*xðxÞXjjxjj for xAV ;
which yields that V is a sharp cone. &
Now we are ready to give a geometric characterization of residual oscillation.
Theorem 4.1. Let X be a Banach space and let f : Zþ-X : Then the following
conditions are equivalent:
ðiÞ f residually oscillates,
ðiiÞ for every sharp cone VCX and sAZþ; if f ðsÞAV \f0g then there exists tXs such
that f ðtÞeV :
Proof. Let us ﬁrst show that (ii) implies (i). We assume that (ii) holds.
Let K :¼ inffkAZþ : f ð½k;NÞ-ZþÞ ¼ f0ggA½0;N: If K ¼ 0 then f  0 which
yields that f strongly oscillates. So we assume that K40:
We show that K ¼N: If KoN then f ðK  1Þa0: We choose arbitrary xAX 
with norm one such that xð f ðK  1ÞÞ ¼ jj f ðK  1Þjj: We put V :¼ fz : xðzÞXjjzjjg:
Then V is a sharp cone, f ðK  1ÞAV \f0g but f ðkÞ ¼ 0AV for every k4K—a
contradiction.
Let
W :¼ fxAX  j f x-strongly oscillatesg:
We show that W is a residual set. Let
Zn :¼ fxAX  j xð f ð½n;NÞ-ZþÞÞCRþg:
Clearly, X \WC
S
nANðZn, ZnÞ: Therefore, it is enough to prove that each Zn is
nowhere dense. For an indirect proof let us assume that there exists an
NAN; x0AX  and r40 such that BX  ðx0; rÞCZN : This means that
xð f ð½N;NÞ-ZþÞÞCRþ for xABX  ðx0; rÞ: ð6Þ
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Let V :¼ fzAX : x0ðzÞXrjjzjjg: We show that
f ð½N;NÞ-ZþÞCV : ð7Þ
Let us take arbitrary kAZþ; kXN: Let xAX  be such that jjxjj ¼ 1; xð f ðkÞÞ ¼
jj f ðkÞjj: Then by (6) we obtain that ðx0 þ rxÞð f ðkÞÞX0; which yields
that
x0ð f ðkÞÞX rxð f ðkÞÞ ¼ rjj f ðkÞjj:
and consequently that f ðkÞAV :
Since K ¼N we obtain that there exists an nXN such that f ðnÞa0; which by (7)
yields a contradiction.
We prove that (i) yields (ii). Let V be a sharp cone and let kAZþ be such that
f ðkÞAV \f0g: Since V is sharp, there exists x0AX  such that VCfzAX : x0ðzÞXjjzjjg:
Since the set of all x such that f x-strongly oscillates is a residual subset of X  there
exists x1ABX  ðx0; 12þjjx0jjÞ such that f x1-strongly oscillates. Then f ðkÞAV \f0g;
which means that x1ð f ðkÞÞXx0ð f ðkÞÞ  jjx0  x1jj jj f ðkÞjjXjj f ðkÞjj  12 jj f ðkÞjj40:
Since f x1-strongly oscillates this implies that there exists l4k such that x1ð f ðlÞÞo0:
Then
x0ð f ðlÞÞpx1ð f ðlÞÞ þ jjx1  x0jj jj f ðlÞjjojj f ðlÞjj;
which yields that f ðlÞeV : &
5. Splitting
In this section, we show that under some additional assumptions on the operator
A we obtain splitting of X into X1"X2; such that points from X2 strongly oscillate
and points from X \X1 residually oscillate.
We need the following proposition.
Proposition 5.1. Let AALðXÞ be such that 0 and N belong to the same connected
component of rðAÞ:
Let xAX ; xAX : If rðA; x; xÞo 1
rðA1Þ then xðAkxÞ ¼ 0 for all kAZþ:
Proof. Let us assume that rðA; x; xÞo 1
rðA1Þ: Let U denote the connected component
of 0 in rðAÞ and let V :¼ fzAC : jzj4rðA; x; xÞg: Then as rðA; x; xÞo 1
rðA1Þ we get that
C\VCU : We deﬁne
f ðzÞ :¼
XN
k¼0
1
zkþ1
xðAkxÞ for zAV ;
gðzÞ :¼ xððz  AÞ1xÞ for zAU :
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By the assumptions one can easily notice that U and V are open sets which have
nonempty connected intersection. By the von Neuman formula we know that f and g
coincide on fzAC; jzj4rðAÞgCU-V : Since f and g are holomorphic and U-V is
connected, they coincide on U-V : Then f,g :C-C is a holomorphic bounded
function, which implies that it is a constant one—and consequently that it is an
identically zero function. This yields the assertion of the theorem. &
One can show that the assumption that 0 and N belong to the same connected
component of the resolvent set of A is essential.
Let AALðXÞ: For SCRþ; we deﬁne
sSðAÞ :¼ fzAsðAÞ : jzjASg:
Let rARþ: As is well-known (see [2] or [5]), if sfsgðAÞ ¼ | then there exist unique A-
invariant subspaces X½0;sÞ; Xðs;NÞ of X such that
X ¼ X½0;sÞ"Xðs;NÞ
and such that
sðAjX½0;sÞ Þ ¼ s½0;sÞðAÞ; sðAjXðs;NÞ Þ ¼ sðs;NÞðAÞ:
In this case, for every xAX by x½0;sÞ; xðs;NÞ we denote the unique elements of
X½0;sÞ; Xðs;NÞ such that x ¼ x½0;sÞ þ xðs;NÞ: By Aj½0;sÞ; Ajðs;NÞ we denote
AjX½0;sÞ ; AjXðs;NÞ ; respectively.
Theorem 5.1. Let AALðXÞ: We assume that there exists an sA½0; rðAÞÞ such that
sfsgðAÞ ¼ | and such that
sðs;NÞðAÞ-Rþ ¼ |:
Let xAX ; xAX : If there exists kAZþ such that xðAkðxðs;NÞÞÞa0 then x x-strongly
oscillates.
Proof. Let xAX ; xAX : Let us assume that xðAkðxðs;NÞÞÞa0 for certain kAZþ: As
rðA½0;sÞÞos we obtain that
rðA; x½0;sÞ; xÞA½0; sÞ:
Since sðAðs;NÞÞ-½0NÞ ¼ | and xðAkðxðs;NÞÞÞa0 we can apply Proposition 5.1 to get
rðA; xðr;NÞ; xÞX1=rðA1ðs;NÞÞXs:
This and Theorem 2.1 yield
rðA; xðs;NÞ; xþÞ ¼ rðA; xðr;NÞ; xÞ ¼ rðA; xðr;NÞ; xÞAðs; rðAÞ:
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Since
xðAkxÞ ¼ xðAkx½0;sÞÞ þ xþðAkxðs;NÞÞ þ xðAkxðs;NÞÞ;
and xðs;NÞ x-strongly oscillate by Theorem 2.2 we obtain that x x-strongly
oscillates. &
The above result yields in particular that every point of Xðs;NÞ strongly oscillates,
and every point of X \X½0;sÞ residually oscillates.
Corollary 5.1. Under the assumptions of Theorem 5.1 there exists an open dense subset
U of X  
 X such that x x-strongly oscillates for every ðx; xÞAU :
Proof. We put
U :¼ fðx; xÞAX  
 X : xðxðr;NÞÞa0g:
Then U is clearly open and dense. Theorem 5.1 makes the proof complete. &
6. Difference equations
Let a difference equation
xnþk ¼
Xn1
l¼0
Alxlþk for kAZþ ð8Þ
be given, where AlALðX Þ; fxkgkAZþCX : Its characteristic polynomial, WðzÞ :¼
znI Pn1l¼0 Alzl :
For a polynomial WðzÞ ¼ Izn Pn1l¼0 Alzl ; where AlALðXÞ; we deﬁne the
operator PðWÞALðX nÞ by
PðWÞ :¼
0 I 0 y 0
0 0 I ^
^ & & 0
0 y y 0 I
A0 A1 y An2 An1
2
6666664
3
7777775
:
The operatorPðWÞ is used to change the linear equation (8) into a linear equation of
a ﬁrst order in X n: Namely, a sequence fxkgkAZþ is a solution of (8) if and only if
½xkþ1;y; xkþnT ¼ PðWÞ½xk;y; xkþn1T ; for all kAZþ; where the superscript T
denotes the transposition.
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To proceed further we need some results from [3] (see also [6]). Let us ﬁrst
introduce the following deﬁnition.
Deﬁnition 6.1. Let W :C-LðX Þ be a holomorphic function. We deﬁne sðWÞ; the
spectrum of W ; by the formula
sðWÞ :¼ fzAC j WðzÞ is not invertible in LðXÞg:
Analogously we deﬁne the point spectrum of W by
spðWÞ :¼ fzAC j (xAX \f0g : WðzÞx ¼ 0g
and the spectral radius
rðWÞ :¼ supfjzj : zAsðWÞg:
If for a given element AALðX Þ we put WAðzÞ :¼ zI  A; then sðAÞ coincides with
sðWAÞ; spðAÞ with spðWAÞ and rðWAÞ with rðAÞ: Directly from the deﬁnition of
PðWÞ one can check that
spðPðWÞÞ ¼ spðWÞ:
The following result from [3] is essential to applications of the previous results in the
difference equations.
Global equivalence. Let WðzÞ ¼ Izn Pn1l¼0 Alzl ; where AlALðXÞ; be arbitrary.
Then there exist holomorphic functions E; F :C-LðX nÞ with images in invertible
operators such that
FðzÞ3ðzI PðWÞÞ3EðzÞ ¼
WðzÞ 0 y y 0
0 I ^
^ & ^
^ I 0
0 y y 0 I
2
6666664
3
7777775
:
As a direct corollary of the global equivalence we get
Corollary 6.1. Let WðzÞ ¼ Izn Pn1i¼0 Aizi; where AiALðX Þ: Then
sðPðWÞÞ ¼ sðWÞ:
Now we are ready to formulate the main result of this section. In X n we use the
norm jj½x0;y; xn1T jj ¼ maxl¼0yn1 jjxl jj:
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Theorem 6.1. Let WðzÞ :¼ Izn Pn1l¼0 Alzl ; where AlALðX Þ; and let sA½0; rðWÞ be
such that
sðWÞ-½s;NÞ ¼ |:
Let
Us :¼ f½x0;y; xn1TAX n : rðPðWÞ; ½x0;y; xn1T ÞXsg:
Then
ðiÞ Us is a residual subset of X n;
ðiiÞ Let a solution fxkgkAZþ of (8) be given. Then Typeðk-xkÞXs if and only if
½x0;y; xn1TAUs;
ðiiiÞ Every solution of (8) satisfying ½x0;y; xn1TAUs residually oscillates.
Proof. (i) is a consequence of Theorem V, (ii) follows from the properties of operator
P:
We prove (iii). We are going to apply Lemma 3.1. We put Y ¼ X n; Z ¼
fxAY  j xjf0g
X n1 ¼ 0g; A ¼ PðWÞALðY Þ: We show that A and Z satisfy (4). Let
yAY be arbitrary and let fxkgkAZþCX be a sequence satisfying (8) such that y ¼
½x0;y; xn1T : By the properties of P we have for l ¼ 0;y; n  1;
sup
xðAlyÞ
rðAÞl
: xABZð0; 1Þ
( )
¼ sup xð½xl ;y; xlþn1
T Þ
rðAÞl
: xABZð0; 1Þ
( )
¼ sup f ðxlÞ
rðAÞl
: fABX  ð0; 1Þ
( )
¼ jjxl jj
rðAÞl
;
which yields that
jjyjj ¼ jj½x0;y; xn1T jj ¼ max
l¼0yn1
jjxl jjpð1þ rðAÞnÞ sup jjxl jj
rðAÞl
: l ¼ 0;y; n  1
( )
p ð1þ rðAÞnÞ sup xðA
lyÞ
rðAÞl
: xABZð0; 1Þ; lAZþ
( )
;
and consequently the assumptions of Lemma 3.1 are satisﬁed.
Let fxkgkAZþCX be an arbitrary solution to (8) such that x :¼ ½x0;y; xn1TAUs:
Then rðPðWÞ; xÞXs and therefore by Lemma 3.1 the set
Gs½x-Z ¼ fxAX  
 f0gn1 : rðPðWÞ; x; xÞXsg
is a residual subset of Z: By Theorem 2.2, we obtain that for every xAGs½x-Z the
sequence f½xk;y; xkþn1TgkAZþ x-strongly oscillates.
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However, this and the fact that Gs½x-Z is residual yield that the sequence
fxkgkAZþ residually oscillates. &
As a direct consequence of Theorem 6.1, we obtain the following result.
Theorem 6.2. Let WðzÞ :¼ Izn Pn1l¼0 Alzl and let sA½0; rðWÞÞ be such that
sfsgðWÞ ¼ |; sðWÞ-½s;NÞ ¼ |:
Let
Zs :¼ f½x0;y; xn1TAX n : TypeðPðWÞ; ½x0;y; xn1TÞpsg:
Then
ðiÞ Zs is a proper closed subspace of X n;
ðiiÞ every solution fxkgkAZþ of Eq. (8) such that ½x0;y; xn1TeZs residually
oscillates.
Since a real-valued function residually oscillates iff it oscillates we directly obtain
the following corollary:
Corollary 6.2. Let WðzÞ :¼ zn Pn1l¼0 alzl be such that
rðWÞesðWÞ:
Then there exists a proper subspace Zs of R
n such that every solution fxkgkAZþ of
xnþk ¼
Xn1
l¼0
alxlþk for kAZþ;
satisfying ½x0;y; xn1TAX n\Zs strongly oscillates.
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