Cyber-physical-social systems comprise physical, cyber, and social worlds with various resources as services. The operation and configuration of these services require service composition approaches that can be used to integrate essential components in these worlds, and organize and share relevant information as needed. Although the present service-oriented architecture can effectively support service composition, there still exist many challenges such as high time cost and low reliability for cyber-physicalsocial systems. In this paper, we propose a fast and reliable service composition approach to integrate the physical network, cyberspace, and social network. In this approach, first, skyline component computation is performed to reduce the solution space; then, the coefficient of variation is employed to filter the components with high quality of service (QoS) fluctuation and finally the best optimal components are selected by maximizing the fitness function based on users' end-to-end QoS requirements. We applied our approach to realworld dataset and the results showed that our proposed approach has better reliability as well as lower time cost than other approaches.
I. INTRODUCTION
Cyber-Physical-Social System (CPSS) is a new research topic in which physical, cyber, and social worlds (related to human factors) are integrated based on the interactions between these worlds in real time [1] . CPSSs rely on communication, computation, and control infrastructures that commonly consist of several levels of the three worlds with various resources as services. The operation and configuration of CPSSs require approaches that can be used for managing the variability at design time and the dynamics at runtime, which are caused by a multitude of component types and changing application environments [2] . Service composition approach is one of the most important among these approaches, and it plays an important role in integrating essential components in these worlds and also in organizing and sharing relevant information as required, such as virtual reality 3D glasses.
It is well known that a CPSS performs parallel execution and self-synchronization, and also influences the physical, information, cognitive, and social domains [1] ; this provides a new way to transform command and control organizations by the fusion of CPSS internal essential components from the three worlds. In service-oriented architecture (SOA), services correspond to abstract components realized by an API interface [3] , [4] and are platform independent, self-contained, and programmable. The true capacity of SOA can only be achieved when multiple services are integrated into more capable and powerful applications [5] for achieving cross call and sharing of resources under different domains and organizations. Service composition allows domains to form alliances, outsource functionalities, and perform self-synchronization. From the perspective of a CPSS software developer, service composition dramatically reduces the cost and risks of building new CPSS applications such that existing business logics can be represented as components and be reused. Thus, service composition approaches provide an ideal paradigm for designing and constructing command and control organizations for CPSSs.
Service composition is a process in which existing components are dynamically selected, integrated, and invoked according to certain requirements. It provides a value-added service as it comprises varied components [6] . According to the SOA paradigm, service composition is a combination of a series of services (also known as abstract components) and at run time, for each service, concrete components are integrated and invoked [7] . In service composition, besides considering the component functions to match CPSS users' request, the quality of service (QoS), which is an aggregated indicator of component quality, should also satisfy CPSS users' requirements. The QoS attributes of every component (e.g., response time, throughput, reliability, and availability) are very important factors because they can influence the performance and stability of CPSSs. Hence, effectively selecting the best services and integrating them is critical for CPSSs.
Although plenty of service composition approaches such as MIP [8] , Heuristic [9] , Hybrid [10] and LOEM [11] have excellent performance in Web service environments, there are two challenges for the service composition of CPSSs, which are as follows.
Violent QoS fluctuation: Traditional approaches pay little attention to the violent QoS fluctuations of components such as the response time of changes in the components over a period of time; hence, these approaches cannot provide reliable components to the users since these components are derived from the dynamic and different domains in CPSSs. Although QoS fluctuation also reduces the reliability of traditional service composition schemes, we believe the decrease in reliability of the service composition in CPSSs is higher than that of traditional schemes due to the expansion of service domains. Generally, components may be dispersed in different domains, may be obtained from different organizations or networks, or may operate on different platforms. Slight changes, such as those in the location, network environment, requirement time, will affect the QoS consistency of components and the reliability of service composition. For example, a component with continuous and high quality QoS attributes history has a better reliability than a component with high violent QoS attribute history. Hence, because of the dynamic nature, diversity, and cross-domain of CPSSs, there are inherent uncertainties of the component QoS and it leads to a large degree of error between running results and the actual results, which may lead to service composition failure. Therefore, it is worth noting that a component with high QoS consistency is typically more reliable than a component with a large coefficient of variance in terms of its QoS. High time cost: Service composition in CPSSs has a higher time cost than traditional schemes. With the development of CPSSs, more components with the same functions but significant differences in terms of the QoS attributes will be published in the three worlds. Similar to traditional service composition, for the service composition in CPSSs, the obvious way to obtain the best result is enumerating all possible compositions, which will lead to an NP-hard problem [9] . Therefore, selecting components of each service based on the QoS attributes for meeting user demands will result in huge time cost for service composition. For traditional service composition schemes, reducing the time cost is a research issue as well; however, most traditional services are Web services and their numbers are limited for supporting service composition. When the number of components is very low, the time cost is acceptable. However, with the rapid increase in the number of components in CPSSs, it becomes unrealistic to enumerate all possible components, which will lead to high time cost. Hence, to avoid high computation time, reducing the search space of components reliably is an important principle for service composition in CPSSs. Note that traditional service composition schemes also consider the time cost and reliability but these two issues are not very important: 1) the number of Web services with composition ability is few as IT companies compete with each other; 2) the QoS fluctuation is not drastic due to most services are from one world. However, different from traditional schemes, the time cost and reliability of service composition have become important issues in CPSSs due to the characteristic (massive services are from different world) of CPSSs. Hence, in this paper, we overcome the above two issues and propose an efficient service composition approach by Skyline service computation and QoS fluctuation computation. The contributions of this study are as follows:
1) Unlike traditional approaches, our research not only focuses on reducing the time cost of service composition further but also on guaranteeing the reliability of CPSSs.
To the best of our knowledge, this is the first study to consider the service composition problem in CPSSs. 2) We propose a fast and reliable service composition approach in CPSSs, where Skyline service computation is first carried out to reduce the solution space; then, coefficient of variation is employed to filter the components that have high QoS fluctuation and finally the best and reliable components are selected by maximizing the fitness function. 3) We implement our approach and compare the result with four other approaches based on real-world dataset.
The experiment results show that our approach performs better service composition for CPSSs. The remainder of the paper is organized as follows. Section II introduces the problem definition and related work. Section III describes our approach in detail including Skyline component computation, QoS fluctuation computation, and service composition algorithm. Section IV evaluates the benefits of our approach based on the experiment results. Finally, Section V concludes the paper and discusses future work.
II. PROBLEM DEFINITION AND RELATED WORK A. PROBLEM DEFINITION
Definition 1 (Service Composition): Let S denote a service composition in a CPSS that consists of n services with different functions; that is, S ¼ f s 1 ; s 2 ; . . . ; s n g, where s i ð0 < i nÞ denotes the ith service. Then, service s i VOLUME 8, NO. 1, JAN.-MAR. 2020 contains many components, that is, s i ¼ f s i1 ; s i2 ; :::; s il g, where l ðl > 1Þ denotes the number of components. Hence, service composition involves the selection of components from each service and assembling a new application through workflows [12] with QoS constraints for CPSSs. Similar to other studies [8] - [11] , [14] , [35] - [37] , [39] , our study also focuses on sequential service composition.
The QoS constraints of a component play a significant role in service composition because QoS expresses the numerical reference point of a component and affects the performance of the component in CPSSs. For example, if component s ij possesses r types of QoS attributes, the QoS attribute vector can be expressed as Qs ij ¼ fq 1 ðs ij Þ; q 2 ðs ij Þ; . . . ; q r ðs ij Þg, where q k ðs ij Þ ð1 k rÞ denotes the kth attribute value of component s ij . Similarly, the QoS attribute vector of service composition S can be expressed as QS ¼ fq 1 ðSÞ; q 2 ðSÞ; . . . ; q r ðSÞg, where q k ðSÞ ð1 k rÞ denotes the kth attribute value of service composition S, which is an aggregation of the kth attribute values from all selected components using QoS aggregation functions. For example, the aggregation functions of response time and reliability attribute are as follows, respectively (more functions can be found in [13] - [16] ),
Generally, in CPSSs, a component has a number of different types of QoS attributes having a different concrete unit and scope; this causes difficulties and leads to obstacles in service composition in CPSSs.
Definition 2 (QoS Utility Function): Therefore, we need to utilize scope of multiple QoS attributes by using QoS utility function [9] , [10] , [13] - [16] ; we can then define the function of component s ij 2 s i and service composition S in CPSSs as follows:
UðSÞ ¼
where v k is the weight of each QoS attribute and satisfies P r
rÞ is the maximum value of the kth attribute in all components of service s i , and similarly, Q min i;k is the minimum value in service s i ; Q max k is the summation of all Q max i;k in service composition S. Similarly, Q min k is the summation of all Q min i;k in service composition S in CPSSs.
Definition 3 (QoS Constraints):
During service composition, QoS constraints must be considered for satisfying users' requirements such as the total response time 3 s. Then, QoS constraints can be definite as a vector C ¼ fC 1 ; C 2 ; . . . ; C r g, where every QoS constraint C i ð0 < i rÞ represents the maximum or minimum boundary of an aggregated QoS attribute.
Definition 4 (Reliability): Reliability is the deviation degree of the variance of integrated components with the maximum and minimum variance in terms of service composition by
is the maximum aggregated variation of all integrated components, V min k ðSÞ is the minimum aggregated variation of all integrated components, and the other parameters are the same as in Eqs. (3)- (5) .
Selecting optimal components in terms of QoS constraints for reliable service composition S is an optimization problem in CPSSs, which requires the following two conditions to be met: 1) guaranteeing QoS constraints qðSÞ C i ; 2) maximizing QoS utility value UðSÞ.
B. RELATED WORK
Regarding the service composition problem in CPSSs, although the work done is insufficient for conducting a survey, many service composition methods have been proposed in Web service environments.
Certain previous service composition approaches [17] - [20] typically ignore the user's end-to-end QoS constrains, and most of them are inefficient owing to the large amount of time consumed. To obtain the most optimal service composition with global QoS constraint requirements, many globe optimal schemes [8] , [20] , [21] have been proposed. For example, Zeng et al. [20] focused on dynamic and qualitydriven service composition with importance on multiple attributes and global constraints. The key purpose is proposing the QoS aggregation functions based on the weights of QoS attributes and adequately considering the importance of the users' weight in the service composition process. Subsequently, Zeng et al. [21] proposed a middleware platform for service composition by obtaining the maximum of utility functions over QoS attributes while also satisfying the user requirements. Soon after, Ardagna and Pernici [8] utilized a stripping and negotiation mechanism to obtain a feasible solution for overcoming the problems faced in service composition. The above mentioned schemes yield good results; however, on implementing them in CPSSs, because there is a need for enumerating all possible combinations of 84 VOLUME 8, NO. 1, JAN.-MAR. 2020 components, they cannot efficiently handle the excessive time cost with increasing number of components.
To reduce the time cost, many near-to-optimal methods for service composition [10] , [11] have been proposed. For example, Alrifai and Risse [10] combined global optimization with local selection methods for the selection of integrated services. By using mixed integer programming (MIP), this approach first finds the optimal decomposition of global QoS constraints into local constrains, and then using local selection, it finds the optimal composited services. Soon after, Qi et al. [11] proposed a QoS-based service composition approach by combining local optimization and enumeration. Unlike [10] , in this work [11] , the global QoS constraints are converted into local constrains for selecting parts of components in each service; then, MIP is used to enumerate all possible compositions for selecting a near-tooptimal solution. In addition, many heuristic optimization algorithms were proposed to solve the time cost problem, such as genetic algorithm [22] , [23] , particle swarm optimization algorithm, [24] , and others [25] , [26] .
Moreover, Skyline services [27] - [29] and QoS dependence services [30] , [31] were also proposed to reduce the time cost of service composition. For example, Alrifai et al. [29] first filtered out a large number of service candidates by selecting Skyline service candidates from each service class and applied the K-means clustering algorithm to achieve service composition. Yu et al. [27] proposed a Skyline computation approach for service composition and enabled users to optimally and efficiently access sets of service as an integrated service package. Moreover, this approach [27] simultaneously analyzes sequential and parallel models, constantly updates Skyline services, eliminates useless service composition, and applies mixed integer programming to find the best solution. Baraka et al. [31] presented a correlation-aware service composition approach for handing QoS dependencies among services and improved the composition quality. This approach [31] first models the quality dependencies among services and then prunes uninteresting compositions based on the search space narrow perception mechanism before selection. In addition, Feng et al. [30] considered the QoSaware service composition problem in the presence of service dependent QoS, user provided topological and QoS constraints, and effectively handled the problem of servicedependent QoS by directly integrating it into the composition process instead of after the composition.
Although the above mentioned approaches perform well on their respective contexts with constant QoS values, because the QoS value of each component is dynamically changed, they cannot find the most reliable solution. To solve this problem, several service composition schemes have been proposed recently. For example, Wan and Wang [32] presented an uncertainty-aware QoS match-making model that realizes uncertain attribute-based service composition and improves the reliability of the composition service. Hwang et al. [33] proposed two dynamic service composition strategies to select a component for accomplishing an incoming operation of the composite service by using aggregated reliability and achieving a high probability of finishing the remaining operation. Tao and Lin [34] proposed a brokerbased selection architecture to promote dynamic integration and adaptation of QoS-aware services with end-to-end QoS constraints. Moreover, our previous work [14] , [35] - [37] also focused on the time cost and reliability of service composition; however, since the QoS value of each component is dynamically changed and because of violent fluctuations in CPSSs, with increasing number of services, they still failed in finding the best reliability solution with low time cost.
III. OUR PROPOSED APPROACH
In this paper, we propose a fast and reliable service composition approach in CPSSs, also known as FRSkyline, by QoS fluctuation computation and Skyline component computation.
As shown in Figure 1 , FRSkyline contains three phases. The first phase is skyline component computation, in which we employ the concept of skyline component to consider the components not dominated by any other components as effective components, aiming to reduce the solution space required in service composition. The second phase is QoS fluctuation computation, in which we adopt the coefficient of variation to transform the QoS values into a qualitative concept, and it represents the degree of QoS uncertainty of a component. Then, we rank components according to the values and prune the high uncertainty components, aiming to ensure the reliability of service composition and further reduce the search space required in service composition. The final phase is service composition, in which we use the MIP algorithm to select the most reliable component with lower time cost for users in CPSSs through the use of a composition engine [12] .
A. SKYLINE COMPONENT COMPUTATION
Service composition in CPSSs is intended at finding a set of components from each service that maximizes the overall utility value, while satisfying all the global QoS constraints. We could not just select the maximum utility value of each service because it does not guarantee satisfying all the global QoS constraints. In addition, the number of components is very large; thus, as an NP-hard problem, the time cost of enumerating each possible composition is not acceptable. Hence, to avoid the scarcely endurable time cost, the first priority is reducing the redundant components [21] . Hence, in this phase, certain redundant components must be filtered by Skyline component computation.
In this study, component redundancy denotes dominance relationships between components based on their QoS attributes and Skyline components according to Skyline [30] .
Definition 5 (dominance relationships): Consider a service s i , two components x; y 2 s i , and each component has a QoS attribute vector Q. x dominant y, denoted as x 0 y, if x is as good and better than y in all QoS attributes and better in at least one QoS attribute in Q (i.e., 8k 2 ½1; jQj : q k ðxÞ q k ðyÞ; 9k 2 ½1; jQj : q k ðxÞ < q k ðyÞ.) Definition 6 (Skyline components): The Skyline components in a service s i , denoted by SL, are those that are not dominated by any other component in s i (i.e., SL ¼ f x 2 s i j:9y 2 s i : y 0 x g). Figure 2 shows an example of a Skyline component in a certain service. Each component has two QoS attributes, namely response time and throughput. Hence, the services are represented as points in the 2D space. We find that the component a is a Skyline component because it is not dominated by any other component (i.e., there is no other component that offers both quicker response time and lower throughput than a). In addition, components f and k are also Skyline components, however, component b is not a Skyline component since it is dominated by component a. Then, components a, f, and k are effective components, however components b, c, d, e, g, and h will be pruned from the list of components in a service. Thus, we could use the notable Skyline algorithm [38] to determine which component should be pruned from the list of components in each service.
After Skyline component computation, the search space of service composition is reduced, and this can abruptly shorten the computation time of service composition in CPSSs.
B. QOS FLUCTUATION COMPUTATION 1) QOS FLUCTUATION
In CPSSs, we first consider two components, W and T, offering similar components as an example to illustrate the QoS fluctuation. In this example, we consider five transactions using each service. These transactions are represented as (w 1 ; . . . ; w 5 ) and (t 1 ; . . . ; t 5 ) as shown in Table 1 [14] , [35] - [37] , [39] . Table 1 shows the response time values of these transactions. The aggregated QoS value (w and t) is obtained by averaging all transactions.
From Table 1 , the aggregate QoS values of component W are greater than those of component T, i.e., w > t. In the traditional service composition approach, component T is usually selected in the component composition because 35.8 < 36.4. However, after deeply analyzing each transaction of these two components, we found the following two important facts that may be ignored in some existing approaches. (1) The aggregated response time of component T is slightly lesser than that of component W but the response times of the three transactions (w 2 ; w 3 ; w 5 ) of component W are lesser than those of (t 2 ; t 3 ; t 5 ) of component T, i.e., w 2 < t 2 ; w 3 < t 3 and w 5 < t 5. This implies that for most transactions, the response time of component W is less than that of component T. In the service composition process of CPSSs, if component T is selected, the actual composition result of component T may deviate from t, which will lead to poor component quality of the composition or service composition failure. Hence, it may be obvious that component W is more stable than component T and the selection of W as a component may be better for the service composition process. Hence, the computation of the QoS fluctuation for distinguishing a component with consistently good QoS from another with large variance in its QoS is an important issue in service composition of CPSSs.
Hence, for this purpose, we employ the coefficient of variation to compute the QoS fluctuation by transforming QoS quantitative values to obtain a QoS qualitative concept. Then, based on the qualitative concept, a component with consistently good QoS can be distinguished from other components. We first provide the definition of the coefficient of variation in the following.
2) COEFFICIENT OF VARIATION
In probability theory, the coefficient of variation is a normalized measure of the dispersion degree of a probability distribution. It can facilitate in comparing the discrete degree of two or more random variables especially when their measurement units or average are not same. In general, the greater the uncertainty of the variable, the greater will be the coefficient of variation. In this paper, we consider the historical QoS value for a component as the discrete random variable, and then employ the coefficient of variation to filter the components with high QoS fluctuation in CPSSs. The definition is provided in the following. Definition 7 (coefficient of variation): Let X be the random variable and X 1 ; X 2 ; . . . ; X n denote the range of X. Then, in this case, the coefficient of variation can be obtained by the following:
where S represents the standard deviation of X and X represents the average X. We apply the coefficient of variation to the values in Table 1 and then these response time values can be seen as quantitative QoS values expressed by five QoS historical values, i.e., (w 1 ; . . . ; w 5 ) or (t 1 ; . . . ; t 5 ). The QoS fluctuation of each component can be expressed by its eigenvector, EI ¼ fX; CVg. The eigenvectors of components W and T can be calculated as EI W ¼ f36:40; 11:09g and EI T ¼ f35:80; 40:40g. Since CV W < CV T , the QoS fluctuation of component W is lower than that of component T. This means that the QoS of component W is consistently better than that of T. Thus, component W should be selected rather than component T; this selection is different from traditional approaches.
Through this process, the coefficient of variation can facilitate in further reducing the search space for service composition and thus ensure the reliability of service composition.
C. SERVICE COMPOSITION
After Skyline component computation and QoS fluctuation computation, some unreliable and redundant components are pruned and components with consistently good QoS can be determined in each service. Then, a service composition solution should be used to determine the most reliable component of each service with global QoS constraints. Recently, mixed integer programming has been used to solve the service composition problem in several researches [8] , [18] , [28] , [31] and it is shown to achieve good results. Hence, in this paper, we use mixed integer programming to solve the optimization problem of service composition based on the filtered components in CPSSs by maximizing the fitness function F(S) as follows: 
Max FðSÞ
subject to P n i¼1 P l j¼1 q k ðs ij ÞÁx ij C m ; 1 m r P l j¼1 x ij ¼ 1; 1 i n; x ij 2 f0; 1g;
( is the summation of each CV min i;k ; r is the number of QoS attributes; m is the number of QoS constraints; n is the number of services; v k is the weight of each QoS attribute and satisfies P r k¼1 v k ¼ 1ð0 < v k < 1Þ; C m represents the mth global QoS constrains with respect to the rth QoS attribute.
By solving Eq. (6) and using mixed integer programming solver methods, a list of reliable components can be obtained and returned from each service to the service composition engine providing a service composition for users in CPSSs, as shown in Figure 1 .
IV. EXPERIMENTS
We conducted experiments and compared our approach (FRSkyline) with other approaches in terms of the computation time and reliability. Moreover, we also studied the parameters of our approach.
A. EXPERIMENT SETUP
For evaluating our approach, a real-world service QoS dataset is ideal for performance evaluation; unfortunately, there is not a real-world dataset from any CPSSs. Hence, it is very difficult to perform an objective and scientific experiment. However, in order to evaluate our approach, we need to establish an experiment that is close the objective; hence, we evaluated our approach using the two types of QoS datasets.
The first dataset is a real-world Web service QoS dataset obtained from [40] , [41] , named WSDream. It contains nearly 2 million real-world service invocation records and each record contains two QoS attributes, i.e., response time and throughput. It is collected by 339 service users on 5825 Web services and also contains the information related to these Web services and the users. In order to ensure the experimental results of all approaches are not evaluated only for the WSDream dataset, we also evaluate our approach with a synthetic dataset (named Random dataset) [14] , [35] - [37] , [42] , [43] as the second dataset. This dataset contains 10,000 services from one CPSS where a random function was employed to create the data of the response time and throughput. We conducted several service composition experiments for the CPSSs. Each experiment consisted of a composition request with n services, l components per service, and m global QoS constraints. By varying these parameters, we were able to collect results for each experiment; a unique combination of these three parameters was selected for these experiments.
In our experiments, the number of QoS attributes, r, was set to 2; the number of QoS constraints, m, was also set to 2; the number of components per service varied in the range of 100 to 1000; the weight for each of the two attributes was set to 0.5; and the CV was set to 50 percent. We note that practically the number of components in the service composition is generally less than 10 [50] . Hence, the number of services, n, was fixed at 5 for the WSDream dataset and 10 for the Random dataset. Further, the number of historical transactions was set at 250 for the WSDream dataset and 500 for the Random dataset.
All the experiments were performed on the same computer with Intel(R) Xeon(R) 2.6 GHz processor, 32.0 GB of RAM, Windows Server 2008R2, and MATLAB R2013a. In our paper, we compare FRSkyline with the following four approaches B. COMPARED APPROACHES Global [8] : This approach is a standard global optimization approach with all components. In order to find the best solution, this approach iterates all solutions. GlobalCV: This approach considers only half components for which the coefficient of variation is relatively small in the global optimization. Skyline [44] : This approach considers only the Skyline components as the available components and other components are discarded. CVSkyline: This approach first computes the coefficient of variation and then uses Skyline component computation to obtain the solution.
C. COMPARISON RESULTS FOR THE COMPUTATION TIME
In this experiment, we compare FRSkyline with the other four approaches in terms of the computation time. As shown in Figures 3 and 4 , the computation time of FRSkyline is always lower than that of the other approaches even when the number of components increases. This means that our approach can significantly reduce the time cost of a service composition in CPSSs because its search space is the smallest among all approaches. Note that, because GlobalCV considers only half components for service composition, its computation time is obviously lower than that of Skyline approach.
D. COMPARISON RESULTS FOR THE RELIABILITY
In this experiment, similar to other studies [14] , [35] - [37] , [42] , [43] , the reliability of a service composition for one CPSS is measured as shown below.
Using Definition 4, we calculate the reliability of a service composition as follows:
where CV max is the maximum aggregated coefficient of the variation of all integrated components, CV min is the minimum aggregated coefficient of variation of all integrated components; r is the number of QoS attributes; and v k is the weight of each QoS attribute. Based on Definition 4, we compare FRSkyline with the other four approaches in terms of the reliability of the service composition. Figures 5 and 6 show that irrespective of the number of components, the reliability of FRSkyline is always higher than that of other approaches. These experimental results illustrate that FRSkyline can effectively overcome the QoS fluctuation to avoid failure of service composition as the reliability of the integrated components is very high. FRSKyline not only uses CV, but also adopts Skyline to perform service composition, which means that its performance is better than only adopting CV or Skyline. Hence, by using CV to monitor historical QoS transactions of Skyline components, FRSkyline can effectively identify which components have large variances in terms of their QoS values and then can prune them. Moreover, in the context of this experiment, the reliability of CVSkyline and GlobalCV are the same due to CV, and Skyline and Global also have the same reliability as there is no CV.
E. PARAMETER STUDIES
The aim of parameter studies is to (1) show how parameters affect our approach for better understanding of the researchers; (2) show how our approach can conveniently be used by a software engineer (for example, the parameter setting may be different in practical applications).
1) PARAMETER CV
In this experiment, we study the computation time and reliability with the change in the parameter CV for the WSDream dataset. Figure 7 shows the computation time for the WSDream dataset with the variation in parameter CV; the computation time for our approach increases as CV increases from 10 to 90 percent. This demonstrates that the computation time increases with increasing CV because the component search space grows rapidly. Figure 8 shows that for the WSDream dataset, the reliability of our approach increases with CV.
2) PARAMETER v
In this experiment, we study how parameter v affects the reliability of a service composition where v represents the user requests for each QoS attribute for the WSDream dataset. We fixed the number of components as 500 and CV ¼ 50 percent. Then, the weight of response time varies from 0.125 to 0.875 and correspondingly the weight of throughout varies from 0.875 to 0.125. Figures 9 and 10 show that irrespective of parameter v the results obtained by our approach are good. Moreover, we also find that when the average value (0.5) of parameter v is used, our approach has the lowest computation time.
F. LIMITATIONS OF OUR APPROACH
Our approach may fail to find a solution when the number of components is less. The higher the number of components, the better the performance of our approach in CPSSs. Our approach is not suitable for a new component or the components that are used rarely because the number of historical QoS data records is very low for CPSSs. Note that our service composition approach can filter the component with high QoS fluctuation but for the reputation and price attributes, the QoS fluctuation computation cannot be performed for CPSSs.
V. CONCLUSION
With the increasing number of services in CPSSs, increasing number of components from different domains would be required to be integrated to support new applications such as virtual reality 3D glasses. Hence, in this paper, we presented a fast and reliable service composition approach. Our approach first used Skyline component computation to prune the redundant components and then employed the coefficient of variation to compute the QoS fluctuation to guarantee the reliability. Finally, we used mixed integer programming to find the best and reliable solution with lower computation time. We evaluated our approach using both real-world dataset and randomly generated dataset. The experimental results showed that our approach performs better than other four approaches.
Our future work will focus on service composition based on component QoS prediction and service composition based on QoS attribute relevance (e.g., service prices) in CPSSs [45] - [47] . Moreover, comparing our approach with other latest approaches is also the one of our future work.
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