A rate p : q block encoder is a dataword-to-codeword assignment from 2 p p-bit datawords to 2 p q-bit codewords, and the corresponding block decoder is the inverse of the encoder. When designing block encoders/decoders for constrained systems, often, more than 2 p codewords are available. In this paper, as our main contribution, we propose e cient heuristic computer algorithms to (i) eliminate the excess codewords; and (ii) to construct low hardware complexity block encoders/decoders. For (0; 4=4) and (0; 3=6) PRML constraints, block encoders/decoders generated using the proposed algorithms are comparable in complexity to human-generated encoders/decoders, but are signi cantly simpler than lexicographical encoders/decoders.
Introduction
Constrained coding is used in magnetic recording systems to encode unconstrained user sequences into channel output sequences that satisfy certain hard constraints such as various limits on the run lengths of zeroes, see, for example, Immink 1] , Marcus, Siegel, and Wolf 2], and Immink, Siegel, and Wolf 3] . Block codes have been widely used for converting unconstrained user sequences into desired constraint sequences. The basic idea in a rate p : q block code is to identify a codebook containing 2 p q-bit codewords that satisfy the desired constraint, and to design an encoder that assigns each 2 p p-bit dataword in a one-to-one and onto fashion to a q-bit codeword in the codebook. In other words, a block encoder is a dataword-to-codeword assignment. The corresponding block decoder is the inverse mapping or the codeword-to-dataword assignment.
We motivate the problem of interest using a concrete example of (d; k) = (0; 2) run-length limited (RLL) constraint which demands that runs of consecutive symbols \0" must not be more than 2. We are interested in a rate 4 : 5 block code for this constraint. A set of valid 5-bit codewords for this constraint can be obtained by starting from all 5-bit words and eliminating all words that have more than two consecutive symbols \0" anywhere in the words and by eliminating all words that have more than one symbol \0" at the beginning or at the end of the word. This process leaves a set of 17 codewords which can be freely concatenated without violating the constraint. Using these 17 codewords, in Table 1 we display three di erent block encoders. The rst encoder corresponds to the classical \GCR code" 2, Table III ], the second encoder has been constructed using the methods introduced in this paper, and the third encoder has been constructed by in a lexicographical fashion, that is, by lexicographically ordering all 17 codewords, deleting the \largest" codeword, and then assigning a 4-bit dataword to each remaining codeword corresponding to the codeword's rank in such an ordering. These three codes di er from each other in (a) the choice of codebook, that is, the GCR code and the lexicographical code ignore the codeword \11111" while the new code ignores the codeword \10101"; and in (b) the choice of encoder. While all three encoders have the same rate 4 : 5, they require di erent hardware complexities to implement as shown in Table 2 . The \AREA" and \GATES" numbers reported in Table 2 (and throughout this paper) were generated using the Berkeley SIS logic synthesis program 4]; we used the SA-12E cell library for the CMOS 6SF technology 5]. It can be seen from Table 2 that the new code has the lowest complexity, the GCR code has complexity quite comparable to the new code, and the lexicographical code has relatively large complexity. We say that the GCR code and the new code exploit the degrees of freedom permitted in the choice of the 16 word codebook and in the choice of the dataword-to-codeword assignment to construct low-complexity block encoders/decoders.
We now cast the problem of interest in formal notation. For r 1, de ne a r-bit word as an r-tuple of bits, that is, as an element of f0; 1g r . Let X = f0; 1g p denote the set of all excess   11111  10101  11111  0000  11001  10010  01001  0001  11011  10110  01010  0010  10010  10011  01011  0011  10011  10111  01101  0100  11101  01001  01110  0101  10101  01101  01111  0110  10110  11001  10010  0111  10111  11101  10011  1000  11010  01010  10101  1001  01001  01110  10110  1010  01010  01011  10111  1011  01011  01111  11001  1100  11110  11010  11010  1101  01101  11110  11011  1110  01110  11011  11101  1111 01111 11111 11110 Table 2 : Complexities of various encoders/decoders for the (0; 2) RLL constraint p-bit datawords or userwords. Clearly, j X j = 2 p . Let Y f0; 1g q denote the set of all q-bit codewords satisfying some constraint. Clearly, j Y j 2 q . We assume that j Y j j X j = 2 p , that is, we have at least as many codewords as there are datawords. A codebook C is de ned as a set of q-bit codewords in Y such that j C j = j X j. In other words, the codebook C is obtained from the set of valid codewords Y by deleting \excess codewords." A block encoder E is de ned a one-to-one mapping from the set of datawords X onto the codebook C. A block decoder D : C ! X is simply the inverse of the block encoder. In this paper, we are interested in:
selecting a codebook C; and in constructing a \low complexity" encoder E and a corresponding decoder D.
Observe that there are j Y j 2 p ways to select a codebook C from Y. Furthermore, given a codebook C, there are (2 p )! ways to select an encoder E. Thus, all together, there are (j Y j)! (j Y j -2 p )! ways of selecting a codebook and an encoder. As an example, for the rate 4 : 5 block code discussed above there are 17! 3:5568 10 14 ways to select a codebook and an encoder! Thus, a brute-force search is out of the question for even relatively low rate block codes.
Currently such a task is performed in a laborious, ad-hoc, and human-centric fashion, and becomes nearly impossible for very high-rate codes. For examples of various human-generated block encoders/decoders, see, Eggenberger and Patel 6], Marcus, Patel, and Siegel 7] , and Galbraith 8] . Constructing low-complexity encoder/decoders for very high rate codes is of immense economical value{as these codes may be implemented in mass-market magnetic recording systems. Moreover, low hardware complexity leads to reduced power consumption.
As our main contribution, we propose e cient heuristic computer algorithms to select a codebook and to construct low-complexity encoder/decoder. We now summarize this paper and outline its organization.
In Section 2, we introduce the notion of a simple set which contains 2 s words such that s coordinates of the set are free (or don't-cares) and the remaining coordinates of the set are either xed or are dependent on one of the free coordinates. In this section, we introduce the Constraint-Tree algorithm, a binary-tree based recursive algorithm, to decompose the set of q-bit codewords Y into disjoint, simple sets.
In Section 3, we de ne the codebook C as the union of the largest simple subsets of Y such that C contains exactly 2 p codewords. In this section, using Hu man codes or arithmetic codes, we partition the set of p-bit datawords into disjoint, simple sets such that there is a one-to-one correspondence between a simple set of codewords and a simple set of datawords. Finally, we construct the block decoder in a piece-meal fashion by de ning it as a mapping from a simple sets of datawords to the corresponding simple set of codewords. The constructed decoder has an intuitively pleasing description as a certain xed-rate twopart code.
In Section 4, we apply the ideas in Sections 2 and 3 to rate 8 : 9 block codes for (0; 4=4) and (0; 3=6) PRML constraints. For these constraints, our block encoders/decoders are comparable in complexity to those published in Eggenberger and Patel 6], but are significantly simpler than lexicographical encoders/decoders.
In Section 5, we include a discussion of our algorithms and their possible extensions.
2 The Constraint-Tree Algorithm
Simple Sets of Words
We introduce the main new concept of this paper: a simple set of words. Simple sets will be the basic building blocks with which we design codebooks and low-complexity encoders/decoders. Let Z f0; 1g r denote a set of r-bit words. Let Z = (z 0 ; z 1 ; : : : ; z r-1 ) denote a word in Z. We say that coordinate i, 0 i r -1, is xed or constant in Z, if for all Z 2 Z either z i = 0 or z i = 1. We say that coordinate i, 1 i r -1, is dependent in Z, if it is not xed and there exists a coordinate j < i such that for all Z 2 Z either z i = z j or z i = z j . In other words, we say that coordinate i, 1 i r -1, is dependent in Z, if there exists a coordinate j < i such that coordinate i is a 1-bit Boolean function of the coordinate j. We say that coordinate i, 0 i r -1, is potentially free in Z, if it is neither xed nor dependent in Z. We say that a set of r-bit words Z containing exactly s potentially free coordinates is simple if it contains exactly 2 s words. Potentially free coordinates of a simple set are called free{these coordinates may assume any binary value independent of other free coordinates. Intuitively, a set of 2 s r-bit words is simple if it contains s free coordinates, and (r -s) xed or dependent coordinates. The reader can check that any single codeword (with r 1) or a set of two codewords (with r 2) always constitutes a simple set.
As an example, the following set of 7-bit words constitutes a simple set. To be precise, coordinates 2 and 5 are xed, the coordinates 3 and 6 are dependent on the coordinate 0, the coordinate 4 is dependent on the coordinate 1, and the coordinates 0 and 1 are free. Finally, there are 2 free coordinates and 4 words. Note that if we were to delete any one of the four codewords, the resulting set would not be simple. However, if we were to delete any two or three of the four codewords, then the resulting set would be simple.
A simple set of r-bit words Z can be compactly represented in symbolic notation as a r-tuple of symbols taken from the alphabet: 0; 1; a 0 ; : : : ; a r-1 ; a 0 ; : : : ; a r-1 . The entries in the r-tuple are determined using the following rules: 
Finding Simple Sets of Words
In Figure 1 , we present a binary-tree based recursive partitioning algorithm to decompose an arbitrary set of words into disjoint simple sets of words. The algorithm is initially invoked with the following inputs:
Z, an arbitrary set of r-bit words;
An index set I F f0; 1; : :: ; r -1g that contains the coordinates that are known to be either xed or dependent. Since, initially, none of the coordinates are known to be xed or dependent, we set I F = {the empty set.
An index set I P f0; 1; ::: ; r -1g that contains the coordinates that are either xed, dependent, or potentially free. Initially, we set I P = f0; The ties in \arg min" are broken by selecting the smallest coordinate.
Step 5: Partition Z into two disjoint sets of words and recurse -set Z 0 = fZ = (z 0 ; z 1 ; : : : ; z q-1 ) 2 Z j zĵ = 0g; -set Z 1 = fZ = (z 0 ; z 1 ; : : : ; z q-1 ) 2 Z j z^j = 1g; -L 0 = Constraint Tree(Z 0 ; I F ; I P ; R); -L 1 = Constraint Tree(Z 1 ; I F ; I P ; R); Step 6: return L 0 L 1 ; Figure 1 : The Constraint-Tree algorithm, a binary tree-based recursive partitioning algorithm, for decomposing an arbitrary set of r-bit words into disjoint simple sets. An r-tuple R which may contain symbols taken from the alphabet: 0; 1; a 0 ; : : : ; a r-1 ; a 0 ; : : : ; a r-1 . Since, initially, no r-tuple based compact representation is known for Z, R is uninitialized. For 0 i (r -1), the i-th value in R is denoted as R i . As outputs, the algorithm produces a list of simple subsets of Z such that each simple set comes packaged with its r-tuple based symbolic representation.
Although the algorithm is fairly self-explanatory, we brie y explain various steps for completeness.
Step 1 removes xed coordinates in Z from I P , while Step 2 removes dependent coordinates in Z from I P . In Step 3, we know from Steps 1 and 2 that the coordinates in I P are neither xed nor dependent in Z. Hence, by de nition, the coordinates in I P are potentially free in Z. Thus, to check whether Z is a simple set, it su ces to check that j Z j = 2 j I P j . If, indeed, Z is a simple set, then the algorithm returns the simple set Z along with its r-tuple based symbolic representation. In this case, the coordinates in I P are truly free, and R satis es the rules R.1, R.2, and R.3.
Step 4, 5, and 6 are executed, only if Z is not a simple set.
In
Step 4, we know that Z is not simple. Hence, it must be that j Z j < 2 j I P j . We now want to split Z into two subsets such that each subset may be a simple set. The question is: How should one partition a not-simple set? We compute the most constrained coordinateĵ in I P as the coordinate that has the most lope-sided distribution of zeroes and ones. In Step 5, we partition Z into two subsets Z 0 and Z 1 such thatĵ is 0 in the former and 1 in the latter set. This step makes coordinateĵ xed in Z 0 and Z 1 . Finally, we recursively apply the algorithm to both Z 0 and Z 1 . Splitting Z on the most constrained bit is the main heuristic idea that makes the algorithm work. Intuitively, we recursively x the most constrained coordinates, till we nd a simple set. We made this choice since, after all, we are trying to design codebooks and low-complexity encoders/decoders for constrained systems. Thus, if we think of xed or dependent coordinates as \constrained coordinates" and the potentially free coordinates as \unconstrained coordinates", then we are recursively determining which coordinates to constrain. Also, observe that, as the recursion progresses, Z 0 and Z 1 may be further split themselves; however, they may be split on di erent coordinates. We may think about each simple subset as a leaf node in the binary tree, where the path from the root to the leaf captures the \constrained coordinates" in the leaf and the leaf de nes the \unconstrained coordinates." Thus, our heuristic systematically moves constrained coordinates to the top levels of the binary tree, while implicitly moving the unconstrained coordinates towards the leaves.
Observe that in Step 5 we are guaranteed that there are no xed coordinates in I P , hence we have that j Z j > j Z 0 j 1 and j Z j > j Z 1 j 1. Consequently, the recursion is guaranteed to terminate. In the worst case, we will end up with decomposition of Z into individual words. The number above each internal node shows the most constrained coordinate at that node; this coordinate is constrained ( xed) to 0 along the top branch and to 1 along the bottom branch.
Each leaf node constitutes a simple set of codewords and its canonical symbolic representation in tuple-based notation is shown. By observing the \New" column of Table 1 , the reader can verify that (1; 0; 1;0;1)corresponds to the rst codeword, (1; 0; a 2 ; 1; a 4 ) corresponds to 2-5 codewords, (a 0 ; 1; a 2 ; 0; 1) corresponds to 6-9 codewords, and, nally, (a 0 ; 1; a 2 ; 1; a 4 ) corresponds to [10] [11] [12] [13] [14] [15] [16] [17] codewords in the \New" column, respectively.
Example
We now brie y work through the rate 4 : 5 code for the (0; 2) RLL constraint. The algorithm starts with the 17 5-bit codewords in the \New" column of Table 1 . The codewords are not assumed to be in any particular order. The algorithm discovers that this set is not simple, and splits this set along the most constrained coordinate 1 into two subsets, namely, the rst 5 and the last 12 codewords in the \New" column of Table 1 . Now, while recursing, the algorithm discovers that the coordinate 0 is xed in the rst 5 codewords, and that these codewords do not constitute a simple set either. It splits this set along the most constrained coordinate 3 into the rst codeword and 2-5 codewords in the \New" column of Table 1 . The algorithm discovers that these sets are both simple, and hence this thread of recursion is stopped. Continuing along the thread of recursion associated with the last 12 codewords in the \New" column of Table 1 , the algorithm discovers that this set it not simple. It splits this set along the most constrained coordinate 3 into 6-9 and 10-17 codewords in the \New" column of Table 1 . Finally, the algorithm discovers that these sets are both simple. Thus, this thread of recursion is also stopped. The nal binary tree produced by the algorithm is shown in Figure 2 .
Codebook and Encoder/Decoder Design
Equipped with the notion of a simple set, and an algorithm for nding simple sets, we now return to the main problem of interest, that is, designing codebooks and low-complexity encoders/decoders for a block code.
Algorithm for Codebook Design
Given a list Y f0; 1g q of q-bit codewords satisfying some constraint, we apply the ConstraintTree algorithm to Y. This yields a list of simple sets of Y. We write this list as follows: f(Y i ; R
We claim that the codebook again has cardinality 2 p , that is,
To see this, we argue as follows. Let
Clearly, h n k . Now, since 2 p n 1 : : : n k-1 and all of the n i are powers of 2, it follows that n k-1 divides the right hand side of (3). Thus, n k-1 divides h. In particular, h n k-1 n k . Since also h n k , it follows that h = n k , and so we have (2) .
As an example, for the rate 4 : 5 code for the (0; 2) RLL constraint, the 16 word codebook can be constructed as a union of the three simple sets Y 1 (a 0 ; 1; a 2 ; 1; a 4 ), Y 2 (a 0 ; 1; a 2 ; 0; 1), and Y 3 (1; 0; a 2 ; 1; a 4 ), and by discarding the smallest simple set Y 4 (1; 0; 1; 0;1).
Simple Sets of Datawords
We know from (1) that the codebook C can be written as a disjoint union of simple subsets of Y. We rst partition the set of p-bit datawords into k disjoint, simple sets X 1 ; X 2 ; : : : ; X k such that j X i j = j Y i j; 1 i k:
In other words, we would like to have exactly one simple set of datawords for every simple set of codewords. We now describe our partitioning scheme.
De ne l i = p -s i ; 1 i k:
We now seek a pre x-free code (or an instantaneous code) of lengths l 1 ; l 2 ; : : : ; l k bits for each simple set Y 1 ; Y 2 ; : : : ; Y k , respectively. To see that such a code exists, de ne a distribution of masses over the simple sets Y 1 ; Y 2 ; : : : ; Y k as P(Y i ) = n i 2 p = 2 s i -p = 2 l i : By construction, P(Y i ) > 0 for every 1 i k, and P k i=1 P(Y i ) = 1. Thus, P is a legitimate distribution. Furthermore, P is a dyadic distribution, that is, the mass assigned to each simple set is a power of 2. For such a distribution, a pre x-free code exists that satis es (4), see, Cover and Thomas 9, Theorem 5.11.2]. Furthermore, such a code can be found using the Hu man algorithm 10, 9] or using arithmetic coding 11]. For 
denote a l i -tuple of bits that represents the pre x-free code for Y i . Now, for 1 i k, we de ne a simple set X i corresponding to Y i in a compact symbolic fashion as a p-tuple 
is pre x-free, we have that X i \ X j = whenever i 6 = j:
Now, it follows from (2) that
In other words, fX i g k i=1 represents a disjoint partitioning of the set of datawords X.
As an example, for the rate 4 : 5 code for the (0; 2) RLL constraint, we can write the dyadic distribution P as P(Y 1 ) = 1 2 ; P(Y 2 ) = 1 4 ; P(Y 3 ) = 1 4 ;
and a pre x-free code for this distribution as
Now, using (5), (6) , and (7), the three simple sets of datawords can we written as 
. . .
where ( It is easy to show that the decoder D constructed above is, in fact, one-to-one and onto. Hence, it has a well de ned inverse, which we use as the desired encoder E : X ! C. The inverse is easy to compute: reverse the \codeword-to-dataword" assignments to \dataword-tocodeword" assignments. (11) We will extensively use this notation in the following section and in Tables 3, 4, and 6.
As an example, for the rate 4 : 5 code for the (0; 2) RLL constraint, in the notation of (10) and (11), we can write the three simple sets of datawords as follows. 
Algorithm for Permuting the Free Coordinates
To complete the construction of the decoder and the corresponding encoder, we still need to specify the permutation g of the free coordinates of each simple set of datawords in (9) . Notice that, for every 1 i k, every permutation of the s i numbers l i ; l i + 1; : : : ; p -1 is acceptable; however, we would like to exploit this freedom in the choice of the permutation to share logic across the simple sets, and, hence, obtain lower-complexity decoder and encoder.
We now present a simple heuristic algorithm that typically leads to a 20-30% reduction in the complexity of the resulting encoders/decoders.
Arrange the k simple sets of codewords fY i g k i=1 as a k q matrix C whose columns denote the q coordinates 0; 1; : :: ; q -1 and whose rows denote the symbolic representations R Step 1 Initially, all free coordinates of all rows of D are marked as un lled, and all free coordinates of all rows of C are marked as unused. All xed coordinates of all rows of D are marked lled and all xed coordinates of all rows of C are marked as used. Table 3 : For the (0; 2) RLL constraint, we display the sequence of steps executed by the algorithm for permuting the free coordinates. Unused free coordinates of the matrix C are shown inside a box, and un lled free coordinates of the matrix D are denoted by a .
Step 2 If, for some row of D, say i, it happens that there is exactly one un lled free coordinate, say, j, then it must happen that the corresponding row of C has exactly one unused free coordinate, say, j 0 . Now, assign j 0 to j. Precisely, set g(i; j) = j 0 . In the i-th row of D, mark j as lled. In the i-th row of C, mark j 0 as used.
Step 3 Iterate Steps 3.a through 3.f, while there is at least one un lled free coordinate in some row of D.
Step 3.a Find the column, say, j ? , of D that has the maximum number of un lled free coordinates. In case of ties, select the largest coordinate.
Step 3.b For 0 j q-1, compute d j : the number of rows of D such that the coordinate j ? has been lled with the free coordinate j, that is, f(i; g(i; j ? ) -l i + 1) = j. Step 3.c For 0 j q-1, compute e j : the number of rows of C for which the coordinate j is unused and the corresponding row of D is un lled in coordinate j ? .
Step 3.d Compute j y = arg max 0 j q-1 fd j + e j g; where ties in \arg max" are broken by selecting the largest coordinate.
Step 3.e For every row of D, say, i, such that j ? is un lled and the coordinate j y is unused in the corresponding row of C, then assign j y to j ? in that row. Precisely, set g(i; j ? ) = i 0 + l i -1, where i 0 is such that f(i; i 0 ) = j y . In the i-th row of D, mark j ? as lled. In the i-th row of C, mark j y as used.
Step 3.f Repeat Step 2.
As an example, for the rate 4 : 5 code for the (0; 2) RLL constraint, we show the sequence of steps executed by the algorithm for permuting the free coordinates in Table 3 . The reader can check that the last three rows of Table 3 corresponds to the mapping from the \New" column of Table 1 to the \Datawords" column in Table 1 .
Examples
In this section, we illustrate the methods developed in Sections 2 and 3 on two constrained systems that are useful in magnetic recording systems employing a detection scheme known as partial response maximum likelihood (PRML). For more discussion on PRML channels, we refer the interested reader to 2, 3] and to references therein. We consider the (0; G=I) constraints which have been used in PRML channels, where the parameter 0 symbolizes that no minimum run lengths of zeroes is demanded in the channel output code bit sequence, the parameter G represents the \global" constraint that maximum run lengths of zeroes in the channel output code bit sequence is no more than G, and the parameter I represents the \interleaved" constraint that maximum run lengths of zeroes is no more than I in either the even index or the odd index subsequences of the channel output code bit sequence. In particular, in this paper, we consider (0; 4=4) and (0; 3=6) PRML constraints.
(0; G=I) = (0; 4=4)
Capacity of this constraint is 0:961366 which is greater than 8=9 = 0:8888, and hence it is natural to seek a rate 8 : 9 code for this constraint. In fact, a block code with rate 8 : 9 is known, see, Eggenberger and Patel 6]{referred to as EP hereafter. These authors found a set of 279 9-bit codewords by starting from all 9-bit words and eliminating all words that have more than four consecutive symbols \0" anywhere in the word, more than two consecutive symbols \0" at the beginning or the end of the word, or more than two consecutive symbols \0" at the beginning or the end in even or odd sub-words. These 279 codewords can be freely concatenated without violating the constraint, and hence constitute a block code. We applied the Constraint-Tree algorithm to the above set of 279 9-bit codewords 6, Figure 4] . The resulting binary tree is shown in Figure 3 . As a result of the algorithm, we found 22 simple sets that are displayed in the left column of Table 4 using the compact tuple-based symbolic notation. Using (1), we de ne the codebook C as the union of the largest 13 of these simple sets. Finally, we applied the ideas in Section 3 to design a mapping from these 13 9-bit simple sets of codewords to their corresponding 8-bit simple sets of datawords. This mapping, namely, the decoder, is displayed in Table 4 using notation in (10) and (11) . While reading Table 4 , one should think of the datawords as a function of the corresponding codewords.
In Table 5 , we compare the hardware complexities of the encoders/decoders in EP, in Table 4 , and in a lexicographical assignment. The last assignment is obtained by lexicographically ordering the 9-bit codewords and deleting the last 23 9-bit codewords, and then assigning to each 9-bit codeword a 8-bit dataword corresponding to the codeword's rank in the lexicographically ordered list of the remaining 256 codewords. The \AREA" and \GATES" for the encoder/decoder in EP were obtained by inputing their logic equations in the Berkeley SIS logic synthesis program (and by using SA-12E cell library for CMOS 6SF technology), while the numbers for our encoder/decoder and the lexicographical encoder/decoder were obtained by inputing their respective \codewords-to-datawords" (decoder) and \datawords-to-codewords" (encoder) assignments in SIS. It can be seen from Table 5 that our encoder/decoder are comparable to those in EP, and are far superior to their lexicographical counterparts which serves as a baseline.
(0; G=I) = (0; 3=6)
Capacity of this constraint is 0:944539 which is greater than 8=9 = 0:8888, and hence it is natural to seek a rate 8 : 9 code for this constraint. In fact, two block codes with rate 8 : 9 are known, see, Eggenberger and Patel 6]. These authors found a set of 272 9-bit codewords by starting from all 9-bit words and eliminating all words that have more than three consecutive symbols \0" anywhere in the word, more than two consecutive symbols \0" at the beginning of the word, more than one symbol \0" at the end of the word, and more than three consecutive symbols \0" anywhere in the even or odd sub-words. (Another block code with 272 9-bit words can be found similarly, the only di erence being that the words have no more than one consecutive symbol \0" at the beginning and no more than two consecutive symbols \0" at the end.) In this paper, we only use the former block code, the complexity of the latter code is nearly the same. These 272 codewords can be freely concatenated without violating the constraint, and hence constitute a block code.
We applied the algorithm in Figure 1 to the above set of 272 9-bit codewords 6, Figure 4] . As a result, we found 24 simple sets that are displayed in the left column of Table 6 using the compact tuple-based symbolic notation. Using (1), we de ne the codebook C as the union ( a 0 a 1 1 1 a 4 a 5 a 6 1 a 8 ) ?! (1 1 a 4 a 1 a 0 a 5 a 8 a 6 ) ( a 0 a 1 1 0 1 a 5 a 6 1 a 8 ) ?! (1 0 1 a 1 a 0 a 5 a 8 a 6 )  ( 1 a 1 0 a 3 1 a 5 a 6 1 a 8 ) ?! (1 0 0 a 1 a 3 a 5 a 8 a 6 )  ( a 0 1 a 2 a 3 1 a 5 a 6 0 1 ) ?! (0 1 1 a 2 a 0 a 5 a 3 a 6 )  ( a 0 a 1 1 0 0 1 a 6 1 a 8 ) ?! (0 1 0 1 a 0 a 1 a 8 a 6 )  ( 0 1 0 a 3 1 a 5 a 6 1 a 8 ) ?! (0 1 0 0 a 3 a 5 a 8 a 6 )  ( a 0 0 1 a 3 a 4 1 a 6 0 1 ) ?! (0 0 1 1 a 0 a 4 a 3 a 6 )  ( a 0 a 1 1 0 0 0 1 1 a 8 ) ?! (0 0 1 0 1 a 0 a 8 a 1 )  ( 1 a 1 0 1 0 a 5 1 1 a 8 ) ?! (0 0 1 0 0 a 5 a 8 a 1 ) ( 1 1 a 2 a 3 0 1 a 6 0 1 Table 7 : Complexities of various encoders/decoders for the (0; 3=6) PRML constraint of the largest 16 of these simple sets. Finally, we applied the ideas in Section 3 to design a mapping from these 16 9-bit simple sets of codewords to their corresponding 8-bit simple sets of datawords. This mapping, namely, the decoder, is displayed in Table 6 using notation in (10) and (11) .
In Table 7 , we compare the hardware complexities of the encoders/decoders in EP, in Table 6 , and in a lexicographical assignment. It can be seen from Table 7 that our encoder/decoder are comparable to those in EP, and are far superior to their lexicographical counterparts which serves as a baseline.
Discussion
Remark 5.1 (Logic synthesis) In this paper, we have focussed on algorithms for generating \dataword-to-codeword" and corresponding \codeword-to-dataword" assignments. Having generated these assignments, we did not actually generate the corresponding logic equations; rather, we employed the Berkeley SIS logic synthesis program 4]. Now, we outline a conceptual method for generating such logic equations for the decoder; such a method is useful for analysis 
where _ and^represent binary-input OR and AND gates, respectively.
Similarly, we can generate logic equations for the encoder as follows.
E.1 For 1 i k, let N i (X) denote the indicator function for the simple set of datawords X i .
Observe that the binary-tree associated with the pre x-free code in (5) yields a natural decision tree for computing these indicator functions.
E. Table 6 , 0 = 13, 1 = 12, 2 = 10, 3 = 7, 4 = 5, 5 = 3, 6 = 0, and 7 = 0. Proposition If k > 1, the decoder can be constructed using a circuit that uses no more binaryinput AND gates than p-1
(log 2 (2 p =n i ) -1); (14) and uses no more binary-input OR gates than p-1
Proof: The rst term in (14) is the number of AND gates required in (12) , and the second term in (14) is the number of AND gates required to compute the indicator functions M i , 1 i k.
Equation (15) is the number of OR gates required in (12) .
It is also possible to compute similar upper bounds on the circuit complexity of the encoder; we omit the precise results for brevity. The following three remarks point out practical implications of the above result.
Remark 5.2 (less simple sets are better) The fewer the number of simple sets k, the fewer the number of binary-input AND gates in (14) and the fewer the number of binary-input OR gates in (15). Hence, as a rule of thumb, the smaller the number of simple sets, the less complex the resulting encoders/decoders. For example, the (0; 4=4) PRML constraint has 13 simple sets, while the (0; 3=6) PRML constraint has 16 simple sets. It can be seen from Tables 5 and 7 that our encoders/decoders for the (0; 4=4) PRML constraint are simpler than our encoders/decoders for the (0; 3=6) PRML constraint.
Remark 5.3 (zeroes are better than ones) If for some i and j, the term R (Y!X;i) j is zero, then the corresponding term can be deleted from (12) . This saves a binary-input OR gate.
Thus, we prefer the term R (Y!X;i) j to be zero and not one. In other words, by increasing the number of zeroes, we increase P p-1 j=0 j , and hence decrease (15). Observe that in Tables 4 and  6 there are more zeroes than ones in the pre x-part of the Datawords matrix. This is by design. We now exhibit complexities of the encoders and decoders for the two PRML constraints where we have exchanged a zero by a one and vice versa in the pre x-part of the Datawords matrix in Tables 4 and 6 Table 5 and by comparing the (0; 3=6) column above to the \New" column in Table 7 , it follows that the complexity of the encoders remains essentially the same, but the decoders become 20-30% more complex when there are more ones than zeroes. (12) and (13) can be eliminated by combining terms. In other words, for the decoder, we can decrease the term P p-1 j=0 j in (14) . We now exhibit complexities of encoders/decoders for the two PRML constraints by using the trivial permutation g(i; j) = j in (9). Table 5 , it follows that{ without the algorithm for permuting the coordinates{the encoder becomes 40% more complex and the decoder becomes 30% more complex. Similarly, by comparing the (0; 3=6) column above to the \New" column in Table 7 , it follows that{without the algorithm for permuting the coordinates{both the encoder and the decoder become 20% more complex.
Remark 5.5 (lexicographical assignments as trees) We now contrast the structure discovered by the Constraint-Tree algorithm to that discovered by lexicographical codes. Observe that if in Step 5 of Figure 1 we partition the set Z on the smallest available coordinate (instead of the most constrained coordinate), then we obtain a lexicographical tree. Such a tree has a much larger number of simple sets than the one found by the Constraint-Tree algorithm, and, hence, we expect the lexicographical assignments to be generally more complex{a fact that is borne out by Tables 2, 5 It is easy to modify the algorithm in Figure 1 to nd d-simple sets by writing Step 2 as a sequence of d-substeps, where the rst substep eliminates 1-dependent coordinates, the second substep eliminates 2-dependent coordinates, and so on. Finding d-simple sets might lead to even lower hardware complexity codes, since we might be able to decompose a set of codewords into fewer d-simple sets for some d 1. However, in the worst case, Step 2 will require O(2 2 d q d+1 n) computation, where 2 2 d represents the number of one-output d-input Boolean functions. Hence, it follows from the discussion in Remark 5.7 that the modi ed algorithm for nding d-simple sets will have a worst case computational complexity of O(2 2 d q d+1 n log 2 n).
Remark 5.9 (Finite-state codes) A nite-state encoder consists of a nite set of states V and a collection of transitions I u=v ! J from state I to state J with input block u and output block v. Such a transition is called an outgoing transition from state I. The idea is that at state I, a p-bit input user block u is encoded to a q-bit output constrained block v and the encoder passes to state J (we assume that for each state I, p and q are constant over all outgoing transitions, but those constants are allowed to change form one state to another). Each state must have exactly 2 p outgoing transitions, one to accommodate each p-bit user block. Note that a block encoder is simply a nite-state encoder with only one state. Now, suppose that we are given a nite-state encoder as above except that (1) each transition has only an output label but no input label and (2) each state has at least (but not necessarily exactly) 2 p outgoing transitions. Let O I denote the set of outgoing transitions, each represented as a pair (v; J). A true nite-state encoder is then obtained from a data-to-codeword assignment which gives a de nition for each state I of a one-to-one mapping f I from the set of all 2 p binary p-bit blocks into O I . The f I then completely de ne the encoder: delete all transitions in O I outside of the image of f I and endow each remaining transition (v; J) with the input label u = f -1 I (v; J). One can simply apply the methods of this paper to each state I to construct such an f I . But it is often desirable for the encoder to be sliding-block decodable, i.e., an output block v decodes to an input block u as a function of a certain number, m, of preceding blocks (the memory) and a certain number, a, of following blocks (the anticipation), but otherwise independent of state information. Sliding-block decodability requires certain consistency conditions among the f I to hold. For instance, consider the special case m = 0 and a = 1. Then, we must have that We are currently working on heuristic methods to achieve such a consistency condition with low complexity assignments for f I .
Remark 5.10 (conjecture of computational hardness) Suppose we are given a nite set of one-output Boolean functions (or gates). A -circuit is a directed acyclic graph whose nodes are elements of . We assume that is complete, that is, any Boolean function can be computed using an -circuit. The circuit complexity of a Boolean function, with respect to , is the smallest number of gates in an -circuit computing the function 12, 13]; and is written as ( ).
The codebook C is a subset of Y f0; 1g q such that j C j= 2 p . Given a codebook C, the encoder E is a one-to-one mapping from X = f0; 1g p onto C. We write the corresponding decoder as D(E). The problem that we are interested in is to compute an optimal codebook C ? such that C ? = arg min C min E f (E ) + (D(E ))g where arg min is over all subsets C of Y such that j C j= 2 p , and min is over all one-to-one Boolean functions E that map f0; 1g p onto C. Also, we would like to compute the corresponding optimal encoder E ? such that E ? = arg min E f (E ) + (D(E ))g ; where arg min is over all one-to-one Boolean functions E that map f0; 1g p onto C ? .
We believe that nding such optimal codebooks and encoders is computationally hard 14], and, hence, in this paper, we have focussed on the heuristic \art" of constructing low-complexity encoders and decoders.
