Abstract-We have suggested bit-interleaved coded modulation with soft decision iterative decoding (BICM-ID) for bandwidth-efficient transmission over Gaussian and fading channels. Unlike trellis coded modulation, BICM-ID has a small free Euclidean distance but large diversity order due to bit interleaving. With iterative decoding, soft bit decisions can be employed to significantly improve the conditional intersignal Euclidean distance. This leads to a large coding gain, comparable to that of turbo TCM, over both Gaussian and Rayleigh fading channels with much less system complexity. We address critical design issues to enhance the decoding performance and provide the analytical bounds on the performance with an ideal feedback assumption. We investigate the performance characteristics of BICM-ID through extensive simulations and show that at high signal to noise ratios, the performance of BICM-ID converges to the performance assuming error-free feedback.
parallel or in serial. Due to the pseudorandom interleaving, a "global interaction" is introduced among the bits over an entire block. As a result, error protection is achieved not only through the constraints on the local trellis transitions, but also through the influence of other trellis sections. Although a true ML decoder for such concatenated codes is hard to implement, iterative decoding methods which employ the maximum a posteriori probability (MAP) rule for each individual decoder have been shown to provide near-capacity performance [3] [4] [5] . Compared with convolutional codes, turbo codes effectively take advantage of the potential of large block length but with the reasonable decoding complexity of simple constituent codes.
Another simpler approach is to use iterative decoding with a serial concatenation of encoding, bit-by-bit interleaving and high-order modulation. Unlike turbo codes, this scheme requires only one set of encoder/decoder; therefore, the receiver complexity is significantly reduced. At a first glance, the block diagram is no different from that of conventional symbol-interleaved trellis-coded modulation (TCM), a bandwidth-efficient coding approach suggested by Ungerboeck [6] . Indeed, the scheme, called bit-interleaved coded modulation (BICM) [8] , was first suggested by Zehavi [7] to increase the time diversity of coded modulation and therefore to improve the performance of TCM over fully interleaved Rayleigh fading channels. However, this improvement is achieved at the expense of reduced free (squared) Euclidean distance (FED), leading to a degradation over nonfading Gaussian channels [7] , [8] .
In this paper, we show that BICM, a bandwidth-efficient approach primarily considered for fading channels in the past, can in fact be used to provide excellent performance over both Gaussian and fading channels, with iterative decoding (ID). To maximize the gain of ID, we make critical changes to traditional Gray labeling used in Zehavi's BICM transmitter design. We call our scheme BICM with iterative decoding (BICM-ID) [9] , [10] .
The goal of this paper is to give a comprehensive set of performance analysis, simulation results and new labeling maps. In Section II, we first briefly review the scheme of BICM and its conventional decoding [7] , [8] . There we expose the reasons for the performance degradation of BICM compared with conventional TCM over Gaussian channels. In Section III, we address system design issues critical to the performance of BICM-ID and give detailed information on our iterative decoding algorithm, signal labeling method and interleaver design. In Section IV, we provide performance analysis and show extensive simulation results for BICM-ID for both AWGN and Rayleigh fading channels. Section V concludes the paper. 
II. REVIEW OF BICM

A. The BICM Transmitter
The BICM transmitter is a serial concatenation of the encoder, the bit interleaver and the memoryless modulator as shown in Fig. 1 . Note that the pseudorandom interleaver permutes the encoding output binary bits, instead of coded symbols using a conventional symbol-interleaved system. To simplify our discussion, we assume the information transmission rate of 2 bits/s/Hz using a rate-2/3 convolutional code and 8PSK modulation. Extensions to other information rates, code rates or modulation schemes are possible. For example, BICM-ID with 16QAM for fading channels is studied in [20] .
Denote the two input bits of a rate 2/3 encoder at time by and its corresponding three output bits (a code symbol) by , where or is the th bit. After permutation by a pseudorandom block interleaver, each three binary bits of the interleaver output are grouped together, and are mapped to a complex channel symbol chosen from -ary constellation by a signal label (1) where the 8PSK signal set is . With coherent detection, the received discrete-time baseband signal is (2) where is the fading coefficient, is the symbol energy, and is complex additive white Gaussian noise with one-sided spectral density . For the AWGN channel, . For a frequency nonselective Rayleigh fading channel, is Rayleigh distributed with . In this paper, we assume perfect channel state information (CSI); hence, is perfectly estimated and available to the receiver.
B. Conventional Decoding for BICM
Due to bit-based interleaving, true ML decoding of BICM requires joint demodulation and convolutional decoding and is therefore too complex to implement in practice. In [7] , Zehavi suggested a suboptimal method using two separate steps: bit metric generation and Viterbi decoding. From each received signal , six bit metrics are generated, using the ML rule. For the three binary bits and 8PSK symbols (3) where the signal subsets are . The notation indicates replacement by an equivalent statistic. For 8PSK, the size of each subset is 4. In practice, the log-sum calculation in (3) is computed either by approximation (4) or by table lookup for better accuracy. Finally, is replaced by the squared Euclidean distance .
C. Degradation of BICM Over Gaussian Channels
Although BICM performs well over fading channels because of an increase in diversity order, one pitfall of BICM is the degradation over Gaussian channels due to the "random modulation" caused by bit interleaving [7] . For example, referring to Fig. 2 , where the shaded regions correspond to all received symbols for which bit 1, 2, 3 takes on the value "1". With bit interleaving and suboptimal decoding, the symbol may originate from any constellation point in the shaded region. As we will later see, iterative decoding resolves this random modulation.
It can be shown that the FED of BICM is [7] , [11] , where is the free Hamming distance of a code and is the smallest Euclidean distance between the modulation constellation points. For 8PSK modulation, , where is the energy of a channel symbol. In general, the FED of BICM is a few dB below its counterpart TCM [7] . Therefore, conventional BICM is less efficient than TCM for Gaussian channels.
III. BICM-ID
Bit interleaving connects the coded bits, originally far apart in the sequence, to the same channel symbol. With ideal interleaving, coded bits forming a channel symbol are independent; therefore, the feedback from strong data sections (with less influence of channel noise) can remove the ambiguity in the high-order demodulation and enhance the decoding of weak data sections (those subject to undesirable noise patterns). With the perfect knowledge of the other two bits, which are provided by the decoding feedback, 8PSK modulation is effectively reduced to binary modulation for each bit position. Hence, the interconstellation distance for the binary modulation can be significantly increased.
Of course, if the feedback contains errors, we have picked a wrong binary constellation. Therefore, it is also important to reduce the effect of feedback errors and to control error propagation. These factors are considered in system design by using soft-decision feedback and well-designed interleavers. While more complex than our hard-decision feedback [10] , soft feedback is the key to realizing the inherent gains in BICM while mitigating error propagation.
A. Iterative Decoding Using Soft Feedback
The recent success of turbo codes has demonstrated the advantages of iterative processing in the decoding of concatenated schemes. A good introduction by Hagenauer can be found in [12] , where the method is called the "turbo principle." Note that iterative decoding was also considered by Seshadri and Sunderberg for multilevel coded modulation [13] . In [14] , Woerz and Hagenauer also used the reliabilities of the decoding results to control the feedback.
As shown in Fig. 1 , our receiver uses a suboptimal, iterative method through individually optimal, but separate demodulation and convolutional decoding steps. The a posteriori probabilities for the coded bits can be calculated as (5) Note that, compared with (3), (5) considers the a priori probability . At the initial demodulation, we assume the equally likely prior . Then, the soft-input-soft-output (SISO) module [5] is used for convolutional decoding and to generate the a posteriori bit probabilities for the information and coded bits. Following the notation of Benedetto et al. [5] , we denote by the a priori probability for a random variable and the a posteriori probability. Note that is unavailable and is not used in the entire decoding process. In addition, and are the extrinsic information, a term well explained in the literature of turbo codes [3] , [5] .
On the second pass, is interleaved and fedback, as , to the demodulator. Assuming , and are independent (a good interleaver assures near independence), we obtain, for each ,
where is the value of the th bit of the label for . Using (5) and (6), we derive the extrinsic a posteriori bit probabilities for the second-pass demodulation (7) Therefore, when recalculating the bit metrics for one bit, we only need to use the a priori probabilities of the other bits in the same channel symbol. The regenerated bit metrics are put into the decoder and we iterate demodulation and decoding. The final decoded output is the hard decision on the extrinsic bit probability , which is also the total a posteriori probability since is unused. In our implementation, the SISO decoder uses an additive "log-map" algorithm [5] . Also, the log-sum in (5) is approximated by max operations, aided by table lookups. These approaches greatly reduce the system complexity.
B. Signal Labeling
In our design it is critical to note that different decoding methods are optimized with different signal constellation labels. In this paper, we consider Gray, set-partitioning (SP), and semi set-partitioning (SSP) as examples. A comparison of these labeling schemes for 8PSK is shown in Fig. 2 . The decision regions for each bit in are shown in the shaded areas (only shown inside the unit circle) while the unshaded regions correspond to . It can be seen that all labeling schemes have the same minimum Euclidean distance between subsets of and but a different number of nearest neighbors. Therefore, for conventional BICM, Gray labeling has been considered to be optimal [7] , [8] due to the smallest number of nearest neighbors.
With perfect knowledge of all other bits, 8PSK modulation is translated to binary modulation selected from four possible sets of binary modulation. It can be seen that iterative decoding of BICM not only increases the intersubset Euclidean distance, but reduces a number of nearest neighbors to one as well. This leads to significant improvement over both AWGN and fading channels. Fig. 2 also illustrates the increase in the minimum Euclidean distance between subsets. It is obvious that Gray labeling is not the preferred choice since the minimum distance between subsets is not increased. More detailed analysis on the effect of labeling schemes is given in the next section where the analytical bound for BICM-ID is derived.
C. Interleaver Design
The interleaver design is critical to the high performance of BICM-ID. We use pseudorandom interleavers with the following design objectives: 1) to increase FEDC and 2) to mitigate error propagation during iterative decoding. Readers familiar with turbo codes can see that some of our ideas are inspired by the spread-random interleavers suggested in [16] . Here are our design rules.
Rule 1: Modularity: The bit positions before and after interleaving must have the same modulo-value, i.e., for 8PSK and , Bit 1 in the encoder output bit stream can only be mapped to one of the positions at Bit 1, 4, 7,… in the interleaver output. Essentially, the entire interleaver is composed of subinterleavers. This ensures that the coded bits with different protection, due to their different positions at the channel-symbol labels, are distributed uniformly along the trellis.
Rule 2: Reverse Spread: The bits going to the same channel symbol must be at least trellis stages apart from each other. This ensures feedback independence in bit metric recalculation and mitigates the error propagation through iterative decoding. much larger than the code constraint length is easily achievable. For a block containing information bits, a typical is 50. Rule 3: Forward Spread: The bits co-channel-symboled with the bits from a trellis segment of stages should be spread at least stages far from each other. This ensures that a burst of decoding errors spread evenly over the entire trellis and does not heavily affect, through bit-metric recalculation using the feedback, another short trellis segment. It is usually difficult to enforce Rule 3 for a short block, even though the window sizes and are chosen very small. Therefore, we only try to minimize the number of violations. For , the typical values of and we use are 3 and 6. The design rules form a multicriterion objective function, of which each component can only be partially optimized in practice. Our interleaver design algorithm uses these design rules as heuristics that guide iterative changes to an initial pseudorandomly drawn permutation.
IV. PERFORMANCE EVALUATION
A. Performance Bound for AWGN Channels
We first derive a BER upper bound for an idealized situation assuming error-free feedback (EFF). With ideal feedback, the 8-PSK channel is transformed into 3 independent BPSK channels. Normalizing , the minimum intersignal Euclidean distance for the three BPSK channels are , and for set-partitioning labeling while for Gray labeling. We first compute the pairwise error probability (PEP), the probability that a code sequence is transmitted but a code se- quence is selected at the decoder. Denote 1, 2, 3, the Hamming weight of the error pattern corresponding to the th bit position of the encoder output. The total Hamming weight of the error pattern . The squared Euclidean distance between the modulated sequences and is (8) Therefore, the PEP is given by (9) where . Finally, we obtain the upper (union) bound on the bit error probability for a rate-2/3 code as (10) where is the total information weight corresponding to all the error events with coded output weight ( ). With ideal feedback, 8PSK modulation is translated to binary modulation regardless of the labeling map. Therefore, from (10) it can be seen that only the FED conditioned on the ideal feedback (FEDC), which is defined as dominates the asymptotic performance of BICM-ID.
In Table I , we compare the FED of TCM and BICM and the FEDC of BICM-ID. The large increase in FEDC over FED shows the potential of BICM-ID. Our extensive simulation results confirm that soft iterative decoding mitigates error propagation and practically realizes the potential of the conditional free Euclidean distance-FEDC. It can be seen that Gray labeling, a signal mapping optimized for conventional BICM [8] , shows no improvement due to iterative decoding. Although SSP labeling has the largest FEDC, it has the largest number of nearest neighbors, which affect the first round performance, among all labeling maps considered as shown in Fig. 2 . Therefore, an iterative decoding gain may not be evident at BER values of interest and SSP labeling is not further used for AWGN channels. This observation is confirmed by simulation results.
B. Performance Bound for Rayleigh Fading Channels
Let denotes the pairwise error probability (PEP) of BICM and depends only on Hamming distance , a labeling map , and -ary signal constellation where . From [8] , the union bound of the PEP of BICM can be written in the form (11) where and are the sequences of label positions and labeling maps and is the complement of . Note that is the Laplace transform of the probability density function of the metric difference between and . When Gray labeling is used, irrelevant error events can be expurgated [8] from (11) and the PEP is rewritten as (12) where and denotes the nearest neighbor of . However, due to large gain introduced by iterative decoding, we are most interested in an analytical bound for the error free feedback performance, or error floor for short, to which the BICM-ID performance converges at low BER.
Given ideal feedback for each , contains only one term , whose label has the same binary bit values as those of except at the th bit position. Note that is not necessary the same as depending on the labeling map . Therefore, by removing the innermost summation in (11), the PEP of the error floor of BICM-ID can be written as (13) where For the Rayleigh fading channel with perfect CSI, we have [2, Sec. 13.3.2] (14) Then, the PEP of the error floor of BICM-ID defined in (11) can be numerically evaluated by the Gauss-Chebyshev quadrature (15) where is the total input weight of error events at Hamming distance and is the minimum Hamming distance of the code.
Unlike AWGN channels, there is no dominating term in the performance bound for the Rayleigh channel. Using (12)- (15), the asymptotic performance of BICM over Rayleigh fading [8] is approximated by (16) where is the probability of bit error, is the minimum Hamming distance of the code, is the information rate and is the harmonic mean of the minimum squared Euclidean distance. For any -ary constellation with a labeling map , can be calculated by (17) where . Note that is for BICM and for BICM-ID with ideal feedback as defined in (12) and (13), respectively. From (16) , it can be seen that controls the slope of the probability of bit error curve while provides the horizontal offset. Notice that a convolutional code and a labeling map have independent impacts on the performance of BICM-ID in Rayleigh fading whereas their effects on the BICM-ID performance in AWGN channels are intractable.
As aforementioned, iterative decoding of BICM effectively increases the intersignal Euclidean distance among signal sets; therefore, the harmonic mean of the minimum squared Euclidean distance can also be increased. Hence, the error floor of BICM-ID is the horizontally shifted version of the performance curve of BICM without feedback. Numerical calculation of before and after feedback is shown in Table II . The offset gain [20] , the difference between after feedback and of Gray labeled BICM without feedback, is also provided. This gives a quick comparison between BICM-ID with various labeling schemes and conventional BICM because the offset gain is the asymptotic iterative decoding improvement regardless of the Fig. 3 . Performance of BICM-ID with set-partitioning labeling in AWGN. 16-state, rate-2/3 punctured code, 8PSK modulation, and 4000 information bits/block. code structure. It is shown in Table II that Gray labeling yields the best first round performance while SSP labeling has the worst performance; however, SSP labeling has the largest after feedback and thus the largest asymptotic offset gain.
For the same convolutional code, the asymptotic performance of BICM-ID in AWGN depends on the minimum of the minimum Euclidean distance among signal sets whereas the performance over fading channels depends on the average (harmonic mean) of the minimum Euclidean distance. Therefore, it is interesting to see that BICM-ID with Gray labeling shows a slight asymptotic gain over conventional BICM in fading channels while no improvement is expected in the AWGN channel.
C. Simulation Results for AWGN Channels
In this section, we provide the simulation results for BICM-ID over Gaussian channels. In particular, we show how close BICM-ID performance is to the EFF bound (10) . We also show the effects of signal labeling and block length on the performance of BICM-ID. The performance of other coded modulation schemes including Ungerboeck's TCM [6] and turbo-TCM suggested by Robertson and Worz [17] are also included for comparison. Unless stated otherwise, we focus on rate-2/3 coded 8PSK and use the 16-state, punctured code [18] for BICM-ID in our simulation. The bit interleavers are designed with the rules described in the previous section. For each BER data point, we simulate 10 information bits.
1) Tightness of the EFF Bound:
In Fig. 3 , we show the performance of BICM-ID with set-partitioning labeling, soft decision decoding and 4000 information bits in each block. Clearly, the gain through iterative decoding is significant and the actual decoding performance converges to the EFF bound.
2) Effects of Signal Labeling: Fig. 4 shows the effects of signal labeling. Gray labeling, which is extensively used for conventional BICM [7] , [8] , offers the best first-pass performance, but yields almost no gain with iterative decoding. This is because its FEDC is the same as FED of BICM, which is quite small. In contrast, set-partitioning labeling gives the large gain through iterative decoding and the best overall performance, al- though its first-round performance is the worst. As expected, the performance using Mixed labeling [10] , which is suitable for BICM-ID with hard-decision feedback [10] , is between the aforementioned two labeling methods.
3) Effects of the Block Length: In Fig. 5 , we show the effects of block length. As in other schemes using iterative decoding, a large block length is desirable for BICM-ID. With 2000 information bits per block, the performance of BICM-ID converges to the EFF bound at the BER level of practical interest. The degradation resulted from using a 500-bit block is about 0.8 dB at BER . On the other hand, a slight improvement can be achieved by using 4000 bits.
It should be noted that further increasing the block length leads to earlier convergence, in terms of SNR and the number of iterations, but does not improve the performance at high SNR as normally seen with standard turbo codes. BICM-ID can also be modeled as a serial concatenation of an encoder, a bit interleaver and a one-state (zero-memory) encoder (modulator). The one-state encoder is equivalent to a SISO decoder on the one-state trellis. Furthermore, none of the encoders is recursive. Therefore, there is no "interleaver gain" [4] from this configuration because iterative decoding does not decrease the multiplicity of low weight error events.
4) Comparison With Other Coded Modulation Schemes:
In Fig. 6 , we compare BICM-ID with conventional TCM and turbo-TCM. For TCM, the 64-state Ungerboeck code is used with Viterbi decoding, while two 8-state, nonpunctured convolutional codes are used for turbo-TCM [17] . For both BICM-ID and turbo-TCM, we use 2000 information bits/block and eight iterations. Reducing the iteration number to 4 only causes a small degradation in both cases. The gap between BICM-ID and turbo-TCM is about half a dB. Note that, to illustrate the performance of BICM-ID, we use a single 8-state rate 2/3 convolutional code with maximal [19] , which has the same complexity as one of the component codes used in turbo TCM.
Regarding the complexity of the proposed BICM-ID, an appropriate measure of the maximum likelihood decoder from a convolutional code is the number of visited edges per decoded bits [2, Sec. 11.1.2]. For a rate convolutional code with memory, a maximum likelihood decoding complexity is while the complexity of maximum a posteriori (MAP) decoding is roughly about three times that of maximum likelihood decoding [2, Appendix F]. Therefore, in this comparison, the complexity of 8-state BICM-ID is about half that of 8-state turbo TCM and about one third of that of 64-state TCM. The complexity of soft output demodulator shown in (7) is relatively small compared to the SISO decoder, which requires the forward and backward recursions.
D. Simulation Results for Rayleigh Fading Channels
In this section, we assume the Rayleigh fading channel. We compare our simulation results with the analytical bound on the error floor. The effects of labeling and block length on the performance of BICM-ID are also shown. For comparison, we include the performance of Gray labeled 8PSK BICM using an 8-state, rate 2/3 code [7] . To show the impact of iterative decoding to the performance of BICM-ID in Rayleigh fading, we use the same code as in [7] in place of the puncture code. The bit interleavers are designed using the the previously described rules.
1) Tightness of the EF Bound:
In Fig. 7 , we show the performance of BICM-ID with the SSP labeling map. Each block contains 4000 information bits. With only two passes, BICM-ID shows the significant improvement over conventional BICM at all BER values of interest. At large signal-to-noise ratio ( ), the actual decoding performance converges to the EF bound. Notice the tightness of the bound. As previously shown, the simulation results show the asymptotic coding gains of about 5.7 dB and with the SSP labeling map. The simulations validate this analysis.
2) Effects of the Block Length:
We show the effects of block length in Fig. 8 . Similar to the BICM-ID performance in AWGN, BICM-ID in Rayleigh fading also suffers from a short block length. Specifically, more than a dB loss can be observed at BER of 10 when the block size is reduced from 2000 to 500 bits. However, a slight improvement is achieved when the block size of 4000 bits is used. 
3) Effect of Signal Labeling:
The effects of signal labeling is shown in Fig. 9 . We compare three labeling maps for 8PSK: Gray, SP, and SSP. Without iterative decoding, Gray labeling yields the best performance [8] . However, SSP labeling offers the best performance after 8 passes of soft-decision iterative decoding. This is due to the large improvement in as shown in Table II . The performance of SP labeled BICM-ID is between those of Gray and SSP labeling maps. By comparing the asymptotic coding gains observed from simulation results, we notice the accuracy of the prediction shown in Table II .
V. CONCLUSION
We have proposed BICM-ID and demonstrate that it significantly outperforms conventional TCM and performs closely to turbo-TCM. We have also addressed important system design issues such as iterative decoding, signal labeling and the construction of the pseudorandom interleaver. Each is a critical component in achieving the highest performance. We show that the performance of BICM-ID converges to the bound assuming error-free feedback. This indirectly shows that, at high SNR, iterative decoding achieves the global maximum-likelihood decoding performance for BICM. The speed of convergence depends on the signal labeling method and the block length.
