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Introduction
Predicting Arctic sea ice has long been practiced by elders of Inuit communities in the 19 Arctic, whose livelihoods depend on sea ice for travel and hunting [Fox , 2003] . There is 20 increasing interest in predicting Arctic sea ice among shipping and resource extraction 21 industries, spurred in part by the recent sharp decline of Arctic sea ice area, particularly 22 in summer [Serreze et al., 2007] . For example, advanced knowledge of the opening of 23 the northwest and northeast passages could offer faster and cheaper travel between the 24 Atlantic and Pacific oceans [ACIA, 2004] . 25 The persistence of anomalies in Arctic sea ice area has multiple important timescales 26 [Blanchard-Wrigglesworth et al., 2011] . There is an initial exponential decay of the lagged 27 correlation from a given month that results in a negligible correlation after 2-4 months. 28 For example, correlation of Arctic sea ice area anomalies in May with successive months 29 is essentially zero by September. Beyond this initial loss of persistence, there is a reemer-30 gence that occurs in some seasons owing to coupled interactions between sea ice area 31 anomalies, thickness anomalies (which tend to persist much longer than area anomalies), 32 and sea surface temperature (SST) anomalies. The reemergence is observed in nature, 33 but it is more pronounced in a GCM analyzed in the study.
34
Global Climate Models (GCMs) have been employed to assess the prognostic pre-35 dictability of Arctic sea ice in a few studies by using 'perfect model' approach in which 36 ensemble integrations are initialized from a reference model integration. Such studies ne-37 glect errors from imperfect knowledge of the initial state and therefore give the upper limit 38 of predictability for the model. One study found central Arctic thickness predictability 39 Predictability from changing boundary conditions ('predictability of the second kind'-
48
Lorenz [1975] ), such as results from anthropogenic climate forcing, could be very impor-49 tant for a system whose mean state is rapidly changing, as is the case for Arctic sea ice.
50
This 'forced' predictability results in a transient in the ensemble mean of an ensemble fore-51 cast distribution. A question of interest is how long initial-value predictability dominates 52 over forced predictability in sea ice, or is there a gap when there is no predictability. A sim-53 ilar question has been explored for Pacific upper ocean temperatures, which showed within 54 5-8 years predictability from climate forcings exceeds that from initial values [Branstator 55 and Teng, 2010] . We assess the 'forced' predictability in sea ice through the use of relative 56 entropy [Kleeman, 2002] from information theory, which has recently been applied in the 57 context of oceanic temperature predictability [Teng and Branstator , 2010] . 
Methods
We investigate predictability of pan-Arctic sea ice area and volume in perfect model In the reference, σ is assumed to be monthly varying but annually periodic, a reasonable 83 assumption for the shortness of the period considered. All significance values are stated 84 at the 95% confidence interval.
85
Satellite observations of sea ice area [Fetterer et al., 2002 [Fetterer et al., , updated 2010 [Fetterer et al., ] from 1979 [Fetterer et al., -2010 are used to compute the trends and standard deviation of observed sea ice area. 87
Results
Forecast accuracy is a user defined concept with no universally defined skill standard 88 [Collins, 2002] , so we consider several measures. We begin by evaluating the growth of 89 the cross-ensemble standard deviation (or ensemble spread) of each EPE, which addresses 90 initial-value predictability only, using the Root Mean Square Deviation (RMSD, also 91 known as Root Mean Square Error). The RMSD is defined as
where x ij is either pan-Arctic sea ice area or volume (henceforth refered to as just area 93 or volume) and the indexes j indicates the set, i indicates ensemble member, and N the 94 total number of variables in the summation minus 1 [see Collins 2002] . We note that our 95 interpretation of the RMSD is in close agreement with those from the Prognostic Potential 96 Predictability (PPP) [Pohlmann et al., 2004] and growth of the standard deviation of the 97 EPE (see auxiliary materials).
98 Figure 1 shows the RMSD for area and volume for January and September EPEs. An
99
RMSD of zero indicates perfect predictability, and the reference RMSD is the limit above 100 which there is no predictability. Predictability is considered significant when the RMSD 101 of the EPE is less than that of the reference judged using an F-test. As expected from its shorter persistence timescale, the initial-value predictability is lower for area than for 103 volume. The time it takes for the RMSD for area to first lose significance is about 1.5-2 104 years (Fig. 1a,c) . Beyond 2 years the RMSD for area is significant only intermittently, with 105 a tendency for significance to recur in some months, notably May-July and September-
106
October of years 3 and 4. After 4 years all initial-value predictability of area is lost. For 107 sea ice volume, the initial-value predictability of each EPE is significant continuously for 108 3-4 years (Fig. 1b,d) .
109
We compare the RMSD for each EPE to an estimate from an autoregressive process 110 of order 1 (AR1 model, see, e.g., vonStorch and Zwiers [1999] ) -an estimate of the 111 predictability from damped persistance alone. The AR1 model is based on the one-lag 112 correlation (a) and variance (σ 2 ) of the control for the month following the start time (e.g.,
113
for the January start, a is for January correlated with February and σ is for only the month 114 of January). Hence, the asymptotic limit of the AR1 model RMSD approaches that of the et al., 1996] . We emphasize that the decline does not result in complete loss 132 of predictability, at least not until several years have passed.
133
Our previous work showed that sea ice area anomalies could disappear and reemerge of the controlling influence of volume on area is that once the EPE RMSD becomes 147 undistinguishable from the reference RMSD in the 5th year (see fig. 1 b and d) , area loses 148 all initial-value predictability (see fig. 1 a and c) .
149
Next we consider how the rapid decline in area and volume affect predictability through 150 analysis of relative entropy, which measures the information (in bits) provided by a pre-151 diction over the climatology [Kleeman, 2002] . The univariate form of relative entropy is 152 defined as
where σ c and σ e are standard deviations of the control and experiment respectively, and the relative entropy with respect to the control of a synthetic data set whose mean and 162 standard deviation are constructed to be minimally significantly different from the control 163 at exactly the 95% level (see auxiliary materials).
164
From the relative entropy of the EPEs (see Figure 3 ), we see that most of the initial- 
