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Abstract
This dissertation describes our work in building interactive agents that can communicate
with humans to collaboratively solve tasks in grounded scenarios. To investigate the chal-
lenges of building such agents, we define a novel instantiation of a situated, Minecraft-based,
Collaborative Building Task in which one player (A, the Architect) is shown a target struc-
ture, denoted Target , and needs to instruct the other player (B, the Builder) to build a
copy of this structure, denoted Built , in a predefined build region. While both players can
interact asynchronously via a chat interface, we define the roles to be asymmetric: A can
observe B and Target , but is invisible and cannot place blocks; meanwhile, B can freely
place and remove blocks, but has no explicit knowledge of the target structure. Each agent
requires a different set of abilities in order to be successful at this task: specifically, A’s
main challenges arise in the task of generating situated instructions by comparing Built and
Target , while B’s responsibilities focus mainly on comprehending A’s situated instructions
using both dialogue and world context. Both agents must be able to interact asynchronously
in an evolving dialogue context and a dynamic world state within which they are embodied.
In this work, we specifically examine how well end-to-end neural models can learn to be
instruction givers (i.e., Architects) from a limited amount of real human-human data. In
order to examine how humans complete the Collaborative Building Task, as well as use
human-human data as a gold standard for training and evaluating models, we present the
Minecraft Dialogue Corpus, a collection of 509 conversations and game logs. We then in-
troduce baseline models for the challenging subtask of Architect utterance generation, and
evaluate them offline, using both automated metrics and human evaluation. We show that
while conditioning our model on a simple representation of the world gives our model im-
proved ability to generate correct instructions, there are still many obvious shortcomings,
and it is difficult for these models to learn the large variety of abilities needed to be success-
ful Architects in an entirely end-to-end manner. To combat this, we show that including
meaningful, structured inputs about the world and discourse state as additional inputs –
specifically, by adding oracle information about the Builder’s next actions, as well as enrich-
ing our linguistic representation with Architect dialogue acts – improves the performance
of our utterance generation models. We also augment the data with shape information by
pretraining 3D shape localization models on synthetically generated block configurations.
Finally, we integrate Architect utterance generation models into actual Minecraft agents,
and evaluate them in a fully interactive setting.
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There has been longstanding interest in developing interactive agents that can communi-
cate with humans to collaboratively solve tasks in grounded scenarios (e.g. SHRDLU [1]).
In these scenarios, in order for an agent to successfully communicate in natural language
and collaborate with humans in the real world, they must not only be able to recognize and
describe the immediate world around them, but they must also be able to ground the con-
current discourse to that world to effect changes within it. However, such situated dialogue
poses challenges that go beyond those currently studied in standard dialogue tasks within
natural language processing (NLP) literature. For example, slot-value filling tasks performed
by standard dialogue systems can be represented using flat meaning representations that can
straightforwardly be grounded to APIs [2, 3, 4], while chatbots typically operate in uncon-
strained dialogue scenarios without clearly-defined goals [5, 6, 7]; other dialogue scenarios
may involve further grounding to images or videos, such as in so-called visual dialogue where
users talk about a static image [8] or video-context dialogue where users interact in a chat
room while viewing a live-streamed video [9], but do not deal with the challenges that arise
from embodied agents interacting in and manipulating a dynamic environment.
In contrast to these unconstrained and ungrounded scenarios, instruction giving/following
tasks are common testbeds that showcase situated language. In these tasks, instruction givers
need to be able to refer to real-world objects in ways that depend on the current position
of the speakers as well as changes in the environment. Instruction followers, on the other
hand, should not only be able to engage in rich natural language dialogue with their human
conversation partners, but also to ground that dialogue to physical objects, and execute
instructions in the real world. In practice, the ability to understand and interact using
situated language is especially important for embodied robots that are intended to be used
as teammates for human partners. However, relevant efforts in robotics have largely focused
on single-shot instruction following, and are mostly constrained to simple language [10, 11]
with limited resources [12, 13, 14]. Due to the expense of actual human-robot communication,
simulated environments that allow easier experimentation are commonly used [15, 16, 17].
Therefore, a necessary first step towards building interactive agents is to design a situated,
goal-oriented dialogue scenario that provides the benefits of easier experimentation afforded
by simulated environments, but still realistically captures the challenges of a grounded dia-
logue task. To this end, we define the situated Minecraft Collaborative Building Task,
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that involves two players: an Architect (A) instructs a Builder (B) to construct a target
structure out of multicolored building blocks in the 3D virtual environment provided by the
Minecraft gaming platform. The Collaborative Building Task situates a dialogue task, inten-
tionally designed to be asynchronous and asymmetric with few constraints on the language,
in a simulated, 3D Minecraft environment within which speakers with constantly changing
perspectives must refer to and manipulate a constantly changing world.
1.2 THESIS STATEMENT
In this thesis, we explore how to build automated agents that can engage in asynchronous,
situated natural language dialogues with humans in order to collaboratively build structures
in 3D virtual environments. We show how such environments make it possible to study
situated language generation and understanding, especially in the context of construction
tasks, in which agents must be able to refer to and effect changes in a dynamic environment.
Specifically, we design an instantiation of a situated task by simulating a collaborative build-
ing task in Minecraft. This allows us to make some simplifying assumptions about the ease
with which agents can perceive or interact with the world which don’t hold in real physical
environments. Furthermore, motivated by the recent, paradigm-shifting successes of end-to-
end neural models for many NLP tasks, and by the fact that such models can be trained on
raw data without rich linguistic annotations, we examine how well end-to-end neural models
can learn to be instruction givers from a limited amount of real human-human data, and find
that while these models can learn to process the world to a small extent, it is difficult for
them to learn the large variety of abilities needed to be successful conversation partners in
this domain in an entirely end-to-end manner. We show that these models can instead ben-
efit from including additional meaningful, structured inputs about the discourse and world
state.
Specifically, in this dissertation, we build interactive agents that can communicate with
humans to collaboratively solve tasks in grounded scenarios by first defining a novel instan-
tiation of a situated, Minecraft-based, Collaborative Building Task in which one player (A,
the Architect) is shown a target structure, denoted Target , and needs to instruct the other
player (B, the Builder) to build a copy of this structure, denoted Built , in a predefined
build region. While both players can interact asynchronously via a chat interface, we define
the roles to be asymmetric: A can observe B and Target , but is invisible and cannot place
blocks; meanwhile, B can freely place and remove blocks, but has no explicit knowledge
of the target structure. Each agent therefore requires a different set of abilities in order
to be successful at this task. Specifically, A’s main challenges arise in the task of gener-
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ating situated instructions. A must align Target and Built in order to compare them and
determine next steps, since Built can be a rotated and translated copy of Target within
the build region. Beyond providing clear instructions, which should appropriately make use
of B’s perspective and block actions, A must also be able to describe Target in terms of
substructures such as rows, columns, diagonals, staircases, etc. as well as higher-level terms
such as giraffe or table. Additionally, A should be able to identify when mistakes are made
and generate appropriate corrections, as well as answer B’s questions appropriately when B
requests clarification or verification. Meanwhile, B’s responsibilities focus mainly on com-
prehending situated instructions using both dialogue and world context; these challenges are
amplified as A’s instructions are spread across turns, B’s perspective changes with move-
ment, and B’s actions change the environment. B must also grapple with the challenge of
learning to predict sequences of block actions within a large action space, in which floating
blocks require nonmonotonic action sequences where a placement is followed by a removal,
and training sequences are noisy since human B players are prone to mistakes and misun-
derstanding. Furthermore, to close the loop, B needs to know when and how to continue
and clarify the dialogue, by asking appropriate verification or clarification questions, giving
suggestions, and extrapolating from existing context.
In this thesis, we specifically examine how well end-to-end neural models can learn to be
instruction givers (i.e., Architects) in this domain. To this end, in order to examine how hu-
mans complete the Minecraft Collaborative Building Task, as well as use human-human data
as a gold standard for training and evaluating models for this task, we present the Minecraft
Dialogue Corpus, a collection of 509 conversations and game logs of humans completing
this task. These human-human interactions highlight the various challenges associated with
being an Architect: namely, that they not only must be able to provide clear instructions
grounded to the Builder’s perspective, but also compare built and target structures to de-
termine next steps, describe the target structure in meaningful terms, and respond to the
Builder’s actions and queries appropriately in a context-sensitive manner. To examine how
well neural models can address these challenges, we therefore introduce baseline models for
the challenging subtask of Architect utterance generation and evaluate them offline using
both automated metrics and human evaluation. We show that while conditioning our model
on a simple representation of the world gives our model improved ability to generate correct
instructions, there are still many obvious shortcomings, and it is difficult for these models to
learn the large variety of abilities needed to be successful Architects in an entirely end-to-end
manner. To combat this, we show that including meaningful, structured inputs about the
world and discourse state as additional inputs – specifically, by adding oracle information
about the Builder’s next actions, as well as enriching our linguistic representation with Archi-
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Figure 1.1: The original Blocks World of Terry Winograd’s SHRDLU [1]. This sequence
depicts the series of actions taken by SHRDLU to execute the instruction “pick up a big red
block,” in which the robot first moves a smaller green block out of the way before picking up
the larger red one.
tect dialogue acts – improves the performance of our utterance generation models. We also
augment the data with shape information by pretraining 3D shape localization models on
synthetically generated block configurations and analyze their predictions on real Minecraft
target structures. Finally, we integrate Architect utterance generation models into actual
Minecraft agents and evaluate them in a fully interactive setting. In doing this, we show that
while we have made significant progress towards our ultimate goal of building interactive
agents, there is still much work that remains to be done, and we propose several promising
avenues for future work.
1.3 BACKGROUND
Blocks World is a well-established domain for natural language interaction and planning
in which agents construct structures using physical blocks that both appear and behave
realistically. The Blocks World was originally conceived in 1968 as part of Terry Winograd’s
SHRDLU [1] (Figure 1.1), an early situated language understanding and generation system
that enabled users to converse in normal English with a computer that could answer questions
about, execute commands in, and accept information regarding the state of a simplified
virtual Blocks World that obeyed basic physics. In this scenario, SHRDLU, equipped with
a robot arm and eye, must solve planning problems to complete tasks involving physical
constraints (such as retrieving blocks out from underneath others), as well as talk about the
state of the world and its understanding of it using natural language. To illustrate this, we
include a snippet of an example dialogue between a human user, H, and SHRDLU, S, from
Winograd’s thesis below:
4
H: pick up a big red block.
S: OK.
H: grasp the pyramid.
S: I don’t understand which pyramid you mean.
H: find a block which is taller than the one you are holding and put it into the box.
S: By “it”, I assume you mean the block which is taller than the one I am holding.
S: OK.
H: what does the box contain?
S: The blue pyramid and the blue block.
H: what is the pyramid supported by?
S: The box.
H: how many blocks are not in the box?
S: Four of them.
In designing SHRDLU to operate robustly in the Blocks World, Winograd’s thesis explored
the hypothesis that a computer must understand a subject in order to converse about it
reasonably in natural language. While the Blocks World may seem deceptively simple,
Winograd demonstrated that, for an agent to be successful, it must grapple with the problems
of understanding and generating natural language, representing and retaining knowledge in
memory, planning and executing solutions, and grounding concepts to discourse and world
context, all within a unified framework. However, Winograd accomplished this by designing
SHRDLU’s syntactic parsing, heuristic semantic understanding, and planning components
using an extensive set of domain-specific handwritten rules and knowledge, resulting in a
system that, though impressive when applied to constrained scenarios such as the one above,
was also very brittle, and could only handle a small set of hard-coded concepts. While the
Blocks World is a toy domain, the challenges that come with building interactive systems
that can instead learn to be successful in this domain by incorporating the same variety
of abilities are both realistic and complex. We therefore define a novel instantiation of a
situated dialogue task in our rendition of Blocks World that allows us to investigate these
aspects.
Minecraft (https://minecraft.net/) is a popular sandbox video game developed by
Mojang Studios. In the full game, players control avatars to navigate in a blocky, procedurally-
generated 3D world and can build structures, craft tools and items, and harvest raw ma-
terials, such as blocks of dirt, stone, and wood, from natural resources such as trees or
mountains (see Figure 1.2 for an example). Minecraft worlds support both single-player
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Figure 1.2: A Minecraft world. [18]
and multiplayer gameplay, as well as a variety of different game modes, including survival,
creative, and spectator modes. Players can freely move, jump and fly, and they can choose
between first- or third-person perspectives. Camera angles can be smoothly rotated by mov-
ing around or turning one’s avatar’s head up, down, and side-to-side, resulting in a wide
range of possible viewpoints. Additionally, the Java edition of Minecraft is particularly well
known for its flexible API that can be modified by independent developers, allowing for
unique extra features, or mods, to be added to the base game.
Minecraft is a platform of growing interest for AI researchers. In particular, our work
extends Microsoft’s Project Malmo [19], an AI research platform implemented as a Minecraft
mod that provides an abstraction layer on top of Minecraft. The platform was originally
designed to further research in wide variety of areas, including robotics, computer vision,
reinforcement learning, planning, multi-agent systems, and others. Malmo enables human
users and automated agents to interact in customized Minecraft worlds and provides an
API for saving and loading game states. Combining Malmo’s extended functionality with
Minecraft’s inherently block-based worlds provides an ideal setting to simulate the Blocks
World.
1.4 THE MINECRAFT COLLABORATIVE BUILDING TASK
As a first step towards building interactive agents that can communicate and collaborate
in real-world scenarios, we design a situated, goal-oriented dialogue scenario that realistically
captures the challenges of a grounded dialogue task in a dynamic environment. Specifically,
we define an instantiation of a situated dialogue task in which we can investigate the following
questions:
• Given the changing state of the world, how do you identify and describe what to do
6
next in an intuitive way?
• Given the changing positions of the speakers, how should you identify the locations of
objects in the world?
• How do dialogue and action history influence how you communicate the next steps?
• How do these interactions occur in a natural, real-time conversation setting?
To this end, we define the Minecraft Collaborative Building Task, in which two players are
tasked with constructing a target structure out of multicolored building blocks. In this
section, we first describe how we have re-imagined a Blocks World scenario in Minecraft,
then formally define the Collaborative Building Task and highlight its associated challenges.
1.4.1 Blocks World in Minecraft
In our Blocks World scenario, structures are built out of 6 types of equally-sized colored
blocks within a fixed, nondescript 11× 9× 11 build region. We designed our blocks in this
way specifically to disallow users from referring to specific blocks by uniquely identifable
names, as well as to allow us to design target structures with unique styles of substructures
demarcated by color (e.g. blue rows, red towers, orange T -shapes, etc.). Furthermore, by
design, the build region and its surroundings contain no identifiable landmarks, allowing for
multiple valid perspectives without enforcing absolute cardinal directions (e.g. “north”).
However, our scenario differs from traditional Blocks World in a few key ways. First,
Minecraft blocks can only be placed on a discrete 3D grid. As a result, blocks in Minecraft
cannot be positioned such that they overlap multiple other blocks or be rotated at non-
right angles. In this aspect, our scenario is simpler than traditional Blocks World. Second,
Minecraft blocks do not need to obey gravity. That is, they can be put anywhere as long
as one of their sides touches another block or the ground, allowing for a block to “hang” off
the sides of adjacent neighbors; these neighbors can later be removed, allowing the second
block (and any structure supported by it) to “float.” Furthermore, our task also features
asymmetric roles and levels of information between the two speakers, but focuses on the
creation of structures rather than navigation around and manipulation of existing ones;
this allows us to investigate how communication evolves as the environment is dynamically
changed by the speakers, as well as how to refer to objects that already exist and those not
yet built.
Finally, a key difference between our Minecraft recreation of Blocks World to traditional
Blocks World is in how the agents are situated in the world. Winograd’s SHRDLU involves a
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robot arm that has global range of movement over a build region, which is viewed from a fixed
perspective. Minecraft instead manifests players as moving avatars that navigate within the
world using continuous movement and who are themselves no taller than a couple of blocks.
Instead of as a universal robot arm, our scenario realizes the instruction follower as an avatar
with a first-person perspective who walks around the structure in the build region and flies
above the ground in order to reach taller blocks; the instruction giver, implemented as an
invisible Minecraft “spectator,” has similar freedom of movement and can watch the follower
from any number of angles, including a third-person view snapped to a location behind the
follower. This enables instruction givers to use spatial relations grounded specifically to
the follower’s perspective, such as “extending in the direction you’re currently facing, and
upwards” to describe where a block should be placed. The added flexibility of perspectives
in our scenario thus leads to a much more dynamic context than what is traditionally offered
in the Blocks World domain.
1.4.2 Task Definition
Having first described how we reimagined the Blocks World in Minecraft, we now define
our novel situated goal-oriented dialogue task designed for players in the Minecraft Blocks
World.
We define the Collaborative Building Task as a two-player game between an Architect (A)
and a Builder (B). A is given a target structure (Target) and has to instruct B via a text
chat interface to build a copy of Target on a given build region. A and B can communicate
back and forth via chat throughout the game (e.g. to resolve confusions or to correct B’s
mistakes). B is given access to an inventory of 120 blocks of six given colors that it can
place and remove. A can observe B and move around in its world, allowing it to provide
instructions from varying perspectives. But A cannot move blocks, and remains invisible to
B. The task is complete when the structure built by B (Built) matches Target , invariant
to translations within the horizontal plane and rotations about the vertical axis. Built also
needs to lie completely within the boundaries of the predefined build region.
Example We refer to Figure 1.3 for an example of game progression in the Collaborative
Building Task. The dialogue snippet is taken from a point towards the beginning of the
game in which A instructs B to build the orange 7 and yellow 6 structures that appear
in Target . After some initial greetings and a description of the target – “this is a bunch of
giant block numbers ... start with orange and stop waving at me” – A begins instructing B






















Figure 1.3: In the Minecraft Collaborative Building Task, the Architect (A) has to instruct
a Builder (B) to build a target structure. A can observe B, but remains invisible to B. Both
players communicate via a chat interface. (NB: We show B’s actions in the dialogue as a
visual aid to the reader.)
A: in about the middle build a column five tall
Already, the instruction taken in isolation is underspecified, as the color of the column,
orange, is only mentioned in the previous A utterance. Additionally, in about the middle is
slightly ambiguous, and is left here to B’s interpretation. This is not necessarily a problem:
the instruction is sufficient as long as the final built structure lies within the bounds of
the build region. Despite this uncertainty, B executes this successfully, so A continues by
providing another instruction that is highly dependent on B’s last actions and perspective:
A: then two more to the left of the top to make a 7
A not only references the previous column implicitly, but also uses B’s perspective as the
frame of reference for the spatial relation left of the top [of the column], all while referring
back to a higher-level description of the target, a 7. B, possibly using common knowledge of
what a 7 looks like as an aid, grounds and executes this next instruction successfully, so A
continues by describing how the next shape, a 6, should align to the newly-constructed 7 by
relating properties of the shapes rather than using block-wise or column-wise instructions:
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A: now a yellow 6
A: the long edge of the 6 aligns with the stem of the 7 and faces right
But here, A’s instructions are less clear to B. Instead of building blocks, B asks a series of
clarifying questions in order to relate the 6 ’s location to the 7, to which A responds with
further information:
B: Where does the 6 start?
A: behind the 7 from your perspective
B: Is it directly adjacent?
A: yes directly behind it. touches it
This exchange is rife with pronominal references to both the existing 7 and the yet-to-be-
built 6, after which B deems the ambiguity resolved and proceeds to build the entire 6 in one
go, taking cues from the dimensions of the 7 to guide their actions. But unfortunately, B has
misinterpreted A’s instructions, so A must now intervene with an appropriate correction:
A: too much overlap unfortunately
A: the colummn of the 6 is right behind the column of hte 7
The above example shows some of the specific challenges of this task. Although human
players were able to complete each structure successfully, this task is not trivial. At every
turn, A must compare a constantly-evolving Built structure against the Target in order to
correctly describe next steps. When doing so, A often provides instructions that they think
are sufficient, but leave B still clearly confused, indicated either by B’s lack of initiative
to start building or a confused response. Once a multi-step instruction is understood, B
also needs to plan a sequence of steps to follow that instruction; in many cases, B chooses
clearly suboptimal solutions, resulting in large amounts of redundancy in block movements.
A misinterpreted A instruction may also lead to a whole sequence of blocks being misplaced
by B (either due to miscommunication, or because B made an educated guess on how to
proceed) until A decides to intervene (in the example, this can be seen with the built yellow
6 ). A could also misinterpret the target structure, giving B incorrect instructions that would
later need to be rectified. This illustrates the challenges involved in designing an interactive
agent for this task: the Architect needs to provide clear instructions, the Builder needs to
identify when more information is required, and both agents may need to design efficient
plans to construct complex structures.
More importantly, the above example also showcases the broader challenges of situated
dialogue that we wish to investigate as outlined at the beginning of this section, and high-
lights some of the specific aspects of each of A’s and B’s asymmetric roles. As the world
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state evolves throughout the dialogue, A’s instructions towards the goal similarly evolve, re-
ferring directly to previously-built substructures and adapting to situations in which errors
have been made. Due to B’s constantly-changing perspective, A almost always involves B’s
frame of reference when referring to locations in the world, and B must be able to adaptively
comprehend A’s instructions as their perspective and world changes. Retaining a memory
of past utterances and actions is essential to grounding future interactions, which might
otherwise appear ambiguous. And, lastly, the intentional lack of strict turn-taking structure
allows the interaction to occur in real-time, allowing for the realistic possibility of interrup-
tions and crossed wires. The Minecraft Collaborative Building Task therefore enables us to
study these important aspects of situated dialogue in human-human interactions.
1.4.3 Differences from Prior Work
Dialogue tasks Our work differs from several flavors of existing human-human corpora
for various dialogue tasks. Specifically, our work investigates the challenges of grounding
language to the real-world in task-oriented scenarios. In contrast, a large area of focus in
prior work includes ungrounded, unconstrained, chit-chat dialogues. A large number of spon-
taneous dialogues can be automatically scraped from social media platforms, such as posts
and replies on Twitter [5], or from forums, such as comment threads on Reddit [6]. Chit-
chat can also be constrained to a particular domain, such as Ubuntu tech support scraped
from IRC channel logs [7], or interactions pulled from fictional sources such as movie dia-
logues [20, 21]. While generally ungrounded, some chit-chat corpora feature conversations
grounded to various knowledge sources, such as Wikipedia or news articles [22, 23] or docu-
ments [24]. However, without a clear definition of task completion, automatically evaluating
response generation models in these unsupervised scenarios is not straightforward [25].
Alternatively, while there has also been a focus on various goal-oriented dialogue tasks,
such as slot-filling tasks that involve a dialogue agent who is tasked with helping a user
achieve goals like acquiring information or booking accommodations, the challenge of ground-
ing language in these scenarios is much simpler than in our work. In these settings, a pre-
defined set of domain-specific slots are filled over the course of a conversation and used to
fulfill a user’s needs. Examples of these include transcribed Skype calls of tourist information
as used in Dialog State Tracking Challenges [2, 3] or the large-scale MultiWOZ corpus [4]
collected via Amazon Mechanical Turk in which humans play the role of the machine in a
Wizard-of-Oz setup. Some corpora feature goal-oriented dialogues grounded to specific APIs
that are defined by schemas [26] or used by underlying knowledge bases [27]. In contrast, the
structured knowledge and context-aware world grounding required by the Minecraft Collab-
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orative Building Task, whose instructions cannot be sufficiently represented using a simple
combination of slots and values and grounded to flat API calls, are much more complex.
Finally, there are also dialogue tasks that require reasoning over multimodal inputs, but
these tasks generally address dialogue interactions in static environments, while our work ad-
dresses such interactions in dynamic ones that can be influenced by the speakers themselves.
Visual Dialog [8] involves users talking about a static image, while video-context dialogue [9]
features a large amount of users interacting within a chat room while viewing a live-streamed
video. The MMD benchmark dataset [28] features a large number of multimodal conver-
sations, involving both text chat and images, between shoppers and salespeople in a retail
domain. However, these multimodal scenarios do not embody the speakers in their environ-
ments, and these environments are not influenced by the actions of the speakers. While users
the Collaborative Building Task must also talk about a grounded, multimodal medium (in
our case, the 3D Minecraft world), our users are additionally required to dynamically change
that world by manipulating objects within it, resulting in a much more variable context.
Situated language There have been a variety of prior situated language testbeds, com-
monly framed as instruction following for navigation tasks, which have inspired our work.
The HCRC Map Task [29] tasks two speakers, sitting across from each other and each given
slightly differing schematic maps, with successfully navigating a route through the map us-
ing verbal communication. Only one speaker sees a planned route on their map, and has to
guide the other speaker to follow that route on a slightly different map. Another scenario
includes the maze navigation task of MacMahon et al. (2006) [30], who design a corpus
of route instructions from human instructors to human followers in large-scale indoor en-
vironments. The SpaceBook corpus [31] features dialogues collected in a Wizard-of-Oz
setup, in which a human, pretending to be a tourist physically walking around the city of
Edinburgh, converses with a human Wizard posing as a tour guide. Similar to our scenario,
the GIVE challenge [15] tasks natural language generation systems with generating natural
language instructions to guide a human user to perform tasks and find treasure in a virtual
3D environment. We build on this prior work by designing a similar situated environment
to investigate how to build such interactive agents, but our work differs from these previous
scenarios mainly in that we focus on construction rather than navigation tasks, specifically
to investigate the implications and added complexity of having new and evolving entities
in the world, and that we do not explicitly map utterances to symbolic representations, as
most prior testbeds do.
Prior approaches to instruction comprehension typically take a semantic parsing approach.
Chen and Mooney (2011) [32] build a semantic parser that learns to parse natural lan-
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guage instructions to navigation plans involving action sequences. Artzi and Zettlemoyer
(2013) [33] also learn a semantic parser for route instructions, but use a weakly-supervised
approach involving a weighted Combinatory Categorial Grammar lexicon. Semantic parsing
components enable human-robot understanding by mapping utterances to grounded Spatial
Description Clauses [11, 34], or to expressions in a logic-based Robot Control Language [35],
or to knowledge bases of facts about the environment [12]. Some approaches to interactive
robot design combine these architectures with physical robot exploration to enable online
learning [36, 37]. As we do not define symbolic representations for our utterances, we can-
not directly use a semantic parsing approach; instead, we map A utterances directly to B
action sequences that can be executed directly in the world. We explore this task in detail
in Jayannavar et al. (2020) [38], but not in this thesis.
1.5 OVERVIEW OF THIS DISSERTATION
This dissertation is organized as follows:
Chapter 2: We present the Minecraft Dialogue Corpus, a collection of 509 conversations
and game logs of humans completing this task, and provide detailed qualitative analysis of
the resulting game logs. The work in this chapter is joint work with Prashant Jayannavar
in our ACL 2019 paper [39].
Chapter 3: As a first step towards building fully interactive Architect agents, we define
the challenging subtask of Architect utterance generation. We design and evaluate a series of
end-to-end neural models on this task, and show that we achieve improved results by adding
simple world representations to these models. The work in this chapter up until Section 3.7
is joint work with Prashant Jayannavar in our ACL 2019 paper [39].
Chapter 4: In order to add richer linguistic structure to our data and models, we annotate
Architect utterances with their dialogue acts. We show preliminary results for modeling these
dialogue acts in isolation, and also show that using them in downstream Architect utterance
models yields improved results on the utterance generation task.
Chapter 5: We explore how to build better representations of the world state by pretrain-
ing convolutional neural models on synthetically generated data to identify the locations of
elementary shapes in the Minecraft grid. We then show preliminary results of applying these
pretrained models to real Minecraft target structures.
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Chapter 6: We integrate our Architect utterance models into actual Minecraft agents and
present them in a fully interactive setting. We highlight strengths and weaknesses of our
model’s performance in real interactive settings.
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Chapter 2: The Minecraft Dialogue Corpus
In order to examine how humans complete the Minecraft Collaborative Building Task, as
well as use human-human data as a gold standard for training and evaluating models for
this task, we first collect the Minecraft Dialogue Corpus, a collection of game logs of
humans completing the Collaborative Building Task. This chapter presents a deep dive into
further implementation details of recreating the Blocks World in Minecraft in Section 2.1 and
how we collected the Minecraft Dialogue Corpus in Section 2.2. Finally, we walk through
in-depth visual examples and analysis of the resulting game logs in order to further showcase
the challenges of the Collaborative Building Task in Section 2.3.
2.1 IMPLEMENTATION DETAILS
In our Blocks World scenario, structures are built entirely out of 6 types of equally-sized
colored blocks (red, orange, yellow, green, blue, and purple) whose faces are identical and
featureless (and thus have no predefined orientation). Furthermore, we defined a fixed,
nondescript 11× 9× 11 build region, outlined using a white square floor along the xz plane,
within which structures are built in order to efficiently constrain the size of the recorded game
worlds. We also added some minor aesthetic enhancements, such as removing Minecraft-
specific animations for destroying and harvesting blocks, to further distinguish the Blocks
World scenario from traditional Minecraft gameplay.
Blocks in Minecraft do not obey gravity. That is, they do not need to be placed on the
ground or on top of another block, but can be put anywhere as long as one of their sides
touches another block or the ground, allowing for a block to “hang” off the sides of adjacent
neighbors. Furthermore, the neighboring block can later be removed, allowing the second
block (and any structure supported by it) to “float.” Figure 2.1 showcases the different
(a) (b) (c)
Figure 2.1: Types of floating blocks in Minecraft. Suspended blocks (a) and planar diagonals
(b) require 1 placeholder block, while 3D diagonals (c) require 2 placeholder blocks.
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Figure 2.2: Sample target structures in the Minecraft Dialogue Corpus. From left to right,
they can be described as follows: 1st row: blue question mark, green chair, colorful flower,
and belltower; 2nd row: mirrored embedded 5s, rainbow lasso, umbrella, and 3D X.
kinds of floating blocks possible in Minecraft. These result in more complex, non-monotonic
action sequences than those of traditional Blocks World, as players need to identify when
such supporting (or “placeholder”) blocks need to be added or removed, as well as allow for
complex, realistic-looking structures to be built without requiring a large number of blocks
to satisfy physical constraints.
Defining target structures We manually designed 150 target structures in Minecraft of
varying complexity (min. 6 blocks, max. 68 blocks, avg. 23.5 blocks), with an additional 4
simple structures for warm-up purposes. To showcase differing aspects of the target struc-
tures across a sample subset, we refer to Figure 2.2. Structures could be monochromatic
(e.g. blue question mark or green chair), but were more often multicolored (avg. 3.42 col-
ors per structure). Target structures ranged from planar drawings flat on the ground (e.g.
colorful flower) to planar drawings in the y plane (e.g. belltower or mirrored embedded 5s)
to complicated 3D constructions (e.g. umbrella), sometimes with a large number of floating
blocks (e.g. rainbow lasso, which consists almost entirely of floating blocks). Some target
structures were designed to mimic real-world objects, such as furniture or animals, while
others consisted of abstract designs (e.g. 3D X). Finally, some structures exhibited repeat-
ing substructures that could be referred back to as later substructures were built (e.g. the
r-windows of Figure 2.8, which we walk through in detail in Section 2.3). For completeness,
we also include the full collection of development set structures in Figure 2.3.
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Figure 2.3: Target structures in the development set.
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2.2 COLLECTING THE MINECRAFT DIALOGUE CORPUS
The Minecraft Dialogue Corpus consists of 509 human-human dialogues and game logs for
the Collaborative Building Task. This section describes this corpus and our data collection
process. Sample dialogues from the resulting dataset can be found in Appendix A.
2.2.1 Design of Minecraft Clients
We provided A with access to two Minecraft clients: the Architect client (Figure 2.4a)
and the Oracle client (Figure 2.4b). Using the Architect client, A can fly around freely in
B’s world and view the build region as B builds within it, but remains completely invisible
to B. This client also allows A to interact with B through the Minecraft chat interface.
Specifically, we have modified the Architect client such that when A opens the chat interface
to interact with B, the client snaps to a third-person view behind B such that A can orient
their instructions around B’s current perspective; once the chat window is closed, the client
resumes a neutral perspective that no longer follows B. Separately, through the Oracle client,
A can inspect Target in its entirety in a world that is inaccessible to B.
B was only given access to the Builder client (Figure 2.4c). Here, B controls a named
Builder character that is embodied in the world and is tasked with building a copy of Target
within the bounds of the build region. Like A, B has access to the Minecraft chat interface,
but cannot see A’s location at any time (though is aware that A can see them and what
they are looking at).
We allowed player chat to stay completely unrestricted: no language filters or spell check-
ing systems were applied. We also modified both the Architect and Builder clients such that
when either chat window was opened, signaling that either A or B intended to send a chat
message, an overlay appeared on the partner’s screen indicating that the other player was
typing (see Figure 2.4c). We included this to encourage players to respectfully wait their
turn and avoid bombarding their partner with chat messages or B actions if their partner
(a) Architect client (b) Oracle client (c) Builder client
Figure 2.4: Minecraft clients for the Collaborative Building Task.
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Figure 2.5: Fixed Viewer viewpoints around the build region.
was seen typing a response.
We piloted several iterations of gameplay flow using these modified Architect and Builder
clients. At first, we attempted to constrain the gameplay to a strictly turn-based scenario
in order to enforce clear dialogue turns by freezing each of the Architect and Builder clients
in an alternating manner. However, this proved to be too cumbersome and unnatural. We
eventually transitioned to a more natural gameplay environment, closer to an actual multi-
player Minecraft game, where players could move and chat independently from each other.
This design decision has greatly influenced our resulting data: the highly asynchronous dia-
logue resulted in many instances of crossed wires between players, and A instructions often
ended up scattered across multiple utterances and interactions with B.
2.2.2 Data Structures and Collection Platform
We use the Microsoft Project Malmo [19] API in order to log, save, and load game states,
and extend Malmo into a data collection platform by defining new functionality using the
Malmo API as well as our own in-house Minecraft mods. We represent the progression of each
game (involving the construction of a single target structure by an Architect and Builder
pair) as a discrete sequence of game states. Although Malmo continuously monitors the
game, we selectively discretize this data by only saving snapshots, or “observations,” of the
game state at certain triggering moments (wheneverB picks up or puts down a block or when
either player sends a chat message). This allows us to reduce the amount of (redundant)
data to be logged while preserving significant game state changes. Each observation is a
JSON object that contains the following information: 1) a time stamp, 2) the chat history
up until that point in time, 3) B’s position (a tuple of real-valued x, y, z coordinates as
well as pitch and yaw angles, representing the orientation of their camera), 4) B’s block
inventory, 5) the locations of the blocks in the build region, 6) screenshots taken from A’s
and B’s perspectives. Whenever B manipulates a block, we also capture screenshots from
four invisible “Fixed Viewer" clients hovering around the build region at fixed angles (see
Figure 2.5).
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2.2.3 Data Collection Procedure
Data was collected over the course of 3 weeks (approx. 62 hours overall). 40 volunteers,
both undergraduate and graduate students who are native English speakers with varying
levels of proficiency with Minecraft, participated in 1.5 hour sessions in which they were
paired up and asked to build various predefined structures within the predefined 11× 9× 11
sized build region. Each player was introduced to the Minecraft controls, as well as instructed
on how to build floating blocks, before their first session. Builders began with an inventory
of 6 colors of blocks and 20 blocks of each color. After a brief warm-up round to become
familiar with the interface, participants were asked to successfully build as many structures
as they could manage within this time frame. On average, each game took 8.55 minutes.
Participants were allowed to complete multiple sessions if desired; we ensured that an
individual never saw the same target structure twice, and attempted as much as possible to
pair them with a previously unseen partner. While some individuals indicated a preference
towards either the Architect or Builder roles, roles were, for the most part, assigned in such a
way that each individual who participated in repeat sessions played both roles equally often;
on rare occasions, those who were completely unfamiliar with Minecraft were defaulted to
the Architect role, which required less manual control of the in-game avatar and resulted in
faster and smoother sessions. Each participant was assigned a unique anonymous ID across
sessions.
Architects were encouraged not to overwhelm the Builder with instructions and to allow
their partner a chance to respond or act before moving on. Builders were instructed not
to place blocks outside the specified build region and to stay as faithful as possible to the
Architect’s instructions. Both players were asked to communicate as naturally as possible
while avoiding idle chit-chat.
2.3 DATA STATISTICS AND ANALYSIS
Overall statistics The Minecraft Dialogue Corpus contains 509 human-human dialogues
(15,926 utterances, 113,116 tokens) and game logs for our predefined 150 target structures
of varying complexity. We collected a minimum of three dialogues per structure. The
training, test and development sets consist of 85 structures (281 dialogues), 39 structures
(137 dialogues), and 29 structures (101 dialogues) respectively. Dialogues for the same
structure are fully contained within a single split; structures in training are thus guaranteed
to be unseen in test.
On average, dialogues contain 30.7 utterances: 22.5 Architect utterances (avg. length 7.9
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Figure 2.6: In this example, after priming B, A provides a series of instructions that are
heavily dependent on B’s orientation. B’s orientation remains static throughout this ex-
change, but is reversed with the last instruction, where walking forward requires B to turn
180 degrees and walk backward. Without proper context, these instructions are ambiguous.
tokens), 8.2 Builder utterances (avg. length 2.9 tokens), and 49.5 Builder block movements.
Dialogue length varies greatly with the complexity of the target structure (not just the num-
ber of blocks, but whether it requires floating blocks or contains recognizable substructures).
Floating blocks Blocks in Minecraft can be placed anywhere as long as they touch an
existing block (or the ground). If such a supporting block is later removed, the remaining
block (and any structure supported by it) will continue to “float” in place. This makes
it possible to produce complex designs. Instructions for these structures varied greatly,
ranging from step-by-step instructions involving temporary supporting blocks to single-shot
descriptions such as, simply, “build a floating yellow block” (sufficient for a veteran Minecraft
player, but not necessarily for a novice). General descriptions of structures also commonly
referred to floating blocks or regions, e.g. “The h will be red, consisting of a column of 4 red
bricks, then one red brick floating, then two red bricks, from left to right” or “floating above
the blue brick, we’ll make a blue C shape.”
Referring expressions and ellipsis Architects made frequent use of implicit arguments
and references, relying heavily on the Builder’s current perspective and their most recent
actions for reference resolution. For instance, Architect instructions could include references
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(a) “Either a chicken or a gun
turret”
(b) “A heart that looks dis-
eased”
(c) “A silly multicolored
worm”
Figure 2.7: Architect descriptions of various target structures.
such as “two more in the same direction,” “one up,” “two towards you,” and “one right from
the last thing you built.” Figure 2.6 shows an example in context, in which A instructs B
to build a structure out of yellow blocks that snakes around arbitrarily. After indicating
that the subsequent instructions would adhere to a static perspective, A issues a series of
commands, each containing implicit references to B’s most recent actions.
Recognizable shapes and sub-structures Some target structures were designed with
commonplace objects in mind. Some Architects took advantage of this in their instructions,
ranging from straightforward (‘L’ -shapes, “staircases”) to more eccentric descriptions (“either
a chicken or a gun turret”, “a heart that looks diseased”, “a silly multicolored worm”; see
Figure 2.7). To avoid slogging through block-by-block instructions, Architects frequently
used such names to refer to sub-elements of the target structure. For instance, for the
structure in Figure 2.7a, A describes the structure as a chicken, then continues to refer to
various body parts in subsequent instructions while B responds in kind (see Appendix A for
the full dialogue):
A: this is either a chicken or a gun turret
...
A: good. that’s the feet/legs
...
A: now wings. two orange blocks in a row up and diagonal aaway from the body
...



















Figure 2.8: In this example, A defines a new term, r-window, for the hollow blue rectangle
that B just built. A then uses the newly defined term to describe the immediate next
steps in green. A and B discuss relative spatial relations and orientations of the r-windows
without need for further explicit definitions.
A: then a row of two yellow blocks on the orange side of the wings for the neck/head
A: juts out over the edge
A: parallel to the wings
B: Should they be right next to the wings?
A: centered. one block in the middle edge orange
A: then another block coming away from the body
Some Architects even defined new terms, with associated properties and spatial relations,
that get re-used across the dialogue. For instance, in Figure 2.8, after A instructs B how
to build a rectangular substructure, A names the concept as an r-window and consistently
uses it throughout the rest of the dialogue, even inspiring B to adopt the term 1:
A: i will refer to this shape as r-windows from here on out. we need to make 3 more
of them in different colors. the tricky part is they will all be interlinked. lets move
on to the green one
...
1It should be noted that this example is from our test set, but we felt it important to include to demon-
strate the use of concepts in our data. We do not include the full dialogue in the Appendix for this reason.
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(a)
A: go to the middle and place an 
orange block two spaces to the left
(b)
B: (puts down 1 orange)
A: now make a staircase with 2 
stairs left and 2 right with orange
(c)
B: (puts down 1 orange)
A: so it will look like a v
(d)
B: (puts down 4 orange)
(e)
B: (removes 1 orange, creating a 
floating section)
(f)
B: (places 1 orange)
(g)
B: (removes 1 orange, creating a 
floating block)
(h)
B: (follows similar pattern to 
complete the shape)
Figure 2.9: A sample sequence of human-human game states (from Jayannavar et al.
(2020) [38]). The game starts with an empty grid and an initial A instruction (a), which B
executes in the first action sequence (b) by placing a single block. In (c), B begins to execute
the next A instruction given in (b). However, A interrupts B in (c), leading to two distinct
B action sequences: (b)–(c) (single block placement), and (c)–(h) (multiple placements and
removals).
A: next we need a purple r-window. it should be interlinked with the green and extend-
ing away from you. this one is not flat, much like the blue one
...
B: it might have been easier to describe the two windows first that are perpendicular
then the interlocking one..
A: a good point builder, i will try to do better in the future. our last r-window is
red and oriented like the green one (flat). it should be interlinked with the purple
r-window. it should extend to the left from where you are now
Builder actions Builder action sequences are noisy, as human Builders are prone to mis-
takes and misunderstanding. Accidentally clicking on the Builder client may inadvertently
place or remove unwanted blocks; these mistakes are commonly silently resolved by the
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Builder. However, these should be distinguished from placeholder blocks, which are inten-
tionally placed then removed to build floating structures. Even after multiple rounds of
clarification and correction dialogues, Builders can still easily misinterpret vague Architect
instructions, leading to completely incorrect block placements. Additionally, since Architects
frequently interrupt, Builder action sequences are often fragmented between utterances, and
reconstructing a full sequence of block placements and removals requires sifting through
dialogue context. Mapping Architect instructions to their resulting interpretations in the
Builder’s actions is therefore not straightforward, as shown in Figure 2.9.
Builder utterances Even though the Architect shouldered the large responsibility of
describing the unseen structure, the Builder played an active role in continuing and clarifying
the dialogue, especially for more complex structures. Builders regularly took initiative during
the course of a dialogue in a variety of ways, including verification questions (“is this ok?”),
clarification questions (“is it flat?” or “did I clean it up correctly?”), status updates (“i’m
out of red blocks”), suggestions (“feel free to give more than one direction at a time if you’re
comfortable,” “i’ll stay in a fixed position so it’s easier to give me directions with respect to
what i’m looking at”), or extrapolation (“I think I know what you want. Let me try,” then
continuing to build without explicit instruction).
2.4 OTHER USES OF THE CORPUS
This section describes related work that has emerged since the release of the Minecraft
Dialogue Corpus that uses our dataset.
Spatial AMR: Expanded Spatial Annotation in the Context of a Grounded
Minecraft Corpus (Bonn, Palmer, Cai, and Wright-Bettner, LREC 2020) [40] Draw-
ing from the Minecraft Dialogue Corpus, this work expands the Abstract Meaning Rep-
resentation (AMR) schema, adding support for fine-grained spatial semantics and object
grounding, and uses the updated schema to annotate 12,600+ individual AMRs spanning
185 full Minecraft dialogues. This work contributes a large amount of structured annotation,
in the form of AMRs, to our otherwise raw dataset. Though we do not investigate in this
thesis how these AMRs can be leveraged for downstream tasks, future work should consider
how these much richer, structured representations (and in particular, the annotations for
the Builder’s frame of reference) could be used.
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Learning to execute instructions in a Minecraft dialogue (Jayannavar, Narayan-
Chen, and Hockenmaier, ACL 2020) [38] In this work, we define the subtask of Builder
Action Prediction as the task of predicting the sequence of actions (block placements and/or
removals) that a human Builder performed at a particular point in a human-human game,
such as those of Figure 2.9. Our models process the game history along with a 3D repre-
sentation of the evolving world to predict actions in a sequence-to-sequence fashion, and we
show that the models, especially when conditioned on a suitable amount of game history
and trained on larger amounts of synthetically generated data, improve over naive baselines.
Some of the outcomes and lessons learned from designing the Builder have influenced design
decisions and experiments for the Architect, which we describe in later chapters.
2.5 CONCLUSION
In this chapter, we introduced the Minecraft Dialogue Corpus of game logs involving
humans completing the Collaborative Building Task. In order to understand and generate
the type of natural, asynchronous dialogue that arises, bothA andBmust be able to account
for dynamic B perspectives and ground both low- and high-level concepts in a constantly-
changing world state. Because the roles are asymmetric, A additionally must be able to
compare Built and Target structures to properly guide B towards the goal, correcting them
along the way; meanwhile, B needs to be robust toA interruptions while executing sequences
of block actions, asking appropriate questions when needed and learning concepts on-the-fly.
Humans and agents alike must integrate several challenging skills in order to be successful
at this task, and we have demonstrated this by highlighting examples from our dataset.
In the next chapter, we take a first stab at building agents to play the Architect role. We
focus on an important subtask, Architect utterance generation, and discuss how we process
the raw game state representations described in this chapter into a meaningful representation
for utterance generation models.
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Chapter 3: Architect Utterance Generation
In the previous chapter, we introduced the Minecraft Dialogue Corpus, a collection of
game logs of humans successfully completing the Minecraft Collaborative Building Task, and
demonstrated various challenging aspects of the task. We now turn our focus to building
interactive agents that can perform this task. Although the Minecraft Dialogue Corpus
was motivated by our ultimate goal of building agents that can successfully play an entire
collaborative building game as Architect or Builder, we first consider the task of Architect
utterance generation: given access to the entire game state context leading up to a certain
point in a human-human game at which the human Architect spoke next, we aim to generate
a suitable Architect utterance.
Architect utterance generation is a much simpler task than developing a fully interactive
Architect or Builder, but it still captures some of the essential difficulties of the Architect’s
role. Architects need the ability to understand the preceding dialogue and compare the built
structure against the target structure in order to be able to give instructions appropriately
and correctly, correct Builders’ mistakes and answer their questions. Models that generate
Architect utterances are also much easier to evaluate than full interactive systems: not only
can we use automatic utterance-level metrics such as BLEU [41], but we can also run human
evaluations that are relatively cheaper and faster than full interactive evaluations. We also
aim to leverage models developed for this task to at least bootstrap a fully interactive
Architect (which will also need to decide when to speak, as well as deal with potentially
much noisier dialogue histories than those we are considering here), and explore this more
in Chapter 6.
This chapter is structured as follows: we begin with a technical background on models for
utterance generation that have inspired our models in Section 3.1. We formally define the
Architect utterance generation task in Section 3.2. We then introduce the baseline sequence-
to-sequence Architect utterance model [39] in Section 3.3. We motivate and describe how
we augment the baseline model with simple world state representations in Section 3.4. We
describe our experiments in Section 3.5. After proposing and motivating automated metrics
and human evaluation criteria for this task, we evaluate and analyze our model outputs using
automated metrics, qualitative analysis and human evaluation in Section 3.6. Finally, we
describe and evaluate additional improvements to the aforementioned model in Sections 3.7
and 3.8.
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Figure 3.1: A vanilla RNN cell (left) and its computation graph when unfolded (right) [45].
3.1 BACKGROUND
Recurrent neural networks (RNNs) [42, 43] are neural networks designed to process
sequential data. Specifically, RNNs operate on sequences x1, ..., xT , where each input vector
xt has a time step index t, by sharing parameters across several time steps using a recurrent
formulation. Using this formulation, RNNs retain a memory of previous outputs and can
handle and produce sequences of variable length. Even further, bidirectional RNNs [44]
combine information about past (backward) and future (forward) outputs simultaneously
by connecting the hidden layers of two RNNs in opposite directions to the same output.
RNNs are thus a popular method of processing text in various NLP tasks.
A vanilla RNN cell works by iteratively updating a hidden state h. At every time step t,
the next hidden state ht is updated with respect to the previous hidden state ht−1 and the
next input xt, which is then used to calculate the next output ot. ot can then be normalized
to a vector of probabilities yt for discrete outputs (such as tokens or characters) using the
softmax operator. The RNN is defined by the following equations:
ht = tanh(Wxhxt +Whhht−1 + bh)
ot = Whoht + bo
yt = softmax(ot) (3.1)
where the matrices Wxh,Whh and Who as well as the bias vectors bh and bo are learned pa-
rameters shared across time steps t. To compute the gradient in an RNN, the computational
graph is unrolled across the T time steps and standard backpropagation algorithm is applied.
This process is called backpropagation through time (BPTT).
In text data, the input tokens x1, ..., xT are first represented as one-hot vectors. That is,
with an input vocabulary of size N , tokens are mapped to vectors of max length N , where
the nth bit of each vector indicates the presence of the nth token in the vocabulary. Then,
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learned word embeddings are used to map these representations down into a smaller space
such that semantically similar tokens have similar representations. Instead of learning these
embeddings on-the-fly, a common approach is to instead use pretrained word embeddings,
such as GloVe vectors [46], which apply unsupervised learning algorithms to large amounts
of text to learn these semantic similarities. These word embeddings, rather than the one-hot
token representations, constitute the actual inputs to the RNN.
Vanilla RNNs have been known to suffer from the vanishing gradient problem, in which
the gradient is reduced to 0 after multiple time steps, and as a result have trouble learning
long-range dependencies. To combat this problem, two popular variants of the RNN cell
have emerged: Long Short-Term Memory units (LSTMs) [47] and Gated Recurrent Units
(GRUs) [48]. Both variants make use of internal gating mechanisms to combat the vanishing
gradient problem and have been shown to exhibit comparable performance. Since our models
in this thesis make use of GRUs, we describe the GRU architecture here.1
A GRU unit makes use of a reset gate r and an update gate z. At every time step, the
reset gate defines how to combine the new input with previous memory, while the update
gate determines how much of the previous memory should be retained. Intuitively, these
gates regulate the flow of information by learning which data in a sequence is important to
retain or discard, making it easier to transmit relevant information over a longer series of







h′t = tanh(Wxt + rt  Uht−1)
ht = zt  ht−1 + (1− zt) h′t (3.2)
where W (z), U (z),W (r), U (r),W, and U are learned weight matrices and  is an element-wise
multiplication.
A recent alternative to the RNN is the transformer [49], a powerful, parallelizable neural
architecture that makes use of a self-attention mechanism to process sequences. However, as
these architectures became popular around the same time as when we developed our models,
we do not explore using them in this thesis, and leave this extension to future work.
1GRUs are better suited to training on smaller datasets as they have relatively fewer parameters. We
experimented with both LSTMs and GRUs for our models, but found that GRUs performed better, possibly
due to the limited amount of training data we have.
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Figure 3.2: Encoder-decoder (sequence-to-sequence) architecture [53].
Sequence-to-sequence models [50, 51, 52] are neural architectures that use RNNs to
map input sequences X = x1, ..., xnx to output sequences Y = y1, ..., yny , which are not
necessarily of the same length, that are commonly used for natural language generation
(NLG). Originally used for machine translation tasks, the sequence-to-sequence model uses
at its core an encoder-decoder architecture (Figure 3.2). First, an encoder RNN processes
the input sequence X and produces a fixed-length context C, usually as a function of the
RNN’s final hidden state. Then, a decoder RNN is conditioned on C to generate the output
sequence Y .
The encoder and decoder RNNs are trained jointly to maximize the average log likelihood
logP (y1, ..., yny |x1, ..., xnx) over all pairs of sequences x and y in the training set. This is
commonly implemented by minimizing cross-entropy loss with respect to the tokens in the
ground truth output sequence. Specifically, the decoder RNN produces probability vectors pt
over the output vocabulary at every time step t, which are used to compute the probability
of a given target sequence as the product of the probabilities of each token:




The probability of the target sequence is maximized by minimizing its negative log likelihood:








which is equivalent to minimizing the cross-entropy between the target and predicted distri-
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butions.
At test time, there are two main methods to decode output sequences using a sequence-to-
sequence network. The most straightforward method is greedy decoding: at every decoder
time step, the most likely predicted word from the previous time step is fed in as input.
However, a greedily-sampled output sequence may be far from optimal. Therefore, another
popular approach is to use beam search decoding. In beam search, we keep track of a beam of
k hypotheses. At every time step, each of the k hypotheses is expanded; afterwards, the top
k expanded hypotheses are retained. As a result, a top-k list of k best overall hypotheses are
retained. Recently, improvements to regular beam search have been made, such as sampling
tokens from a top-p list defined by the decoder’s predicted output distributions [54] and
promoting diverse outputs by penalizing sibling hypotheses within the beam [55].
Combined with additional architecture, training regimes and/or decoding schemes,
sequence-to-sequence models have enjoyed success in a variety of NLG tasks, including
meaning representation-to-text generation [56] and abstractive text summarization [57]. Fur-
thermore, RNN decoders have been shown to produce meaningful output sequences when
conditioned on multimodal inputs, such as on image representations, as in the case of image
captioning [58, 59].
Evaluation While human evaluation of NLG outputs is a gold standard, it is often not
feasible to run such expensive evaluations on a large number of outputs. This is especially
true in the Minecraft Collaborative Building Task, where a thorough evaluation requires
processing the world state changes in the context of a real game. Therefore, to compare
models quantitatively, we use BLEU (bilingual evaluation understudy) [41], a popular corpus-
level modified n-gram precision metric borrowed from machine translation literature. BLEU
measures the n-gram overlap between the generated output and ground truth references with
a brevity penalty for unreasonably short outputs.
To compute BLEU for n-grams of order i, a modified i-gram precision is first computed
by counting the number of i-grams in the generated output that also occur in the references,













where ti is an i-gram in the generated output g, Ch(ti) is the count of occurrences of ti in
31
g, and Cgj(ti) is the count of occurrences of ti in ground truth reference j. Essentially, this
limits the number of matches for a particular i-gram to the maximum number of times it
appears in any given reference, such that randomly generating long output sequences with
multiple spurious i-gram matches does not increase the generated output’s BLEU score.
Additionally, a brevity penalty ρ is used to penalize short outputs:
ρ = exp{min(0, n− L
n
)} (3.7)
where n is the length of the generated output and L is the length of the ground truth
reference. In cases of multiple references, L is commonly taken to be either the length of the
shortest reference, or the length of the reference with length closest to that of the generated
output.
The final BLEU score calculation is a function of modified precision of i-grams up to order
N with the added brevity penalty:




Unfortunately, BLEU has been shown to have poor correlation with human judgments [60,
61], especially in NLG and dialogue response generation tasks [25, 62]. BLEU was also
designed to be used with multiple ground truth reference sentences for every generated
output, which are not available to us without additional paraphrasing effort; and even then,
multiple semantically different candidate responses can be valid at a given point in time. To
avoid relying on BLEU for model evaluation, we perform human evaluation and qualitative
analysis of our outputs whenever possible. Finally, BLEU is not designed to estimate a
measure of task success, and may rate a well-worded yet incorrect instruction highly. To
this end, we design additional term-based automated metrics, discussed in Section 3.6.1.
3.2 TASK DEFINITION
We define the Architect utterance generation task as follows: given access to the entire
game state context leading up to a certain point in a human-human game at which the
human Architect A spoke next, we aim to generate a suitable A utterance. The task does
not require that we model when A should speak. Instead, we generate a data sample for
every point in a game in which the human A spoke next; every sample includes the target
structure Target , the full history of utterances and actions between A and B, and the
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partially built structure Built , up to that point.
As we have seen from human performance on the Collaborative Building Task in the
Minecraft Dialogue Corpus, in order to be successful at this task, A must be able to:
• Describe Target and its substructures beyond using instructions consisting only
of simple blocks ; A should ideally be able to describe a structure in terms of rows,
columns, diagonals, staircases, etc. as well as higher-level, possibly more subjective
terms such as giraffes, tables, or cursive ok
• Align Target and Built in order to compare them and determine next steps, since
Built can be a rotated and translated version of Target within the build region
• Provide clear instructions which, in order to be easily grounded by B, should
appropriately make use of B’s perspective and block actions
• Identify mistakes and generate corrections since task success relies heavily on
A’s ability to correct B if they go off-course
• Answer B’s questions appropriately when B requests clarification or verification
Because we did not enforce a strict turn-based structure, A instructions can be fragmented
across a sequence of utterances, each utterance adding more clarification to the last:
A: now we’ll do yellow
A: it’ll make a diagonal connectin the top orange to the right-most red
A: 3 yellow in total
On the other hand, they can also be multiple sentences long, embodying multiple ideas:
A: hello builder, i will tell you this. it appears we are creating a belltower. but first i
will start with step by step instructions. we will start with green blocks
A: please start with 8 green blocks extending straight up. this will need to be placed as
far right as you can, preferably centered along the other axis
The task treats each of the above utterances as individual samples in our data, and we have
not made any efforts to segment or merge these utterances to produce cleaner instruction
boundaries.
Finally, we assume perfect information about the world (Built and Target) represented
as exact coordinates. One could imagine a scenario in which we must rely on an added
visual component to build a representation of blocks in the world via screenshots from
the Architect’s point of view. However, this introduces numerous additional vision-based
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problems (e.g. extrapolating beyond field-of-view, reconstructing a 3D scene, dealing with
obstructions, etc.) which are outside the scope of this thesis.
In the following sections, we discuss how we represent the given dialogue history and world
state as inputs to an utterance generation model.
3.3 SEQ2SEQ ARCHITECT UTTERANCE MODEL
We define a sequence of models for Architect utterance generation. This section introduces
our most basic variant, a sequence-to-sequence model [50] that conditions the next utterance
on the preceding dialogue. Since Architects need to compare the current state of the build
region against the target structure, we augment this model in the next section with world
state information.
Dialogue History Encoder We encode the entire dialogue history as a sequence of tokens
in which each player’s utterances are contained within speaker-specific start and end tokens,
e.g.:
<A> hello again builder </A> <B> hello </B> <A> we will start using green
blocks </A> <A> i need you to build 4 green blocks straight from where you
are standing , all on the ground </A> <B> like this ? </B>
Each utterance corresponds to a single chat message, and may consist of multiple sentences.
These tokens are fed through a word embedding layer and subsequently passed through a
bidirectional RNN [44] to produce an embedding of the entire dialogue history in the encoder
RNN’s final hidden state.
Output Utterance Decoder The output utterance is generated by a decoder RNN con-
ditioned on the discourse context. In standard fashion, the final hidden state of the encoder
RNN is used to initialize the hidden state of the decoder RNN.
3.4 SIMPLE WORLD STATE REPRESENTATIONS: BLOCK COUNTERS
To be able to give accurate instructions, the Architect requires a mental model of how
the target structure can be constructed successfully given the current state of the built
structure. Since the Builder’s world is not explicitly aligned to the target structure (our space
does not contain any markers that would indicate cardinal directions or other landmarks,
and we consider any built structure a success as long as it matches the target structure
34
(a)
(b) (c) (d) (e)
Figure 3.3: Toy 2D example aligning Target and Built (a). Alignment (b) is suboptimal,
while (c) is invalid, as it lies outside the build region. Alignments (d) and (e) are both
optimal and valid.
and fits completely into the Builder’s build region), this model must consider all possible
translational and rotational alignment variants, although we assume it can ignore any sub-
optimal alignments. For any given alignment, we compute the Hamming distance between
the built structure and the target (the total number of blocks of each color to be placed and
removed), and only retain those alignments that have the smallest distance to the target.
Once the game has progressed sufficiently far, there is often only one optimal alignment
between built and target structures, but in the early stages, a number of different optimal
alignments may be possible. Our world state representation captures this uncertainty.
3.4.1 Computing Block Counters
To visualize this idea of optimal alignments, we refer to Figure 3.3, which depicts the
alignment problem in a simplified 2D case. Given Target and Built in (a), there are multiple
ways we can align the two structures. Simply superimposing Target onto Built produces a
valid alignment (b), but it is clearly suboptimal, as it would involve removing the existing
blue block and starting from scratch. There are also a number of invalid ways that Tar-
get and Built can be aligned that result in blocks outside the build region, e.g. (c). By
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translating and rotating Target , we can achieve optimal alignments (d) and (e), in which
Built can be transformed into Target with the fewest number of block movements to the
goal. Because these alignments are equally valid, we should represent this uncertainty over
optimal alignments when building a world state representation for our models.
Figure 3.4: A target structure (left) and
corresponding built structure at a certain
point in the game (right).
Extending to the 3D case, Figure 3.4 depicts a
target structure (left) and a point in the game at
which two adjacent red blocks have been placed
(right). In this scenario, a mistake has already
happened, as the target instead requires two red
blocks with a gap. There are multiple ways
these two blocks can be aligned to the legs such
that the rest of the structure can be built, and
all of these optimal alignments require that one
of these erroneous red blocks be removed. We
can identify three potential paths (left, up, and
down) to continue the structure by extending it
along the four cardinal directions. A permissibility check disqualifies the option of extend-
ing to the right, as blocks would end up placed outside the build region. These remaining
paths, considered equally likely, indicate the colors and locations of blocks to be placed and
removed. A summary of this information forms the basis of the input to our model.
Computing the distance between structures Computing the Hamming distance be-
tween the built and target structure under a given alignment tells us also which blocks need
to be placed or removed. A structure S is a set of blocks (c, x, y, z). Each block has a color
c and occupies a location (x, y, z) in absolute coordinate space (i.e., the coordinate system
defined by the Minecraft client). A structure’s position and orientation can be mutated by
an alignment A in which S undergoes a translation AT (shift) followed by a rotation AR,
denoted A(S) = AR(AT (S)). We only consider rotations about the vertical axis in 90-degree
intervals, but allow all possible translations along the horizontal plane. The symmetric dif-
ference between the target T and a built structure S w.r.t. an alignment A, diff(T, S,A),
consists of the set of blocks to be placed, Bp = A(T )−S and the set of blocks to be removed
from S, Br = S − A(T ).
diff(T, S,A) = Bp ∪Br (3.9)
The cardinality |diff(T, S,A)| is the Hamming distance between A(T ) and S.
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Feasible next placements Architects’ instructions often concern the immediate next
blocks to be placed. Since new blocks can only be feasibly placed if one of their faces
touches the ground or another block, we also wish to capture which blocks Bn can be placed
in the immediate next action. Bn, the set of blocks that can be feasibly placed, is a subset
of Bp.
It is important to note here that any floating blocks that require temporary placeholder
blocks are not deemed feasible unless their corresponding placeholder block has already been
placed. Additionally, the placeholder blocks themselves are not counted towards the feasible
block total, as they would result in a suboptimal alignment of the built and target structures.
Future models must overcome this shortcoming given the large number of floating blocks in
our structures.
Block counters To obtain a summary representation of the optimal alignments (without
detailed spatial information), we represent each of the sets Bp and Br (as well as Bn) of
an alignment A = Bp ∪ Br as sets of counters over block colors (indicating how many
blocks of each color remain to be placed [next] and to be removed). We compute the set of
expected block counters for each color c∈{red, blue, orange, purple, yellow, green} and action







With six colors, and three sets of blocks (all placements, next placements, removals), we
obtain an 18-dimensional vector of expected block counts.
3.4.2 Block Counter Models
We augment our basic seq2seq model with two variants of block counters that capture the
current state of the built structure:
Global block counters are 18-dimensional vectors (capturing expected overall place-
ments, next placements, and removals for each of the six colors) that are computed over the
whole build region.
Local block counters Since many Builder actions involve locations immediately adjacent
to their last action, we construct local block counters that focus on and encode spatial



























Figure 3.5: An overview of the full model combining global and local world representation
variants.
those directly surrounding the location of the last Builder action as well as the last action
itself. We compute a separate set of block counters for each of these 27 locations. Using
the Builder’s position and gaze, we deterministically assign a relative direction for each
location that indicates its position relative to the last action in the Builder’s perspective,
e.g., “left”, “top”, “back-right,” etc. The 27 18-dimensional block counters of each location
are concatenated, using a fixed canonical ordering of the assigned directions.
Adding block counters to the model To add block counters to our models, we found
the best results by feeding the concatenated global and local counter vectors through a single
fully-connected layer before concatenating them to the word embedding vector that is fed
into the decoder at each time step (Figure 3.5).
3.5 EXPERIMENTAL SETUP
Data Our training, test and dev splits contain 6,548, 2,855, and 2,251 Architect utterances.
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Training We trained for a maximum of 40 epochs using the Adam optimizer [63] with a
learning rate of 0.0001. During training, we minimize the sum of the cross-entropy losses
between each predicted and ground truth token. We stop training early when perplexity on
the held-out development set had increased monotonically for two epochs.
Decoding We use beam search decoding to generate the utterance with the maximum log-
likelihood score according to our model normalized by utterance length (beam size = 10).
In order to promote diversity of generated utterances, we use a γ penalty [55] of γ = 0.8.
These parameters were found by a grid search on the development set for our best model.
Hyperparameters We use 300-dimensional Gated Recurrent Units (GRUs) [48] for all
RNN modules and use 300-dimensional pretrained GloVe word embeddings [46]. All linear
layers were initialized using Xavier initialization [64]. All RNNs have a hidden state size of
300. In cases where we use a bidirectional encoder RNN, the sum of the two final hidden
states in either direction constitutes the final encoding of dialogue history (used to initialize
the decoder). See Appendix D.1 for detailed hyperparameter configurations.
3.6 RESULTS AND ANALYSIS
We evaluate our models in three ways: we use automated metrics to assess how closely the
generated utterances match the human utterances. For a random sample of 100 utterances
per model, we use human evaluators to identify dialogue acts and to evaluate whether the
generated utterances are correct in the given game context. Finally, we perform a qualitative
analysis of our best model.
3.6.1 Automated Evaluation
BLEU To evaluate how closely the generated utterances resemble the human utterances,
we report standard BLEU scores [41]. For a longer discussion on using BLEU as an auto-
mated metric for utterance generation tasks, see Section 3.1.
Term-specific precision and recall Since our goal is to use the Architect utterance
model as a stepping stone to a fully interactive Architect in a task-oriented dialogue setting,
we also wish to judge model performance by approximating a measure of overall task success
in an automatic fashion. A successful Architect must be able to, minimally, describe instruc-
tions using the correct colors, spatial relations, and actions (placements vs. removals), as
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well as provide appropriate feedback when asked yes/no questions by the Builder; mention-
ing the wrong color or block location is sure to draw the Builder further away from the
goal.
To this end, we also compute (modified) precision and recall of a number of lists of domain-
specific keywords that are instrumental to task success: colors, spatial relations, and other
words that are highly indicative of dialogue acts (e.g., responding “yes” vs. “no”, instructing
to “place” vs. “remove”, etc.). These lists also capture synonyms that are common in our
data (e.g. “yes”/“yeah”), and were obtained by curating non-overlapping lists of words (with
a frequency ≥ 10 across all data splits) that are appropriate to each category. These word
lists are in Appendix B and synonym lists are in Appendix C.
We report precision and recall scores per category, and for an “all keywords” list consisting
of the union of all category word lists. For each category, we reduce both human and
generated utterances to those tokens that occur in the corresponding keyword list: “place
another red left of the green” reduces to “red green” for color, to “left” for spatial relations
and “place" for dialogue.
For a given (reduced) generated sentence Sg and its associated (reduced) human utterance
Sh , we calculate term-specific precision (and recall) as follows. Any token tg in Sg matches
a token th in Sh if tg and th are identical or synonyms. Similar to BLEU’s modified unigram
precision, once tg is matched to one token th, it cannot be used for further matches to other
tokens within Sh . Counts are accumulated over the entire corpus to compute the ratio of
matched to total tokens in Sg (or Sh).
Ablation study Table 3.1 shows the results of an ablation study on the development set.
All model variants here share the same RNN parameters. While the individual addition of
global and local block counters each see a slight boost in performance in precision and recall
respectively, combining them as in our final model shows significant performance increase,
especially on colors.
Test set results We finetune our most basic and most complex model via a grid search over
all architectural parameters and dropout values on the development set. The best model’s
results on the test set are shown in Table 3.2. Our full model shows noticeable improvements
on each of our metrics over the baseline. Most promising is again the significant increase
in performance on colors, indicating that the block counters capture necessary information
about next Builder actions.
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BLEU Precision / Recall
Model B-1 B-2 B-3 B-4 all keywords colors spatial dialogue
seq2seq 14.9 6.9 3.8 2.1 12.0 / 10.3 8.4 / 12.1 9.9 / 9.1 16.5 / 19.1
+ global 16.1 7.7 4.1 2.4 12.9 / 11.6 14.4 / 15.5 8.8 / 7.0 19.1 / 18.8
+ local 16.0 7.9 4.5 2.6 13.5 / 13.8 13.3 / 23.5 9.5 / 11.3 19.3 / 22.0
+ both 16.2 8.1 4.7 2.8 14.5 / 13.8 14.8 / 23.3 10.7 / 9.5 17.9 / 20.6
Table 3.1: BLEU and term-specific precision and recall scores for the ablation study on the
development set.
BLEU Precision / Recall
Model B-1 B-2 B-3 B-4 all keywords colors spatial dialogue
seq2seq 15.3 7.8 4.5 2.8 11.8 / 11.1 8.1 / 17.0 9.3 / 8.6 17.9 / 19.3
block counters 15.7 8.1 4.8 2.9 13.5 / 14.4 14.9 / 28.7 8.7 / 8.7 18.5 / 19.9
Table 3.2: BLEU and term-specific precision and recall scores of the seq2seq and the full
model on the test set.
3.6.2 Human Evaluation
As we have seen, automated metrics, and especially BLEU, do not necessarily capture
measures of generation quality and task success very well. In order to better evaluate the
quality of generated utterances as well as benchmark human performance, we performed
a small-scale human evaluation of Architect utterances. We asked 3 human participants
who had previously completed the Minecraft Collaborative Building Task to evaluate 100
randomly sampled scenarios from the test set. Each scenario was reenacted in a Minecraft
Architect client from an actual human-human game such that evaluators could inspect the
build region and see the Builder in the same fashion as an Architect in a real game. Using
this client, we simulated a window of context of dialogue and Builder actions (consisting of
at least the last seven Builder’s and Architect’s actions, but always including the previous
Architect’s utterance). Then, we presented 3 candidate Architect utterances to follow that
context (one each generated from the models in Table 3.2 as well as the original human
utterance) to the evaluators in randomized order.
For each scenario, we first asked evaluators to judge the utterances on fluency, dialogue
acts, appropriateness and executability (defined below) without giving them access to the
target structure in order to evaluate our models’ general ability to generate utterances.
Afterwards, we asked them to evaluate utterances for correctness with respect to the target
structure by revealing Target to them in an Oracle client. For each of the human evaluation
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Perfectly Somewhat Completely
Model fluent fluent/disfluent disfluent
seq2seq 97.0 3.0 0.0
+ global & local 93.0 5.0 2.0
human 83.0 17.0 0.0
Table 3.3: Percentage of utterances deemed fluent by majority vote across 3 human evalua-
tors.
criteria, we include here full descriptions of the evaluation guidelines as well as evaluation
results and inter-rater reliability metrics of human judgments using Krippendorf’s alpha [65].
Fluency Evaluators were asked to rate the fluency of an utterance by selecting one of the
following categories:
• Perfectly fluent: the utterance contains no spelling or grammatical mistakes and is well-
formed in the context of English text chat. The utterance may not necessarily consist
of complete sentences, but consists of long enough sentences to remain reasonably
grammatical given the dialogue context.
• Somewhat fluent/disfluent: the utterance contains mistakes but still contains parts
that resemble fluent English chat. Mistake types can include: 1) typos, 2) inappro-
priate use or addition of punctuation, 3) run-on sentences, unnecessary repetition,
4) inappropriately dropped words, etc.
• Completely disfluent: the utterance is word salad.
Fluency results are shown in Table 3.3 (α = 0.774). While models are trained to produce
mostly syntactically mistake-free utterances, humans are prone to producing utterances with
typos and sentence fragments in a text chat.
Dialogue acts Evaluators were asked to choose all dialogue acts from a predefined set that
categorized a candidate utterance. The predefined categories, determined after a manual
qualitative analysis of utterances in the development set, are as follows:
• Instruct B: the utterance instructs B to move, place or remove blocks, or otherwise
execute some action within the game using their player character (“Place a red block”,
“Move around to the left corner”) (α = 0.884)
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Describe Answer Confirm B’s Correct/
Model Instruct B Target question actions/plans clarify A/B Other
seq2seq 76.0 12.0 7.0 9.0 3.0 4.0
+ global & local 72.0 14.0 8.0 9.0 3.0 4.0
human 47.0 14.0 12.0 17.0 23.0 8.0
Table 3.4: Percentage of utterances categorized as a given dialogue act. Labels were deter-
mined per dialogue act by majority vote across three human evaluators. An utterance can
belong to multiple dialogue acts.
• Describe Target: the utterance provides a description of the target structure or ele-
ments of it, such as blocks and substructures within the target (“We’re going to build
a 3x3”, “Next we’ll do wings”) (α = 0.713)
• Answer question: the utterance provides a response to a question posed by B (“3 high”
in response to “How tall?”, “perfect!” in response to “Is this right?”) (α = 0.802)
• Confirm B’s actions or plans: the utterance provides a confirmation (“yes”, “that’s
right!”, etc.) or rejection (“no”, “sorry”, etc.) in response to actions that B has taken
or plans proposed/executed by B (α = 0.696)
• Correct or clarify A or B:2 the utterance rectifies mistakes made by A or B or provides
additional clarifying information (“No, get rid of the last block you placed”, “one more
over to the left”) (α = 0.778)
• Other: other utterance types not covered by the above categories, including but not
limited to: offhand comments, chitchat, greetings, etc. (“Hello Builder”, “Haha, I
couldn’t see that side”) (α = 0.804)
An utterance could belong to any number of categories; e.g., “great! now place a red block”
is both a confirmation as well as an instruction.
Results can be found in Table 3.4. These results show a significantly higher diversity
of utterance types generated by humans. Humans provided instructions only about half
of the time, and devoted more energy to providing higher-level descriptions of the target,
responding to the Builder’s actions and queries, and rectifying mistakes. On the other hand,
2This category was originally split into two separate but very similar categories, “Correct B’s actions or
plans” and “Clarify or correct A’s descriptions or instructions”. These categories were merged post-hoc after




Model Appropriate Appropriate Inappropriate N/A
seq2seq 87.0 11.0 0.0 2.0
+ global & local 87.0 12.0 0.0 1.0
human 97.0 2.0 0.0 1.0
Table 3.5: Percentage of utterances deemed appropriate by majority vote across 3 human
evaluators.
even the improved model failed to capture this, mainly generating instructions even if it was
inappropriate or unhelpful to do so. We explore how we can use these Architect dialogue
acts to enrich our datain Chapter 4.
Appropriateness Evaluators were asked to rate the appropriateness of an utterance by
categorizing the appropriateness of the type of utterance in the game context into one of the
following categories:
• Appropriate: the type of utterance is a completely reasonable response given the pre-
ceding dialogue; e.g., if a question was asked, the utterance answers it; if confirmation
is requested, the utterance provides it; etc.
• Maybe appropriate: the type of utterance could be considered a reasonable response
given the preceding dialogue; though it may not be the most natural or polite option,
it is not clearly an incorrect type of response that should be elicited from the dialogue.
• Inappropriate: the type of utterance is clearly incorrect given the preceding dialogue.
• N/A: the utterance cannot be evaluated for appropriateness (due to disfluency).
Appropriateness results are shown in Table 3.5 (α = 0.588). Because of the tendency for
models to routinely generate instructions, model responses were seen as slightly inappropriate
and dismissive of the dialogue context. On the other hand, human responses, containing a
wider spread of dialogue act types, were almost universally seen to be appropriate in context.
Executability Evaluators were asked to rate the executability of instruction-type utter-
ances in the current game state. This criterion aimed to analyze the feasibility of instructions
generated by models, regardless of whether the instruction led the Builder towards task suc-




Model Clear Unclear Impossible
seq2seq 63.6 29.9 6.5
+ global & local 61.6 30.1 8.2
human 91.7 8.3 0.0
Table 3.6: Percentage of instruction-type utterances deemed executable by majority vote
across 3 human evaluators. Instruction-type utterances are identified by majority vote of
annotated dialogue acts.
• Perfectly clear: given the current state of the board, the instruction is clear enough
such that it can be immediately executed by B; i.e., all references to blocks, shapes,
colors, spatial relations, etc. in the utterance constitute a description that is consistent
with and executable in the current game.
• Somewhat unclear: the blocks/features described in the instruction are consistent with
the current game state, but the instruction itself is ambiguous or underspecified and
is therefore not immediately executable.
• Completely unclear or impossible: the instruction describes blocks/features that are
not consistent with the current game state, or is impossible to execute in the current
game state.
Executability results are shown in Table 3.6 (α = 0.860). While humans here have a lower
rate of generating instructions (see Table 3.4), the instructions they do produce are almost
always perfectly executable.
Utterance correctness In addition to the colors, spatial relations, and other entity prop-
erties mentioned in the utterance, evaluators were asked to rate the correctness of the ut-
terance with respect to the target structure and overall task goal. Here, it is important to
note that an utterance can be fully correct without necessarily needing to be immediately
executable: e.g., “We’re going to build a row of 3 green blocks” may not be specific enough
for B to immediately take action (maybe executable), but it can be correct with respect
to the target structure if said structure contained such a row that could feasibly placed at
that point in the game (fully correct). Additionally, placement of temporary blocks may
be necessary to eventually build “floating” (suspended) blocks; these could also be deemed
correct invariant of color as long as their relative placement followed a reasonably efficient
path towards the target.
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Fully Partially Completely
Model Correct Correct Incorrect N/A
seq2seq 14.0 28.0 48.0 10.0
+ global & local 25.0 36.0 32.0 7.0
human 89.0 2.0 0.0 9.0
Table 3.7: Percentage of utterances deemed correct by human evaluators.
Given a window of game context (consisting of at least the last seven Builder’s and Ar-
chitect’s actions, but always including the previous Architect’s utterance) and access to the
target structure to be built, evaluators were asked to rate the correctness of an utterance im-
mediately following that context with respect to task completion according to the following
criteria:
• Fully correct: all elements of the instruction that are described (colors, spatial rela-
tions) that should be a part of the final structure are consistent with the target, and
all references the instruction makes to existing blocks or structures are consistent with
the current state of the world.
• Partially correct: some elements of the instruction that are described (minimally, the
type of action and the color of the block to be used) are correct with respect to
the overall target structure, while other elements are incorrect. With some minor
corrections to the utterance, the instruction can be seen as close to being fully correct
with respect to the target, but slightly misses the mark.
• Completely incorrect: the elements described in the instruction are completely incorrect
with respect to the target structure.
• N/A:3 the utterance does not contain enough information to be judged for correctness.
Results can be found in Table 3.7. Unsurprisingly, without access to world state informa-
tion, the baseline model performs poorly, conveying incorrect information about half of the
time. With access to a simple world representation, our full model shows marked improve-
ment on generating both fully and partially correct utterances. Finally, human performance
sets a high bar; when not engaging in chitchat or correcting typos, humans consistently
produce fully correct utterances constructive towards task completion.
3Originally, N/A was used to indicate either that an utterance was not informative enough or that
it had already been disqualified due to being an unclear/impossible instruction (see previous section on
Executability). Those utterances deemed non-executable and also marked as N/A were modified to be
labeled as Incorrect in a postprocessing step.
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3.6.3 Qualitative Analysis
Here, we use examples to illustrate different aspects of our best model’s utterances.
Identifying the game state In the course of a game, players progress through different
states. In the human-human data, dialogue is peppered with context cues (greetings, ques-
tions, apologies, instructions to move or place blocks) that indicate the flow of a game. Our
model is able to capture some of these aspects. It often begins games with an instruction
like “we’ll start with blue”, and may end them with “ok we’re done!” (although it occasion-
ally continues with further instructions, e.g “great! now we’ll do the same thing on the other
side”.) It often says “perfect!” immediately followed by a new instruction which indicates the
model’s ability to acknowledge a Builder’s previous actions before continuing. The model
often describes the type of the next required action correctly (even if it makes mistakes in
the specifics of that action): it generated “remove the bottom row” when the ground truth
was “okay so now get rid of the inner most layer of purple in the square”.
Predicting block colors and spatial relations Generated utterances often identify the
correct color of blocks, e.g “then place a red block on top of that” in a context when the the
next placements include a layer of red blocks (ground truth utterance: “the second level of
the structure consists wholly of red blocks. start by putting a red block on each orange block”.)
Less frequently, the model is also able to predict accurate spatial relations (“perfect! now
place a red block to the left of that”) for referent blocks.
Utterance diversity and repetition Generated utterances lack diversity: the pattern
“a x b” (for a rectangle of size a × b) is almost exclusively used to describe squares (an
extremely common shape in our data), often appearing in the form “we’re going to build a
3x3 square” and almost always incorrectly and inappropriately. Utterances are mostly fluent,
but sometimes contain repeats: “okay, on top of the blue block, put a blue block on top of the
blue” or “yes, now, purple, purple, purple, ...” Notably, the most fluent utterances generated
by the model typically span single-block instructions and follow very generic, safe templates
such as “now/then place a [color] block on top of that”, “do the same thing on the other side”,
“and one to the right of that”, or “sorry, it should be on the other side”, despite the model
being trained on highly varied human A utterances that may span multiple blocks (“place a
row of 5 orange”, “now put a tower of 3 orange blocks on the left side then delete the bottom
2”) and contain more descriptive ways of referring to the world (“and just move it to the left
of the highest purple block”, “now 1 more going diagonally up and to the left from the 1 you
just placed”).
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(a) Target structure (b) Game state
Figure 3.6: Example 3.1: target structure vs. current world state. The utterance generated
here is “and then put a yellow block on top of that”, which in this context is partially correct
(yellow blocks do need to be placed next, but not in the location described).
Here, we provide a couple of examples of utterances generated by our model, placed within
the context of the game state with accompanying screenshots.
Example 3.1. This example shows a game in which the target in Figure 3.6a is being built.
At this point in the game (Figure 3.6b), the model generates “and then put a yellow block
on top of that”. While the generated spatial relation is incorrect with respect to the target
structure, the color of the mentioned block (yellow) is correct.
Example 3.2. This example shows a game in which the target in Figure 3.7a is being built.
At this point in the game (Figure 3.7b), the Builder has not placed any blocks yet. In this
instance, the model generates “place a red block on the ground”. In this case, both the color
of the mentioned block (red) and its spatial relation with respect to the ground are correct.
(a) Target structure (b) Game state
Figure 3.7: Example 3.2: target structure vs. current world state. The utterance generated
here is “place a red block on the ground”, which is fully correct.
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3.7 BLOCK COUNTERS V2
In the previous sections, we described and evaluated the original Architect block counters
model as published in ACL 2019 [39]. Motivated by the need to further improve the quality
and robustness of the model’s outputs in order to deploy it in interactive demos (described
in more detail in Chapter 6), we have since made additional improvements to model perfor-
mance by fixing bugs in the original codebase, filtering the training data of ungrammatical
utterances, and applying domain-specific constraints during decoding. In this section, we
describe these changes and their impact in detail.
Bug fixes We discovered and fixed a number of bugs in our original modeling codebase.
Specifically, during beam search decoding, end-of-sentence token scores were not being taken
into account properly when scoring complete sentences, leading to strange behavior with
fragmented outputs. Additionally, we addressed issues involving experiment reproducibility,
which was previously variable due to improper seeding of random number generators and
spawning of training subprocesses.
Data cleaning When analyzing our model’s outputs qualitatively, we noticed a signifi-
cant number of instances where the model would get stuck in a repetitive loop, generating
comma-separated lists of colors in a nonsensical manner (e.g. “okay, now, purple, empty,
purple, purple, ...”). These appeared similar to instances in the training data involving one
participant, Architect ID 44 (A44), who frequently employed a nonstandard approach to
describing instructions for planar target structures: first describing the structure as a “2d
drawing,” they proceeded to list block colors in a column-by-column fashion, e.g.:
A: ok another 2d vertical drawing
...
A: empty, 2 red, 2 green. start anywhere moderately left
...
A: empty 2 red, 2 empty, 1 green
...
A: 2 empty on the not 1 empty. before the green
...
A: 2 spaces between the red and green on the second column
...
A: wait stop I’m making a correction
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B: yeah I don’t follow
B: can u rephrase?
A: on the second column. I said empty, 2 red, 2 empty, green
...
A: 3rd column: 3 empty, 3 green
...




A: we’re done. looks like a cherry goodj ob
B: ahh
In these dialogues, this Architect stylistically deviated from the norm by using formulaic,
repetitive, list-like instructions instead of describing intuitive patterns or concepts. While
ideally we would like our model to be robust to these kinds of situations (as human Builders
are still able to interpret them), we saw that including these utterances during training
negatively impacted the model’s ability to produce fluent output. Overall, we identified 13
dialogues involving this participant that exhibited these properties. We therefore omit the
7 training set dialogues in which these instructions occur (but keep the 6 development and
test set dialogues for evaluation). After cleaning, our training split contains 6,422 samples
(previously 6,548 samples).
Constrained decoding Even though the block counters model showed improved cor-
rectness when generating utterances (and, particularly, on its usage of color terms), model
outputs still sometimes mentioned colors that were clearly incorrect given knowledge of the
current built and target structures (e.g., instructing to place a green block when Target con-
tained no green blocks). To combat this, we leverage knowledge of the set of colors that are
actually valid at a given point in a game to filter candidate utterances as they are produced
by the model. We implement this by discarding candidate hypotheses generated during the
beam search process subject to the following criteria:
• Color existence: Given Built and Target , we know the sets of colors that exist in
both. If a candidate hypothesis includes a color that does not exist in either of these
sets, it is discarded. For example, a candidate is filtered if it mentions the color blue
but there are no blue blocks in either Built or Target .
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• Referent block existence: We discard a candidate hypothesis if it mentions a refer-
ent block with a color that does not exist in Built . For instance, a candidate is filtered
if it refers to a location on top of the yellow block but there are no yellow blocks cur-
rently in Built . For every invalid color c, we identify illegal referent block colors in
candidate hypotheses using the following regular expressions:
(on top of|in front of|behind) (article)(referent_modifier)? c
(on|to the)? (left|right)( side)? of (article)(referent_modifier)? c
where
article = (the|these|those|that|this)
referent_modifier = ( last| top| topmost| left| leftmost| right|
rightmost| bottom| bottommost| middle)
• Feasible placements: The global feasible next placements block counter (as defined
in Section 3.4) indicates counts of colors within the entire build region that can feasibly
be placed next. We discard a candidate hypothesis if it contains an instruction to place
a block with an infeasible color (that is, the next placements counter for that color
is 0). For example, a candidate is filtered if it says to place a purple block, but the
feasible next placements counter indicates that, across all optimal alignments of Built
and Target , no purple blocks can be feasibly placed next. For every invalid color
c, we identify illegal instructions in candidate hypotheses using the following regular
expression:
(put|place|add)( a| an| another| one)? c
Increasing the local counter region size The local block counters in our original model
only consider the 27 cells in the 3×3×3 region concentrated around the Builder’s last action,
each represented as a set of 18-dimensional block counters, when encoding spatial information
about this region. We also experiment with expanding this region size to include more
locations outside the immediate neighborhood of the Builder’s last action. In particular, we
increase the region size to include the 7× 7× 7 cube around the Builder’s last action, where
each of the immediately adjacent cells, adjacent rows/columns, quadrants, and octants are
represented as its own set of 18-dim block counters. The block counters for the resulting
33 regions are again concatenated in a deterministic fashion with respect to the Builder’s
position and gaze. However, we found that training models with local counters of increased
size on the original dataset resulted in slightly worse performance across almost all automated
metrics.
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BLEU Precision / Recall
Model B-1 B-2 B-3 B-4 all keywords colors spatial dialogue
Baseline 16.2 8.1 4.7 2.8 14.5 / 13.8 14.8 / 23.3 10.7 / 9.5 17.9 / 20.6
+ bug fixes 17.6 8.6 5.0 3.0 16.0 / 14.9 17.5 / 22.9 13.1 / 9.8 18.8 / 22.3
+ clean data 18.0 9.2 5.3 3.3 15.7 / 15.3 21.2 / 28.5 11.1 / 9.8 19.0 / 22.3
+ constraints 17.7 8.9 5.1 3.1 15.5 / 15.0 27.2 / 28.9 11.8 / 9.4 18.0 / 21.4
Table 3.8: Updated BLEU and term-specific precision and recall scores for the ablation
study on the development set.
BLEU Precision / Recall
Model B-1 B-2 B-3 B-4 all keywords colors spatial dialogue
baseline 15.7 8.1 4.8 2.9 13.5 / 14.4 14.9 / 28.7 8.7 / 8.7 18.5 / 19.9
counters v2 17.4 9.2 5.6 3.6 15.0 / 15.0 25.9 / 30.2 10.8 / 8.4 16.6 / 21.0
Table 3.9: Updated BLEU and term-specific precision and recall scores on the test set.
3.7.1 Experimental Setup
As before, we use 300-dimensional Gated Recurrent Units (GRUs) [48] for all RNN mod-
ules and use 300-dimensional pretrained GloVe word embeddings [46]. All linear layers were
initialized using Xavier initialization [64]. All RNNs have a hidden state size of 300. In cases
where we use a bidirectional encoder RNN, the sum of the two final hidden states in either
direction constitutes the final encoding of dialogue history (used to initialize the decoder).
See Appendix D.2 for detailed hyperparameter configurations.
Because the bug fixes and data cleaning significantly affected the way these models were
trained and evaluated, we re-ran a grid search over hyperparameters for each of these settings
in our ablation study. During the grid search, we explored variants of block counters model
architectures in which the hyperparameters for RNN modules were varied and the global and
local block counters were combined in slightly different ways. As a result, the baseline model
architecture originally reported in Section 3.4 is somewhat obsolete; we note the architectural
differences between the baseline model and subsequent iterations in Appendix D.2.
We use constrained decoding as a final postprocessing step that is applied to only our
best model. We therefore only show the effect of applying constrained decoding to the best
model that was trained with bug fixes and cleaned data.
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3.7.2 Results and Analysis
We analyze the effect of each of the above features by performing an ablation study on
the development set using the numbers originally reported in Section 3.6 as our baseline. 4
We also show the difference in test set performance between the baseline and fully updated
and improved model (block counters v2).
Ablation study Table 3.8 shows the effect of applying bug fixes, data cleaning, and
constrained decoding to the baseline model. The decoding bug fixes net a modest gain in
BLEU scores. Using cleaned data during training widens the gap, while also contributing a
significant boost to color precision and recall (since the model is now less likely to produce
long lists of erroneous colors). Finally, constrained decoding results in a large gain in color
precision over all previous models at the cost of a slight hit to BLEU scores and other
terms. Because generating colors that are consistent with the built and target structures is
so important to task success, the gains here significantly outweigh the costs.
Test set results We compare the baseline model (the final, finetuned block counters
model originally reported in ACL 2019) to the block counters v2 model on the test set
in Table 3.9. Our updated model shows modest improvements across most terms, with
significant improvements on color terms.
3.7.3 Qualitative Analysis
While we were not able to perform a full human evaluation of these updated block counter
models, we perform here a brief qualitative analysis of that model’s output utterances and
compare them to previous results.
Nonsensical utterances As a direct result of data cleaning, the updated model no longer
produces nonsensical, repetitive utterances. In one example, our original block counters
model generated “on top of each purple , purple , empty , purple , empty , purple , empty ,
purple , empty , purple , empty , purple , empty , purple , empty , purple , empty , purple
, empty , purple , empty , purple , empty ,”, while our updated model simply produces “put
a purple block on top of that one” instead.
4Because of our reproducibility bug fixes, the baseline numbers are not directly reproducible without
reverting a large amount of code. We therefore report the original numbers for the sake of comparison.
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Filtering incorrect colors Constrained decoding directly prevents our improved model
from producing utterances that are clearly incorrect. In one example, despite the feasible
block counters indicating that only orange blocks can be placed next, our original model still
generates “place one green on top of that”; meanwhile, our updated model is not allowed to
produce such an utterance, and instead generates “place one orange on top of that”. In this
case, the human A had instructed B to “now place one orange on top of the orange on each
end”, which more closely aligns with our updated model’s output.
In another example, our original model produces “then place a blue block on top of that”
despite the global block counters indicating only 3 orange blocks remain to be placed to finish
building Target . On the other hand, our updated model produces an utterance that mentions
the correct color, orange, but is more convoluted: “great , now we ’re going to make a 3 x
3 orange square on the ground in the middle of the square”. In this case, the actual human
A utterance is “great now just three orange blocks left.” While the colors mentioned by our
updated model are at least correct with respect to the remaining blocks in Target , the rest
of the utterance remains largely incorrect. This shows that while constrained decoding is a
convenient fix for easy-to-identify color errors, it does not address deeper issues of utterance
correctness, which necessitates a move away from representing the world using simple block
counters altogether.
3.8 USING ORACLE NEXT ACTIONS
Until now, our block counters models have assumed that the Architect does not need to
explicitly plan the next action or series of actions to describe to the Builder next. This
requires our model to leverage the world state representation to not only decide how to
describe what needs to be done next using natural language, but also determine what the
optimal next sequence of actions to transform Built to Target should be. Additionally, in
their current implementation, we force the local block counters to attend to and summarize
the localized region surrounding B’s last action. However, this world state information may
not be sufficient if the true next action to describe is not clearly defined within that region.
We thus wish to investigate how our utterance generation model might improve if given an
idea of where the next B action should take place. This can be likened to adding an explicit
action planning component to the model. Since the Architect always has access to Target ,
a naive heuristic could be to simply use a random feasible action based on the current Built
state, or to choose the feasible action that is closest to B’s last action. Ideally, the action
planning step could be learned, such that an external module predicts where the next action
should occur. By taking this approach, we can decouple the problem-solving and utterance
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generation subtasks, allowing our model to better focus on the singular task of generating
natural language utterances given a specific action plan and offloading the burden of building
that plan to an external module.
To this end, we investigate model performance when we instead provide additional in-
formation about the immediate next B action to the block counters model in an oracle
experiment. For a given point in the game at which the human A spoke next, we compute
the oracle next B action by looking forward through the game log until B’s next block
placement or removal and provide this as additional input to our block counters model. In
this section, we describe how we modify the block counters v2 model to instead use B’s next
action and examine its effect on utterance generation performance.
Representing oracle next actions In order to re-use the block counters architecture
from Section 3.4, in addition to computing the standard global block counters, we compute
local block counters with respect to the oracle next action instead of B’s last action. That
is, we consider the 3 × 3 × 3 cube of block locations directly surrounding the oracle next
action, as well as the action itself, and compute a separate set of block counters for each of
these 27 locations.
For each grid cell, in addition to the original 18-dimensional block counters, we also explic-
itly encode information about its relative position with respect to both the last B action and
B’s current position and orientation. Given a cell c with absolute coordinates 〈xc, yc, zc〉 and
the last B action with absolute coordinates 〈xl, yl, zl〉, we compute the difference between the
two locations, 〈xd, yd, zd〉 = 〈xc−xl, yc− yl, zc− zl〉. Following Jayannavar et al. (2020) [38],
we also calculate the relative perspective coordinates 〈x′c, y′c, z′c〉 with respect to B’s current
position 〈xB, yB, zB〉 and orientation (pitch φB ∈ [−90, ...,+90], or vertical rotation, and
yaw γB ∈ [−180, ...,+180], horizontal orientation) by moving the frame of reference from
〈0, 0, 0〉 to 〈xB, yB, zB〉, and rotating it to account for B’s yaw and pitch:5
〈x′c, y′c, z′c〉 = P · Y · 〈xc − xB, yc − yB, zc − zB〉 (3.11)
This results in an additional 6-dimensional vector of coordinates per cell. We scale both
sets of coordinates by a factor of .1 to keep their range closer to that of the block counters
and concatenate them to the block counter representation, resulting in a 24-dimensional
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Figure 3.8: The modified block counters v2 model architecture used with oracle next B
actions. In this case, the local block counters are computed using the next B action as a
reference (instead of the last B action).
on B’s position and gaze and used to concatenate the 27 24-dimensional cell representations
in a fixed canonical ordering.
Adding block counters to the model We use a slightly different strategy than before
to add block counters to our models. Instead of adding the embedded block counters to
the decoder’s input, we found the best results by adding the block counters embedding to
the decoder’s output at every time step and feeding the result through a network of fully
connected layers, the output of which is then fed to a final linear layer to generate the next
token (see Figure 3.8).
3.8.1 Results and Discussion
For our oracle experiment, we compare our updated model that uses oracle next actions to
the block counters v2 model described in Section 3.7. Both models use 1-layer bidirectional
encoder RNNs for the dialogue history, train with a dropout of 0.5, and use constrained
decoding during generation. See Appendix D.3 for detailed hyperparameter configurations.
Tables 3.10 and 3.11 show the result of adding oracle next B actions to the block counters
v2 model on the development and test sets, respectively. By adding next action information,
the model enjoys modest gains in BLEU score and term precision and recall over all keywords
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BLEU Precision / Recall
Model B-1 B-2 B-3 B-4 all keywords colors spatial dialogue
counters v2 17.7 8.9 5.1 3.1 15.5 / 15.0 27.2 / 28.9 11.8 / 9.4 18.0 / 21.4
next actions 19.5 9.6 5.7 3.5 17.9 / 16.9 28.0 / 34.9 12.6 / 11.2 21.8 / 19.2
Table 3.10: BLEU and term-specific precision and recall scores on the development set using
oracle next B actions.
BLEU Precision / Recall
Model B-1 B-2 B-3 B-4 all keywords colors spatial dialogue
counters v2 17.4 9.2 5.6 3.6 15.0 / 15.0 25.9 / 30.2 10.8 / 8.4 16.6 / 21.0
next actions 18.6 9.3 5.5 3.5 16.8 / 17.6 23.8 / 36.0 11.8 / 11.0 19.8 / 18.8
Table 3.11: BLEU and term-specific precision and recall scores on the test set using oracle
next B actions.
and spatial terms. The model also enjoys a sizable boost to color recall on both development
and test sets. In Section 4.6, we will return to a block counters model that uses oracle next
B actions and analyze its performance in greater detail.
The promising initial results from focusing our world state representation around the next
action speaks to the need for having an explicit action predictor component for the Architect.
To move away from oracle experiments and investigate the feasibility of adding next action
information to a fully interactive model, a logical next step is to instead train a next action
predictor model to explicitly plan A’s next actions. At the time of this writing, we do not
have such a model; future work could explore how to adapt an existing action prediction
model (such as the BAP model of Jayannavar et al. (2020) [38]) to an Architect action
prediction task, which has access to both Built and Target .
3.9 CONCLUSION
In this chapter, as a first step towards building fully interactive Architect models, we
defined the Architect utterance generation task and described our initial models for this task.
At its core, our model used a sequence-to-sequence architecture, processing the dialogue
history as a flat input sequence of tokens and decoding the next Architect utterance in
a token-by-token fashion. Our model also included a simple representation of the world
state, encoded as block counters, which compared the built and target structures in order to
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summarize information about the colors of blocks to be placed and removed.
In addition to the standard BLEU metric, we proposed our own keyword-based automated
metrics, term-specific precision and recall, to estimate measures of task success, and showed
that our models that utilized the block counter representation performed markedly better
on these terms (and in particular, colors) than naive baselines. We also proposed a thorough
set of criteria for human evaluation to judge both utterance-level and task-specific aspects
of generated utterances, and showed that our block counters models showed promising im-
provement on utterance correctness. By addressing some of the obvious issues that arose
from qualitative analysis of these models, we then trained an updated version of these models
with more robust results, and saw further improvement by incorporating oracle information
about B’s next actions to this updated model.
However, human evaluation and qualitative analysis both show that there is still a large
gap between our model’s and human performance. This can perhaps be attributed to the
fact that our models must learn how to use different kinds of utterances appropriately, refer
to higher-level concepts in the world, generate spatial relations grounded to the Builder’s
perspective, compare built and target structures to determine next steps, and other skills
from a limited amount of noisy human-human data in an end-to-end fashion. In the next
chapters, we attempt to address some of these issues by adding enriched linguistic structure
in the form of dialogue acts (Chapter 4) and building better world representations by locating
shapes in the Minecraft world (Chapter 5).
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Chapter 4: Adding Linguistic Structure: Dialogue Acts
In the previous chapter, we introduced a series of baseline neural models for generating
Architect utterances within a given context. While models that included richer representa-
tions of the world showed improved correctness of generated utterances over naive baselines,
all models exhibited problems with generating diverse dialogue acts: model outputs often
tended towards generic, single-step instructions, ignoring the need to respond to questions or
provide corrections (see Table 3.4 in Chapter 3). On the other hand, human responses in our
data are much more diverse: humans give noticeably fewer instructions, instead providing
many more appropriate corrections, verifications, and answers to questions in order to guide
the Builder more effectively toward the goal. Capturing these elements of the Architect’s
job is key to a successful dialogue interaction, as we will see in Chapter 6.
When evaluating our models using human judgments, we showed that Architect dialogue
acts can be limited to a few coarse-grained categories and annotated with a reasonable
level of inter-annotator agreement (Section 3.6.2). Motivated by these promising annotation
results, we propose here to explicitly label and model Architect dialogue acts in our data.
Because Architects can include a variety of information in their utterances, and utterance
boundaries are not limited to single sentences, annotating Architect dialogue acts is a multi-
label problem in which a given utterance can be classified as any number of dialogue acts
from a candidate set. This is in contrast to Builder utterances, which are shorter, simpler,
and usually incorporate only a single Builder dialogue act such as asking for clarification
or verification or acknowledging the Architect’s instructions. While we have also annotated
Builder utterances in our corpus with dialogue acts and explored the task of classifying
them, we focus only on Architect dialogue acts in this thesis, and leave a more thorough
exploration of Builder dialogue acts to future work.
In this chapter, we use the dialogue acts previously defined for human evaluation of our
utterance generation models as a launching point for annotating our entire corpus with
Architect dialogue acts, which we slightly redefine in Section 4.2. Then, we analyze the
difficulty of both classifying past dialogue acts (Section 4.3) as well as predicting the next
dialogue act (Section 4.4) in a given context by showing baseline results for these isolated
tasks. Finally, we explore using these dialogue acts to condition a model that generates
Architect utterances in Section 4.5, and add oracle next Builder actions to such a model in
Section 4.6.
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Figure 4.1: A fragment of labeled conversation in the Switchboard corpus, labeled according
to the SWBD-DAMSL tagset [71].
4.1 BACKGROUND
The identification and use of dialogue acts to model discourse structure has long been
studied in linguistics and NLP. Dialogue acts follow from the insight that an utterance in a
dialogue is a kind of action performed by a speaker [66, 67, 68, 69]. In his theory of speech
acts, Austin (1962) [67] categorizes utterances in speech situations under three types of acts;
in particular, dialogue acts are those that involve illocutionary force: i.e., the act of asking,
answering, promising, etc. in uttering a sentence. Furthermore, Searle (1975) [70] builds
a taxonomy of speech acts focused on illocutionary forces, categorizing them into the five
major classes of assertives, directives, commissives, expressives, and declarations.
Dialogue acts [72] (or, alternatively, dialogue moves or conversational moves [73, 74])
are an extension of speech acts that additionally model other conversational features, such
as grounding the speaker and hearer to a common ground. Thus, dialogue acts can be
thought of as a tagset used to classify utterances based on pragmatic, semantic, and syntactic
criteria. Some effort has been made to develop domain-independent dialogue act labeling
systems, such as the Dialogue Act Markup in Several Layers (DAMSL) architecture [75],
which tags utterances for forward-looking functions (such as speech acts) and backward-
looking functions that look back to the previous utterance in the dialogue (such as grounding
and question answering). However, proposed dialogue act tagsets are generally domain-
dependent. For example, the SWBD-DAMSL tag set [71] is a multidimensional extension
of DAMSL specifically designed for annotating utterances in the Switchboard corpus of
spontaneous human-human telephone speech [76] (Figure 4.1). Another example includes
the dialogue act taxonomy designed for the VERBMOBIL system [77], a prototype for
translating spoken dialogues between users who want to agree on a date for a business
meeting (Figure 4.2).
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Figure 4.2: Taxonomy of dialogue acts in VERBMOBIL [77].
Closely related to the dialogue acts we define for Minecraft dialogues, Carletta et al.
(1997) define conversational moves in the HCRC Map Coding Scheme [74] for use on the
Map Task Corpus [29] (Figure 4.3). Conversational moves are defined as different kinds
of initiations, which set up discourse expectations, and responses, which fill those expec-
tations, and are classified according to their conversational purposes. At a high level, the
HCRC Map Coding Scheme includes conversational moves that could be broadly defined
as instructions, clarifications, confirmations, questions and answers. However, these moves
are more fine-grained, distinguishing between yes/no questions and other types, as well as
different methods of clarifications, including those classified as initiations (e.g. explanations
and checks) vs. responses (e.g. responses to clarification questions).
One way to interpret dialogue acts is to model them in a supervised classification task [69],
in which dialogue act classifiers are trained on a corpus hand-labeled with dialogue acts. The
converse task of generating dialogue acts is more difficult, but can be done in a rule-based
manner, such as the update rules of Stent (2002) [78] for dialogue act generation in the
TRIPS system [79]. More recent dialogue systems instead use a more advanced model for
dialogue management called the information-state architecture [80, 81], which consists of
several components: the information state (or discourse context), a dialogue act interpreter,
a dialogue act generator, a set of update rules to update the information state and produce
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Figure 4.3: Summary of conversational moves in the HCRC Map Coding Scheme [74].
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relevant dialogue acts, and a control structure to select which update rules to apply. These
types of models are often learned probabilistically using Markov decision processes (MDPs)
or partially observable Markov decision processes (POMDPs) [69, 82].
Since our approaches to modeling dialogue acts are much simpler, we do not discuss in
detail the technical background behind information-state tracking here. In this chapter, we
show that using simple classifiers to model dialogue acts that are much more coarsely defined
than those of previous systems is still extremely beneficial for our Architect systems.
4.2 ADDING DIALOGUE ACTS TO THE MINECRAFT DIALOGUE CORPUS
In the Collaborative Building Task, the Architect’s role is multifaceted: while their main
job is to provide clear, grounded instructions to the Builder, they must also be able to
describe the target structure in meaningful terms, verify the built structure against the
target, identify and rectify mistakes, and respond to the Builder’s questions and requests
for clarification. Previously, in Narayan-Chen et al. (2019) [39], we evaluated this aspect of
our data on a small scale by defining a set of 6 coarse-grained Architect dialogue acts and
asking human evaluators to label both human- and model-generated utterances with these
categories. To annotate our entire corpus, we define the set of Architect dialogue acts, with
slight modifications to their original definitions, as follows:
• Instruct B (*I*): A instructs B to move, place or remove blocks, or otherwise execute
some action within the game using their player character (“ok place a red block where
you’re standing”). These utterances can be direct commands (“Can you punch out the
two blocks on the bottom left?”) or, less commonly, declarative sentences that imply
that B should do something (“now there is another “stair step” on top of that”).
• Describe Target (*D*): A describes the target structure or substructures within it
(“I think it’s a robot chicken. so now the wings.”). At the beginning of a game,
descriptions can also be somewhat abstract (“so this looks like someone tried to spell
with blocks and failed”). Descriptions often co-occur with instructions, as A uses
concepts or substructures in Target to describe the next executable step (e.g., “basically
like the orange ones” and “so it looks like a cross” are labelled as both instructions and
descriptions).
• Answer question (*A*): A responds to a B question (B: “here?” A: “yeah”). Since
B often asks A to check whether they’ve executed an instruction correctly, answers
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to questions commonly co-occur with verifications (when execution is correct) and
clarifications/corrections (when execution is incorrect).
• Verification (*V*) (renamed from Confirm B’s actions or plans): A verifies the built
structure against the target and provides an explicit confirmation of the actions B has
taken (“perfect!”, “great”). This category was changed from its previous definition to
only include utterances where A verbalizes that what B has built or plans to build is
correct when verifying it against Target . But if A notes problems with the structure
after verifying Built against Target (“no, sorry”), it is instead labeled as a correction
(previously labeled as a confirmation).
• Clarification/Correction (*C*): A provides further clarification for ambiguous instruc-
tions or identifies and rectifies mistakes made by either player (“sorry, i meant on top
of the edge of the table”). This category is an umbrella term for A’s clarifications
and corrections with respect to their own utterances (A: “Like that, except the side is
one longer.” A: “Sorry, shorter” A: “not longer” A: “But perpendicular” is a series of
corrections, each elaborating on the last) as well as to B’s actions (“move them up one
space” after a sequence of B actions). This also includes utterances where A simply
indicates that a mistake has been made, but not how to resolve it (“no, sorry”), as well
as follow-up utterances that simply elaborate on previous A utterances that were un-
derspecified (A: “Great. Now one block on the same level as the top blue block, on the
side toward the purple structure” A: “Also blue”). As a result, clarification/correction
utterances can be highly varied.
• Other (*O*): other utterance types not covered by the above categories, including but
not limited to: offhand comments, chitchat, greetings, etc. (“you too builder! you are
a master craftsman/woman”, “alright on to the next one”)
We annotate the entire set of 11,670 A utterances in the Minecraft Dialogue Corpus with
these dialogue acts. On average, A utterances contain 1.29 dialogue acts with a standard
deviation of 0.537. Table 3.4 shows the frequency of dialogue act types across the corpus,
alongside the original percentages reported on a smaller test set reported in Section 3.6.2.
Annotation noise The original human evaluation assigned dialogue act labels to utter-
ances based on majority vote between 3 evaluators, and as such could be evaluated for
inter-annotator agreement. Unfortunately, our annotation of the corpus is not as clean; each
Architect utterance was annotated by only one human annotator, resulting in many noisy
annotations. While we can still use this data to build models that perform reasonably, the
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Describe Answer Clarification/
Source (# samples) Instruct B Target question Verification Correction Other
Human eval. (100) 47.0 14.0 12.0 17.0 23.0 8.0
Full corpus (11,670) 58.0 11.8 12.3 21.9 18.5 6.4
Table 4.1: Percentage of utterances annotated as a given dialogue act in the Minecraft
Dialogue Corpus. For completeness, we include again the percentage of 100 human utterances
annotated as a given dialogue act in the previous human evaluation (Section 3.6.2) to show
the similarity of the distributions of dialogue acts.
effect of annotation noise should not be ignored. We will return to this point repeatedly in
the qualitative analyses of our models.
Single-label dialogue acts 74.8% of all A utterances consist of only a single label. Of
these utterances, most are instructions (54.9%), then verifications (15.5%) and clarifications
(10.9%). Even less common in isolation are chit-chat utterances (8.5%) and descriptions
(7.2%). Lastly, answers to questions rarely appear alone (3.0% of single-label utterances),
as they often appear alongside other dialogue acts (described in more detail below).
Multi-label dialogue acts Since A utterances in the Minecraft Dialogue Corpus can
consist of multiple sentences addressing various needs, they can be categorized as any number
of the above dialogue acts. For instance, in response to B completing a substructure and
asking, “like this?”, A responds by simultaneously answering B’s question, verifying B’s
actions, and providing new instructions while describing elements of the target structure:
A: good job builder. if you can do this without a supporting structure please do. we
need yet another row of purple blocks that is 9 long so that it lays across the green
and red, on top of them *AVID*
More common are utterances representing a couple of closely-related dialogue acts, such as
instructions and descriptions:
A: so this purple is kind of like an x if that helps. we need to put purple blocks in the
top right and lower right of that center purple block *DI*
To quantify the co-occurrences between dialogue acts, Table 4.2 depicts how often a given
dialogue act appears either alone (none) or co-occurring with another type of dialogue act
across all utterances of the given type. Instructions mostly appear in isolation, but can
also be included as part of other utterances fairly equally. Descriptions, on the other hand,
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Co-occurrence %
Dialogue Act none I D A V C O
Instruct B 70.8 – 8.3 5.4 10.5 10.7 0.09
Describe Target 45.9 41.0 – 5.9 6.0 10.4 0.07
Answer question 18.2 25.6 5.6 – 38.7 37.1 0.07
Verification 52.9 27.8 3.2 21.8 – 3.6 0.0
Clarification/Correction 43.8 33.6 6.6 24.6 4.3 – 0.09
Other 99.2 0.80 0.13 0.13 0.0 0.27 –
Table 4.2: Percentage of total utterances of each dialogue act type that appear in isolation
(none column) or co-occur with other dialogue act types (remaining columns). For each
row in the table, the first column indicates how often an utterance of that type appeared
in isolation; the following columns indicate how often an utterance of that type co-occurred
with another given dialogue act.
primarily appear either alone or bundled with instructions. Answers to questions rarely
appear as isolated dialogue acts, and co-occur with verifications and clarifications/corrections
equally as often, underlining the need for A to understand game context in order to answer a
question correctly. Verifications and clarifications/corrections behave similarly to each other,
appearing both unprompted as well as in response to questions, and also often include further
instructions. Finally, chit-chat utterances are almost always seen alone, suggesting that the
human Architects in our corpus stay on-topic appropriately.
Simplified Architect acts Because descriptions of target structures appear frequently
alongside regular instructions, the distinction between these two types of dialogue acts is
sometimes fuzzy. Additionally, our current Architect utterance models do not yet capture
well enough the higher-level concepts needed to generate adequate descriptions of target
structures. To circumvent the problems that arise when modeling this particular dialogue
act, we also experiment with a simplified set of 5 Architect dialogue acts in which the Describe
Target category is merged into Instruct B. While we report dialogue act classification results
on both sets in Section 4.3, we consider only the simplified set for models that perform next
dialogue act prediction (Section 4.4) as well as utterance generation models that use those













Figure 4.4: The Architect dialogue act classifier model.
4.3 DIALOGUE ACT CLASSIFICATION
Classifying Architect dialogue acts can be particularly useful for interactive Builder agents.
For instance, a Builder agent that can identify Architect instructions in the dialogue history
could use that information to determine when the agent should act, or how those instructions
should align to corresponding sequences of Builder actions. Enriching the game history by
incorporating a dialogue act classifier can also be useful for an Architect agent, but not as
necessary if the agent is capable of generating its own dialogue acts, since such a model can
simply use its own predictions as input in an interactive scenario.
In this section, we briefly explore how well we can identify dialogue acts in human Architect
utterances. Formally, we define the task of dialogue act classification as follows: given an A
utterance and the game context leading up to it, the task is to classify the given utterance
as any number of Architect dialogue acts, as defined in Section 4.2. While we leave the
question of how to use a dialogue act classifier in downstream Builder models to future
work, for completeness, we present a simple baseline model and results on this task below.
4.3.1 Model
Figure 4.4 shows our model architecture. Our simple model for this task only considers
the game history up to and including the Architect utterance to be classified. We embed
the truncated game history as a sequence of tokens using a GRU [48] and feed the resulting
context vector through a classifier, implemented as a series of feedforward layers of decreasing
sizes, with a final dimensionality equal to the number of Architect dialogue act classes to be
predicted. A sigmoid is applied to the final layer to produce the predictions.
Game history encoder We view the game history as a non-empty sequence of previous
utterances (by both players), possibly interleaved with sequences of actions that were taken
by B in earlier turns of the game. Similar to Narayan-Chen et al. (2019) [39], we encode
the last 8 utterances in the dialogue history as a sequence of tokens in which each player’s
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utterances are contained within speaker-specific start and end tokens. Following Jayannavar
et al. (2020) [38], we also represent B’s prior actions naively as tokens that capture the
action type (placement or removal) and block color (e.g. as “builder_putdown_red”), e.g.:
<A> great so then on the bottom of that green , make another 2 x 1 </A>
builder_putdown_green builder_putdown_green <B> like that ? </B> <A> sorry ,
other isde </A> builder_pickup_green builder_pickup_green builder_putdown_green
builder_putdown_green <A> great , now do another one </A>
The 2×6 = 12 action tokens as well as the speaker tokens are encoded using 300-dimensional
random vectors, while all other tokens are encoded as 300-dimensional pre-trained GloVe
word embeddings [46]. However, unlike Jayannavar et al. (2020), we allow these embeddings
to be finetuned during training. The token embeddings are passed through a unidirectional
2-layer GRU to produce a 300-dim embedding of the dialogue history in the GRU’s final
hidden state.
Dialogue act classifier The 300-dim embedding of the dialogue history is fed into a 2-
layer feedforward network with ReLU. The linear layers reduce the dimensionality of the
input embedding in equal increments, down to a 6-dim (for the original set of dialogue acts)
or a 5-dim (for the simplified set) output vector. The final vector is passed through a sigmoid,
then thresholded with a value of 0.5, to produce the output prediction.
4.3.2 Experimental Setup
Data After employing the data cleaning process described in the previous chapter (Sec-
tion 3.7), our training, test and dev splits contain 6,422, 2,855, and 2,251 Architect utterances
to be classified.
Training We trained for a maximum of 100 epochs using the Adam optimizer [63] with
a learning rate of 0.0001 (but our best models converged after no more than 10 epochs).
We use a dropout value of 0.5 for the game history encoder, but do not use dropout in the
dialogue act classifier. During training, we minimize binary cross-entropy loss between the
predicted and ground truth dialogue acts. We stop training early when loss on the held-out
development set had increased monotonically for ten epochs.
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development test
Dialogue act p r F1 p r F1
Instruct B 92.1 88.9 90.5 92.3 89.2 90.7
Describe Target 84.5 57.9 68.7 74.2 55.1 63.2
Answer question 83.5 81.9 82.7 73.4 77.2 75.3
Verification 85.3 85.5 85.4 86.5 87.5 87.0
Clarification/Correction 66.7 73.9 70.1 74.6 66.8 70.5
Other 76.1 70.8 73.4 66.3 68.5 67.4
Micro average 85.0 82.0 83.5 84.4 80.4 82.3
Table 4.3: Classification results for the full set of Architect dialogue acts on the development
and test sets.
development test
Dialogue act p r F1 p r F1
Instruct B/Describe Target 92.0 93.1 92.6 92.4 91.4 91.9
Answer question 84.9 83.8 84.3 75.9 78.3 77.1
Verification 87.0 83.9 85.4 88.0 87.1 87.5
Clarification/Correction 70.6 72.1 71.3 76.5 61.9 68.5
Other 73.0 69.4 71.2 63.2 71.3 67.0
Micro average 86.5 86.4 86.4 86.4 84.1 85.2
Table 4.4: Classification results for the simplified set of Architect dialogue acts on the
development and test sets.
4.3.3 Results
We evaluate the performance of each Architect dialogue act individually, and report pre-
cision, recall, and F1 scores for each class. We also compute micro averaged precision, recall,
and F1 scores across all classes.
Original dialogue acts Dialogue act classification results for the original set of Architect
dialogue acts are in Table 4.3. Just by processing the dialogue history, the simple model
recognizes instructions, which are most common in our data, with reasonable performance.
However, it struggles with other types of dialogue acts, particularly descriptions.
Simplified dialogue acts Dialogue act classification results for the simplified set of Ar-
chitect dialogue acts, where Instruct B and Describe Target are merged, are in Table 4.4.
By merging these categories, this model enjoys increased performance, particularly on recall,
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on the new category while maintaining similar performance on all other categories.
4.3.4 Qualitative Analysis
Using the simplified set of Architect dialogue acts, we compare our model’s predictions to
ground truth dialogue act annotations on selected samples from the development set. For
each example, we provide a snippet of the dialogue history and show the Architect utterance
to be classified in bolded text.
Example 4.1. When trained on the simplified set of dialogue acts, the model is able to
classify utterances that incorporate multiple dialogue acts. For instance, the model is able
to correctly classify the following utterance that answers a question with a verification as
well as provides another instruction/description:
A: now we must create the bell. please start by extending 4 orange blocks down from
the middle purple block, as if it were hanging
(B places 3 orange blocks)
B: like this?
A: yes. now we need 3 blocks on both sides of the bottom three blocks so that
is looks like a 3x3 square hanging off of the purple row
model output: *AVI* ground truth: *AVI*
Example 4.2. There are some instances where the model drops categories that are included
in the ground truth annotation. This is particularly noticeable when an utterance contains
both a verification and a clarification, e.g.:
B: orange?
(B places 3 orange blocks)
A: yes, orange. sorry
model output: *AC* ground truth: *VAC*
Example 4.3. Sometimes, the distinction between instructions and corrections can be un-
clear, and this is reflected in noisy annotations. In the following example, A provides a
response to B who asks for clarification. This is annotated as an answer to B’s question
that contains a follow-up instruction, but could also be reasonably seen as a clarification to
A’s previous instruction (which our model instead predicts):
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A: hello builder. we will start with red blocks. please build a 4x4 open window so that
a 2x2 space is open in the middle
B: flat on the ground?
B: anywhere?
A: yes flat on the ground, preferably centered in the middle
model output: *AC* ground truth: *AI*
Example 4.4. Another common source of noisy annotation occurs when the Answer ques-
tion category is mistakenly dropped from the ground truth label. While our model still
misses the fact that the following utterance is also an instruction, it still reasonably classifies
it as an indirect answer to B’s question that is asked prior to the last action sequence, while
the ground truth annotation does not:
A: now i need you to put a green block on either side of the second existing block, on
the ground.
B: so on the middle blocks?
(B places 2 green blocks)
A: they need to be attached to the same block, preferable to the one closer
to you
model output: *CA* ground truth: *CI*
As noted before, there are numerous instances with noisy annotations where relevant cate-
gories are dropped from the final annotation. Despite this, qualitative analysis shows that
our model is still able to output reasonable predictions for these cases.
4.4 NEXT DIALOGUE ACT PREDICTION
Having demonstrated preliminary results on classifying dialogue acts for past Architect
utterances, we now turn our focus to predicting the set of Architect dialogue acts that
should occur in the next utterance. This is a useful ability for Architect agents, as it allows
them to plan what types of information they should convey next and use that information
as additional conditioning context when generating their next utterance. The additional
layer of planning can also provide an interpretable window into the agent’s otherwise rather
inscrutable generation process. But before we can integrate dialogue act information into
end-to-end Architect agents, we first need to examine how well models can predict Architect
dialogue acts in isolation.
This is the task we explore in this section. Formally, we define the Architect dialogue





























Figure 4.5: The Architect dialogue act predictor model.
certain point in a human-human game at which the human Architect A spoke next, we aim
to generate a set of Architect dialogue acts that can reasonably follow that context. Dialogue
act prediction is more challenging than classification, since multiple sets of dialogue acts can
be valid for a single given input; furthermore, it requires the ability to process the world
state in order to know when to issue a verification (when Built is correct) or a correction
(when it is not). Below, we present a simple baseline model and results on this task.
4.4.1 Model
Similar to Architect utterance generation, dialogue act prediction requires the ability to
simultaneously process the game history and compare the Built and Target world states in
order to generate appropriate responses. For this reason, our baseline model for this task,
shown in Figure 4.5, is based heavily on the block counters utterance generation model of
Chapter 3. Below, we describe how we modify this architecture to instead generate Architect
dialogue acts.
72
Game history encoder Our game history encoder is similar to that of the dialogue act
classifier in the previous section. We encode the entire dialogue history as a sequence of
tokens in which each player’s utterances are contained within speaker-specific start and end
tokens. We also represent B’s prior actions using tokens that capture the action type and
block color of each B action in the history. The 2 × 6 = 12 action tokens as well as the
speaker tokens are encoded using 300-dimensional random vectors, while all other tokens are
encoded as 300-dimensional pre-trained GloVe word embeddings [46] and finetuned during
training. The token embeddings are passed through a bidirectional 1-layer GRU [48] to
produce a 300-dim embedding of the dialogue history in the GRU’s final hidden state.
Block counters world state encoder In order to decide what type of information to
convey next, a Architect model that predicts dialogue acts needs to also be able to process
the world state by comparing Built and Target . In Section 3.4, we explored a simple way
to summarize world state information for Architect utterance models via a block counters
representation that recorded the colors of blocks to be placed, removed, and feasibly placed
next. Here, we re-use the block counters encoder to produce an embedding of the world state
for our model that predicts dialogue acts. In this model, the global counters are embedded
separately into an 18-dimensional vector via a single feedforward layer, and the local counters
are embedded into a 150-dimensional vector using another feedforward layer. The resulting
embeddings are concatenated to produce a 168-dimensional final world state encoding.
Dialogue act predictor The 300-dim embedding of the dialogue history is concatenated
with the 168-dim final world state encoding and fed into a 3-layer feedforward network
with ReLU. The linear layers reduce the dimensionality of the input embedding in equal
increments down to a 5-dim output vector corresponding to the simplified set of Architect
dialogue acts. The final vector is passed through a sigmoid, then thresholded with a value
of 0.5, to produce the output prediction.
4.4.2 Experimental Setup
Data We use the same data splits as those of the dialogue act classification task. After
data cleaning, our training, test and dev splits contain 6,422, 2,855, and 2,251 samples.
Training We trained for a maximum of 40 epochs using the Adam optimizer [63] with
a learning rate of 0.0001 (but our best models converged after no more than 12 epochs).
During training, we minimize binary cross-entropy loss, summed across all classes, between
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development test
Dialogue act p r F1 p r F1
Instruct B/Describe Target 75.0 86.2 80.2 74.6 86.3 80.0
Answer question 70.3 89.5 78.8 60.4 87.9 71.6
Verification 57.7 58.2 57.9 58.9 53.7 56.2
Clarification/Correction 42.8 37.9 40.2 48.7 37.9 42.6
Other 45.5 10.5 17.0 61.9 21.9 32.4
Micro average 67.5 71.2 69.3 67.3 69.9 68.6
Table 4.5: Prediction results for the simplified set of Architect dialogue acts on the develop-
ment and test sets.
the predicted and ground truth dialogue acts. Because of the class imbalance in the training
data (instructions are far more frequent than any other class), we also found it useful to
weight each class in the loss function by the ratio of negative to positive samples of that
class in the training data, thus accruing larger losses per sample for the classes that were
less frequently seen.1 However, using this weighted loss as a stopping criteria resulted in
model training stopping too early. Therefore, we instead stop training early when the micro-
averaged F1 score on the held-out development set had decreased monotonically for five
epochs.
4.4.3 Results
Using the simplified set of Architect dialogue acts, we evaluate the performance of each
Architect dialogue act individually, and report precision, recall, and F1 scores for each class.
We also report the micro-averaged precision, recall, and F1 scores across classes.
The results in Table 4.5 highlight how much more challenging dialogue act prediction
is compared to the classification task. Particularly, the model struggles to identify when
to issue verifications and clarifications/corrections, suggesting that the block counters world
representation does not provide a strong enough signal about how Built deviates from Target .
4.4.4 Qualitative Analysis
In order to better understand our model’s performance as well as analyze the effect of
annotation noise, we perform a qualitative analysis of our model’s predictions on selected
samples from the development set. For each example, we first provide a snippet of the
1The resulting weights used were: *I/D*: 0.5546, *A*: 6.8701, *V*: 3.6168, *C*: 4.234, *O*: 14.2905.
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Figure 4.6: Target (left) and Built (right) structures for Example 4.5.
dialogue history, then show our model’s prediction and ground truth annotation for the
dialogue acts that should follow that context. For completeness, we also include the next
human Architect utterance itself (which is not used anywhere during training).
Example 4.5. In the following example (Figure 4.6), after mistakenly building the structure
flat on the ground, B executes a long sequence of actions following an A correction and asks
A whether the fix was correctly executed. Our model correctly predicts that it should
respond with a verification, and even goes further than the human A’s original response
by also issuing another instruction (which is still appropriate, given that Built is not yet
finished at this point):
A: Sorry, this is going to look sort of like the bell with a vertical design
B: oh, ok!
(B removes 5 red blocks)
A: No worries
(B removes 7 red blocks and places 11 red blocks)
B: like that?
model output: *VAI* ground truth: *VA*
next A utterance: Yup,
Example 4.6. Figure 4.7 illustrates the beginning of a dialogue. With a friendly opener,
B asks A for a description of the Target to be built. Our model produces a reasonable
response, predicting that an A instruction should come next. However, the ground truth
annotation notes that the next utterance should also be a response to B’s initial question,
which our model ignores (possibly due to the inconsistent labeling of the Answer question
dialogue act in the training data):
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Figure 4.7: Target (left) and Built (right) structures for Example 4.6.
B: hello. what are we building this time?
model output: *I* ground truth: *AI*
next A utterance: hello builder, i will tell you this. it appears we are creating a
belltower. but first i will start with step by step instructions. we will start with green
blocks
Example 4.7. In Figure 4.8, B has successfully completed building the green pillar in
Target . A then uses the newly created pillar as a reference for another to be built. It is
clear simply from the dialogue context that A’s initial instruction was ambiguous, both from
B’s clarification question as well as A’s resulting apology (“sorry, my mistake”). The model
picks up on this and issues a clarification/correction, but still leaves it underspecified, while
the human A also provides a follow-up instruction to rectify the mistake:
A: on the 8th block to the left of the green block, please create the same structure with
red blocks
Figure 4.8: Target (left) and Built (right) structures for Example 4.7.
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Figure 4.9: Target (left) and Built (right) structures for Example 4.8.
B: on top the 8th block?
A: sorry, my mistake
(B places a red block)
model output: *C* ground truth: *CI*
next A utterance: it should start on the ground
Example 4.8. As with the dialogue act classification task, instructions and clarifications
can easily be confused in noisy annotations. In the example below (Figure 4.9), A provides
yet another confusing initial instruction, to which B asks for clarification by requesting
more lower-level instructions. In this case, our model reasonably predicts that the next A
utterance should answer B’s question with a clarification, while the ground truth annotation
just labels this as an answer that follows up with an instruction:
A: there is a 3rd layer that is floating, so please made a 6x6 square that extends upwards
of 2 blocks to support the 3rd layer
A: these will use purple blocks
B: can you give me an instruction for a single purple block first?
model output: *AC* ground truth: *AI*
next A utterance: how about this, please make a 6x6 purple ring around the first
layer of the red square
Example 4.9. Since standalone verifications can appear arbitrarily after B has finished
executing a sequence of actions correctly, our model sometimes chooses to push on with
further instructions while the human A might instead stop to provide positive feedback
(and vice versa), such as in the following example (Figure 4.10):
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Figure 4.10: Target (left) and Built (right) structures for Example 4.9.
A: on top of the blocks you just placed, put down two red blocks
(B places and removes a red block, then places 2 red blocks)
model output: *I* ground truth: *V*
next A utterance: great
Example 4.10. Deciding when to appropriately issue verifications rather than corrections
is still hard for our model. The dialogue context alone often does not provide enough
information about whether B’s last sequence of actions correctly follows A’s instruction;
in the following example (Figure 4.11), the only indication that a mistake has been made
includes a minimal A interruption and B’s subsequent undoing of some block placements.
Here, the model must rely on comparing Built and Target to identify that a mistake has
been made, but fails to do so:
A: add yellow blocks on top and connect them across the bridge
(B places 3 yellow blocks)
Figure 4.11: Target (left) and Built (right) structures for Example 4.10.
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A: wait
(B removes 2 yellow blocks)
model output: *V* ground truth: *CI*
next A utterance: other way
Overall, qualitative analysis reveals that while our model is penalized for dropping or adding
dialogue act categories, the model’s behavior when doing so is mostly reasonable when taking
into account the corresponding dialogue context and overall annotation noise. However,
the mistakes the model makes in distinguishing verifications and clarifications/corrections
cannot be reasoned away. Since knowing when to give appropriate feedback about Built with
respect to Target is important for overall interactive task completion, future work should
aim to address this problem by encoding richer representations of the world state.
4.5 DIALOGUE ACTS FOR ARCHITECT UTTERANCE GENERATION
Finally, we examine how we can leverage Architect dialogue acts to train better models
for downstream tasks. In particular, our block counters utterance generation models in
Chapter 3 treat utterances in a rather simple manner, representing them as no more than
sequences of tokenized word embeddings that are consumed by an RNN. Here, we propose to
use Architect dialogue acts to augment this representation with richer linguistic information.
In this section, we explore one way of integrating Architect dialogue acts into our existing
utterance generation models by using the set of dialogue acts, both ground truth as well as
those predicted by our model in Section 4.4, as additional conditioning input to the utterance
decoder, and investigate their effect on the resulting utterances through both quantitative
and qualitative analysis.
4.5.1 Model
Our utterance generation models that leverage dialogue acts augment the original block
counters model with Architect dialogue act information in the RNN decoder. To do this,
we construct a multi-hot vector encoding the dialogue acts, in which dialogue acts that are
enabled for a given utterance are assigned values of 1 (and others values of 0). In addition to
including the original block counters encoding, we concatenate the dialogue act vector (or,
optionally, an embedding of it) to the decoder’s input at every time step. For completeness,
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Figure 4.12: The Architect block counters utterance model conditioned on dialogue acts.
Dialogue history encoder Our dialogue history encoder remains the same as that of the
original block counters model described in Section 3.3. We encode the entire dialogue history
as a sequence of tokens in which each player’s utterances are contained within speaker-specific
start and end tokens, which are fed through a word embedding layer and subsequently passed
through a bidirectional RNN [44] to produce an embedding of the entire dialogue history in
the encoder RNN’s final hidden state.
Output utterance decoder As before, the output utterance is generated by a decoder
RNN conditioned on the discourse context. In standard fashion, the final hidden state of
the encoder RNN is used to initialize the hidden state of the decoder RNN.
Block counters world state encoder The block counters encoder used for this model
remains the same as that of the updated block counters v2 model described in Section 3.7.
We found the best results by embedding the global and local counter vectors through separate
encoders, then concatenating the resulting embeddings and feeding it through a single fully-
connected layer to produce the final block counters embedding. The resulting embedding
is then concatenated to the word embedding vector that is fed into the output utterance
decoder at each time step.
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Multi-hot dialogue act encoding Since multiple Architect dialogue acts can be active at
a time, we represent the set of dialogue acts that should be expressed next by the decoded
utterance as a 5-dimensional multi-hot vector, where each bit corresponds to one of the
simplified set of Architect dialogue acts. This vector is optionally embedded into another
vector of the same size using a single feedforward layer with ReLU. We add this information
to the output utterance decoder by simply concatenating it to the decoder’s input at every
time step. In our final model, at every time step, the decoder RNN processes the word
embedding of the previously generated token, the final block counters embedding, and the
dialogue act representation as a concatenated input vector.
4.5.2 Experimental Setup
Data We use the same data splits as those used by the block counters v2 model. After
data cleaning, our training, test and dev splits contain 6,422, 2,855, and 2,251 samples.
Hyperparameters We perform grid searches over hyperparameters for two model vari-
ants: one trained using ground truth dialogue act annotations, and another trained using the
predicted dialogue acts generated by thresholding the outputs of our model in Section 4.4.
We use 300-dimensional bidirectional Gated Recurrent Units (GRUs) [48] for all encoder
RNN modules, where the sum of the two final hidden states in either direction constitutes
the final encoding of dialogue history (used to initialize the decoder). Both RNNs use 300-
dimensional pretrained GloVe word embeddings [46]. All linear layers were initialized using
Xavier initialization [64]. All models featured single-layer decoder RNNs and were trained
with dropout of 0.5 for both the RNNs and the block counter embedding layers. For models
that used predicted dialogue acts, our dialogue act predictor model follows the architecture
outlined in Section 4.4. See Appendix D.4 for detailed hyperparameter configurations.
Training We trained for a maximum of 40 epochs using the Adam optimizer [63] with a
learning rate of 0.0001. During training, we minimize the sum of the cross-entropy losses
between each predicted and ground truth token. We stop training early when perplexity on
the held-out development set had increased monotonically for two epochs. When training
using predicted dialogue acts, we do not finetune the dialogue act predictor model itself, and
instead only use its output predictions.
Decoding For all models, we use constrained beam search decoding, subject to the con-
straints defined in Section 3.7, to generate the utterance with the maximum log-likelihood
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score according to our model normalized by utterance length (beam size = 10). In order
to promote diversity of generated utterances, we use a γ penalty [55] of γ = 0.8. For the
model trained using ground truth dialogue act labels, we experiment with decoding both
with ground truth as well as predicted dialogue acts at test time. For the model trained
using predicted dialogue acts, we only use predicted dialogue acts for decoding at test time.
4.5.3 Results
With the block counters v2 model (described in Section 3.7) as our baseline, we report
the performance of all our models using BLEU [41] and term-specific precision and recall
on the development set in Table 4.6 and on the test set in Table 4.7. Additionally, on the
development set, we perform a more fine-grained analysis by examining model performance
on samples categorized by their annotated dialogue acts.
The model that uses ground truth dialogue acts for both training and decoding enjoys the
biggest performance boost in BLEU and overall term-specific scores. Specifically, dialogue
term-specific scores are noticeably better than those of the model without dialogue act
information at the cost of a slight drop in color term scores (though, aided by constrained
decoding, these still stay within a reasonable ballpark), and these trends hold on the unseen
test set. The benefits are less clear with a switch to using predicted dialogue acts, both
when applied to the model trained on ground truth dialogue acts as well as one trained on
the predicted acts themselves. Both variants enjoy better performance on dialogue terms,
though not nearly to the extent of the model trained and decoded using ground truth acts,
and there is a larger negative effect on color term scores. However, overall term-specific
recall scores for both models still show slight improvement over the model without dialogue
acts, with a minimal improvement (if at all) to BLEU score.
Table 4.6 also provides a breakdown of model performance on the development set by
comparing them against human utterances with specific dialogue acts. These clearly high-
light that the baseline block counters model without dialogue acts optimizes performance on
instructions, boasting the highest color term scores for this category; however, this model’s
performance is not particularly noteworthy for the remaining dialogue acts. On the other
hand, models that leverage dialogue act information show clear improvement on all terms
for non-instruction acts while maintaining reasonable performance on instructions. These
models shine when evaluated specifically on Answer question and Verification dialogue acts,
as they generate appropriate dialogue terms for these types of utterances much more reliably.
However, regardless of model, performance on the Clarification/Correction category is poor;
besides the fact that this umbrella category is the most noisily annotated, improving perfor-
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BLEU Precision / Recall





all 17.7 8.9 5.1 3.1 15.5 / 15.0 27.2 / 28.9 11.8 / 9.4 18.0 / 21.4
*I* 17.2 8.8 5.1 3.2 18.5 / 14.8 35.0 / 29.9 15.2 / 9.9 18.7 / 20.4
*A* 11.6 5.0 2.5 1.4 15.6 / 14.5 9.0 / 13.0 6.1 / 4.8 25.9 / 26.0
*V* 12.1 5.3 2.5 1.3 15.3 / 16.7 15.2 / 24.2 5.2 / 6.8 26.9 / 24.4
*C* 11.9 5.4 2.6 1.2 8.8 / 9.4 13.6 / 21.8 8.2 / 5.8 6.6 / 10.6







st all 22.7 11.8 6.7 4.1 19.5 / 18.8 28.7 / 27.4 11.1 / 11.0 24.6 / 29.3
*I* 23.5 12.6 7.4 4.6 18.9 / 17.7 29.4 / 28.8 11.5 / 11.8 22.1 / 24.6
*A* 17.7 8.4 3.7 1.6 25.0 / 23.5 24.3 / 23.4 9.8 / 7.0 35.5 / 39.9
*V* 19.5 10.0 5.6 3.4 30.6 / 28.0 23.2 / 21.0 13.4 / 11.4 41.7 / 43.8
*C* 15.3 7.4 3.5 1.5 9.6 / 12.2 11.8 / 15.1 7.7 / 6.9 9.1 / 17.8







all 18.9 9.6 5.3 3.3 15.9 / 16.0 24.2 / 24.6 9.0 / 9.6 19.5 / 23.1
*I* 20.4 10.8 6.4 4.0 18.6 / 15.5 30.2 / 25.5 11.8 / 10.5 20.0 / 21.1
*A* 10.4 4.5 2.0 1.0 21.0 / 18.6 4.9 / 3.9 5.6 / 3.8 32.8 / 35.7
*V* 12.7 5.8 3.1 1.9 16.2 / 19.1 9.5 / 14.5 4.4 / 7.2 31.1 / 29.1
*C* 12.5 5.7 2.7 1.2 8.1 / 10.0 8.9 / 12.6 5.6 / 5.6 6.0 / 11.0








st all 18.2 9.2 5.4 3.4 16.2 / 15.9 26.5 / 26.4 9.7 / 9.2 19.6 / 23.2
*I* 17.9 9.3 5.6 3.5 19.0 / 15.4 33.9 / 27.2 13.0 / 10.1 19.8 / 21.4
*A* 11.4 5.3 2.9 1.8 15.8 / 16.0 9.1 / 11.7 2.6 / 2.7 27.4 / 28.4
*V* 13.4 6.4 3.6 2.3 18.4 / 19.6 13.4 / 17.7 5.2 / 7.3 31.8 / 29.6
*C* 11.3 4.7 2.3 1.2 7.9 / 9.8 9.2 / 16.8 3.9 / 3.9 6.6 / 11.0
*O* 5.3 2.2 1.3 0.0 4.3 / 11.1 0.0 / 0.0 0.0 / 0.0 11.2 / 15.7
Table 4.6: BLEU and term-specific precision and recall scores for the ablation study on
the development set across all dialogue acts (first row of each section) as well as for only
those samples annotated as a specific dialogue act type. In order, we report results from the
original block counters v2 model (section 1); a model that uses ground truth dialogue acts
for both training and decoding (section 2); that same model but with predicted dialogue
acts during decoding (section 3); and a model that uses predicted dialogue acts for both
training and decoding (section 4).
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BLEU Precision / Recall
Model B-1 B-2 B-3 B-4 all keywords colors spatial dialogue
baseline 17.4 9.2 5.6 3.6 15.0 / 15.0 25.9 / 30.2 10.8 / 8.4 16.6 / 21.0
+ DA
gold 21.9 11.5 6.7 4.2 18.3 / 19.5 25.6 / 29.4 10.7 / 10.8 23.3 / 29.9
pred. test 18.3 9.7 5.7 3.6 14.9 / 16.4 22.3 / 25.9 9.1 / 10.1 17.7 / 22.9
predicted 17.2 8.7 5.5 3.7 15.0 / 16.1 24.3 / 26.7 9.1 / 8.9 18.0 / 22.5
Table 4.7: BLEU and term-specific precision and recall scores on the test set. In order, we
report results from the original block counters v2 model (row 1); a model that uses ground
truth dialogue acts for both training and decoding (row 3); that same model but with
predicted dialogue acts during decoding (row 4); and a model that uses predicted dialogue
acts for both training and decoding (row 5).
mance on this category requires that models can identify mistakes and describe how to rectify
them, which is clearly outside the capacity of the current block counters representation.
4.5.4 Qualitative Analysis
Here, we qualitatively compare the outputs of our model variants on samples from the
development set. For each example, we provide a snippet of the dialogue history and a
visualization of Built and Target , then list both the ground truth and predicted dialogue
acts for the following A utterance. We then show each of our models’ outputs along with the
actual human A utterance. Though we do not perform a full human evaluation, we highlight
here some of the new and desirable features exhibited by models that leverage dialogue acts,
as well as showcase some interesting scenarios that are challenging to evaluate.
Example 4.11. Figure 4.13 shows the end of a game where a structure has been completed
successfully. Without dialogue acts, our previous model struggles to identify when instruc-
tions no longer need to be issued, puttering on with incorrect instructions. On the other
hand, all of our models that use dialogue acts pick up on the strong cue of an end-of-game
chit-chat utterance and respond appropriately (and with a smile):
A: builder, we have done it
B: good job!
ground truth DA: *O* predicted DA: *O*
block counters v2: now we ’ll do the same thing on the other side
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Figure 4.13: Target (left) and Built (right) structures for Example 4.11.
gold train/test: good job : )
gold train/pred. test: good job : )
predicted train/test: looks good ! : )
human utterance: you too builder! you are a master craftsman/woman
Example 4.12. In the following example (Figure 4.14),A has finished instructing B to build
a first temporary layer needed to construct the floating Target . Moving on to the next set
of instructions, A primes B by describing how the first layer will be used. Possibly because
the block counters indicate that a large number of temporary blocks need to be removed,
our original model issues a correction that is both incorrect and inappropriate given the
dialogue context. However, knowing that the next utterance should be an instruction, our
other models generate more appropriate responses:
A: we will be removing this first layer in the future, but we need to build on top of it
first.
Figure 4.14: Target (left) and Built (right) structures for Example 4.12.
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Figure 4.15: Target (left) and Built (right) structures for Example 4.13.
ground truth DA: *I* predicted DA: *I*
block counters v2: sorry , it should be on the ground
gold train/test: now add two more red blocks on top of the red block
gold train/pred. test: place a red block on top of the red block
predicted train/test: on top of the red block , place a red block on top of the red
block
human utterance: please place 2 red blocks on top of each side of the square,
leaving the corners empty
Example 4.13. In the next example (Figure 4.15), B has just finished building the heart
structure, soA begins to instruct them to build the orange arrow that pierces it by describing
the start of a diagonal line of blocks. B misinterprets A and places an orange block in the
wrong location. Both the model without dialogue acts and the models that use the incorrectly
predicted dialogue acts erroneously generate verifications. In contrast, the model that uses
ground truth dialogue acts generates a correction that is surprisingly appropriate:
A: Now we are going to build the arrow. Under the furthest right block, start a diagonal
line of orange blocks.
B: under it?
(B places an orange block)
B: here?
ground truth DA: *AC* predicted DA: *VAC*
block counters v2: yup !
gold train/test: sorry , it should be on the ground
gold train/pred. test: yes !
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Figure 4.16: Target (left) and Built (right) structures for Example 4.14.
predicted train/test: yes
human utterance: Sorry, from the ground
Example 4.14. In the example below (Figure 4.16), A starts to instruct B on how to build
the red suspension cables for the bridge. B interprets A’s instruction correctly and begins
to execute it. However, due to crossed wires, A thinks their instruction isn’t sufficiently
clear and proceeds to issue a correction, apologizing for the ambiguity. (Indeed, just after
this point, B asks, “here?”, and A responds, “oh yeah great.”) The original block counters
model is completely oblivious to this context and continues issuing (incorrect) instructions.
The model that uses the ground truth dialogue act indeed issues a correction, though the
correction itself is incorrect, since no correction was actually needed here. Interestingly, the
models that use predicted dialogue acts respond most appropriately, having predicted that
a verification should follow:
A: start with red blocks
A: place them next to the top yellow blocks on the posts so they are on the inside of the
bridge
(B places a red block)
ground truth DA: *C* predicted DA: *V*
block counters v2: now place a red block on top of the middle red block
gold train/test: other side sorry
gold train/pred. test: yeah like that
predicted train/test: great
human utterance: that wasn’t clear sorry
Qualitative analysis of our models reveal that, when correct, predicted dialogue act in-
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Figure 4.17: The modified block counters v2 model architecture using both oracle next B
actions and ground truth A dialogue acts. The local block counters are computed using the
next B action as a reference (instead of the last B action).
models continue to improve on utterance correctness, as well as learn to generate higher-
level concepts and corrections more appropriately, the benefits of using dialogue acts in these
models will only become even more pronounced.
4.6 COMBINING DIALOGUE ACTS WITH ORACLE NEXT ACTIONS
In Section 3.8 of the previous chapter, we showed that adding oracle information by way
of encoding B’s next action, as opposed to B’s last action, showed modest improvement in
overall results. In this section, we investigate the compound effect of injecting both ground
truth dialogue acts and ground truth next B action information into our block counters
model. We hypothesize that by decomposing our model inputs using distinct subtasks in-
volving both next dialogue act and next action prediction, the overall performance of our
model should improve as we relieve the burden to learn all aspects of the task in a fully
end-to-end fashion.
To add ground truth dialogue acts to our updated block counters model that uses oracle
next B action information (as described in Section 3.8), we simply concatenate the multi-hot
dialogue act encoding to the embedded block counters representation, which is computed
using the oracle next B action as a reference, before combining the result with the decoder
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RNN’s output (see Figure 4.17). Therefore, at every time step, the decoder’s output is
concatenated with representations of the dialogue act and the global and local block counters,
embedded via a feedforward network, then used to generate the next output token using a
final linear layer.
4.6.1 Experimental Setup
We use the same data splits as those used by the block counters v2 model. After data
cleaning, our training, test and dev splits contain 6,422, 2,855, and 2,251 samples. We
compare a block counters model that uses both ground truth A dialogue acts and oracle
next B actions to several previous baselines: the block counters v2 model (Section 3.7), a
model that only uses oracle next B actions (Section 3.8), and a model that only uses ground
truth dialogue act annotations (Section 4.5). All models use 1-layer bidirectional encoder
RNNs for the dialogue history (with the exception of the model that only uses dialogue acts,
which uses a 2-layer encoder), train with a dropout of 0.5, and use constrained decoding
during generation. Both models that use dialogue acts also encode B action tokens in the
dialogue history and enable trainable word embeddings. See Appendix D.5 for detailed
hyperparameter configurations.
4.6.2 Results
Tables 4.8 and 4.9 show the results of our new model that utilizes both ground truth A
dialogue acts and B next actions on the validation and test sets, respectively. Compared to
models that use none or only one of these additional inputs, our new model performs better
nearly across the board. Specifically, compared to the model variant that utilizes only B
next actions, precision and recall on dialogue terms are much stronger. On the other hand,
compared to the model variant that utilizes only A dialogue acts, performance on color and
spatial terms improves dramatically while maintaining comparable performance on dialogue
terms and BLEU. Our model exhibits the most marked improvement on color precision: this
is possibly due to learning from cleaner categories of data, as specified by A dialogue acts,
combined with focusing the local block counters on more relevant regions of the world, as
dictated by B next actions.
89
BLEU Precision / Recall
Model B-1 B-2 B-3 B-4 all keywords colors spatial dialogue
baseline 17.7 8.9 5.1 3.1 15.5 / 15.0 27.2 / 28.9 11.8 / 9.4 18.0 / 21.4
+ NA only 19.5 9.6 5.7 3.5 17.9 / 16.9 28.0 / 34.9 12.6 / 11.2 21.8 / 19.2
+ DA only 22.7 11.8 6.7 4.1 19.5 / 18.8 28.7 / 27.4 11.1 / 11.0 24.6 / 29.3
+ both 22.9 12.2 7.3 4.6 20.8 / 20.0 40.4 / 34.6 14.3 / 12.4 26.1 / 29.5
Table 4.8: BLEU and term-specific precision and recall scores on the development set using
oracle next B actions (NA) and ground truth dialogue acts (DA).
BLEU Precision / Recall
Model B-1 B-2 B-3 B-4 all keywords colors spatial dialogue
baseline 17.4 9.2 5.6 3.6 15.0 / 15.0 25.9 / 30.2 10.8 / 8.4 16.6 / 21.0
+ NA only 18.6 9.3 5.5 3.5 16.8 / 17.6 23.8 / 36.0 11.8 / 11.0 19.8 / 18.8
+ DA only 21.9 11.5 6.7 4.2 18.3 / 19.5 25.6 / 29.4 10.7 / 10.8 23.3 / 29.9
+ both 21.9 12.0 7.5 5.0 19.1 / 19.9 35.6 / 35.1 14.6 / 12.8 23.8 / 29.1
Table 4.9: BLEU and term-specific precision and recall scores on the test set using oracle
next B actions (NA) and ground truth dialogue acts (DA).
4.6.3 Qualitative Analysis
Here, we analyze a few qualitative examples comparing the outputs of various models:
(1) the block counters v2 baseline (Section 3.7), (2) NA only: a model that uses only
oracle B next actions (Section 3.8), (3) DA only: a model that utilizes only ground truth
A dialogue acts (Section 4.5), and (4) NA + DA: the model described in this section that
uses both ground truth A dialogue acts and oracle B next actions.
Example 4.15. In this example (Figure 4.18), B has just finished building a pillar of 8 green
blocks, but has trouble understanding A’s next instructions, which describe the identical
pillar of 8 red blocks on the opposing side of the board. While the model trained with
A dialogue acts picks up that it should be issuing an instruction here, the block counters
centered around B’s last action at the top of the green pillar have no view of the red blocks
that A plans to describe next, leading the model to refer instead to the purple blocks that
should be placed atop the green. On the other hand, the model trained with A dialogue
acts that also uses the next B action correctly references the red blocks (though bottom left
corner is not completely correct):
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Figure 4.18: Target (left) and Built (right) structures for Example 4.15.
A: on the 8th block to the left of the green block, please create the same structure with
red blocks
B: on top the 8th block?
A: sorry, my mistake
(B places a red block)
A: it should start on the ground
(B picks up a red block)
ground truth DA: *CI*
block counters v2: yup , it should be on the ground
NA only: thats it
DA only: on the other side of the purple block , place a purple block
NA + DA: on the bottom left corner , place a red block on the ground
human utterance: i only meant 8 blocks away from the first green block, to the
left
Example 4.16. In Figure 4.19, B has finished removing a number of purple blocks to
complete the top layer of the structure. The only steps left are to remove the bottom layer
of red blocks. While the previous models that do not useA dialogue acts mention red blocks,
they issue instructions to add more of them, rather than remove them. On the other hand,
while the model that uses A dialogue acts expresses both a verification and an instruction,
the generated instruction is vague and incorrect. While our new model does not describe
this last removal step quite as well as the human does, it exhibits a step in the right direction
by instructing a removal rather than a placement:
A: we need to remove the pieces that were directly next to the old corners you just
removed
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Figure 4.19: Target (left) and Built (right) structures for Example 4.16.
B: the purple ones?
A: while leaving the new inner corners intact
A: yes
(B removes 8 purple blocks)
ground truth DA: *IV*
block counters v2: now we ’re going to make a 3 x 3 square of red blocks on the
ground
NA only: okay , now we ’re going to make a 3 x 3 square of red blocks
DA only: nice . now we are going to make the same thing on the other side
NA + DA: okay , now remove the bottom two blocks
human utterance: builder, you are awesome. now all we need to do is remove the
first red layer and the structure should be complete. please standby for me to inspect
at the end
Example 4.17. In Figure 4.20, following A’s previous instructions, B has finished building
the sides of the red U-shape. The final step involves making the most recently-placed red
blocks float by removing the red supporting blocks underneath. Only our latest model that
utilizes both A dialogue acts and B next actions generates an appropriate block removal
instruction, which is very similar to the human A’s utterance:
A: ok then at the first and third blocks
A: add a red block to each side
(B places 2 red blocks)
A: ya good
A: then add a red block on top of those 2
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Figure 4.20: Target (left) and Built (right) structures for Example 4.17.
(B places 2 red blocks)
ground truth DA: *I*
block counters v2: and then another block to the right of the one you just put
down
NA only: then put another block to the right of that one
DA only: and then another one block to the left of the one you just put down
NA + DA: then get rid of the bottom red block
human utterance: then get rid of the red blocks underneath those
Qualitative analysis reveals that despite sticking to the same relatively simple block coun-
ters model architecture, representing both ground truth A dialogue acts and oracle B next
actions results in markedly different and promising generated outputs.
4.7 CONCLUSION
In this chapter, we explored adding richer linguistic structure to our data and models by
annotating Architect utterances in our corpus with one or more of their corresponding dia-
logue acts, coarsely defined as instructions, descriptions, answers to questions, verifications,
clarifications/corrections, and chit-chat. We investigated how well we can model that lin-
guistic structure, either in past Architect utterances (dialogue act classification) or for future
ones (dialogue act prediction), and show that even relatively simple models make reason-
able predictions for these tasks. Additionally, we leverage that structure to improve existing
Architect utterance models, and show that, quantitatively and qualitatively, dialogue acts
provide important and useful signals that are otherwise difficult for baseline block counters
models to pick up on. Furthermore, when combined with a more informed view of the world
guided by oracleB next actions, our model shows increased improvement both quantitatively
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and qualitatively, and generates utterances that are more reasonable in context.
In the next chapter, we explore how we can similarly enrich our world state representations.
Instead of trying to learn representations of blocks and structures purely from the limited
number of Minecraft dialogues, or by having humans annotate our structures, we investigate
how we can learn better world representations by pretraining richer models on auxiliary
tasks using synthetic block configurations.
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Chapter 5: Representing the World: Shape Localization
In the previous chapter, we manually added linguistic structure to our data by defining
a set of Architect dialogue acts and using them to annotate utterances in the Minecraft
Dialogue Corpus. The resulting annotations enabled us to explore the auxiliary tasks of
Architect dialogue act classification and prediction; these can not only provide additional
meaningful signals for downstream tasks that are more involved (such as utterance gener-
ation), but also afford us more control over and interpretability of our end-to-end models’
outputs. But this approach is not without its drawbacks: adding a second round of human
annotation is expensive and noisy, and still limits us to using the narrow range of dialogues
within the corpus itself.
Since the structures in the Minecraft world are amenable to synthetic data generation
approaches, as generating variants only requires us to populate discrete 3D grids, we now turn
our attention to ways we can enrich our world representations using automatic methods. As
we have seen in Chapter 2, these structures are often composed of meaningful concepts (such
as rows, towers, diagonals, planes, etc.) that are frequently referred to by humans, suggesting
that the ability to explicitly locate and ground such concepts in the grid is necessary for both
Architects and Builders alike. To this end, we design a model that does just this by training
it to specifically focus on the task of locating these concepts in synthetically generated data
that features these concepts in abundance.
In this chapter, we explore the task of identifying substructures in Minecraft target struc-
tures by pretraining a model that can identify and locate these concepts, or shapes, in the
Minecraft world. This work is built upon that of Lambert et al. (2019) [83] who generated a
corpus of synthetic 3D grids and used it to pretrain models that can perform shape recogni-
tion (i.e., identify the existence of various shapes) in the world. In Section 5.1, we describe
their original synthetic data generation framework, as well as how we extend this framework
to support the harder task of shape localization, defined in Section 5.2. We describe our mod-
els that use convolutional neural networks (CNNs) for this task in Section 5.3, and present
and analyze shape localization results of this model on the synthetic data in Section 5.4.
We show the results of applying this pretrained model to the structures in the Minecraft
Dialogue Corpus in Section 5.5. Finally, we describe initial efforts to build a CNN-based
Architect model in Section 5.6.
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5.1 SYNTHETIC 3D BLOCK CONFIGURATIONS
In this section, we provide an overview of the synthetic grid data generation framework,
originally designed for a multilabel shape recognition task, adapted from Lambert et al.
(2019) [83]. Below, we describe how the framework defines a number of elementary shapes,
then randomly samples them to generate 3D grids containing combinations of those shapes.
Elementary shapes Originally, Lambert et al. (2019) defined ten unique 3D shapes:
rows, diagonals, T-shapes, L-shapes, U-shapes, planes, squares, rings, rectangular prisms,
and cubes. Because rings, rectangular prisms, and cubes are fairly rare in actual Minecraft
structures, we do not use these shapes to generate the corpus, instead choosing to focus on
the remaining seven. For any given type, a shape’s construction is deterministic given its
size, color, orientation, and starting block position. Furthermore, a shape’s label is defined
using both its name and its orientation (e.g. row_Y for vertical towers, vs. row_X or row_Z
for horizontal rows along the xz plane) in order to distinguish between similar shapes of
varying orientations. The elementary shapes are defined as follows:
• Rows can range from 2 to 11 blocks in length, and can point in three different directions
(X, Y and Z), aligning to each of the x, y, and z planes.
• Diagonals consist of at least 2 blocks, and can either be planar (along any of the
xy, yz, or xz planes) or 3D (cross diagonals). Diagonals are categorized into three
different types based on their orientation: horizontal diagonals lie along the xz plane,
vertical along either xy or yz, and cross span all three dimensions.
• T-shapes are at least 3×3 in size and are composed of two orthogonal rows, in which
one end of one row intersects the midpoint of another. The orientations of these rows
determine the orientation of the T. horizontal T-shapes lie completely along the xz
plane, while vertical ones span either xy or yz. Additionally, vertical T-shapes
can be up (facing right-side up) or down (upside-down).
• L-shapes, which are at least 2 × 2 in size, are similar to T-shapes in construction in
that they consist of two orthogonal rows attached at their ends. The orientations of
L-shapes are similar to those of T-shapes, including horizontal L-shapes as well as
vertical ones that can point either up or down.
• U-shapes are symmetrical structures also built out of rows: one row (with a length
of at least 3) constitutes its base, while two orthogonal rows that are parallel to each
other (with equal lengths of at least 2) constitute the sides. A U is constructed by first
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specifying an L subshape, then attaching another row to its end in the appropriate
direction. U-shape orientations are also similar to those of T- and L-shapes, including
horizontal, vertical_up and vertical_down.
• Planes are 2D shapes with a side length of at least 2. They can either be horizontal
along the xz plane or vertical along the xy or yz planes.
• Squares are subsets of planes whose sides are of equal length. They are always also
labeled as planes and share the same orientations.
Composite shapes In the original data, composite shapes are formed by combining 2 to
4 randomly sampled elementary shapes in a single 3D grid. Each shape has a randomly
sampled color and is placed into the grid such that none of the individual shapes touch
each other. To increase the data complexity to better match that of actual Minecraft target
structures, we increase the maximum number of elementary shapes in a grid to 8 and allow
for shapes of different colors to touch each other.
Noise In order to capture arbitrary blocks that do not belong to these predefined shapes,
noise blocks with an explicit nothing label can be randomly generated and added to any
grid. In the original data, up to 90 noise blocks are generated at random locations with a
randomly selected color; the set of noise blocks is then filtered to contain only those blocks
that do not touch or intersect with the preexisting shapes. After applying bug fixes to the
original noise generation implementation, we extend this to allow for multiple colors of noise
blocks that may touch other shapes of different colors.
Shape labels There are 20 shape labels overall, 19 for each of the shape types with their
various orientations along the explicit nothing label for randomly-added noise:
L ∈ {nothing, row_X, row_Y, row_Z, d_cross, d_horizontal, d_vertical,
T_horizontal, T_vertical_down, T_vertical_up, L_horizontal,
L_vertical_down, L_vertical_up, U_horizontal, U_vertical_down,
U_vertical_up, plane_horizontal, plane_vertical, square_horizontal,
square_vertical}
Labels are assigned for each elementary shape within a grid, as well as their subshapes. For
example, a U_vertical_up shape is also classified as the L_vertical_up and row shapes
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(a) row_X (b) row_Y (c) row_Z (d) d_cross
(e) d_horizontal (f) d_vertical (g) T_horizontal (h) T_vertical_down
(i) T_vertical_up (j) L_horizontal (k) L_vertical_down (l) L_vertical_up
(m) U_horizontal (n) U_vertical_down (o) U_vertical_up (p) plane_vertical
(q) plane_horizontal (r) square_vertical (s) square_horizontal
Figure 5.1: Elementary shapes and their associated labels.
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that comprise it; all square_horizontal shapes are also labeled as plane_horizontal; and
so on. Figure 5.1 shows a visualization of each type of shape.
Shape recognition Finally, Lambert et al. (2019) originally used this synthetic data to
train CNN-based models for a multilabel shape recognition task, defined as follows: given an
input 3D block configuration, the task is to classify it as containing one or more elementary
shapes with their associated orientations. For this task, they designed a CNN model that
recognized rows, diagonal lines, T-shapes, U-shapes, L-shapes, rectangles, and rectangular
prisms (with their respective orientations, amounting to 18 labels overall) with near-perfect
accuracy. They also reported minor improvements to Architect utterance generation per-
formance by integrating the predictions from this shape recognizer into the original block
counters model of Section 3.4, but we have since not been able to reproduce these improve-
ments after transitioning to the updated block counters v2 model.
5.2 SHAPE LOCALIZATION
Shape recognition does not provide any information about how many of these shapes exist
or where these shapes are located within the grid. This is especially pertinent for rows (also
known as columns or towers, depending on the orientation), which are frequently used to
build more involved shapes such as Ls and Us and commonly referred to as basic concepts
in multi-step instructions and descriptions.
To this end, we define the task of shape localization: given an input 3D block configu-
ration, the task is to label each block (or voxel) in the grid as belonging to one or more
elementary shapes, as defined in Section 5.1. Shape localization is more challenging than
shape recognition because, instead of a single prediction for an entire grid, labels must be as-
signed to every voxel within that grid such that the final prediction follows recognizable and
meaningful shape boundaries. In this section, we provide a brief overview of how we adapt
the synthetic shape generation framework to support the localization task and examples of
the resulting generated corpus.
Coordinate-level shape labels To generate data for the shape localization task, we
augment the existing data generation platform to also generate shape labels at the coordinate
level for the synthetic 3D grids. For an input 11× 9× 11 grid, we generate 20-dimensional
vectors for each of the cells in that grid corresponding to the 20 overall shape labels (including
an explicit nothing label used to indicate noise blocks that do not exist as part of any shape).
In shapes that are composed from other elementary shapes (e.g. rows in L, T, and U shapes)
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(a) Input grid (b) row_X (c) row_Y (d) row_Z
(e) L_horizontal (f) L_vertical_down (g) U_horizontal (h) U_vertical_down
(i) T_vertical_up (j) plane_horizontal (k) square_horizontal
Figure 5.2: Example grid from the shape localization corpus. (a) represents the full grid.
(b)–(d) show the row subshapes that the larger shapes are composed of. (e)–(i) show the L,
T, and U shapes, while (j) and (k) show the labeled square (also labeled as a plane).
or are considered equivalent (e.g. planes as squares), corresponding cells in those shapes are
assigned a multi-hot vector identifying the multiple classes of shapes they belong to. Empty
cells are labeled with zero-vectors.
Corpus We generate a total of 100,000 synthetic shape grids (consisting of 90,000 compos-
ite shapes and 10,000 single shapes). Noise blocks are randomly added to 1/4 of the grids.
We then randomly split the data into training, test, and dev sets of 64,000, 10,000 and 16,000
grids respectively. Figures 5.2 and 5.3 illustrate some examples of shapes and their localized
coordinates in our data. Table 5.1 shows individual shape counts across the entire dataset,
where the nothing count corresponds to the number of grids with randomly-generated noise.
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(a) Input grid (b) d_horizontal (c) L_horizontal (d) L_vertical_up
(e) row_X (f) row_Y (g) row_Z (h) nothing
Figure 5.3: Example grid from the shape localization corpus with randomly-generated noise.
(a) represents the full grid. (b) shows a horizontal diagonal, while (c)–(d) show the L-shapes.
(e)–(g) decompose the L-shapes into their individual row labels. (h) shows the multicolored,
randomly-generated noise blocks, labeled explicitly as nothing.
Shape Count Shape Count
nothing 23101 d_cross 11882
L_horizontal 76082 d_horizontal 19311
L_vertical_down 60311 d_vertical 34490
L_vertical_up 60467 plane_horizontal 48606
T_horizontal 25204 plane_vertical 82591
T_vertical_down 20432 square_horizontal 23828
T_vertical_up 20233 square_vertical 42093
U_horizontal 25818 row_X 172850
U_vertical_down 19996 row_Y 179793
U_vertical_up 19949 row_Z 172808
Table 5.1: Counts of shape types in the overall synthetic shapes corpus.
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5.3 CONVOLUTIONAL MODELS FOR SHAPE LOCALIZATION
Having generated a large synthetic corpus of grids annotated at the block level with shape
information, we now describe our convolutional models for the shape localization task. Our
model is based on the convolutional-deconvolutional network architecture commonly used
in semantic segmentation tasks [84, 85]. We first provide some technical background on
convolutional neural networks, then describe our model for shape localization in detail.
5.3.1 Technical Background
Convolutional neural networks (CNNs) [43, 86] are specialized neural network archi-
tectures designed to process grid-like inputs, such as 1D time series data, 2D grids of image
pixels and 3D grids of voxels. Figure 5.4 shows a high-level overview of a CNN architecture.
Typical convolutional blocks involve three main stages: convolution, nonlinear activation (or
detector), and pooling.
Figure 5.4: High-level overview
of a convolutional neural network
architecture [43].
Convolutions are specialized linear mathematical oper-
ations which are essentially weighted average operations
across a given series. For example, a 1D discrete convo-
lution s(t) = (x~w)(t) over a time series of outputs x(t)
is defined as:




where a is the age of a measurement and w(a) is a weight-
ing function.
Convolutions can also be computed over multiple axes
at a time. For example, on a 2D input image I and using
a 2D kernel K, the 2D convolution is calculated as:





I(m,n)K(i−m, j − n)
(5.2)
Convolutions learn grid features by convolving over the
grid with a small sliding window (called kernels or filters)
with a size that is much smaller than the original input
grid to produce a feature map. By sharing parameters
over the entire input grid, kernels can learn to detect small, meaningful features such as
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Figure 5.5: DeConvNet [84]: An example of a convolutional-deconvolutional network for
semantic segmentation.
edges in an efficient manner.
After the convolution step, each feature map is run through a nonlinear activation function.
A popular choice is the Rectified Linear Unit (ReLU) [87], an element-wise operation that
replaces all negative values with zero:
f(x) = x+ = max(0, x) (5.3)
In the final stage, a pooling function is used to replace the CNN output at a certain
location in the grid with a summary statistic of nearby outputs. One common pooling
strategy includes max pooling [88], in which the maximum output value within a rectangular
neighborhood of the given location is used. Pooling is used to help make the representation
more robust to small translations of the input.
Deep convolutional neural networks often involve a number of cascading blocks, each
involving convolution, nonlinear activation, and pooling. CNNs act as feature extractors
that transform input grids to multidimensional feature representations.
Deconvolutional networks are neural architectures that have successfully been used in
conjunction with CNNs to perform object segmentation [84, 85]. Deconvolutional networks
can be viewed as a mirrored version of a standard convolutional network that uses the
CNN’s output feature representation to produce pixel-wise labels. In semantic segmentation
models, e.g. DeConvNet [84] (Figure 5.5), a series of convolutional layers with max pooling
extracts features from an input image by downsampling it to a compressed representation;
that intermediate representation is then upsampled back to the original image size using a
series of deconvolution (transposed convolution) layers with max unpooling, after which each
pixel is labeled with a particular object class. The deconvolution and max unpooling layers
in the deconvolutional network perform the inverse operation of the convolution and max
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pooling layers in the convolutional network, respectively. As a result, the deconvolutional
filters effectively learn to reconstruct the shape of the object in the input grid.
5.3.2 Shape Localization Model
We view shape localization as a multilabel voxel labeling task. To this end, our model
is designed with a similar architecture to semantic segmentation models, using 3D convo-
lution followed by deconvolution layers to process the block configurations. In the original
DeConvNet object segmentation model, a pretrained 16-layer VGG net [89] was used as the
convolutional network; we instead train the entire convolutional-deconvolutional network
end-to-end. Additionally, we have found it useful to omit the max pooling and unpooling























Figure 5.6: The shapes localizer CNN
model. The 11× 9× 11× 6 world state
grid W is encoded using 3D convolu-
tions, then decoded using 3D deconvo-
lutions to a grid of shape predictions S
of size 11× 9× 11× 20.
3D convolutional encoder The encoder con-
sists of series of 4 3D convolution layers (kernel
size of 3, stride of 1, and padding of 2), each fol-
lowed by a ReLU activation function, that encode
the input grid. Given that blocks in the grid can
only be one of six block colors, we represent each
cell state as a 6-dimensional one-hot vector, yield-
ing a 11 × 9 × 11 × 6 world representation encod-
ing the presence of blocks of a given color at any
grid cell. The first convolutional layer contains 32
output channels; the number of channels then dou-
bles at every layer, resulting in 256 output channels
after the last convolutional layer. This results in
an intermediate representation of the grid of size
19× 17× 19× 256 which is fed as input to the 3D
deconvolutional decoder.
3D deconvolutional decoder The decoder con-
sists of a series of 4 3D deconvolution layers (kernel
size of 3, stride of 1, and padding of 2), each fol-
lowed by a ReLU activation function, that restore
the compressed representation back to the original
grid size. Mirroring the encoder, the number of output channels at every layer are halved;
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the final layer has 20 output channels corresponding to the 20 shape labels that should be
assigned to every block location in the original grid. We obtain a final output grid of size
11× 9× 11× 20, and generate prediction probabilities for each of the 20 classes by applying
a sigmoid over the output. We assign the final shape labels by thresholding this result with
a value of 0.5.
5.4 RESULTS AND ANALYSIS
5.4.1 Experimental Setup
Data Our training, test, and development splits contain 64,000, 20,000, and 16,000 ran-
domly sampled grids, respectively.
Training We trained for a maximum of 1000 epochs using SGD with a learning rate of
0.0001 (but our best models converged after no more than 51 epochs). We do not make use
of dropout or batch normalization when training this model. During training, we minimize
binary cross-entropy loss, summed across all classes, on the nonzero input voxels (i.e., we
mask the model’s output such that only those corresponding to occupied block locations
contribute to the loss). Similar to the multilabel dialogue act prediction model in Section 4.4,
we make use of class weighting in the loss function to counteract the imbalance of class
labels in the data (e.g., blocks in diagonal lines appear much less frequently than others).
We stop training early when the micro-averaged F1 score on the held-out development set
had decreased monotonically for ten epochs.
Prediction To assign shape labels to blocks in an input grid, for each voxel, we threshold
the output probabilities for each of the shape classes with a value of 0.5. To help reduce
spurious labels, we also apply the following constraints to every voxel in an output prediction:
• Spurious shape labels. A shape is defined to have 2 or more adjacent blocks of
the same color (with the exception of diagonal lines, where adjacency is defined along
the diagonals). For every block, we check that for every shape label, there exists an
adjacent block of the same color with the same shape label. If not, we remove that
particular shape label for the block. In effect, this removes spurious predicted shapes
that consist of single blocks.
• Spurious nothing labels. nothing labels should not co-occur with other shape
labels, and nothing blocks should not touch any other blocks of the same color (though
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development test
Shape p r F1 support p r F1 support
nothing 84.8 95.7 89.9 25574 84.1 96.0 89.7 30070
L_horizontal 98.2 98.7 98.4 129566 98.2 98.6 98.4 162065
L_vertical_down 98.4 99.0 98.7 95118 98.3 99.0 98.7 117992
L_vertical_up 97.6 99.2 98.4 93642 97.5 99.2 98.4 118576
T_horizontal 94.7 96.9 95.8 36132 94.9 97.1 96.0 44496
T_vertical_down 97.3 98.2 97.8 27110 97.2 98.3 97.7 33272
T_vertical_up 97.6 98.3 98.0 27265 97.4 98.2 97.8 33775
U_horizontal 93.9 93.2 93.6 59269 93.3 93.2 93.3 73581
U_vertical_down 94.3 97.5 95.9 41430 94.5 98.0 96.2 52442
U_vertical_up 94.7 98.0 96.3 40742 94.9 97.6 96.2 52882
d_cross 89.6 95.5 92.4 6130 90.6 96.0 93.2 7819
d_horizontal 97.0 99.0 98.0 11710 96.9 98.9 97.9 14534
d_vertical 95.5 98.7 97.1 19691 95.8 98.5 97.1 24821
plane_horizontal 99.9 100.0 100.0 143781 99.9 100.0 100.0 178001
plane_vertical 99.9 100.0 99.9 214041 100.0 100.0 100.0 268707
row_X 99.7 99.9 99.8 140772 99.8 99.9 99.8 175806
row_Y 99.7 99.9 99.8 127869 99.7 99.9 99.8 160210
row_Z 99.7 99.9 99.8 140007 99.7 99.9 99.8 175425
square_horizontal 97.5 99.5 98.5 59349 97.1 99.2 98.1 70974
square_vertical 97.0 99.6 98.3 91735 96.9 99.6 98.2 114291
Micro average 98.1 99.1 98.6 1529933 98.0 99.1 98.5 1909739
Table 5.2: Shape localization results without constrained decoding on the development and
test sets.
this may still occur if no other shape predictions were made for an adjacent set of
blocks). The nothing label is removed from a given block if it violates either of these
conditions.
• Empty predictions. Finally, if a block exists in the grid but was not assigned a label
due to an empty prediction, it is assigned the nothing label by default.
5.4.2 Results
In Table 5.2, we first evaluate the performance of each shape class individually without
using constrained decoding, and report precision, recall, F1 scores and support for each class.
We also report the micro-averaged precision, recall, F1 score and support across classes. One
drawback of evaluating on the voxel level is that it does not evaluate how well the model can
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development test
Shape p r F1 support p r F1 support
nothing 94.7 95.8 95.2 24574 94.5 95.9 95.2 30070
L_horizontal 98.9 98.6 98.7 129566 98.9 98.4 98.7 162065
L_vertical_down 99.2 98.9 99.0 95118 99.2 99.0 99.1 117992
L_vertical_up 98.7 99.2 98.9 93642 98.7 99.1 98.9 118576
T_horizontal 97.3 96.6 96.9 36132 97.6 96.8 97.2 44496
T_vertical_down 99.1 98.0 98.5 27110 99.0 98.0 98.5 33272
T_vertical_up 99.3 98.1 98.7 27265 99.1 98.0 98.5 33775
U_horizontal 95.3 92.6 93.9 59269 94.7 92.6 93.7 73581
U_vertical_down 95.7 97.3 96.5 41430 95.9 97.8 96.8 52442
U_vertical_up 96.0 97.8 96.9 40742 96.1 97.4 96.8 52882
d_cross 95.9 93.7 94.8 6130 96.1 94.2 95.2 7819
d_horizontal 98.3 98.5 98.5 11710 98.3 98.3 98.3 14534
d_vertical 98.0 98.0 98.0 19691 98.1 97.8 97.9 24821
plane_horizontal 100.0 100.0 100.0 143781 100.0 100.0 100.0 178001
plane_vertical 100.0 100.0 100.0 214041 100.0 100.0 100.0 268707
row_X 99.9 99.8 99.8 140772 99.9 99.8 99.9 175806
row_Y 99.8 99.8 99.8 127869 99.8 99.9 99.9 160210
row_Z 99.9 99.8 99.9 140007 99.9 99.8 99.9 175425
square_horizontal 97.8 99.4 98.6 59349 97.4 99.2 98.3 70974
square_vertical 97.5 99.5 98.5 91735 97.4 99.5 98.5 114291
Micro average 98.9 99.0 98.9 1529933 98.8 99.0 98.9 1909739
Table 5.3: Shape localization results with constrained decoding on the development and test
sets.
recover overall shape boundaries; another possible evaluation we can consider is to calculate
accuracy scores on a shape basis, but we do not do this here.
Generally, the model performs strongly when evaluated on synthetic data. Performance
on rows, which are prevalent in the data as subshape labels, and planes, which contain a
large number of blocks, is extremely strong. The more complex L, T, and U shapes are
slightly harder for the model. Though performance on cross diagonals suffers from the
fewer number of examples in the corpus, our model is still able to achieve a reasonable
level of performance on the sparser class with the use of class weighting during training.
Unsurprisingly, the randomly-generated nothing noise blocks are hardest for our model to
label correctly. We see that the model performs better on recall over precision, suggesting
that our model tends to overgenerate labels.
In Table 5.3, we therefore investigate the effect of adding constrained decoding. By
adding simple constraints to remove spurious labels, our model enjoys increased precision
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(a) Input grid (b) plane_vertical (c) square_vertical
(d) T_horizontal (e) L_horizontal (f) row_X (g) row_Z
Figure 5.7: Example 5.1
across shapes without sacrificing performance on recall. The effect is especially apparent for
nothing blocks, which show a near 10-point increase on precision in both development and
test sets. Constrained decoding also boosts precision slightly on the more complex L, T,
and U shapes and greatly for cross diagonals (6.3 point increased development set precision,
with similar improvement on test).
5.4.3 Qualitative Analysis
Here, we show some examples of our model’s predictions on various development set block
configurations.
Example 5.1. Figure 5.7 shows our model’s predictions on a fairly simple block configura-
tion consisting of two clearly-defined T-shapes, a square, and a plane. The model is able to
recognize both the purple and red planes while also correctly identifying that only the red
plane should also be labeled as a square. The model also decomposes the horizontal T-shapes
into their respective L-shapes and rows. This example also showcases the model’s ability to
produce multilabel outputs: the intersection blocks in the purple and blue T-shapes both
embody 4 shape labels (T_horizontal, L_horizontal, row_X, and row_Z).
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(a) Input grid (b) plane_vertical (c) square_vertical (d) d_vertical
(e) row_X (f) row_Y (g) row_Z (h) L_horizontal
(i) L_vertical_down (j) L_vertical_up (k) U_vertical_down
Figure 5.8: Example 5.2
Example 5.2. Figure 5.8 shows our model’s predictions on a more complicated block con-
figuration that includes L-shapes of various orientations, squares, and a diagonal line. The
model’s predictions are mostly correct, as it is able to identify individual rows, the diagonal
line, squares, and horizontal L-shapes. However, it does not classify the purple downwards
vertical L-shape in (i) fully and overgenerates, instead labeling parts of its stem as an up-
wards vertical L-shape in (j) and the rest a downwards vertical U-shape in (k).
Example 5.3. Figure 5.9 shows our model’s predictions on a simple block configuration
consisting of a horizontal U-shape and randomly generated noise. The model is able to
distinguish the red U-shape from the noise, which itself contains a red noise block.
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(a) Input grid (b) U_horizontal (c) L_horizontal
(d) row_X (e) row_Z (f) nothing
Figure 5.9: Example 5.3
(a) Input grid (b) L_vertical_down (c) row_Y (d) row_Z
(e) plane_vertical (f) plane_horizontal (g) square_vertical (h) nothing
Figure 5.10: Example 5.4
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(a) Input grid (b) d_vertical (c) U_horizontal (d) U_vertical_down
(e) L_horizontal (f) L_vertical_down (g) L_vertical_up
(h) T_vertical_down (i) T_vertical_up (j) plane_horizontal (k) plane_vertical
(l) row_X (m) row_Y (n) row_Z (o) nothing
Figure 5.11: Example 5.5
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Example 5.4. Figure 5.10 involves a more complex block configuration involving multiple
shapes and multicolored noise. The model is able to identify almost all the shapes, but
overlooks a short vertical purple row of 2 blocks, mistakenly labeling these as nothing.
Example 5.5. Figure 5.11 features an even more complex block configuration containing
14 distinct shape labels, including the explicit nothing label. Despite the added complexity
of the structure, the model is able to decompose it into elementary shapes without fail.
5.5 LOCALIZING SHAPES IN MINECRAFT TARGET STRUCTURES
In the previous section, we showed that, barring some issues of overgenerating multilabel
predictions that can be somewhat alleviated with constrained decoding, our shape localizer
model could identify reasonable shape boundaries in synthetically generated block configu-
rations. However, these synthetic configurations are still relatively simple when compared to
the actual target structures in our Minecraft data (for examples, we refer back to Figure 2.3,
which visualizes some Minecraft target structures). Minecraft structures are much more
densely populated with blocks and feature elementary shapes that are often located closely
together instead of scattered within the grid. But, since our main goal is to build better
world representations for actual Minecraft structures, we now analyze how well our model,
trained on a large amount of synthetic data, can locate elementary shapes in real Minecraft
target structures.
Example 5.6. Figure 5.12 shows our model’s predictions on a target structure that resem-
bles a red chair sitting at a table with a purple tabletop and two blue legs. The model
identifies reasonable boundaries for both horizontal and vertical planes in (b) and (c), but
produces incomplete predictions for vertical squares in (d). One reason for this could be
(a) Target structure (b) plane_horizontal (c) plane_vertical (d) square_vertical
Figure 5.12: Example 5.6
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(a) Target structure (b) row_X (c) row_Y (d) row_Z
(e) d_vertical (f) d_cross (g) nothing
Figure 5.13: Example 5.7
because the synthetic data generation does not explicitly try to produce meaningful inter-
sections between planes in its structures, which is a somewhat common phenomenon in real
Minecraft target structures.
Example 5.7. Figure 5.13 shows our model’s predictions on a target structure that forms
multiple triangular shapes using diagonal lines. The model is able to identify isolated rows
in (b)–(d) and diagonal lines in (e) and (f), but labels the yellow diagonal and part of the
(a) Target structure (b) plane_vertical (c) square_vertical
Figure 5.14: Example 5.8
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(a) Target structure (b) nothing (c) d_vertical
(d) U_vertical_up (e) L_vertical_up (f) U_vertical_down (g) L_vertical_down
(h) row_X (i) row_Y
Figure 5.15: Example 5.9
green diagonal as nothing in (g) instead of as another vertical diagonal. This likely occurs
because perfectly juxtaposed shapes are extremely unlikely in the synthetic data.
Example 5.8. Figure 5.14 shows our model’s predictions on a target structure consisting
of interlocking red and blue substructures. Unfortunately, the model’s predictions here are
questionable: though the substructures themselves are planar, the predicted shapes do not
actually resemble planes or squares. At the same time, it is somewhat unclear how the
substructures should be annotated using our current shape definitions.
Example 5.9. Figure 5.15 shows our model’s predictions on a planar structure of a zig-
zagging line. The model can clearly identify portions of the line by color, including diagonal
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(a) Target structure (b) L_vertical_down (c) L_vertical_up
(d) U_vertical_down (e) U_vertical_up (f) plane_vertical (g) square_vertical
(h) row_X (i) row_Y (j) nothing
Figure 5.16: Example 5.10
lines in (c) and L-shapes in (e) and (g), but also predicts incorrect and oblong U-shapes in
(d) and (f), respectively.
Example 5.10. Figure 5.16 shows our model’s predictions on a 3D structure resembling a
castle. The model is able to identify some elements, such as the red downwards U-shape in
(d), purple and orange planar walls in (f), blue vertical pillars in (i) and yellow miscellaneous
blocks in (j). However, the model also produces some unrecognizable shape boundaries
labeled as upwards vertical U- and L-shapes and squares in (e), (c), and (g), respectively.
Qualitative analysis of our model’s predictions on Minecraft target structures shows that
the model has learned a representation of elementary shapes from synthetic block configu-
rations well enough to somewhat generalize to real Minecraft structures. In particular, our
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model more reliably identifies simpler elementary shapes (such as rows and diagonals), and
it localizes shapes especially well if they are of a distinct color and spatially isolated from
other shapes. However, the model still exhibits issues of label overgeneration, struggles to
fully identify more complex shapes (such as T-shapes, U-shapes and squares) and gener-
ates meaningless predictions for target structures that may not be composed of recognizable
elementary shapes (such as in Example 5.8). Some of these issues may be mitigated by
increasing the complexity of the synthetic data to include more meaningful intersections
between shape boundaries, while others may require different approaches to model training
and inference.
5.6 TOWARDS A CNN-BASED ARCHITECT
In a similar fashion to including Architect dialogue acts in Chapter 4, we would like to
include the shape predictions on Minecraft target structures as additional structured input
for Architect utterance generation models. As described above, the output of the shapes
localizer is a grid of multi-label predictions, with one vector of predictions per cell in the 11×
9×11 input grid. One straightforward way we could integrate the output grid of predictions
into an utterance generation model is to use another CNN-based module responsible for
encoding the world state to process them as additional input channels. Jayannavar et al.
(2020) [38] have found recent success on the alternate task of Builder Action Prediction
(BAP) by building CNN-based world state encoders into an end-to-end sequence-to-sequence
action predictor. In this section, we briefly describe our recent efforts to build a CNN-based
Architect utterance model, inspired by the BAP architecture, that we could use as a baseline
to which we can add shape information.
5.6.1 CNN World State Encoder
As before, the Architect must consider how the target structure can be constructed success-
fully given the current state of the built structure. In our previous block counters model, to
capture this, we considered all possible optimal translational and rotational alignment vari-
ants between Built and Target in order to summarize their difference. Here, we describe how
we represent the two structures as input to a CNN world state encoder, before we explain
how the world state encoder produces an embedding of that representation.
Choosing a single optimal alignment In the BAP model, the world state is the current
grid configuration that is fed into the action prediction model at each time step. In the
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Architect utterance generation task, however, we additionally have access to the (unaligned)
target structure, and both Built and Target should be represented as relevant world state
inputs. In the block counters model (Section 3.4), we estimate this by averaging counts of
blocks to be placed and removed over all possible optimal alignments at a given point in the
game.
While we could represent the same amount of uncertainty across all optimal alignments as
input to a CNN encoder, we instead select a single optimal alignment to represent. In order
to choose an optimal alignment that is consistent with the human Architect’s mental model
during the game, we compute the optimal alignments that (1) exist between the completed
Built and Target structures at the end of the game, and (2) persist throughout the duration
of the game. Of that set, we choose one optimal alignment as our gold standard, and denote
this as our single optimal alignment, A∗(1). We compute one such single optimal alignment
for each game. Intuitively, we are choosing an alignment between Built and Target that is
likely to be one that the human Architect used to guide their instructions during the game.
Recall that a structure S’s position and orientation can be mutated by an alignment A
in which S undergoes a translation AT (shift) followed by a rotation AR, denoted A(S) =
AR(AT (S)). Thus, once we have the single optimal alignment A∗(1), we apply the necessary
rotations and translations to Built in order to permute its blocks into Target space according
to that alignment. As a result, we no longer have a summary representation of the differences
between Built and Target across all possible alignments, but rather an explicit representation
of blocks in both structures under a single optimal alignment.
Representing the raw world state Minecraft blocks are unit cubes that can be placed
at integer-valued 〈x, y, z〉 locations in a 3D grid; the Collaborative Building Task restricts
these to a build region of size 11×9×11. By aligning Built and Target according to the
single optimal alignment as described above, we can represent each of the aligned Built and
Target structures as two sets of input channels to our world state CNN encoder. For a
given structure, we represent each cell state as a 7-dim one-hot vector encoding the presence
(or absence) of blocks of one of the 6 colors, or empty, at any grid cell. Concatenating
these representations for the two structures, our model represents each grid cell as a 14-dim
one-hot vector, yielding a 11×9×11×14 minimal world state representation, denoted W .
CNN world state encoder Our world state encoder architecture is inspired by the world
state encoder architecture of Jayannavar et al. (2020). To obtain a representation of each
grid cell, we feed the raw world state tensorW through a multi-layer CNN that embeds each
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Figure 5.17: The block counters v2 model with an added CNN world state encoder. The
CNN encoder produces a global representation of Built and Target .
size 3 (CNN3), stride 1 and no padding, followed by a ReLU activation function. Between
every successive pair of these layers is a 1×1×1 3d-conv layer (CNN1) with stride 1 and
no padding, for dimensionality reduction purposes, again followed by ReLU. We denote the
final representation produced by our CNN encoder as zCNN . A key difference between our
model architecture and that of Jayannavar et al. (2020) is the use of padding in the CNN3:
while the BAP model keeps the grid size consistent by padding the input, we intentionally
reduce the size of the grid at every layer in order for the output representation to retain a
manageable dimensionality for the output utterance decoder.
Adding zCNN to block counters v2 Our final Architect utterance model, pictured in
Figure 5.17, integrates the final CNN world state representation zCNN as input to the output
utterance decoder while retaining the original block counters encoding at the decoder’s input.
Specifically, we add zCNN to the decoder’s output at every time step and feed the result
through a network of fully connected layers, the output of which is then fed to a final linear
layer to generate the next token.
5.6.2 Results and Discussion
Experimental setup We use the same data splits as those used by the block counters
v2 model. After data cleaning, our training, test and dev splits contain 6,422, 2,855, and
2,251 samples. We perform a grid search over CNN hyperparameters, but report the model
118
BLEU Precision / Recall
Model B-1 B-2 B-3 B-4 all keywords colors spatial dialogue
counters v2 18.0 9.2 5.3 3.3 15.7 / 15.3 21.2 / 28.5 11.1 / 9.8 19.0 / 22.3
CNN Architect 16.0 7.3 3.8 2.2 11.8 / 10.8 7.9 / 7.5 7.7 / 6.7 21.2 / 14.7
Table 5.4: BLEU and term-specific precision and recall scores on the development set.
that achieves the highest BLEU score, which involves a 4-layer world state encoder CNN,
whose output is combined with the decoder’s output and further embedded using a 3-layer
feedforward network, alongside a 1-layer bidirectional RNN dialogue history encoder. For
these experiments, we do not make use of constrained decoding in order to investigate the
model’s raw ability to produce output with coherent colors.
Results We compare our CNN Architect model against the block counters v2 baseline
(Section 3.7) in Table 5.4. Unfortunately, while our newer model features a more complex
world state representation that has been shown to be useful for the BAP task, its performance
on the Architect utterance generation task is poorer across the board compared to the
relatively simpler block counters v2 model. Most worrisome is the model’s now abysmal
performance on both color precision and recall, suggesting that the representation of relevant
colors has become too muddled, despite the model also making use of the original block
counters encoder. As we have seen in Sections 3.8 and 4.6, we enjoy far better gains by
adding better-informed inputs to simpler models, rather than attempting to learn complex
representations completely end-to-end, as we do here. While we could attempt to add shape
predictions to this baseline CNN model to observe its effects, we assert that this baseline
performance is far too poor to be useful, and argue that it would be more sensible to first
design a better baseline CNN-based Architect.
There are several possible reasons behind this negative result. First, involving a CNN
adds to the model complexity, and results in a sizable increase in the number of trainable
parameters. While this has been less of a problem for BAP (Jayannavar et al. (2020) showed
that it is possible to train these richer representations with larger amounts of synthetic data),
the training data and training objective for the Architect utterance generation task are vastly
different: output Architect utterances consist of a large number of tokens, of which only some
are noisily informative for a world state representation, while the output action sequences
in BAP can be represented directly in a grid and are much more closely aligned with the
input world state. Furthermore, because we are forced to reduce the output world state
representation zCNN to a manageable dimensionality, we lose valuable information about
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the world in the process. Possible avenues for future work should explore different ways
of training these richer representations specifically for the utterance generation task, either
by pretraining them on alternative subtasks or using alternative loss functions, as well as
better ways to obtain a concise but informative representation of the world without as much
information loss, possibly by using some form of attention over the input grid.
5.7 CONCLUSION
In this chapter, we explored how to build better representations of the world by pretraining
convolutional networks on the auxiliary task of shape localization. After generating a large
amount of synthetic block configurations labeled with elementary shapes at the coordinate
level, we built a convolutional-deconvolutional network that exhibited strong performance on
unseen synthetic configurations. We then showed that despite being trained only on synthetic
data, this model is able to localize the same types of elementary shapes in real Minecraft
target structures to some degree, suggesting that it has learned a representation of the
Minecraft world that is informative enough for grounding some simple higher-level concepts.
However, its performance on real data is far from perfect, and future work should investigate
how to improve these types of models further to provide even cleaner representations of these
concepts in Minecraft structures.
Since describing our baseline Architect utterance model in Chapter 3, our focus has con-
sistently become narrower, from modeling and leveraging the specific linguistic phenomena
of Architect dialogue acts in Chapter 4 to learning to ground elementary concepts in 3D
block configurations in this chapter. We now take a step back in order to regain focus on
our original overall goal: to build interactive agents. In the next chapter, we discuss how
we have applied some of the work in this thesis to actual collaborative scenarios by building
fully interactive Architect agents.
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Chapter 6: Designing an Interactive Architect
Throughout this dissertation, we have continually narrowed our focus from full-fledged
interactive scenarios in the full Collaborative Building Task to smaller and more specific
subtasks. While this has enabled easier automated evaluation of our systems, it does not
give us a reliable idea of how well our systems would work in practice. Importantly, the end
goal for a fully interactive Architect system is to successfully build full target structures by
communicating with a human Builder. While our current metrics and utterance-level human
evaluation can estimate a measure of task success by examining term-specific performance
and utterance correctness, they do so by evaluating our systems in static contexts of specific
human-human games. But in true interactive scenarios, these contexts can vary wildly, and
these utterance-level metrics are not designed to capture how well our systems might do
in human-machine scenarios with the likely possibility of cascading errors. Instead, it is
necessary to evaluate our system’s performance at the dialogue level when interacting with
actual humans in real-time games.
In the Architect utterance generation task, one of the simplifying assumptions we leverage
is that we only consider points in a game where we know A must speak. This removes the
requirement of needing to predict when it is appropriate to speak. Therefore, our first
step to building a fully interactive Architect involves designing a simple dialogue manager
to invoke our block counters Architect utterance model at appropriate moments in the
game. Furthermore, given previous analysis of our model performance on specific types of
utterances (in particular, descriptions and corrections), we implement rule-based quality-of-
life improvements for the interactive Architect in an attempt to avoid known weaknesses.
In this chapter, we describe our efforts to design an interactive framework around our
block counters v2 utterance model of Section 3.7, and perform a case-by-case analysis of its
performance in various interactive scenarios.
6.1 DESIGNING AN INTERACTIVE ARCHITECT
Our first order of business is to enable our Architect utterance model (specifically, the
block counters v2 model with constrained decoding of Section 3.7) to operate in real-time
interactive games. The design of our dialogue manager is inspired by our previous work in
building a rule-based dialogue management system in Narayan-Chen et al. (2017) [90], in
which we design a dialogue mediator for a modular agent architecture, COG, for executing
instructions in a 2D Blocks World domain.
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COG combines a problem solving (planning) component with a basic language under-
standing and generation system in order to interact in a two-dimensional Blocks World
domain where a human, who wants one or more shapes to be constructed on a grid, needs to
communicate the goal of this planning task to the agent. In order to unify the components in
COG, we design a dialogue mediator, or DM, that is responsible for guiding the interaction
with the human and delegating the tasks of parsing, planning, and realization to various
individual components. The DM is a finite state machine that accepts user-described goal
descriptions and prompts the user to reword their utterances, clarify missing information,
and define new shapes as needed. The DM is also responsible for keeping track of the cu-
mulative information gained about a goal configuration over a dialogue sequence in order
to backtrack the states of the semantic parsing and problem solving components if mistakes
occur during the interaction.
In order to build an interactive Architect that can collaborate with human users on the
Collaborative Building Task, we similarly need to design a dialogue manager that can invoke
our underlying Architect utterance model at appropriate moments. However, since we use
a single end-to-end system for utterance generation, our dialogue manager does not need to
carefully define how information should be transferred between various internal components,
though this also means that we cannot invoke well-defined clarification questions and explicit
shape learning as we do in instruction parsing with COG. Despite these differences, the
COG system still provides a good example of the capabilities needed for a robust dialogue
manager, including the ability to accumulate and backtrack world states, allow for seamless
error correction and inject variation in generated outputs as needed.
During an interactive Minecraft game, our rule-based dialogue manager accumulates a
series of world state observations captured at triggering moments (when B places or removes
a block, or when either player sends a chat message). When the dialogue manager determines
thatA should emit an utterance, it passes the entire sequence of historical world states to our
model, which then processes them as if in a static context to generate the next A utterance.
Below, we describe the design of the dialogue manager we use for our interactive Architect.
Knowing when to speak Instead of learning a policy for when to speak, we find that
using a rule-based system to trigger the Architect model works well in practice. Given
our model’s propensity to generate single-block instructions, we allow A to speak only one
utterance at a time before waiting for B to react. If the utterance produced by A is too
short (e.g. “great!” or “perfect!”), we force the model to generate a follow-up utterance. After
every B action, we wait for 5 seconds before generating a new utterance, in case B continues
to build blocks. After a B utterance, however, we assume that B requires an A response
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and start generating immediately. If A is in the process of generating an utterance when it
is interrupted by another B action, we restart generation using the updated world state.
Generating the first instruction Extensive qualitative analysis has shown that our
model is particularly weak at generating appropriate instructions at the beginning of a
game. In our corpus, the first utterances usually depict the target structure at a high level
and provide information about where it should be built within the grid in order to respect
the boundaries of the build region. However, the types of descriptions our model produces
are extremely generic and usually incorrect, and our model tends to use 〈unk〉 tokens to
describe rarely-seen target structures, e.g. “we’re going to build a 〈unk〉” or “we’re going to
build a 3 x 3 square.” Furthermore, the model on its own is not able to generate spatial
relations with respect to the absolute grid, e.g. “start at the bottom left corner.”
Therefore, instead of invoking our model at the beginning of a game, we delegate the task
of first utterance generation to a rule-based system. To do this, we first construct a heatmap
of possible block locations along the ground by counting blocks of each color in each grid
cell across all possible alignments between the empty build region and the target structure.
Then, using that heatmap, we construct a templated first utterance as follows:
• If there is a block that can be placed at the center of the board, we choose the most
likely color for that block using the heatmap and generate an utterance referring to it,
e.g. “place a red block in the center of the board.”
• Otherwise, if a block can be placed near the center, but not exactly in the center,
we choose the most likely color for one of the near-center blocks and generate an
appropriate utterance, e.g. “put an orange block down near the middle.”
• If a block can be placed in one of the corners of the grid, we choose the most likely
color for one of the corner blocks and generate an utterance, e.g. “start with a purple
block in the corner of the grid.”
• Finally, if a block cannot be placed in the exact corner but in a location adjacent to
it, we choose the most likely color for one of these locations, then generate, e.g. “put
a blue block down near a corner of the grid, but not exactly in the corner.”
These rules can be applied to almost all target structures in our dataset to produce a valid
first utterance. However, these rules fail if a structure floats completely off the ground.
Regardless, we do not consider structures that have floating elements, as our model is unable
to generate the language needed to express how to build floating blocks in the first place.
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Backtracking from errors Another area our model struggles with is in recognizing mis-
takes and generating appropriate corrections. The ability to recover from errors is crucial
to completing a game successfully, as we have seen in so many of the human-human game
logs in Chapter 2. At the same time, we have seen in Chapter 4 that even when our model
is conditioned on ground truth dialogue act information, in which explicit corrections are
labeled, corrections are still extremely difficult for our model to generate correctly.
We therefore implement a strict rule-based approach to error correction in our dialogue
management framework. Throughout a game, we monitor the Hamming distance between
the target and built structures, T and S, with respect to all optimal alignments:
|diffA∈A∗(T, S,A)| = |Bp ∪Br| (6.1)
where A∗ = argminA(|diff(T, S,A)|). That is, we monitor the total number of blocks to be
placed and removed across all optimal alignments of the two structures.
When B places or removes a block, we compute all optimal alignments for the new built
structure with respect to the target and calculate their Hamming distance with respect
to these alignments. If the Hamming distance increases (i.e., a larger number of block
placements and/or removals are required to transform Built to Target), we assume a mistake
has been made and initiate a strict undo and backtracking mechanism as follows:
1. The dialogue manager interrupts gameplay and emits an undo utterance: “sorry, please
undo that action,” then waits for B to undo their last action.
2. The history of world states is reset to the point in the game just before the mistake
was made and used as input to the Architect utterance model.
3. The model generates a new utterance, which we filter to ensure it is different from the
original A utterance that caused the error.
4. We consider the error resolved if the next B action does not increase the Hamming
distance. Otherwise, the error state persists and we return to step 1.
We therefore offload the responsibility of generating appropriate corrections from the model
and leave no room for mistakes to be made using this rule-based approach. However, it
should be noted that this approach is not robust to placeholder blocks that are required for
floating structures, as these will always temporarily increase the Hamming distance between
Built and Target when placed. Additionally, this approach is not robust to errors in which
multiple erroneous B actions have occurred, as it assumes a block-by-block execution of
instructions.
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Avoiding repetitiveness When the undo function is triggered, the Architect model is
invoked again using a backtracked history of world states. However, because our model does
not produce very diverse n-best outputs, it is still likely to generate an utterance that is
extremely similar to the original one that caused the error. For example, if A first generates
an erroneous “put a blue block to the right of that,” it is likely to continue to generate simple
paraphrases of this incorrect utterance in later turns, e.g. by simply replacing the token put
with place or replacing of that with of it.
In order to avoid multiple frustrating rounds of undo cycles in which A continually repeats
itself, we therefore implement a more aggressive filtering mechanism to avoid repetitiveness
in the model’s outputs. During every backtracking cycle in which an error has not yet
been resolved, we compile a list of previous error utterances based on those generated by
A against which we filter every new utterance generated by A. We compile this list using
simple utterance paraphrases that we define with the following phrase equivalences:
• put, place
• put a, place a, put one, place one
• of the one you just placed, of the one you just put down, of that one, of that, of it
For example, if “put a blue block to the right of that” was an erroneous A utterance that
was generated, we expand the list of paraphrased error utterances to also include “place a
blue block right of that,” “put one blue block right of that,” “put a blue block right of the one
you just placed,” “place a blue block right of that one,” and so on. This list is continuously
extended with erroneous A utterances and their paraphrases, and is used to filter repetitive
newly-generated A utterances, until the error has been resolved.
Ending the game Another weakness of our model is that it tends to continue issuing
instructions even when Built fully matches Target . Instead of relying on the model to
generate an appropriate final utterance, we force an end-of-game utterance, “great, we are
done!” when the Hamming distance between Built and Target reaches zero.
Other features Finally, we implement some additional quality-of-life improvements. First,
if too many retries have occurred in an error state, we further constrain model outputs by
requiring that they mention colors, in order to avoid repeated generic utterances such as “put
another one on top of that.” Furthermore, we prevent the model from generating utterances
that include patterns which are generally incorrectly used (e.g. a x b or 2d drawing phrases),
tokens signifying the end of game (e.g. done or we’re good), and 〈unk〉 tokens in the output.
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Figure 6.1: Target structure for Example 6.1.
6.2 INTERACTIVE ARCHITECT EXAMPLES
In this section, we walk through a couple of examples to illustrate our model’s performance
in true interactive scenarios. In each of these examples, a human Builder B interacts with
the block counters v2 Architect model A in real time.
Example 6.1. This example shows a game in which the target in Figure 6.1 is being built.
The target structure is a simpler version of a similar target structure in the validation set.
Figure 6.2 At the beginning of the game, the rule-based first utterance generator begins
the interaction by describing the location of the first block:
A: place a blue block in the center of the board
Figure 6.2
Figure 6.3 After the first utterance is generated deterministically, the model refers to the




the model implicitly refers to another blue block with an appropriate spatial relation, to the
right of that :
A: place a blue block on top of that
A: and one to the right of that
Figure 6.4 After finishing the blue subsection, the model appropriately switches to red
blocks in (a), then again implicitly refers to another red block in (b) to continue the structure:
A: place a red block on top of that





Figure 6.5 After B has placed the rightmost red block, A provides an underspecified
utterance, intending to describe the orange block that should be placed on top of it. While B
could have assumed the color of this new block to also be red, they instead ask a clarification
question about the block’s color instead. While the model does not directly respond to B’s
question, A’s next instruction is more color-specific than the previous instruction:
A: place one on top of that
B: what color?
A: place one orange on top of that
Figure 6.6 A continues to describe the orange subsection without explicitly referring to
orange blocks :




Figure 6.7 A provides another underspecified utterance to describe the last block. After
B asks for further clarification about the block’s color, A replies with another indirect, but
more specific, response:
A: one on top of that
B: same color?
A: place a yellow block on top of the one you just placed
Finally, after B places the last yellow block, the dialogue manager recognizes that Built
now perfectly matches Target and issues an end-of-game utterance:
A: great! we are done!
This example showcases a simple structure that our interactive Architect is able to describe
to completion. The model changes colors appropriately and generates the correct spatial




Figure 6.9: Target structure for Example 6.2.
refers to previous blocks in order to infer block colors. While the model does not directly
answer questions when prompted, it is still able to provide some additional clarification.
However, this example can be misleading. We consider a similar scenario in Figure 6.8 for
the same target structure, where B first turns to face Built from the other side before placing
the first red block in (b). Here, we would expect our model to now use the spatial relation
to the left to describe the next red block to be placed, but it instead continues as before,
incorrectly generating and one to the right of that one. This suggests that our model is not
actually robust to dynamic changes in B’s perspective – an important factor for success in
real Minecraft dialogues – and that we may have lucked out by building a target structure
that zig-zags upwards and to the right.
Example 6.2. This example shows a game in which the target in Figure 6.9 is being built.
This structure is more complex than that of Example 6.1, involving more blocks constructed
in a recognizable shape, but remains completely planar and involves no floating blocks.
Figure 6.10 At the beginning of the game, the rule-based first utterance generator starts
the interaction, describing the location of one of the two red legs. After placing the first
red block, B decides to take initiative in the conversation and asks for a description of the
target structure, which A subsequently ignores, firing off instructions to place green blocks:
A: place a red block in the center of the board
B: what are we building today?
A: place one green on top of that
Figure 6.11 After continuing the column of green blocks, B asks yet another question,




steps from A. However, A continues to ignore B and begins a familiar zig-zagging pattern of
green blocks. B rotates around to the backside of the structure between actions in a change
of perspective, but A is oblivious and continues on with further green block instructions:
B: what next?
A: place a green block on top of the one you just placed
B: how many greens?
A: place one green to the right of the one you just placed
Figure 6.12 In continuing the pattern of green blocks, A generates its first incorrect
utterance, and placing another green block on top of the built structure (as in Figure 6.12b)







A: place a green block on top of that one
A: place one green on top of that
A: sorry, please undo that action
Figure 6.13 After the game history has been rewound following A’s error, the model tries
again to generate an appropriate instruction. However, as B points out, A’s new instruction
is still far too similar to its previous incorrect instruction. While our dialogue manager
tries to avoid this scenario by performing rule-based paraphrase matching against previous
erroneous utterances, the matching criteria is clearly still too brittle, allowing a redundant
failure to slip through. After some trial and error, A is finally able to generate a new




A: place one green on top of the last one
B: that’s what i just did though
A: place one yellow on top of that
Figure 6.14 summarizes the remainder of the game before B decides to quit. A continues
to issue a meandering list of block-wise instructions that are unintuitive with respect to the
target structure, while B’s repeated attempts to communicate with A are ignored. The
model also strictly follows a pattern of generating up and right relations, without regard for
instruction correctness, until A’s instructions eventually hit a wall enforced by the dialogue
manager’s strict error checking. As a result, A subjects B to an unengaging and frustrating
collaborative experience:
A: one to the right
B: what about underneath it?
A: one on top of that
B: what is this thing?
A: place one yellow on top of that
B: hello???
A: one to the right of the one you just placed
A: place a green block on top of the one you just placed
A: sorry, please undo that action
A: and one to the right of the one you just placed
...
Discussion While Example 6.1 showcases some of the strengths of our interactive Archi-
tect, Example 6.2 highlights some painfully obvious weaknesses. A routinely ignores B’s
attempts to establish contact and blathers on with repetitive-sounding instructions (though
this may be mitigated somewhat by instead using a model conditioned on A dialogue acts).
Furthermore, our model’s inability to describe spatial relations other than up and right pre-
clude it from ever being able to finish the structure, as it becomes impossible to refer back to
the incomplete regions at the bottom of the structure. A strict adherence to block-by-block
instructions combined with the lack of ability to refer to blocks other than the last B action
makes for a bland, unintuitive experience in which B has no choice other than to slowly
and blindly slog through A’s instructions. In contrast, we compare this to a snippet from a







A: this one is all in one vertical plane
A: so you’ll be building up. Start with two red blocks one space apart
B places a red block
A: somewhere in the middle
B places a red block
A: on top of that a row of 7 forest green blocks.
B places a green block
B: on top of both?
B places 3 green blocks
A: not vertically, horizontally
B removes 3 green blocks and places a green block
B: like this?
A: and it will be symmetric
B places 2 green blocks
A: and yeah@!!
B places 3 green blocks
A: awesome. on top of that, 5 forest green blocks
B: are we making a tree?
B places 5 green blocks
A: kind of. do another layer of the tree (3) then it will change after that
B places 3 green blocks
A: it kind of looks like a man in a skirt
A: on top of that, three light/puke green blocks
B places 3 yellow blocks
...
In a fewer number of dialogue turns, the human A was able to instruct B to construct the
entire bottom half of the structure involving red and green blocks. The interaction here is
much more fluid, and A is able to not only respond to B’s repeated queries appropriately,
but also provide intuitive, multi-step instructions that keep B engaged in the task. And
despite entering into error states due to ambiguous instructions, A is able to recover from
errors gracefully with appropriate and meaningful corrections that go beyond simple block-
wise undo functions. While human-human interaction sets an incredibly high bar for our
interactive models, it is this type of fluid interaction that we should strive towards. This
speaks to the need for interactive human evaluation of our models and the addition of
dialogue-level metrics, such as monitoring user satisfaction, interaction length, and number
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of times a Wizard (in this case, our dialogue manager) needs to intervene to correct the
model’s mistakes.
Lastly, it is important to note that Examples 1 and 2 feature target structures that
are relatively simpler than the typical structures in the Minecraft Dialogue Corpus. Most
complex structures consist of blocks that are not immediately adjacent to each other and
thus require A to reason about and describe gaps, distances, and relations between larger
substructures. Also, structures are not always planar, requiring A to instruct B to move
forwards and backwards through space in addition to up, down, left, and right (which our
current model already has trouble distinguishing between even without the added complex-
ity). Furthermore, we explicitly avoid structures with floating blocks, a key feature that
adds to instruction planning complexity, as both our model and our dialogue manager are
not yet equipped to handle them. While a robust interactive Architect should be able to
tackle these more complex target structures, a necessary first step is to develop models that
can first achieve some degree of competency on easier structures such as those in Examples
1 and 2. To this end, we discuss various avenues of future work that might help our models
achieve this in the next chapter.
6.3 CONCLUSION
In this chapter, we described our design of a rule-based dialogue manager used to invoke
the block counters v2 Architect utterance model in real interactive scenarios involving human
Builders. In addition to prompting the model to generate utterances at appropriate intervals,
the dialogue manager is responsible for a number of auxiliary functions, such as identification
and graceful recovery from errors and avoiding repetitive outputs, that are crucial to a
smooth interactive experience. By walking through examples of our model’s responses in
interactive scenarios, we note the strengths and weaknesses of our model in practice and
highlight necessary directions for future work. In the final chapter, we dive into these
avenues in more detail.
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Chapter 7: Conclusion
This thesis explores building interactive agents that can successfully communicate with
humans about the physical world around them to collaboratively solve tasks. We have
investigated this by defining a novel and challenging instantiation of a situated dialogue
task, the Minecraft Collaborative Building Task, in Chapter 1. Furthermore, we collected
an associated dataset, the Minecraft Dialogue Corpus, consisting of 509 game logs of humans
accomplishing this task, which we described in detail in Chapter 2. In building models for
the subtask of Architect utterance generation, our work represents a case study on how far
we can push end-to-end models for grounded dialogue tasks with limited data.
In Chapter 3, we defined a baseline sequence-to-sequence model for generating Architect
utterances in an offline setting, as well as ways to evaluate this model using an estimated
measure of task success (term precision and recall). Here, we showed that conditioning our
model on a simple representation of the world, which involves accumulating block counters
over global and local regions in the world, gave our model improved ability to generate
correct instructions. We further showed that focusing the world representation elsewhere
using oracle next Builder action information, akin to adding an explicit instruction planning
component to the Architect, resulted in improved performance. In contrast, attempting to
learn this world representation in an end-to-end fashion using a richer convolutional neural
network, as we investigated in the latter section of Chapter 5, is not fruitful.
We further investigated adding linguistic structure to our corpus and models using Ar-
chitect dialogue acts in Chapter 4. By defining a coarse set of 6 Architect dialogue acts
that represent the most common functions of Architect utterances, we showed that not only
can these dialogue acts be modeled with simple multilabel classifiers, but also that adding
this additional linguistic structure to our baseline Architect utterance models was beneficial.
We further demonstrated that combining ground truth Architect dialogue act information
with oracle next Builder actions resulted in the largest gain by far, without requiring any
modification to the simple world state representation originally defined in Chapter 3.
In Chapter 5, we explored another way of adding additional structure to Minecraft worlds
in our corpus by pretraining convolutional neural models on synthetically generated data to
identify the locations of elementary shapes. We then demonstrated preliminary results of
applying these pretrained models to real Minecraft target structures.
Finally, in Chapter 6, we returned to the full interactive Collaborative Building Task by
designing a rule-based dialogue manager that invokes our block counters Architect utterance
model in a real-time game context. By analyzing our model’s performance in interactive sce-
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(a) (b) (c)
Figure 7.1: Example sequential instructions in SCONE [91] in its three domains: (a)
Alchemy, (b) Scene, and (c) Tangrams. The domains are designed to feature context-
dependent linguistic phenomena, such as ellipsis, action coreference, and object coreference.
narios with human Builders, we highlighted cases where our system was able to successfully
complete simple target structures, as well as investigated areas of weakness where our system
floundered. In Section 7.2, we use these insights to propose additional areas for future work.
In summary, we have seen that as we tackle more complicated aspects of grounding in
dialogue, the more necessary it becomes to have richer representations of these aspects
in our models. In particular, situated dialogue requires aligning the world to the current
dialogue state, while instruction giving requires aligning the current world to a goal to
obtain a meaningful representation of what needs to be done. However, learning these richer
representations directly from real, complex, limited human interactions has proven to be
a challenge that, in our experience, has been best mitigated not by designing richer end-
to-end neural representations that involve more parameters and are more difficult to train,
but rather by adding meaningful structured information that we can glean from modular
components dedicated to other, smaller subtasks.
7.1 COMPARISON TO CONCURRENT WORK
There have been multiple lines of related work that have emerged concurrently with the
development of our work. In this section, we outline some of these related advancements
and show how our contributions differ.
Situated language The Sequential CONtext-dependent Execution dataset (SCONE) [91]
(Figure 7.1) defines tasks in three domains requiring context-dependent sequential instruc-
tion understanding, in which a system is given a world containing several predefined objects
and properties and has to predict the final world state by parsing instructions to intermediate
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Figure 7.2: Example dialogue from the CVDN corpus [99]. The Navigator (N) moves
through a simulated environment with the guidance of an Oracle (O), and the two speakers
interact via question-answer pairs.
logical forms. An alternative approach to semantic parsing is to map instructions directly
to executable actions. This has been explored in various one-way communication scenarios,
such as in simplified real-time strategy (RTS) games in which only the follower can execute
instructions given by an instructor [92], as well as in collaborative games such as in Cere-
alBar [93] where both players can execute actions in a simulated world. Some papers have
also directly applied neural action prediction models [94, 95] to SCONE. Situated collabo-
ration has also been explored in two-way dialogue scenarios, such as that of CoDraw [96],
where a Drawer communicates with a Teller to reconstruct a described scene, or the Meet
Up! corpus [97], where players coordinate and independently navigate to a specific location
on a game board. More recently, Vision-and-Language Navigation (VLN) [98], and its dialog
counterpart, Cooperative Vision-and-Dialog Navigation (CVDN) [99] (Figure 7.2), focus on
instruction following and cooperative interactions in photorealistic navigation settings. In
VLN and CVDN, embodied agents situated in a simulated home environment must ground
instructions to entities in their field-of-view in order to complete a navigation task.
Since at the time of writing our dataset does not contain any logical forms, we also cannot
use semantic parsing approaches, and have to resort to neural action prediction models. 1
However, Minecraft instructions are more challenging than the SCONE tasks because our ac-
1AMRs for our dialogues are now becoming available [40], and the automatic translation of these anno-
tations to logical forms and resulting executable action sequences is in progress. In the future, the SCONE
approach might become viable, albeit our Blocks World scenario is still much more challenging.
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Figure 7.3: Example language instruction in the latest version of the ISI Language Grounding
corpus [100].
tion space is significantly larger and our utterances are more complex. Additionally, contrary
to the instructions in SCONE, we cannot assume that actions to be executed in Minecraft
are described in the last utterance. Minecraft dialogues are also more complex than those
in CVDN, because they contain more turns, communication is asynchronous, and our dia-
logues do not follow the strict question-answer format used in CVDN dialogues. Moreover,
construction differs fundamentally from navigation in that construction dynamically changes
the environment. While referring expressions in navigation can be safely assumed to refer
to objects that exist in the world, construction instructions frequently refer to objects that
need to be built by the agent, resulting in more complex utterances that necessarily refer to
entities that do not yet exist. And although more recent navigation tasks require real vision,
their underlying world state space (as defined by fixed viewpoints and the underlying nav-
igation graph) is just as highly discretized. Instruction execution in our Minecraft scenario
does not require vision, but poses an arguably more challenging planning problem with a
much larger action space.
Blocks World Apart from our work, there has been a concurrent resurgence of interest
in Blocks World-like scenarios. Voxelurn [101] interfaces with human users and learns to
understand descriptions of voxel structures of increasing complexity. Human users define
3D voxel structures via a highly programmatic natural language. The interface learns to
understand descriptions of increasing complexity, but does not engage in a back-and-forth
dialogue with the user. Most closely related to our work are the ISI Language Grounding
corpora [100, 102, 103], which feature pairs of scenes involving simulated, uniquely labeled,
3D blocks annotated with single-shot instructions aimed at guiding an (imaginary) partner
on how to transform an input scene into the target. In their scenario, the building area is
always viewed from a fixed bird’s-eye perspective. Simpler versions of the data retain the
grid-based assumption over blocks, and structures consist solely of numeric digits procedu-
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(a) A human user instructs a builder bot us-
ing the CraftAssist platform [104].
(b) An architect agent instructs a hu-
man user using the MC-Saar-Instruct plat-
form [105].
Figure 7.4
rally reconstructed along the horizontal plane. Later versions increase the task complexity
significantly by incorporating human-generated, truly 3D structures and removed the grid
assumption, as well as allowing for rotations of individual blocks (Figure 7.3). Their blocks
behave like physical blocks, disallowing structures with floating blocks that are prevalent in
our data. Our work differs considerably in a few other aspects: our corpus features two-way
dialogue between an instructor and a real human partner; it also includes a wide range of
perspectives as a result of using Minecraft avatars, rather than a fixed bird’s-eye perspec-
tive; and we utilize blocks of different colors, allowing for entire substructures to be identified
(e.g., “the red pillar”). Furthermore, because our scenario is designed to be asynchronous
and allows for mistakes to be made and rectified during the building process, we do not have
a clean one-to-one mapping of instructions to action sequences, and the resulting dialogues
are much more varied and complex.
Minecraft Combining semantic parsing with simulated human-robot interaction, Face-
book CraftAssist [104, 106, 107] is a recent dialogue-enabled framework with an associated
dataset for semantic parsing of instructions in Minecraft (Figure 7.4a). Their setup enables
two-way human-bot interactions in which a human architect can direct an automated builder
using natural language to build complex structures. To bootstrap a semantic parser for in-
structions, they synthetically generate (using a hand-defined grammar) and crowdsource
natural language instructions paired with logical tree structures consisting of action primi-
tives. However, our work addresses a more challenging task in that our data is sourced from
human-human dialogues; instructions are more ambiguous, dialogues have larger variety and
Builder action sequences are noisier.
141
MC-Saar-Instruct [105] is another recent platform for instruction-giving agents built on
top of Minecraft (Figure 7.4b). MC-Saar-Instruct is an in-house distributed platform on
top of the native Minecraft client that connects human users to architect agents in a shared
server. In this setup, an architect can be an automated instruction-giving agent or another
human player posing in a Wizard-of-Oz setup. In related work, Köhn and Koller (2019) [108]
formalize the problem of generating indefinite referring expressions to Minecraft objects that
do not yet exist and formulate an algorithm to generate such expressions in the context of
building structures in Minecraft games. Köhn et al. (2020) [109] then explore generating
instructions in Minecraft at varying levels of abstraction, making use of construction plans for
Minecraft structures [110], via hierarchical planning. Their system combines a hierarchical
planning system based on Hierarchical Task Networks (HTN) [111, 112] with a chart-based
generation system to generate instructions. Our work differs from theirs mainly in that
we investigate instruction-giving in Minecraft in a two-way dialogue scenario, and that we
explore end-to-end neural approaches, rather than symbolic approaches, for learning to build
a variety of unseen Minecraft structures.
7.2 FUTURE WORK
Our work in this thesis just begins to scratch the surface of possibilities with the Collab-
orative Building Task. Here, we outline various avenues for possible future work.
Collecting more data One of the drawbacks of the Minecraft Dialogue Corpus is simply
its limited size. Even with 3 unique dialogues for each target structure, these dialogues
can vary wildly depending on the users who assume the roles of A and B. The dialogues
and utterances grow even more complicated for more complex target structures. As neural
approaches are known to be data-hungry, one obvious extension would be to collect more
dialogues for both existing target structures as well as newly-designed ones. One limitation of
the current implementation of our data collection platform that inhibits this is that it must
be run in-house with modified Minecraft clients; one workaround would be to investigate
better ways of deploying these clients, such as through Docker or a web server (similar to
the server-client architectures designed in CraftAssist [104] or MC-Saar-Instruct [105]). Such
an architecture would also improve the pipeline for crowdsourcing human evaluations.
As collecting full dialogues can be expensive, another possible option is to crowdsource
additional data at the utterance level using the Fixed Viewer screenshots that accompany
our existing game logs. While data collected in this way would not be true two-way dialogue
data, it may still be helpful to augment existing game logs with such utterance paraphrases.
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Data augmentation Another area for future work involves investigating how to properly
leverage automated data augmentation techniques to train more robust Architect models.
In Jayannnavar et al. (2020) [38], we are able to successfully leverage augmented data to
train richer models for the Builder Action Prediction (BAP) task. However, we have not
been able to achieve any increased gains when training our Architect models in a similar
manner. It is unclear why this occurs; one possibility is that our current data augmentation
scheme lacks sufficient variety for Architect utterances, which is less of a concern for the
BAP task. Regardless, richer representations with larger numbers of trainable parameters
can only benefit from training on larger amounts of data, and it would be useful to figure
out how to properly take advantage of this for Architect utterance models.
Leveraging AMR annotations for Minecraft dialogues Recently, annotations for our
dialogues using Abstract Meaning Representation (AMR) have been released [40]. These
annotations contribute a large amount of structured annotation to our dialogues that go
far beyond the simple dialogue act labels we defined in Chapter 4. In particular, these
annotations provide a detailed and explicit representation of spatial relations and spatial
frameworks for entities, such as the Builder, blocks on the grid, and the grid itself. Future
work should consider how these richer, structured representations (and in particular, the
annotations for the Builder’s frame of reference) could be used for both understanding and
generating situated language in Minecraft dialogues.
Training regimes and loss functions Throughout this thesis, we have only consid-
ered training our Architect utterance models using cross-entropy loss between predicted and
ground truth tokens with teacher forcing, as is standard for NLG tasks. However, training
in this manner does not impart any specific knowledge of the overall task goals. In the past,
we have tried using alternative loss functions, such as margin ranking loss, in combination
with cross-entropy loss to bias the model towards generating utterances that contain tokens
instrumental to task success (e.g., the correct colors). However, these experiments proved
unfruitful. Future work should investigate how to change the current training scheme to
involve more than just cross-entropy loss to better enforce aspects of task success during the
model training process.
Integrating with a Builder The current Architect utterance models are responsible for
both planning the next sequence of B steps as well as describing them in natural language
in an end-to-end fashion, and must manage both of these tasks from a single representation
that compares Built and Target . In Chapters 3 and 4, we alluded to the use of an external
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instruction planning component by integrating oracle next B actions into our block counters
models. Future work can expand this avenue further by modularizing the Architect into a
system that consists of independent instruction planning and NLG components. One way
this can be achieved is by extending the BAP model to predict sequences of next B actions
based on both Built and Target .
Another more distant possibility is to train an Architect and a Builder model jointly using
reinforcement learning, in which a Builder model executes generated Architect instructions
and provides additional loss in the form of a reward function. However, this requires us to
start from baseline models that already have reasonable individual performance. More work
is required to develop Architect and Builder models separately before this avenue can be
explored.
Leveraging large pretrained language models Recent trends in NLP have opted to use
transformers [49], powerful and easily parallelizable neural architectures that make use of self-
attention, as an alternative to standard RNN architectures. Large pretrained transformer
models, trained on vast amounts of data using semi-supervised techniques and finetuned
on specific tasks, have broken records and defined new state-of-the-art results on a variety
of task benchmarks. One of the main benefits afforded by these models is the ability to
finetune a large pretrained model (such as BERT [113], BART [114], GPT-2 [115] or the most
recent GPT-3 [116]) on a small amount of in-domain data to achieve competitive results.
Such models have also been successfully extended to handle multimodal inputs, such as
the joint image and natural language representations in ViLBERT (Vision-and-Language
BERT) [117]. One possible avenue for future work is to explore how to finetune large
pretrained transformer models for our own task, which would require additional architecture
to incorporate world state information, or to replace our RNN backbone with transformers
in order to utilize the self-attention mechanism.
Evaluation metrics As we noted in Chapter 3, BLEU [41], originally used for machine
translation, is a less-than-ideal standard metric to use to compare models for task-oriented
dialogue models. At the same time, our term-specific precision and recall metrics are very
noisy measures of task success and depend heavily on the human A’s original utterance in
each game context. Furthermore, our analysis of model performance in interactive scenarios
in Chapter 6 points to a need for dialogue-level evaluation of our models. A necessary area
for future exploration thus includes thoughtfully designing and evaluating additional metrics
that ideally rely less on the human A utterance as a reference, and captures a level of user
satisfaction or task success over complete dialogues.
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Appendix A: Example Dialogues from the Corpus
Below, we include two sample dialogues from the corpus along with corresponding screen-
shots of the target structure to be built. Builder actions are interleaved in the dialogue in
bolded italics.
Example A.1. Chicken or a gun turret.
A: hi
B: Hello
A: ready to go???
B: Yes I am!
A: this is either a chicken or a gun turret
A: start with blue
B: Excellent
A: put a line of three down
B puts down a row of three blue blocks
A: now parallel to that with one blank space add another line
B: Same color?
A: yep
B puts down a row of three blue blocks
A: now put a single block on each middle one
B puts down two blue blocks
A: good. that’s the feet/legs
A: now orange
Figure A.1: Target structure for Example A.1.
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B: Okay
A: a flat 3x3 square centered over the blue parts
B puts down a square of nine orange blocks
B: Like this?
A: great
A: now wings. two orange blocks in a row up and diagonal aaway from the body
B puts down two orange blocks, then removes the first
B: Is this the right place?
A: yep. now one more closer to you
B puts down three and removes two orange blocks
A: great now mirror it
B: Copy that
B builds a mirror of the existing wing
A: now a single red block behind each of the wings. still in line with the oranges
B puts down two red blocks
A: then a row of two yellow blocks on the orange side of the wings for the neck/head
A: juts out over the edge
A: parallel to the wings
B: Should they be right next to the wings?
A: centered. one block in the middle edge orange
A: then another block coming away from the body






Figure A.2: Target structure for Example A.2.
Example A.2. Cursive ok.
B: what is this
A: It looks weird, so I don’t really know.
B: ok
B: then guide me blok by block
A: Ok, starting on an edge, make a purple block two blocks in
B puts down a purple block, picks it up, and places it again
B: I’ll stay with this perspective
B: unless you want me to change
A: Sorry, one block closer to the edge
B removes and places the purple block
A: Can you make a block 1 off the ground on the edge
B: like on top of that purple block?
A: Like a v with the purple block as the poiunt
B creates a v-shape using floating blocks
B: yeha?
A: Like that, except perpendicular to the edge
B begins to correct the orientation of the v, using a series of block placements
and removals
B: there?
A: Yup, can you extend the block on the right diagonally up?
B continues the v to the right
B: like that






B builds a pillar of 7 purple blocks
A: Can you extend the top block 2 blocks wtowards the edge
B: which edge
A: The side with the v
B puts down two purple blocks
A: Can you add a block on top and below the middle block the blocks we just placeD?
B puts down two purple blocks
B: um
A: Yes?
B: is this it?
A: Oh, yeah, can you punch out the middle block
B removes a purple block





A: You know how we have the block next to the pillar?
A: Close to the bottom
B: yes
B: the one i am looking at?
A: Can you add a block to it going diagonally.
B: down?
B builds a floating purple block
B: like that
A: One beloow the block you just placed, sorry.
B puts down a purple block, then removes the previous purple block
A: And another block to the left and up
B builds a floating purple block
A: Ok, that is all of the purple blocks. We are going to use blue blocks now.
A: to the right of the pillar,




A: I know, maybe it will make sense to you. There is a block attached the the pillar on the
fourth block from the ground
B puts down a blue block
B: there
A: Perfect
A: From the right of that, can you make a 3 block pillar from the ground
B builds a pillar of three blue blocks
B: is this a 2D structure?
A: Yes





B puts down five blue blocks
B: that
A: Yup, on the middle block of the ring’s right side, can you put a blue block?
B puts down a blue block
A: And up and to the right of that, one more blue block
B builds a floating blue block
B: it looks like a cursive “ok” form the other end
A: That should be it. Oh, I never learned cursive.
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Appendix B: Term-Specific Word Lists
We use the following word lists to compute term-specific metrics:
• Colors: red, orange, yellow, purple, green, blue
• Spatial relations: top, right, left, side, middle, up, down, bottom, towards, cen-
ter, above, diagonal, out, front, here, away, diagonally, behind, back, between, below,
vertical, long, tall, sides, flat, touching, high, facing, under, directly, opposite, to-
ward, parallel, standing, near, forward, wide, horizontal, face, underneath, closest,
across, perpendicular, rightmost, closer, along, leftmost, vertically, looking, around,
whole, centered, degrees, extending, 90, 2d, before, sticking, topmost, edges, adja-
cent, mirror, perspective, attached, upside, highest, height, touch, upwards, hanging,
straight, higher, big, shifted, inside, lower, horizontally, connecting, reference, orienta-
tion, upper, upright, inner, stacked, length, longer, apart, small, symmetric, furthest,
float, upward, ahead, farthest, hole, hang, outward, angle, faces, short, 180, shorter,
oriented, entire, outer, outside, outwards, overhanging, taller, symmetrical, jutting,
beneath, inward, inwards, 3d, diagonals
• Dialogue: ?, ok, place, put, okay, make, good, sorry, yes, build, another, other,
same, add, perfect, yeah, great, no, next, first, remove, last, done, yep, not, cool,
nice, placed, stack, move, delete, yup, hello, hi, again, alright, connect, starting, ready,
making, break, please, bad, extend, fill, yea, use, check, rid, ya, sure, awesome, correct,
gotcha, repeat, leave, exactly, connected, yay, switch, keep, nah, shift, hey, enough,
fine, thanks, complete, stand, replace, almost, excellent, oops, rotate, wrong, nope,
leaving, punch, continue, finish, sweet, whoops, additional, mistake, placing, removed,
final, thank, copy, turn, create, once
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Appendix C: Synonym Map


























yes yep, ya, yeah, yup, yea
yep yes, ya, yeah, yup, yea
ya yep, yes, yeah, yup, yea
yeah yes, yep, ya, yup, yea
yup yes, yep, ya, yeah, yea
yea yes, yep, ya, yeah, yup
ground floor
Table C.1: Synonym map
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Word Synonyms
perfect good, great, awesome, nice, cool, alright
great good, perfect, awesome, nice, cool, alright
nice good, great, awesome, perfect, cool, alright
cool good, great, awesome, perfect, nice, alright
awesome good, perfect, great, nice, cool, alright















































































Table C.1: Synonym map
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Appendix D: Hyperparameter Configurations
For all models, we use 300-dimensional Gated Recurrent Units (GRUs) [48] for all RNN
modules and use 300-dimensional pretrained GloVe word embeddings [46].
D.1 BLOCK COUNTERS
This section details the specific hyperparameter configurations used in Section 3.5.
Ablation study hyperparameters For the ablation study, we analyze the effect of
adding various block counters representations to a fixed dialogue history representation.
Thus, the RNN framework we use for all models in the ablation study is a 2-layer bidirec-
tional encoder RNN connected to a single-layer decoder RNN. All models were trained with
dropout of 0.5 for both the RNNs and the counter embedding layers. Specific hyperparam-
eter configurations for the models in Table 3.1 are as follows:
• seq2seq (row 1): The baseline sequence-to-sequence model conditioned only on full
dialogue history features the abovementioned RNN framework.
• + global (row 2): The model incorporating only the global block counters features a
a counter embedding size of 15.
• + local (row 3): The model incorporating only local block counters features a counter
embedding size of 200.
• + both (row 4): Our final model concatenates both local and global counters and
embeds them into a 200-dimensional vector.
Test set hyperparameters We optimize the seq2seq and full models by performing a grid
search over model hyperparameters. Specific hyperparameter configurations for the models
in Table 3.2 are as follows:
• seq2seq (row 1): The baseline model features a single-layer bidirectional encoder RNN
connected to a single-layer decoder RNN with a dropout of 0.5 for both RNN modules.
• full model (row 2): Our final model features a counter embedding size of 200. It was
trained using dropout=0.5 for the counter embedding layers and dropout=0 for RNN
modules.
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D.2 BLOCK COUNTERS V2
This section details the specific hyperparameter configurations used in Section 3.7.
Ablation study hyperparameters For the ablation study, we analyze the effect of bug
fixes and data cleaning by re-running a grid search over block counters model hyperparam-
eters. All models featured single-layer decoder RNNs and were trained with dropout of
0.5 for both the RNNs and the block counter embedding layers. Specific hyperparameter
configurations for the models in Table 3.8 are as follows:
• Baseline (row 1): The baseline block counters model has the same hyperparameter
configuration and model architecture as described in the final ablation study model
of Appendix D.1: the global and local counters are concatenated and embedded into
a 200-dimensional vector via a single feedforward layer, and the dialogue history is
encoded using a 2-layer bidirectional encoder RNN.
• + bug fixes (row 2): The global counters are embedded separately into an 18-
dimensional vector via a single feedforward layer, and the local counters are embedded
into a 200-dimensional vector using another feedforward layer. The resulting embed-
dings are concatenated and fed into the decoder RNN, alongside the word embeddings,
at every time step. The dialogue history is encoded using a 2-layer bidirectional en-
coder RNN.
• + cleaned data (row 3): This model uses the same block counters architecture as the
model in row 2. However, the dialogue history is encoded using a 1-layer bidirectional
encoder RNN.
• + constraints (row 4): The same model from row 3, but with constrained decoding
applied during generation.
Test set hyperparameters We optimize the baseline and updated block counters models
by performing a grid search over model hyperparameters. Specific hyperparameter configu-
rations for the models in Table 3.9 are as follows:
• Baseline (row 1): The baseline block counters model has the same hyperparameter
configuration and model architecture as described in the final test set model of Ap-
pendix D.1, using a counter embedding size of 200 (dropout=0.5 for counter embedding
layers) and a 2-layer bidirectional encoder RNN (dropout=0 for RNN modules).
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• Block counters v2 (row 2): Our final model has the same hyperparameter configu-
ration as that of the ablation study (rows 3 and 4). We found that finetuning dropout
values did not produce better results, resulting in a final dropout of 0.5 for both counter
embedding and RNN modules.
D.3 USING ORACLE NEXT ACTIONS
The specific hyperparameter configurations used in Section 3.8 are as follows:
• Block counters v2: This model uses the same hyperparameter setup as described in
Appendix D.2, in which the dialogue history is encoded using a 1-layer bidirectional
encoder RNN, and the global and local counters are embedded separately into 18- and
200-dimensional vectors, respectively. The counters embeddings are concatenated and
fed into the decoder RNN alongside the word embeddings at every time step.
• Next actions: The dialogue history is encoded using a 1-layer bidirectional encoder
RNN. The global counters are embedded separately into a 15-dimensional vector via a
single feedforward layer, while the local counters (with updated cell representation) are
embedded into a 300-dimensional vector using another feedforward layer. The resulting
embeddings are concatenated to the decoder’s 300-dimensional output at every time
step to produce a 615-dimensional representation which is then embedded using a 2-
layer feedforward network. The final 615-dimensional embedding is then mapped to
the output vocabulary size using a final linear layer.
D.4 DIALOGUE ACTS FOR ARCHITECT UTTERANCE GENERATION
This section details the specific hyperparameter configurations used in Section 4.5. Specific
hyperparameter configurations for the models in Tables 4.6 and 4.7 are as follows:
• Block counters v2 (row 1): The block counters model we use as a baseline has the
same hyperparameter configuration and model architecture as described in the final
model of Appendix D.2: the dialogue history is encoded using a 1-layer bidirectional
encoder RNN, and the global counters are embedded separately into an 18-dimensional
vector via a single feedforward layer, and the local counters are embedded into a 200-
dimensional vector using another feedforward layer. The resulting embeddings are
concatenated and fed into the decoder RNN, alongside the word embeddings, at every
time step.
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• Ground truth train/test (row 3): the dialogue history is encoded using a 2-layer
bidirectional encoder RNN, while the global counters are embedded separately into
a 15-dimensional vector via a single feedforward layer, and the local counters are
embedded into a 100-dimensional vector using another feedforward layer. The dialogue
acts are not embedded and are fed into the decoder at every time step in the raw multi-
hot representation. 1
• Ground truth train/predicted test (row 4): The exact same model as row 2, but
uses the thresholded predicted dialogue acts generated by our dialogue act predictor
model at test time.
• Predicted train/test (row 5): the dialogue history is encoded using a 2-layer bidi-
rectional encoder RNN, while the global counters are embedded separately into a 10-
dimensional vector via a single feedforward layer, and the local counters are embedded
into a 200-dimensional vector using another feedforward layer. The predicted dia-
logue acts are thresholded with a value of 0.5, embedded into a 5-dimensional vector
representation via a feedforward layer, then fed into the decoder at every time step. 2
D.5 COMBINING DIALOGUE ACTS WITH ORACLE NEXT ACTIONS
Specific hyperparameter configurations used in Section 4.6 are as follows:
• Block counters v2: This model uses the same hyperparameter setup as described in
Appendix D.2, in which the dialogue history is encoded using a 1-layer bidirectional
encoder RNN, and the global and local counters are embedded separately into 18- and
200-dimensional vectors, respectively. The counters embeddings are concatenated and
fed into the decoder RNN alongside the word embeddings at every time step.
• Next actions (NA) only: This model uses the same hyperparameter setup as de-
scribed in Appendix D.3, in which the dialogue history is encoded using a 1-layer
bidirectional encoder RNN, the global counters are embedded separately into a 15-
dimensional vector via a single feedforward layer, while the local counters are em-
bedded into a 300-dimensional vector using another feedforward layer. The resulting
1Through a grid search, we found that embedding the multi-hot dialogue act representation using an
additional embedding layer helped models that were trained on predicted acts (row 5), but not ones trained
on ground truth acts (row 3).
2We also tried including the vector of predicted probabilities produced by the dialogue act predictor
directly as input to the utterance generation model (without thresholding them first), but this did not lead
to better performance.
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counters embeddings are concatenated to the decoder’s 300-dimensional output at ev-
ery time step to produce a 615-dimensional representation which is then embedded
using a 2-layer feedforward network and mapped to the output vocabulary size.
• Ground truth dialogue acts (DA) only: This model uses the same hyperparameter
setup as described in Appendix D.4, in which the dialogue history is encoded using a
2-layer bidirectional encoder RNN, while the global counters are embedded separately
into a 15-dimensional vector via a single feedforward layer, and the local counters are
embedded into a 100-dimensional vector using another feedforward layer. A multi-hot
representation of the dialogue act is concatenated to the counter representation and
fed to the decoder’s input at every time step.
• Both next actions and dialogue acts: The dialogue history is encoded using a
1-layer bidirectional encoder RNN. The global and local counters are embedded sepa-
rately into 18- and 350-dimensional vectors, respectively. The block counters embed-
dings are concatenated with a multi-hot representation of the dialogue act and fed into
the decoder RNN alongside the word embeddings at every time step.
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