We propose a Bayesian convolutional neural network built upon Bayes by Backprop and elaborate how this known method can serve as the fundamental construct of our novel reliable variational inference method for convolutional neural networks. First, we show how Bayes by Backprop can be applied to convolutional layers where weights in filters have probability distributions instead of point-estimates; and second, how our proposed framework leads with various network architectures to performances comparable to convolutional neural networks with point-estimates weights. This work represents the expansion of the group of Bayesian neural networks, which consist now of feedforward, recurrent, and convolutional ones.
Introduction
Convolutional Neural Networks (CNNs) excel at tasks in the realm of image classification (e.g., [6, 12, 19] ), but are from a probability theory perspective unjustified of using point-estimates as weights to base any classification on. In this work, we examine how to add uncertainty and regularisation to CNNs by means of applying Bayesian methods to training. This approach allows the network to express uncertainty via its parameters (see figure 1) . At the same time, by using a prior to integrate out the parameters we average across many models during training, what gives a regularisation effect to the network, thus prevents from overfitting. We build our Bayesian CNN upon Bayes by Backprop [1] , and approximate the intractable true posterior probability distribution p(w|D) with a variational distribution q θ (w|D), which comprises the properties of a Gaussian distribution
The form of the posterior in variational inference embodies the quality of the uncertainty estimates and hence the overall performance of the model. In other words, the smaller σ 2 , the less uncertain the CNNs' classifications. The contributions of our work are twofold: we firstly present how Bayes by Backprop can be efficiently applied to CNNs, and secondly how our proposed generic and reliable variational inference method for CNNs can be applied to various CNN architectures. This work represents the expansion of the group of Bayesian neural networks, which now consist including this of feedforward [1] , recurrent [2] , and convolutional ones.
(KL) divergence [13] . Hence, we define the optimal parameters θ opt as
where
This derivation forms an optimisation problem with a resulting cost function widely known as variational free energy [3, 17, 21] which is built upon two terms: the former is dependent on the definition of the prior p(w), thus called complexity cost, whereas the latter is dependent on the data p(D|w), and thus called likelihood cost.
Since the KL-divergence is also intractable to compute exactly, we follow a stochastic variational method [1, 5] , i.e. we sample from the variational distribution q θ (w|D) since it is much more probable to draw samples from the variational posterior than from the true posterior which are convenient for numerical methods. Consequently, we arrive at the tractable cost function (4) which wants to be minimised w.r.t. θ.
We sample w (i) from q θ (w|D). The uncertainty afforded by Bayes by Backprop trained neural networks has been used successfully for training feedforward neural networks in both supervised and reinforcement learning environments [1, 8, 15] , and also for training recurrent neural networks [2] , but has not been applied to convolutional neural networks to-date.
Bayesian convolutional neural networks
In this section, we elaborate our algorithm of building a CNN with probability distributions on its weights in each filter, as seen in figure 1 , and apply Bayesian inference to compute the posterior, as it was described previously in section 2. Noteworthy is that a fully Bayesian perspective on a CNN is not accomplished by merely placing distributions over weights in convolutional layers; it also required to place distributions over weights in fully-connected layers (see figure 2).
Local reparameterization trick for convolutional layers
To reduce the variance of the stochastic gradient, we apply the local reparameterization trick [10] . Following [10, 18] , we do not sample the weights w, but we sample instead layer activations b due to its 
where j ∼ N (0, 1), A i is the receptive field, * signalises the convolutional operation, and the component-wise multiplication.
Being Bayesian with two convolutional operations
The crux of equipping a CNN with distributions over weights instead of point-estimates lies in applying two convolutional operations where filters with point-estimates apply one. Since we deploy the previously described local reparametrization trick, and sample from the output, we are eligible to compute the two variables determining the distribution, namely mean µ ijhw and variance α ijhw µ 2 ijhw , separately. We do that in two convolutional operations: in the first, we learn the means µ ijwh of the weights' probability distributions, and in the second we learn the variances α ijhw µ 2 ijhw whereas α ijhw is the only learnable parameter [16] . In other words, while we learn in the first convolutional operation a point-estimate and construe it as the maximum-a-posteriori (MAP), we observe in the second convolutional operation how far values for weights deviate from this MAP. This procedure is equivalently done in fully-connected layers. To accelerate computation, ensure the variance is never zero, and enhance accuracy, we learn log α ijhw and use the Softplus activation function for reasons we want to elaborate in section 4. For further implementation details, and to emphasise our intentions on preproducibility [20] , we may refer to our GitHub repository 1 .
Experiments
For all conducted experiments, we implement the foregoing description of a Bayesian CNN in LeNet-5 [14] and 3Conv3FC [7] (see Appendix for architectural details). We train the networks respectively with the MNIST dataset of handwritten digits [14] , and with the CIFAR-10 dataset [11] since these datasets serve widely as benchmarks for CNNs' performances. As the activation function was originally ReLU chosen, but we must introduce another activation function, called softplus (see (6) ), because of our method to apply two convolutional or fully-connected operations, of those one is determining the mean µ, and the other the variance αµ 2 . We want to ensure that the variance is never becoming zero, because that would be equivalent to a maximum-a-posteriori, that is equivalent to a maximum likelihood estimate, that is equivalent to a point-estimate. The softplus activation function is a smooth approximation of ReLU, with the subtle and practically not influential, but analytically imperative to notice, difference that it never becomes zero for x → −∞, what ReLU does.
where β is by default set to 1.
Classification on MNIST. We trained networks of the aforementioned two architectures on MNIST, consisting of 60,000 training and 10,000 validation pixel images of size 28 by 28. Each image is labelled with its corresponding number (between zero and nine, inclusive). The accuracy of correct predictions in the validation set is visualised as blue in figure 3 .
Classification on CIFAR-10. TThe CIFAR-10 dataset consists of 60000 32x32 colour images in 10 classes, with 6000 images per class. Each of the classes has 5000 training images and 1000 validation images. Results are shown in red in figure 3. 
Discussion
The proposed Bayesian interpretation of CNNs with implementing Bayes by Backprop as a reliable variational inference method for CNNs has not been studied to-date. There has been exploratory work by Gal and Ghahramani [4] who utilised the various outputs of a dropout function to define a distribution, and concluded that we can then speak of a Bayesian CNN. But, we argue heavily against this approach, and claim profound deficiencies, hence it cannot be construed as a Bayesian neural network. Specifically, no prior distributions are placed on the CNN's parameters, which embody a substantial part of a Bayesian interpretation for the simple reason that Bayes' theorem includes it, thus embodies a foundation of the entire school of thought. In comparison, we take a fully Bayesian perspective on the network's parameters, i.e. placing prior distributions over them, and updating them according to Bayes' theorem with variational inference, precisely Bayes by Backprop. Furthermore, we show that this network achieves remarkable results only slightly lower than the ones of the same network architectures with point-estimates as weights instead of distributions.
As an add-on method to further enhance the stability of optimisation, posterior sharpening [2] could be applied to Bayesian CNNs in future work. There, the variational posterior distribution q θ (w|D) is conditioned on training data of a batch D (i) . We can see q θ (w|D (i) ) as a proposal distribution, or hyper-prior when we rethink it as a hierarchical model, to improve the gradient estimates of the intractable likelihood function p(D|w).
