Abstract. This paper presents a load forecasting model and the way it was applied to a real case study to forecast the electrical consumption of a shopping mall in Shanghai. Firstly, the meteorological factors were normalized, and mutual information was used to select the key meteorological factor. Then, based on the key meteorological factor, the Euclidean distance was used to select the similarity days and the similarity days were sorted in descending order according to the Euclidean distance. Finally, the datas of similar daily load and key meteorological factor were input into the BP neural network model to forecast the short-term load of the shopping mall in summer 2017. The results show that the proposed method, which combines the similarity day selection and the BP neural network is of great practicality.
Introduction
Load forecasting plays an important role in ensuring the normal and stable operation of power system. Accurate prediction of short-term load of power grid can reduce the operation and maintenance cost of power grid system [1] . There are many theories and methods for short-term load forecasting, including regression analysis method, time series method, exponential smoothing method, grey forecasting method, artificial neural network, support vector machine and so on [2] .
The factors affecting building load are various and complex. In addition, building load data is a kind of time series data with strong non-linearity. Neural network is the most common way to solve the problem of building energy demand forecasting. Its advantages of adaptive and parallel processing of multidimensional data can meet the demand of load forecasting [3] .
At present, the research on neural network prediction mainly focuses on improving the prediction effect by combining with intelligent optimization algorithm and dimension reduction technology. The alternating particle swarm algorithm [4] and simulated annealing algorithm [5] applied to optimize the BP neural network weights, can improve the convergence efficiency and self-learning ability of the predictive model, as well as the prediction precision. Combining the neural network and principal component analysis method is a useful way to improve the accuracy of load forecasting [6] . Through the principal component analysis method, the initial neural network input variables are reduced in dimension to eliminate the correlation between the influencing factors, and the reduced dimension data is taken as the new input variable of the neural network.
All of the above studies used the load and factor data of a period of time before the forecast day to carry out day-ahead load forecasting, and did not select the similar days for load forecasting. In a continuous period of time, there may be a large difference in load due to changes in external conditions such as weather conditions, which will affect the accuracy of prediction. At the same time, the sequence of input sample days also has a certain influence on the learning effect of the neural network. Therefore, it is necessary to sort the sample dates by similarity.
In view of the above problems, this paper takes a shopping mall building in Shanghai as the experimental object, and proposes a short-term load forecasting method combining similar day selection and BP neural network. Firstly, the minimum-maximum normalization of meteorological factors is carried out, and the mutual information values of each factor are calculated to select the key meteorological factor. Then, the Euclidean distance is used to measure the similarity, and the 30 days with the highest similarity to the predicted day were selected by the key meteorological factor.
The similar days are arranged in descending order according to the Euclidean distance. Finally, the data of similar daily load and the corresponding key meteorological factor data are input into the BP neural network model to predict the load of the shopping mall in the summer of 2017, and the forecast results are compared and analyzed.
Similarity Day Selection Based on Mutual Information
Meteorological factors are one of the important reasons for the short-term load changes of electricity. When carrying out load forecasting, meteorological factors are usually used to select similar days. The influence of different meteorological factors on load is quite different. In order to improve the quality of the similar day selection, the key influence factors need to be selected.
Data Normalization
The meteorological factors considered in this paper include temperature, rainfall, wind speed, pressure, and relative humidity. The dimension of each meteorological factor is different, and data normalization processing is needed to remove dimension [7] . This paper adopts the method of minimum-maximum normalization to convert each influencing factor into the value of [0,1] interval. The formula is as follows:
Where, max is the maximum value of sample data, and min is the minimum value of sample data.
Mutual Information Calculation
The mutual information in information theory represents the amount of information that two different systems share together. Applied to the selection of associated factors, it represents the strength of the interdependent relationship between the associated factors and the load [8] . The larger the value of mutual information is, the more information that the factor and the load share together, and the greater impact that associated factor has on the load. For the load sequence X and influencing factors Y, their joint probability density function is set as p X,Y (x,y), then the marginal probability distribution of the load sequence and the edge probability distribution of the factor i are respectively p X (x) and p Yi (y i ):
The information entropy of load and the information entropy of the factor i are H(X) and H(Y i ):
The joint entropy of the factor i and load sequence is H(X,Y i ):
The calculation formula of mutual information between factor i and load sequence is:
is the mutual information value of influencing factors and load sequence, the larger the value is, the more important the factor i is.
Similarity Day Selection
After selecting the key influencing factors, the data sequence of this factor y=(y 1 , y 2 ,…, y n ) is taken as the object to select the similar days of load forecasting. Euclidean distance is one of the most commonly used similarity measures, which has the advantages of calculating simply and fast [9] . In this paper, Euclidean distance is used to calculate the similarity between the day i and the forecast day, and the calculation formula is as follows:
Where, y i is the normalized vector sequence of the key influencing factors of day i, and y 0 is the normalized vector sequence of the key influencing factors of forecast day.
Calculate the similarity between all historical days and forecast days in the sample. Select the first 30 days with the smallest Euclidean distance as the similar days, and sort them in descending order. The smaller the Euclidean distance, the higher the similarity.
Load Forecasting Based on BP Neural Network
BP neural network is a supervised learning model with strong self-organization and self-adaptability [10] .Through learning and training of representative samples, it can master the essential characteristics of the research system and can simulate any nonlinear input/output relationship with simple structure and strong operability.
In this paper, the short-term load forecasting is 1h ahead of schedule. When predicting the load
LD(t), the input load sample is LD(t-1), LD(t-2),…, LD(t-24). Meanwhile, the corresponding key meteorological factor is taken as another set of input samples. Since the meteorological data of the forecast day is known, the corresponding key meteorological factors Y(t) will also be added to the input samples. The input meteorological data sample is Y(t), Y(t-1), Y(t-2),…,Y(t-24).
The load data and key meteorological data of similar days are input into the BP neural network model to carry out short-term load forecasting. The structure of the BP neural network is shown in Figure 1 .
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Case Analysis
This paper takes the datas of weekday from June 2015 to August 2015 and from June 2016 to August 2016 of a shopping mall in Shanghai as samples to forecast the summer load. The forecast date is from August 7th to August 11th, 2017. The selected datas include load datas and meteorological datas, and the sampling frequency of all datas is 24 points per day. The forecasting process using similar day selection and BP neural network is shown in Figure 2 . The minimum-maximum normalization method is used to remove the dimension of load datas and meteorological datas. Calculate the mutual information values of the normalized meteorological factors and loads, and the results are shown in Table 1 . It can be seen from Table 1 that the mutual information value of temperature is much higher than the remaining five meteorological factors, indicating that the correlation between temperature and load is the highest, which is the key influencing factor.
The temperature data and load data of 30 selected similar days are used as the training set of the BP neural network prediction model. The BP neural network model used has 3 hidden layers and the training times is 200.
At the same time, the prediction results in this paper are averages values of 30 experiments. The mean absolute percentage error is used to judge the prediction effect. The formula is as follows:
Where, X(t) is the predicted value, x(t) is the actual value, and n is the number of predicted points. In order to explore the effect of the prediction method proposed in this paper, the prediction method without similarity day selection and similarity ranking is used as the comparison method. In this method, temperature data and load data of 30 consecutive summer weekdays from July 21 to August 31, 2016 are input into BP neural network model for load forecasting. The prediction error comparison results of two different prediction methods are shown in Figure 3 . Figure 4 show the forecast results from August 7th to August 11th, 2017. As can be seen from Figure 4 , when conducting load forecasting for the consecutive days from August 7th to August 11th, 2017, the prediction results with similar day selection are better than those without similar day selection. When using the similar day selection method combined with the BP neural network, the average forecast error is 2.7%, and the average forecast error for the non-similar day selection is 4.3%. The effect of the similarity day selection forecast method is much more ideal. The prediction error and similarity between the similarity date and the prediction date obtained by the prediction method proposed in this paper are shown in Table 2 . Among them, the load Euclidean distance indicates the similarity between the predicted daily load and the similar daily load, the Euclidean distance of the temperature indicates the similarity between the predicted daily temperature and the similar daily temperature, and the comprehensive distance is the sum of the Euclidean distance of load and the Euclidean distance of temperature. As can be seen from Table 2 , the results of load forecasting are affected by the combined effect of load and temperature similarity. When the comprehensive Euclidean distance of load and temperature is small, that is, the similarity between similar day and forecast day is high, the prediction error is small, on the contrary, the larger the comprehensive Euclidean distance, the greater the prediction error. This shows that the effect of load forecasting is directly related to the similarity of the selected training sample day. It is very necessary to carry out similar day selection, which also proves that the prediction method proposed in this paper is correct and effective.
Conclusion
This paper takes a shopping mall building in Shanghai as the experimental object to carry out short-term load forecasting research. The completed work is as follows:
(1) Calculate the mutual information after the meteorological factors and the shopping mall load are normalized, and determine that temperature is the key influencing factor for load forecast.
(2) Based on temperature, the Euclidean distance is used to select the 30 similar days with the highest similarity to the forecast day, and the similar days are sorted in descending order according to the Euclidean distance.
(3) The load and temperature data of similar days are input into the BP neural network model for load forecasting, and the validity of the forecasting method used in this paper is proved by comparison.
The short-term load forecasting method of similarity day selection and BP neural network presented in this paper has significant advantages over the forecasting method without similar day selection. However, only BP neural network is used in this paper, deep learning and other methods can be adopted to improve the accuracy of load forecasting in the future.
