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Resumen
La proliferacio´n en todos los a´mbitos de la produccio´n multimedia esta´ dando lugar a la aparicio´n de nuevos paradigmas
de recuperacio´n de informacio´n visual. Dentro de e´stos, uno de los ma´s signiﬁcativos es el de los sistemas de recuperacio´n de
informacio´n visual, VIRS (Visual Information Retrieval Systems), en los que una de las tareas ma´s representativas es la ordenacio´n
de una poblacio´n de ima´genes segu´n su similitud con un ejemplo dado. En este trabajo se presenta una propuesta original para la
evaluacio´n de la similitud entre dos ima´genes, basa´ndose en la extensio´n del concepto de saliencia desde el espacio de ima´genes al
de caracterı´sticas para establecer la relevancia de cada componente de dicho vector. Para ello se introducen metodologı´as para la
cuantiﬁcacio´n de la saliencia de valores individuales de caracterı´sticas, para la combinacio´n de estas cuantiﬁcaciones en procesos
de comparacio´n entre dos ima´genes, y para, ﬁnalmente, establecer la mencionada ponderacio´n de cada caracterı´stica en atencio´n
a esta combinacio´n. Se presentan igualmente los resultados de evaluar esta propuesta en una tarea de recuperacio´n de ima´genes
por contenido en comparacio´n con los obtenidos con la distancia euclı´dea. Esta comparacio´n se realiza mediante la evaluacio´n de
ambos resultados por voluntarios. Copyright c© 2012 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
La enorme cantidad de material audiovisual accesible en
la actualidad plantea el problema de su recuperacio´n, con lo
que surgen los sistemas de recuperacio´n de informacio´n visual
(VIRS, Visual Information Retrieval Systems). Dentro de este
marco, las dos tareas que tı´picamente se pueden plantear son
el matching y la recuperacio´n por similitud. El primero hace
usualmente referencia a la tarea de recuperar una instancia de
un objeto cuya apariencia puede verse modiﬁcada por distintos
motivos (cambios de color, iluminacio´n, oclusiones, ...) (Santini
and Jain, 1999). En cuanto al segundo, el problema se plantea
en te´rminos de recuperar los elementos de una base de datos
que se caractericen por ser parecidos al objeto presentado como
query. En muchos casos, la forma de caracterizar las ima´ge-
nes y las te´cnicas utilizadas en la resolucio´n de ambas tareas
son similares; se parte de una representacio´n de un determinado
estı´mulo visual mediante la eleccio´n de una serie de descripto-
res, con lo que e´ste se puede modelar como un punto dentro de
un espacio de caracterı´sticas. A continuacio´n, se deﬁne una fun-
cio´n que realiza una comparacio´n entre los distintos estı´mulos
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mediante la evaluacio´n de la proximidad de los puntos corres-
pondientes a cada uno de ellos en dicho espacio.
En el caso del matching, el e´xito o el fracaso de la apli-
cacio´n se cifra en su capacidad de recuperar dichas instancias,
que ba´sicamente representan al mismo objeto. Sin embargo, en
el segundo, el e´xito se obtendra´ en la medida en la que el resul-
tado presentado sea convincente para el usuario que ha lanza-
do la bu´squeda: en este sentido, dicho usuario debera´ percibir
las ima´genes recuperadas como similares a la utilizada como
consulta. Lo´gicamente, en la consecucio´n de este objetivo debe
intervenir un modelo de evaluacio´n de similitud que reﬂeje la
percepcio´n de parecido por parte del usuario.
El estudio de la percepcio´n humana de similitud tradicio-
nalmente se ha llevado a cabo en el a´mbito de la Psicologı´a, ha-
bie´ndose alcanzado resultados muy signiﬁcativos que han llega-
do a explicar, hasta cierto punto, este comportamiento. Fruto de
estos resultados se han creado distintos modelos de evaluacio´n
de similitud, aplicados con mayor o menor e´xito en distintos
sistemas de recuperacio´n de ima´genes por contenido.
Dentro de los diferentes estudios psicolo´gicos realizados
con objeto de caracterizar la percepcio´n se similitud, uno de
los ma´s inﬂuyentes es sin duda el descrito en (Tversky, 1977)
y (Tversky and Gati, 1982). En e´l se establece un claro vı´nculo
entre la percepcio´n de similitud y la saliencia de alguna o va-
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rias caracterı´sticas de los estı´mulos comparados. Fruto de esta
correlacio´n, Tversky propuso su famoso modelo de contraste
para la evaluacio´n de similitud entre estı´mulos representados
por caracterı´sticas cualitativas.
Siguiendo con esta lı´nea de trabajo que relaciona similitud
y saliencia, en este artı´culo se propone un procedimiento para
establecer una medida de similitud entre dos estı´mulos visua-
les basada en la utilizacio´n de e´sta como clave perceptual. Para
este ﬁn se propone, en primer lugar, una metodologı´a para la
cuantiﬁcacio´n de la saliencia de una caracterı´stica; a continua-
cio´n, y basa´ndose en esta cuantiﬁcacio´n obtenida en un par de
ima´genes, un procedimiento para evaluar la relevancia de una
caracterı´stica durante un proceso de medida de similitud; ﬁnal-
mente, y sobre la base de la relevancia calculada, un me´todo
para establecer la ponderacio´n adecuada a la comparacio´n de
los valores de dicha caracterı´stica medida sobre ambas ima´ge-
nes.
En la Seccio´n 2 de este artı´culo se realiza un repaso de los
hallazgos ma´s signiﬁcativos relacionados con los conceptos de
saliencia y similitud, enmarcados fundamentalmente en el estu-
dio de la atencio´n visual, ası´ como de otros trabajos en la misma
direccio´n que el que ahora se presenta.
En la Seccio´n 3 se presenta el modelo de evaluacio´n de si-
militud propuesto, que profundiza en la relacio´n existente entre
la saliencia de una o varias caracterı´sitcas de un estı´mulo y el
resultado de su comparacio´n con otro; para ello se introducen
las hipo´tesis fundamentales, que se apoyan en los desarrollos
teo´ricos y experimentales expuestos en la Seccio´n 2, y que se
uniﬁcan en la funcio´n de evaluacio´n de similitud presentada en
este trabajo.
En la Seccio´n 4 se presentan los resultados experimentales
alcanzados con el modelo propuesto; e´ste fue sometido a una
tarea de evaluacio´n de similitud, y los resultados alcanzados
se cotejaron con los obtenidos de una serie de voluntarios so-
metidos a la misma tarea. La comparacio´n entre la evaluacio´n
del modelo propuesto y de observadores humanos es igualmen-
te presentada. Finalmente, la Seccio´n 5 se dedica al estableci-
miento de las pertinenetes conclusiones.
2. El modelo perceptual: similitud y saliencia visual
En esta seccio´n se van a describir los estudios ma´s relevan-
tes publicados hasta la fecha en los campos de caracterizacio´n
de la similitud entre dos estı´mulos, ası´ como sobre la saliencia
como mecanismo clave para la comprensio´n de la resolucio´n de
tareas visuales.
2.1. Relevancia visual: saliencia
El concepto de saliencia se utiliza para explicar los pro-
cesos que rigen la atencio´n visual en humanos y primates. La
teorı´a psicolo´gica comu´nmente aceptada aﬁrma que la atencio´n
se materializa mediante dos procesos que se suceden; en pri-
mer lugar, uno preatentivo, en el que la informacio´n recogida
por el sistema visual se procesa muy ra´pidamente y en paralelo,
y cuyo resultado viene dado exclusivamente por la conﬁgura-
cio´n del propio estı´mulo; en segundo lugar otro atentivo, que se
realiza secuencialmente, que dirige el foco de atencio´n a zonas
concretas del estı´mulo, y cuyo resultado depende de la tarea que
se este´ desempen˜ando.
Sobre esta base (Koch and Ullman, 1985) proponen la for-
macio´n de una serie de mapas mediante mecanismos neurona-
les en los que se representa el resultado de los procesamientos
paralelos de las componentes primarias del estı´mulo, tales co-
mo color, orientacio´n de contornos, disparidad y movimiento.
Cabe resaltar que cada uno de estos mapas se calcula de forma
independiente, sobre la base experimental de que la saliencia de
una determinada caracterı´stica es independiente de las dema´s.
Este resultado es lo que llaman mapas de saliencia, donde ba´si-
camente aparecen resaltadas las zonas en las que se producen
valores de estas caracterı´sticas que no son acordes con los de su
entorno, es decir, que de alguna manera resultan extran˜os en su
contexto.
La idea de los mapas de saliencia es recogida en (Itti et al.,
1998) y (Itti and Koch, 2001), donde se propone una implemen-
tacio´n mediante un programa de computador de este mecanis-
mo atencional, haciendo uso de ella para realizar un ana´lisis,
desde el punto de vista de su saliencia, de ima´genes. Formal-
mente, estos mapas se concretan en un valor escalar asociado a
cada coordenada 2D del estı´mulo visual.
Como se ha mencionado, estos trabajos demuestran que la
saliencia de un estı´mulo se relaciona exclusivamente con su ex-
cepcionalidad en un determinado entorno. La conclusio´n inme-
diata es que la saliencia no depende del valor real de la carac-
terı´stica, sino de su contraste con el entorno; esto conduce a la
conclusio´n de que el mismo valor de una caracterı´stica puede
ser muy saliente en un determinado contexto (i.e. combinacio´n
de estı´mulo y tarea), y completamente irrelevante en otro.
En lı´nea con las conclusiones presentadas anteriormente, en
(Tversky, 1977) se establece que un estı´mulo tiene nula salien-
cia cuando es compartido por toda la poblacio´n en estudio, pero
cuando su valor va siendo ma´s raro (menos probable), su sa-
liencia va aumentando. Este mismo principio vuelve a aparecer
en (Itti and Baldi, 2009) para explicar el concepto de sorpresa,
trabajo en el que adema´s se corrobora la idea de que cuanto me-
nos frecuente es el valor de una caracterı´stica ma´s informacio´n
aporta respecto al estı´mulo que la produce. En (Treue, 2003) es-
ta idea se formaliza estableciendo que mejora su SNR (Signal
to Noise Ratio).
2.2. El estudio de la similitud
El concepto de similitud es crucial para entender, desde el
punto de vista psicolo´gico, muchos de los comportamientos que
muestra un ser humano, como son la memoria, la capacidad de
establecer una clasiﬁcacio´n o la posibilidad de resolver tareas
o tomar decisiones. Todos estos aspectos de la conducta hu-
mana esta´n determinados por nuestra capacidad para establecer
similitudes entre la tarea que nos encontramos resolviendo y
otras que hayamos resuelto en el pasado. Se ha aﬁrmado, que
la similitud es un concepto presente en casi cualquier aspecto
de la psicologı´a (Tversky, 1977). Este es el motivo por el que
el estudio de la similitud como comportamiento psicolo´gico ha
recibido amplia atencio´n por parte de la comunidad cientı´ﬁca.
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Existen dos teorı´as dominantes para explicar la percepcio´n
humana de similitud, las conocidas como teorı´a espacial y teorı´a
de conjuntos de caracterı´sticas (Larkey and Markman, 2005). El
ejemplo ma´s claro de la primera lı´nea de trabajo es el conocido
como MDS (Multidimensional Scaling, escalado multidimen-
sional), formalizado en (Shepard, 1962a) y (Shepard, 1962b).
El supuesto ba´sico de esta teorı´a es que la similitud entre dos
estı´mulos visuales es inversamente proporcional a la distancia
entre dos puntos en el espacio de caracterı´sticas, cada uno de-
ﬁnido por un conjunto de descriptores nume´ricos extraı´dos de
las respectivas ima´genes.
Rebatiendo a la aproximacio´n basada enMDS surge la teorı´a
de conjuntos de caracterı´sticas, formulada en (Tversky, 1977) y
(Tversky and Gati, 1982), y que se fundamenta en la demostra-
cio´n de que la evaluacio´n humana de la similitud no comparte
las propiedades fundamentales de cualquier funcio´n de distan-
cia, en concreto, las de autosimilitud y minimalidad, simetrı´a y
desigualdad triangular. Partiendo de la constatacio´n de este he-
cho, formula el modelo de contraste, originalmente va´lido so´lo
para propiedades cualitativas, y que evalu´a la similitud median-
te la aportacio´n positiva de las propiedades compartidas por am-
bos estı´mulos y la aportacio´n negativa de las exclusivas de cada
uno de ellos.
En (Ashby and Perrin, 1988) se puede encontrar una exce-
lente revisio´n de la evolucio´n de ambas aproximaciones.
Dentro del a´mbito de los VIRS, se han abordado diferen-
tes aproximaciones al problema de cuantiﬁcar la similitud entre
dos estı´mulos representados por un vector de caracterı´sticas, si-
guiendo enfoques de todo tipo, como puedan ser geome´tricos,
probabilı´siticos, cualitativos o empı´ricos. El mas utilizado si-
gue siendo la aplicacio´n de la aproximacio´n MDS, reﬂejada
en el extensivo uso que se hace de la distancia euclı´dea para
establecer la comparacio´n de similitud entre las caracterı´sticas
extraı´das de dos estı´mulos. Sobre esta base se han establecido
modiﬁcaciones orientadas a mejorar su comportamiento, como
pueda ser el uso de factores de ponderacio´n obtenidos por apli-
cacio´n de distintos principios. Esta aproximacio´n al problema
se ha reﬂejado en la bibliografı´a en multitud de ocasiones, y
tanto en el a´mbito del puro estudio de la similitud, como queda
reﬂejado en la mencionada recapitulacio´n en (Ashby and Pe-
rrin, 1988), como ma´s especı´ﬁcamente en el de la recuperacio´n
de ima´genes por contenido visual, existiendo una exhaustiva re-
copilacio´n en (Eidenberger, 2006).
En cuanto a la lı´nea abierta por el trabajo de Tversky, tam-
bie´n se han producido aplicaciones en los VIRS, como pueda
ser el trabajo reﬂejado en (Santini and Jain, 1999), donde se
persigue igualmente establecer una correcta evaluacio´n de si-
militud entre dos estı´mulos sirvie´ndose de una aproximacio´n
fuzzy al problema. En el trabajo que ahora se presenta la base
para el establecimiento de la medida de similitud esta´ en la mo-
delizacio´n y aplicacio´n de un concepto perceptual como es la
saliencia.
2.3. Saliencia y tareas perceptuales
La idea de que la saliencia es clave para la resolucio´n de
tareas perceptuales ha sido utilizada con relativa frecuencia en
Psicologı´a. En (Tversky, 1977) ya se reﬁere que las caracterı´sti-
cas salientes de los estı´mulos implicados es clave para la co-
rrecta evaluacio´n de similitud. Este mismo concepto vuelve a
aparecer en (Itti and Koch, 2001) donde se demuestra co´mo di-
ferentes caracterı´sticas de un mismo estı´mulo contribuyen de
distinta forma al resultado ﬁnal. En (Rao and Ballard, 1999) se
conﬁrma este comportamiento mediante el uso de redes neuro-
nales jera´rquicas, que se utilizan para generar una codiﬁcacio´n
predictiva de informacio´n presente en el co´rtex visual utilizando
so´lo los estı´mulos con baja probabilidad local, i.e. los ma´s sa-
lientes. En esta lı´nea, en (Tsotsos et al., 1995) y (Fairhall et al.,
2001) se concluye que el sistema visual humano se centra en
las caracterı´sticas salientes para resolver tareas.
En cuanto a la cuestio´n sobre co´mo representar la informa-
cio´n sobre la tarea en comparacio´n con la del estı´mulo, en (Itti
et al., 1998) se propone que ambas se conﬁguran como ma-
pas de saliencia, dejando claro que ambos aspectos del proble-
ma (estı´mulo y tarea) se abstraen de la misma manera a nivel
psicolo´gico; ası´, aparecen los conceptos de saliencia bottom-
up, asociada y dependiente exclusivamente del estı´mulo, lo que
Tversky llama el factor intensivo, y saliencia top-down, asocia-
da y dependiente exclusivamente de la tarea que se ha de llevar
a cabo, deﬁnida por el mismo autor como factor diagno´stico;
dependiendo de la tarea, la una modula y se impone a la otra.
Queda pendiente establecer la forma en la que la informa-
cio´n procedente del estı´mulo, saliencia bottom-up, y la proce-
dente de la tarea, saliencia top-down, se han de combinar para
generar el resultado de la tarea. Aunque no existe una meto-
dologı´a universal para la resolucio´n de esta cuestio´n (Itti and
Koch, 2001), es posible encontrar indicios sobre co´mo tratar
este problema de forma gene´rica. Por otro lado, tambie´n se ha
demostrado (Tversky, 1977) que, hablando ya del estudio de
similitud, en un proceso de comparacio´n entre dos estı´mulos
el comportamiento de e´stos u´ltimos no es sime´trico, en el sen-
tido de que se considera de distinta forma al prototipo que a
la instancia, siendo ma´s parecida la segunda al primero que al
contrario. En cualquier caso, en los citados trabajos el resultado
se expresa con un escalar, que establece el nivel de correlacio´n
entre ambas saliencias.
2.4. Rebatiendo el modelo euclı´deo
Sean Iu e Iv dos ima´genes extraı´das de un cierto dominio
Γ, siendo Xu = {xu1, xu2, . . . , xuN} y Xv = {xv1, xv2, . . . , xvN} los
vectores de caracterı´sticas extraı´dos, respectivamente, de cada
una de ellas, con X{u,v} ∈ Ω ⊂ RN , donde Ω representa el subes-
pacio en el que los vectores de caracterı´sticas extraı´dos de las
ima´genes en Γ pueden tomar valores. La forma ma´s extendida
en los VIRS para establecer una comparacio´n entre ambos vec-
tores que lleve a establecer su similitud (Santini and Jain, 1999)
(Ashby and Perrin, 1988), es mediante el uso de la distancia de
Minkowsky aplicada a los puntos resultantes de considerar cada
uno de estos vectores de caracterı´sticas como unas coordenadas
en el espacio de caracterı´sticas N-dimensional, pra´ctica que se
fundamenta en los estudios publicados en (Shepard, 1962a) y











Debido a esta amplia implantacio´n, como ya se ha menciona-
do, esta es la referencia sobre la que se discute el modelo de
evaluacio´n de similitud presentado en este trabajo.
A partir de (1) es evidente que todas las componentes del
vector de caracterı´sticas son ponderadas igualmente en el pro-
ceso de comparacio´n, lo que no hace sino reﬂejar la hipo´tesis
subyacente de que todas ellas son iguamente relevantes para es-
tablecer la similitud entre ambos estı´mulos (suponiendo, lo´gi-
camente, que todas ellas han sido normalizadas para compati-
bilizar adecuadamente sus rangos). Sin embargo, esta hipo´tesis
entra en conﬂicto con los resultados presentados en las seccio-
nes anteriores. Por tanto, este equilibrio en la ponderacio´n de
las caracterı´sticas usadas en la medida de similitud debe aban-
donarse.
Es fa´cil encontrar ejemplos que apoyan estas conclusiones.
En Tversky (1977) pueden encontrarse algunos casos sencillos
aplicados a ima´genes, y validados por la experiencia con obser-
vadores voluntarios. Supo´ngase el caso de clasiﬁcar especies
animales atendiendo a algunas de sus medidas anato´micas. Se
presentan distintos casos donde una u´nica caracterı´stica puede
resolver la tarea por si misma, pra´cticamente descartando la in-
formacio´n aportada por el resto del vector de caracterı´sticas:
Pantera vs. leopardo: para un sujeto poco avezado en zoo-
logı´a, las medidas anato´micas de ambas especies pueden
no resultar concluyentes (taman˜o y peso similares, piezas
dentales casi iguales. . . ). Sin embargo, haciendo uso ex-
clusivamente del aspecto de su piel, muy distinta en am-
bos casos, determinar que pertenecen a especies distintas
resulta trivial.
leopardo adulto vs. leopardo joven: en este otro proble-
ma, la situacio´n es distinta, al ser pra´cticamente todas las
medidas anato´micas diferentes por el distinto grado de
madurez de ambos ejemplares. No obstante, la igualdad
en este caso del dibujo de la piel permite alcanzar con
facilidad la conclusio´n correcta de que pertenecen a la
misma especie.
Modiﬁcando ahora la tarea, se pide establecer una orde-
nacio´n atendiendo al parecido entre un leopardo adul-
to (utilizado como referente de la comparacio´n) y los
otros dos mencionados ejemplares, pantera y leopardo jo-
ven. Aunque casi todas las medidas anato´micas apuntan a
que leopardo adulto y pantera son animales pra´cticamen-
te iguales, la evaluacio´n del patro´n de piel probablemente
conducira´ a revocar esta conclusio´n, asignando ma´s pare-
cido entre el ejemplar joven y el adulto en razo´n de per-
tenecer a la misma especie.
La conclusio´n a la que nos lleva esta serie de ejemplos es
que la piel del ejemplar es una caracterı´stica deﬁniva para com-
pletar la tarea, pra´cticamente descartando la informacio´n pro-
porcionada por el resto de caracterı´sticas. Dicho de otra forma,
en este contexto, es la caracterı´stica ma´s relevante. No obstante,
en otra tarea, como puede ser determinar si dos ejemplares son
del mismo ge´nero, el patro´n de la piel pasa a ser trivial, debien-
do ﬁjar la atencio´n en otros para´metros como peso, dimensio-
nes, etc. Resumiendo los casos presentados, una caracterı´stica
saliente permite resolver correctamente un problema . . .
. . . de clasiﬁcacio´n donde las dema´s caracterı´sticas con-
ducen a un falso positivo.
. . . de clasiﬁcacio´n donde las dema´s caracterı´sticas con-
ducen a un falso negativo.
. . . de ordenacio´n donde las dema´s caracterı´sticas condu-
cen a un error
y sin embargo, no permite resolver problemas cuando es com-
partida por ambos estı´mulos, lo que demuestra que su relevan-
cia depende del contexto en el que se utiliza.
Siguiendo este razonamiento, se presenta a continuacio´n
una metodologı´a para incorporar la informacio´n de saliencia de
una determinada caracterı´stica en los procesos de evaluacio´n de
similitud entre dos estı´mulos.
3. Evaluacio´n de similitud
En esta Seccio´n se presenta el modelo de evaluacio´n de si-
militud, que siguiendo una estrategia novedosa, establece una
ponderacio´n para cada caracterı´stica utilizada en un proceso de
comparacio´n. A diferencia de los trabajos anteriores en esta di-
reccio´n, la metodologı´a utilizada se basa exclusivamente en la
incorporacio´n a los ca´lculos de una cuantiﬁcacio´n de un meca-
nismo clave en la explicacio´n de nuestro comportamiento per-
ceptual en el desarrollo de esta tarea, como es la propia salien-
cia, y no simplemente en la incorporacio´n de un formalismo
matema´tico, ya sea fuzzy (Santini and Jain, 1999), geome´trico
o estadı´stico (Eidenberger, 2006).
3.1. El factor de saliencia, SF(X)
En esta seccio´n se presenta el mecanismo propuesto para la
cuantiﬁcacio´n de la saliencia de una caracterı´stica dada dentro
de un vector de caracterı´sticas, que se corresponde con el factor
intensivo (Tversky, 1977) o la saliencia bottom-up (Itti et al.,
1998). Para ello se introduce la siguiente nomenclatura; sean:
I ∈ Γ, una imagen perteneciente al dominio de extraccio´n
deﬁnido
X = {x1, x2, . . . , xN} ∈ Ω ⊂ RN , el vector de caracterı´sti-
cas asociado a dicha imagen, deﬁnido en un subespacio
Ω dentro del espacio vectorial de dimensio´n N.
P(X) = {P1(x1), P2(x2), . . . , PN(xN)} = {p1, p2, . . . , pN} ∈
[0, 1]N el vector que contiene las probabilidades de apa-
ricio´n de los valores de cada caracterı´stica. La notacio´n
Pi(xi) hace referencia a que la probabilidad se ha de cal-
cular separadamente para cada caracterı´stica.
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Dadas estas deﬁniciones, se supone como hipo´tesis de partida
que el conjunto de caracterı´sitcas xi, i = 1 . . . ,N contiene la su-
ﬁciente informacio´n como para resolver la tarea, es decir, queda
fuera del a´mbito de este trabajo la tarea de seleccio´n de carac-
terı´sticas.
Dados estos elementos se propone la existencia del Factor
de Saliencia SF(xi) = s fi asociado a una caracterı´stica xi, y
cuyo comportamiento viene deﬁnido por el siguiente conjunto
de proposiciones:
Proposicio´n 3.1. Sea X = {x1, x2, . . . , xN} ∈ Ω ⊂ RN el vec-
tor de caracterı´sticas extraı´do de la imagen I ∈ Γ. Entonces,
existe un escalar, llamado factor de saliencia asociado a la ca-
racterı´stica xi, i = 1, . . . ,N, SF(xi) = s fi que cuantiﬁca la sa-
liencia de dicha caracterı´stica, tal que:
SF : R −→ R (2)
A la vista de la proposicio´n 3.1, el factor de saliencia se mate-
rializa en un valor escalar que reﬂeja la relevancia de una ca-
racterı´stica en cuanto a la conformacio´n del estı´mulo, tal como
sucede en los trabajos citados en la seccio´n 2.1. La hipo´tesis que
se aporta originalmente en el presente trabajo es la de sustituir
el concepto de contexto: originalmente se asocia a un entorno
local en el estı´mulo visual, es decir, a una determinada regio´n
de la imagen; en este trabajo se entiende contexto como el con-
junto de valores que alcanza una caracterı´stica. Por lo tanto si
una zona saliente de una imagen es aque´lla que se maniﬁesta
distinta a la regio´n que la contiene, un valor saliente sera´ aque´l
que se maniﬁeste como poco comu´n para una caracterı´stica.
Como se explica tambie´n en la seccio´n 2.1, el valor de la
saliencia se relaciona por tanto de forma directa con la baja
probabilidad de que una determinada caracterı´stica tome un de-
terminado valor en un contexto. Siguiendo este razonamiento,
se puede enunciar la siguiente proposicio´n:
Proposicio´n 3.2. El factor de saliencia asociado al valor de
una caracterı´stica xi, i = 1, . . . ,N, SF(xi) = s fi, depende exclu-
sivamente de la probabilidad de que dicha caracterı´stica tome
su valor actual, Pi(xi) = pi, y por lo tanto se puede ajustar su
deﬁnicio´n a:
SF : [0, 1] −→ R (3)
A la vista de esta propiedad esta´ claro que deberı´a cambiarse
la notacio´n a SF(pi) en lugar de SF(xi). Sin embargo, se man-
tendra´ esta u´ltima para expresar la asociacio´n entre el factor de
saliencia y la caracterı´stica que lo origina.
Las siguientes proposiciones introducen las ideas de cuan-
tiﬁcacio´n de saliencia mencionadas en el estado del arte, en re-
ferencia a su anulacio´n para valores de caracterı´sticas compar-
tidos por la mayorı´a de la poblacio´n, y su ma´xima inﬂuencia
cuando son exclusivos, presentes en muy pocos individuos. En
ellas se intoduce en el modelo la no negatividad y el no creci-
miento para el factor de saliencia.
Proposicio´n 3.3. El factor de saliencia asociado al valor de
la caracterı´stica xi, i = 1, . . . ,N, SF(xi) = s fi, es un nu´mero
real y no negativo, por lo que la funcio´n SF(xi) = s fi debe ser
semideﬁnida positiva:
SF : [0, 1] −→ R+ (4)
Proposicio´n 3.4. Suponiendo derivable al factor de saliencia




≤ 0, ∀pi ∈ [0, 1] (5)
En caso contrario, debe cumplir la condicio´n de ser una fun-
cio´n no creciente en dicho intervalo.
A partir de estas proposiciones, y siguiendo las hipo´tesis
que formalizan, la eleccio´n de la forma del factor de saliencia
es dependiente de la aplicacio´n, y debe reﬂejar la importancia
asignada a la excepcionalidad en el proceso de comparacio´n.
3.2. Comparacio´n de dos ima´genes: el factor de coincidencia
CF(xui, xvi)
El razonamiento se centra ahora en la deﬁnicio´n de la tarea
en la que dicho estı´mulo se vera´ inmerso, es decir, un proceso de
evaluacio´n de la similitud o diferencia entre las caracterı´sticas
extraı´das de dos estı´mulos. Para ello, se aplica el principio de
que tanto el estı´mulo como la tarea se codiﬁcan en forma de
valores de saliencia, por lo que se propone un mecanismo para
su combinacio´n, uno procedente del estı´mulo que se pretende
comparar (factor intensivo) y otro procedente del referente, que
se utiliza como codiﬁcacio´n de la tarea (factor diagno´stico).
Se propone ahora una metodologı´a original para establecer
la combinacio´n de la informacio´n procedente de ambos estı´mu-
los en un proceso de evaluacio´n de similitud. En lo sucesivo se
utiliza la siguiente nomenclatura:
{Iu, Iv} ∈ Γ un par de ima´genes que se sometera´n al proce-
so de evaluacio´n de similitud, ambas extraı´das del mismo
dominio
Xu = {xu1, . . . , xuN} y Xv = {xv1, . . . , xvN}, {Xu,Xv} ∈ Ω ⊂
R
N , los vectores de caracterı´sticas extraı´dos de cada una
de ellas respectivamente
SF(Xu) = {s fu1, . . . , s fuN} y SF(Xv) = {s fv1, . . . , s fvN},
{SF(Xu), SF(Xv)} ∈ RN+, los vectores que contienen los
factores de saliencia asociados a las valores de las carac-
terı´sticas de cada uno.
Se propone ahora la existencia de un Factor de Coinciden-
cia, CF(xui, xvi) = c f uvi , generado por un par de valores de una
caracterı´stica xi medida en dos ima´genes sometidas a un proce-
so de evaluacio´n de similitud:
Proposicio´n 3.5. Sean {Iu, Iv} ∈ Γ dos ima´genes sometidas a
un proceso de evaluacio´n de similitud, y {Xu,Xv} ∈ Ω ⊂ RN los
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vectores de caracterı´sticas extraı´dos a partir de ellas, respecti-
vamente. Entonces existe un escalar llamado factor de coinci-
dencia para la caracterı´stica i-e´sima, que pondera su relevan-
cia combinando los factores de saliencia del par de valores de
dicha caracterı´stica, {xui, xvi}, y que se deﬁne como:
CF : R × R −→ R (6)
El factor de coincidencia debe reﬂejar la forma en la que
se entiende que la informacio´n asociada a cada par de carac-
terı´sticas se debe combinar para resolver la tarea. Dado que en
este trabajo la hipo´tesis fundamental es que dicha informacio´n
se encuentra recogida en los factores de saliencia, el factor de
coincidencia debe basarse en ellos. Por lo tanto, se formula la
siguiente proposicio´n.
Proposicio´n 3.6. El factor de coincidencia para un par de va-
lores (xui, xvi), CF(xui, xvi) = c f uvi , depende de los factores de
saliencia de ambos, s fui y s fvi, respectivamente. Por lo tanto,
se puede modiﬁcar su deﬁnicio´n como:
CF : R+ × R+ −→ R (7)
A la vista de esta proposicio´n, parece claro que la notacio´n de-
berı´a cambiar de CF(xui, xvi) a CF(s fui, s fvi); no obstante, con
objeto de mantener la asociacio´n entre la deﬁnicio´n del factor
de coincidencia y los valores de las caracterı´sticas que lo origi-
nan se mantiene sin modiﬁcaciones.
Al igual que sucede con el factor de saliencia, se pueden ﬁ-
jar los criterios directores que deben guiar la decisio´n de co´mo
concretar el factor de coincidencia entre dos estı´mulos. En pri-
mer lugar, es obvio que cuando el valor de una caracterı´stica
tiene una saliencia baja para cualquiera de las dos ima´genes en
comparacio´n, el peso relativo de esta caracterı´stica en el pro-
ceso debe ser bajo. En el lı´mite, si ambos factores de salien-
cia fueran nulos, su factor de coincidencia deberı´a ser tambie´n
nulo. En el otro extremo, cuando ambas caracterı´sticas tengan
factores de saliencia elevados su factor de coincidencia debe
ser asimismo elevado, puesto que sus valores representan a un
te´rmino muy distintivo para ambos estı´mulos.
Este razonamiento se concreta en las dos siguientes propo-
siciones:
Proposicio´n 3.7. El valor del factor de coincidencia del par
{xui, xvi}, CF(xui, xvi) = c f uvi , es un nu´mero real no negativo,
ası´ que la funcio´n que lo deﬁne debe ser semideﬁnida positiva.
De esta forma, se puede modiﬁcar su deﬁnicio´n:
CF : R+ × R+ −→ R+ (8)
Proposicio´n 3.8. Si la funcio´n que deﬁne el factor de coinci-




≥ 0, k ∈ {u, v} (9)
En caso contrario, debe ser una funcio´n no decreciente con res-
pecto a sus dos para´metros.








≤ 0, k ∈ {u, v} (10)
que explica la dependencia entre el factor de coincidencia y la
probabilidad de alcanzar un determinado valor para una carac-
terı´stica. Esta ecuacio´n muestra que a medida que la probabi-
lidad de los valores en comparacio´n aumenta, e´stos tienen una
carga descriptiva inferior a la de aque´llos poco frecuentes den-
tro del universo del experimento.
3.3. Medida de similitud basada en la saliencia
En la seccio´n anterior se ha introducido el concepto de fac-
tor de coincidencia como elemento que cuantiﬁca la relevan-
cia de cada uno de los te´rminos (valores de caracterı´sticas) que
se utilizan en un proceso de comparacio´n. Este factor de coin-
cidencia se basa en los respectivos factores de saliencia, que
representan la informacio´n intensiva y diagno´stica para la reali-
zacio´n de la tarea. A partir de su valor, en este trabajo se propo-
ne el establecimiento de un mecanismo de ponderacio´n de cada
comparacio´n individual de caracterı´sticas, que en el caso de uti-












La medida de similitud presentada en este trabajo se ha pro-
bado en una tarea real de recuperacio´n de ima´genes por conteni-
do. En ella, se parte de una poblacio´n de ma´s de 31.000 ima´ge-
nes1. Todas ellas son binarias, y en la poblacio´n de la base de
datos no se han aplicado restricciones de taman˜o ni resolucio´n.
Su aspecto es exactamente igual al de la imagen que se muestra
en la ﬁgura 1.
Se ha decidido utilizar esta base de datos ad-hoc en lugar de
alguna de las existentes para benchmarking fundamentalmente
por cuestiones de adecuacio´n al problema: objetos sencillos de
formas claramente deﬁnidas y fa´cil caracterizacio´n y en nu´mero
suﬁciente como para incluir parecidos, distractores y una escala
similar a la de un problema real de recuperacio´n. De todas las
consultadas, la ma´s adecuada segu´n estos requisitos fue la base
SIID de la Universidad de Brown; sin embargo, su reducido ta-
man˜o hizo descartar esta opcio´n en favor de nuestra propuesta.
Una recopilacio´n de bases de datos de ima´genes para bench-
marking en VIRS se puede encontrar en (Fisher, 2011).
1disponibles mediante solicitud al autor
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Figura 1: Aspecto de las ima´genes utilizadas en el experimento
4.1. Procesamiento de las ima´genes
Con objeto de hacer compatible la representacio´n de las
ima´genes, se ha sometido a todas ellas a un proceso de nor-
malizacio´n, consistente en las siguientes operaciones:
el centroide de la ﬁgura que aparece en la imagen (campo
negro) se ha hecho coincidir con el centro de la imagen
la ﬁgura se ha escalado para que el punto ma´s alejado del
centroide sea tangente a la ma´xima circunferencia inte-
rior a la imagen
se ha recortado la imagen para que dicha circunferencia
sea tangente interior a sus lı´mites (i.e. se ha generado la
imagen cuadrada ma´s pequen˜a que circunscribe a la cir-
cunferencia)
se ha escalado la imagen ası´ generada a un taman˜o ﬁjo de
128×128 pı´xeles.
Se eligio´ este proceso de normalizacio´n, basado en la deﬁ-
nicio´n de un cı´rculo unidad, dado que la caracterizacio´n de las
ima´genes, como se explicara´ a continuacio´n, hace uso de des-
criptores cuyo ca´lculo se realiza en coordenadas polares. Obvia-
mente, esto hace que los pı´xeles exteriores a este cı´rculo unita-
rio no se utilicen para el co´mputo de estas caracterı´sticas. En
cuanto al taman˜o ﬁnal de las ima´genes se ha elegido de forma
experimental para compatibilizar una resolucio´n suﬁciente en
la descripcio´n de las ﬁguras con una moderada carga compu-
tacional en el procesamiento de cada una. El resultado de este
procesamiento puede observarse en la ﬁgura 2.
4.2. Extraccio´n de caracterı´sticas
Las ima´genes completas han sido descritas mediante mo-
mentos de Zernike; este descriptor ha sido usado frecuentemen-
te para la caracterizacio´n de ima´genes como las utilizadas en
este experimento (Kim and Kim, 1998)(Kim et al., 2000), da-
da su invarianza ante rotacio´n, que se une a la invarianza ante
traslacio´n y escala conseguidas mediante el proceso de norma-
lizacio´n de las ima´genes explicado anteriormente. En (Teh and
Figura 2: Resultado del proceso de normalizacio´n de las ima´genes: el centroide
del campo negro se representa con un pequen˜o cı´rculo blanco, mientras que el
cı´rculo unidad que rodea la ﬁgura aparece en lı´nea continua, siendo tangente al
punto de la ﬁgura ma´s alejado del centroide. No´tese que los pı´xeles exteriores
a este cı´rculo no sera´n utilizados posteriormente en la etapa de caracterizacio´n.
Chin, 1988) se demuestra su superioridad frente a otras descrip-
ciones basadas en momentos mediante un estudio comparativo,
y continu´an utiliza´ndose como referencia a la hora de evaluar
nuevos me´todos de descripcio´n de regiones, como en (Chen and



















R(ρ) = {Rnm(ρ) | n = 0, 1, . . . ,∞, |m| ≤ n, n − |m| par}
Basa´ndose en la familia de polinomios descrita en (12) se
deﬁnen los momentos bidimensionales de Zernike de una ima-
gen I(ρ, θ) (i.e. representada en coordenadas polares, frente a la








[V(ρ, θ)]∗I(ρ, θ), ρ ≤ 1 (13)
donde [.]∗ representa la transpuesta conjugada del vector, y:
V(ρ, θ) = R(ρ)e−imθ (14)
Es interesante mencionar algunos aspectos sobre el uso de
momentos de Zernike:
Cada momento extraı´do de la imagen es un nu´mero com-
plejo; en nuestra aplicacio´n so´lo se utiliza el mo´dulo, de
forma que el vector de caracterı´sticas empleado es:
X = |A| (15)
Los polinomios de Zernike forman una base ortonormal,
por lo que es posible realizar una reconstruccio´n de la
imagen original a partir del conjunto de momentos ex-
traı´dos. Esta propiedad se ha utilizado para tomar la deci-
sio´n acerca de cua´l debe ser el orden en el que se trunque
la serie de momentos para obtener una reconstruccio´n su-
ﬁcientemente detallada de la imagen procesada. En este
caso, la decisio´n ha sido alcanzar hasta momentos de or-
den n = 17, lo que da un vector de caracterı´sticas de 90
componentes.
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Por deﬁnicio´n (13), los momentos de Zernike se calculan
en el interior del cı´rculo unidad, por lo que se ha escalado
la medida del radio real en la imagen, r ∈ [0, 64], para
cumplir con esta condicio´n haciendo que ρ ∈ [0, 1].
Una vez extraı´dos todos los momentos, el valor de cada uno
de ellos ha sido reescalado para equilibrar su contribucio´n a
la medida de similitud en el proceso de comparacio´n. Ası´, el
vector de caracterı´sticas que se utiliza se deﬁne como:




ma´x(xki) −mı´n(xki) , ∀{k : Ik ∈ Γ} (17)
4.3. Estimacio´n de probabilidades
Una vez que se dispone de los vectores de caracterı´sticas,
se realiza la estimacio´n de la probabilidad de cada una de sus
componentes, que como se ha explicado servira´ despue´s para
realizar el ca´lculo del factor de saliencia de cada una de ellas.
Para realizar esta estimacio´n se ha seguido el siguiente proce-
dimiento:
para cada caracterı´stica x˜i se ha recopilado su valor en
cada una de las ima´genes utilizadas en el experimento,
formando el conjunto:
{x˜i} = {x˜ki | ∀Ik ∈ Γ} (18)
a partir de cada conjunto {x˜i} ası´ formado, se ha generado
su histograma, Hi, ﬁjando experimentalmente el ancho de
cada uno de sus bins en Δx˜i = 0,1, de tal forma que se ge-
neran diez niveles; este nu´mero de niveles representa un
compromiso entre una cantidad suﬁcientemente alta pa-
ra diferenciar entre rangos de valores del para´metro y lo
suﬁcientemente bajo para que haya diferencias signiﬁca-
tivas en el nu´mero de individuos asociados a cada tramo.
la estimacio´n de la probabilidad P(x˜i) = pi se toma como
el a´rea relativa del bin en el que el valor x˜i estarı´a aloja-
do en el histrograma Hi correspondiente a cada conjunto
{x˜i}.
Para veriﬁcar si con las probabilidades calculadas el me-
canismo de aplicacio´n de la saliencia a la ponderacio´n de la
medida de similitud resultarı´a efectivo, se analizo´ la distribu-
cio´n de probabilidades para cada una de las caracterı´sticas, por
evaluacio´n de la forma de los distintos histogramas generados,
encontra´ndose que la tendencia es a que adopten la forma de
distribuciones Gamma. Este hecho conﬁrma la observacio´n re-
cogida en (Kim and Kim, 1998), y marca diferencias signiﬁcati-
vas de probabilidad en distintos rangos de valores para cada ca-
racterı´stica, lo que a su vez generara´ diferencias apreciables en
los factores de ponderacio´n aplicados. No´tese que distrubicio-
nes uniformes hubieran resultado en evaluaciones de similitud
virtualmente iguales a las obtenidas con la distancia euclı´dea.
4.4. Deﬁnicio´n de la medida de similitud
Para poder establecer la capacidad de la medida de similitud
en relacio´n con la distancia euclı´dea, es necesario ﬁjar la forma
que toman tanto el factor de saliencia como el factor de coin-
cidencia. En el experimento cuyos resultados se presentan, se
ha optado por utilizar la misma deﬁnicio´n para los factores de
saliencia correspondientes a todas las caracterı´sticas. No obs-
tante, en aplicaciones en las que existan diferencias cualitativas
entre las caracterı´sticas utilizadas, serı´a posible diferenciar ca-
da uno de estos factores para cada una de ellas. En concreto, en
este caso se ha deﬁnido el factor de saliencia:
SF(xi) = s fi = 1 − P(x˜i) = 1 − pi, ∀i = 1, . . . ,N (19)
deﬁnicio´n que obviamente cumple con las proposiciones refe-
ridas.
En cuanto al factor de coincidencia utilizado, se ha deﬁnido
como:
CF(x˜ui, x˜vi) = c f uvi = s fui s fvi = (1−pui)(1−pvi), ∀i = 1, . . . ,N
(20)
No´tese que estas deﬁniciones describen un comportamiento
para el factor de ponderacio´n caracterizado por:
La medida de similitud que se aplica con el factor de
coincidencia deﬁnido en (20) tiene como cota superior
el valor de la distancia euclı´dea medida sobre los mismos
estı´mulos en comparacio´n:
0 ≤ SF(x˜ui) ≤ 1
0 ≤ SF(x˜vi) ≤ 1
}
→ 0 ≤ CF(x˜ui, x˜vi) ≤ 1 (21)
⇒ MD2(X˜u, X˜v) ≤ D2(X˜u, X˜v) (22)
donde D2(.) representa la distancia euclı´dea.
Gracias a esta propiedad adicional, en el experimento que
se va a describir ha sido posible cuantiﬁcar el efecto de
la aplicacio´n de la correccio´n a trave´s de los factores de
ponderacio´n incluidos en la medida de similitud, por sim-
ple observacio´n de la cuantı´a en que dicha medida decre-
ce con respecto al valor de distancia calculado.
De otra parte, se ha construido el factor de ponderacio´n
considerando por igual los factores de saliencia proce-
dentes de ambos estı´mulos, es decir, que se ha tenido en
cuenta de igual forma la saliencia bottom-up (dependien-
te del estı´mulo) y la saliencia top-down (dependiente de
la tarea, en este caso el referente de la comparacio´n). Esta
eleccio´n se debe a la concurrencia de dos circunstancias:
por un lado, como ya se ha mencionado, no existen di-
rectrices en la bibliografı´a sobre co´mo construir un mapa
de saliencia top-down; por otra parte, lo normal en un
proceso de comparacio´n de dos estı´mulos para evaluar su
parecido, es considerar ambos por igual, sin establecer
diferencias sobre cua´l representa el query y cua´l esta´ in-
cluido en la base de datos.
CF(xui, xvi) = CF(xvi, xui) (23)
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Esta es una decisio´n de disen˜o del experimento que no
tiene por que´ producirse de igual forma en otros contex-
tos o para otras tareas. En circunstancias en las que exista
una clara asimetrı´a en el comportamiento de los estı´mu-
los que se somenten a comparacio´n, se disen˜arı´a un factor
de coincidencia que materializarı´a la dominancia de uno
de ellos.
4.5. Disen˜o del experimento
Para la prueba de la medida de similitud, se seleccionaron
al azar 100 ima´genes, que fueron utilizadas como queries a la
base de datos completa. Dado que el objetivo del expermento
no es comprobar la capacidad de recuperar variaciones de la
imagen utilizada para el query (problema de matching), no se
realizo´ ninguna modiﬁcacio´n sobre ninguna de ellas, dando por
seguro que la identidad se recupera en primer lugar en todos los
casos.
En lo sucesivo, se va a utilizar la siguiente notacio´n para re-
ferirse a un conjunto ordenado de ima´genes recuperadas como
consecuencia de un query. Sea la imagen de consulta Iq ∈ Γ, sea
ω el orden de los momentos de Zernike utilizados en la compa-
racio´n, y M el cardinal del conjunto de ima´genes recuperadas;
entonces, el conjunto ordenado de ima´genes recuperadas se de-
nota por IQ(ω,Φ(., .),M), donde Φ(., .) es la funcio´n utilizada
para la evaluacio´n de la similitud, y que en el caso del experi-
mento que se describe puede ser la distancia euclı´dea, en cuyo
caso Φ(., .) = D2(., .), o bien la medida de similitud propues-
ta, Φ(., .) = MD2(., .). Al ser ordenados, cualquier elemento de
cada uno de estos conjuntos posee un subı´ndice que indica su
posicio´n dentro del conjunto: a menor subı´ndice, mayor simili-
tud con el referente (i.e. imagen de query).
Para cada una de estas 100 queries se recuperaron dos con-
juntos de ima´genes de 25 elementos cada uno, el primero utili-
zando la distancia euclı´dea en la comparacio´n, y el segundo la
medida de similitud; siguiendo la notacio´n propuesta, los con-




Q = 1, . . . , 100 (24)
Una vez recuperados estos conjuntos de ima´genes hacien-
do uso de las dos medidas para la comparacio´n, se contrastaron
ambos resultados con la percepcio´n humana de similitud, me-
diante la participacio´n de voluntarios que se sometieron a la
tarea de clasiﬁcar como ’Parecida’ o ’No parecida’ cada una de
las ima´genes recuperadas para cada consulta en ambos casos.
El procedimiento seguido para esta validacio´n se atuvo a los
siguientes principios:
Cada voluntario reviso´ diez conjuntos de 25 ima´genes,
correspondientes a 10 queries distintos (i.e. revisio´n de
250 ima´genes)
Ningu´n voluntario reviso´ los dos resultados generados
para el mismo query
Los diez conjuntos se dividieron en cinco correspondien-
tes a distancia euclı´dea y cinco a medida de similitud,
con objeto de no sesgar el resultado a favor de ningı´un
procedimiento
Ningu´n voluntario conocı´a el objetivo ﬁnal del experi-
mento
La evaluacio´n fue siempre cualitativa, como se ha descri-
to. No se solicito´ ninguna evaluacio´n cuantitativa.
Los conjuntos recuperados se presentaron desordenados,
para evitar sesgo a favor de los primeros
Cada conjunto recuperado fue evaluado una u´nica vez
Durante el experimento no se ha dispuesto de un conjun-
to etiquetado como ground truth para ninguna de las consultas,
debido a la escala del problema: 100 consultas a una base de
datos de 31000 individuos supone abordar el etiquetado previo
de ma´s de tres millones de ima´genes. Si se realizara esta tarea
consumiendo un segundo por cada imagen se tardarı´an casi 900
horas de trabajo para disponer del conjunto etiquetado comple-
tamente.
Como resultado del proceso de validacio´n, se dispone de
una etiqueta para cada imagen recuperada que la sen˜ala como
parecida o no a la correspondiente imagen de consulta.
4.6. Descripcio´n de los resultados
Para poder establecer la comparacio´n entre el conjunto de
resultados obtenido con la distancia euclı´dea y los conseguidos
con la medida de similitud, se ha recurrido a calcular la pre-
cisio´n media alcanzada con cada me´todo. La precisio´n en un
conjunto de recuperacio´n se calcula como:
precisio´n =
ima´genes correctamente recuperadas
taman˜o del conjunto recuperado
(25)
No´tese que al no poder contar con un conjunto de etiquetas
a priori generadas de acuerdo con la relevancia o no de una
imagen para cada consulta, no es posible establecer el recall,
la otra medida cla´sica utilizada en la evaluacio´n de sistemas de
recuperacio´n de informacio´n, que se deﬁne como:
recall =
ima´genes correctamente recuperadas
ima´genes similares en la base de datos
(26)
A partir de la deﬁnicio´n (25) el procedimiento para evaluar
el rendimiento de cada medida de comparacio´n empleada ha
consisitido en calcular para cada consulta y cada procedimien-
to de comparacio´n la precisio´n alcanzada para cada taman˜o del
conjunto de recuperacio´n entre 1 y 25. Una vez que se ha obte-
nido este valor, se ha promediado cada uno de ellos empleando
las 100 consultas realizadas. Al ﬁnal de este proceso se dispo-
ne, para cada procedimiento de comparacio´n, de un conjunto
ordenado de 25 valores de precisio´n media, correspondientes
a los promedios de precisio´n alcanzados para cada taman˜o del
conjunto recuperado.
Los resultados obtenidos para ambas series de valores se
muestran en la ﬁgura 3(a); en ella se puede apreciar el tı´pico
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(a) Comportamiento neto de la precisio´n para distancia euclı´dea
(continua) y medida de similitud (discontinua)



















(b) Diferencia entre la precisio´n de la medida de similitud y de la
distancia euclidea
Figura 3: Resultados de la validacio´n del expermiento.
comportamiento de una curva de preciso´n, decreciendo a medi-
da que el conjunto de recuperacio´n aumenta, dando lugar a la
inclusio´n de ma´s falsos positivos.
En la ﬁgura 3(a) puede aprecierse como, aun cuando ambas
curvas siguen claramente la misma tendencia de precisiones de-
crecientes, la gra´ﬁca en lı´nea discontinua correspondiente a la
medida de similitud se situ´a por encima de la de la distancia
euclı´dea para pra´cticamente todos los taman˜os del conjunto de
recuperacio´n. Para apreciar esta tendencia con ma´s detalle, se
ha incluido la ﬁgura 3(b), en la que se han representado las di-
ferencias entre ambas series de valores, mostra´ndose casi para
cada conjunto de recuperacio´n favorable a la medida de simili-
tud propuesta.
En la ﬁgura 3(b) se pueden apreciar tres hitos que merece la
pena comentar en detalle:
En primer lugar, y para un taman˜o del conjunto de re-
cuperacio´n de dos elementos, se puede apreciar un pico
negativo, indicando que el correspondiente valor de pre-
ciso´n media es superior para la distancia euclı´dea. Es-
to indicarı´a un mejor comportamiento para conjuntos de
recuperacio´n muy reducidos por parte de e´sta. Para com-
probar si realmente esta tendencia es estadı´sticamente sig-
niﬁcativa, se ha realizado un test del signo de Fischer pa-
ra realizar el contraste de hipo´tesis (Urdan, 2005). Para
realizar el test, se han tomado los valores individuales de
precisio´n alcanzados para un conjunto de recuperacio´n de
dos elementos, para cada una de las 100 consultas reali-
zadas, tanto en el caso de la distancia euclı´dea como en
el caso de la medida de similitud. Esto arroja pares de va-
lores, correspondientes a las precisiones alcanzadas con
ambos procedimientos para cada query. El test de signo
indica si estos pares provienen de la misma funcio´n de
distribucio´n de probabilidad, o si por el contrario proce-
den de dos distintas; esto u´ltimo indicarı´a que estadı´sti-
camente hablando, uno de los dos me´todos, en este ca-
so la distancia euclı´dea, tiene un mejor comportamiento
que el otro. La hipo´tesis nula es que ambas distribuciones
son la misma, y que por lo tanto ningu´n me´todo es mejor
que el otro. Realizado este test, el estadı´stico obtenido
es ρ = 0,6875, que conﬁrma la hipo´tesis nula e indica
una muy elevada probabilidad de que ambos conjuntos
de datos, procedan de la misma funcio´n de distribucio´n
de probabilidad. De hecho, el rechazo de la hipo´tesis nu-
la se realiza cuando el estadı´stico obtenido es ρ = 0,05
o menor, por lo que claramente queda probado que esta
tendencia es un suceso puramente aleatorio.
A partir de este primer valor negativo, el gra´ﬁco evolu-
ciona ra´pidamente hasta alcanzar un pico positivo para
un taman˜o de cinco elementos en el conjunto de recu-
peracio´n, en el que la medida de similitud propuesta se
comporta claramente mejor que la distancia euclı´dea. Al
igual que en el caso anterior, se ha validado esta hipo´tesis
con el test del signo, arrojando un valor para el estadı´sti-
co de ρ = 0,043, que queda por debajo del umbral de
aceptacio´n de la hipo´tesis nula. Se puede concluir, por lo
tanto, que este pico es signiﬁcativo desde el punto de vis-
ta estadı´stico, y demuestra un mejor comportamiento de
la medida de similitud. En concreto esta mejora se pue-
de cuantiﬁcar a partir de los valores precisos alcanzados
para cada serie:
• la precisio´n media para la distancia euclı´dea es de
ΠD = 0,57
• la precisio´n media para la medida de similitud es de
ΠMD = 0,6
• la mejora de precisio´n en te´rminos absolutos es por
tanto de un ΔΠ = 3%









Tras este ma´ximo local, la serie de diferencias se mantie-
ne siempre en valores positivos, lo que signiﬁca que hay
una tendencia mantenida a que la medida de similitud
tenga mejor comportamiento que la distancia euclı´dea.
Esta tendencia culmina con un nuevo ma´ximo local para
un taman˜o del conjunto recuperado de 25 elementos. Una
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vez ma´s, se valida la relevancia estadı´stica de esta dife-
rencia con el test del signo, obtenie´ndose un valor para
el estadı´stico de ρ = 0,002, muy por debajo del umbral
de aceptacio´n, lo que indica que claramente la medida de
similitud tiene un comportamiento estadı´sticamente me-
jor que la distancia. Al igual que en el caso anterior, se
puede cuantiﬁcar esta mejora con los siguientes datos:
• la precisio´n media para la distancia euclı´dea es de
ΠD = 0,2744
• la precisio´n media para la medida de similitud es de
ΠMD = 0,2904
• la mejora de precisio´n en te´rminos absolutos es por
tanto de un ΔΠ = 1,6%









lo que conﬁrma la tendencia observada en el ma´xi-
mo anterior.
En te´rminos cualitativos, la tendencia global observada en el
gra´ﬁco 3(b) parece indicar que inicialmente la medida de si-
militud tiene mayor capacidad para agrupar los resultados fa´ci-
les entre los primeros elementos del conjunto de recuperacio´n.
Cuando el conjunto de recuperacio´n crece, la distancia euclı´dea
incluye estos mismos resultados fa´ciles, aunque ma´s alejados
de los primeros lugares, por lo que las precisiones tienden a
nivelarse, tendencia que se observa en la seccio´n central del
gra´ﬁco. Finalmente, la diferencia vuelve a aumentar, lo que in-
dicarı´a que la medida de similitud tiene mejor capacidad para
traer a los primeros lugares del conjunto de recuperacio´n los ca-
sos ma´s difı´ciles, que aparecen so´lo despue´s de haber aparecido
varios falsos positivos.
Con objeto de desechar cualquier resultado casual en el ex-
perimento descrito, y conﬁrmar deﬁnitivamente el mejor com-
portamiento de la medida de similitud propuesta en sistemas de
evaluacio´n de similitud, se repitio´ el experimento exactamente
igual que en el caso que se acaba de describir, salvo por dos
diferencias:
el orden de los momentos de Zernike utilizado fue de 9
en lugar de 17
el nu´mero de elementos recuperados para cada consulta
fue 10, para simpliﬁcar la tarea de validacio´n
Con estos nuevos para´metros, que suponen una representa-
cio´n ma´s pobre para cada imagen, los resultados alcanzados son
los que se muestran en la ﬁgura 4(a), donde se puede apreciar
que se repite la tendencia decreciente en los valores de precisio´n
media a medida que aumenta el conjunto recuperado.
Como puede apreciarse en la ﬁgura 4(b) la serie de diferen-
cias es ahora pra´cticamente mono´tona creciente, indicando que
con esta representacio´n empobrecida la medida de similitud tie-
ne mejor capacidad de recuperar ima´genes similares para cual-
quier taman˜o del conjunto de recuperacio´n entre los explorados
que la distancia euclı´dea. Para veriﬁcar si estadı´sticamente es-
ta tendencia es signiﬁcativa, se ha tomado como referencia el
valor ﬁnal de la serie, para conjuntos de recuperacio´n de diez
ima´genes, y se ha repetido el test del signo. El resultado obteni-
do en esta ocasio´n para el estadı´stico ha sido de ρ = 1,85 10−7,
lo que indica que claramente la medida de similitud tiene mejor
comportamiento que la distancia euclı´dea.
Al igual que en los casos anteriores, se ha cuantiﬁcado esta
mejorı´a en el comportamiento en la evaluacio´n de similitud, a
partir de los valores de las precisiones medias:
para la distancia euclı´dea es de ΠD = 0,402
para la medida de similitud es de ΠMD = 0,451
la mejora de precisio´n es por tanto de un ΔΠ = 4,9%









Este resultado conﬁrma plenamente los anteriores, e indica
que la medida de similitud propuesta en este trabajo supera con
creces el comportamiento de la distancia euclı´dea como herra-
mienta para la recuperacio´n de ima´genes por contenido.
Todos los resultados para cada uno de estos conjuntos de
recuperacio´n con su data completa se resumen en la tabla 1.
Tabla 1: Resumen de los resultados de los distintos expermientos
ω M ΠD ΠMD ΔΠ ΔrelΠ
17 5 0.57 0.6 3% 5 %
17 25 0.2744 0.2904 1.6% 5.5%
9 10 0.402 0.501 4.9% 10.86 %
5. Conclusiones
En este trabajo se propone una medida de similitud basada
en la extraccio´n de caracterı´sticas de una imagen y en su com-
paracio´n siguiendo una estrategia de ponderacio´n fundamenta-
da en el concepto de saliencia. Se han sentado los principios
formales que deben regir su deﬁnicio´n a trave´s de una serie de
proposiciones, cuyo objetivo es cuantiﬁcar el efecto cualitativo
de dicha saliencia para cada caracterı´stica empleada, ası´ como
la estrategia a seguir en su combinacio´n al resolver una tarea de
comparacio´n entre dos estı´mulos.
Los resultados obtenidos en diversos experimentos mues-
tran un comportamiento nı´tidamente mejor que el referente usual
en el desarrollo de las tareas de comparacio´n en VIRS, como es
la distancia euclı´dea aplicada a los vectores de caracterı´sticas;
la condicio´n para alcanzar este resultado es que, dada una ca-
racterı´stica usada en la comparacio´n, sus probabilidades de al-
canzar distintos valores sean signiﬁcativamente diferentes. Di-
cha mejorı´a se ha conﬁrmado a trave´s de los correspondientes
contrastes de hipo´tesis, que conﬁrman su relevancia estadı´stica.
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(a) Comportamiento neto de la precisio´n para distancia euclı´dea
(continua) y medida de similitud (discontinua)





















(b) Diferencia entre la precisio´n de la medida de similitud y de la
distancia euclidea
Figura 4: Resultados de la validacio´n del segundo expermiento.
Todas estas conclusiones indican la validez de la estrategia
propuesta, e impulsan la profundizacio´n en el estudio de la de-
ﬁnicio´n de las funciones de ponderacio´n de caracterı´sticas; ası´,
la formulacio´n de nuevas formas para los factores de saliencia y
de coincidencia, y ma´s precisamente, la deﬁnicio´n diferenciada
las saliencias bottom-up y top-down, son lı´neas abiertas de in-




The ubiquitous growth of multimedia production is causing
the creation of new visual information retrieval paradigms. One
of the most relevant among them is that represented by Visual
Information Retrieval Systems (VIRS), where a common task
is ordering a set images according to their similarity to a given
one. In this work a new proposal for evaluating similarity bet-
ween two images is introduced; both images are represented by
respective feature vectors, and the perceptual cue used to ge-
nerate the similarity measure is saliency, a concept thoroughly
known in Psychology. New methodologies for quantifying sa-
liency of feature values, for combining them during a compari-
son process and, eventually, to weight that feature attending to
the result of the combination, are introduced as well. The results
for the evaluation of this similarity measure in an image based
content retrieval task are presented, as well as their comparison
with those obtained using euclidean distance in the same task.
Both are validated by volunteers who labelled the retrieved sets.
Keywords:
Image databases, content based retrieval, similarity measu-
res, perceptual models, image analysis.
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