An asymptotic limit of a class of Cahn-Hilliard systems is investigated to obtain a general nonlinear diffusion equation. The target diffusion equation may reproduce a number of well-known model equations: Stefan problem, porous media equation, Hele-Shaw profile, nonlinear diffusion of singular logarithmic type, nonlinear diffusion of Penrose-Fife type, fast diffusion equation and so on. Namely, by setting the suitable potential of the Cahn-Hilliard systems, all of these problems can be obtained as limits of the Cahn-Hilliard related problems. Convergence results and error estimates are proved.
Introduction
In this paper, we are interested in a discussion of the nonlinear diffusion problem ∂u ∂t − ∆ξ = g, ξ ∈ β(u) in Q := Ω × (0, T ), (1.1)
2) u(0) = u 0 in Ω, (1.3)
as an asymptotic limit of the following Cahn-Hilliard system ∂u ∂t − ∆µ = 0 in Q, (1.4) µ = −ε∆u + ξ + π ε (u) − f, ξ ∈ β(u) in Q, (1.5) ∂ ν µ = ∂ ν u = 0 in Σ, (1.6) u(0) = u 0ε in Ω, (1.7) as ε ց 0, where 0 < T < +∞ denotes a finite time and Ω ⊂ R d , d = 2 or 3, is a bounded domain with smooth boundary Γ; the symbol ∆ stands for the Laplacian, and ∂ ν denotes the outward normal derivative on Γ. In the nonlinear diffusion term, β is a maximal monotone graph and π ε is an anti-monotone function which tends to 0 in a suitable way as ε ց 0. It is well known that the Cahn-Hilliard system (1.4)-(1.7) is characterized by the nonlinear term β+π ε , which represents some derivative (actually, a non-smooth β plays as the subdifferential of a proper convex and lower semicontinuous function) of a multiwell function W . Usually referred as the double well potential, we can take, as a simple example, W (r) = (1/4)(r 2 − ε) 2 ; in this case, we have that β(r) = r 3 and π ε (r) = −εr for all r ∈ R, π ε depending on ε > 0 (see the details of this prototype in [11, 21] ). Actually, the Cahn-Hilliard system (1.4)-(1.7) has been treated under various frameworks for β + π ε , in particular for graphs β singular with bounded domain or even non-smooth subdifferentials of bounded intervals. On the other hand, it is clear that the corresponding problem (1.1)-(1.3) may represent various kind of nonlinear diffusion problems: Stefan problem, porous media equation, Hele-Shaw profile, diffusion for a singular logarithmic potential, nonlinear diffusion of Penrose-Fife type, and fast diffusion equation (see the later Examples 1-6).
The main objective of this paper is to show, for a fixed graph β and for some known datum f precisely related to the data g and h in (1.1)-(1.2) (cf. (2.6)-(2.7)), the convergence of the solutions to the Cahn-Hilliard system (1.4)-(1.7) to the respective solution of the nonlinear diffusion problem (1.1)-(1.3). Namely, by performing some asymptotic limit ε ց 0 in (1.4)-(1.7), we naturally reaffirm the existence of solutions to (1.1)-(1.3). Of course, the initial values u 0ε in (1.7) should suitably converge to the initial datum u 0 in (1.3). By a similar procedure, the Stefan problem with dynamic boundary conditions was obtained as asymptotic limit in [22] . Moreover, as the solution to the limiting problem is also unique, we can prove an error estimate for the difference of solutions in suitable norms.
A brief outline of this paper along with a short description of the various items is as follows. In Section 2, the convergence theorem is stated. Firstly, we set the notation that is used in the paper. Next, we introduce the target problem (P) for the nonlinear diffusion equation and recall the problem (P) ε for the Cahn-Hilliard approximating system; we also state a mathematical result for (P) ε in Proposition 2.1. At this point, we list and deal with various examples for the problem (P). All of these problems introduced in the Examples 1-6 are included in the framework of Theorem 2.3, which are stated shortly after and are focused on the convergence of Cahn-Hilliard systems (P) ε to the nonlinear diffusion problem (P).
In Section 3, we detail the uniform estimates that will be useful to show the convergence results. In order to guarantee enough regularity for the unknowns of (P) ε , we consider the regularized problem (P) ε,λ in which β is replaced by its Yosida approximation β λ , λ > 0. After deriving all the estimates on (P) ε,λ , we infer the same kind of uniform estimates and consequent regularities for (P) ε .
In Section 4, the proof of Theorem 2.3 is given. The strategy of the proof is quite standard: by exploiting the uniform estimates, we pass to the limit as ε ց 0; on the other hand, let us put some emphasis on the monotonicity argument. The uniqueness for (P) is also discussed there.
In Section 5, we prove the error estimate stated in Theorem 5.1 by applying a special bootstrap argument. In Section 6, we can improve our results enhancing the error estimate by Theorem 6.1. Actually, under a stronger assumption for the heat source f , we can neglect an already required condition for the growth of β and, in addition, treat a wider class of problems, in particular the ones outlined in Examples 5 and 6.
A final Section 7 contains the proof of an auxiliary proposition. A detailed index of sections and subsections is reported here. 
Convergence results
In this section, we state the main results.
Notation
We use the spaces H := L 2 (Ω), V := H 1 (Ω) with usual norms | · | H , | · | V and inner products (·, ·) H , (·, ·) V , respectively. Moreover, we introduce the space
The symbol V * denotes the dual space of V and the pair ·, · V * ,V stands for the duality pairing between V * and V . Define m :
where |Ω| denotes the volume of Ω. If z * ∈ H, m(z * ) gives the mean value of z * , i.e.,
Under these setting, we prepare a linear operator N :
, we let w = N w * if w ∈ V , m(w) = 0 and w is a solution of the following variational equality
and, in particular, w ∈ W . We have the following property of N : if v = N v * and w = N w * , then
Hence, by defining
it is clear that | · | V * yields a norm of V * . We also recall the Poincaré-Wirtinger inequality: there is a positive constant c P such that |z|
Solution of the Cahn-Hilliard system
In this subsection, we recall the well-known result for the solvability for the Cahn-Hilliard system. Let us emphasize that we term (P) the target problem expressed by (1.1)-(1.3): this is an initial and non-homogeneous Neumann boundary value problem for the nonlinear diffusion equation (1.1), where g : Q → R, h : Σ → R and u 0 : Ω → R, are the given data.
Moreover, for ε > 0 we let (P) ε denote the Cahn-Hilliard initial-boundary value problem (1.4)-(1.7), in which f : Q → R and u 0ε : Ω → R appear as the prescribed data and should be in some relation with g, h and u 0 , as well as π ε has to enjoy some properties for small ε.
A simple remark concerning (P) ε is that, as it is usual for Cahn-Hilliard systems, equation (1.4) and the second boundary condition in (1.6) imply consevation of the mean value for u, that is, m(u(t)) = m(u 0ε ) for all t > 0. Indeed it suffices to integrate (1.4) by parts in space and time using (1.6) and (1.7). At the same time, we are interested to set the same condition of mass (or mean value) conservation for the solutions to (P).
Thus, we prescribe the data g and h such that
then, by simply integrating (1.1) over Ω and using (1.2), we find that
Then, we can specify f acting in (1.5) as an arbitrary solution of the following elliptic problem:
where z Γ denotes the trace of z on Γ. Throughout this paper, we assume that 
for some positive constant c 4 and for all ε ∈ (0, 1]; in addition, u 0ε → u strongly in H as ε ց 0.
The existence of a family of data {u 0ε } satisfying (A5) is checked in the Appendix. In order to make clear the generality of our setting, we give here some examples in which assumptions (A1)-(A3) hold.
The Stefan problem is a well-known model for the mathematical description of the solid-liquid phase transition. A number of results is available in the literature for the Stefan problem, let us just quote e.g. [19, 24] . Using the weak formulation for this sharp interface model, as in [19] one can take β : R → R a piecewise linear function and π ε as follows:
for all r ∈ R, where k s , k ℓ > 0 stand for the heat conductivities on the solid and liquid region, respectively; L > 0 is the latent heat coefficient. In this model, u and β(u) represent the enthalpy and the temperature, respectively. One can see [7, 22, 27] and references therein about the Stefan problem and its abstract framework.
Example 2 [Porous media equation].
Let us consider the dynamics of a gas in a porous medium. Let the unknown parameter u be its density. The dynamics (1.1)-(1.3) is suited for this case within the following setting of β and corresponding π ε :
with the exponent q > 1. About porous media equation, there is a large amount of related work, for example, [1-3, 6, 25, 29-31, 38, 44] and [43] so to quote a list of papers and a monograph. that is,
where ∂I [0, 1] is the subdifferential of the indicator function
The corresponding π ε is defined in terms of some C 1 function π, strictly decreasing and vanishing at r = 1/2. More details and other references can be found in [2, 3, 31, 35, 39] .
Example 4 [Nonlinear diffusion with singular logarithmic law ]. The double well potential is chosen in order that its derivative is of singular logarithmic type. In this case, β is defined in an open interval, for instance (−1, 1), and it becomes singular when it approaches −1 and 1. We can take β(r) = |r| ln 1 + r 1 − r for r ∈ (−1, 1), π ε (r) = −ε α r for r ∈ R, for a fixed positive constant α. Please note that the domain of β is the closed interval [−1, 1]. The double well structure is reproduced also in this case. Logarithmic nonlinearities can be found in a number of contributions devoted to the Cahn-Hilliard systems (see the recent contributions [9, 10, 12, 13] and references therein.
The assumption (A2) plays a role for ensuring the existence of a solution to the limit problem, cf. [32] . Actually, we can avoid it provided we replace (A4) with the stronger regularity assumption (cf.
Indeed, in view of (2.6), note that f fulfils the Neumann homogeneous boundary condition and ∆f is bounded in
, whence f ∈ L 2 (0, T ; W ) by elliptic regularity. Assumption (A6) will be especially useful in Section 6 to improve the error estimate. On the other hand, the convergence result stated in Theorem 2.3 ensures the existence of a solution to the limit problem (P) as well. In this respect, our Theorem 2.3 turns out a generalization of [32] .
Here, we give two additional examples fitting our framework in the case when (A2) does not hold.
Diffusion equations as limits of Cahn-Hilliard systems
Example 5 [Nonlinear diffusion of Penrose-Fife type]. We take a variation of the Stefan problem, written as
where θ > 0 denotes the absolute temperature, θ c > 0 is a critical temperature around which the phase change occurs, and the graph H is the same as in (2.10). 0 If v is the selection from ζ(θ) := θ + LH(θ − θ c ), then we can rewrite (2.12) as
where γ is the composition of θ → −1/θ and the inverse graph of ζ. Since γ does not go across the origin, we change the variable and set
in order to match the assumption (A1). Note that in this case, π ε can be taken exactly as in the Example 1 of the Stefan problem, while the assumption (A2) is not satisfied due to the behavior of β as r → +∞. The limiting problem and variations of it were discussed in [14-17, 23, 37] .
This setting is similar to the one of the porous media equation
but with 0 < q < 1, so that there should be extinction of the solution in a finite time (see, e.g., [5, 6, 20, 25, 28, 40, 41, 43] ). The extreme cases for q are q = 1, which corresponds to the linear heat equation, and q = 0, which yields
that is, a sign graph with similar behavior as H in (2.10). Note that whenever 0 ≤ q < 1, π ε turns out to act as a perturbation at infinity: outside a bounded interval (whose length depends on ε > 0) the potential β + π ε becomes negative. In all of these cases, 0 is a local minimum and there are two absolute symmetric maxima. Also in this situation, assumption (A2) does not hold. Now, let us go back to our general theory and formulate an existence and uniqueness result for the problem (P) ε (see, e.g., [9, 18, 34, 36] ). Proposition 2.1. Assume either (A1)-(A5) or (A1), (A3) with σ(ε) = ε 1/2 , (A5) and (A6). Then, for every ε ∈ (0, 1] there exists a triplet (u ε , µ ε , ξ ε ) with
for a.a. t ∈ (0, T ), and
Moreover, there exists a positive constant M, independent of ε > 0, such that
Since this type of the problem has been treated in other papers, we only sketch the key points of the proof, in particular estimates (2.17)-(2.18), in the next section.
Convergence theorem
In this subsection, we define the weak solution for the nonlinear diffusion problem (P). Then, we state the convergence results.
is called weak solution of (P) if u, µ, ξ satisfy
Our first result is related to the convergence of the solution of the Cahn-Hilliard system (P) ε to the weak solution of the nonlinear diffusion equation (P). Theorem 2.3. Assume either (A1)-(A5) or (A1), (A3) with σ(ε) = ε 1/2 , (A5) and (A6). For each ε ∈ (0, 1], let (u ε , µ ε , ξ ε ) be the solution of (P) ε obtained in Proposition 2.1. Then, there exists one triplet (u, µ, ξ) such that u ε → u strongly in C [0, T ]; V * and weakly star in
and, at least for a subsequence,
as ε ց 0. The triplet (u, µ, ξ) is a weak solution of (P) and the component u is uniquely determined. Moreover, if β is single-valued, then µ and ξ are also unique.
Uniform estimates
In this section, we obtain the uniform estimates useful to prove the convergence theorem. Throughout this section and the next Section 4, we will argue under the assumptions (A1)-(A5); the suitable modifications for the other set of assumptions of Theorem 2.3 will be discussed in Section 6.
Approximate problem for (P) ε
In order to obtain the uniform estimates with respect to ε ∈ (0, 1], we need to consider a problem approximating (P) ε , and this is actually a strategy to prove Proposition 2.1. Therefore, let us sketch the proof of Proposition 2.1 here. For each λ ∈ (0, 1], consider the problem (P) ε,λ which consists in finding the pair (u ε,λ , µ ε,λ ) satisfying
for a.a. t ∈ (0, T ), and u ε,λ (0) = u 0ε in H.
Here, β λ is the Yosida approximation of β (see, e.g., [4, 8, 33] ), that is, β λ : R → R is defined by
for all r ∈ R, where the associated J λ : R → R is called the resolvent operator. It is well known that β λ is the derivative of the Moreau-Yosida regularization β λ : R → R of β:
The inequalities 0 ≤ β λ (r) ≤ β(r) hold for all r ∈ R. Based on available results (cf., e.g., [9, 34, 36] ), it turns out that the problem (P) ε,λ has the solution (u ε,λ , µ ε,λ ), with u ε,λ ∈ H 1 (0,
2) is equivalent to an evolution equation in terms of the variable v ε,λ := u ε,λ − m 0 in the subspace H 0 := {z ∈ H : m(z) = 0} of H. Then, we can adapt the results of [18] for doubly nonlinear evolution equations to show the existence. Now, recalling the definition of N (see (2.1)-(2.2)), we take z = 1 in (3.1) and obtain u ′ ε,λ (t) ∈ D(N ); moreover, (3.1) can be rewritten as
whence (3.2) is equivalent to
for a.a. t ∈ (0, T ), because m(u 0ε ) = m 0 .
Deduction of the estimates
The proof of the convergence theorem is based on the estimates, independent of ε, for the solutions of (P) ε . Here, we derive the useful uniform estimates on the approximating problem (P) ε,λ and, after stating and proving the series of next lemmas, we comment about the limit as λ ց 0.
Lemma 3.1. There exists a positive constant M 1 and two valuesλ,ε ∈ (0, 1], depending only on the data, such that
Proof. In order to obtain the boundedness in L ∞ (0, T ; H) for u ε,λ , here we exploit the assumption (A2). About the other set of assumptions of Theorem 2.3, we will discuss the variation of this lemma in Section 6. We test (3.4) at time s ∈ (0, T ) by u ′ ε,λ (s) ∈ H and integrate the resultant over (0, t). In view of (2.2), (2.3), and m(u ′ ε,λ (s)) = 0, we deduce that
for all t ∈ [0, T ], where π ε is the primitive of π ε defined by π ε (r) := r 0 π ε (ρ)dρ for all r ∈ R. Now, from (A2) it follows that
for all r ∈ R. Therefore, takingλ := min{1, 1/(2c 1 )} and using 1/(4λ) ≥ c 1 /2, we have
for a.a. s ∈ (0, T ). Next, recalling the Maclaurin expansion and (2.8) of (A3), we infer that
for all r ∈ R. Now, from (A3) we deduce that there existsε ∈ (0, 1] such that σ(ε) ≤ c 1 /(8c 3 (1 + |Ω|)) for all ε ∈ (0,ε]. Thus, we have
for a.a. s ∈ (0, T ). Moreover, using (2.9) of (A5) leads to
Thus, collecting (3.6)-(3.9), with the help of the Young inequality we arrive at
for all t ∈ [0, T ]. Thus, using (2.9) of (A5) we see that there exists a positive constant M 1 depending only on c 1 , c 2 , c 4 , |Ω| and |f | L 2 (0,T ;V ) , independent of ε ∈ (0,ε] and λ ∈ (0,λ], such that the aforementioned estimate holds.
Lemma 3.2. There exists a positive constant M 2 , independent of ε ∈ (0,ε] and λ ∈ (0,λ], such that
Proof. In view of (3.5), we have that u ε,λ ( Now, we can test (3.4) at time s ∈ (0, T ) by u ε,λ (s) − m 0 ∈ D(N ). Then, we obtain
for a.a. s ∈ (0, T ), because (m(µ ε,λ (s)), u ε,λ (s) − m 0 ) H = 0. Now, we know that there exists a positive constant c 7 such that |z| V * ≤ c 7 |z| H for all z ∈ H, therefore
for a.a. s ∈ (0, T ). Next, we have that
for a.a. s ∈ (0, T ). Additionally, it is straightforward to see that
for a.a. s ∈ (0, T ) and for some constant c 8 > 0 depending only on c 3 , |Ω| and |m 0 |. Then, collecting (3.12)-(3.16) and using (3.11), we deduce that
for a.a. s ∈ (0, T ). Now, we square the sides of (3.17), integrate the resultant over (0, T ), and take advantage of Lemma 3.1. Thus, we easily find a positive constant M 2 , depending only on M 1 , c 5 , c 6 , c 7 , c 8 , |Ω|, T , |m 0 | and |f | L 2 (0,T ;H) , such that the assertion of the lemma follows.
Lemma 3.3. There exists a positive constants M 3 , independent of ε ∈ (0,ε] and λ ∈ (0,λ], such that
Proof. Recalling the assumption (A3), we have that
a.e. in Ω, (3.18) for a.a. s ∈ (0, T ). Now, integrating (3.4) over Ω we can also exploit the Neumann homogeneous boundary condition for u ε,λ (hidden in the L 2 (0, T ; W ) regularity). By squaring and using (3.18), we easily obtain
for a.a. s ∈ (0, T ), because σ(ε) ≤ 1. Thus, by integrating over (0, t), the existence of a positive constant M 3 depending only on M 1 , M 2 , c 3 , |Ω|, T and |f | L 2 (0,T ;H) follows.
Lemma 3.4. There exists a positive constant M 4 , independent of ε ∈ (0,ε] and λ ∈ (0,λ], such that
Proof. By virtue of (2.3), (2.4), (3.3) , and the fact m(u ′ ε,λ (s)) = 0, we have that
for all t ∈ [0, T ], where (see Lemmas 3.1 and 3.3) M 4 is a positive constant depending only on M 1 , M 3 , c P and |Ω|.
Lemma 3.5. There exist two positive constants M 5 and M 6 , independent of ε ∈ (0,ε] and λ ∈ (0,λ], such that
Proof. We test (3.2) at time
due to the monotonicity of β λ , we obtain
for a.a. s ∈ (0, T ). Now, integrating over (0, t) with respect to s, from (3.18) and Lemmas 3.1 and 3.4 it follows that for all t ∈ [0, T ], where M 6 is a positive constant having the same dependencies as M 5 .
Here we are: by using the uniform estimates stated in Lemmas from 3.1 to 3.5, we can pass to the limit in the approximate problem (P) ε,λ as λ ց 0, and, with the help of monotonicity arguments, recover a solution (u ε , µ ε , ξ ε ) to (P) ε . For a fixed ε ∈ (0,ε], the solution component u ε is uniquely determined and, if β is single-valued, µ ε and ξ ε are unique as well (let us quote, e.g., [9, 18, 34, 36] for the involved results). Moreover, thanks to the previous lemmas, we see that, on the procedure of the limit as λ ց 0, all the estimates (2.17)-(2.18) hold for (u ε , µ ε , ξ ε ). These estimates turn out to be the key ingredient for the convergence result.
Proof of the convergence theorem
In this section, we prove the convergence theorem under the assumptions (A1)-(A5).
Proof of Theorem 2.3 (first part). Using the estimates (2.17)-(2.18), we see that there exist a subsequence {ε k } k∈N , with ε k ց 0 as k ր ∞, and some limit functions
as k ր ∞. From (4.1) and the well-known Ascoli-Arzela theorem (see, e.g., [42, Section 8, Corollary 4]), we deduce that
moreover, (4.2) and the boundedness property in (2.18) imply that
as k ր ∞. With the help of the assumption (A3) (see also (3.18)), we have that
and consequently (4.1) enables us to infer that
as k ր ∞. Now, using (4.1)-(4.4) and (4.6), we can pass to the limit in (2.13) and (2.14) obtaining (2.19) and the equality in (2.20) for the limit functions u, µ and ξ. Note that the function u is weakly continuous from [0, T ] to H, since
Then, the initial condition (2.21) makes sense and follows from (2.16) and (A5). Moreover, the solution component ξ belongs to L 2 (0, T ; V ), due to ξ = µ + f and (A4), even thought (4.4) holds true just in L 2 (0, T ; H). It remains to check that ξ ∈ β(u) a.e. in Q. To this aim, it suffices to recall that
as k ր ∞ and verify that lim sup 
and two terms on the last line converge. Namely, on account of (4.3) and (4.5), we have
as µ + f = ξ a.e. in Q. Moreover, (4.1) and (4.6) imply that
Thus, we have checked (4.7) and completely proved that the limit triplet (u, µ, ξ) yields one solution of (P). We now verify that the solution component u of the problem (P) is unique. This part follows closely [32, Proposition 2.1]. Assume by contradiction that there are two solutions (u i , µ i , ξ i ), i = 1, 2, and take the difference of the respective equations (2.19) . Then, we can take z = N (u 1 (s) − u 2 (s)) since m(u 1 (s) − u 2 (s)) = 0: indeed, for i = 1, 2 we have 
for all t ∈ [0, T ]. Then, from (2.20) and the monotonicity of β the second term is nonnegative, so that
2 V * = 0 for all t ∈ [0, T ] and the uniqueness property follows. In general, ξ and µ are not uniquely determined; indeed, if β is multivalued (as in the case of Example 3) it may happen that we could add to both ξ and µ a function depending only on time and preserve the validity of (2.19) and (2.20) . However, if the graph β is single-valued in its domain (like in Examples 1,2,4), then ξ is completely determined from the inclusion in (2.20), and so is µ. Anyway, being u unique, it turns out that the convergences in (4.1)-(4.2) and (4.5)-(4.6) hold for all the families as ε ց 0 and not only for a subesquences. Then, the assertion of Theorem 2.3 is completely proved.
Remark 4.1. The assertion of Theorem 2.3 is a consequence of our uniform estimates proved for all ε ∈ (0,ε], as the reader easily realizes from the proof. The same reader can wonder whether the problem (P) ε has a solution for ε ∈ (ε, 1] (cf. our statement of Proposition 2.1). The answer is yes, although the basic estimates leading to the existence of the solutions are different from the ones detailed here. In order to see which kind of approach could be followed, we refer the reader to, e.g., [10] where a more general problem is fully investigated.
Error estimate
We are now going to state the error estimate, still under the assumptions (A1)-(A5) but with some reinforcement. Indeed, we improve the requirement (2.8) in (A3) by prescribing that
namely σ(ε) := ε 1/2 . Moreover, in the framework of (A5) we additionally assume that |u 0ε − u 0 | V * ≤ c 9 ε
for all ε ∈ (0, 1], (5.2)
for some positive constant c 9 . We observe that if we take u 0ε exactly as in the choice postulated in the Appendix, then we can find a constant C > 0 such that The estimate (5.6) works for the approximate solution u ε,λ . However, thanks to Proposition 2.1 and the proof of the convergence theorem, which was treated in the previous section, (u ε,λ , µ ε,λ , β λ (u ε,λ )) converges to (u ε , µ ε , ξ ε ) as λ ց 0 and, passing to the limit in (5.6), we recover the key estimate for a.a. s ∈ (0, T ). Now, by integrating over (0, t), owing to (2.14) and (2.20) we infer the following equality: if we takeε < ε and pass to the limit asε ց 0, then we deduce that
Thus, (2.9) is completely proved. As a remark, the additional condition (5.2) is also guaranteed since we can take z := N (u 0ε − u 0 ) in (7.2).
