ABSTRACT Many software engineering tasks heavily rely on hand-crafted software features, e.g., defect prediction, vulnerability discovery, software requirements, code review, and malware detection. Previous solutions to these tasks usually directly use the hand-crafted features or feature selection techniques for classification or regression, which usually leads to suboptimal results due to their lack of powerful representations of the hand-crafted features. To address the above problem, in this paper, we adopt the effortaware just-in-time software defect prediction (JIT-SDP), which is a typical hand-crafted-feature-based task, as an example, to exploit new possible solutions. We propose a new model, named neural forest (NF), which uses the deep neural network and decision forest to build a holistic system for the automatic exploration of powerful feature representations that are used for the following classification. NF first employs a deep neural network to learn new feature representations from hand-crafted features. Then, a decision forest is connected after the neural network to perform classification and in the meantime, to guide the learning of feature representation. NF mainly aims at solving the challenging problem of combining the two different worlds of neural networks and decision forests in an end-to-end manner. When compared with previous state-of-the-art defect predictors and five designed baselines on six well-known benchmarks for within-and cross-project defect prediction, NF achieves significantly better results. The proposed NF model is generic to the classification problems which rely on the hand-crafted features.
I. INTRODUCTION
Hand-crafted software features play a core role in many software engineering tasks, such as defect prediction, software vulnerability discovery, software requirements, software code review, and malware detection. Traditional models usually perform simple feature pre-processing, e.g., feature selection and combination, and further adopt machine learning models, e.g., support vector machines (SVMs) and random forest, to classify or regress for the targets. The problem is that it is difficult to fully leverage the latent correlations and interconnections among features using manually designed feature pre-processing techniques. In this paper, we select a typical task in software engineering, just-in-time software
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defect prediction (JIT-SDP), including within-project and cross-project prediction to exploit this problem.
Different from module-level (e.g., package-level, file-level or class-level) defect prediction [1] - [6] , JIT-SDP predicts defects at the change-level and identifies defect-inducing changes right after the code is committed [7] - [12] . JIT-SDP is more practical for large software systems. On the one hand, it can locate the defects at the fine-granularity level and help developers narrow down the code needed for inspection. On the other hand, it can reduce the cost of revising the code when we identify the developers who introduce the defects. Furthermore, effort-aware JIT-SDP takes into consideration the effort needed to inspect the code that is related to the defect-inducing changes. It is more important in practice due to the limited debugging resources and tight development schedules [9] , [11] , [13] . Hence we mainly focus on effort-aware JIT-SDP in this paper.
Kamei et al. [9] first introduced the effort consideration into JIT-SDP and used 14 hand-crafted features to build the change risk prediction model. This change risk model can identify 35% of all defect-inducing changes when only 20% effort is spent. With a wide range of software factors as inputs (e.g., features in [9] ), many effort-aware JIT-SDP predictors [9] , [14] - [20] manually remove some highly correlated features to deal with the risk of multicollinearity and then use machine learning models to classify a change to be buggy or clean. However, directly removing correlated features is sub-optimal because every feature has particular characteristics, even when correlated with other features. Motivated by this, some studies employ deep belief networks (DBNs) to extract feature representations from typical hand-crafted features [4] , [21] , [22] . However, DBNs are separately trained feature extractors, so the extracted feature representations may be not optimal for consequent classification, while what we expect here is an end-to-end trained system consisting of a feature extractor and a consequent classifier. End-toend learning is important to obtain an optimal model as well accepted in the machine learning community [23] - [25] .
Aiming at above problems, this paper presents a novel model, named neural forest (NF), to automatically learn proper representations from traditional features [9] by optimizing the feature extractor together with the consequent classifier. First, NF leverages the powerful representation capability of the deep neural network to extract high-dimensional feature representations from traditional features [9] . Then, a reformative decision forest is connected after the neural network to classify the corresponding changes to be buggy or clean using the generated comprehensive feature representations. We manage to bridge these two different worlds (i.e., neural network and decision forest) into a holistic model and train the model using back-propagation [26] , [27] through joint and global optimization. The end-to-end training can help the network learn proper feature representations for the decision forest (classifier), and the optimization of decision forest attempts to better classify the features generated by the neural network. Hence our model can maximize the potential information hidden in the hand-crafted features through the global optimization of the two sub-models.
The reason why we use decision forests [28] as the classifier is that decision forests have outstanding performance in dealing with high-dimensional data problems [29] . Hence decision forests are suitable to classify the high-dimensional feature representations generated by neural networks. The decision forest [28] integrates many decision trees using bootstrap aggregation (bagging). In typical decision trees, a decision node is binary, and the routing is fixed. In other words, when a sample reaches a decision node, it will deterministically go along the left or right subtree in the next step. In this paper, we consider a reformative decision tree which has a probabilistic routing [30] - [32] . Specifically, when a sample reaches a decision node, it will reach the left and right subtree with a probability. Furthermore, our NF model is also generic for other software engineering tasks discussed at the beginning.
We compare with four state-of-the-art models on six large-scale open source projects, i.e., Bugzilla, Columba, JDT, Mozilla, Platform, and PostgreSQL, using five widely used metrics, i.e., recall, precision, F1-score, AUC and P opt . Moreover, we design five baselines which apply the feature selection techniques to identify the subsets of more representative features and then use random forests or support vector machine (SVM) to classify these selected features. We compare our model with these five baselines in terms of the five metrics above to further demonstrate the effectiveness of our model. Experimental results show that NF can significantly improve the performance in terms of all evaluation metrics on all datasets. 1 The main contributions of this paper include:
• We design a deep neural network for learning highdimensional feature representations from traditional features automatically, and a reformative decision forest is connected after the neural network to classify the learned features.
• With the derivation of optimization formulas, we manage to optimize the proposed NF model in an end-toend manner, so that the learned features are distinctive enough.
• We use JIT-SDP to demonstrate the classification superiority of NF and show the ways of analyses for hand-crafted features.
II. RELATED WORK
In this section, we first introduce effort-aware JIT-SDP that we mainly focus on in this paper. Then, we introduce some feature selection methods used in the defect prediction models.
A. EFFORT-AWARE JIT-SDP
With the development of traditional defect prediction that aims to identify whether a module (e.g., package, file, or class) is defect-prone [1] - [3] , [33] - [41] , Mockus et al. [7] proposed the change-level software defect prediction, which conducted defect prediction at the change level. Such fine-granularity defect prediction can narrow the scope of code inspection [37] and thus has more applications in practice. Mockus et al. [7] predicted whether a change was defect-inducing based on a number of change characteristics, such as the lines of added/deleted code, the diffusion of the change, the experience of developers, etc. Later, a large amount of literature on change-level software defect prediction has appeared [8] , [9] , [13] , [42] , [43] . Kamei et al. [9] first named the change-level defect prediction as just-in-time software defect prediction (JIT-SDP). Moreover, the authors pointed out that the effort should be considered for JIT-SDP, i.e., effort-aware JIT-SDP, and used the number of the lines of code (LOC) added and deleted in a change to measure the needed effort when inspecting this change, which is widely accepted in [9] , [20] , [44] - [46] . Since it is usually unpractical for developers to check all the code predicted as buggy due to the limited debugging resources and tight development schedules, we should distinguish as many defects as possible with a certain effort.
Motivated by [9] , Yang et al. [21] leveraged a deep learning method to improve the performance of JIT-SDP. The authors first employed DBN to extract a set of expressive features from hand-crafted features. A classifier was then trained to classify the buggy or clean changes based on these expressive features. Yang et al. [16] built many unsupervised models to conduct effort-aware JIT-SDP. The authors compared these unsupervised methods with the supervised methods and concluded that simple unsupervised models had outstanding performance than supervised models. However, Fu et al. [18] rejected this conclusion [16] after a thorough analysis with experimental results. The authors found that the unsupervised models in [16] performed worse than supervised models in some settings. Moreover, the authors built a new classifier, OneWay, which was a supervised predictor built on the implication of simple unsupervised predictors from [16] . This OneWay learner achieves the state-of-theart performance. Similarly, Huang et al. [17] made a holistic comparison with supervised and unsupervised models. The authors pointed out that LT, a best unsupervised model built by Yang et al. [16] , finds more defective changes and many highly ranked changes are false alarms. According to this finding, the authors proposed an improved supervised model CBS and significantly improved the precision and F1-score.
In recent years, many other supervised and unsupervised models (e.g., CCUM [14] , TLEL [19] , and MULTI [20] ) have been proposed to push forward the state of the arts. Fukushima et al. [47] found given a project with a few historical changes, we could use the changes from other projects as the training data to build the prediction model, as followed by other research [48] , [49] . More recently, some study [50] , [51] focuses on the impact of classification techniques, and some other study [52] - [57] attempts to handle the problem of imbalanced data in effort-aware JIT-SDP. Tourani et al. [10] built logistic regression models to study the impact of the characteristics of issue and review discussions on the defect-proneness of a patch.
B. FEATURE SELECTION METHODS
Feature selection [58] - [62] is a family of data preprocessing techniques which automatically select a subset of more representative features to replace the original set. Classic feature selection techniques, such as information gain [61] , [63] , chi-square statistics [58] and distance correlation [64] , [65] are employed to investigate the defect features. In general, a standard feature selection algorithm usually ranks features according to their relevance scores. The larger a score is, the better the attribute is to distinguish between potential classes. Then, the top-ranked features are selected as a subset of representative features for defect prediction.
Previous defect prediction models usually use feature selection techniques to remove correlated features for performance improvement. Kamei et al. [9] found that the features of NF and ND, REXP and EXP, and LA and LD were highly correlated, and thus excluded ND, REXP and LA from the model. Many following works [15] - [18] , [47] perform similar data preparation to deal with the risk of multicollinearity. For example, Yang et al. [16] excluded the features of LA and LD from the candidate features and only used the other 12 features in Table 1. For traditional module-level defect prediction, many studies use feature selection to improve prediction performance [66] , [67] . Laradji et al. [68] carefully combined ensemble learning with efficient feature selection to address the issues of correlation, feature irrelevance, and so on. Jiarpakdee et al. [69] investigated the impact of correlated metrics and found that removing correlated metrics produced a more accurate and reliable interpretation of defect models while resulting in negligible effects on the performance and stability of the models. Since correlation analyses often involve the manual selection of metrics, Jiarpakdee et al. [70] proposed an automatic metric selection approach based on correlation analyses.
However, these methods rely on manually designed feature selection strategies or simply apply previous feature selection techniques, so it is difficult for them to take full advantage of the given hand-crafted features. In this paper, we propose a neural forest model which simultaneously learns the feature representations and classifier. The holistic training of the feature extractor and the classifier can automatically exploit correlations and interconnections among given features and thus leads to better prediction performance and reliable interpretation.
III. APPROACH
In this section, we introduce our new defect predictor NF that leverages the feature representation learning and defect classifier training to learn better feature representations.
A. OVERALL FRAMEWORK
Our model mainly consists of four steps: (i) extracting the hand-crafted features from the labeled changes in the training set; (ii) normalizing all the extracted features and generating a subset using random under-sampling; (iii) training NF using the subset; (iv) using NF to predict the unlabeled changes in the test set to be buggy or clean.
To build our model, we first introduce a decision forest that has a probabilistic routing at each split node as the classifier. Specifically, each split node in this forest has a probability to go left or right. The probability of arriving at a leaf node for an input is the product of all probabilities along the corresponding routing path from the root node to this leaf node. Next, we design a deep neural network for learning feature representations. For each change, this deep network takes the normalized hand-crafted features as inputs and outputs a high-dimensional deep feature vector. Then, a novel model, NF, is built by integrating the representation learning neural network and the decision forest. With above definitions, the output neurons of the neural network are connected to the split nodes of the decision forest, which means the sigmoid transformation results for the output feature vector of the deep network serve as the split probabilities for the split nodes in the decision forest. At last, for an input change, the predicted probability distribution at each leaf node equals to the probability distribution at this leaf node multiplying the arriving probability to this node. The final predicted probability distribution is the sum of predicted probability distributions at all leaf nodes. Therefore, with the input of some hand-crafted features, NF can classifying this change to be buggy or clean by thresholding the final predicted probability distribution. The probability distributions at leaf nodes can be learned by iterative updates. All parameters of the deep neural network and decision forest are optimized using back-propagation by minimizing a global loss function. More details will be provided in Section III-C.
B. FEATURE EXTRACTION
In this study, the 14 hand-crafted features shown in Table 1 are the same with [9] , [16] - [18] . These features can be categorized into five dimensions including diffusion (i.e., NS, ND, NF, and Entropy), size (i.e., LA, LD, and LT), purpose (i.e., FIX), history (i.e., NDEV, AGE, and NUC), and experience (i.e., EXP, REXP, and SEXP). The diffusion dimension is based on the distribution of a change. A highly distributed change is more complex to be understood and thus more likely to be defect-inducing [9] . The size dimension is based on that the software size is related to defect proneness [72] , [73] . Intuitively, if a change is related to more code, the possibility of this change being buggy is higher. The purpose dimension can be explained that a change that aims to fix a defect is more likely to introduce a new defect [75] . The history dimension is designed to reflect the fact that a change is more likely to be defect-inducing if the files touched by this change have been modified by more developers or by more changes [76] . The experience dimension is used to reflect that developers with more experience are less likely to introduce new defects [7] . Otherwise, if the developer experience of a change is less, this change has a higher possibility of being a new defect. Please refer to [9] for the detailed information of these hand-crafted features.
We first process data using logarithmic transformation to make the features in the same order of magnitude. Following [9] , [16] - [18] , we perform a standard log transformation to each feature, except ''FIX'', which is a binary feature. Moreover, we need not perform feature selection, e.g., removing highly correlated features, which is important in [9] , [68] , [78] - [80] . To solve the class imbalance problem, we adopt random under-sampling (RUS) on the raw data to improve classification performance. In defect prediction, since the number of clean changes is much more than that of buggy changes, RUS can remove some clean changes randomly, which leads to approximately equal numbers of clean changes and buggy changes. Fig. 1 shows the architecture diagram of the proposed NF. Suppose our target is to classify a feature vector x (x ∈ X ) into the category y (y ∈ Y), in which X is the input feature space and Y is the output category space. Here, each feature vector x denotes the traditional 14-dimensional change features in Table 1 , and the predicted category y is a binary FIGURE 1. Illustration of our NF model. The top part (i.e., Net) is the neural network and the bottom part (i.e., DF) is the decision forest. Our designed fully connected neural network contains three parts: The input layer, hidden layers, and the output layer that is used for features representations learning. Our proposed probabilistic decision forest can be viewed as a classifier. The neurons ({f 1 , · · · , f 14 }) in the input layer of neural network represent the 14 traditional features. The neurons in the output layer are used as the split nodes of decision trees in the probabilistic decision forest. The leaf nodes (i.e., in light blue) of the forest contain corresponding probability distributions (i.e., histograms) of the inputs being buggy or clean. for j = 1 to RHO-Epochs do 6 Update ρ by iterating (13); 7 for j = 1 to SGD-Epochs do 8 Break data S into random mini-batches; 9 forall the mini-batches B from S do 10 Update using (9) -(12);
C. THE NF MODEL 1) THE CONSTRUCTION OF THE NF MODEL

return
The NF model with parameters and ρ variable with one meaning a buggy change and zero meaning a clean change.
We first introduce a new probabilistic decision forest. In a standard decision tree that has the set D of internal decision nodes (or split nodes) and the set T of terminal leaf nodes, an input x is sent to left or right subtree at each node d ∈ D until it reaches a leaf node. Each terminal leaf node t ∈ T holds a probability distribution ρ t for all target categories.
In this paper, we use a variant of decision forest, probabilistic forest. In a probabilistic tree, the input x has a probabilistic routing to left and right subtrees at each decision node. The probabilistic routing direction obeys Bernoulli distribution with φ d (x| ) (decision function) representing the probability of routing to the left subtree of node d, in which denotes forest parameters. Hence the probability of routing to right is (1−φ d (x| )). We can formulate the predicted probability for input sample x from tree F as
Here, t (x| ) denotes the probability of input's arrival to terminal leaf node t. ρ ty is the probability to take category y at node t ∈ T . Clearly, we have y ρ ty = 1 and
is an indicator function who has the value 1 if the condition is true, otherwise has the value 0. d l and d r represent the node sets of left subtree and right subtree, respectively. For (2), it is not necessary for a leaf node t to traverse all internal nodes in the implementation. Only the routing path from the root node to the leaf node t along a tree should be taken into consideration. Due to the property of decision tree, we have |D| = |T | − 1, and the depth of the decision tree is log(|T |) (| · | means the number of elements in a set). Hence the time complexity to compute (2) for all leaf nodes is |T | · log|(T |).
According to the above analyses, the core of the classifier model is to design a proper form of decision function φ d (x| ). In the traditional study of decision forests, various of φ d functions have been proposed such as the well-known CART algorithm [81] , ID3 algorithm [82] , and C4.5 algorithm [83] . Instead of hand-crafted decision functions, in this paper, we aim at learning φ d automatically using the neural network. To achieve this goal, we connect the output neurons of a carefully designed neural network to the internal decision nodes of the decision forest. The routing decision can be thus directly learned by the network. In our design, φ d can be written as
in which f d (x; ) is an output value of the neural network, and σ (z) is a sigmoid function whose value range is (0, 1). Here, φ d is designed to convert the learned features of the neural network into the probabilities of routing directions. Hence is the network's parameters that can be learned. Note that the probability distribution ρ t of each leaf node can also be trained. By this way, we integrate the neural network and decision forest into a holistic model. For the configuration of the neural network shown in the top part of Fig. 1 , we use a four-layer network: an input layer, two hidden layers, and an output layer. Except for the input layer, all of the other three layers are fully connected layers, each of which follows a nonlinearity function (ReLU [84] for two hidden layers and sigmoid for the output layer). The number of neurons in the input layer (N 1 ) is fixed, i.e., 14 that equals to the number of dimensions of traditional change features. The numbers of neurons in the two hidden layers (N 2 , N 3 ) are adjustable. The number of neurons in the output layer (N 4 ) will be introduced in the following. The universal approximation theorem [85] states that simple neural networks with a single hidden layer that contains a finite number of neurons, and with arbitrary activation functions under mild assumptions, are universal approximators for the continuous functions on compact subsets of R n when given appropriate parameters. According to this theorem, our NF model has the potential ability to represent the optimal features for defect prediction, because NF has two hidden layers.
A forest can be viewed as an ensemble of multiple decision trees, which can be formulated as F = {F 1 , F 2 , . . . , F |F | } where |F| is the number of trees. The final prediction result of our model NF is the average of all decision trees. Therefore, the probability of an input sample x to take on category y is
Since the output layer of the neural network is connected to the internal decision nodes, the number of its neurons can be computed by
Hence N 4 is determined by the number of decision trees in the forest and the depth of each decision tree.
With the above definitions, we can input an unlabeled software change into the proposed NF model following the above steps to predict it to be buggy or clean. Since our model combines the powerful abilities of the neural network's representation and the decision forest's classification, we call our model neural forest (NF). In this holistic model, the neural network can generate proper features for consequent decision forest, and the decision forest can guide the learning process of the neural network.
2) THE TRAINING OF NF
Now, we present the training process of our NF model. The global loss function for a training sample (x, y) is L( , ρ; x, y) = −logP F (y|x, , ρ).
Our training goal is to minimize this loss function. To optimize and ρ, we use an alternate update. We first update with fixed ρ. Suppose we have a training set of S ⊂ X × Y. Given a random subset B (i.e., mini-batch) of samples from the training set S, the total loss on batch B can be written as
The second term is a regularization term (also called a weight decay term) whose purpose is to reduce the magnitudes of the weights and prevent overfitting. The weight decay parameter λ is used to balance the importance of these two terms. We can use Stochastic Gradient Descent (SGD) to minimize (8) as:
in which (h) is the at time h and α is the learning rate. The key of (9) is to compute the partial derivative of L( , ρ; x, y) with respect to network weights . We can decompose it using the chain rule as
can be computed as commonly done in the context of neural networks. Considering a forest containing a single tree (i.e., F = {F}), we have
and thus
. (12) Hence we can optimize using back-propagation iteratively.
With fixed , we follow [86] - [88] to iteratively update ρ as follows In the test phase, each NF model can output a probability value of the change being defect-inducing. Following [16] - [18] , a change is viewed as a defect if its defect probability value is larger than 0.5. 
IV. EXPERIMENTAL SETUP A. BENCHMARKS AND BASELINES 1) BENCHMARKS
We perform our experiments on six large-scale projects (i.e., Bugzilla, Columa, Eclipse JDT, Eclipse Platform, Mozilla, and PostgreSQL), which are widely used in the field of effort-aware JIT-SDP [9] , [16] - [19] . Table 2 describes the statistics of these datasets, including their names, the period ranges, the total number of changes in each project, the percentage of defect-inducing changes for each project, the average numbers of LOCs at the file level and the change level, the average number of modified files per change, and the average number of the changes per day. Table 2 also shows the maximum and average numbers of the developers that modified a single file. From Table 2 , we can see that each of these projects has lasted for a long period, i.e., ranging from 4 years to 14 years. The numbers of changes for these six projects are in the range of 4,455 -98,275. Moreover, we can see that the percentages of buggy changes are in the range of 5% -36%, and it is easy to find that all the datasets are imbalanced. The diversity of these datasets makes the experimental results more representative.
2) PREVIOUS STATE-OF-THE-ART MODELS
We compare our NF with four most recent state-of-theart effort-aware JIT-SDP models which are EALR model proposed by Kamei et al. [9] , LT model proposed by Yang et al. [16] , OneWay model proposed by Fu et al. [18] , and CBS model proposed by Huang et al. [17] . Among these competitors, EALR and CBS are supervised predictors, LT is an unsupervised predictor, and OneWay is a supervised model built on the implication of multiple simple unsupervised models proposed by Yang et al. [16] . All the baselines use the released code provided by the authors with default settings.
3) BASELINES
We design five baselines to compare with our NF to demonstrate the benefit of the holistic system based on neurons and forest. The brief description of these baselines are: (i) The first baseline directly uses hand-crafted features and then apply random forest (RF) for classification. (ii) The second one also uses hand-crafted features and then apply SVM for classification. (iii) The third and fourth models first apply two widely used feature selection techniques, i.e., Maximal Information Coefficient (MIC) [89] and CHI-Square Statistics (CHI) [58] , to identify a subset of representative features, respectively. Then a random forest (RF) is used as the classifier. These two baselines are denoted as M+RF (MIC+RF) and C+RF (CHI+RF), respectively. (iv) The fifth baseline employs a deep neural network to learn new feature representations from hand-crafted features. Then, a simple Softmax (SM) function is used for classification, which is a traditional function in the deep neural network. Compared with these baselines, we can further show the superiority of the proposed NF. For examples, by comparing with two widely used feature selection techniques, we can show the powerful ability of NF in automatic feature exploration. For all baselines, we have used their best parameter settings.
4) EVALUATION METRICS
To evaluate the performance of various JIT-SDP models, we use five evaluation metrics: recall, precision, F1-score, and P opt , all of which are based on effort-aware evaluations. Here, we follow Kamei et al. [9] to use the number of the lines of code (LOC) related to a change to measure the effort to inspect this change. Recall, precision, F1-score, and AUC are four well-known metrics [90] . Recall refers to the ratio of the number of instances, which are correctly classified as buggy changes when inspecting 20% of the total number of LOC modified by all changes, to the total number of actual buggy instances. Precision refers to the ratio of the number of instances correctly classified to be buggy to the total number of instances classified to be buggy when inspecting 20% of the total number of LOC modified by all changes. Considering both recall and precision, F1-score is the weighted harmonic average of them. F1-score can be computed by
AUC [91] , [92] is a trade-off between true positive rate (TPR) and false positive rate (FPR). AUC is robust to imbalance class distribution and misclassification costs, so it is widely used as an evaluation measure for defect prediction [93] - [95] . Moreover, P opt is based on the conception of ''code-churnbased'' Alberg diagram. An example is shown in Fig. 2 . Similarly to the definition in previous studies [9] , [14] , [19] , [20] , code churn refers to the number of LOC added and deleted by the changes. In this diagram, the x-axis refers to the cumulative percentage of effort needed to inspect the changes, and the y-axis refers to the cumulative percentage of detected defect-inducing changes. This diagram shows the curves of the prediction model, the ''optimal'' model, and the ''worst'' model. For the ''optimal'' model, the actual buggy changes are sorted in ascending order according to their code churn while in decreasing order for the ''worst'' model. In the prediction model, we first select the changes whose probability value predicted by NF greater than 0.5 and then sort these changes in ascending order according to their probability density. The probability density PD(c) of a change c can be formulated as
in which P(c) is the predicted probability value of change c being buggy, and Effort(c) is the effort needed to inspect change c. Following [9] , [14] , [19] , [20] ,
the Effort(c) is computed by Effort(c) = LA(c) + LD(c) (LA(c) refers to the number of LOC added by the change c, and LD(c) refers to the number of LOC deleted by the change c).
Based on the definitions by Kamei et al. [9] , P opt can be computed as
Here, S(optimal), S(pred) and S(worst) are the areas under the curves of ''optimal'', prediction and ''worst'' models, respectively. A higher value of P opt (pred) suggests that the predictor pred is closer to the ''optimal'' model.
5) EXPERIMENTAL DESIGN
We mainly consider two scenarios, i.e., within-project and cross-project defect prediction. (i) For within-project defect prediction, we perform 10-fold cross-validation to evaluate our model. In particular, we divide each dataset into ten folds with approximately equal sizes. We ensure that the proportion of buggy changes and clean changes in each fold is the same as the original dataset to keep the property of the original benchmark. Then, each fold is used to test the model trained on the other nine folds. Hence we will conduct ten trials for each model on each dataset. These ten evaluation results will be averaged to obtain the final score.
(ii) For cross-project defect prediction, we train our model on one project (i.e., source project) and use the trained model to predict the changes on other projects (i.e., target projects). To statistically test the differences between our NF with the four recent state-of-the-art models and five baselines, we perform Wilcoxon signed-rank test and compute the p-value in the same way as Yang et al. [18] . To control the false discovery rate, we further use the Benjamini-Hochberg (BH) adjusted p-value to check if two distributions are statistically significant at the significance level of 0.05 [97] . If the statistical test shows a significant difference, we then adopt the Cliff's δ [96] to measure whether the magnitude of the difference is practically important from the viewpoint of practical application to further verify the effectiveness of our method [98] , [99] . Cliff's δ is widely used to judge whether the difference between two variables is significant. As Romano et al. [98] suggested, the ranges of Cliff's δ values and the corresponding effectiveness levels are: negligible (−1 ≤ δ < 0.147), small (0.147 ≤ δ < 0.33), medium (0.33 ≤ δ < 0.474), and large (0.474 ≤ δ ≤ 1), as shown in Table 3 . According to the definition of Cliff's δ, NF is significantly better than the baselines if the effectiveness level mapped from the Cliff's δ is ''large''.
B. NF SETTINGS
According to the properties of decision trees, the numbers of internal nodes and leaf nodes are decided by tree depth as discussed in Section III-C2. The number of trees in the forest (|F|), tree depth, and the numbers of neurons in hidden layers (N 2 , N 3 ) are adjustable. The ablation study for them are presented in Section V-C. In Algorithm 1, we set MaxIters to 50, which means we alternately train and ρ for 50 times. The SGD-Epochs and RHO-Epochs are set to 10 and 20, respectively. The batch size (|B|) for the update of is set to 300. α is set to 0.001.
C. RESEARCH QUESTIONS
To evaluate the effectiveness of NF, we investigate the following three research questions:
RQ1: How well does NF predict defect-inducing changes when compared with the designed baselines and previous state-of-the-art models for within-project effort-aware JIT-SDP? RQ2: How well does NF predict defect-inducing changes when compared with previous state-of-the-art models for cross-project effort-aware JIT-SDP? RQ3: What is the effect of varying the parameter settings and reducing the amount of training data for NF? The first two research questions are designed to compare our NF with previous state-of-the-art prediction models and the five designed baselines in term of five metrics TABLE 4. Comparison among our NF model, previous state-of-the-art models, and the designed five baselines in term of aforementioned five metrics for within-project effort-aware JIT-SDP. The p-value and Cliff's δ are calculated using the results on all datasets when comparing NF with other methods. The best result for each dataset under each metric is highlighted in red.
mentioned above for within-project and cross-project effort-aware just-in-time defect prediction, respectively. To answer RQ3, we first adjust parameters of NF and explore the influence of various parameter settings for defect prediction. This part explains the selected parameters for our model. Besides, for some machine learning models, the limited training data will restrict the final performance. Thus, we also explore the effectiveness of NF when reducing the amount of training data.
V. EXPERIMENTAL RESULTS
In this section, we present the experimental results to answer the aforementioned research questions.
A. WITHIN-PROJECT EFFORT-AWARE JIT-SDP (RQ1)
The recall, precision, F1-score, AUC and p opt of NF model, four previous models and five designed baselines are summarized in Table 4 . Since LT, OW, and CBS can only output the binary classification for input changes, we cannot compute the AUC metric for them. The corresponding positions in Table 4 are filled with the symbol ''-''. We can see that the proposed NF outperforms all competitors on all datasets.
1) COMPARISON WITH STATE-OF-THE-ART MODELS
First, NF can achieve high recall values ranging from ∼56% to ∼65%. On average, NF can achieve the recall of 59.7%, which is 30.1%, 9.4%, 8.3% and 6.5% higher than EALR, LT, OW, and CBS, respectively. Second, the precision values of NF are 60.6%, 53.5%, 33.5%, 20.2%, 34.2% and 50.8% on all six databases, and the average precision is 42.1%, which means NF can predict buggy changes more precisely. Third, NF can achieve an average F1-score of 47.4%, which is 23.0%, 24.2%, 22.3% and 8.2% higher than EALR, LT, OW, VOLUME 7, 2019 TABLE 5. Comparison between our NF model and previous state-of-the-art models for cross-project effort-aware JIT-SDP. The p-value and Cliff's δ are calculated using the results on all datasets when comparing NF with other methods. The best result for each dataset under each metric is highlighted in red.
and CBS, respectively. We can also see that the F1-score of our designed baselines are almost as good as CBS that is the most competitive previous model.
Moreover, in terms of a stable metric of AUC, NF achieves significantly higher results than other baselines. The metric of P opt reflects the difference between a designed predictor and the ideal ''optimal'' model. Higher P opt values demonstrate that NF is very closer to the ''optimal'' model. The average P opt value of NF is 94.1%, while the average P opt values of EALR, LT, OW and CBS are 55.9%, 76.3%, 76.9% and 66.0%, respectively.
2) COMPARISON WITH DESIGNED BASELINES
Compared with RF and SVM models, the improvement of NF demonstrates its effectiveness in automatic feature exploration, so that the learned feature representations of NF are more discriminative than the original features. Compared with M+RF and C+RF, the improvement of NF proves it can do better in feature representation learning than previous feature selection techniques. We believe it is because of the powerful representation capability of deep neural networks. Through comparison with SM, we prove the importance of the holistic learning of the neural network and forest. Since the learned decision forest is more powerful than a simple nonlinear activation, the proposed NF model can perform better than a simple neural network with Softmax activation.
The bottom lines of Table 4 present the adjusted p-value and Cliff's δ when comparing NF with nine competitors in terms of all metrics for within-project effort-aware JIT-SDP. We can observe that most of the p-values are smaller than 0.05 and the effectiveness of NF is thus significant. Moreover, most Cliff's δ values reach the ''large'' effectiveness level with δ ≥ 0.474. This demonstrates that the improvement of NF is nontrivial in terms of all metrics when compared with previous methods or simple combinations of machine learning models.
B. CROSS-PROJECT EFFORT-AWARE JIT-SDP (RQ2)
In this part, we compare NF with previous models for crossproject effort-aware just-in-time defect prediction, which means the training set and test set are from different datasets. In Table 5 , we display the F1-score and P opt of NF and four state-of-the-art models. Here, we only report results for F1-score and P opt , because F1-score can reflect the metrics of recall, precision, and AUC. Due to the limitation of space, we do not compare with the designed baselines here. In Table 5 , we highlight the top results in red. We can see that all of these highlights lie in the column of NF. It demonstrates that our NF significantly outperforms other methods in terms of all metrics. In the following paragraphs, we summarize the comparison between our model and other competitors for each metric in detail.
Comparing NF with other baselines in terms of F1-score, NF can achieve an average F1-score of 44.1%, which is 21.6%, 21.5%, 19.9% and 9.9% higher than EALR [9] , LT [16] , OneWay [18] , and CBS [17] , respectively. Hence we can conclude that NF significantly outperforms all the baselines in terms of the F1-score metric.
Moreover, from the evaluation results of NF and other methods in terms of P opt , it is easy to find that our NF significantly outperforms other methods. On average, NF can achieve 96.7% in term of P opt when inspecting only 20% of the LOC modified by all changes. The average P opt values of the EALR [9] , LT [16] , OneWay [18] , and CBS [17] are 54.2%, 77.3%, 76.2%, and 61.2%, respectively. For the previous state-of-the-art method of LT, the average P opt value of NF is 19.4% higher than its. The significant improvement demonstrates the effectiveness of our method.
The bottom lines of Table 5 present the adjusted p-value and Cliff's δ when comparing NF with nine competitors in terms of F1-score and P opt for cross-project effort-aware JIT-SDP. We can see that all p-values are much smaller than 0.05 and almost all Cliff's δ values fall into the ''large'' effectiveness level. Therefore, NF is significantly better than all competitors for cross-project effort-aware JIT-SDP. Overall, the above observations suggest that our model is general to cross-project defect prediction and performs better than stateof-the-art models under the cross-project setting.
C. VARIOUS PARAMETER SETTINGS AND VARIOUS AMOUNT OF TRAINING DATA (RQ3)
To evaluate the effect of various settings for the adjustable parameters discussed in Section IV-B, we perform eight groups of ablation studies for the cross-validation of each adjustable parameter in NF. Since the numbers of changes in Bugzilla and JDT datasets are representative among all six datasets, we perform experiments on these two datasets. The evaluation results and the corresponding parameter settings are displayed in Fig. 3 . To best visualize the difference, for each metric on each dataset, we subtract the minimum of all results and add 2e-3 for each result. We can see the fifth group of parameters achieves the best performance on the JDT dataset and a good trade-off across all metrics on the Bugzilla dataset. Hence we adopt the fifth group of parameters as the default setting for NF. All experiments in this paper follow this setting.
In the above experiments, we perform 10-fold crossvalidations, which means in each trial, 90% of the data are used for training, and another 10% of the data are used for testing. However, some defect predictors are sensitive to the amount of training data, and the limited training data will lead to restrictive performance. To evaluate the proposed NF under the condition that only limited training data are available, we perform 2-fold to 10-fold cross-validations, in which 2-fold means only 50% of the data are used for training. Fig. 4 shows the results on all six datasets. The proposed NF model performs stably in terms of all evaluation metrics. For example, on the JDT benchmark, the largest fluctuations for recall, precision, F1-score and P opt are less than 2.7%, 1.1%, 0.8% and 2.0%, respectively. Even on the Bugzilla dataset that has much less training data than other datasets, the performance of NF is stable enough. Therefore, we can come to the conclusion that NF is stable to the reduced amount of training data.
VI. DISCUSSION
Taking effort-aware JIT-SDP as an example, in this section, we show how to use the NF model to analyze the contribution of the given hand-crafted features to prediction performance.
A. WHAT ARE THE MAJOR FEATURES OF DEFECT-INDUCING CHANGES?
To better understand the influence of each of the given features in defect prediction, we design an experiment to VOLUME 7, 2019 measure the importance of various features. Intuitively, a feature contributing more to the network inference results will have a more significant influence. Because all input features have been limited into the same value range by zero-mean normalization, the contribution of each feature can be measured by the corresponding network weights. Specifically, we compute the impact factor of a feature by summarizing the absolute values of the weights corresponding to this feature, between the first layer (input features) and the second layer of the proposed network. Then, we normalize all impact factor into the range of [0, 1] for easier observation. Table 6 displays the impact factors of 14 features on all datasets. We can see that the number of modified directories (ND) is the most important feature of the defect-inducing changes on most datasets (except Mozilla). The time when the files were last changed (AGE) and the number of unique last changes of the modified files (NUC) are also important, risk-increasing features. Moreover, the diffusion features (NF and Entropy) and the relative size feature (LA) have considerable influence on the performance of defect prediction. Therefore, the diffusion features and history features are the most major dimensions which developers should take notice of when they review the code. The reason why diffusion features are important is that highly distributed changes are more complex to be understood and thus more likely to be defect-inducing [9] . The reason why history features are essential is that a change is more likely to be defect-inducing if the files touched by this change have been modified by more developers or by more changes [76] . On the contrary, the relative size features (LD and LT) and the developer experience features (EXP, REXP, and SEXP) are less critical.
B. WHICH FEATURES HAVE GREAT IMPACT ON A SPECIFIC METRIC?
It is widely accepted that recall, precision and F1-score can measure the false negative (i.e., the defect-inducing changes that are not classified as defect-inducing) and the false positive (i.e., the non-defect-inducing changes that are classified as defect-inducing). To further understand which features have a high impact on each metric (i.e., recall, precision, and F1-score), at each time of testing, we remove a spe- cific feature to measure the changes in terms of each metric compared with original performance. If the removing of a specific feature leads to performance degradation on a metric, this feature has a positive impact on this metric; and vice versa.
As shown in Table 7 , when we remove the features FIX, NUC and SEXP, the performance degradation in terms of recall is larger than other features. In terms of precision, the degradation is the largest when the features NUC, AGE, and ND are removed. Therefore, the features FIX, NUC and SEXP contribute most to recall, and the features NUC, AGE, and ND contribute most to precision. The developers can consider specific features under different demands. For example, if we want to improve precision, i.e., selecting defect-inducing changes from the changes classified as nondefect-inducing, we can mainly analyze the changes that have more unique last changes to the modified files and more modified directories. Moreover, we also find that the decrease of F1-score is the most when we remove the features of Entropy, NUC, FIX, ND, and AGE. It demonstrates that Entropy, NUC, FIX, ND, and AGE are the major features for the performance of our prediction model, which is consistent with our findings in Section VI-A.
C. HOW WELL DOES THE NF MODEL PERFORM WHEN APPLIED TO TRADITIONAL WITHIN-PROJECT JUST-IN-TIME DEFECT PREDICTION?
To demonstrate the generalization of the proposed NF model, we further apply it to traditional within-project defect prediction. Table 8 displays the evaluation results. Here, we also only report the results of F1-score and P opt metrics since F1-score is the weighted harmonic average of the recall and precision.
From Table 8 , we can find that when the proposed NF is applied to traditional defect prediction, it still achieves better results than baselines. NF performs much better than EALR, LT, OneWay, and CBS. All of the highlights lie at the column of NF with no exception. The average F1-score values of NF are 16.2%, 26.6%, 24.7%, and 5.8% higher than EALR, LT, OneWay, and CBS, respectively. Hence we can conclude that NF achieves state-of-the-art performance on the metric of F1-score for traditional within-project JIT-SDP. For the metric of P opt , NF achieves significantly higher results than other competitors, e.g., on average, ∼38%, ∼18%, ∼17% and ∼28% higher than EALR, LT, OneWay and CBS, respectively. The average P opt value of NF is 94.1%. Hence it is clear that the proposed NF performs better than others in many applications.
VII. THREATS TO VALIDITY
Several threats may have an effect on our results. This section presents the threats to the internal and external validity.
A. INTERNAL VALIDITY
The threat to internal validity mainly come from feature extraction. Our model starts from hand-crafted features extracted by previous studies, and the quality of these features, of course, will influent the prediction performance of our model. However, there have been many studies focusing on exploring various features in the context of defect-inducing changes [7] , [34] , [71] , [72] . We have carefully selected features that can well reflect change properties to mitigate this threat. Maybe new powerful features that can better describe the changes can further improve our model.
B. EXTERNAL VALIDITY
Although we utilize six open source datasets to evaluate our model, these datasets might not be representative for all software projects, e.g., commercial projects. However, Kamei et al. [9] have conducted study on these six open source projects and five commercial projects, and the experimental results on these open source projects and additional commercial projects are similar. Hence we believe our study in this paper is also general.
VIII. CONCLUSION AND FUTURE WORK
Many software engineering tasks heavily rely on the classification/regression of hand-crafted features. Previous literature usually adopts manually designed feature selection techniques to handle the feature correlations and interconnections. In this paper, we propose the NF model that unifies the advantages of two different worlds: neural networks and decision forests. The neural networks can automatically learn high dimensional feature representations, and decision forests perform well on high dimensional data problems. We manage to combine them in a holistic system that can be trained in an end-to-end manner. We apply our model to defect prediction (JIT-SDP) to demonstrate its superiority in representation. With hand-crafted features as input, our model achieves significantly better results than previous state-of-the-art methods. It demonstrates that our model can learn high-quality feature representations from hand-crafted features. In the future, we plan to adopt our NF model to other software engineering tasks for feature classification or regression, such as defect prediction, software code review, software vulnerability discovery, software requirements, and malware detection. 
