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Introduction à la théorie de
l’apprentissage
Dans ce chapitre, nous exposons la théorie de l ’apprentissagemachine selon
le cadre de Vapnik (1999) qui nous servira de base dans notre description
des algorithmes d’apprentissage décrits dans le chapitre 3. Plus particu-
lièrement, nous présentons la notion de consistance qui garantit l ’appre-
nabilité d’une fonction de prédiction. Les déﬁnitions et les hypothèses de
base de cette théorie, ainsi que le principe de la minimisation du risque
empirique, sont décrits dans la section 1.1. L’étude de la consistance de ce
principe, présentée dans la section 1.2, nous mène au second principe de la
minimisation du risque structurel, qui stipule que l ’apprentissage est un
compromis entre une erreur empirique faible et une capacité de la classe de
fonctions forte. Nous présentons particulièrement deux outils pourmesurer
cette capacité permettant d’établir des bornes de généralisation, et qui ont
été à la base du développement de nouveaux algorithmes d’apprentissage
ces dernières années.
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Un modèle d’apprentissage construit une fonction de prédiction à partir d’un ensemble
ﬁni d’exemples, appelé base d’entraînement ou base d’apprentissage (Fukunaga 1972 ;
Duda et al. 2001 ; Schölkopf et Smola 2002 ; Boucheron et al. 2005). Suivant le cadre
supervisé, chaque exemple est un couple constitué généralement du vecteur représenta-
tif d’une observation et de sa réponse associée (aussi appelée sortie désirée). Le but de
l’apprentissage est d’induire une fonction qui prédise les réponses associées à de nouvelles
observations en commettant une erreur de prédiction la plus faible possible. Cette réponse
est généralement une valeur réelle ou une étiquette de classe, comme nous allons le voir
dans la suite. L’hypothèse sous-jacente ici est que les données sont stationnaires, c’est-
à-dire que les exemples de la base d’entraînement, sur laquelle la fonction de prédiction
est apprise, sont en quelque sorte représentatifs du problème général que l’on souhaite
résoudre. Nous allons revenir sur cette hypothèse dans la section suivante.
En pratique, parmi une classe de fonctions existante, le modèle d’apprentissage choisit
la fonction qui réalise la plus faible erreur moyenne de prédiction (ou erreur empirique)
sur une base d’entraînement. La fonction d’erreur quantiﬁe le désaccord entre la prédic-
tion de sortie donnée par la fonction que l’on souhaite apprendre pour une observation
de la base d’entraînement et sa réponse associée. Le but de cette recherche n’est pas que
le modèle d’apprentissage induise une fonction donnant exactement les sorties désirées
des observations de la base d’entraînement (ou faire du surapprentissage), mais de trou-
ver, comme nous venons de l’évoquer, la fonction qui aura de bonnes performances de
généralisation.
En logique, ce raisonnement ou procédé de recherche d’une règle générale à partir d’un
ensemble d’observations ﬁni est appelé induction (Genesereth et Nilsson 1987, cha-
pitre 7, pp.161-176) ¹. En apprentissage machine, le cadre inductif a été mis en place
suivant le principe de la minimisation du risque empirique (MRE) (ou Empirical Risk
Minimisation en anglais) et ses propriétés statistiques ont été étudiées dans la théorie
développée par Vapnik (1999). Le résultat marquant de cette théorie est une borne su-
périeure de l’erreur de généralisation de la fonction apprise qui s’exprime en fonction de
l’erreur empirique de cette dernière sur une base d’entraînement et de la complexité de la
classe de fonctions utilisée. Cette complexité traduit la capacité de la classe de fonctions à
résoudre le problème de prédiction et elle est d’autant plus grande qu’il y a de possibilités
d’assigner des sorties désirées à des observations de la base d’entraînement. En d’autres
termes, plus la capacité est grande, plus le risque empirique serait faible et moins on est
garanti d’atteindre l’objectif principal de l’apprentissage, qui est d’avoir une faible erreur
de généralisation. Cette borne exhibe ainsi le compromis qui existe entre l’erreur empi-
rique et la capacité de la classe de fonctions, et montre une façon de minimiser la borne
sur l’erreur de généralisation (et d’avoir ainsi une meilleure estimation de cette erreur) en
minimisant l’erreur empirique tout en contrôlant la capacité de l’ensemble de fonctions.
Ce principe s’appelle la minimisation du risque structurel ; le principe ERM et lui sont à
1. Le raisonnement contraire appelé déduction se base, quant à lui, sur des axiomes et produit des règles
spéciﬁques (qui sont toujours vraies) comme des conséquences de la loi.
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l’origine d’un grand nombre d’algorithmes d’apprentissage. De plus, ils peuvent expliquer
le fonctionnement des algorithmes conçus avant l’établissement de la théorie de Vapnik
(1999). La suite de ce chapitre est consacrée à la présentation plus formelle de ces dif-
férents concepts suivant le cadre de la classiﬁcation bi-classes, qui a constitué le cadre
initial du développement de cette théorie.
1.1 Minimisation du Risque Empirique
Dans cette section, nous allons présenter le principe de minimisation de risque empirique
en ﬁxant tout d’abord les notations qui seront utilisées par la suite.
1.1.1 Hypothèse et définitions
Nous supposons que les observations possèdent une représentation numérique dans un
espace vectoriel de dimension ﬁxe d, X ⊆ Rd. Les sorties désirées des observations sont
supposées faire partie d’un ensemble de sortie Y ⊂ R. Jusqu’au début des années 2000,
il y avait deux déclinaisons majeures des problèmes d’apprentissage supervisé ; la classiﬁ-
cation et la régression. En classiﬁcation, l’ensemble de sortie Y est discret et la fonction
de prédiction f : X → Y est appelée un classiﬁeur. Lorsque Y est continu, f est une
fonction de regression. Dans le chapitre 6, nous présenterons le cadre d’apprentissage de
fonctions d’ordonnancement qui s’est développé récemment dans les communautés de
l’apprentissage machine et de la recherche d’information. Un couple (x, y) ∈ X × Y
désigne ainsi un exemple étiqueté et S=(xi, yi)mi=1 ∈ (X × Y)m dénote un ensemble
d’exemples d’entraînement. Dans le cas particulier de la classiﬁcation binaire que l’on
considère dans ce chapitre, nous notons l’espace de sortie par Y = {−1,+1} et un
exemple (x,+1) (respectivement (x,−1)) est appelé un exemple positif (respectivement
négatif ). Par exemple considérons le problème de classiﬁcation de courriels, consistant
à les étiqueter suivant deux classes : sollicité et non sollicité. On représentera les cour-
riels par des vecteurs dans un espace vectoriel donné et on désignera une des classes (par
exemple la classe des courriels sollicités) par l’étiquette de classe +1 et l’autre classe par
l’étiquette de classe −1.
L’hypothèse fondamentale de la théorie de l’apprentissage machine est que tous les
exemples sont générés indépendamment et identiquement selon une distribution de pro-
babilité ﬁxe, mais inconnue, notée D. L’hypothèse identiquement distribuée assure que
les observations sont stationnaires, alors que l’hypothèse indépendamment distribuée sti-
pule que chaque exemple individuel apporte unmaximum d’information pour résoudre le
problème de prédiction. D’après cette hypothèse, les exemples (xi, yi) de tout ensemble
d’entraînement S et de test sont supposés être identiquement et indépendamment dis-
tribués (i.i.d.) selon D. Autrement dit, chaque ensemble est un échantillon d’exemples
i.i.d. selon D.
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Cette hypothèse caractérise ainsi la notion de représentativité d’un ensemble d’appren-
tissage et de test par rapport au problème de prédiction, c’est-à-dire que les exemples
d’entraînement ainsi que les observations futures et leur sortie désirée sont supposés être
issus d’une même source d’information.
Un autre concept de base en apprentissage est la notion de coût, aussi appelé risque ou
erreur. Pour une fonction de prédiction f donnée, le désaccord entre la sortie désirée y
d’un exemple x et la prédiction f(x) est mesurée grâce à une fonction de coût instantané
déﬁnie par :
e : Y × Y → R+
D’une manière générale, cette fonction est une distance sur l’ensemble de sortie Y et elle
mesure l’écart entre la réponse réelle et la réponse prédite par la fonction de prédiction
pour une observation donnée. En régression, les fonctions de coût instantané usuelles
sont les normes ℓ1 et ℓ2 de la diﬀérence entre les réponses réelle et prédite d’une obser-
vation donnée. En classiﬁcation bi-classes, l’erreur instantanée communément envisagée
est le coût 0/1, qui pour une observation (x, y) et une fonction de prédiction f est déﬁnie
par :
e(f(x), y) = 1f(x) ̸=y
où 1pi vaut 1 si le prédicat pi est vrai et 0 sinon. En pratique, et dans le cas de la classi-
ﬁcation bi-classes, la fonction apprise h : X → R est une fonction à valeurs réelles et le
classiﬁeur associé f : X → {−1,+1} est déﬁni en prenant la fonction signe sur la sortie
de h. Dans ce cas, l’erreur instantanée équivalente au coût 0/1, déﬁnie pour la fonction h
est :
e0 : R× Y → R+
(h(x), y) 7→ 1y×h(x)60
À partir d’un coût instantané et de la génération i.i.d. des exemples selon la distribution
D, on peut déﬁnir l’erreur de généralisation d’une fonction apprise f ∈ F comme :
L(f) = E(x,y)∼De(f(x), y) =
∫
X×Y
e(f(x), y)dD(x, y) (1.1)
où E(x,y)∼DX(x, y) est l’espérance de la variable aléatoireX lorsque (x, y) suit la distri-
bution de probabilité D. Comme D est inconnue, cette erreur de généralisation ne peut
pas être estimée exactement, et pour mesurer la performance d’une fonction f , on utilise
souvent un ensemble d’exemples S de taillem sur lequel on calcule l’erreur empirique de
f déﬁnie par :





Ainsi, pour résoudre un problème de classiﬁcation pour lequel nous disposons d’un en-
semble d’entraînement S, il est naturel de choisir une classe de fonctionsF et de chercher
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le classiﬁeur fS qui minimise l’erreur empirique sur S (puisque cette erreur est un esti-
mateur non biaisé de l’erreur de généralisation de fS que l’on ne peut pas mesurer).
1.1.2 Énoncé du principe
Cette méthode d’apprentissage, appelée le principe de minimisation du risque empirique
(MRE), est à l’origine des tout premiers modèles d’apprentissage machine.
La question fondamentale qui se pose alors est : suivant le cadre MRE, peut-on générer
dans tous les cas une fonction de prédiction qui généralise bien à partir d’un ensemble d’obser-
vations ﬁni ? La réponse à cette question est bien évidemment non. Pour s’en convaincre,
considérons le problème jouet de classiﬁcation binaire suivant.
EXEMPLE Surapprentissage (Bousquet et al. 2003)
Supposons que la dimension d’entrée est d = 1. Prenons l’espace des observations X ;
l’intervalle [a, b] ⊂ R où a et b sont des réels tels que a < b et l’espace des sorties est
{−1,+1}. De plus, supposons que la distributionD générant les couples d’exemples (x, y)
est une distribution uniforme sur [a, b] × {−1}. Autrement dit, les exemples sont choisis
de façon aléatoire sur l’intervalle [a, b] et, pour chaque observation, la sortie désirée est
−1.
Considérons maintenant un algorithme d’apprentissage minimisant le risque empirique,
en choisissant une fonction dans la classe des fonctions F = {f : [a, b]→ {−1,+1}} de la
façon suivante ; après avoir pris connaissance d’un ensemble d’apprentissage
S = {(x1, y1), . . . , (xm, ym)} l’algorithme produit la fonction de prédiction fS telle que :
fS(x) =
{
−1, si x ∈ {x1, . . . ,xm},
+1, sinon.
Dans ce cas, le classiﬁeur produit par l’algorithme d’apprentissage a un risque empirique
égal à 0, et ceci pour n’importe quel ensemble d’apprentissage donné. Cependant, comme
le classiﬁeur fait une erreur sur tout l’ensemble inﬁni [a, b] sauf pour les exemples d’une
base d’entraînement ﬁnie, de mesure nulle, son erreur de généralisation est toujours
égale à 1.
1.2 Consistance du principe MRE
La question sous-jacente à la question précédente est : dans quel cas le principe MRE est-il
susceptible de générer une règle générale d’apprentissage ? La réponse à cette question réside
dans une notion statistique appelée consistance. Ce concept indique les deux conditions
qu’un algorithme d’apprentissage doit remplir, à savoir (a) l’algorithme doit renvoyer une
fonction dont l’erreur empirique reﬂète son erreur de généralisation lorsque la taille de la
base d’entraînement tend vers l’inﬁni et, (b) dans le cas asymptotique, l’algorithme doit
9
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permettre de trouver une fonction qui minimise l’erreur de généralisation dans la classe
de fonctions considérée. De façon formelle :
(a) ∀ϵ > 0, lim
m→∞P(|Lˆ(fS , S)− L(fS)| > ϵ) = 0, noté, Lˆ(fS , S)
P→ L(fS) ;
(b) Lˆ(fS , S)
P→ infg∈F L(g).
Ces deux conditions impliquent ainsi la convergence en probabilité de l’erreur empirique
Lˆ(fS , S) de la fonction de prédiction trouvée par l’algorithme d’apprentissage sur la base
d’entraînement S, fS , vers son erreur de généralisationL(fS) et infg∈F L(g) (ﬁgure 1.1).
.















Figure 1.1. Description schématique de la notion de consistance. L’axe des abscisses repré-
sente la classe des fonctionsF et les courbes d’erreurs empirique (en pointillé) et de générali-
sation (en trait plein) sont montrées en fonction de f ∈ F . Le principe MRE consiste à trouver
la fonction fS dans la classe F qui minimise l’erreur empirique sur une base d’entraînement
S. Ce principe est consistant si en probabilité Lˆ(fS , S) converge versL(fS) et infg∈F L(g).
Une façon naturelle d’analyser la condition (a) de la consistance, exprimant le concept
de la généralisation, est d’utiliser l’inégalité suivante :
|L(fS)− Lˆ(fS , S)| 6 sup
g∈F
|L(g)− Lˆ(g, S)| (1.3)
Nous voyons bien d’après cette inégalité qu’une condition suﬃsante pour généraliser est
qu’asymptotiquement, l’erreur empirique de la fonction de prédiction, dont l’écart en
valeur absolue entre cette erreur et son erreur de généralisation parmi toutes les autres
fonctions d’une classe de fonctions F donnée est la plus grande, tend vers l’erreur de
10
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généralisation de la fonction, soit :
sup
g∈F
|L(g)− Lˆ(g, S)| P→ 0 (1.4)
Cette condition suﬃsante pour généraliser est une considération au pire cas et, d’après
(Eq. 1.3), elle implique une convergence uniforme bilatérale pour toutes les fonctions
de la classe F . De plus, la condition (Eq. 1.4) ne dépend pas de l’algorithme considéré
mais uniquement de la classe de fonctions F . Ainsi, une condition nécessaire pour que
le principe MRE soit consistant est que la classe de fonctions considérée soit restreinte
(voir l’exemple sur le surapprentissage de la section précédente).
Le résultat fondamental de la théorie de l’apprentissage (Vapnik 1999, théorème 2.1,
p.38) exhibe une autre relation faisant intervenir le supremum sur la classe de fonctions
concernant la consistance du principe MRE (et non pas la capacité à généraliser) sous
forme d’une convergence uniforme unilatérale et qui stipule :
Le principe MRE est consistant si et seulement si :











L’implication directe de ce résultat est une borne uniforme sur l’erreur de généralisation
de toute fonction de prédiction f ∈ F apprise sur une base d’entraînement S de taillem
et qui est de la forme suivante :
∀δ ∈]0, 1],P
(
∀f ∈ F , (L(f)− Lˆ(f, S)) 6 C(F ,m, δ)
)
> 1− δ (1.6)
où C est un terme qui dépend de la taille de la classe de fonctions utilisée, de la taille de la
base d’entraînement et de la précision δ ∈]0, 1] souhaitée. La recherche en apprentissage
machine a étudié diﬀérentes façons pour mesurer la taille d’une classe de fonctions et la
mesure utilisée à cette ﬁn est communément appelée la complexité ou la capacité de la
classe de fonctions. Dans ce chapitre, nous allons présenter deux de ces mesures (à savoir
la dimension VC et la complexité de Rademacher) menant à diﬀérents types de bornes
de généralisation et aussi à un nouveau principe d’apprentissage appelé : minimisation
du risque structurel (MRS).
Avant de présenter une borne de généralisation estimée sur la base d’entraînement qui a
servi à trouver la fonction de prédiction, nous allons considérer dans un premier temps
l’estimation de l’erreur de généralisation d’une fonction sur une base de test (Langford
2005). Le but ici est de montrer qu’il est possible d’estimer une borne supérieure sur
l’erreur de généralisation en utilisant un ensemble de test et que l’erreur empirique sur
cet ensemble converge, en probabilité, vers l’erreur de généralisation lorsque le nombre
d’exemples de test tend vers l’inﬁni et ceci indépendamment de la capacité de la classe de
fonctions considérée.
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1.2.1 Estimation de l’erreur de généralisation sur
un ensemble de test
Rappelons que les exemples d’une base de test sont générés i.i.d. suivant lamême distribu-
tion de probabilitéD qui a servi à générer les exemples d’une base d’entraînement. Consi-
dérons fS une fonction apprise sur une base d’entraînement S. Soit T = {(xi, yi); i ∈
{1, . . . , n}} une base de test de taille n. Comme les exemples de cet ensemble n’inter-
viennent pas dans la phase d’apprentissage, la fonction fS ne dépend pas des valeurs
des erreurs instantanées des exemples (xi, yi) de cet ensemble, et les variables aléatoires
(fS(xi), yi) 7→ e(fS(xi), yi) peuvent être considérées comme des copies indépendantes
d’une même variable aléatoire, soit :










E(x,y)∼De(fS(x), y) = L(fS)
Ainsi, l’erreur empirique de fS sur la base de test Lˆ(fS , T ) est un estimateur non biaisé
de son erreur de généralisation.
De plus, pour chaque exemple (xi, yi), désignons parXi la variable aléatoire déﬁnie par
1
ne(fS(xi), yi). Comme les variables aléatoires Xi, i ∈ {1, . . . , n} sont indépendantes










, nous avons d’après l’inégalité de Hoeﬀding (1963) (annexe A) :
∀ϵ > 0,P
([





Pour mieux appréhender ce résultat, résolvons l’équation e−2nϵ




2n , et considérons l’évènement opposé. Nous avons ainsi :
∀δ ∈]0, 1],P
(





> 1− δ (1.8)
Pour un δ faible, nous avons d’après (Eq. 1.8) et avec une forte probabilité l’inégalité
L(fS) 6 Lˆ(fS , T ) +
√
ln 1/δ
2n , qui se tient pour pratiquement tous les ensembles de test
possibles de taille n. D’après ce résultat, nous avons ainsi une borne sur l’erreur de géné-
ralisation de la fonction apprise qui peut se calculer sur un ensemble de test quelconque
12
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et qui, dans le cas où n est suﬃsamment grand, donne une bonne approximation de cette
dernière.
EXEMPLE Estimation de l’erreur de généralisation sur un ensemble de test (Langford
2005)
Supposons que l’erreur empirique d’une fonction de prédiction fS sur une base de test
T de taille n = 1000 est Lˆ(fS , T ) = 0.23. Pour δ = 0.01, i.e.
√
ln(1/δ)
2n ≈ 0.047, nous
avons l’erreur de généralisation de la fonction fS qui est ainsi majorée par 0.277 avec une
probabilité d’au moins 0.99.
1.2.2 Borne uniforme sur l’erreur de généralisation
Pour une fonction de prédiction donnée, nous savons d’après le résultat précédent com-
ment borner son erreur de généralisation, en utilisant une base de test sur laquelle les
paramètres de la fonction n’ont pas été trouvés. Dans le cadre de l’étude de la consistance
du principe MRE, nous aimerions maintenant établir une borne uniforme sur l’erreur de
généralisation d’une fonction apprise en fonction de son erreur empirique sur une base
d’entraînement. Nous ne pouvons pas répondre à cette question en utilisant le développe-
ment précédent. Ceci est principalement dû au fait que, lorsque la fonction apprise fS a
eu connaissance des données de la base d’entraînement S = {(xi, yi); i ∈ {1, . . . ,m}},
les variables aléatoires Xi = 1me(fS(xi), yi); i ∈ {1, . . . ,m}, qui interviennent dans le
calcul de l’erreur empirique de la fonction fS sur S, sont toutes dépendantes les unes des
autres. En eﬀet, si on change un exemple de la base d’entraînement, la fonction choisie fS
change aussi, ainsi que les erreurs instantanées pondérées de tous les autres exemples. De
ce fait, comme les variables aléatoires Xi ne peuvent plus être considérées indépendam-
ment distribuées, nous ne sommes plus en mesure d’appliquer l’inégalité de Hoeﬀding
(1963).
Dans la suite, nous allons exposer une borne uniforme sur l’erreur de généralisation en
suivant le cadre de Vapnik (1999). Dans la section suivante, nous présentons un autre
cadre plus récent, développé au début des années 2000, enmontrant le lien avec les travaux
de Vapnik (1999).









de (Eq. 1.5). À ce stade, deux cas se présentent, le
cas des ensembles de fonctions ﬁnis et inﬁnis.
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Cas des ensembles finis de fonctions
Considérons une classe de fonctions F = {f1, . . . , fp} de taille p = |F|. La borne de
généralisation consiste ainsi à estimer, étant donné ϵ > 0, la probabilité que pour une
base d’apprentissage de taillem, max
j∈{1,...,p}
[
L(fj)− Lˆ(fj , S)
]
soit supérieure à ϵ.
Si p = 1, le seul choix de sélectionner la fonction de prédiction dans F = {f1} se
restreint à prendre f1 et ceci avant même de considérer les observations de n’importe
quel échantillon S de taillem. Nous pouvons dans ce cas appliquer directement la borne

















L’interprétation de ce résultat est que, pour une fonction f ﬁxée et un ϵ > 0 donné, la
proportion des ensembles dem observations possibles pour lesquellesL(f)−Lˆ(f, S) > ϵ
est inférieure à e−2mϵ
2
.




L(fj)− Lˆ(fj , S)
]
> ϵ⇔ ∃f ∈ F ,L(f)− Lˆ(f, S) > ϵ (1.9)
pour un ϵ > 0 ﬁxé et chaque fonction fj ∈ F ; considérons l’ensemble des échantillons
de taillem pour lesquels l’erreur de généralisation de fj est plus grande, de plus de ϵ, par
rapport à son erreur empirique :
Sϵj = {S = {(x1, y1), . . . , (xm, ym)} : L(fj)− Lˆ(fj , S) > ϵ}
Étant donné j ∈ {1, . . . , p} ﬁxé, nous avons d’après l’interprétation précédente que la
probabilité sur les échantillons S pour que L(fj)− Lˆ(fj , S) > ϵ est inférieure à e−2mϵ2 ,
soit :
∀j ∈ {1, . . . , p};P(Sϵj) 6 e−2mϵ
2
(1.10)
















Sϵ1 ∪ . . . ∪Sϵp
)
Nous allons maintenant borner l’égalité précédente en utilisant le résultat de (Eq. 1.10)
et la borne de l’union (voir annexe A) qui est l’outil de base pour dériver des bornes de
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2m , et en
considérant l’évènement opposé, il vient :
∀δ ∈]0, 1],P
(





> 1− δ (1.11)
En comparaison avec la borne de généralisation obtenue sur un ensemble de test
(Eq. 1.8), nous voyons bien que l’erreur empirique sur une base test est un meilleur esti-
mateur de l’erreur de généralisation que l’erreur empirique sur une base d’entraînement.
En outre, plus l’ensemble de fonctions contient des fonctions diﬀérentes, plus il y a de
chances que l’erreur empirique sur la base d’entraînement soit une sous-estimation im-
portante de l’erreur de généralisation.
En eﬀet, l’interprétation de la borne (Eq. 1.11) est que pour un δ ∈]0, 1] ﬁxé et pour
une fraction plus grande que 1 − δ des ensembles d’entraînement possibles, toutes les
fonctions de l’ensemble ﬁni F (y compris la fonction qui minimise l’erreur empirique)
ont une erreur de généralisation inférieure à leur erreur empirique plus le terme résiduel√
ln(|F|/δ)
2m . De plus, la diﬀérence au pire cas entre l’erreur de généralisation et l’erreur
empirique tend vers 0 lorsque le nombre d’exemples tend vers l’inﬁni, et ceci sans au-
cune hypothèse particulière sur la distribution D générant les données. Ainsi, pour tout
ensemble ﬁni de fonctions, le principe MRE est consistant pour n’importe quelle distri-
bution de probabilité D.
EN RÉCAPITULATIF
Les deux étapes qui ont mené à la borne de généralisation présentées dans le développe-
ment précédent sont ainsi :
1 Pour toute fonction fj ∈ {f1, . . . , fp} ﬁxée et un ϵ > 0 donné, borner la probabilité sur
les échantillons S pour que L(fj)− Lˆ(fj , S) > ϵ.
2 Utiliser la borne de l’union pour passer de cette probabilité pour une seule fonction à
la probabilité pour toutes les fonctions de la classe F en même temps.
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Cas des ensembles infinis de fonctions
Pour le cas d’une classe de fonctions inﬁnie, l’approche précédente n’est pas directement
applicable. En eﬀet, étant donné un ensemble dem observations
S = {(x1, y1), . . . , (xm, ym)}, si l’on considère l’ensemble suivant :
F(F , S) =
{(
(x1, f(x1)), . . . , (xm, f(xm))
)
| f ∈ F
}
(1.12)
la taille de cet ensemble correspond au nombre de manières possibles dont les fonctions
de F peuvent étiqueter les exemples (x1, . . . ,xm). Comme ces fonctions n’ont que deux
sorties possibles (−1 ou +1), la taille de F(F , S) est ﬁnie, bornée par 2m, et ceci quelle
que soit la classe de fonctions F considérée. Ainsi, un algorithme d’apprentissage mini-
misant le risque empirique sur un ensemble d’apprentissage S choisit la fonction parmi
|F(F , S)| fonctions de F qui réalise l’étiquetage des exemples de S aboutissant à la plus
petite erreur. Ainsi, il n’y a qu’un nombre ﬁni de fonctions qui vont intervenir dans le











Cependant, pour un second ensemble S′ diﬀérent du premier, l’ensemble F(F , S′) sera
diﬀérent de F(FS) et il est impossible d’appliquer la borne obtenue pour les ensembles
ﬁnis en considérant |F(F , S)|.
La solution proposée par Vapnik et Chervonenkis est unemanière élégante de résoudre ce
problème. Elle consiste à remplacer la vraie erreur L(f) dans l’expression (Eq. 1.13) par
l’erreur empirique de f sur un autre échantillon de même taille que S, appelé échantillon
virtuel ou fantôme (ghost sample en anglais), et elle s’énonce formellement comme suit :
Lemme 1 Symétrisation de Vapnik et Chervonenkis Vapnik (1999). Soit F une classe de
fonctions (pouvant être inﬁnie) et S et S′ deux échantillons d’apprentissage de même taillem.




















PREUVE du lemme de symétrisation
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Pour chaque exemple (x′i, y′i) ∈ S′ désignons par Xi la variable aléatoire 1me(f∗S(x′i), y′i).
Comme f∗S est indépendante de l’échantillon S
′, les variables aléatoiresXi, i ∈ {1, . . . ,m}
sont indépendantes. La variance de la variable aléatoire Lˆ(f∗S , S







et, d’après l’inégalité de Tchebychev (1867) (annexe A), nous avons :





La dernière inégalité est due au fait que e(f∗S(x′), y′)) soit une variable aléatoire prenant




















Nous remarquons que l’espérance de gauche dans l’inégalité (1.14) est suivant la distribu-
tion d’un échantillon i.i.d. de taillem, alors que celle de droite est suivant la distribution
d’un échantillon i.i.d. de taille 2m.
L’extension de la borne de généralisation pour une classe de fonctions inﬁnie, F , se fait
en étudiant le plus grand écart entre les risques empiriques des fonctions de F sur deux
ensembles d’apprentissage S et S′ quelconques et de même taille. En eﬀet, la quantité
importante qui intervient dans le résultat précédent est le nombre maximal d’étiquetages
possibles pour deux ensembles de même taille,m, notée G(F , 2m), où :
G(F ,m) = max
S∈Xm
|F(F , S)| (1.15)
G(F ,m) est appelée la fonction de croissance et elle mesure le nombre maximum d’éti-
quetages possibles d’une séquence de m points de X par la classe de fonctions, F .
G(F ,m) peut ainsi être vue comme une mesure de la taille de la classe de fonctions
F comme le montre le résultat suivant :
17
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éorème 1 Vapnik et Chervonenkis (1971) ; Vapnik (1999), chapitre 3. Soit δ ∈]0, 1]
et S une base d’entraînement de taillem générée i.i.d. suivant une distribution de probabilité
D ; nous avons avec une probabilité au moins égale à 1− δ :
∀f ∈ F ,L(f) 6 Lˆ(f,S) +
√
8 ln(G(F , 2m)) + 8 ln(4/δ)
m
(1.16)
PREUVE du théorème 1






































6 2G(F , 2m)P
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D’après l’inégalité de Hoeffding (1963) (annexe A), nous avons :
∀ϵ > 0, ∀f ∈ F(F , S ∪ S′),P
([















6 4G(F , 2m)e−mϵ2/8
Le résultat s’ensuit en résolvant 4G(F , 2m)e−mϵ2/8 = δ pour ϵ.




m tend vers 0 lorsque m tend vers l’inﬁni. De plus, comme la distribu-
tion D des observations n’intervient pas dans la déﬁnition de la fonction de croissance,
l’analyse précédente est valide quelle que soit D. Ainsi, une condition suﬃsante pour
que le principe MRE soit consistant, pour toutes les distributions de probabilité D et





= 0. En revanche, G(F ,m)
est une quantité non mesurable et la seule certitude dont on dispose est qu’elle soit bor-
née par 2m. De plus, dans le cas où la fonction de croissance atteindrait cette borne,
G(F ,m) = 2m, cela signiﬁerait qu’il existe un échantillon de taillem tel que la classe de
fonctions F peut générer tous les étiquetages possibles sur cet échantillon, on dit alors
que l’échantillon est pulvérisé par F . À partir de ce constat, Vapnik et Chervonenkis
18
























Figure 1.2. Pulvérisation des points dans le plan de dimension d = 2 par une classe de
fonctions linéaires. Chaque classifieur linéaire sépare le plan en deux sous-espaces, avec un
vecteur normal qui pointe vers le sous-espace contenant les exemples appartenant à la classe
+1 (représentés par des cercles pleins). Le nombre maximal de points dans le plan pouvant
être pulvérisés par la classe de fonctions linéaires, ou la dimension VC de cette classe de
fonctions, est dans ce cas égal à 3.
ont proposé une quantité auxiliaire, appelée dimension VC, pour étudier la fonction de
croissance et qui est déﬁnie de la façon suivante.
Déﬁnition 1Dimension VC, Vapnik (1999). Soit F = {f : X → {−1,+1}} une classe
de fonctions à valeurs discrètes. La dimension VC de F est le plus grand entier V vériﬁant
G(F ,V) = 2V . Autrement dit, V est le plus grand nombre de points que la classe de fonctions
arrive à pulvériser. Si un tel entier n’existe pas, la dimension VC deF est considérée alors comme
inﬁnie.
La ﬁgure 1.2 illustre le calcul de la dimension VC d’une classe de fonctions linéaires dans
le plan. D’après la déﬁnition précédente, nous voyons bien que plus la dimension VC,
V , d’une classe de fonctions est grande, plus la fonction de croissance G(F ,m) de cette
classe est élevée, et ceci pour n’importe quelm > V . Une propriété importante démontrée
par (Sauer 1972 ; Shelah 1972), est que la dimension VC d’une classe de fonctions F est
une mesure de la capacité de F elle est exhibée dans le lemme suivant.
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F
S
x1 x2 x3 x4 x5
f1 +1 −1 −1 +1 +1
f2 +1 −1 −1 +1 −1
f3 +1 −1 −1 −1 +1
f4 −1 +1 +1 −1 +1
f5 −1 +1 +1 −1 −1
f6 −1 −1 +1 +1 −1
F1
x1 x2 x3 x4
f1 +1 −1 −1 +1
f3 +1 −1 −1 −1
f4 −1 +1 +1 −1
f6 −1 −1 +1 +1
F2
x1 x2 x3 x4
f2 +1 −1 −1 +1
f5 −1 +1 +1 −1
Figure 1.3. Construction des ensembles F1 et F2 à partir de la classe de fonctions F pour
la preuve du lemme de Sauer (1972) sur un exemple jouet.
Lemme 2 Vapnik et Chervonenkis (1971) ; Sauer (1972) ; Shelah (1972) ². Soit F une
classe de fonctions à valeurs dans {−1,+1} et avec une dimension VC ﬁnie,V . Pour tout entier















Il existe diﬀérentes preuves de ce lemme (Sauer 1972 ; Shelah 1972 ; Brönnimann et
Goodrich 1995 ; Cesa-Bianchi et Haussler 1998 ; Mohri et al. 2012), dont celle basée
sur un raisonnement par récurrence par rapport àm+ V que nous allons présenter dans
la suite. Notons d’abord que l’inégalité (1.17) est vraie pour V = 0 etm = 0. En eﬀet :
• Si V = 0, cela signiﬁe que la classe de fonctions n’arrive à pulvériser aucun point, en
produisant toujours le même étiquetage, i.e. G(F ,m) = 1 = (m0 ).
• Si m = 0, cela signiﬁe que nous sommes en face de l’étiquetage trivial de l’ensemble
vide, i.e. G(F , 0) = 1 =∑Vi=0 (0i)
2. Ce lemme est plus connu sous le nom de lemme de Sauer mais il a été énoncé pour la première, et sous
une forme légèrement diﬀérente, dans Vapnik et Chervonenkis (1971).
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Supposons maintenant que l’inégalité (1.17) soit vraie pour toutm′+V ′ < m+V . Étant
donné un ensemble S = {x1, . . . ,xm} et une classe de fonctions F avec une dimension








Considérons deux sous-ensembles de classes F1 et F2, de F , déﬁnis sur l’ensemble
S′ = S \ {xm} de taille m − 1. Construisons la classe F1, en y ajoutant l’ensemble
des fonctions de F telles que les vecteurs de prédiction de ces fonctions sur S′ soient
tous diﬀérents, et posons la classe F2 = F \ F1. Ainsi, si deux fonctions de F ont les
mêmes vecteurs de prédiction sur S′ et dont la seule diﬀérence réside dans leurs prédic-
tions sur le seul exemple xm, l’une de ces fonctions sera mise dans F1 et l’autre dans F2.
La ﬁgure 1.3 illustre cette construction pour un problème jouet. Les paires de fonctions
(f1, f2) et (f4, f5) ont les mêmes vecteurs de prédiction sur S′ = S \ {x5}, et les en-
semblesF1 etF2 vont contenir chacun une des fonctions de ces paires. Nous remarquons
maintenant que si un ensemble est pulvérisé par la classe F1, il le sera aussi par la classe
F puisque F1 contient toutes les fonctions non redondantes sur S′ de F , ainsi :
dimension de VC(F1) 6 dimension de VC(F) = V
De plus, si un ensemble S′ est pulvérisé parF2, l’ensemble S′∪{xm} sera aussi pulvérisé
par F puisque, pour toute fonction dans F2, F contient aussi l’autre fonction dont la
sortie sur xm diﬀère de la première.
Ainsi, dimension de VC(F) > dimension de VC(F2) + 1, soit :
dimension de VC(F2) 6 V − 1
D’après l’hypothèse de la récurrence, nous avons :
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Le raisonnement se termine après un changement de variable et l’utilisation de la formule
de Pascal :














































Pour démontrer l’inégalité (1.18), nous allons utiliser la formule du binôme de Newton.





















En multipliant le terme de droite par 1m−i = 1 et en utilisant la formule du binôme, il































D’après le résultat précédent, nous voyons bien que les valeurs prises par la fonction de
croissance associée à la classe de fonctions F vont dépendre de l’existence ou non de la
dimension VC de F :
∀m,G(F ,m) =
{
O(mV) si V est ﬁnie,
2m si V est inﬁnie.
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De plus, dans le cas où la dimension VC, V , d’une classe de fonctions F est ﬁnie et où
on dispose d’assez d’exemples d’entraînement tels que m > V , l’évolution de la fonc-
tion de croissance devient polynomiale en fonction de m, i.e. lnG(F , 2m) 6 V ln 2emV
(inégalité1.18). Ce résultat permet d’exhiber une nouvelle expression pour la borne de
généralisation de (Eq. 1.16) estimable pour une valeur de V connue et n’importe quel
ensemble d’apprentissage ﬁxé.
Corollaire 1 Borne de généralisation avec la dimension VC. Soit X ∈ Rd un espace vec-
toriel, Y = {−1,+1} un espace de sortie et F une classe de fonctions à valeurs dans Y et de
dimension VC, V . Supposons que les paires d’exemples (x, y) ∈ X × Y sont générées i.i.d.
suivant une distribution de probabilitéD. Pour toute δ ∈]0, 1], nous avons pour toute fonction
f ∈ F et tout ensemble S ∈ (X × Y)m de taille m > V générés i.i.d. suivant la même
distribution de probabilité, l ’inégalité suivante qui se tient avec une probabilité au moins égale
à 1− δ :
L(f) 6 Lˆ(f,S) +
√





8V ln 2emV + 8 ln 4δ
m
= 0, nous pouvons déduire du résultat précé-
dent une condition suﬃsante sur la consistance du principe MRE qui s’énonce :
Pour une classe de fonctions binaires F donnée, si la dimension VC de F est ﬁnie, alors, le
principe MRE est consistant pour toutes les distributionsD générant les exemples.
Vapnik (1999) démontre de plus que pour que le principe MRE soit consistant pour
toutes les distributions D, il est aussi nécessaire que la dimension VC de la classe de
fonctions considérée soit ﬁnie. Ainsi, nous avons le résultat principal suivant :
NOTION CENTRALE
Quelle que soit la distribution de probabilité générant les exemples, le principe MRE est
consistant si et seulement si la dimension VC de la classe de fonctions considérée est ﬁnie.
1.2.3 Minimisation du risque structurel
D’après l’étude précédente, nous voyons bien que plus (respectivement moins) la capa-
cité d’une classe de fonctions est grande, plus (respectivement moins) on a de possibilité
d’étiqueter un ensemble d’apprentissage et moins (respectivement plus) l’erreur empirique
d’une fonction de cette classe sur une base d’entraînement sera élevée, et ceci sans qu’on
puisse garantir une plus faible erreur de généralisation. La diﬃculté de l’apprentissage
est ainsi de réaliser un compromis entre une faible erreur empirique et une faible capacité
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F1 ⊂ F2 ⊂ F3 ⊂ F4 ⊂ F5 ⊂ F6
Erreur empirique
Borne de généralisation
Figure 1.4. Illustration du principe de la minimisation du risque structurel. L’axe des abs-
cisses montre une hiérarchie de sous-ensembles de fonctions imbriqués avec une capacité
croissante, de gauche à droite. Plus la capacité d’une classe de fonctions est grande, plus
l’erreur empirique d’une fonction de cette classe sur une base d’entraînement sera faible et
plus la borne sur son erreur de généralisation sera mauvaise. Le principe de la minimisation
du risque structurel consiste à choisir la fonction de la classe de fonctions pour laquelle nous
avons la meilleure estimation de sa borne de généralisation.
de l’ensemble de fonctions pour arriver à minimiser l’erreur de généralisation. Ce com-
promis, illustré par la ﬁgure 1.4, s’appelle la minimisation du risque structurel (Vapnik et
Chervonenkis 1974) et s’énonce comme suit (algorithme 1).
EN RÉCAPITULATIF
On vient de voir que :
1 Pour généraliser, il faudrait maîtriser la capacité de la classe de fonctions.
2 Le principe MRE est consistant pour toutes les distributions D générant les données, si
et seulement si la dimension VC de la classe de fonctions considérée est ﬁnie.
3 L’étude de la consistance du principe MRE a mené au deuxième principe fondamental
en apprentissage qui est le principe de la minimisation du risque structurel (MRS).
4 L’apprentissage est un compromis entre une erreur empirique faible et une capacité de
la classe de fonctions forte.
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Entrée :
• problème de prédiction, issu d’un domaine d’application.
Procédé :
• avec une connaissance a priori sur le domaine d’application, choisir une classe de
fonctions (par exemple des fonctions polynomiales) ;
• diviser la classe de fonctions en une hiérarchie de sous-ensembles de fonctions
imbriqués (par exemple des polynômes de degré croissant) ;
• sur une base d’entraînement, apprendre une fonction de prédiction par
sous-ensemble de fonctions considéré en appliquant le principe MRE ;
Sortie : parmi l’ensemble des fonctions apprises, choisir la fonction pour laquelle nous
avons la meilleure estimation de sa borne de généralisation (fonction réalisant
le meilleur compromis).
Algorithme 1 : Principe de la minimisation du risque structurel
1.3 Borne sur l’erreur de généralisation
dépendante des données
Nous venons de voir que la fonction de croissance et la dimension VC sont deux quan-
tités qui permettent de mesurer la capacité d’une classe de fonctions indépendamment
de la distribution de probabilité générant les données, qui est inconnue. Cependant, la
fonction de croissance est pratiquement impossible à estimer dans la majorité des cas et
la dimension VC est une mesure assez large en général. Il existe d’autres quantités qui
conduisent à des estimations plus ﬁnes de la capacité d’une classe de fonctions et qui de
surcroît sont dépendantes des données d’apprentissage. Parmi les quantités existantes,
nous allons nous intéresser dans cette section à la complexité de Rademacher introduite
par Koltchinskii et Panchenko (2000) ; Koltchinskii (2001) et qui a ouvert une nouvelle
voie de recherche active en théorie de l’apprentissage.
1.3.1 Complexité de Rademacher
La complexité de Rademacher empirique estime la richesse d’une classe de fonctions
F en mesurant le degré auquel cette dernière peut s’ajuster au bruit aléatoire sur un
ensemble de données S = {(x1, y1), . . . , (xm, ym)} de taille m généré i.i.d. sui-
vant une distribution de probabilité D. Cette complexité est estimée par le biais des
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variables de Rademacher σ = (σ1, . . . , σm)⊤ qui sont des variables aléatoires dis-
crètes indépendantes prenant des valeurs −1 ou +1 avec la même probabilité 1/2, i.e.











∣∣∣∣∣ | x1, . . . ,xm
]
(1.20)
où Eσ est une espérance conditionnelle par rapport aux données et prise sur les variables
de Rademacher. Dans cette expression, |∑mi=1 σif(xi)| est la valeur absolue du produit
scalaire entre le bruit aléatoire σ et le vecteur des prédictions de classes induites par la
fonction f ; ou en d’autres termes, elle mesure la correlation entre ce vecteur des pré-
dictions et le bruit aléatoire. Le supremum supf∈F |
∑m
i=1 σif(xi)| estime ainsi à quel
point la classe de fonctions F est corrélée avec le bruit aléatoire σ sur l’ensemble S, et la
complexité de Rademacher empirique est une mesure en moyenne de cette estimation.
Cette complexité décrit alors la richesse de la classe de fonctions F ; plus cette classe a
une grande capacité et plus il y a de chance de trouver une fonction fS qui sera corrélée
au bruit sur S. De plus, on déﬁnit la complexité de Rademacher de la classe de fonctions
F de façon indépendante d’un ensemble donné en prenant l’espérance de la complexité
de Rademacher empirique de cette classe sur tous les ensembles générés i.i.d. de même
taille,m :













1.3.2 Lien entre la complexité de Rademacher et
la dimension VC
Il existe un lien entre la complexité de Rademacher,Rm(F) d’une classe de fonctions F
et la fonction de croissance associée G(F ,m) (et donc la dimension de VC dans le cas
où la majoration (Eq. 1.18) se tient). Ce lien découle du résultat présenté dans (Massart
2000, lemme 5.2) et connu sous le nom du lemme de Massart, qui s’énonce :
Lemme 3Massart (2000). SoitA un sous-ensemble ﬁni de Rm et σ = (σ1, . . . , σm)⊤,m











2 ln |A| (1.22)
où r = supa∈A ||a||.
26







1 – Introduction à la théorie de l’apprentissage
PREUVE du lemme de Massart (2000)
D’après la convexité de la fonction exponentielle et l’inégalité de Jensen, pour tout réel





























































Comme les variables aléatoires σ1, . . . , σm sont indépendantes et que par déﬁnition
























En utilisant l’inégalité ∀z ∈ R, e−z+ez2 6 ez
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qui minimise le terme de droite de l’inégalité. L’inégalité (1.22) se déduit alors en utilisant






















Avec ce résultat, nous pouvons borner la complexité de Rademacher d’une classe de fonc-
tions par rapport à la fonction de croissance associée.
Corollaire 2. SoitF une classe de fonctions à valeurs dans {−1,+1}, avec une dimension VC
ﬁnie, V , et G(F ,m) la fonction de croissance associée. Pour tout entier naturel non nulm, la


















PREUVE du corollaire 2
Pour un ensemble de données S = {(x1, y1), . . . , (xm, ym)} ﬁxe de taille m, comme les
fonctions f ∈ F ont des valeurs dans {−1,+1}, la norme des vecteurs (f(x1), . . . , f(xm))⊤
pour tout f ∈ F est bornée par √m. D’après l’inégalité (1.23), la déﬁnition (Eq. 1.12) et

























L’inégalité (1.25) découle du résultat précédent et de la deuxième partie du lemme de
Sauer (1.18).
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1.3.3 Différentes étapes d’obtention d’une borne
de généralisation avec la complexité de
Rademacher
Dans cette section, nous donnons les grandes lignes d’obtention d’une borne de géné-
ralisation dans le cas de la classiﬁcation de données i.i.d. utilisant la théorie développée
autour de la complexité de Rademacher (Bartlett et Mendelson (2003) ; Taylor et Cris-
tianini (2004) - chapitre 4) :
éorème 2. Soit X ∈ Rd un espace vectoriel et Y = {−1,+1} un espace de sortie. Sup-
posons que les paires d’exemples (x, y) ∈ X × Y sont générées i.i.d. suivant une distribution
de probabilité D. Soit F une classe de fonctions à valeurs dans Y et e : Y × Y → [0, 1] une
fonction de coût donnée. Pour toute δ ∈]0, 1], nous avons pour toute fonction f ∈ F et tout
ensemble S ∈ (X ×Y)m de taillem générés i.i.d. suivant la même distribution de probabilité,
l ’inégalité suivante qui se tient avec une probabilité au moins égale à 1− δ :




et aussi avec une probabilité au moins égale à 1− δ :




où e ◦ F = {(x, y) 7→ e(f(x), y) | f ∈ F}.
L’intérêt majeur de ce théorème apparaît dans la deuxième borne qui fait intervenir la
complexité de Rademacher empirique de la classe e ◦ F . Nous allons voir dans la suite
et aussi le chapitre 3 (théorème 7, équation 3.45) qu’il est, en eﬀet, possible d’estimer
facilement cette complexité de Rademacher empirique pour certaines classes de fonc-
tions et ainsi d’avoir une borne de généralisation calculable sur une base d’entraînement
quelconque.
Nous allons présenter dans la suite les trois étapes majeures qui permettent d’obtenir ces
bornes.
Étape 1. Relier le supremum sur F de L(f)− Lˆ(f, S) à son
espérance
Comme dans le cas du développement présenté dans la section précédente, nous cher-
chons ici une borne de généralisation qui soit vraie d’une manière uniforme pour toutes
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les fonctions f d’une classe F donnée et toutes bases d’apprentissage S, en remarquant
que :
∀f ∈ F ,∀S,L(f)− Lˆ(f, S) 6 sup
f∈F
[L(f)− Lˆ(f, S)] (1.28)
L’étude de cette borne se réalise en liant le supremum apparaissant, dans le terme de
droite de l’inégalité précédente, avec son espérance, par le biais d’un outil puissant déve-
loppé pour des processus empiriques (Vapnik et Chervonenkis 1971 ; Blumer et al. 1989 ;
Ehrenfeucht et al. 1989 ; Giné 1996) par McDiarmid (1989) et connu sous le nom du
théorème des diﬀérences bornées, ou l’inégalité de McDiarmid (1989).
éorème 3 Inégalité de McDiarmid (1989). Soit I ⊂ R un intervalle réel et
(X1, ..., Xm),m variables aléatoires indépendantes à valeurs dans Im. SoitΦ : Im → R tel
que : ∀i ∈ {1, ...,m}, ∃ai ∈ R. L’inégalité suivante est vraie quels que soient (x1, ..., xm) ∈
Im et ∀x′ ∈ I :
|Φ(x1, .., xi−1, xi, xi+1, .., xm)− Φ(x1, .., xi−1, x′, xi+1, .., xm)| 6 ai
Nous avons alors :





Ainsi, en considérant la fonction suivante :
Φ : S 7→ sup
f∈F
[L(f)− Lˆ(f, S)]
on peut remarquer que pour deux échantillons S et Si de taillem contenant exactement
les mêmes exemples à part le couple (xi, yi) ∈ S, à la place duquel Si contient le couple
(x′, y′) échantillonné suivant la même distribution D, la diﬀérence |Φ(S) − Φ(Si)| est
bornée par ai = 1/m puisque la fonction de coût e (intervenant dans L et Lˆ) est à valeur
dans [0, 1]. On se place alors dans le cas d’application de l’inégalité deMcDiarmid (1989)





[L(f)− Lˆ(f, S)]− ES sup
f∈F
[L(f)− Lˆ(f, S)] > ϵ
)
6 e−2mϵ2
Étape 2. borner ES sup
f∈F
[L(f)− Lˆ(f, S)] en fonction de Rm(e ◦F)
Il s’agit d’une symétrisation. Elle consiste à introduire dans ES supf∈F [L(f)− Lˆ(f, S)]
un second ensemble S′, lui aussi échantillonné suivant Dm et qui joue un rôle symé-
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trique par rapport à S. Cette étape est la plus technique dans l’obtention de la borne de
généralisation et elle permet de trouver (Eq. 1.26).
PREUVE Majoration de ES sup
f∈F
[L(f)− Lˆ(f, S)]
La majoration de ES sup
f∈F
[L(f)− Lˆ(f, S)] commence en remarquant que l’erreur empi-
rique d’une fonction f ∈ F sur un échantillon virtuel S′ donné est un estimateur non
biaisé de son erreur de généralisation, i.e. L(f) = ES′ Lˆ(f, S′) et que Lˆ(f, S) = ES′ Lˆ(f, S).
Ainsi, nous avons :
ES sup
f∈F
(L(f)− Lˆ(f, S)) = ES sup
f∈F
[ES′ (Lˆ(f, S′)− Lˆ(f, S))]
6 ESES′ sup
f∈F
[L(f, S′)− Lˆ(f, S)]
L’inégalité précédente est due au fait que le supremum d’une espérance est inférieur à
l’espérance du supremum. Le deuxième point dans cette étape consiste à introduire les








σi(e(f(x′i), y′i)− e(f(xi), yi))
]
(1.29)
Pour i ﬁxé, cette introduction a l’effet suivant : σi = 1 ne change rienmais σi = −1 revient
à intervertir les deux exemples (x′i, y′i) et (xi, yi). Ainsi lorsque l’on prend les espérances
sur S et S′, l’introduction ne change rien. Ceci étant vrai pour tout i, on a, en prenant
l’espérance sur σ = (σ1, ..., σm) :
ESES′ sup
f∈F







σi(e(f(x′i), y′i)− e(f(xi), yi))
]
























Finalement, comme ∀i, σi et −σi ont la même distribution, nous avons :
ESES′ sup
f∈F
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En récapitulant les résultats obtenus jusqu’à ce stade, nous avons :
1 ∀f ∈ F ,∀S,L(f)− Lˆ(f, S) 6 supf∈F [L(f)− Lˆ(f, S)]
2 ∀ϵ > 0,P
(







6 Rm(e ◦ F)
Et donc le premier point du théorème 2 s’obtient en résolvant l’équation e−2mϵ
2 = δ par
rapport à ϵ.
Étape 3 : Borner Rm(e ◦ F) en fonction de RˆS(e ◦ F)
Cette étape se réalise en appliquant à nouveau l’inégalité de McDiarmid à la fonction
Φ : S 7→ RˆS(e ◦ F). Pour un ensemble S donné et tout i ∈ {1, . . . ,m} considé-
rons l’ensemble Si obtenu en remplaçant l’exemple (xi, yi) ∈ S par un exemple (x′, y′)
échantillonné i.i.d. suivant la même distribution D générant les exemples de S. Dans ce
cas, la valeur absolue de la diﬀérence |Φ(S)−Φ(Si)| sera bornée par ai = 2/m, et nous
avons d’après l’inégalité de McDiarmid :
∀ϵ > 0,P(Rm(e ◦ F) > RˆS(e ◦ F) + ϵ) 6 e−mϵ2/2 (1.31)
Soit pour δ/2 = e−mϵ2/2, nous avons avec une probabilité au moins égale à 1− δ/2 :




D’après le premier point (Eq. 1.26) du théorème 2 que nous venons de démontrer, nous
avons aussi avec une probabilité au moins égale à 1− δ/2 :




Le second point (Eq. 1.27) du théorème 2 s’obtient alors en combinant les deux résultats
précédents avec la borne de l’union.
Comme nous l’avons évoqué au début de cette section, l’intérêt majeur d’utiliser la com-
plexité de Rademacher à la place de la dimension VC est qu’elle permet de dériver des
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bornes de généralisation dépendantes des données d’une base d’entraînement pour cer-
taines classes de fonctions usuelles et d’avoir ainsi de meilleures majorations de cette
erreur, dans ces cas. À titre d’exemple, et aﬁn d’illustrer les diﬀérentes étapes que l’on
retrouve fréquemment dans le développement des complexités de Rademacher, considé-
rons la majoration de la complexité de Radmeacher empirique pour la classe de fonctions
linéaires à valeurs réelles et de norme bornée HB = {h : x 7→ ⟨x,w⟩ | ||w|| 6 B} sur







































































En utilisant l’inégalité de Jensen, la concavité de la fonction racine carrée et la bilinéarité










L’espérance de la somme double sur les termes σiσj⟨xi,xj⟩, pour i ̸= j est égale à zéro
puisque, dans les quatre combinaisons possibles des variables aléatoires de valeurs −1 et
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Le corollaire de ce résultat est une borne de généralisation dépendante des données d’ap-
prentissage, qui s’obtient pour certains types d’erreur instantanée et en utilisant quelques
propriétés de la complexité de Rademacher que nous exposons dans la suite.
1.3.4 Propriétés de la complexité de Rademacher
Dans le chapitre 3 (sections 3.4.3 et 3.5.3), nous allons présenter deux de ces bornes
qui découlent directement du théorème 2, du développement précédent et des propriétés
4 et 5 de la complexité de Rademacher (théorème 4).
éorème 4. Soit F1, . . . ,Fℓ et G des classes de fonctions réelles. Nous avons alors :
1 Pour tout a ∈ R, RˆS(aF) = |a|RˆS(F) ;























Nous avons alors RˆS(F) = RˆS(conv(F)) ;
5 Si h1/L : R → R est une fonction lipschitzienne de constante L vériﬁant h1/L(0) = 0
alors :
RˆS(h1/L ◦ F) 6 2LRˆS(F);








Les propriétés 1, 2 et 3 découlent de la déﬁnition de la complexité de Rademacher em-
pirique (Eq. 1.20). La propriété 5 est plus connue sous le nom du lemme de Talagrand
et il est démontré dans Ledoux et Talagrand (1991) (p. 78 corollaire 3.17). Il est à la base
de la dérivation des bornes de généralisation à base de marge (Antos et al. 2003).
La propriété 6 est démontrée en suivant le même développement que celui utilisé pour
la majoration de la complexité de Rademacher présentée dans la section précédente. Par
déﬁnition et d’après l’inégalité triangulaire :
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En passant par la déﬁnition, ∀z ∈ R, |z| =
√
z2, il vient :
















Le résultat se déduit ainsi, en utilisant l’inégalité de Jensen, la concavité de la fonction
racine carrée et la déﬁnition des variables de Rademacher, soit :






































Comme tous les poids de la combinaison λt, ∀t sont positifs et que
∑T
t=1 λt = 1 nous








C’est-à-dire que le supremum est atteint en mettant tous les poids (de somme égale à 1)
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Ainsi, nous avons :
RˆS(conv(F)) = max
(
RˆS(conv(F)),−RˆS(conv(F))
)
= max
(
RˆS(F),−RˆS(F)
)
= RˆS(F)
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