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Abstract— An iterative controller tuning method based on a
frequency criterion is proposed in this paper. The frequency cri-
terion is defined as the weighted sum of squared errors between
the desired and actual value of the modulus margin (inverse
of the infinity norm of the sensitivity function), phase margin
and crossover frequency. The criterion is minimized using the
iterative Gauss-Newton algorithm. The gradient and Hessian
of the criterion can be expressed in terms of the derivatives
of the open-loop system with respect to the frequency. These
derivatives, as well as the robustness margins and the related
frequencies are computed using a plant model. Simulation
examples illustrate the effectiveness and the simplicity of the
proposed method for controller tuning.
I. INTRODUCTION
Simple controllers, such as the conventional PID con-
trollers, are undeniably the most commonly used control
algorithms in industrial processes. In spite of their very
simple structure, they often perform well and meet the
specifications, provided that their parameters are properly
tuned. Consequently, there is an interest in systematic tuning
methods for these industrial plant controllers.
Available methods usually lead to controllers achieving
specified loop specifications. These consist on robustness
margins and related frequencies. Their values are crucial
for the stability robustness and they represent also the time
domain performances of the closed-loop system.
The classical loop frequency specifications are habitu-
ally expressed in terms of phase margin, gain margin and
crossover frequency [3], [5], [7]. But gain and phase margins
only measure the distance from the critical point to the
Nyquist curve in certain specific directions. If one of them is
small, the closed-loop system is close to instability. However,
for some systems like resonant mechanical processes, this can
also be the case if both margins are relatively large.
On the other hand, the maximum value of the sensitivity
function constitutes a much better robustness margin. This
value is simply the inverse of the shortest distance from
the Nyquist curve to the critical point −1. It quantifies how
sensitive is the closed-loop system to variations of the con-
sidered plant. It also gives an upper bound for the disturbance
amplification by the closed-loop system. Furthermore, it has
been pointed out in [4] that the infinity norm of the sensitivity
function is a good design parameter in the sense that different
processes designed with the same specified value exhibit very
similar time responses, in a normalized time scale.
The model-based controller design method proposed in
this paper is based on the Gauss-Newton iterative pro-
cedure to minimize iteratively a frequency criterion. Dif-
ferent frequency specifications are considered: the inverse
of the maximum value of the sensitivity function (called
the modulus margin) as well as the phase margin and the
crossover frequency. The first two specifications ensure for
processes encountered in practice the stability and robustness
of the closed-loop system. The crossover frequency, which is
related to the rise time of the closed-loop system can also be
taken into account to represent the time-domain performance.
The frequency criterion is then defined as the weighted sum
of squared errors between the desired specifications and the
actual values of the frequency characteristics. The gradient
and the Hessian of the criterion can be expressed in terms
of the derivatives of the amplitude and phase of the open-
loop frequency response, that can be computed analytically
thanks to the plant model. In few iterations the controller
minimizing the criterion is obtained. The specified robustness
and performances are thus satisfied on the resulting closed-
loop system.
The paper is organized as follows: The controller design
procedure is presented in Section II. The choice of the
specification values are suggested is Section III. Simulation
examples are provided in Section IV and finally some con-
cluding remarks are offered in Section V.
II. CONTROLLER DESIGN PROCEDURE
The proposed method assumes that a linear process model
G(s) is given that can also include a time delay. If no
model of the plant is available at the beginning of the
design procedure, there exist nowadays many identification
techniques to obtain a first-order plus dead-time or a second
order plus dead-time model that approximate well the plant
in the important frequency region for controller design.
Different methods are proposed in [6] through the analysis of
the open-loop step response. Alternatively simple models can
be derived from relay feedback experiments [5] by measuring
one [3] or more [9] points on the frequency response of the
process. In [9] an identification procedure is presented to
obtain a second-order model for an extensive class of linear
processes including low or high order plant with small or
large dead time and monotonic or oscillatory responses.
In addition to a plant model, another prior requirement for
the design procedure is the existence of an initial stabiliz-
ing controller. If no controller already exists, the simplest
way to obtain one is the use of experimental tuning rules,
like the well-known Ziegler-Nichols method. Generally the
closed-loop system obtained with such initial controllers is
stable with acceptable robustness margins. As a result, the
design procedure will converge to the desired values in few
iterations.
The frequency criterion to minimize is defined as follows:
J(ρ) =
1
2
(
λ1(Ma(ρ)−Md)
2 + λ2(Φa(ρ)− Φd)
2
+ λ3(ωa(ρ)− ωd)
2
)
(1)
where ρ is the vector of the controller parameters of di-
mension nρ, λ1, λ2 and λ3 are weighting factors, Ma and
Md are respectively the actual and desired inverse of the
infinity norm of the sensitivity function, which is also called
the modulus margin. Φa and Φd are the actual and desired
phase margin and ωa and ωd the actual and desired crossover
frequency. It should be noted that the phase margin Φa, the
crossover frequency ωa and the modulus margin Ma can
easily be computed numerically using the plant model and
the in hand controller transfer function.
Then the controller parameters minimizing the criterion
can be obtain iteratively by the Gauss-Newton method:
ρi+1 = ρi − γiR
−1J ′(ρi) (2)
where i is the iteration number, γi the step size, R a positive
definite matrix of dimension nρ × nρ that can be chosen
equal to the Hessian H for a fast convergence and J ′(ρ)
is the gradient of the criterion with respect to ρ. Note that
this iterative algorithm gives only a local minimum of the
criterion, so the initial choice of controller plays an important
role.
The gradient of the criterion is given by:
J ′(ρ) = λ1(Ma −Md)
dMa
dρ
+ λ2(Φa − Φd)
dΦa
dρ
+ λ3(ωa − ωd)
dωa
dρ
(3)
and the Hessian of the criterion is given by:
H(ρ) = λ1
dMa
dρ
(
dMa
dρ
)T
+ λ2
dΦa
dρ
(
dΦa
dρ
)T
+ λ3
∂ωa
∂ρ
(
∂ωa
∂ρ
)T
+ λ1(Ma −Md)
d2Ma
dρ2
+ λ2(Φa − Φd)
d2Φa
dρ2
+ λ3(ωa − ωd)
d2ωa
dρ2
(4)
The last three terms containing the second derivatives can be
neglected because they are small especially in the neighbor-
hood of the optimum. In addition this simplifies largely the
computation of the Hessian, which can be computed without
any additional information, since the remaining terms are
also present in the gradient. Hence:
H ≈ λ1
dMa
dρ
(
dMa
dρ
)T
+ λ2
dΦa
dρ
(
dΦa
dρ
)T
+ λ3
dωa
dρ
(
dωa
dρ
)T
(5)
It now remains to determine the derivatives of Ma, Φa and
ωa with respect to the controller parameters ρ.
A. Derivative of the Modulus Margin
Consider ωM as the frequency where the sensitivity func-
tion reaches its maximum value. ωM , which is thus the
frequency of the open-loop system at the modulus margin,
is obviously a function of the controller parameters ρ. The
term M ′a(=
dMa
dρ
) can then be computed through the chain
rule as follows:
M ′a =
∂Ma
∂ρ
+
∂Ma
∂ω
∣∣∣∣
ωM
∂ωM
∂ρ
(6)
Since the modulus margin is the shortest distance between
the Nyquist curve of the open-loop system and the critical
point −1, the first term in the above equation can be written
as:
∂Ma
∂ρ
=
∂ |1 + K(jωM )G(jωM )|
∂ρ
(7)
where K(s) represents the transfer function of the controller.
The numerical value of Eq. (7) can easily be computed
analytically and does not contain any derivatives of the plant
model, since these derivatives with respect to the controller
parameters are zero.
The second term:
∂Ma
∂ω
∣∣∣∣
ωM
=
∂|1 + K(jω)G(jω)|
∂ω
∣∣∣∣
ωM
(8)
is the derivative of |1 + K(jω)G(jω)| with respect to the
frequency at the minimum value of this function. Since
the function |1 + K(jω)G(jω)| and its first derivative with
respect to the frequency are continuous functions, the latter
is obviously zero at the minimum value of the function. Thus
one has:
∂Ma
∂ω
∣∣∣∣
ωM
= 0 (9)
and consequently:
M ′a =
∂ |1 + K(jωM )G(jωM )|
∂ρ
(10)
The derivative of the modulus margin with respect to the
controller parameters can thus be computed analytically with-
out any derivatives of the plant model. Since the controller
structure and parameters are known, the only knowledge of
G(jωM ) is sufficient for determining M ′a. This information
could be used for a data-driven controller tuning procedure in
future works. By measuring only the modulus margin and the
corresponding frequency with an experiment [2], the exact
value of the derivatives M ′a is directly known.
B. Derivative of the Crossover Frequency
To compute the derivative of the crossover frequency, we
use the fact that the loop gain at ωa is by definition always
equal to 1. Its derivative with respect to ρ is therefore zero
[7]:
d|L(jωa)|
dρ
=
∂|L(jωa)|
∂ρ
+
∂|L(jω)|
∂ω
∣∣∣∣
ωa
∂ωa
∂ρ
= 0 (11)
where L(jω) = K(jω)G(jω). The first term in the above
equation is equal to ∂|K(jωa)|/∂ρ. Thus dωa/dρ can be
written as follows:
dωa
dρ
=
∂ωa
∂ρ
= −
∂|K(jωa)|
∂ρ
(
∂|L(jω)|
∂ω
∣∣∣∣
ωa
)
−1
(12)
and can easily be computed at each iteration.
C. Derivative of the Phase Margin
The derivative of the phase margin with respect to the
controller parameters can be computed through the chain rule
as follows [7]:
Φ′a =
dΦa
dρ
=
∂Φa
∂ρ
+
∂Φa
∂ω
∣∣∣∣
ωa
∂ωa
∂ρ
(13)
Now replacing Φa in the above equation by ∠L(jωa) + pi
gives:
Φ′a =
∂∠L(jωa)
∂ρ
+
∂∠L(jω)
∂ω
∣∣∣∣
ωa
∂ωa
∂ρ
(14)
The first term in Eq. (14) is equal to ∂∠K(jωa)/∂ρ. The
first two terms can be computed analytically using the model
of the plant and the controller and the last term has been
determined in Eq. (12).
III. CHOICE OF SPECIFICATIONS
A phase margin between 30◦ and 60◦ is usually adopted
in practice. Recommended value for the largest magnitude
of the sensitivity function is typically between 1.3 and 2
which gives a modulus margin between 0.3 and 0.5. The
crossover frequency however should be chosen taking into
account the plant dynamics. Guiding rules on the choice of
this specification can however be formulated. If the desired
rise-time τ for the closed-loop system is approximatively
known, the rule:
ωd ≈
2.3
τ
(15)
gives often satisfactory results. It comes from the consid-
eration that the closed-loop system behaves roughly like
a second-order system. It applies approximately and only
to stable minimum-phase system. On the other hand, the
crossover frequency is usually near to the closed-loop band-
width, which is often a given specification.
If the rise time or the bandwidth of the closed-loop system
are not specified, it is not necessary to give a specification
on the crossover frequency. The corresponding terms can
be simply removed from the criterion of Eq. (1). Then a
controller having only two parameters (PI or PD controller)
can be sufficient to minimize the criterion. In the case of a
PID controller, the number nρ of the controller parameters
can be set to two by choosing a constant ratio between the
integral and derivative time. In [6] it is pointed out that the
ratio given by the Ziegler-Nichols tuning rules Ti = 4Td is
appropriate for many typical industrial processes. Another
choice is Ti = 2.5Td which also gives good results for a
certain number of plant models [8].
Concerning the weighting factors, it has been shown in
[1], that their values do not have any influence on the results
(in so far they are chosen different from zero), since the
dimension nρ of the controller parameter vector is equal to
the number of specifications. In this case, it is recommended
to choose each weighting factor equal to the squared inverse
of the corresponding specification, in order to normalize the
terms in the criterion.
IV. SIMULATION EXAMPLES
Now four different plant models are considered to illustrate
the proposed method:
Gp1(s) =
1
(s + 1)2
e−0.2s (16)
Gp2(s) =
1
(s + 1)2(s + 4)
(17)
Gp3(s) =
−0.2s + 1
(s + 1)2
e−0.1s (18)
Gp4(s) =
1
s2 + 1.5s + 1
e−0.1s (19)
Since it is usual to include a noise filter for the derivative
term in the PID controller, the following controller structure
is used in this section:
K(s) = Kp
(
1 +
1
Tis
+
Tds
Td
20
s + 1
)
(20)
For each plant model an initial PID controller is first designed
using the Ziegler-Nichols tuning rules. The proposed method
is then used to adjust the robustness margins and thus to
improve the stability and performances of the closed-loop
system. The specifications are set to 60◦ for the phase margin
and 1.40 for the infinity norm of the sensitivity function. No
specifications are however given for the crossover frequency
and the constant ratio Ti = 4Td is chosen between the
integral and derivative time. The resulting controllers are then
compared with those obtained with the Kappa-Tau method
[6], which is an empirical method that also uses the modulus
margin as a design parameter. The specified value for the
maximum of the sensitivity (the inverse of the modulus
margin) is the same for both methods.
TABLE I
SIMULATION RESULTS
Process Method Kp Ti Td Ms Φa ωa o ts
κ− τ 3.39 1.31 0.322 1.45 48.3 1.56 20.2 5.06
Gp1 Proposed 3.57 1.64 0.41 1.40 60.0 1.69 8.06 3.45
κ− τ 16.0 1.40 0.338 1.48 46.8 1.66 22.9 4.65
Gp2 Proposed 19.9 2.10 0.526 1.40 59.9 2.33 7.60 2.74
κ− τ 2.11 1.45 0.367 1.43 53.2 1.11 13.3 6.08
Gp3 Proposed 2.15 1.64 0.41 1.40 59.9 1.11 6.82 4.67
κ− τ 4.96 1.10 0.263 1.65 37.38 2.21 32.17 6.07
Gp4 Proposed 5.76 1.88 0.470 1.40 59.8 3.08 7.08 4.02
To facilitate the comparison between the controllers, the
results are given in tables and graphs. Step responses ob-
tained in closed-loop with controllers tuned using our method
and Kappa-Tau rules are compared in Fig. 1 for all plant
models. The details of design, the related performances and
robustness achievements are shown in Table I, where Ms
represents the inverse of the achieved modulus margin, o
stands for the overshoot in percent and ts for the settling time
to 1% ([s]). These results show that the proposed controllers
improve considerably the time-domain performances of the
closed-loop system. In each case, both overshoot and settling
time have been clearly reduced. Furthermore there is a large
similarity between the responses obtained with the same
values of the specifications. This shows that specifications on
phase and on the modulus margins constitute suitable design
parameters.
Fig. 2 shows the Nyquist plots of the loop transfer func-
tions for each simulation model with the controller resulting
from the Kappa-Tau rules and the proposed one. A circle with
the radius corresponding to the specified modulus margin
(minimum distance from the Nyquist curve to the critical
point −1) is also shown in the figure. The Nyquist curves of
the open-loop systems designed with the proposed method fill
the requirement contrary to those designed with the Kappa-
Tau tuning rules. Here also it can be observed that by con-
trolling both the phase and the modulus margins, the Nyquist
diagram of open-loop transfer functions are very similar in
a large frequency band for different plants. Furthermore it
can also be seen that the modulus margin constitutes a much
better robustness and performance indicator than the classical
gain margin. The latter does not capture the essence of a
control problem. In other words the choice of an appropriate
value for the gain margin is not a priori known and depends
especially on the system structure and parameters. For a first
or a second order system with negligible time delay, the gain
margin should be chosen very large (Gp2(s)) contrary to that
of a higher order system or a system with a large time delay
(Gp1(s)). In addition, a maximum value of the sensitivity
function Ms ensures a lower bound for the gain margin of
Ms
Ms−1
. In the proposed simulation examples the maximum
value of the sensitivity function Ms = 1.40 guaranties a
gain margin larger than 3.5.
V. CONCLUSION
An iterative method for tuning the controller parameters
with specifications on the modulus margin, phase margin
and crossover frequency has been proposed. A frequency
criterion, defined as the weighted sum of squared errors
between the desired and actual value of the specifications
has been minimized iteratively using the Gauss-Newton
algorithm. A plant model has been used to estimate the actual
robustness margins and the related frequencies as well as
the derivatives of amplitude and phase of the plant at the
crossover frequency with respect to the frequency. Simulation
results show that the tuning method converges effectively
to the minimum of the criterion and can thus be used for
the auto-tuning of industrial plants. The proposed method
can be extended to a data-driven controller tuning procedure
without any parametric model of the plant. Finally, In further
works the robustness against the model uncertainty will be
investigated by including a weighting filter in the criterion.
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