Abstract-In this paper we show how an ant colony optimisation algorithm may be used to enumerate knight's tours for variously sized chessboards. We have used the algorithm to enumerate all tours on 5x5 and 6x6 boards, and, while the number of tours on an 8x8 board is too large for a full enumeration, our experiments suggest that the algorithm is able to uniformly sample tours at a constant, fast rate for as long as is desired.
Introduction
A Knight's Tour is a Hamiltonian path in a graph defined by the legal moves for a knight on a chessboard. That is, a knight must make a sequence of 63 legal moves such that it visits each square of an 8x8 chessboard exactly once. Murray (Murray 1913) traces the earliest solutions to this problem back to an Arabic text in 840 ad. The text describes two tours, one by Ali C. Mani (Figure 1 ) and the other by al-Adli ar-Rumi (Figure 2 ). The second is called a closed tour, as the knight could complete a circuit with one more move, while the first one is merely an open tour. The problem has been much studied since that time. Leonhard Euler carried out the first mathematical analysis of the problem, presenting his work to the Academy of Sciences in Berlin in 1759 (Euler 1766) . Other wellknown mathematicians to work on the problem include Taylor, de Moivre and Lagrange.
McKay calculated the number of closed tours on a standard 8x8 chessboard to be 13,267,364,410,532 (McKay 1997 ). An upper bound of the number of open tours was found to be approximately 1.305x1 035 (Mordecki 2001) . The search space is even larger. For example, if we were to define a tour using a pair of integers between 1 and 8 for the position of the start square, and a sequence of 63 such integers to choose which of the possible 8 knight's move to take for each move, we would be searching a space of size 865, or approximately 5x1 058.
It is not surprising, given its long history, that there are many approaches for producing knight's tours. A depthfirst search, with backtracking, is perhaps the most obvious, though rather slow. A heuristic approach due to Wamsdorff, although dating back to 1823, is perhaps the most widely known approach (Wamsdorff 1823). Using Warnsdorffs heuristic, at each move, the knight moves to a square that has the lowest number of next moves
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The University of Nottingham Nottingham UK gxkgcs.nott.ac.uk available. The idea is that towards the end of the tour the knight will visit squares that have more moves available. Using the heuristic greatly increases the likelihood of finding a complete tour, but obviously tours that do not satisfy the heuristic cannot be discovered. When only one or a few Knight's tours are wanted, a number of efficient methods exist, for example, using divide and conquer methods (Parberry 1997) , or neural networks (Takefuji and Lee 1994) .
A recent approach to finding many knight's tours utilised a genetic algorithm (Gordon and Slocum 2004) . The authors used a simple genetic algorithm (Goldberg 1989) , encoding an attempted knight's tour as a sequence of 64x3 bits. Each triple represents a single move by the knight, with the fitness being defined as the number of legal moves (maximum = 63) before the knight jumps off the board or revisits a square. The last 3 bits were ignored as the authors were not concerned with finding closed tours. If a candidate tour led to an illegal move, a repair operator was used to check the other seven possible knight's moves and replace the illegal move with a legal move if there is one, and then attempt to continue the tour, doing more repairs if needed. Without this repair operator, the genetic algorithm found no complete tours. Adding repair functionality allowed tours to be discovered. The maximum number of tours they reported in a single run, which consisted of 1,000,000 evaluations, was 642, a rate of 0.000642 tours per attempt. By contrast, a naYve depth first search yields approximately 0.000003 tours per attempt.
In (Hingston and Kendall 2004) , the current authors introduced an ant colony optimisation algorithm for generating knight's tours, which produced about 0.076 tours per attempt. In this paper, we improve on the algorithm, and also investigate its performance on smaller boards, where a complete enumeration is possible, making analysis easier.
The Ant Colony Optimisation Algorithm
In this section, we describe the ant colony optimisation algorithm that we designed to enumerate knight's tours. We first review the basics of ant colony optimisation (ACO) , and present the ACO algorithm that we introduced in (Hingston and Kendall 2004) . It is similar to the well-known Ant Systems algorithm introduced by Dorigo et al. (Dorigo, Maniezzo et al. 1996) . We then describe a new modification utilising multiple restarts of the earlier algorithm. 2.1 Ant Colony Algorithms Ant colony optimisation algorithms are based on the natural phenomenon that ants, despite being almost blind and having very simple brains, are able to find their way to a food source and back to their nest, using the shortest route. Ant colony optimisation (ACO) algorithms were introduced by Marco Dorigo in his PhD thesis (Dorigo 1992 ) and later in the seminal paper in this area (Dorigo, Maniezzo et al. 1996) . In (Dorigo, Maniezzo et al. 1996) the algorithm is introduced by considering what happens when an ant comes across an obstacle and has to decide the best route to take around the obstacle. Initially, there is equal probability as to which way the ant will turn in order to negotiate the obstacle. Now consider a colony of ants making many trips around the obstacle and back to the nest. As they move, ants deposit a chemical (a pheromone) along their trail. If we assume that one route around the obstacle is shorter than the alternative route, then in a given period of time, a greater proportion of trips can be made over the shorter route. Thus, over time, there will be more pheromone deposited on the shorter route. Ants can increase their chance of finding the shorter route by preferentially choosing the one with more pheromone. There is positive feedback, in that the more successful a behaviour proves to be, the more desirable it becomes. This form of behaviour is known as stigmergy or autocatalytic behaviour.
This Note that we found it advantageous to search for solutions from all starting squares simultaneously, rather than running the algorithm multiple times, once for each starting square. We hypothesise that there is information sharing between ants starting on different squares. That is, an ant starting on one square can utilise the knowledge gained by ants starting on more remote squaresknowledge that is more difficult to obtain from other ants starting on the same square.
We need some notation to describe the algorithm in detail. First, we define T,OWco/k to be the amount of pheromone on the khe edge from the square in row row and column col. Note that for squares near the edge of the chessboard, some moves would take the knight off the board and are illegal. We set TrO,WCo1k = 0 for the corresponding edges. We use destrow,col,k to denote the square we would reach if we followed edge k from square (row, col Figure 4 as the dotted line labelled "formula". While the fit is quite good, we shall see in the 6x6 case that it is not quite correctthe assumption of equal probabilities for all tours must be wrong. Figure 4 -Tours found on a 5x5 chessboard using various algorithms
We have also included another line on the plot, labelled "random". This was obtained by running the ant colony algorithm with learning (i.e. pheromone update) disabled. This corresponds roughly to making random choices at each move, and it does surprisingly well on 5x5 boards, at least compared to a full depth-first search. The effect of leaming by the ant colony is clearly shown in the comparison between ants with learning and ants without. For larger board sizes, this random variant is not able to find tours at a reasonable rate.
The 6x6 board
We now turn to the case of a 6x6 chessboard. This is more challenging than the 5x5 one, but it is still possible to completely enumerate all the tours. Table 3 shows the number of tours found in an exhaustive enumeration on a 6x6 board. Just the top-left comer of the table is shown -the rest can by filled in using symmetries. Depth first search required 210,036,568,392 attempts, giving a production rate of 0.0000316. We have not shown the table for Warnsdorff tours, but there are 1,984, of which 360 are closed, requiring 2,914 attempts to find them. This is such a tiny proportion of the total number of tours that we will not consider the Warnsdorff heuristic further.
Using the technique described in Section 3, we determnined to use a = 1.0 (with a mean production rate of 0.0467), and 260 cycles per repeat for the ant algorithm. Figure 5 shows the performance of the various algorithms. Note that we have switched to a log-scale on the x-axis so that the performance of all the algorithms can be seen together. The plot clearly shows the superiority of the ant colony algorithm over depth-first search. The ant colony requires roughly 1% of the number of attempts that depth-first search does. The Warnsdorff and random algorithms would barely climb above the xaxis were we to include them in this plot. Also shown is the predicted performance on the ant colony algorithm based on the formula developed above. The formula gives a fairly good fit up until around 30,000,000 attempts, or 850,000 tours found, after which the actual production -ratfe drops below the prediction. We hypothesise that this is because some tours are actually harder to find than others, so the production rates drops after most of the "easy" tours have been found. 7,000,000 6,000,000 5,000,000 --4,000,000 1! 3,000,000 2,000,000 1,000,000 -100 -depth-first ants .... -. formula 10,000
,000,000 Atesmpted tours Figure 5 -Tours found on a 6x6 chessboard using various algorithms
We should also mention at this point an implementation problem that we encountered. For boards of 6x6 and larger, actually storing the tours as they are found, so that we can check whether the tour has already been found, becomes an issue. Note that uniqueness is guaranteed for the depth-first search, so there is no need to store the tours, but we need to check for uniqueness with the ant algorithm. We found that there were too many tours to be kept in memory, even with some compression, and storing, retrieving and checking them from file is a considerable performance penalty. We therefore switched to a hashing scheme to check uniqueness. The scheme used is as follows: we created H distinct hash functions, over an address space of size 12x1024x1024. We created H bitmaps of this size. When a tour was found, we set the corresponding bits in the H bitmaps as determined by the hash functions. When a candidate new tour was found, we checked to see whether the H bits for the candidate tour were already set. If any bit was not set, then the candidate is guaranteed to be a new tour. If all bits were already set, then it is likely that the tour has already been found. Assuming the hash functions are independent and generate uniformly distributed values, the chance of a collision even when nearly all the tours have been found is less than roughly 2-ff* We set H to 25, sufficient to make the chance of a collision around 1 in 33,000,000. In practice, this means that we should expect very few, if any, collisions. Some testing confirmed that this was the case. Note that, even if there were a few collisions, this would make our performnance measurement for the ant colony algorithm a conservative one. 4.3 The 8x8 board Finally, we return to the original problem, enumerating knight's tours on an 8x8 chessboard. As mentioned at the start, the number of tours here is enormous, and we cannot even consider attempting to enumerate them all. Hence we can do no better than to run the algorithms for a certain number of attempted tours or for a certain amount of time, and examine the performance up to that point.
18,000,000 16,000,000 14,000,000 -12,000,000 " C 10,000,000 0 B,000, 000 6,000,000 -4,000,000 2,000,000 - Figure 6 shows the number of tours found by MACE on an 8x8 chessboard on one such run. We used the method of Section 3 to determine settings of a = 1.0, and 27,000 cycles per repeat (mean production rate of 0.0926). At the end of this run, MACE had found 13,124,464 tours from 172,800,000 attempts, a rate of 0.076. The formula predicts 16,000,000 solutions from this number of attempts. We believe that the reason for the discrepancy in this case is that the method of Section 3 yields a biased estimate of the production rate (since we are choosing the maximum value from a set of samples). The effect due to non-uniform probabilities that we saw in the 5x5 case and 6x6 case would not be apparent here as we have only enumerated a tiny fraction of the existing tours. The rate of 0.076 agrees with the earlier value found in (Hingston and Kendall 2004) .
By contrast, after the same number of attempts, depthfirst search had found 6 tours. This is why we haven't 1008 ants formula included depth-first search in the plot. After 6,129,510,000 attempts, the total number of tours found was 5,728. Recall that the genetic algorithm approach had a production rate of only 0.000642, supposing that this could be maintanied over longer runs. Warnsdorffs heuristic has already been discounted because of its lack of coverage.
For interest, Table 4 shows the percentage of tours found for each starting point. It can be seen that the corners and the centre are the easiest places to start. The corners might be expected to be relatively easy, because there are only two ways to move into or out of these squares, so getting them out of the way early should help (an application of Warnsdorffs heuristic). We have no explanation as to why the centre squares are relatively easy. The hardest are the squares that are a knight's move from the corners. This may be because a tour starting from one of these squares must either jump straight to the corner or end in the corner, so the other 5 choices for the first move make completing the tour difficult. Figure 4 ) the exploration component of the search is emphasised. It would be interesting to know what other problems exist where all solutions are required. There are various ways in which MACE might be further enhanced. For example, depth-first search can be sped up by recognising partial tours as hopeless earlier, and we could do the same with MACE. We could add a local search component, or try some of the other enhancements and variations developed for other ant colony optimisation algorithms. We experimented with adding a heuristic component to the move selection rule (based on the Wamsdorff heuristic), as is normally done in ant colony optimsation. Though this increased the production rate, we abandoned it because it biased the distribution of tours found. We could have spent more effort to optimise learning rate and evaporation rate.
In future work, we intend to explore some of these options in order to tackle several related problems: large boards and magic tours. Large boards are interesting because Warnsdorffs heuristic becomes very slow and fails on some board sizes. There are other heuristics, but the problem is far from solved. The problem of finding magic tours is also difficult. A tour is magic if the table of numbers formed as in Figure 1 and Figure 2 forms a magic square (i.e. the row, column and diagonal sums are all equal). A tour is semi-magic if just the row and column sums are equal. For example, there are no magic tours on an 8x8 board, and there are only 2,240 semimagic ones. Magic tours are rare and difficult to find. Perhaps MACE can be used as the basis for an efficient search for magic square 1.U0 This is an unusual application for ant colony optimisation algorithms, which are usually used to search for a single (optimum) solution. With the knight's tour, we are interested in finding all the (equally) optimal solutions. There is always a tension in stochastic search methods like ACO, evolutionary algorithms, simulated
