Thus each monotone sequence is nearly monotone. The vertices of a multigraph may always be relabeled so that the degree sequence becomes This result can be deduced as a special case of a powerful theorem of Fulkerson, Hoffman, and McAndrew [12] . (In [12] Theorem 5.1 is the statement of our Theorem 1.1 for monotone sequences D and r = 1.) We shall give a short, self-contained proof of Theorem 1.1 by induction. The advantage of dealing with a nearly monotone sequence instead of a monotone sequence in Theorem 1.1 will become apparent in the proofs of our subsequent results. Erd& and Gallai [9] (for r = 1) and Chungphaisan [S] (for T > 1) have given other necessary and sufficient conditions for the nonemptiness of the monotone class C$ (0). We shall indicate how their conditions follow from nonnegativity of the structure matrix S,(D).
Let G = (V, E) and G' = (V', E') be two multigraphs. Then G' is a submultigraph of G provided V' 2 V and E' is a submultiset of E. The submultigraph G' is a spanning, nearly regular submultigraph provided V' = V and the degrees of the vertices in G' differ by at most 1 from one another. The degree sum of G, denoted by r(G), is the sum of the degrees of all the vertices of G. Thus the degree sum of a multigraph equals twice the number of its edges counting multiplicities.
Our second theorem gives necessary and sufficient conditions for the existence of a multigraph in C$ (D) with a spanning, nearly regular submultigraph of prescribed degree sum. 
(1.2)
A matching in an ordinary graph G is a pairwise vertex-disjoint subset of the edge set E. In particular, a matching may be viewed as a spanning, nearly regular subgraph of G. The matching number p.(G) of the graph G is the maximum number of edges in a matching in G. Suppose that the class C!&(D) of graphs with degree sequence D is nonempty. We let
denote the largest and smallest matching numbers, respectively, among all o ows that for any result about one class there is a corresponding result about the other. We shall use this correspondence freely throughout this paper.
Our definition of the structure matrix S resembles the definition of the structure matrix T for the class ?l(R, S) of (0, l&matrices with row sum vector R and column sum vector S. Ryser, Fulkerson [ll, [13] [14] [15] and others [5, 6, 16 , 171 discovered several remarkable relationships between the properties of the class %(R, S) and the entries of the structure matrix T.
(Also see the survey article by Brualdi [4] .) The matrices in the class %?I( R, S) 
Proof.
For i, j by (2.11) and (2.2) n We remark that the factorization (2.13) can be used to show that the rank of the structure matrix S is either n or n + 1. Moreover, for a nonempty class a,. (0) Lemma 2.4 may also be established by the techniques of transversal theory (see Mirsky [24, pp. 204-2111) or by network flows (see Ford and Fulkerson [lo, ; each of these theories also motivates the definition (2.1). 
L~=D-E~-E,. (3.2)
Now 6 is nearly monotone by our choice of e, and half the sum of the components of D equals m -1. 
STRUCTURE MATRICES OF MULTIGRAPHS

165
It remains to prove that s^ is nonnegative. We have 
and (3.4) holds. Finally, suppose that j < i < e. Then by (3.1) and (2.3)
Assume that the inequality sij > 2 fails. Then we must have i = j, and The following corollary may be viewed as a structure matrix version of the (uniform) k-factor theorem. holds for all i and j for which n > i + j.
Proof.
We select T = nk and a = 0 in (1.1). By Theorem 1. 
MATCHINGS
In this section we study the maximum matching number p(D) among all graphs with degree sequence D. Our results are the analogues of the results of Ryser [27-29; 30, pp. 72-761 for the maximum term rank p(R, S) among all (0, l&matrices with row sum vector R and column sum vector S. The presence of our parallel theory becomes less surprising when we recall that the term rank of a (0,l) matrix A equals the maximum cardinality of a matching in the bipartite graph associated with A. Thus the term rank is the bipartite analogue of the matching number. Our Theorem 1.3 is the analogue of Ryser's maximum term rank formula. The decomposition in Theorem 5.2 is analogous to the decomposition obtained by Ryser for (0, ll-matrices.
Also, Theorem I.4 and the examples we give at the end of this section correspond to Ryser's results in [27; 30, pp. 75-761. We begin with a proof of Theorem 1.3. (5.4
Proof of Theorem
Proof.
The first equality in (5.2) follows from Theorem 1.3, while the second equality follows from our proof of Lemma 2.4. Suppose that A is the adjacency matrix of a graph with a canonical matching of cardinality p. Then A has l's in positions (1,2p) , (2,2p -l), . . . , (2p, 1). We refer to these l's as essential. Consider the decomposition (5.3) of A. If sef = 0, then r(W') = 0, and (5.4) holds. Now suppose that sef > 0. Then (5.2) implies that 2iI + 1 > e + f. Thus no essential 1 appears in the e by f submatrix W.
Hence X has e essential l's, Y has f essential l's, and the remaining 21.
-(e + f) essential l's must appear in Z. Thus r(Z) > 2p -(e + f 1.
But sef = T(W') + r(Z).
Hence sef 2 T(W') + 2/*. -(e + f). Now (5.2) implies that ii > p + lr( W')/2], and (5.4) follows. 
The cases e = n, f = 0, and f = n lead to contradictions similarly.
We are now ready to prove Theorem 1.4. (b) Consider the sequence D = (n -2, n -2,. . . , n -2) with n terms, where n is even and n > 4. Each graph in @i( D> arises by deleting n/2 vertex-disjoint edges from a complete graph on n vertices. Hence (8, (0) has no invariant edges and 6 = F = n/2. Thus neither the hypothesis (1.5) nor the conclusion (1.7) holds, but both of the hypotheses (1.4) and (1.6) hold.
Proof of Theorem
T.S.MICHA~;L
cc> Consider the sequence D = (n -3,1,1,. . , 1) with n terms, where n > 6. The hypothesis (1.6) is clearly violated. Each graph in the class q(D) arises by including any two of the vertices 2,3,.
, n in an edge and then including each of the remaining n -3 of the vertices in an edge with vertex 1. Thus there are no invariant edges in (q(D), and the hypothesis (1.4) holds. Also, ji = p = 2 < [n /2] . Thus the hypothesis (1.5) also holds, but the conclusion (1.7) fails.
THE THEOREMS OF ERDGS AND GALLAI AND OF CHUNGPHAISAN
In this section we discuss the relationship between the nonnegativity of the structure matrix and the familiar necessary and sufficient conditions given by Erd& and Gallai [9] (for r = 1) and by Chungphaisan [8] (for r > 1) for the existence of an r-m&graph with a prescribed degree sequence. The essential idea is that the Erdiis-Gallai-Chungphaisan holds forj = 1,2, , n. These and many other conditions for the nonemptiness of @$(D) are discussed in [32] in the special case r = 1.
We now associate with r and D a matrix F and a sequence D* that are well known to be closely related to the inequalities in (6. We immediately note the similarity between the right side of this identity and the definition (2.1) of a structure constant. 1,2,...,n) .
k<j k<j
However, these inequalities are readily shown to be equivalent to the inequalities in (6.1). (S ee, e.g., [3, p. 113; 321 for the special case r = 1.) 7. SOME RESEARCH PROBLEMS
We conclude with some research problems on structure matrices. Haber [16, 171 solved the corresponding problem for the minimum term rank 6 = fi(R, S> among matrices in 'tr(R, S>. Thus Haber's formuIa gives the minimum matching number among all bipartite graphs with degree sequences R and S. Haber's formula and proof were simplified by Brualdi [4,  51. We expect that the answer to Problem 7.1 will resemble the Haber-Brualdi formula. Find formulas involving the elements of the structure matrix S,(D) for h and 7.
Formulas for the minimal values h and i, will presumably be more elusive. We remark that a theorem of Kundu [21] Likewise, a structure matrix characterization of the extremal case h = n -1 can be extracted from the work of Hakimi and Schmeichel [18, 311. PROBLEM 7.5. 
@CD)?
Because S,( D> is a real, symmetric matrix, its n + 1 eigenvalues are real numbers. The remark after Theorem 2.3 implies that 0 is an eigenvalue of S, (D) if and only if the nonempty class C&(D) consists of the complete r-multigraph on n vertices or the complement of this multigraph. Of course, with structure matrices we are unable to distinguish between multigraphs with the same degree sequence. The permutation matrix P in Theorem 2.3 is equal to its own inverse. Hence by (2.12) the structure matrices S and s corresponding to complementary degree sequences are similar. Thus, in Problem 7.4 it may also be difficult to distinguish between two multigraphs with complementary degree sequences by applying algebraic methods in the study of structure matrices.
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