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In this doctoral thesis, we propose a method for detecting facial feature points in 
three-dimensional space on the premise of application to meal support equipment for the purpose of 
supporting disabled persons and elderly people. 
Chapter 1 describes the background of the research, existing research, and the significance of this 
research. Currently, in Japan, the declining birthrate and the aging of society are advancing, the 
shortage of carers are concerned, and solving the problem of the shortage of workers is one 
important issue. Especially, assistance of meal, which is one of the pleasure of care receivers, 
depends largely on the caregiver. In the place such as nursing homes, it always happens that a small 
number of carers are assisting a large number of meal support. From such a social background, the 
development of a meal support manipulator has been carried out up to now. However, the main role 
of the meal support manipulator is to carry food to the mouth, and the users need to move their face 
in order to put the food into the oral cavity by themselves. Therefore, there is a possibility of giving 
a burden to the users. In this paper, we propose a method to detect the position of facial feature 
points in three dimensional space and aim to apply it to meal support manipulator. 
In chapter 2, we described the outline of the developed system and the detection of the 
three-dimensional position by the stereo camera. In this system, two cameras were arranged side by 
side, and three-dimensional position measurement of the point of object was performed by using 
parallax from the obtained two images. As a result of measuring the angle of view and optical axis, 
distance between two cameras, and further calibrating of the image distortion, it showed that we 
could measure the position of the target with an error within ± 1% in the three dimensional space. 
In chapter 3, we described the method of automatic detection of face, nostrils and mouth and the 
results of verification experiments. In order to extract the face of a person from the obtained image, 
the skin color information in the RGB color space was examined for features under different bright 
environments. As a result, regardless of the brightness, the component of R was found to be 
stronger in skin, nostrils and lips than in other areas, and the difference between R and B 
components was very large. According to these features, formulation was made focusing on the 
relationship between values, difference, and ratio of RGB, and we found the suitable conditions for 
skin color. On the other hand, when detecting a face by image processing, it is important to 
recognize the whole face as one connected component, but it is often not recognized as a connected 
component depending on the state of the face such as a shadow or eyeglasses. Therefore, rough 
information of the original image was used, and mosaic processing was applied to the image. For an 
obtained image of 640 × 480 pixels, 16 × 16 pixels were translated into one block and obtained 
image was divided into 40 × 30 blocks, and the representative color of each block was obtained 
from the average color of the representative points. Blocks whose representative colors satisfy the 
condition of the skin color were extracted and smoothed further to estimate the rough face area. In 
the estimated face region, binarization and labeling processing were performed on the original 
image, the nostril candidates were narrowed down and nostrils were detected from the aspect ratio 
and area of each connected component. On the other hand, note that there were many dark areas 
around the eyes, mouth, and jaws, but the area around the nostrils has a high proportion of bright 
skin, and the area around the nostrils is estimated by finding the proportion of skin color in the face 
area. This characteristic was used to confirm the detected nostril position, and it could prevent 
misdetection of nostril positions. From the obtained nostril position, we estimated the region around 
the mouth and constructed a system that can recognize the opening and closing state of the mouth 
by binarization processing. As a result of the verification experiment by the subject, it confirmed 
that it is possible to detect the face area with "upward facing state", "sideways facing state", "left / 
right tilted state" which was impossible with the conventional recognition system, furthermore it 
showed that nostrils and mouth could be detected. 
Chapter 4 describes the application of the detection system of facial feature points in the 
three-dimensional space constructed in the previous chapter to the control of the meal support 
manipulator. A spoon was provided at the tip of the three-link manipulator, and the system of the 
stereo camera developed in the previous chapter was put behind the three-link manipulator. The 
mouth coordinates of the three-dimensional space detected by the stereo camera was taken as the 
target position. The opening / closing state of the mouth was detected and used as a trigger to move 
the spoon attached to the manipulator close to the mouth. When the mouth opened state was 
recognized, the spoon approached to the mouth of the user, then temporarily stopped in front of the 
mouth. If the mouth kept opening state, the spoon entered the oral cavity. After the system 
confirmed that the mouth was closed, the spoon returned to its original position and a series of 
movements could be done. 
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最後に第 5章では，第 1章から第 4章までで得られた知見をまとめ，本論文の総括とし
た． 
