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Abst ract - - In  this paper, a highly accurate linearized method based on differential quadrature 
method is applied to the problem of pricing American better-of options on two assets, which is a free 
boundary and nonlinear problem in PDE. The present paper also efficiently treats the singularities at
the initial values. Numerical results how that the method is efficient and stable. (~) 2005 Elsevier 
Ltd. All rights reserved. 
Keywords - -H igh ly  accurate linearized method, Differential quadrature method, American better- 
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1. INTRODUCTION 
In recent years, derivative securities have become increasingly important  in the world of finance. 
How to solve the pricing problem of derivatives i one of the major problems in today's  computa- 
tional finance. In this paper, a highly accurate linearized method based on differential quadrature 
method is applied to pricing American better-of options on two assets. 
Differential quadrature method (DQM) proposed by Bellman and Casti [1], is an efficient 
numerical method for the solution of linear and nonlinear part ial  differential equations. Due 
to its efficiency and accuracy, DQM has been widely employed in many areas of industry and 
mathematics [2-10]. The method can yield highly accurate solutions to the boundary problems 
with a minimal computing effort, namely, so-called spectral accurate [4]. The advantages of the 
DQM over the tradit ional  numerical methods lie in the ease of its implementation and more 
flexibility to choose grid points, moreover, DQM has the potential  to become an alternative to 
conventional numerical methods, such as finite-difference method and finite-element method. 
American better-of options on two assets are contracts that  may be exercised early, priori to 
expiry. The contract gives the holder a right to exercise it at any time before the maturity, 
and the holder can choose any one from the two assets. But in order to get more profits, one 
should decide when is the best t ime to exercise, that is, to find the optimal exercise boundaries. 
In mathematics,  it is a free boundary problem in PDE. In general, we cannot find the explicit 
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solution of the problem, so the values must be found numerically. Robinstein [11] used the 
binomial tree method to evaluate the value of American better-of options on two assets. Broadie 
and Detemple [12] provide valuation formulae for several types of American option written on two 
or more assets and characterize the optimal exercise regions, but they didn't give the numerical 
results for solution. 
The present paper will employ a highly accurate linearized method to obtain the numerical 
solution for the problem of pricing American better-of options on two assets and give the specific 
locations of the free boundaries by the numerical examples. When solving the problem, we have 
the following difficulties. 
(1) How to deal with the uncertainty of the free boundaries, for this is a free boundary 
problem, the uncertainty of the free boundaries causes the major difficulty. 
(2) How to treat the nonlinear problem. We can see from Section 4 that, after the transfor- 
mation, the unknown quantities ~z (~'), ~2 (~'), ~ and ~ appear in the coefficients of the 
equation. So the free boundary problem is nonlinear. 
(3) How to deal with the singularity at initial points. 
In this paper, we shall treat these difficulties tep by step. The paper is organized as follows. 
Section 1 is the introduction. Section 2 introduces the model of American better-of options on 
two assets. Section 3 introduces the DQM formulation. Section 4 demonstrates how to apply the 
highly accurate linearized method to the pricing problem of American better-of options on two 
assets. Section 5 provides the computational experiments. Section 6 gives a brief conclusion. 
2. AMERICAN BETTER-OF  OPT IONS ON TWO ASSETS 
In the early 1970s, Black, Scholes and Merton [13,14] made a major breakthrough in the pricing 
of stock options, including the development of what has been well known as the Black-Scholes 
model. The model has been pivotal to the growth and success of financial engineering in the 
1980s and 1990s. In this paper, we will solve the pricing of American better-of options on two 
assets, whose maths model is based on Black-Scholes-Merton's theory of option. 
American better-of option on two assets is one kind of American multi-assets options. Its 
pricing model is a free boundary problem, which is more complex than the standard American 
option. We'll use the following notations in this paper, 
si(i -- 1, 2): the 
T: the 
T: 
V(sl, ~, ~): 
ai(i ---- 1, 2): 
r:  
p: 
qi(i = 1, 2): the dividend yield of the asset si. 
The value U(sz, s2, ~') satisfies the following variational inequality problem, 
value of underlying asset si; 
expiration date or the maturity; 
the time far from the expiration date; 
the value of American better-of option on two assets sz and s2 at the time T; 
the volatility of the underlying assets i; 
the risk free interest rate; 
the correlation coefficient between the underlying assets l and s2; 
} min -~T -LU 'U-P (S l 'S2)  --0, 
Ul,=0 = P(sl, s2), 
(2.1) 
where 
1 [ 2 2 02U 02U cr2 2 02U1 
LU = ~ aslas2 [~lsl-g~s~ + 2pcrlcr2sls2"x'-x--~ + 2s2"-~s~ ] 
OU OU 
+ ( r -  ql) s ,~  + ( r -  q2) s2b-~ 2 ru, 
/~ (Sl, s2) = max (sl,  s~). 
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We make the variable transformations a follows, 
= sl U(sl ,  s2, 7) - ,  ~- = ~-, ~(~, ~) = 82 82 
Then, problem (2.1) is transformed into the following form, 
{ Ou 1~2 -2 ~ --OU } min - ~ - (q2 - ql) ~-~ + q2u, u - max (~, 1) = 0, 
(2.2) 
u[~.=o = max ((, 1), 
with a2 _ a~ _ 2pala2 + cry, and u(~,z) is defined on ~ = {(~,T) I 0 <_ ~ < oo, 0 < ~" < T}. 
Assume 
ql,q2 > 0. (2.3) 
Let E1 denote the continuation region of u, then on El, u satisfies 
u > max(f, 1), 
Ou 1 ^ 2 2 02u Ou (2.4) 
b7 ~ - (q~ - q , ) (~ + q~u = 0. 07 
Then, we have the following theorem (see [15] for details). 
THEOREM. Let assume (2.3) be satisfied, then 
E~ = {(~,z) [ ~l(r) _< ~ <_ ~2(z), 0 < T < T}, (2.5) 
and on El, u satisfies the free boundary problem, 
OU £2~202U _(q2_qx)~OU 
OT 2 042 -~ + q2u = O, 0 < r < T, 
u(~l(z),z) =1,  0<7<T,  
~ (~I(T) ,T)=0, 0<r<T,  
u(~2(~),~) =~(~) ,  0<~<T,  
~ (~2(Z),T)=I,  0<T <T,  
~1(~) and ~2(~) a~e two free boundaries, and ~1(0)=~(0)  =1.  
~1(~) ~ ~ ~ ~(~),  (2.6) 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
3. DQM FORMULATION 
The essence of DQM lies in that the partial derivative of a function with respect o a variable 
can be approximated by the values at all the discrete points in that direction, and the weighting 
factors don't depend on any specific problem, but depend on the grid spacing. Consider the 
approximation of function f(x) by an interpolation function with discrete points, 
?% 
f(x) = ~ lj(x)f(xj), (3.1) 
j= l  
where f (xj)  are the function values of f(x) at discrete points xj, and lj(x) is the interpolation 
function. From (3.1), we can get the values of the function derivatives at some discrete points, 
which can be expressed as a linearly weighted sum of the function value as follows, 
df I = ~ a~jf(xj), (3.2) 
dx ~:, j=l 
d2 f ~ 
dx 2 = bijf(xj), i = 1,2, . . . ,  n, (3.3) 
j= l  
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where aij and bij are weighting coefficients corresponding to first- and second-order derivatives 
in x directions. A convenient and most commonly used choice of the interpolation function lj (x) 
is the Lagrange interpolation function 
l j(x) = f l  z__- x____2k (3.4) 
k~j x j  - -  x k ' 
which is also used in this paper. Substituting (3.4) into (3.2), we can easily obtain the formula 
for weighting coefficients with respect o the first-order derivative [8,9], 
~ - , i= j ,  
k~j Xj - -  xk (3.5) 
aij -~ 1 n Xi - -  Xk 
Z-}  E - - ,  ~#J. 
j - -  i k#i, ~#j Xj -- Xk 
Let A = (a~j), B = (bij), and X = (xl , . . .  ,Xn) T, where x l , . . .  ,xn are the discrete points, and 
/ (x )  = ( / (~)  . . . .  , / ( z~) )  T , 
f '  (X) = (f' (Xl), , f '  (Xn)) T " ' '  7 
ftt  (X )  = ( f "  (X l ) , . . .  , ft! (Xn) ) r ,  
then we get the DQM formulae, 
I ' (X )  = A I (X) ,  
/" (x)  = By(x) .  (3.6) 
Also from i f (X )  = A f ' (X )  = AAf (X)  = A2f (X) ,  we have B = A 2. We can see from (3.5) 
that the weighting coefficient matrices A and B are determined by the sample nodes xj. The 
accuracy of differential quadrature solution depends on the accuracy of the weighting coefficients, 
so the choice of sample points may affect the accuracy of DQM. A reliable and efficient choice 
is the zeros of the orthogonal polynomials used in many cases [7-10], a well accepted kind of 
sampling points in DQM is the so-called Chebyshev-Guass-Lobatto points, which are also used 
in this paper. 
4.  APPL ICAT ION OF  THE H IGHLY ACCURATE 
L INEARIZED METHOD BASED ON DQM 
4.1. Coordinate Transformation 
The problem (2.6)-(2.10) is a free boundary problem. E1 is an uncertain region. It is not easy 
to apply DQM directly to the problem with complex irregular egion, so we need to transform E1 
into a regular egion. Making the following coordinate transformation, 
--  ~i (~') 
- ~(~)  - ~l(~)'  ~ = r '  
then problem (2.6)-(2.10) can be expressed as 
Ow b 2 1 02W 
0r  2 [~1 + (~ - ~l)x] 2 (e~ _ e~)~ oz~ 
+(1-  ~d~i+ d~]  1 0~ 
x, dr ~r  ~2 - ~10x + q2w 
~(o, .~) 
Ow ~ 0b-Ex(,~) 
w(i, r) 
Ow r) ~--~ (1, 
~(x,  ~) = ~(~, ~), 
(4.1) 
=0,  0<7<T,  0<x<l ,  
= 1, o < ~ < T, (4.~) 
= 0, 0 < v < T, (4.3) 
= ~2, o < T < T, (4.4) 
= ~2 - ~1, 0 < r < T. (4.5) 
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Now, we can find that ~I(T), ~2(T) d~x and d_f_¢ appearing at the coefficients are all unknown, ' ~ d~- 
so  equation (4.1) is a nonlinear equation. How to solve the nonlinear equation (4.1) is a difficulty 
in this problem. Since ~1(~-)  ~2(~') appears in the denominator of equation (4.1) and ~a(0) = 
~2(0) = 1 are satisfied, it follows that the solution u will have singularities at r = 0. This is 
another difficulty for the solution of this equation. 
4.2. Apply ing DQM and the Linearized Method to the Equat ion 
Here, the expansive Chebyshev-Guass-Lobatto points in [0,1] are chosen as sampling points in 
the spatial direction as follows, 
x j=~ 1-cos  , j= l , . . . ,n .  
Then, let w is discretized in the spatial direction and written in block vector form as 
1 
w (T) = w~ (~-) | ,  (4.6) 
w~ (~) j
with WI(~-) = w(xl ,r) ,  W3(7) = w(x~,~-), which represent the values at the boundary points, 
and W2(r)= [w(x2,T),... ,w(x~_l,7)] r .  Let 
~(~,~) = ~k(~) +v(~,~),  ~ e [~,~k+~], (4.7) 
wtC(x) = w(x, Tk), "rk is the k th step in temporal direction. 
term of order O(A~-), obviously, v(x, "r~) = O. The same as w, we have 
Then, 
Denote A~- = rk+l -- Tk, then v is the 
rw l 
v(~)= y2(~) , w~:  }w#/ .  
y3(~) Lwf J  
w (~) = w ~ + v (~), (4.8) 
moreover ,  
W k+l ~- W k --~ V k+l, V k ~ O. (4.9) 
Let A and B are the DQ weighting coefficient matrices of the first- and second-order derivatives 
in x direction. Now, block matrix technique is applied to A and B, 
A= A2 = /A I A 3|, B= =/B I B 3|, (4.1o) 
A3 LA31 AT A33J B3 LB31 B T B33J 
where All, A13, A31, A33, Bll ,  B13, B31, B33 are numbers, A12, A21, A23, A32, B12, B21, B23, Ba2 
are column vectors of order n - 2, A22, B22 are matrices of order (n - 2) × (n - 2), A1, A3, B1, B3 
are row vectors of order n, A2, B2 are (n - 2) x n matrices. 
Applying DQM to equation (4.1), we can obtain the following equation, 
d'r 2 [ + D BW-  f - D) ~2 - ~l d'r 
(4.11) 
+D~21 d~2 ( ~1 [+D) JAW+q2W=O,  
- ~1 dT + (q2 - q~) \~2 - -  ~ 
where/~ is the n × n identity matrix, D = diag(xl,. . .  ,xn). 
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By substituting equation (4.6) and (4.10) into equation (4.11), we obtain the equation for 
internal nodes, 
d~,V2 (~2( (i / .  )2 [ 1 d~l 
d~- 2 \~2 - 6 + X B2W - ( I  - X )  ~2 - ~---~ d~- 
1 d(9 .4 , (q2_q j (~2~l  I I+X) ]A2W+q2W2=O ' 
"÷X 42~1 dT 
(4.12) 
where I is the (n - 2) x (n - 2) identity matrix, X = diag(x2,... ,X~-l). 
Then, applying DQM directly to boundary conditions (4.2)-(4.5), we get 
WI-=I  , 
A1W = 0, 
W3 = 4~, 
A3 W = 42 - ~1. 
(4.13) 
(4.14) 
(4.15) 
(4.16) 
Then, we can get the linearized expression of (4.13)-(4.16), 
g 1 =0,  
.3 :  - .2 ,  
A13 
T 
A13 
(4.17) 
(4.18) 
(4.19) 
(4.20) 
Taking a = A3W k, b T = A~2 - (A33/A13)AT12, equation (4.20) can be rewritten as 
~ - 6 = ~ + bT V~ • (4.21) 
From equation (4.19) and equation (4.21), we can get 
~1 -=- c -4- dTv2, (4.22) 
where c = W3 k - A3W k, d T = ((A33 - 1)/A13)A~2 - A~2. For 1/(~2 - 4J) and 41/(42 - -  ~1) ,  we  
make the following linearized treatment by neglecting the term of O(AT2), 
42_4--=a+bT-------===-1+b-~.C.V2~- 1 -  =e+fTv2 ,  (4.23) 
a a 
(1 ~ (c -4- dTv2) (e -4- fTv2) ~ ce -4- (cf T + ed T) V2 = g -4- hTV2, (4.24) 
42 - 6 
where 
We also have 
1 c .fT bT h T dT -- g bT 
e= - - ,  g : - - ,  - -  a2  , -~  a a a 
d~l _ d T dV2 
d'r d'r ' 
d42 A-[2 d½ 
dT A13 dT 
d½, = (b ~- -4- d T) 
(4.25) 
(4.26) 
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which readily follow by differentiating both sides of equation (4.19) and equation (4.22). Sub- 
stituting (4.23)-(4.26) into equation (4.12), and making linearized treatment, we arrived at the 
equation 
(E - P(V2))~-~ = F + GV2, (4.27) 
where by taking 
AT S=gI+X,  T=eR+A2Wkf  T, AT R = A22 - A23 A13 Q = B22 -- B23~13 , 
E = I - eA2Wkd y - XeA2Wkb T, 
P(V2) = TV2d T + XTV2 bT, 
^2 
F = 2S2B2W k + (q2 - ql) SA2 Wk - q2W~, 
~.2 
G = --~ (S2Q + 2SB2W khT) + (q2 - ql) (SR + d2Wkh T) - q2I. 
We first multiply both sides of equation (4.27) by E - l ,  then by I + E -  ~ P(V2), thus, the following 
equation can be obtained by neglecting the term of O(AT2), 
dV2_ = E_ IF  + MV2, (4.28) 
d-r 
with M = E-1G + dTE-1FE- IT  + b IE -1FE-1XT"  From (4.9), we also have V~ = 0. Then, 
we use the following trapezoidal rule, 
y2~+ 1 _ Y 2 E-1F  + 
AT 2 
or vk+l _ E-1F  + M V~+I " (4.29) 
AT 2 
We finally have the following solution for equation (4.28), 
v~+l= Z~T E-iF" (4.aO) 
In general, the system of equations like equation (4.27) are always stiff, so it is better to use 
an A-stable method. Because the trapezoidal rule is A-stable and can reach the second order of 
accuracy at T direction, it is suitable to solve the stiff equation. 
4.3. The  Treatment  of the Singular ity at Init ial Points  
As we discussed in Section 4.1, u have singularities at T = 0. If the above scheme is directly 
used to solve our problem, it cannot work. Because the method must start from initial values, 
where u have singularities. In order to circumvent this difficulty, we separate the singularities at 
first by assuming ¢ to be a very small number, then we solve equation (4.1) for T E [E,T]. 
Suppose that 
w (x, ~) = a0 (T) + al  (T) x + a2 (~) x ~. (4.31) 
From the conditions W(0, T) = 1 and ow ~0 T~ = 0, we have 0xk ' ] 
~o(.)=1 
and 
'~ 0-) = o. 
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From the other boundary conditions, we further have 
W (1, ~-) = 1 + ~2 (7) = ~2 (7) ,  
0W (1, T) = 2a2 (T) = 52 0") - ~'t (7). 
Ox 
Therefore, 
~ (T) = 1 + a~ (7) 
and 
~1 (T) = 1 - a2 (~'). 
Substituting these relations into the PDE (4.1) at x = 1/2 yields 
1 da2 (7) ~ 1 ,,2 2a2 (7) - (q~ - q~) 2qTVTa~ (7) + q2 1 + a2 (7) = 0 
4 d7 2 (2a2 (7)) 
or 
or  
1 da2 (T) &2 1 
4 d7 4 as (r) 
1 1 
- -  + ~ (q2 +q l )  + ~q2a2 (7") ---- 0 
da2 (7) b 2 + 2 (q2 + ql) a2 (7) + q2a~ (7) = O. a2 (7) d7 
Since a2(0) = 0, a2(r) is very small for a small T. Hence, we have 
da2 (7) #5 .~ O, 
a2 (7) d7 
ag (7) ~ 2~27, 
or 
a2 (7) ~ v~71/2 .  
Finally, we have an approximate solution, 
W(:~, ~') = 1 + v@~'71/2x 2,
~1 (7) = 1 - v'5~7 ~/2, 
~2(~-) = 1 + v/5~'7 v2. 
Thus, we have 
W(x, e) = 1 + v/'2bzl/2x 2.
5. NUMERICAL  RESULTS AND DISCUSSION 
In the spatial direction, we take n points as follows, 
x j=~ 1-cos  n - - i  ' j= l , . . . ,n .  
We take 
7i= T 
which indicates that the temporal step sizes near  
(i = 1 , . . . ,m) ,  
r=e:  T 
(4.32) 
(4.33) 
(4.34) 
(4.35) 
(5.i) 
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are small. W(x,T) at x= xj, 
are given by 
Here,  we take  
(1)4 
W(xj,  ~) = 1 + v/2bsl/2x~. (5.2) 
T=I ,  ql =0.05, q2=0.07, ffl =0.1, a2=0.25,  p=0.65,  
that is, b = 0.2. Locations of two free boundaries ~1(~') and ~2(T) at time steps, (_:)4 
Ti= T 
m rn m 3rn 4rn ) 
i=1 ,  5 '  4 '  2 '  4 ' 5 ,m , 
are shown in the following numerical examples. 
Table 1 presents the locations of the free boundary ~1(7) and Table 2 presents the locations of 
the free boundary ~2(~') as taking different n with m -- 80. It can be found that the numerical 
results reach agreements. 
Tables 3 and 4 show the sensitivity of the numerical solution to the choice of ~, i.e., the 
numerical stability of the linearized method. Here, n = 11 and ~ = ( l /m) 4 corresponding to 
different m. From Table 3, it can be found that the locations of ~I(T) are nearly the same. Also, 
in Table 4, the locations of ¢2(r) are stable. 
Table 1. The locations of the free boundary (1 (v) with m = 80. 
1 1 1 81 256 
z 625 256 16 256 625 1 
n=7 1.0000 0.9826 0.9741 0.9260 0.8861 0.8803 0.8653 
n = 11 1.0000 0.9811 0.9729 0.9260 0.8861 0.8803 0.8653 
n=15 1.0000 0.9809 0.9728 0.9260 0.8861 0.8803 0.8653 
Table 2. The locations of the free boundary ~2(~-) with m = 80. 
1 1 i 81 256 
r E 1 
625 256 16 256 625 
n=7 1.0000 1.0179 1.0272 1.0864 1.1427 1.1515 1.1749 
n=l l  1.0000 1.0202 1.0294 1.0870 1.1428 1.1516 1.1749 
n=15 1.0000 1.0205 1.0296 1.0870 1.1428 1.1516 1.1749 
Table 3. The locations of the free boundary ~l(q') with n = 11. 
1 
z 625 
m= 40 1.0000 0.9791 
m=60 1.0000 0.9809 
1 
256 
0.9721 
0.9728 
1 81 256 
1 
16 256 625 
0.9259 0.8861 0.8803 0.8653 
0.9260 0.8861 0.8803 018653 
Table 4. The locations of the free boundary (2(r) with n = 11. 
1 1 1 81 
625 256 16 256 
m=40 1.0000 1.0227 1.0305 1.0870 1.1428 
m=60 1.0000 1.0204 1.0295 1.0870 1.1428 
256 
1 
625 
1.1516 1.1750 
1.1516 1.1749 
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6. CONCLUSIONS 
In this paper, the highly accurate linearized method is used to pricing American better-of 
options on two assets. The DQM is applied to approximating the spatial derivatives. 
The pricing problem is the free boundary problem, which is a challenge for the numerical 
methods. In this study, by using the linearized treatment and DQM, we can finally get a system 
of linear equations, which can be easily and efficiently solved by using A-stable method. Another 
difficulty is the singularities at the initial values. The present paper treats the difficulty by 
separating the singularities and approximate the solution at 7 = e. 
The DQM can yield spectral accuracy in spatial direction. In temporal direction, the linearized 
method can reach the second order of accuracy. Numerical results show that the highly accurate 
linearized method based on DQM was efficient and stable for the nonlinear problems with free 
boundary. 
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