This paper presents the fully Bayesian analysis of the latent class model using a new approach towards MCMC estimation in the context of mixture models. The approach starts with estimating unidentified models for various numbers of classes. Exact Bayes' factors are computed by the bridge sampling estimator to compare different models and select the number of classes. Estimation of the unidentified model is carried out using the random permutation sampler. From the unidentified model estimates for model parameters that are not class specific are derived. Then, the exploration of the MCMC output from the unconstrained model yields suitable identifiability constraints. Finally, the constrained version of the permutation sampler is used to estimate group specific parameters. Conjoint data from the Austrian mineral water market serve to illustrate the method.
Introduction
The latent class model is one of several possibilities to deal with preference heterogeneity in conjoint analysis (cf. Wedel and Kamakura, 1998) . We define the latent class model in a way that is well known from linear mixed modelling: y i = Z i + W i i + " i " i N(0 R i ) (1) where y i is a vector of T i preference measurements for consumer i and R i = 2 " I with I being the identity matrix. Whereas parameter contains homogeneous preferences which are fixed for all consumers, parameter i contains random preferences which due to heterogeneity are different for each consumer. Z i and W i are the design matrices for the fixed and the random preferences, respectively. The model characterizes the unobserved distribution of the hetergeneous consumer preferences by means of a finite number K of support points G 1 : : : G K in a multidimensional space and their respective masses = ( 1 : : : K ): i = 8 > < > :
Here, we introduced a discrete latent group indicator S i taking values in f1 : : : K g which indicates which group consumer i belongs to. S i has probability distribution Pr(S i = k) = k k = 1 : : : K :
A fully Bayesian analysis of the latent class model has -at least in principle -been tried before, as it could be viewed as a special case of the finite mixture of generalized linear models with random effects discussed in Lenk and DeSarbo (2000) and Allenby et al. (1998) . Whereas Lenk and DeSarbo as well as Allenby et al. identify the model by an a priori order constraint on the masses = ( 1 : : : K ) of the discrete support points G 1 : : : G K , we handle the issue of unidentifiability of the latent class model in a completely different manner. In a first run we use the random permutation sampler discussed in Frühwirth-Schnatter (2001) to sample from the unconstrained posterior. We will demonstrate that a lot of important information, such as e.g. estimates of the subject-specific regression coefficients, is available from such an unidentified model . The MCMC output of the random permutation sampler is explored in order to find suitable identifiability constraints. In a second run we use the permutation sampler to sample from the constrained posterior by imposing identifiability constraints. We illustrate the various steps toward a fully Bayesian analysis of the latent class model by a case study from the Austrian Mineral water market.
The Data
The data come from a brand-price trade-off study in the mineral-water category conducted as part of an ongoing research project on brand equity (Strebinger et al., 1998 In an attempt to make the full brand by price factorial design less obvious to consumers, the price levels varied in the range of 0.1 ATS around the respective design levels such that mean prices of brands in the design were not affected. Additionally, every consumer provided evaluations for Römerquelle and Vöslauer at the price of 5.90, Juvina and Waldquelle at the price of 3.90 and finally Kronsteiner at the price of 3.20 in a separate task where the same 20 point rating scale was used. These evaluations were retained as holdout data. Note that none of the brand-price combinations in the holdout set appears in the calibration set.
We used a fully parameterized matrix W i with 15 columns corresponding to the constant, four brand contrasts, a linear and a quadratic price effect, four brand by linear price and four brand by quadratic price interaction effects, respectively. Note that it is not economic theory that makes a linear and a quadratic effect necessary. The polynomial representation is just a convenient way to locally approximate nonlinear relations in this case, where three price levels in the design provide two degrees of freedom. The brand by linear price and brand by quadratic price interactions capture brand specific price effects. Increasing price by one unit is likely to affect the stated purchase likelihoods of the brands differently. However, the brand specific effect of a price increase is also likely to depend on the absolute price level which results in brand by quadratic price interactions. We used dummy-coding for the brands. The unknown brand Kronsteiner was chosen as the baseline. We subtracted the smallest price from the linear price column in matrix W i , and computed the quadratic price contrast from the centred linear contrast. Therefore, the constant corresponds to the purchase likelihood of Kronsteiner at the lowest price level, if quadratic price effects are not present. Theory neither suggested that any effect should be excluded for all consumers nor that any effect is fixed in the population a priori. Therefore, we start with a model that treats all effects as random and then refine the model.
At the level of an individual consumer the model would be saturated since only 15 data points are available to estimate 15 parameters leaving zero degrees of freedom. In Frühwirth-Schnatter and Otter (1999) a random coefficient model was fitted to the data. Here, we discuss modelling of heterogeneity by a latent class model with a priori unknown numbers K of groups.
Empirical Results

Selecting the Number of Classes
The unknown number of classes is determined by formal Bayesian model comparison through exact model likelihoods. Model selection is based on the Bayesian model discrimination procedure where various models M 1 : : : M K are compared through the posterior probability of each model (Bernardo and Smith, 1994) :
The factor L(y N jM l ) : = f( 
where an explicit formula for the marginal likelihood L(y 1 : : :
f N (y i j ) is the density of the normal distribution with mean Z i + W i G k and variance 2 " I. Estimation of model likelihoods has proven to be a challenging problem for models including latent structures. Here, we apply the method of bridge sampling to compute model likelihoods for the latent class model (Meng and Wong, 1996; Frühwirth-Schnatter, 2000) .
We have to use a proper prior ( Table 1 for models from two to ten classes. The model likelihood increases till K = 9 with the Bayes factor log L(y N jK = 9) ; log L(y N jK = 8) = 4:71 clearly favouring a model with nine classes compared to a model with eight classes. Increasing the number of classes to K = 10 reduces the model likelihood, the difference log L(y N jK = 1 0 ) ;log L(y N jK = 9 ) = ;0:61, however, being not significant given the standard errors. We choose the more parsimonious model with K = 9 . This choice is supported further by a plot of the posterior densities of 2 " . The observation error variance 2 " significantly decreases each time a new class is added up to nine classes. The addition of the tenth class does not help to reduce the unexplained variance 2 " indicating that the number of classes is too big.
It turns out that the prior B ;1 0 influences the model choice. Substantially less precision as well as substantially more precision tends to favour a model with eight classes. Our prior B ;1 0 = 0 :04 I is informative enough to avoid choosing too simple a model due to Lindley's paradoxon. On the other hand the prior is weakly informative enough to be dominated by the likelihood.
Estimation within Unidentified Models
It is well known that the latent class model, like any model including discrete latent variables, is only identified up to permutations of the labelling of the groups. The full unconstrained posterior of the latent class model with K classes is multimodal with at most K! modes. When applying MCMC methods to such a posterior, we have to be aware of the problem of label switching which might render estimation of group specific quantities meaningless. Nevertheless, a lot of useful information may be retrieved from an unidentified model. Subject specific estimates of the random effects i , for instance, may be written as:
where I k (S i ) = 1 iff S i = k. This functional is obviously invariant to relabelling the groups and can therefore be derived from an unidentified model.
During MCMC sampling we carried out M = 30000 iterations with a burn-in phase of 20000 iterations.
Based on these estimates that correctly reflect all sources of uncertainty given the model specification, we illustrate how the latent class model captures consumer heterogeneity for different numbers of classes. We take advantage of our Bayesian approach and investigate the posterior densities of implied choice probabilities for different offers. Throughout this section it is assumed that individual consumer i's choice probabilities may be derived from preferences directly using a multinomial logit model:
where U h corresponds to the utility of alternative h as a function of brand and price: (U h ) i = w h i .
Here, the utility scale is directly related to the purchase likelihood scale employed to measure consumer preferences. We use simulations of each consumer's utilities for specified combinations of brand and price to derive the densities of the respective choice probabilities. Important properties of these densities of highly nonlinear combinations of model parameters are easily estimated from the simulations. The following is based on a choice set that resembles the holdout task (cf. Section 2). 
than the optimal choice. The solution with two classes suggests that most of the mass is concentrated at the point of near zero choice probabilities for the Römerquelle and the Vöslauer offer. However, there seems to be some mass in the area of high choice probabilities for the Römerquelle offer accompanied by low choice probabilities of the Vöslauer offer. Increasing the number of classes to three changes the picture dramatically. Again most of the distributional mass is concentrated at the zero/zero point. In contrast to the solution with only two classes, the distribution indicates some support for the combination of high choice probability for the Vöslauer offer accompanied by lower choice probabilities for the Römerquelle offer. Moreover, there also is some support for the combination of small choice probabilities for the Römerquelle offer and a near zero probability for the Vöslauer offer. Naturally, the optimal solution with nine classes offers the most detailed picture. Notice that here some support for the combination of choice probabilities near one for the Vöslauer offer accompanied by such near zero for the Römerquelle offer can be found. This feature of the distribution is not present in the solution relying on five classes only. So far the models are identified only up to permutations of the labels of the groups. In order to identify group specific parameters, we need to introduce identifiability constraints that guarantee a unique labelling.
Model Identification
We use the following notation for the group specific parameters: const k refers to the constant, RQ k , VO k , JU k , and WA k refer to the main effects for the various brands and p k to the linear price effect for group k.
We carefully searched for data-driven identification constraints by visually inspecting plots of the marginal parameter densities as well as two-and three-dimensional scatterplots of MCMC simulations from the unidentified model. As one might expect, simple constraints will only suffice to identify models with few classes. For instance in the case of a model with three classes, we found from the scatter plots in Figure 2 that the linear price effect differentiates one class from the remaining two and that the constant is useful to tell these apart: p 1 < min(p 2 p 3 ), const 2 < const 3 . Sensible identifiability constraints are not necessarily unique. For the model with three classes, an equivalent set of constraints turned out to be p 1 < min(p 2 p 3 ),
Estimation of the model likelihoods pointed to a model with nine classes (see Table 1 ). Due to the relatively high number of classes we proceed in a stepwise manner to identify this model. The constraint max k=1 ::: 5 (4 const k +RQ k ) < min k=6 ::: 9 (4 const k +RQ k ) divides the nine classes into two subgroups of five and four classes, respectively (see Figure 3a) . These two subgroups are treated separately now, the one with the five classes first. In Figure 3b we see that the constraint max k=1 ::: 4 (10 p k ; 2 RQ k ) < 10 p 5 ; 2 RQ 5 splits off the first group and 10 p 1 + RQ 1 < min k=2 3 4 (10 p k + RQ k ) splits off the second group. In Figure 3c the third group is separated by 3 JU 2 ;5 WA 2 < min k=3 4 (3 JU k ;5 WA k ) and finally, the fourth and the fifth group are identified by JU 4 < JU 5 . To split off one group from the subgroup with the four classes we use the constraint JU 6 < min k=7 8 9 JU k (see Figure 3d) . The restriction 5 price 7 + const 7 < 5 price 8 + const 8 < 5 price 9 + const 9 separates the three classes that are still left. These constraints were imposed to obtain the group specific estimates that are not reported here due to space limitations. From all results reported above heterogeneity in consumer preferences is present without doubt. It is, however, not clear a priori that heterogeneity affects all components of the group specific parameters. As the marginal densities of the quadratic interaction effects plotted in Figure 4 overlap for all groups to a high degree, we formulate the hypothesis that the quadratic interaction effects RQ p 2 , VO p 2 , JU p 2 , and WA p 2 are fixed rather than random. As the marginal density of the quadratic interaction effects in Figure 4 not only overlap for all groups, but most of them also cover 0, we further hypothesize that the quadratic interaction effects are not significant and should be deleted from the model: RQ p 2 = VO p 2 = JU p 2 = WA p 2 = 0 .
Testing for Heterogeneity and Variable Selection
All hypotheses are tested against the full model by comparing the model likelihoods. The log of the model likelihood for a model with fixed quadratic interaction effects is equal to -9521.8 with a standard error of 0.96, whereas the log of the model likelihood for a model without quadratic interaction effects is equal to -9580.76 with a standard error of 0.31. In comparison to the full model (see Table 1 ) assuming fixed rather than random quadratic interaction effects increases the model likelihood substantially. It turned out that the same identifiability constraints that were formulated for the full model, where all components were heterogeneous, applied to this mixed effects latent class model. Table 2 summarizes the performance of the various models on the holdout data. The mean squared error is obtained by averaging over every consumer's five holdout evaluations and over all consumers. The first choice hit rate corresponds to the relative frequency of consumers where the model predicted the highest utility for one of the brand-price combinations actually rated highest. In the last column of Table 2 we report a first choice hit rate that corrects for tied holdout evaluations. When any consumer rates n of the five holdout combinations equally highest the correct prediction of one of these is weighted by the factor 1=n. The holdout performance of the various models basically confirms the decisions based on the model likelihoods. We find a steady decrease in MSE when going from one to nine classes. Further increasing the number of classes to ten yields marginally smaller MSE values but decreases first choice hit rates. However, the increase in model likelihood as a consequence of assuming homogeneous p 2 brand interactions is not reflected in the holdout analyses. Interestingly, the relationship between the number of classes K, the associated model likelihood (see Table 1 ) and the first choice hit rates is not strictly monotonic in Table 2 . This might be due to the implicit change in the loss function when predicting first choices. Another possible reason is that we based our point estimates of consumer utilities on 100 simulations per consumer, only.
Holdout Analysis
Interpretation of the Nine Classes Model from a Marketing Point of View
An obvious starting point for the interpretation of the classes would be the class specific parameter estimates that can be obtained from the authors. However, due to the dimensionality of the designmatrix and the presence of quadratic price and interaction effects it is not an easy task to derive a coherent interpretation. Therefore, we settled for the following procedure: Given the class specific parameters we formulated three designs. The three designs offered all five brands at a low price (ATS 2.7), a medium price (ATS 4.8) and a high price (ATS 6.9), respectively. Then we computed the purchase likelihood ratings to be expected in the 9 classes for all three designs. Figure 5 illustrates the result.
Class 7 with the highest a posteriori size of all classes (approximately 33%) and class 1 are very price sensitive with only minor brand differentiation. Whereas class 7 would still accept a medium price class 1 shows a strong tendency to avoid all offers but the cheapest. Interestingly there is some differentiation between brands offered at the lowest price in class 1. The dummy brand Kronsteiner is evaluated less favourably. Classes 2, 4 and 8 are moderately price sensitive. Again, there is little brand differentiation in class 8 with a slight advantage of Römerquelle over its competitors. Class 2 clearly dislikes the Juvina brand and prefers Römerquelle, Vöslauer and Waldquelle to the dummy brand Kronsteiner. A price increase seems to affect Römerquelle to a lesser extent than Vöslauer and Waldquelle in this class. Class 4 prefers Römerquelle and Vöslauer to the other brands and clearly disapproves of the Kronsteiner brand. Class 3 again favours Römerquelle and Vöslauer over the other brands. Interestingly the advantage of Römerquelle and Vöslauer diminishes substantively at higher price levels. Classes 5, 6 and 9 reveal only little sensitivity to price. In the case of the very small class 5 the Juvina brand even is evaluated more favourably at the higher price levels. Moreover this class is the only one to clearly reject the Römerquelle brand. Finally, class 6 again favours Römerquelle and Vöslauer and clearly disapproves of Juvina. Also, the dummy brand Kronsteiner is preferred to the established brand Waldquelle in this class. Figure 5: Class specific purchase likelihoods for three designs: all brands 2.7, 4.8 and 6.9 ATS; 1:RQ, 2:VOE, 3:JU, 4:WA, 5:KR Overall, a major portion of consumers seems to be very price sensitive with only little brand differentiation. Despite intensive marketing activity especially by Römerquelle and Vöslauer these consumers behave like in a commodity market. Even an up to the interview unknown dummy brand would be readily accepted. Römerquelle and Vöslauer seem to be generally accepted (with the exception of Römerquelle in one very small class). Juvina and Waldquelle did not succeed in establishing classes that favoured their brand over the competitors.
Concluding Remarks
The suggested approach was applied to data from a brand-price trade off conjoint study. We did not compare the latent class model to a parametric random effects model which is beyond the scope of this paper. The commonly used parametric random effects model assumes multivariate normally distributed random effects a priori. However, we would like to add that this model outperformed even the optimal latent class solution with nine classes in terms of the model likelihood. Nevertheless, the latent class approach could be used in a similar way as nonparametric maximum likelihood estimation to parsimoniously account for multimodal preference distributions. The characteristics of such a distribution can be sensibly described a posteriori without the need to identify a unique labelling. Finally, this paper should also be useful in the context of Bayesian estimation of general finite mixtures that in a way combine the latent class approach and parametric models for consumer heterogeneity (Allenby et al., 1998; Lenk and DeSarbo, 1999) . was supported by the Austrian Science Foundation (FWF) under grant SFB 010 ('Adaptive Information Systems and Modelling in Economics and Management Science') and Project No. 12025.
