Introduction
Let random variables (y, z) have joined binormal distribution with expectation vector [µ 1 , µ 2 ] and variance-covariance matrix Σ = σ 
2 , where Y 0 and Z 0 are means of Y 0 and Z 0 , respectively. Thus,β is an unbiased estimate of β with variance equal to σ
. Let us assume that the vector Y 0 can be enlarged by taking k = n − m additional observations of the variable y. Now let us consider the estimatê
In the paper we will compare the unbiased estimates β * = n−1 m−1β andβ. We will also compare the predictors based on two regression lines z = Z 0 + β
we denote the vector made of Y 0 and Y 1 , where Y 1 contains the additional n − m observations of the variable y. We will assume m > 3 throughout the paper.
Comparison of β * andβ
We see thatβ is a linear form of the quantities z i and for a given Y it has a nor-
(y i − Y ) 2 and variance
To compute the mean and the variance ofβ we will use the formulas 
and finally we have
Of course,β underestimates the parameter β so we will take into consideration the unbiased estimate β * = n−1 m−1β with variance Var(β * ) = σ 2 z σ 2 y (m − 1) · n − 1 n − 3 (1 − 2 ) + 2(n − m) n + 1 2 .
