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van der Waals Epitaxy and Electronic Transport in
Topological Insulators
by
Tanuj Kiranbhai Trivedi, Ph.D.
The University of Texas at Austin, 2017
Supervisors: Sanjay K. Banerjee and Dean P. Neikirk
Topological insulators (TI) have been demonstrated as a unique electronic
phase of matter, possessing topological surface states (TSS) with promising applica-
tions in spin-based logic and memory, heterostructures in 2D electronics and exotic
physical phenomena such as Majorana quantum computing, axion electrodynamics
and topological magnetoelectronics. Since the early stages of discovery, the field of
applied research in TIs has evolved. However, demonstration of scalable applica-
tions remain challenging due to practical hurdles such as rapid prototyping of new
TI compounds, and efficient probing of TSS for device applications. This research
work endeavors to take a two-pronged approach: to address the challenges of reliable
material growth and to explore TI transport physics. While indirect spectroscopy
methods have indisputably shown the presence of TSS, transport in TI devices re-
mains challenging, in part due to parasitic conduction channels. As an alternative to
staple binaries, ternary and quaternary compounds (Bi1−ySby)2(Te1−xSex)3 are be-
ing explored to reduce unintentional bulk-doping and gain better access to the Dirac
point. The sulfur-based ternary Bi2Te2S has received little attention, even as its po-
tential as a promising TI is theoretically predicted. We demonstrate first-time van
der Waals epitaxial (vdWE) growth of crystalline Bi2Te2−xS1+x (BTS) nanosheets on
SiO2, hBN and mica. We also perform detailed magnetotransport measurements on
BTS devices, establishing BTS as a candidate TI with readily accessible TSS and
providing a sound picture of multiple transport channels in TI devices. A versatile
process for large-area custom-feature TI growth and fabrication is also demonstrated
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using BTS as the candidate TI, achieved through selective-area modification of surface
free-energy on mica. TI features grow epitaxially in large single-crystal trigonal do-
mains, exhibiting armchair or zigzag edges highly oriented with the substrate lattice.
Unusual nonlinear thickness dependence on lateral dimensions and denuded zones are
observed, explained by semi-empirical two-species surface migration modeling with
robust estimates of growth parameters. TSS contribute up to 60% of device con-
ductance at room-temperature, indicating excellent electronic quality. The process
is constructed from highly adaptable microfabrication technology, and in conjunction
with multi-species modeling, it can be customized for TI and other vdW materials
device fabrication processes ranging from rapid prototyping to scalable manufactur-
ing.
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Chapter 1
Introduction
1.1 Topological insulators
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Insulator	
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Figure 1.1: (a) Topological classification of geometrical shapes in genera defined by the
number of holes present in the Euclidean surface. A transition by smooth deformation
between two shapes in different columns is possible, but a transition from one shape
to another between the two rows requires an abrupt opening or closing of a hole. (b)
In contrast to the insulating phase, 2D quantum Hall phase has a nontrivial topology
associated with it through the Chern invariant n, which leads to gapless 1D edge
states at the boundaries of the sample, represented here by skipping orbits. Adapted
from Hasan & Kane, 2010.1
Topological insulators (TI) are an electronic phase of condensed matter and
some engineered material systems that have garnered significant attention in the last
decade.1–3 The physical effect and its classification as an electronic phase of matter
were first theoretically predicted,4–6 followed by predictions for candidate TI mate-
rial systems7,8 and experimental observation of its physical manifestation in two- and
three-dimensional systems.9–11 TI materials are small-gap band insulators in the bulk
of the material, while possessing gapless edge- or surface-states on the boundaries of
the material. The idea of applying topological classification from geometry to elec-
tronic phases of condensed matter can be traced back to the origins of quantum Hall
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effect in high mobility two-dimensional MOSFET structures.12,13 An intuitive anal-
ogy with Euclidean shapes is often utilized to understand the concept of topological
classification of matter, as shown in Fig-1.1. Any 3D surface may be classified in
different genera by counting the number of holes in the surface, such as a doughnut
and a coffee mug both have one hole and can be classified in the same genus. Ob-
jects from the same genus can be transformed smoothly without abruptly changing
the shape. However, objects in different genera cannot be smoothly deformed, e.g.,
transforming between the coffee mug and the infinity shaped doughnut requires an
abrupt closing or opening of an extra hole. The number of holes remaining constant
within a genus can then be considered as some sort of a topological invariant. This
analogy can then be extended to solutions obtained from band theory of condensed
matter. Similarly, wavefunction solutions to the Shcrödinger Hamiltonian for a ma-
terial system exist in an abstract Hilbert space as n-dimensional surfaces. As long as
a wavefunction can be smoothly deformed to another without opening or closing a
bandgap abruptly, they can be classified in the same topological class. An example of
a trivial topological class is the classical insulating phase, such that wavefunctions for
different insulator materials can be smoothly transformed between each other without
closing the bandgap, and all solutions for trivial insulators are topologically equiva-
lent to the vacuum state.1 However, for nontrivial gapped phases that are protected
by some symmetry considerations, a transition to and from a trivial insulator phase
is not possible without abruptly closing or opening a bandgap. The quantum Hall
effect (QHE) is an example of a topologically nontrivial phase, which nominally has
an energy gap between its Landau levels, and yet has a nonzero topological invari-
ant that is fundamentally different from the insulating phase. This is the TKNN or
Chern invariant, which shows up in the quantized Hall resistance values in experi-
ments. The Chern invariant is intimately related to the idea of geometric phase or
Pancharatnam–Berry phase,14,15 such that a nondegenerate Bloch wavefunction picks
up a phase factor when the momentum coordinate goes through a full rotation. The
Chern invariant is the total flux of this phase factor inside the Brillouin zone (BZ)1
and has a nonzero value for topological materials (TM). Fundamentally novel physical
phenomena can be observed at the boundary between a topologically nontrivial and
a trivial material, such as between a QH sample and free-space. At the boundary
of a TM, the topological invariant of the wavefunction will abruptly have to change,
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which inevitably leads to closing of any energy gap and a zero-crossing in energy.
This is known as the bulk-boundary correspondence. The 1D edge states in a QH
sample can be visualized as “skipping orbits” of the electrons as they bounce off the
edge of the sample, while in the “bulk” of the sample, they remain quantized and
exhibit a Landau gap equivalent to the cyclotron energy as shown in Fig-1.1(b). An
odd number of zero-crossings in the BZ will lead to edge or boundary states that are
gapless, and have exotic physical properties such as topological protection. 2D QH
samples exhibit these 1D boundary states, and 2D quantum spin Hall (QSH) samples
exhibit pairs of such 1D states that are nondegenerate in spin7 as seen from Fig-1.2.
In QSH materials the strong spin-orbit coupling (SOC) plays a role equivalent to that
of the externally applied B-field in a QH sample, leading to band inversion and zero
crossings that give rise to the spin nondegenerate gapless edge states.
(a) (b)
QHE
QSHE
Spin up Spin down
2DTI
Vacuum
k
E
BCB
BVB
Vacuum
kx
Figure 1.2: (a) Schematic representations of carrier transport in quantum Hall (top)
and quantum spin Hall (bottom) samples. Adapted from Qi & Zhang, 2011.2 (b)
Edge states represented by the red zones at the boundaries of the sample and energy
dispersion showing 1D Diract cone in a 2DTI (left), surface states and 2D Dirac
dispersions with helical spin-momentum locking on the surface of a 3DTI (right).
Adapted from Ando, 2013.3
For 3D materials with nontrivial topology, these states manifest as 2D sur-
face states. These metallic edge or surface states are reminiscent of the Dirac-like
states in 2D graphene as illustrated in Fig-1.2(b). However, there is a key difference
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between the two materials. The gapless Dirac states in TI materials show helical
spin-momentum locking, offering spin-polarized electronic transport. The gapless
states are labeled topological surface states (TSS). Most of recent research has been
devoted to TI’s that fall under the class of time-reversal invariant systems, where
the TSS are protected via time-reversal symmetry (TRS). 3DTIs have a topological
invariant similar to the Chern invariant associated with them, the so called Z2 in-
variant.4,5 Materials exhibiting strong SOC were predicted to obey the Z2 invariant
topological behavior, without the need of an external magnetic field unlike in the
QHE. Since the initial experimental observation of TI behavior in 2D quantum wells
of HgTe/CdTe and 3D crystals of BixSb1−x, a plethora of material systems have been
(re)-discovered as TI phases, chief amongst them being chalcogenide compounds of
Bismuth (Bi) and Antimony (Sb).1,3 The chalcogenide compounds are layered mate-
rial systems, with strong in-plane bonding and van der Waals (vdW) bonding out-of-
plane, forming crystalline unit cells of five layers or quintuples as shown in Fig-1.3.
The binary Bi2(Se,Te)3 belong to the larger class of crystals under the tetradymite
family, and have been explored extensively as the staple materials exhibiting gap-
less Dirac states on the surfaces of bulk crystals in Angle Resolved Photoemission
Spectroscopy (ARPES) experiments. The binary TIs also show the indirect unique
electronic signatures in transport experiments on thin films and devices. Proposed
applications of TIs and their heterostructure devices range from topological quantum
computing,2,16 spin-based logic and memory17 and axion electrodynamics.18 Several
prototype applications have been demonstrated in spintronics,19–21 next-generation
electronics,22,23 on-chip optics and plasmonics,24 and several exotic promising phe-
nomena under intense investigation such as Majorana quantum computing,25 axion
electrodynamics and topological magnetoelectric effects.26,27
1.2 Current state of research
Electronic and spintronic device applications of TI often involve manipulat-
ing the electronic surface states, and hence uncovering the details of the underlying
transport mechanism is an important aspect of current research. The binary phases
(Bi, Sb)2(Se, Te)3 have been explored extensively as 3D TI materials from the stand-
point of transport experiments.3,28–38 Transport experiments on devices of candidate
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3DTI’s always include the non-negligible contribution from the bulk conductivity
channels and other non-topological 2D electron gases (2DEG) at the surface due to
band bending, which complicate the electronic probing of surface states.3,39 Unlike
ARPES experiments, where the bandstructure of the crystal can be directly visual-
ized by measuring the energy and the momentum of the electrons emitted from the
surface, the signatures of transport experiments cannot be trivially resolved into par-
allel contributions from the bulk, trivial 2DEG and TSS in a TI device. Attributing
the indirect signatures to multiple conduction channels has been the focus of intense
research,3,33–36,40–42 prompting the need to further explore transport in multiple TI
material systems. Over the past few years the focus has shifted to exploring ternary
and quaternary compounds, M2X3−xYx (M = {Bi, Sb, Bi1−ySby}, X, Y = {Te, Se,
S}), and also doping them with magnetic and nonmagnetic impurities such as Fe, Sr,
Cu, Cr etc. to induce physical phenomena like superconductivity, ferromagnetism etc
in conjunction with the topological surface states. Addition of one or more elements
to the basic binary chalcogenides lends an extra degree of freedom to manipulate the
band structure, and potentially tune the topological properties of the transport.
Equally importantly, obtaining high quality crystalline thin films of TI com-
pounds is a critical challenge that needs to be addressed for practical implementation
of TI-based on-chip devices. Since the early discovery and demonstration of the staple
TI compounds, the focus of research has evolved on several fronts. However, scaling
on-chip device applications remains a challenging task. There are currently a limited
number of methods available for repeatable and adaptable material synthesis, largely
limited to highly specialized tools such as molecular beam epitaxy (MBE).35,36,38,43
Most academic researchers utilize bulk crystals and their exfoliation to explore TI
materials,29,40,44 which has obvious limitations in implementation. Thus studies fo-
cusing on the scaling aspect and alternative mechanisms of obtaining large-area good
quality TI films require immediate attention for engineering research. A simpler,
rapid-protoyping alternative used for TI growth is physical vapor epitaxy, also known
as sub-atmospheric hot-wall van der Waals epitaxy (vdWE).45–49 MBE and vdWE
are currently the two most favored techniques in the field. While MBE offers high
quality crystalline films with a fine control over film thickness, there are limiting
factors such as complexity and cost of ultra-high vacuum (UHV) systems, substrate
choice, difficulty of ternary/quaternary compound growth and incompatibility with
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high vapor pressure compounds (e.g., sulfides).50 On the other hand, vdWE offers
a low-cost, facile alternative, accommodating more source, substrate, and compound
thin film combinations,51,52 but the control over film thickness and area remains chal-
lenging. A balance must be achieved to explore alternatives addressing the challenges
of scalability and reliability of TI synthesis for practical applications.
1.3 Scope of this work
The aim of the research work summarized in this dissertation is to take a
two-pronged approach to tackling practical implementation challenges for TI devices:
reliable, high-quality TI synthesis and understanding the underlying transport physics
in TI devices for future optimization.
The Sulfur-based ternary compound, naturally occurring tetradymite with an
ideal formula Bi2Te2S, has received relatively little attention as a TI, even as it is
theoretically predicted to be a promising 3DTI.54 Tetradymite has been synthesized
in the laboratory as bulk crystals in previous experiments showing non-stoichiometry
in deviation from the ideal structure, since as early as the 1960’s whence it was known
to exhibit highly anisotropic electrical conduction.55–58 The substitution of a more
electronegative S for Te in the Bi2Te3 crystal structure (see Fig-1.3) is expected to
increase the bulk band gap, reduce antisite defects and exposes the otherwise buried
Dirac point. This has been confirmed to be the case in an ARPES experiment on bulk
crystals of non-stoichiometric tetradymite.58 The tetradymite ternary thus provides
a promising platform to study transport signatures of the surface states.
We report on the van der Waals epitaxial growth of crystalline Bismuth Telluro-
Sulfide (Bi2Te2−xS1+x, BTS) nanosheets on SiO2 and muscovite mica, and observa-
tion of surface states through transport experiments.49 Weak-antilocalization (WAL),
electron-electron interaction (EEI) driven insulating ground state and universal con-
ductance fluctuations (UCF) are observed in magnetotransport experiments on BTS
devices. Low-temperature insulating ground state in the conductivity of the BTS
devices reveals the presence of EEI, which have been observed for thin film devices
of 3DTIs. The characteristic weak antilocalization (WAL) signature of the topologi-
cal surface states is seen in the magnetoresistance (MR), which acts in combination
with EEI effects at low-temperatures and low-fields. Evidence of separation of trans-
6
STe
Bi
Bi2Te2S
Figure 1.3: Crystal structure of the ternary tetradymite Bi2Te2S (ideal composition)
with the quintuple layer of Te–Bi–S–Bi–Te indicated with square brackets. In reality,
there is an intermixing of S and Te in the outer chalcogen layer, leading to a more
S-rich compound. Crystal structure image produced with VESTA 3.53
port channels in Hall data is seen, with a parallel conductivity contribution from
bulk states. An extended-WAL model is proposed to fit full-range MR data. A two-
channel Hall conductance model is used in conjunction with the extended-WAL fit
to describe the results. Universal conductance fluctuations (UCF) are also observed
in the magnetoresistance of thin BTS devices, the temperature-dependent behavior
of which is analyzed with standard UCF theory for two-dimensional metals, yielding
phase coherence lengths of the same order as those obtained from WAL. Empiri-
cal parameters from modeling the thickness- and temperature-dependent WAL and
UCF data indicate two-dimensional mesoscopic transport, revealing the presence of
accessible surface states in the BTS material system.
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As the natural next step towards technological relevance, a versatile process for
large-area, crystalline TI growth in customizable features on mica is also presented,
called custom-feature van der Waals epitaxy (CF-vdWE). The TI features grow epi-
taxially in large single-crystal trigonal domains of several microns in size and in any
arbitrary shape of linear dimensions up to the order of 100 µm. Unusual nonlinear
thickness dependence on lateral dimensions is observed along with denuded zones at
boundaries, which are explained with a semi-empirical two-species surface migration
model providing insights into the underlying growth mechanism, and the role of the
selective-area surface modification. The subsequent mask layers for device fabrica-
tion can be effortlessly integrated post-growth using standard photolithography. DC
transport on directly-grown TI Hall bars of different dimensions show metallic con-
duction down to 77 K, and the device sheet conductance remains remarkably flat
with increasing TI Hall bar thickness at room temperature across several samples,
indicating that the transport is dominated by the metallic topological surface states
(TSS) with a low bulk contribution. The process only utilizes high-yield and adapt-
able standard microfabrication technology with the versatile vdWE method, and is
easily extendable to a larger set of TI compound growths. The CF-vdWE process,
in conjunction with multi-species modeling, can be customized for rapid-prototyping
research for engineered substrates and vdW compound growths or can be adapted to
scalable manufacturing.
Chapter-2 discusses the van der Waals epitaxial growth of Bi2Te3 and ternary
Bi2Te2−xS1+x (BTS) on SiO2, mica and hBN substrates, and in-depth materials char-
acterization of ternary BTS nanosheets.
Chapter-3 discusses magnetotransport experiments on devices of as-grown
BTS nanosheets on SiO2. Thickness, temperature and electrostatic gating dependence
of magnetoresistance, temperature dependent conductivity and electron-electron in-
teractions, extended-HLN modeling of weak antilocalization and separation of trans-
port channels, and universal conductance fluctuations are discussed in detail.
Chapter-4 discusses the versatile, large-area custom-feature van der Waals
epitaxy growth method developed for TI growth on prepatterned mica substrates,
materials characterization and analysis of the growth results.
Chapter-5 discusses and derives a semi-empirical two-species surface migration
model to explain the CF-vdWE growth results. Transport measurements on as-grown
8
TI shapes are also presented.
Chapter-6 summarizes the major results and contributions discussed in this
dissertation, and suggests potential future directions utilizing this work as a platform.
Appendix-A describes in detail the standard operating procedure and mainte-
nance of the vdWE growth system utilized in this work.
Appendix-B describes in detail the micro and nanofabrication process recipes
developed in this work.
Appendix-C describes in detail the standard operating procedure for low-noise
lock-in magnetotransport measurements of TI devices using the Quantum Design
PPMS system.
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Chapter 2
van der Waals Epitaxy and Materials Characterization
2.1 Introduction
van der Waals Epitaxy (vdWE)Heteroepitaxy
2D / 2D 2D / 3D(a)
vdW gap
(b)
Figure 2.1: Conceptual schematics of (a) heteroepitaxy, and (b) van der Waals epi-
taxy. Adapted from Ueno, 2012.59
Over the last decade, researchers have rediscovered several of the so-called
van der Waals (vdW) materials, such as graphene, hexagonal Boron Nitride (hBN),
Bi/Sb-based chalcogenides and transition metal dichalcogenides ((Mo,W)(S,Se,Te)2),
in light of emergent physical phenomena such as massless Dirac fermions, topological
states, excitonic physics, valleytronics, and spin-momentum locking to name a few. A
common theme amongst these vdW materials is that their crystal structure is layered,
with strong in-plane bonding and weak van der Waals bonding between layers out-of-
plane. This leads to ease of obtaining material for the purposes of rapid prototyping
by mechanical exfoliation, and also the creation of stacks of different vdW materials
for heterostructure device applications. A similar benefit exists in thin film growth
of these materials, as lattice-matching with the substrate is not crucial due to the
out-of-plane van der Waals bonding.
Results discussed in this chapter were published in J. Appl. Phys. Contributions: Primary author. Designed
and built the growth system, carried out the growth experiments, performed materials characterization analysis.
Citation: T. Trivedi, S. Sonde, H. C. P. Movva, and S. K. Banerjee, “Weak antilocalization and universal conductance
fluctuations in bismuth telluro-sulfide topological insulators,” J. Appl. Phys., vol. 119, no. 5, p. 055706, Feb. 2016,
Available: http://dx.doi.org/10.1063/1.4941265.
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Epitaxial thin film growth can be broadly classified in two categories: homoepi-
taxy (substrate and thin film are the same material) and heteroepitaxy (substrate and
thin film are different materials). In most traditional epitaxy growth mechanisms, the
thin film is chemically bonded to the substrate, and the lattice mismatch between the
two determines the crystalline quality of the film, defect type and density and stress.
In the 1970’s, another class of epitaxial growth mechanism was discovered: the so
called incommensurate epitaxy, where there was only a weak interaction between the
adsorbate and the substrate, instead of forming strong chemical bonds as in tradi-
tional epitaxy.60 Koma and colleagues extended the concept to epitaxial growth of
thin films on substrates with more than 20% lattice mismatch, dubbing it van der
Waals epitaxy (vdWE), as vdW forces are chiefly responsible for the weak bonding
between the thin film and substrate during this type of growth.61,62 The ability to
grow any layered or vdW material on top of any other 2D layered or a 3D bulk ma-
terial makes vdWE a versatile and convenient method to synthesize several different
materials with relative ease.52 See Fig-2.1 for schematic representations of the differ-
ent growth mechanisms as discussed in this section. Fig-2.2 shows the custom built
hot-wall growth setup for the TI compound growth utilized in this work.
60 mm  dia. 
quartz tube
N2
4N Bi2Te3 
powder
510 oC
400 oC360 oC
5N Bi2S3 
chunks
Pump
Ternary compound
condensation 120 – 250 sccm
20 – 100 Torr
Tellurium 
nanostructures
( < 250 oC)
(a) (b)
Figure 2.2: (a) Photograph, and (b) schematic of the custom-built subatmospheric
hot-wall van der Waals epitaxy growth system.
2.2 vdWE growth of TI compounds
Over the past few years, Bi and Sb chalcogenide compounds have been grown
using hot-wall vdWE on 3D substrates,45,63–65 and layered substrates such as mica,47
hexagonal Boron Nitride46 and graphene.66 Hot-wall growth systems utilize physical
vapor transport-like mechanism to achieve the vdWE growth of layered materials
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on unmatched substrates, which requires low-vacuum atmospheric conditions in the
chamber with a constant carrier gas flow. The relative ease of setting up the furnace-
based growth system, and its low-vacuum requirement make it a cost-effective alterna-
tive to complex UHV MBE or CVD systems. The operational principle is also simple,
yet elegant, to allow for rapid prototyping of growth of different materials on different
substrate for academic research. The hot-wall vdWE technique is also more preferable
for growing thin-films of TI compounds containing Sulfur, as the high vapor-pressure
of Sulfur makes it an undesirable source material for most molecular beam epitaxy
(MBE) systems. We have built a vdWE system in-house using a programmable three-
zone Lindberg/Blue M furnace with a 60 mm diameter quartz tube, connected to a
roughing pump and a gas flow manifold supplying different carrier gases such as N2,
H2 and Ar with MFC’s (see Fig-2.2).
2.2.1 Growth method
We have grown Bi-based TI compounds Bi2Te3, Bi2Te2−xS1+x on different
substrates in the hot-wall vdWE system with a combination of compound solid-state
precursors.49,67 Thermal SiO2/Si, muscovite mica and exfoliated hBN are used as
growth substrates. Low-resistivity (∼ 5 mΩcm) silicon wafers are thermally oxidized
to grow high quality 285− 300 nm thick SiO2. An alignment marker grid for e-beam
lithography is then etched into the SiO2 film with standard photolithography and dry
etch, instead of depositing metallic markers as is standard practice. Metal alignment
markers are found to act as nucleation centers leading to undesirably thick, dense
and malformed growth with possible metal contamination, hence etched-in alignment
markers are preferred. SiO2/Si wafers so prepared are then cleaved into samples of
5-20 mm size and placed either vertically or horizontally in a slotted quartz carrier.
The quartz carrier is placed at the neck of the furnace in the cold-zone, downstream
of the precursor materials (∼16" away from central zone). Muscovite mica samples
of similar sizes are freshly cleaved immediately prior to growth and loaded inside
in a similar fashion. For several growth experiments, the cleaved mica samples are
pre-patterned or roughened with an RIE O2 plasma using patterned photoresist as
an etch mask. After the plasma roughening, the PR is cleaned in hot Remover PG
overnight and the patterned samples are then loaded into the furnace.
Powdered Bi2Te3 (4N Sigma-Aldrich) is placed in a quartz boat in the center
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zone, along with chunks of Bi2S3 (5N Sigma-Aldrich) for the ternary BTS growth,
either in the same boat or in another boat in the zone closer to the sample carrier. The
quartz tube is then pumped down to base pressure several times and subsequently
purged with N2 gas for a few hours to remove any trace oxygen and moisture, and to
achieve a stable pressure and flow of the carrier gas. All three zones of the furnace
are then heated up to 510◦C within 20 minutes without overshooting and are held
at that temperature for 20− 40 minutes before being cooled down naturally to room
temperature. Good growth is observed when tube pressure is in the range of 20−100
Torr with N2 flow in the range of 150 − 200 sccm and when the samples are in the
temperature range of 360− 380◦C.
2.2.2 Growth results
(a)
10 μm
(e)(d)
(b) (c)
(f)
Figure 2.3: Optical images of Bi2Te3 on (a) SiO2, (b) exfoliated hBN, and (c) mus-
covite mica, and Bi2Te2−xS1+x on (d) SiO2, (e) exfoliated hBN, and (f) muscovite
mica. Scale bars are 50µm unless specified.
The vdWE-grown TI nanosheets show clear crystal shape-symmetry, growing
largely in hexagonal and truncated-triangular shapes of lateral dimensions of a few
microns, for both Bi2Te3 and Bi2Te2−xS1+x. Fig-2.3 shows optical images of repre-
sentative vdWE growths on different substrates. Growth results and mechanism on
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muscovite mica will be discussed in further detail in Chapters 4 and 5. The underly-
ing crystal symmetry of the tetradymite crystal structure is trigonal-hexagonal (space
group R3¯m), which leads to the formation of layered triangular nanosheets during
growth. Similar terraced growth has also been observed for other 2D material systems
with trigonal symmetry, on different substrates.38,68,69 After the initial nucleation of
the islands, the ultimate shape is dependent on the variance in the growth rate along
the different types of edges in the hexagonal-trigonal shape, which has been estab-
lished by Monte Carlo simulation of the kinetic growth mechanism,68,70 leading to
either hexagonal or more often truncated-triangular nanosheets. The vdWE-grown
nanosheets are found to nucleate randomly on the SiO2 surface, but show evidence
of highly layered growth, visible in the atomic force microscopy (AFM) height pro-
files of candidate BTS nanosheets in Fig-2.4. Two such examples are shown in Fig-
2.4(a): a height plot (mid-right) and an amplitude error (bottom-left) and height plots
(bottom-right). Fig-2.4(b) mid and bottom figures show the step height profiles, mea-
sured between subsequent terraces, accurately match the quintuple unit cell thickness
of ≈ 1 nm. Tellurium-rich nanostructures are obtained for sample temperatures lower
than ∼ 250◦C, as has been observed before in a similar growth experiment.45 This
is indicative of the decomposition of the evaporated solid-state precursor compounds
(Bi2Te3 and Bi2S3) into constituent adatoms, as the samples from the colder regions
of the chamber show the presence of Te-only nanostructures.
2.3 Materials characterization of BTS nanosheets
Representative samples from different growth experiments are analyzed with
Raman spectroscopy and X-ray diffraction (XRD) to confirm crystallinity of the
nanosheets. Compositional analysis is performed on candidate nanosheets with Carl
Zeiss/EDAX energy dispersive x-ray spectroscope and X-ray photoelectron spec-
troscopy (XPS) to confirm the presence of all three elements within a range of stoi-
chiometries. The results are shown in Fig-2.5.
2.3.1 XRD analysis
X-ray diffraction (XRD) spectra of as-grown BTS-on-SiO2 and BTS-on-mica
samples show sharp peak at those from the (0 0 6), (0 0 9), (0 0 12), (0 0 15) and (0 0
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Figure 2.4: (a) AFM images of representative as-grown BTS nanosheets (scale bars
3µm) on SiO2. (b) Cross-sectional height profiles at the dashed lines showing examples
of a flat surface (top) and layered growth terraces (mid and bottom).49
18) facets of the tetradymite crystal only. This indicates evidence of particularly c-axis
oriented growth, i.e., the peaks only at the positions of the (0 0 n) facet reflections
of the bulk tetradymite crystal,56,58,71 as seen from Fig-2.5(a). The AFM results
of Fig-2.4 and the XRD data confirm that, once nucleated, the BTS nanosheets
subsequently grow epitaxially, forming the layered van der Waals crystal structure
of the tetradymite. A preliminary comparison of the BTS-on-SiO2 diffraction data
to those expected from the crystal structure of the so-called γ-phase tetradymite
proposed by Pauling57,71 yields lattice parameters a ≈ 4.17 Å and c ≈ 29.55 Å, which
are close to those previously reported.58
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Figure 2.5: (a) X-ray diffraction pattern from as-grown BTS on mica and SiO2 sub-
strates, compared with bulk crystal (0 0 n) peak locations. (b), (c) Core-level X-ray
photoelectron spectra showing the Bi 4f, S 2p (b) and Te 3d (c) bonding states in a
candidate BTS sample, also showing the presence of a surface oxide. (d) Raman shift
spectrum measured from as-grown candidate BTS nanosheet. (e) Energy dispersive
X-ray analysis on as-grown BTS nanosheet showing the presence of Bi, S and Te
elements.49
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2.3.2 Raman spectroscopy
Raman spectra show sharp peaks (see Fig-2.5(d)), which are coincident with
tetradymite spectrum.71,72 Major Raman shifts are observed at A11g ∼ 61− 63 cm−1,
E2g ∼ 103 cm−1 and A21g ∼ 144 cm−1, which when compared to Bi2Te3, exhibit a blue
shift. The S-atoms occupy the middle chalcogen layer and intermix with Te-atoms
in the outer chalcogen layers in the BTS crystal.57,58 Replacing the Te atoms in the
Bi2Te3 unit cell with the smaller S atoms leads to a smaller Bi−S bond length, more
compressive strain and non-stoichiometry in the ideal tetradymite lattice, leading to
the so called γ-phase in the temperature range of the growth (360− 380◦).56–58 The
compressive strain leads to the blue shift observed in the Raman spectrum.72
2.3.3 Compositional analysis
Glatz thoroughly examined the Bi2Te3 − Bi2S3 system with bulk crystals,56
and Pauling57 subsequently analyzed Glatz and Soonpaa’s55 work by theoretical argu-
ments. Glatz observed two compound phases of tetradymite, β– and γ–tetradymite,
in the range of 25−30% and 34−50%mole fraction Bi2S3 in Bi2Te3, respectively. Paul-
ing calculated the stoichiometry of β-tetradymite as Bi14Te15S6 and γ-tetradymite as
Bi14Te13S8. Pauling also observed that the ideal stoichiometry of Bi2Te2S would re-
quire a mole-fraction of 33.3% Bi2S3, which was not observed in Glatz or Soonpaa’s
experiments. Ji et al.’s recent experiment investigating tetradymite as a TI material
with ARPES, also obtained the Sulfur-rich γ–phase,58 i.e. Bi2Te1.6S1.4, as was also
observed for the BTS nanosheets grown in this study. The literature seems to suggest
the stability of the γ–BTS compound over that of the other possible phases, and over
the perfect stoichiometry of 2 : 2 : 1.
Glatz reported limited solubility of Bi2S3 in Bi2Te3, referred to as the α–phase,
in the phase diagram of the Bi2Te3 – Bi2S3 system. This phase extends up to only
4% mole fraction of Bi2S3 and was not observed below the solidus. This limited range
of solid-solubility supports the observations in the vdWE growth of BTS nanosheets.
The sample temperature range during our growth experiments is 360−380◦ C. Due to
its higher vapor pressure, there is likely to be a large amount of Sulfur flux ever-present
on the sample during growth. These growth conditions mainly promote the growth
of the Sulfur rich phases of the ternary compound, while the solid solution/mixture
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of Bi2S3 and Bi2Te3 is unlikely as reported by Glatz.
Core-level X-ray photoelectron spectroscopy (XPS) analysis on candidate BTS
samples show the presence of the expected Bi 4f, S 2p and Te 3d bonding states,
shown in Fig-2.5(b) and (c).38,73,74 The chemical shifts at higher bonding energies
away from the Bi 4f 5/2, 7/2 states point to the presence of a surface oxide, as do the
ones observed for the Te 3d 3/2, 5/2 states.73 The surface oxide justifies the need for
plasma treating the surface of the BTS nanosheets before contact metal deposition
during device fabrication. Energy dispersive X-ray spectroscopy on candidate BTS
nanosheets on SiO2 and mica show the presence of Bi, Te and S in all samples (see
Fig-2.5(e)) and stoichiometries are established in the range of Bi2Te2−xS1+x with
x ∈ [0.2, 0.5], in near agreement with the γ-phase.
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Chapter 3
Magnetotransport in vdWE Grown BTS Devices
3.1 Introduction
This chapter describes the experimental magnetotransport results obtained
from electrical devices fabricated on as-grown nanosheets of BTS on SiO2. Over
the last few years, many transport experiments on different TI materials have been
reported, ranging from bulk crystals, epitaxial thin films, exfoliated flakes and vdWE-
grown nanosheets. The transport signatures of the topological surface states (TSS)
are indirect, unlike those from ARPES experiments. While there is overall agreement
in literature over the primary indirect transport signatures expected from TI’s, there is
still plenty of debate over the assignment of these signatures to the different transport
channels present in the typical experimental setup. This work represents the first
report of magnetotransport in the ternary BTS, and the results confirm the material
as a candidate 3DTI with accessible surface states.
3.2 Experimental methods
3.2.1 Device fabrication
Samples of vdWE-grown BTS on SiO2/Si are inspected using an optical mi-
croscope and AFM to identify flat and thin (∼ 7 − 100 nm) candidate nanosheets,
with lateral dimensions in the range of a few microns. Metal contacts are patterned
directly on the as-grown nanosheets in a four-point or Hallbar geometry with stan-
dard e-beam lithography and liftoff process, utilizing the alignment marker grid on
the SiO2 substrate, etched-in prior to growth. Immediately prior to metallization,
the contact areas on the BTS nanosheet are etched with a brief Ar plasma (∼10-12
seconds, 75 W) in an RIE chamber using the e-beam resist as the etch mask, to re-
move surface oxides (as observed in XPS analysis from Section-2.3.3) and any other
Results discussed in this chapter were published in J. Appl. Phys. Contributions: Primary author. Fabricated
the devices, carried out the magnetotransport measurements, analyzed and modeled the transport data. Citation: T.
Trivedi, S. Sonde, H. C. P. Movva, and S. K. Banerjee, “Weak antilocalization and universal conductance fluctuations
in bismuth telluro-sulfide topological insulators,” J. Appl. Phys., vol. 119, no. 5, p. 055706, Feb. 2016, Available:
http://dx.doi.org/10.1063/1.4941265.
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contaminants. A 3/30 or 5/120 nm of Ti/Pd or Ti/Au metal stack is deposited with
e-beam evaporation for the contact leads. The samples are then attached onto a stan-
dard 16-pin DIP package with silver-paste and wirebonded using a Au ball-bonder or
an Al wedge-bonder. Sample temperature during the fabrication process is carefully
maintained below 150◦C to prevent material degradation.
3.2.2 Transport measurements
The wirebonded samples are loaded inside Quantum Design EverCool2 PPMS
system, equipped with a 9T magnet. All magnetotransport measurements are per-
formed using Stanford Research Systems 830 digital lock-in amplifiers. A steady
current in the range of 0.1− 1µA is supplied to the two outer terminals of the Hall-
bar or four-point device structure. The current source is formed by the sinusoidal
voltage output of the SRS-830 and a standard series resistor. The series resistor is
in the range of ∼1 MΩ, whereas the typical DUT resistances are of the order of ∼1
kΩ or less. Hence, the current fluctuation due to the DUT series-loading is three
orders of magnitude lower and can be safely ignored. Four-point longitudinal (rxx)
and transverse (rxy) resistances are measured as a function of the magnetic field B,
with two phase-locked lock-in amplifiers at low frequency (11 − 13 Hz). The sym-
metric RXX, XY (B) functions are calculated as: RXX(B) = 12 · [rxx(B) + rxx(−B)]
and RXY (B) = 12 · [rxy(B) − rxy(−B)]. Temperature dependent measurements are
performed down to a chamber temperature of 2 K, and magnetic field sweeps are up
to ±9 T.
3.3 Temperature-dependent conductivity measurements
Some examples of devices fabricated on as-grown BTS nanosheets on SiO2 sub-
strates in a four-point or Hallbar geometry, are shown in Fig-3.1(a), with a typical
device measurement setup as shown in Fig-3.1(b). Four-point resistance was mea-
sured as a function of the sample temperature, showing an almost linearly decreasing
resistance for all devices (see Fig-3.1(c)). This is indicative of a doped bulk, likely
due to chalcogen deficiencies (donors) and antisite defects (acceptors), characteristic
of Bi-based chalcogenide materials.75 The BTS devices were found to be dominantly
n-type from Hall data. Due to a vapor pressure higher than Tellurium, Sulfur evapo-
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Figure 3.1: (a) Optical and AFM images of several devices (all scalebars are 3 µm).
(b) Schematic diagram of a typical BTS device structure with the constant current
source geometry. (c) Device sheet resistance measured as a function of temperature for
different BTS thicknesses. (d) Device sheet conductance as function of BTS thickness
d, in units of e2/h.49
rates more during growth and device processing leaving behind donor vacancies, while
the Bi-S bonding in BTS reduces acceptor-like antisite defect formation, leading to
an overall n-type behavior.58 This observation was also made for the bulk crystal case
in previous experiments.55,58 Care must thus be taken to reduce the overall fabrica-
tion and processing temperature, as was done in this study. Interestingly, Soonpaa’s
experiment on non-stoichiometric BTS bulk crystals also showed highly anisotropic
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conductance, i.e., the ratio of in-plane (σ‖, perpendicular to the c-axis of the crys-
tal) to out-of-plane (σ⊥, parallel to the c-axis of the crystal) conductivity was large.55
Sheet conductance data for several BTS devices are also plotted vs the BTS nanosheet
thickness d in Fig-3.1(d). G is approximately flat for thinner devices, which indicates
the large contribution of the surface channel to the sample conductance.30,35 As d
increases, a corresponding increase in G is seen, not unlike a doped semiconductor.
This increase in conductivity indicates the growing contribution of the bulk channel
for thicker nanosheets, which has been explained as increased impurity band states.30
3.4 Electron-electron interaction effects
There is a decrease in the rate of reduction of resistance at lower temperatures
(< 50 K), oftentimes showing an increase in the resistance (see Fig-3.2(a)), or a
decrease in conductivity. This decrease in the conductivity is linearly proportional to
logarithmic temperature and is indicative of an insulating ground state, expected for a
2D system with electron-electron interaction (EEI), in which the Coulomb interaction
between electrons is enhanced and becomes long range.31,32,76–78 The correction to
the conductivity due to the dynamically screened interaction can be expressed as:76,79
δσ2D =
e2
2pih
[
2− 3
2
F˜σ
]
ln
(
T
T0
)
(3.1)
Where the fitting parameter F˜σ is a Hartree term related to the strength of
Coulomb screening and T0 is a reference characteristic temperature, taken as 2 K for
this experiment.76,79 Example fits for the different BTS devices are shown in Fig-
3.2(b) and (c). Incidentally, the conductivity for the d = 14 nm device was observed
to flatten out at low temperatures, unlike other devices that show a decrease, and
hence could not be fitted to the EEI model. The likely reason for this observation is
that out of the competing contributions from WAL and EEI, the WAL contribution
is larger than EEI for the 14 nm device, and hence the decrease in conductivity due
to EEI is smaller than that observed for other devices. The competing contributions
are discussed in more detail in Section-3.6. The exact definition of the fit parameter
F˜σ depends on the dimensionality of the sample, which for two-dimensional films is:
F˜σ
2D
= 8
F
· (1 + F
2
) · ln(1 + F
2
)− 4, where F is the dimensionless factor of the screened
interaction averaged on the Fermi surface, and for values of 0 < F < 1, F˜σ ∼ F
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Figure 3.2: (a) Several normalized R vs temperature data shown at low-T, to illus-
trate the insulating ground state. Solid lines are a guide to the eye. (b), (c) Linear fits
to conductivity variation with logarithmic temperature, due to EEI effects. (d) Tem-
perature of resistance minima (Tmin) and Coulomb screening factor F˜σ as a function
of thickness d. The dashed red line is a ∼ d−0.94 fit to the Tmin data.49
within 10%.76 The nature and values of the screening parameter F˜σ are a matter
of some debate due to the immense difficulty involved in its exact calculation and
variance in experimental observation.33,76,77,80,81 It can be shown that the functional
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form of the screening factor F is:78
F =
2
pi
tan−1
√
1
X2
− 1√
1
X2
− 1
, X = 2kF ζ (3.2)
Here kF is the Fermi wavevector and ζ is the Thomas-Fermi screening length.
Qualitatively, for the massless Dirac case the parameter X is nonzero and leads to
F → 0 as X increases, signifying weaker screening. For the case of massive carrires,
X → 0 =⇒ F → 1, signifying stronger screening. The TSS is an example of the
massless Dirac case. On the other hand, when the Fermi level is at the bottom of the
conduction band (BCB), bulk carriers also contribute to the transport representing
the massive case. Details of the derivation of the functional form in Eq-3.2 and
its limiting cases can be found in the Supplementary Information of Lu and Shen’s
work.78 Thus, the values of F from 0 to 1 signify weaker screening (larger correction)
to stronger screening (smaller correction) for most metals in presence of disorder.78,80
The values of F˜σ from the EEI fits are shown in 3.2(d) as a function of nanosheet
thickness, going from a value of ∼ 0.56 for thinner to ∼ 1 for thicker devices. These
values indicate stronger screening in thicker devices, likely due to larger contribution
from bulk carriers to the transport as explained above, thus leading to a smaller
correction to σ(T ).78 Similar values in this range have been reported for devices of
TI materials and thin films of strong spin-orbit coupling materials, such as elemental
Bi.31–33,77,78,82,83
The temperatures Tmin, when R = Rmin, are plotted vs thickness (d) of the
BTS nanosheet in Fig-3.2(d) showing a ∼ d−0.94 fit. The decreasing Tmin vs d data
are qualitatively similar to the observation made for the sheet conductance vs d, as
the bulk channels become more dominant for thicker devices and the onset of the 2D
interaction-driven ground state is evident at lower temperatures. This ∼ 1/d behavior
of Tmin can be derived from a conduction model considering both surface and bulk
channels contributing to the total transport. Assuming that the total conductivity
can be represented as a sum of effectively two types of contribution, i.e., surface and
bulk channels:29,44
σ = σb +
Gss
d
(3.3)
24
Where σ, σb and Gss are the total conductivity, bulk conductivity and surface
state (SS) conductance, respectively. Assuming that the bulk conductivity component
is largely independent of the thickness of the film, and that the SS conductance
follows the 2D EEI relation of Eq-3.1 (up to some correction factor converting between
conductance and conductivity), a temperature-dependent conductivity correction can
be written as:49
∂σ
∂T
≈ ∂σb
∂T
+
C
d · T
At the resistance minima, T = Tmin,
∂σ
∂T
= 0
∴ 0 ≈ ∂σb
∂T
∣∣∣∣
Tmin
+
C
d · Tmin
∴ Tmin ≈
( −C
∂σb
∂T
∣∣
Tmin
)
· 1
d
(3.4)
C in Eq-3.4 is a combined constant factor of all the temperature independent
variables obtained after differentiating the expression in Eq-3.3 and Eq-3.1. As can be
seen from Eq-3.4, the temperature of the resistance minima (or conductivity maxima)
scale roughly as 1/d, as is observed in Fig-3.2(d).
3.5 Thickness-dependent magnetotransport
The symmetric longitudinal magnetoresistance (MR) RXX in perpendicular
magnetic field is shown in Fig-3.3(a) for several BTS devices of different thicknesses.
The MR shows a sharp cusp in low-field range, which is representative of weak an-
tilocalization (WAL). It is a result of the negative interference in electron paths due
to pi Berry’s phase in TIs.5 The WAL effect is especially an indicator of topologically
protected surface states as TIs belong to the symplectic class and unlike topologically
trivial 2D systems, don’t show a crossover to weak localization from WAL.28 Inciden-
tally, fluctuations in the MR are also evident for thinner devices, which are discussed
in further detail in Section-3.8. The WAL correction to the conductivity has been
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computed by Hikami, Larkin and Nagaoka (HLN), and for the symplectic case it is:84
δG(B) = G(B)−G(0)
≈ αφ e
2
2pi~
[
ln
(
Bφ
B
)
− ψ
(
1
2
+
Bφ
B
)] (3.5)
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Prefactor αφ in Eq-3.5 is indicative of the nature and number of conduction
channels and Bφ
(
= ~/4eL2φ
)
is the dephasing field, associated with the characteristic
phase decoherence length Lφ. Eq-3.5 is a simplified or reduced version of the full HLN
conductivity correction, assuming strong spin orbit coupling in the transport direc-
tion, no magnetic scattering and large elastic scattering time.84 αφ is exactly equal
to 1/2pi for the symplectic case of the 2D topological surface channel. Several of the
device MR data are fitted to Eq-3.5 in low-field limit to extract αφ and Lφ, as shown
in Fig-3.3(b). As can be seen from Fig-3.3(c) for thinner devices αφ ∈ [1/2pi, 1/pi] and
for thicker ones it is larger than 1/pi. The exact meaning of the values and trends of
the prefactor αφ has been a matter of some debate, and because of its empirical fitting
nature it is more an indirect indicator of the underlying complex picture of multi-
channel transport.28,33,34,40,41,85 Qualitatively however, one can distinguish regimes
of transport: αφ can almost continuously vary from an ideal picture of parallel sym-
plectic channels, i.e., surface states (ν/2pi, ν ∈ N), to a more complicated picture
of surface states coupled via conductive bulk (non-integer multiples of 1/2pi). Value
of αφ ∈ [1/2pi, 1/pi] has been attributed to phase-preserving coherent scattering be-
tween the two surface states and bulk states, which are only partially decoupled such
that the contribution effectively adds up to less than two full channels.33,34,41,42,86
Similarly, αφ > 1/pi may indicate a larger degree of separation of surfaces but with
an addition of other channels: larger bulk contribution in thicker devices and trivial
2D subbands, occurring mainly due to surface band bending.40,42,87 This observation
corroborates the G vs d data from Fig-3.1(d). The argument is further supported by
the phase coherence length data, as shown in Fig-3.3(d) where Lφ is larger for thinner
devices. This may be explained as a lower (higher) bulk channel contribution and
hence a lower (higher) surface-to-bulk scattering in thinner (thicker) devices leading
to a longer (shorter) phase-coherence time and length.34
3.6 Temperature-dependent magnetotransport
Temperature-dependent magnetoresistance measurement results for a candi-
date thin BTS device (d = 10 nm) are shown in Fig-3.4. The MR shows a sharp
WAL cusp (Fig-3.4(a)), which gets smaller as the sample temperature increases. The
solid lines in Fig-3.4(a) inset show the reduced HLN fits to the magnetoconductance
27
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at low magnetic fields. The limitation of the reduced fit is apparent if it is expanded
to include full-range MR data (dashed lines in Fig-3.4(b)), as the high-field magne-
toconductivity is not dominated by the quantum-only correction of Eq-3.5 unlike in
the low-field case.
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3.6.1 Extended-HLN conductivity correction
We have considered an extended version of the HLN equation as an alternative,
with added terms:
δG(B) ≈ αeff
2
e2
2pi~
[
ln
(
Bφ
B
)
− ψ
(
1
2
+
Bφ
B
)]
+ αeff
e2
2pi~
[
ln
(
Bε
B
)
− ψ
(
1
2
+
Bε
B
)]
− βB2 (3.6)
Eq-3.6 has two extra correction terms compared to Eq-3.5. The second term
is similar to the first in form, but it represents the contribution from elastic scat-
tering.84,88,89 The prefactor αeff is an indicator of multiple channels effectively con-
tributing to the correction. The final term is the conventional quadratic cyclotron
term, which provides a negative correction to the overall conductivity.90,91 The ex-
tended HLN fit of Eq-3.6 proves more reliable for full-range fitting (solid lines in
Fig-3.4(b)). The characteristic lengths associated with the two dephasing fields in
Eq-3.6, Lφ, Lε and the reduced HLN Lφ, are shown as a function of temperature in
Fig-3.4(c) matching closely. The dashed line represents a T−0.51 dependence, which
is an attribute of a 2D system and corresponds to Nyquist electron-electron decoher-
ence.40,89,92 The elastic scattering length Lε < Lφ and changes relatively little over
the temperature range. αφ v T from both the fits are shown in Fig-3.4(d) match-
ing relatively well. The equivalent prefactor of the surface channel in the extended
HLN fit is obtained from the effective prefactor as αφ = αeff/2. As before, αφ is
slightly larger than 1/2pi at lower temperatures for both fits, indicating the presence
of mainly a symplectic 2D channel, partially decoupled with the bulk states, con-
tributing to the WAL. It is also instructive to consider the value of piαeff , which is
∼ 1.5. A value larger than unity indicates the presence of more than one channel
contributing,40 especially with the elastic scattering term in Eq-3.6. The data at 60K
is almost parabolic with a very small WAL feature, such that the first and second
terms in Eq-3.6 act equivalently for the purposes of the fit and gives larger error in
the reduced HLN case.
The fitting parameter β can be expressed as µ2MRG(0), where µMR is the mo-
bility estimated from the parabolic MR term and for isotropic scattering µMR should
be approximately similar to µHall.93 The µMR from the fit is very close to the Hall
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mobility (Fig-3.6(b)), i.e., ∼ 150 cm2/V·s. The temperature-dependent 2D behavior
of Lφ and the values of αφ can be understood as arising from topological surface
channel contributing to the WAL cusp, while the conductive bulk also contributes to
the high-field MR behavior. In prior study on Bi2Te3 films, additional conductivity
correction terms in the HLN equation from spin-orbit scattering, were also consid-
ered.88,89 However, for our data the spin-orbit dephasing fields BSOx,z ≫ Bφ, Bε,
hence could be safely ignored from the fit.
3.6.2 Quantum correction to conductivity due to WAL
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correction the conductivity, fitted to Eq-3.8.49
The contribution from the WAL effect dominates the conductivity at low-
temperatures and at zero-field. The expected quantum correction to the temperature-
dependent conductivity in disordered systems due to localization is (in units of e2/h):
δσ = −αqc
pi
ln
(τφ
τ
)
=
αqcp
pi
ln
(
T
TL
)
(3.7)
Where the phase coherence time τφ ∼ T−p (p = 1 for 2D), αqc is a prefactor
similar in nature to αφ from the HLN fit and TL is the temperature at which the
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correction disappears.78,79,81 The conductivity should continue to increase with de-
creasing temperature for a purely WAL-like contribution. However, as discussed in
Section-3.3 and 3.4, the devices show a decrease in the conductivity with decreas-
ing temperature, which is linearly proportional to logarithmic temperature and is
attributed to EEI. The EEI correction is also logarithmic in nature similar to Eq-3.7,
as seen from Eq-3.1. The low-temperature conductivity in different perpendicular
magnetic fields can be then fitted to a generic equation of the form (in units of e2/h):
δσ =
f
pi
ln
(
T
T0
)
(3.8)
Where f is the slope of the line (equivalent to αqcp, (1− 34 F˜σ) from Eq-3.7 and
Eq-3.1) and T0 is the characteristic temperature. Fig-3.5(a) shows the temperature
dependent conductivity fits to Eq-3.8, and Fig-3.5(b) shows the values of f, T0 as
a function of magnetic field. f saturates to ∼ 1 at fields higher than 2 T, whereas
T0 is within 20 ± 1 K and approximately independent of field. Thus the WAL and
EEI effects arise in a similar temperature range. The value of αqc can be extracted
from αqcp = δf ≈ 0.7 with p = 1 for 2D states, which is slightly different than
the HLN-fitted piαφ ≈ 0.66 but still indicates effectively a single surface state with
a bulk contribution.32,78 This variation in α has been observed in previous experi-
ments.31,38,78,79,81 The saturating value of f at higher fields points to a dominant
contribution from EEI, as the magnetic field dependence of EEI is weaker, while the
low-field variation in f may be attributed to the WAL effect, such as both effects act
in combination for the BTS devices.37,38,78,79,81
3.7 Two-channel Hall conductivity model
Fig-3.6 shows the results obtained from a two-channel model29,35,42,44 fit to the
Hall conductivity Gxy data, to investigate the parallel contribution from the surface
and bulk effective channels. In terms of the conductivity tensor components, a generic
multi-carrier model can be represented as:
GXX = e
∑
i
niµi
1 + µ2iB
2
, GXY = eB
∑
i
niµ
2
i
1 + µ2iB
2
(3.9)
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Where ni, µi are the carrier concentration and mobility of the ith channel, respec-
tively. GXX, XY are the conductance tensor components. With some basic algebra
and limiting assumptions the number of unknown variables in the fit can be reduced
and the following equation can be used for a two-channel model:35
GXY = eB
 k1µ1 − k2(
µ1
µ2
− 1
)
· (1 + µ22B2)
+
k1µ2 − k2(
µ2
µ1
− 1
)
· (1 + µ21B2)

k1 = GXX(0)/e, k2 = lim
B→0
GXY (B)/eB
n1 =
k1µ2 − k2
µ1µ2 − µ21
, n2 =
k1µ1 − k2
µ1µ2 − µ22
(3.10)
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Fig-3.6(a) shows the two-channel fit to the Hall conductivity data for BTS
devices of different thicknesses. For the d = 10 nm device, the two mobilities and
carrier densities extracted from the model fit are shown in Fig-3.6(b) and (c), respec-
tively, as a function of the temperature compared with the values computed directly
from the Hall coefficient. The bulk carrier concentrations from both Hall and two-
channel models are close to previously reported carrier densities for bulk crystals
showing n-type doping.55,58 The two-channel model reveals the presence of a higher
mobility and lower carrier density surface channel, i.e., µss, nss, whereas the lower
mobility and higher carrier density channel, µbulk, nbulk, is indicative of an effective
contribution from the bulk channel. The two-channel model fits the data well up to
higher temperatures, where the surface state channel is still found to contribute to
the overall conduction, with the bulk conduction states always present.
3.8 Universal conductance fluctuations
Fluctuations in the magnetoresistance are evident for thinner devices, for ex-
ample in the 10 nm device in Fig-3.4(a) and can be visualized better by subtracting
the smooth background from the extended HLN fits (Fig-3.7(a)), seen to be persisting
up to higher temperatures. Universal conductance fluctuations (UCF) are a mani-
festation of an electron’s path interfering with itself, as it goes around a defect site.
If the phase of the electron is preserved over a mesoscopic scale Lφ, then the inter-
ference leads to measurable variance or fluctuations in the conductance. When the
sample dimensions are larger than Lφ there is some self-averaging due to changing
impurity potential configuration,94,95 which can reduce the overall amplitude of the
fluctuations. To calculate the amplitude, a correlation function of the fluctuations
is calculated as:95 F(∆B) = 〈δg(B) · δg(B + ∆B)〉, where δg = g(B) − 〈g(B)〉 (see
Figure-3.8 for examples of the correlation function). The UCF magnitude is obtained
at
√
F(0) and is of the order of ∼ 0.05 e2/h, decaying as T−0.44 from our experimental
data (Fig-3.7(c)). This temperature dependence is similar to theoretically expected
1/
√
T dependence in a 2D system.40,85,86,94,95 The correlation-field Bc (related to the
scale of the UCF) can be calculated from the correlation function as F(Bc) = 12F(0)
and the related phase coherence length as Lφ, UCF =
√
Φ0/Bc, where Φ0 is the flux
quantum.95 As seen in Fig-3.7(c) Lφ, UCF matches closely with Lφ, HLN and decays
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as ∼ T−0.6, which confirms that the fluctuations are primarily from the 2D surface
channel.95 Also expected from 2D UCF theory is the linear relation of rms value of
the fluctuations with the corresponding phase coherence length95,96 (see Fig-3.7(d)).
To see the consequence of finite size effects on the UCF magnitudes, devices
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of different dimensions (L, W ) can be compared for their rms values. For a true
comparison the rms value of the UCF within a phase-coherent box Lφ × Lφ should
be considered, which calculated as 〈δGφ〉 =
√
N L
W
〈δG〉, where N = LW/L2φ is the
number of phase coherent boxes in a L×W sample.97 Rossi et al. have proposed an
approach to compare UCF amplitudes in Dirac materials, independent of impurity
density, disorder strength and correlation length:98
〈δG2φ〉 =
(
e2
pi2h
)2 ∞∑
nx=1,ny=−∞
12gsgv(
n2x + 4
(
L
W
)2
n2y
)2 (3.11)
In Eq-3.11 the spin and valley degeneracies for TI surface channel is gsgv = 1.98
Fig-3.9 shows the phase coherent UCF magnitudes of several devices as a function of
the dimensional ratio L/W . The red dotted line shows the behavior of a topological
surface channel from Eq-3.11; the black dotted line is the expected value of the UCF
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magnitude (≈ 0.86 e2/h) for a topologically trivial 2D-electron gas (2DEG).99,100 The
UCF magnitudes are somewhat less than the magnitude expected from topological
states according to Eq-3.11, but they are much less than trivial 2D metal values, in-
dicating that the conductivity fluctuations largely arise due to the topological surface
states.100,101
3.9 Electrostatically gated magnetotransport
The magnetotransport results discussed in detail up to now point towards
the existence of readily-accessible surface states in BTS devices, albeit with parallel
contribution from bulk channels. Temperature dependent conductivity, EEI effects,
temperature dependent WAL analyzed with an extended-HLN model and 2D uni-
versal conductance fluctuations are observed in BTS devices. Each of these physical
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effects are dependent on the carrier density in the device, the type of carriers and
the contribution of the bulk. These factors can be modified controllably by applying
electrostatic gate bias to the BTS devices, as has been successfully demonstrated in
literature on devices of other 3DTI materials.
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We have performed preliminary transport measurements on a dual-gated BTS
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device. The device structure was fabricated by transferring a thin flake (∼15 – 20
nm) of exfoliated-hBN on a Hall bar BTS device using a PDMS stamp method, and
patterning a Ti/Pd metal gate on it.102 The SiO2 film (growth substrate) and the
doped bulk n+-Si are used as the backgate. The sample was then measured in a
similar fashion as that described in Section-3.2.2. The gate-voltages are supplied by
HP 4140b SMU’s. Typical top-gate and bottom-gate voltages are in the range of -10
to 10 V and -80 to 80 V, respectively. Good devices showed gate-leakage currents in
the pA range. The schematic of the fabricated dual-gated BTS device is shown in
Fig-3.10(a). The four-point magnetoresistance was measured as a function of different
gate-voltages. As seen from Fig-3.10(b) application of a more total negative gate bias
on both the gates leads to a sharper WAL signature and more prominent fluctuations
(lighter circles represent measured data). The extended-HLN fit of Eq-3.6 also fits the
gate-dependent magnetoconductance data fairly well, as shown by the darker lines.
Fig-3.10(c) shows the characteristic lengths Lφ, Lε and piαeff from the extended fit
as a function of the negative relative sheet carrier density in the device calculated
from Hall data, i.e., −∆nsheet = nsheet(0) − nsheet(Vg), such that the carrier density
in the device is decreasing towards right. Two regions can be considered in the plot:
the top-gate only region (−∆nsheet < 4 × 1012cm−2) and top+bottom gate region
(−∆nsheet > 8 × 1012cm−2). The first region shows the value of piαeff > 1 and the
phase coherence length Lφ decreasing at first, with the fourth data point as a bit of
an outlier. As carriers are further depleted through biasing of the back-gate, a more
coherent picture arises in the second region: piαeff → 1, and Lφ steadily increases.
This behavior can be understood as a separation of the multiple conduction channels
in the device, including top and bottom surfaces, bulk and scattering channels, with
eventually one surface channel in the WAL correction (αφ ∼ 1/2pi) and the other
surface channel’s contribution lumped in with the bulk and scattering channels.
Electrostatic gating also leads to measurable change in the UCF observed in
the longitudinal MR of the dual-gated device, as shown in Fig-3.11. Fig-3.11(b) shows
the effect of the gate-bias on the UCF amplitude, compared with the trend in the
prefactor piαeff from the extended HLN fits. As a more negative gate-bias is applied,
the contribution of the primary surface channel dominates over that of the bulk (i.e.,
αeff → 1 or αφ ∼ 1/2pi) and the measurable rms value of the UCF amplitudes
increases. This may be explained as an increase in the mesoscopic scale Lφ, over
38
which the fluctuations are phase-coherent, and a decrease in scattering contribution
from the bulk.
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Figure 3.12: (a) – (e) Device Hall conductance (back circles) for several different
electrostatic gating combinations, as displayed in the figure insets. The solid red
curves are fits to the two-channel conductivity model of Eq-3.10, and the solid green
curves are fits to the three-channel conductivity model of Eq-3.15. (f) Mobility values
extracted from the three-channel model as a function of the device density. The third
channel mobility largely remains flat at a low value in the range of 20− 50 cm2/V·s.
The separation of channels interpretation in the dual-gated device is further
supported by fitting the Gxy data at different gate biases as shown in Fig-3.12. The
two-channel model provides an unsatisfactory fit, unlike in the zero-bias temperature-
dependent case. We have considered a model with three conduction channels as
an alternative explanation, which fits the gate-dependent Gxy better than the two-
channel model as seen from Fig-3.12(a) – (e). The three-channel model is derived as
follows.
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3.9.1 Three-channel Hall conductivity model
Starting from the generic multi-carrier model from Eq-3.9 for three channels:
GXX = e
3∑
i=1
niµi
1 + µ2iB
2
, GXY = eB
3∑
i=1
niµ
2
i
1 + µ2iB
2
(3.12)
Along with the limiting assumptions from,35 i.e., the k1, k2 variable assign-
ments in Eq-3.10, a third assumption can be made:
∑
i ni = nHall, where nHall is the
Hall carrier concentration calculated directly from the as-measured Hall-coefficient.
Assigning k0 = nHall, the three reduction variables are:
k0 = nHall = n1 + n2 + n3,
For B = 0, k1 = n1µ1 + n2µ2 + n3µ3 = GXX(0)/e,
As B → 0, k2 = n1µ21 + n2µ22 + n3µ23 = lim
B→0
GXY (B)/eB
(3.13)
Eq-3.13 can be used to eliminate ni’s (in favor of µi’s), and obtain them as a
function of Ki and µi:
n1 =
k2 − k1(µ2 + µ3)− k0µ2µ3
(µ1 − µ3)(µ1 − µ2)
n2 =
k2 − k2(µ3 + µ1)− k0µ3µ1
(µ1 − µ2)(µ3 − µ2)
n3 = k1 − k2 − k1(µ1 + µ2) + k0µ3(µ3 − µ2 − µ1)
(µ1 − µ3)(µ2 − µ3)
(3.14)
Substituting the expressions from Eq-3.14 into Eq-3.12:
GXY = eB ·
[
k2 − k1(µ2 + µ3)− k0µ2µ3
(µ1 − µ3)(µ1 − µ2)(1/µ21 +B2)
+
k2 − k1(µ3 + µ1)− k0µ3µ1
(µ1 − µ2)(µ3 − µ2)(1/µ22 +B2)
+
1
(1/µ23 +B2)
(
k0 − k2 − k1(µ1 + µ2) + k0µ3(µ3 − µ2 − µ1)
(µ1 − µ3)(µ2 − µ3)
)]
(3.15)
The three-channel fit of Eq-3.15 is applied to the electrostatic gate-dependent
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GXY data in device D2. Fig-3.12 shows the fitted data, as compared with the two-
channel model of Eq-3.10. Three-channel model provides a better fit. When the
back-gate bias is applied (Fig-3.12(c) – (e)) the limitation of the two-channel fit is
more apparent compared to when only the top-gate bias is applied (Fig-3.12(a,b)).
The three mobilities obtained from the model are shown in Fig-3.12(f) as a
function of −∆nsheet. The high-mobility channel (µch1) can be understood as the
aforementioned dominant surface state, the moderate mobility channel (µch2) as the
secondary surface channel and the low mobility channel (µch3) as the bulk scattering
component. The three mobilities show a two-region behavior similar to Lφ, αφ, where
the high and moderate mobility channels show a steady increase and the low-mobility
channel stays relatively unchanged. For devices of layered van der Waals materials on
a dielectric substrate, bottom layers closer to the substrate typically have lower mobil-
ities compared to the top layers, largely due to charge impurity-dominated scattering
from the substrate and other surface roughness related scattering.103 Similarly, the
high (moderate) mobility channel µch1 (µch2) may be interpreted as the contribution
from the top (bottom) surface in this case. The Lφ from the extended HLN model
can be considered as arising from the contribution of the top surface channel, as the
number of channels contributing to the WAL conductivity correction approaches one,
i.e., piαeff → 1 or αφ ∼ 1/2pi.
As a next step, transport in hBN encapsulated BTS devices can be considered
for future work. Such a device can be constructed by stamp transferring hBN layers
on fabricated devices on BTS nanosheets, which are in-turn grown on exfoliated hBN
as shown in Fig-2.3. The benefit of such a device structure can be twofold: firstly, due
to the crystalline nature of hBN used as the growth substrate, the BTS nanosheets
grown on top would be expected to have less defects related to the substrate rough-
ness when compared to BTS-on-SiO2. Secondly, hBN encapsulation for devices of 2D
materials such as graphene and MoS2, has been shown to increase the mobility by
reducing substrate related scattering and the low-κ dielectric environment.103 A sim-
ilar effect is expected in hBN-encapsulated BTS devices, which would lead to cleaner
transport signatures that can be analyzed with our extended-HLN and multi-channel
conductivity models. Once a prototype encapsulated device is demonstrated, a more
detailed research project can be to extend it to large-area devices of vdWE grown
BTS on CVD-grown large area hBN films.
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Chapter 4
Custom-Feature van der Waals Epitaxy: Growth Process and
Characterization
This chapter describes the versatile, large-area custom-feature van der Waals
epitaxy growth method developed for TI growth on prepatterned mica substrates and
materials characterization.
4.1 Introduction
Since the early discovery and demonstration of the staple TI compounds the
focus of research has evolved on several fronts. Demonstrations of scalable device
applications remain challenging to this day, however, with a dearth of repeatable
and adaptable thin film synthesis techniques being amongst the primary reasons.3,104
There are three well-established mechanisms to obtain high quality crystalline thin
film topological materials: bulk crystals and their exfoliation,29,40,44,105 molecular
beam epitaxy (MBE),35,36,38,43,106 and sub-atmospheric hot-wall van der Waals epi-
taxy (vdWE).45–49 The latter two are the only realistic contenders for scalable imple-
mentation. While MBE offers high quality crystalline films with a fine control over
film thickness, there are limiting factors such as complexity and cost of ultra-high
vacuum systems, substrate choice, difficulty of ternary/quaternary compound growth
and incompatibility with high vapor pressure compounds (e.g., sulfides).50 On the
other hand, as described previously, vdWE offers a low-cost, facile alternative, ac-
commodating more source, substrate, and compound thin film combinations,51,52 but
the control over film thickness and area remains challenging. An optimal balance
must be achieved to explore alternatives addressing the challenges of scalability and
reliability of TI synthesis for practical applications.
Selective-area growth (SAG) for compound III-V semiconductors has received
a great deal of attention since the late 70’s owing to adaptability and ease of im-
Results discussed in this chapter were published in ACS Nano. Contributions: Primary author. Designed
and built the growth system, developed the custom-feature patterning process, carried out the growth experiments,
performed materials characterization analysis. Citation: T. Trivedi, A. Roy, H. C. P. Movva, E. S. Walker, S. R.
Bank, D. P. Neikirk, and S. K. Banerjee, “Versatile Large-Area Custom-Feature van der Waals Epitaxy of Topological
Insulators,” ACS Nano, vol. 11, no. 7, pp. 7457–7467, Jul. 2017, Available: http://dx.doi.org/10.1021/acsnano.
7b03894.
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plementation.107–110 SAG methods rely on patterning the substrate prior to growth,
conventionally with an inert hard mask such as thin films of SiO2 or SiNx, such that
only certain regions of the substrate are accessible where the deposition and/or growth
will occur. The hard masks are usually patterned with shadow masks or standard
lithography. Test growth structures often involve array of holes in the hard mask
film, of different shapes, sizes and with varying pitches. For metal-organic chem-
ical vapor deposition (MOCVD) SAG methods, geometrical dependence of growth
results is observed.108,110,111 SAG processes for TIs have only recently started at-
tracting focus and the field is in its nascent stage, with proposed methods such as
shadow-masked pattern and polymer imprint based local chemical modification with
solvents or self-assembled molecules.112–116 The proposed methods are able to demon-
strate the basic SAG of TI, however, the control over features sizes/shapes and overall
process integrability is suboptimal: shadow masks have feature size restrictions and
polymer stamp based imprint lithography involves specialized tools and added fab-
rication steps that introduce sources of process variability. Most reported methods
also do not delve into the details of the growth mechanism and the kinetics of the
TI SAG. There is undoubtedly a need for fully integrable processes utilizing standard
microfabrication technology to obtain large-area TI films, especially ternary and qua-
ternary compounds, for electronic, spintronic and optoelectronic device applications.
Such processes must be versatile enough to span the spectrum from academic and
prototype research to scalable manufacturing. Simultaneously, unraveling the details
of the growth mechanism is a necessary and significant advancement towards opti-
mization and customization of TI SAG processes, and their extension to a larger set
of compound and substrate combinations for future research and development.
As the natural next step towards technological relevance, a versatile process
for large-area, crystalline TI growth in customizable features on mica is presented,
called custom-feature van der Waals epitaxy (CF-vdWE).117 The TI features grow
epitaxially in large single-crystal trigonal domains of several microns in size and in
any arbitrary shape of linear dimensions up to the order of 100µm. A nonlinear
thickness dependence on lateral dimensions is observed along with denuded zones
at boundaries, which are explained with a semi-empirical surface migration model
providing insights into the underlying growth mechanism, and the role of the selective-
area surface modification. The subsequent mask layers for device fabrication can be
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effortlessly integrated post-growth using standard photolithography. DC transport on
directly-grown TI Hall bars of different dimensions show metallic conduction down to
77 K, and the device sheet conductance remains remarkably flat with increasing TI
Hall bar thickness at room temperature across several samples, indicating that the
transport is dominated by the metallic topological surface states (TSS) with a low
bulk contribution.
4.2 CF-vdWE process
The 7-step fabrication and growth process for the custom-feature TI growth on
pre-patterned mica substrates is schematically represented in Fig-4.1. Customization
of the process for other substrates and growth compounds is possible by introduc-
ing or removing appropriate fabrication steps depending on the engineered surface
requirements for the substrate/compound combination.
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Fluorinated mica TI
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Figure 4.1: Custom-feature van der Waals epitaxy (CF-vdWE) process flow
schematic.117
4.2.1 Lithographic modification of mica substrates pre-growth
• Step 1:
– Muscovite mica disks of 10-25 mm diameter (Ted Pella Inc.) were cleaved
along the (0 0 1) plane immediately prior to the process using a clean
scalpel.
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– A layer of PMMA A4 (MicroChem) was spin-coated at 4k rpm on the
freshly cleaved substrates and baked at 180 ◦C, followed by a layer of AZ
5209E photoresist (PR) spin-coated at 4k rpm, baked at 90 ◦C.
– A mask aligner with an i-line UV source at 7.5 mW/cm2 intensity was
used to expose a custom-designed pattern from a photomask onto the mica
substrate with the dual-resist layers in vacuum contact mode.
• Step 2: The PR layer was developed using a standard 2.3% tetramethylammo-
nium hydroxide (TMAH) developer (Dow MF-26A). As the cleaved muscovite
mica surface contains Al and Si oxides,118 it reacts with TMAH if exposed di-
rectly and is slowly etched, leading to low-yield in a single layer resist process.
The PMMA layer, which is inert to TMAH, protects the mica surface during
development and prevents unexposed PR from peeling off. The bilayer resist
process dramatically improves lithography yield.
• Steps 3 – 6: The substrates were loaded into an RIE plasma chamber (Plas-
matherm 790) for a dual-step plasma process. Test mica substrates without any
lithographic patterns were also loaded into the RIE chamber, to be used later
for contact-angle measurements.
– Steps 3, 4 : 100 W oxygen plasma process to transfer the patterns from
the PR to the PMMA film underneath
– Steps 5, 6 : Without breaking vacuum, 100 W CF4 plasma process to
fluorinate the exposed mica surface. The substrates were then cleaned in
hot NMP (Remover PG, MicroChem) overnight to remove resist and other
organic contaminants.
4.2.2 van der Waals epitaxial growth and materials character-
ization
The cleaned fluorinated mica substrates were loaded into the vdWE growth
furnace, described in detail in Chapter 2. The precursor materials in the central zone
were ramped up to 510 ◦C, such that the sublimated vapor flux is carried over to a
cold zone of the furnace by an inert carrier gas (N2), where the pre-patterned clean
mica substrates were horizontally arranged. The substrate temperature was typically
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in the range of 390 – 410 ◦C, the chamber pressure was maintained at 20 – 50 Torr
and the N2 gas flow rate was typically 100 – 150 sccm. The central zone temperature
was held constant typically for 5 – 20 minutes, before cooling down naturally to room
temperature (Step 7). The composition post-growth was confirmed by XPS analysis
(SCALAB Mark II Omicron) on the mica substrates. Sample-wide crystallinity of
the CF-vdWE grown features was determined with XRD (Philips X’Pert) and locally
with scanning Raman spectroscopy (Renishaw inVia). An in-house goniometer with
a digital camera was used for measuring the contact angle of water on test mica
substrates before and after the CF4 plasma process to establish the surface free energy
difference. Tapping mode AFM (Veeco Nanoscope V) was used to extensively image
the grown features locally, and to extract thickness distributions, domain sizes and
orientations, and exclusion zone boundaries. Statistics, image analysis and fitting
were performed with MATLAB. Open source SPM software Gwyddion was utilized
for processing acquired AFM data.119
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Figure 4.2: Crystal structure and unit cell of (a) BTS, and (b) muscovite mica.
Orientation is indicated with the axes for both crystals. Crystal structures were
visualized with VESTA 3.53
4.3 Growth results
Muscovite mica is a layered inorganic compound that cleaves readily out of
plane, breaking bonds at the potassium layer,118 revealing an atomically flat and
smooth single-crystal (0 0 1) plane (see Fig-4.2) and providing an excellent surface
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Figure 4.3: (a) Optical images of BTS nanosheet growth on un-patterned pristine
mica. (b) Optical image of CF-vdWE grown Bi2Te3 circles. (c) Optical image of
various CF-vdWE grown BTS shapes.
for TI compound growth.48,120 While there is a large lattice mismatch ( 24%) between
mica (a = 5.2 Ą) and BTS (a = 4.2 Ą), due to the weak substrate dependence of
vdWE,52 layer-by-layer epitaxial growth of BTS on mica can still be obtained similar
to the case of SiO2, albeit with larger and more oriented domains (see Fig-4.3(a) for
BTS growth on un-patterned pristine mica). The process is constructed from readily
integrable steps: standard photolithography, reactive plasma etching, standard sol-
vent cleans, and hot-wall vdWE growth of Bismuth Telluro-Sulfide (Bi2Te2−xS1+x,
0.2≤x≤0.5) or BTS. The CF-vdWE process can nevertheless be easily extended to
other TI compounds in the Bi/Sb family, simply by altering the precursor material
combinations in the vdWE step (see Fig-4.3(b) for examples of CF-vdWE grown
Bi2Te3). The CF-vdWE process results in large-area contiguous BTS films highly
confined within the feature boundaries, as seen in Fig-4.3(c). The TI material grows
in virtually any shape as predefined by the lithographically masked plasma process.
The typical growth mask used in this experiment involves a matrix of rings or an-
nuli of different widths (increasing from left to right) and different outer diameters
(decreasing from top to bottom), as shown in Fig-4.3(c). A variable annulus pattern
matrix is chosen in order to study the dependence of the process on lateral dimensions
and the pitch of an array of features, eliminating the need to pattern several different
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Figure 4.4: (a) XPS spectra on muscovite mica before and after the CF4 plasma
process. Large F-peaks are observable, indicating surface fluorination. Contact angle
images of water droplets on (b) pristine mica, (c) mica after 50 W RIE CF4, and (d)
100 W RIE CF4 process.
shapes with varying sizes and pitches.
4.3.1 Mica surface free energy modification via fluorination
Remarkably, there is virtually no growth outside the feature boundaries in
the CF4 exposed mica regions even for growth times as long as 20 minutes, except
for negligible deposition near localized physical defect sites. If the plasma process
were to merely induce physical damage on the surface, the overall adhesion would
be expected to improve with more growth or deposition around dislocations and de-
fects.122 The absence of any significant growth in areas as large as a few millimeters
points to an alternative mechanism, which overcompensates for any improved ad-
hesion. Such a mechanism must be chemical in nature, resulting in a reduction of
the sticking probabilities of one or more constituent adatoms, preventing nucleation
and/or compound formation. Indeed, the CF4 plasma process results in a fluorina-
tion of the exposed mica surface as observed in comparative X-ray photoemission
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Figure 4.5: Contact angle of a water droplet on a hydrophobic surface, showing the
surface energy components of the Young equation.121
spectroscopy (XPS) analysis shown in Fig-4.4(a). Large F-peaks are observed in the
XPS spectrum from a mica substrate following the plasma process, which are absent
in the spectrum of pristine mica. The peaks do not disappear after standard clean-
ing or after the high-temperature furnace growth step, indicating that the surface
remains fluorinated likely due to a deposition of a fluorocarbon sheath.118,123 Pristine
mica is fairly hydrophilic,118 causing almost complete wetting of a water droplet on
the surface, while the same substrate treated with a blanket CF4 plasma exposure
results in an increased contact angle of water (see Fig-4.4(b)-(d) for contact angle
images). This is due to a reduction in the surface free energy of the fluorinated mica
surface,124 which in turn results in significant reduction in adhesion of water or the
TI compound on fluorinated mica. The surface free energy of a water droplet on a
hydrophobic surface can be described by the Young equation:
γSG = γSL + γLG · cos θc (4.1)
γSG, SL, LG are the solid-vapor, solid-liquid and liquid-vapor interfacial ener-
gies, respectively, while θc is the contact angle of the water droplet on the surface,
schematically illustrated in Fig-4.5. As a surface becomes more hydrophobic the sur-
face free energy further reduces, leading to an increase in the measured contact angle
θc according to Eq-4.1. Reduction in surface free energy due to plasma-related flu-
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orination has been observed in several experiments.118,123,125 Thus, highly selective
growth of the TI compound is achieved, as the artificial boundary condition due to
selective surface fluorination leads to an engineered surface for large-area crystalline
growth well confined within the pristine mica regions.
4.3.2 Materials characterization
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Figure 4.6: XPS of a representative CF-vdWE grown BTS TI sample showing the (e)
Bi, S peaks and (f) Te peaks. Surface oxidation related peak splitting is visible.
Compositional analysis on candidate CF-vdWE grown BTS TI smaples is con-
firmed with XPS as shown in Fig-4.6, showing similar results as vdWE grown BTS
nanosheets on SiO2 (Fig-2.5(b),(c)). As with the case of BTS nanosheets, the CF-
vdWE TI features also exhibit evidence of surface oxides that is evident from the peak
splitting in the XPS data. The composition of the CF-vdWE grown BTS films across
different growth runs remains within the narrow range of stoichiometry Bi2Te2−xS1+x,
0.3 ≤ x ≤ 0.4, which is referred to as the γ-phase of the BTS. The tetradymite com-
pound has been previously largely explored only from bulk crystal growths. The data
in literature on synthetic crystals of tetradymite is limited, main works being those
of Glatz (1967),56 Soonpaa (1962)55 and more recently, Ji et al. (2012).58 Refer to
Section-2.3.3 for a more detailed discussion on BTS compound stochiometry and the
stability of the γ-phase. X-ray diffraction (XRD) patterns of CF-vdWE grown BTS
thin film features show very sharp peaks, appearing only at the (0 0 n) facet reflections
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of the bulk tetradymite crystal structure, as shown in Fig-4.7, pointing to a highly
c-axis oriented and layer-by-layer growth.49 Further confirmation of crystallinity and
uniformity of the TI is obtained from localized Raman spectroscopy as shown in Fig-
4.8. Fig-4.8(a) shows the representative Raman spectrum of a CF-vdWE grown BTS
TI annulus, matching with the Raman spectra of vdWE grown BTS nanosheets on
SiO2 (Fig-2.5(d)). A scanning Raman measurement is also performed on the TI annu-
lus (Fig-4.8(b)), and the spectra are fitted with Lorentzians to obtain the full-width
half-max (FWHM) spatial distribution of the A11g, E2g , and A21g peaks, as shown in
Fig-4.8(c). The XY-mapped FWHM shows good uniformity across the scanned re-
gion, confirming good crystalline quality locally in addition to excellent crystalline
quality observed globally in the XRD pattern.
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Figure 4.7: XRD pattern of a candidate CF-vdWE grown BTS TI on prepatterned
mica.
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Figure 4.8: (a) Representative Raman spectrum of a BTS TI annulus. (b) Optical
image of a TI annulus, showing the region where 2D mapped Raman spectra were
measured with a dashed black box (scale bar is 50 µm). (c) Smoothed XY maps of
fitted FWHM for A11g, E2g , and A21g peaks, showing good uniformity.
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Figure 4.9: (a) AFM image of a CF-vdWE grown TI annulus of 18 µm width and
200 µm outer diameter. Large, layered trigonal domains are oriented in only two
directions offset at 180◦. All scalebars are 1 µm unless specified. (b) 3D AFM height
profile showing highly terraced and oriented growth. (c) A typical trigonal domain
and its height profile along the dashed line with≈1nm steps. (d) Optical image of a TI
annulus (left). Circles indicate different locations along the perimeter, corresponding
to orientations of the mica lattice underneath (right). (e) Location dependence of
armchair-like, zigzag-like and almost straight edges of TI annuli.117
4.4 AFM imaging and analysis of CF-vdWE TI
AFM imaging reveals several outstanding features as shown in Fig-4.9. A typ-
ical AFM height profile of a section of a BTS annulus is shown in Fig-4.9(a). The
structure is composed of highly terraced single-crystal trigonal domains, extending
up to several microns in lateral dimensions, which merge together to form the con-
tiguous BTS annulus. A striking characteristic evident from AFM images is that
the trigonal domains grow in one of only two orientations mirrored at 180◦, sug-
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Figure 4.10: (a), (b) Examples of spiral growth of trigonal terraces on a CF-vdWE
grown TI. (c) TI annulus surface area coverage as a function of the absolute terrace
height of the constituent trigonal domains (open circles), and its lognormal CDF
dependence (solid line). Top inset shows the AFM thickness distribution fitted to a
lognormal PDF. Bottom inset shows the area coverage at a domain height of 118 nm.
(d) AFM images of TI annuli with top-most domains indicated by black triangles.
All scalebars are 1µm.117
gesting an influence of the hexagonal in-plane symmetry of the underlying (0 0 1)
mica surface. The large equilateral trigonal domains observed in the AFM images
(e.g., Fig-4.9(b)) reflect the trigonal-hexagonal in-plane symmetry of the tetradymite
crystal, analogous to growths involving thin films and/or substrates with hexagonal
symmetry.69,126 Fig-4.9(c) illustrates a typical layered trigonal domain. The step
height between each subsequent layer is almost 1 nm, which is the thickness of one
quintuple layer of the tetradymite crystal structure (Fig-4.2(a)); thus establishing
that the BTS domains grow layer-by-layer in an epitaxial fashion.38,49 While the
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edges of the TI annulus superficially appear serrated compared to the smooth litho-
graphic boundaries in the resist, closer examination reveals highly oriented crystalline
edges. AFM height profiles of the same BTS annulus at different locations along its
perimeter (Fig-4.9(d)) reveal almost straight, armchair-like or zigzag-like crystalline
edges exhibiting exactly 120◦ angles as shown in Fig-4.9(e). This indicates a strong
influence of relative localized orientation of the annulus perimeter with the hexagonal
lattice of mica, schematically illustrated in the right column of Fig-4.9(d). Due to
the artificial boundary condition, the orientation effect appears to be amplified as
compared to TI growth on unpatterned pristine mica, opening up an opportunity
to selectively grow thin film features in preferred orientations and with custom crys-
talline edges on patterned hexagonal lattices such as mica, sapphire, hexagonal BN
and pyrolitic graphite.
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Figure 4.11: (a) AFM thickness distributions for CF-vdWE grown TI annuli of dif-
ferent widths, for an outer diameter (OD) of 200 µm. Solid lines are kernel-smoothed
fits to the histograms. (b) Median thickness as a function of the annulus width for
different ODs. Shaded regions represent one median absolute deviation.117
Interesting features such as cooperative spiral growth on certain trigonal do-
mains are also occasionally observable, as shown in Fig-4.10(a) and (b). Spiral growth
of trigonal terraces has been observed previously in vdWE of layered 2D materials,51
and 3D epitaxial thin films on crystalline substrates.69 Spiral structures typically
arise as a result of screw dislocation centers propagating from the site of nucleation,
providing a step source on the surface that leads to winding around the dislocation
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center and formation of a spiral.69 As seen from Fig-4.10(b), the spirals can be clock-
wise or counter-clockwise and can occasionally also occur as cooperative spirals. Area
coverage on the surface of the CF-vdWE grown TI as a function of the absolute height
of the constituent trigonal domains is shown in Fig-4.10(c). The bottom inset shows
an example of partial coverage at an absolute domain height of 118 nm, highlighted
in blue. The coverage data can be accurately fitted with a lognormal complemen-
tary cumulative distribution function. Furthermore, the raw histogram data for the
AFM measured thickness for the same annulus can also be fitted with a lognormal
probability distribution function of the same parameters (top inset in Fig-4.10(c)).
This provides further confirmation that the trigonal domains are flat and layered at
steps of 1 nm. Fig-4.10(d) shows AFM height profiles of several TI annuli, indicating
the topmost trigonal domains with black triangles, the significance of which will be
discussed later in Section-5.4.
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Figure 4.12: (a) AFM amplitude error plot of an 18 µm wide annulus, showing two
distinct pairs of edges: the CF-vdWE grown TI crystalline edges and lithographically
patterned pristine mica mesa edges (left). Schematic representation of the exclusion
zone (right). (b) Both pairs of edges extracted with image detection. (c) Distributions
of exclusion zone lengths extracted from image detection for annuli of different widths,
from the same growth. Solid lines are kernel-smoothed fits as a visual guide.117
Fig-4.11 shows a dependence of CF-vdWE grown TI thickness on the planar
feature dimensions, i.e., annulus width. Due to the highly layered growth, the thick-
ness of the CF-vdWE grown TI is distributed. Fig-4.11(a) shows the evolution of
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the thickness distributions as a function of the annulus width from a representative
growth, for a fixed outer diameter (OD) of 200 µm. As the annulus width increases,
the average thickness decreases nonlinearly and shows saturating behavior, while the
distributions evolve to become unimodal, exhibiting positive skewness akin to lognor-
mal or log-logistic distributions. Fig-4.11(b) shows median thickness as a function
of annulus width for four different OD sets from the same growth. The directly-
grown annulus shapes conveniently provide a singular parameter (annulus width) for
comparative analysis without having to find an appropriate normalization of planar
dimensions of the features to their nearest-neighbor distances or pitches.108,111 As an
unusual characteristic, denuded or exclusion zones (EZ) near the feature boundaries
are also observed, more evident in AFM amplitude error images. Fig-4.12(a) shows
one such example, where two distinct pairs of boundaries are visible: the crystalline
edges of the CF-vdWE grown TI annulus, and another smoother boundary on the
outside. The external boundary is the pristine mica mesa formed during the selective-
area CF4 plasma process, typically 2-3 nm in height. Intriguingly, the TI domains in
the central region of the patterned annulus grow and merge to form contiguous films,
whereas the EZ near the feature boundary remains almost entirely denuded as shown
in the schematic in Fig-4.12(a). In order to extract the lengths of the EZs, the two
pairs of edges are extracted from the AFM image as shown in Fig-4.12(b) with image
detection in MATLAB, and a length distribution of the difference between the two is
obtained. Such distributions are shown in Fig-4.12(c) for annuli of different widths,
with values centered around 150-200 nm.
The CF-vdWE process is successful in defining large, selective-area growth of
custom-patterned TI features on prepatterned muscovite mica substrates. Interest-
ing growth features are observed for the first time for TI SAG, including nonlinear
thickness dependence on lateral feature dimensions and observation of exclusion zone
boundaries. The next chapter describes a semi-empirical surface migration growth
model in order to explain the growth results, and establish a platform to extend the
analysis to a larger set of engineered substrate and growth compound combinations.
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Chapter 5
Custom-Feature van der Waals Epitaxy: Growth Model and
Transport
This chapter presents a semi-empirical two-species surface migration model to
explain the CF-vdWE growth results described in the previous chapter. Transport
measurements on as-grown TI shapes are also presented.
5.1 Introduction
As discussed in the previous chapter in Section-4.4, the CF-vdWE growth of
BTS TI on prepatterned mica substrates leads to unusual observations, chief amongst
them being a nonlinear thickness dependence on lateral feature dimensions and obser-
vation of exclusion zone (EZ) boundaries. For a qualitative understanding of the un-
derlying growth mechanism leading to the observations, a semi-empirical two-species
model is proposed.117 Two-species epitaxial growth modes are well studied, espe-
cially in compound systems such as Bi2Te3, GaN/As, HgTe etc., where both species
exhibit significantly different kinetic behavior on the surface during deposition and
growth.108,127,128 The custom-feature vdWE growth is largely a physical process;
hence the surface migration of adatoms is expected to play a crucial role in the
growth kinetics. The solid precursors Bi2Te3 and Bi2S3 incongruently sublimate to
form atomic vapor fluxes, as has been observed in previous experiments.45,49 Experi-
mental evidence suggests that the heavier atom Bi and the lighter chalcogen Te have
very different surface mobilities on mica surfaces.129,130 Epitaxial growth studies of
Bi2Te3 and related tetradymites have typically utilized Te-overpressure recipes in or-
der to obtain high crystalline quality thin films,50 Bi being the rate-limiter, analogous
to the case of Ga in GaAs growth. However, there are important differences between
the growth mechanism of MBE deposition and the custom-feature vdWE. With an
initial assumption of a two-species surface migration dominated growth mechanism,
Results discussed in this chapter were published in ACS Nano. Contributions: Primary author. Developed
the CF-vdWE growth model, fabricated devices, carried out the transport measurements, and performed the data
analysis. Citation: T. Trivedi, A. Roy, H. C. P. Movva, E. S. Walker, S. R. Bank, D. P. Neikirk, and S. K. Banerjee,
“Versatile Large-Area Custom-Feature van der Waals Epitaxy of Topological Insulators,” ACS Nano, vol. 11, no. 7,
pp. 7457–7467, Jul. 2017, Available: http://dx.doi.org/10.1021/acsnano.7b03894.
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we derive a simple, yet robust semi-empirical model to explain the crucial observa-
tions that render the CF-vdWE method markedly different from the case of MBE or
MOCVD.
5.2 Motivation for a two-species model
The tetradymite crystal grows in a nonstoichiometric composition in reality,57
with the S and Te atoms intermixing in the chalcogen layer of the unit cell, as dis-
cussed in Section-2.3. The diffusivities Te, S and Se chalcogens in silicon and II–VI
compounds is comparable to one another,131–135 while for heavy elements like Bi it is
much lower.136,137 Thus, the difference in surface mobility between Te–Bi and S–Bi
should also be of the same order. Hence, a two-species model would be appropriate
considering Bi as species A, and Te/S as species B. In the nominal growth condition
without an artificial boundary condition as in the CF-vdWE growth, as long as the
incident areal vapor flux remains constant, any two arbitrary regions of different areas
should receive the same amount of flux, and hence exhibit the same thickness at the
end of the growth. In order to rationalize a thickness increase for narrower annuli, an
additional flux jin must be considered, which is dependent on the feature dimensions
and can only originate from the surface diffusion of adatoms from the vast fluorinated
regions surrounding the pristine mica features. The observation of an EZ near the
patterned feature boundaries is also markedly different from conventional SAG exper-
iments, where an increased thickness at abrupt boundaries is typically observed,111
as is also observed in conventional epitaxy.122 An imbalance in the rate of change
of available adatoms near the boundary region is required for formation of an EZ,
such that an impinging adatom near a feature boundary has a finite probability or
rate −Jout of escaping into the fluorinated regions without contributing to compound
formation. Thus, the rationalizations that build the basis of the two-species model
are: species A has a significantly lower surface migration length (SML) than species
B on pristine and/or fluorinated mica surfaces, and that a critical imbalance exists
between the additional surface diffusion flux jin and the rate of escape −Jout for the
formation of the EZ and increased thickness.
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5.3 Two-species surface migration model
This section describes the model in detail, with a discussion of the possible
growth scenarios and the growth conditions that can reconcile the crucial experi-
mental observations. The derivation based on the growth scenario is also presented,
to provide a semi-empirical equation for the average AFM thickness dependence on
lateral feature dimensions of the CF-vdWE grown TI annuli. The model also pro-
vides a convenient method to estimate certain important growth parameters ex-situ,
in addition the insights into the growth kinetics.
Cond.→ NA  NB NA  NB NA ∼ NB
Obs.↓
sA,B ≈
0
sA ≈
0, sB >
sA
sB ≈
0, sA >
sB
sA,B ≈
0
sA ≈
0, sB >
sA
sB ≈
0, sA >
sB
sA,B ≈
0
sA ≈
0, sB >
sA
sB ≈
0, sA >
sB
Thickness
increase × × X × X × × X ×
EZ for-
mation X X × X × ? ? X ?
Table 5.1: Logical table outlining growth scenario possibilities for the two-species
surface migration model.117
5.3.1 Two-species growth scenarios
There are a total of nine possible cases for the growth conditions: three possible
scenarios of the amount of constituent adatoms available for compound formation on
the patterned mica surface, and three different scenarios of the sticking probabilities
for species A and B on the fluorinated mica regions. These scenarios are outlined in
the logical Table-5.1, along with the projected outcome of each scenario as pertaining
to the two crucial experimental observations. A satisfactory scenario that reconciles
both crucial experimental observations can be arrived at by method of elimination.
As outlined in the Table-5.1, there are three possible scenarios of the amount
of constituent adatoms available for compound formation on the patterned mica sur-
face, and three different scenarios of the sticking probabilities for species A and B
on fluorinated mica. As an example, consider the scenario where the effective avail-
able flux or number of adatoms on the patterned mica mesa has a large imbalance
such that NA  NB, which is the typical situation in the case of MBE growth of
Bi2Te3. There are three further possibilities: (1) either both species have zero stick-
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sA≈ 0
sA,B > 0
λB>> λA
A B
j
B
jB
−JA
λ
+jB
Figure 5.1: Top schematic represents the two-species mechanism for CF-vdWE growth
(not to scale). Species A and B have different sticking probabilities, and SMLs as
illustrated by different circles. Bottom-left schematic shows an annulus during growth:
dashed yellow annulus is the TI with a finite exclusion zone (EZ) near the feature
boundary. Bottom-right schematic shows a magnified view of the black box, denoting
additional perimeter flux +jB and escape area flux −JA.117
ing (sA, sB ≈ 0), or (2) A has zero sticking probability on fluorinated mica, while
for B it is finite (sA ≈ 0, sB > sA), or (3) vice versa (sB ≈ 0, sA > sB). For the
first condition, an EZ can form near the feature boundaries, if the escape rate of A is
faster compared to the rate of additional influx of B over an average distance of the
order of λA (SML of species A) from the boundary, leading to a critical imbalance of
NA in NAB to significantly reduce compound formation near the boundary. However,
a nonlinear thickness increase is not possible, as there cannot be an extra influx of
atoms diffusing in from the fluorinated surfaces. For the second (third) condition,
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the additional flux ∆jin consists of extra B (A) adatoms diffusing inwards from the
fluorinated regions, and −∆jout consists of A (B) adatoms near the feature bound-
ary escaping into the fluorinated regions to almost instantly desorb. In the second
condition (sA ≈ 0, sB > sA), an EZ is possible at the boundary, similar to the first con-
dition. An EZ cannot form for the third condition (sB ≈ 0, sA > sB) however, where
species A diffuses inwards from the fluorinated regions. The additional incoming A
adatoms can form a compound near the boundary irrespective of a rate imbalance,
as the overall concentration of species B is significantly higher than A. On the other
hand, a thickness increase is not possible in the second condition, as a reduction in
effective NA leads to a direct reduction in total moles of compound molecules NAB,
notwithstanding additional B adatoms. Nevertheless, both the thickness increase
and EZ formation cannot occur such that neither of the scenarios represented by the
three conditions can completely describe the underlying growth mechanism behind
the experimental observations. Similar arguments can be extended for the other cases
enumerated in the table, until a satisfactory condition is found through the method
of elimination. Such a condition requires the concentration of species A and B to be
of the same order, and sA ≈ 0, sB > sA on fluorinated mica. The two-species surface
migration model is schematically represented in Fig-5.1.
5.3.2 Derivation of the model
Consider the area of incident areal vapor flux, directly contributing to the
growth (explicitly omitting the exclusion zone (EZ) boundaries):
Ain = pi
(
R2 − r2)− pi (R2 − (R− λ)2)− pi ((r + λ)2 − r2)
= pi
(
R2 − r2)− 2piλ (R + r)
= pi (R + r) (ω − 2λ)
(5.1)
R and r in Eq-5.1 are the outer and inner diameter of the annulus, respectively,
and ω = R− r, which is the annulus width. λ represents an average value of the EZ
size. The evolution of the two species A and B can be expressed as follows, where
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the superscripts i and f denote initial and final quantities, respectively:
2 A+ 3 B → 1 A2B3
N fA = N
i
A −∆NA, N fB = N iB + ∆NB
N fAB = N
i
AB + ∆NAB, iff ∆NA < 3/2∆NB
(5.2)
Eq-5.2 describes the condition in which a thickness increase may be possible as
long as the inequality is satisfied. This condition is also conducive to formation of an
EZ, as long as there is a steady outflux of A in an average radius of the order λA near
the feature boundary, leading to a local reduction in ∆NAB. The additional change
in the moles or number of atoms (∆NAB) of the compound can only be positive if
the final inequality in Eq-5.2 can be satisfied. The individual species changes can be
expressed in terms of a rate of change of the species normalized to spatial dimensions,
i.e., a flux-like quantity. As illustrated in the schematic of Fig-5.1, the additional
surface influx of species B, +jB, can be considered as a “perimeter flux” that enters
from the both the inner and outer perimeters of the annulus under consideration, and
hence depends on the geometry of the annulus. The escape flux of species A localized
near the EZ can be represented as a fraction f · ηA of the total incident areal vapor
flux of species A, or −f · ηAJA. ηA is the ratio of the area of the EZ† to the total
patterned annulus area. The area ratio ηA provides the number of species A adatoms
that fall just in the EZ near the boundary, and a further fraction f of that number
may escape to the fluorinated regions. Then the change in the species concetration
in Eq-5.2 can be written in terms of the additional fluxes as:
∆NAB = 2∆NA + 3∆NB
= (3jBτ) · 2pi (R + r)− (2fηAJAτ) · 2piλ (R + r)
(5.3)
In Eq-5.3, τ is the growth duration, jB and JA are the species B additional
perimeter flux and species A escape area flux, respectively, and ηA represents the
fraction of the species A in the EZ area that escape to the fluorinated regions. The
†The area of the EZ is the vanishingly narrow annuli formed between the CF-vdWE TI crystalline
edges and the patterned annulus boundary represented in Fig-5.1 as the area between the yellow TI
and brown mica annuli, which is the second term in the second line of Eq-5.1
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total number of available adatoms for growth can be expressed as:
N fAB = N
i
AB + ∆NAB
N fAB
ρN
=
N iAB
ρN
+
∆NAB
ρN
⇔ V fAB = V iAB +
∆NAB
ρN
dtot · Ain = d0 · Ain + ∆NAB
ρN
(5.4)
In Eq-5.4, ρN is the number density of the BTS compound and Vf,i are the
volume of the feature in the final and initial conditions, respectively. The total
thickness of the feature is dtot, the nominal thickness considering only an incident
areal vapor flux is d0 and Ain is the active area directly contributing to the growth,
from Eq-5.1. Eq-5.4 can be rewritten, substituting from Eqs.-5.1 and 5.3:
dtot = d0 +
1
Ain
· ∆NAB
ρN
= d0 +
2pi (R + r)
pi (R + r) (ω − 2λ) ·
[
3
jBτ
ρN
− 2ληAfJAτ
ρN
]
dtot = d0 +
τ
ρN
· 6jBω − 8f · JAλ
2
ω2 − 2λω
(5.5)
5.4 Fits to the two-species surface migration model
From the discussion and the derivation in the last section, Eq-5.5 provides
a convenient semi-empirical model for determining the thickness dependence of the
CF-vdWE grown TI annuli on their lateral dimensions, i.e., annulus width ω. To
recap, the other parameters in Eq-5.5 are: the total thickness dtot, a mean exclusion
zone length λ, additional incoming perimeter flux and fractional escape areal flux for
species B and A, jB and f · JA, respectively, growth time τ and tetradymite number
density ρN . The model provides an excellent fit to the thickness dependence data as
shown in Fig-5.2, and the extracted growth parameters from the model fits are shown
in Fig-5.3.
The fit yields all four unknowns: a nominal thickness d0, species B influx
jB, species A escape flux f · JA, and an empirical EZ length λ. Note that there is
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Figure 5.2: AFM measured median thickness of CF-vdWE grown TI annuli as a
function of the width from (a) different growth runs (Exp 1 Ð 4) and (b) different
ODs from Exp 1. Solid lines are fits to the two-species model of Eq-5.5.117
no empirical mechanism to estimate the fraction f itself from the areal escape flux;
hence the value of the actual incident species A areal flux is unknown. Nonetheless,
the crucial quantity in the model is the fractional escape flux itself and its critical
imbalance condition with jB according to Eq-5.3. The extracted values of the fluxes
remain virtually unchanged with growth durations or annulus OD for a given growth
duration as shown in Fig-5.3, indicating that the same critical rate imbalance plays
a role across different growth experiments and regardless of feature dimensions. The
extracted λ from the fits also exhibit little variation as shown in Fig-5.3(b), and are
of the same order as experimentally observed EZ lengths from AFM images from
Fig-4.12(c), further corroborating the validity of the two-species model. Incidentally,
both the observed and extracted EZ lengths are of the same order as the size of the
topmost trigonal domains, marked as black equilateral triangles in Fig-4.10(c). The
average size of these domains is indicative of the average diffusion length or SML of
the least mobile of the two adatoms, i.e. species A, on an epitaxial BTS surface.
During lateral growth of a trigonal domain, adatoms diffuse to find the lowest energy
location along its edges. For higher deposition rates, as the domain size increases, the
least mobile adatoms cannot reach a domain edge quickly enough; thus formation of
a new domain on the surface of the parent becomes energetically favorable.138 While
the SML of species A on pristine mica and the BTS surface itself should nominally
be different, there seems to be a fair agreement between the values, thus providing a
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convenient empirical mechanism to estimate a mean SML for species A.
Thus, the two-species model yields a simple and logical picture of the un-
derlying growth kinetics due to the selective-area fluorination, without the need to
numerically solve the diffusion equation, while still providing excellent empirical es-
timates of important growth parameters. The matrix of directly-grown annuli allows
for a convenient ex situ mechanism for exploring growth kinetics and topographic
dependence of 2D materials SAG processes in general. Different species have differ-
ent surface sticking and migration behavior on fluorinated and pristine mica, which
leads to selective-area growth well-confined within the feature boundaries. There is a
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critical flux imbalance condition that is pivotal for observing nonlinear thickness de-
pendence and EZ formation. Further control on the thickness of the CF-vdWE grown
TI can be achieved through controllably regulating the multispecies adatom flux on
the fluorinated surface by changing the amount of solid precursor or the volumetric
precursor flux.120 Such a growth condition may be optimized to vary thickness across
a single substrate for specialized applications, such as variable thickness grating for
on-chip plasmonics and optoelectronics. Conversely, pre-patterning features of the
same lateral dimensions may yield a more uniform thickness across the substrate,
such that scalable TI devices can be directly grown and fabricated for applications
such as spin-transfer torque memory arrays. With careful consideration of the inter-
play between the compound species and modified surfaces through such multi-species
modeling, the CF-vdWE method can be extended to grow several different van der
Waals (vdW) compounds on specifically selective-area engineered substrates.
5.5 DC transport measurements on CF-vdWE grown BTS
In order to determine the quality of the TI material for electronic applications,
DC transport measurements on devices of CF-vdWE grown TI Hall bars were per-
formed, as shown in Fig-5.4. Due to the ease of incorporation of photolithography
masks with different features into the CF-vdWE method, an array of Hall bars of
variable dimensions (hence variable thicknesses) can be grown directly, and a sub-
sequent mask can be aligned to define metallic contact leads as shown in Fig-5.4(a)
and inset of Fig-5.4(b). Fig-5.4(b) shows the sheet resistance of two different devices
as a function of the substrate temperature, measured down to 77K in a liquid-N2
probe station. Both show monotonic decrease in resistance with temperature, which
is expected of the metallic nature of TSS-dominated transport in planar devices. A
reduction in the rate of decrease of resistance is observed as the temperature is de-
creased, which can lead to an insulating ground state at even lower temperatures,
after a resistance minimum is encountered as discussed in Section-3.4. Fig-5.4(c)
shows the room-temperature device sheet conductance in units of e2/h as a func-
tion of the Hall bar thickness across three difference growths, exhibiting remarkably
flat behavior expected from a metallic TSS-dominated transport mechanism. A two
parallel channel conduction model for TI devices can be considered, as described by
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(d) Ratio of the TSS conductance to the total device sheet conductance at room-
temperature as a function of device thickness, calculated from Eq-5.6.117
Eq-3.3 in Section-3.4, in terms of the measured 4-point device conductance:
Gdev = σb · d+Gss (5.6)
In Eq-5.6, Gdev, σb and Gss are the total device sheet conductance, bulk con-
ductivity and surface state conductance, respectively and d is the TI thickness. This
model considers an effective TSS conduction channel Gss , while other parasitic con-
tributions such as bulk conduction due to native defects and chalcogen deficiency
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doping, and elastic scattering between the bulk and TSS channels, can be lumped
into an effective contribution σb (different parallel channel contributions are discussed
in detail in Sections 3.6 and 3.7.
The linear fit of Equation 2 is applied to the experimentally measured Gdev
for Sample 1 and 2, to extract the σb values of 150 S/cm and 61 S/cm, respectively,
signifying very low bulk conduction that is comparable to bulk-insulating exfoliated
BSTS devices,40 likely due to lower bulk defects and chalcogen deficiencies. The fits
also yield the y-axis intercept for Sample 1 and 2, i.e. Gss , as 23.7 and 28 in units
of e2/h, respectively, indicating similar 2D TSS metallic conductivity and uniformity
across devices from separate growths. For the devices of Sample 1 and 2, the con-
tribution of the 2D Dirac TSS to total conduction at room-temperature is scattered
around 50% (Fig-5.4(d)) with the largest one being at 60%, which is amongst one of
the highest reported room-temperature conduction ratios in synthesized TI thin films,
rivaling that of bulk crystal exfoliated devices of BSTS.105,139 Excellent transport and
optical properties of TSS for devices of comparable thicknesses have been previously
reported for epitaxial thin films and bulk crystal exfoliated flakes for high quality
crystalline TIs.21,24,35,36,140 At lower operating device temperatures, imperative for
several TI applications involving proximity-effect heterostructures with superconduc-
tors and ferromagnets, the TSS contribution is expected to increase as the bulk carri-
ers are frozen out, further improving the device characteristics. Moreover, due to the
highly crystalline and insulating mica bottom interface, substrate related scattering
limiting TSS mobility is expected to be negligible.103 The DC transport measure-
ments establish a TSS-dominated conduction mechanism in the directly-grown TI
devices, with a promisingly low bulk contribution and an intrinsic chemical potential
at room-temperature. The high quality CF-vdWE grown TI shows great potential
for implementing practical devices on large-area crystalline arrays, for applications
such as in spin-transfer torque memory,20 spin based logic21 and on-chip plasmonic
devices.24
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Chapter 6
Conclusions and outlook
6.1 Conclusions
The research work summarized in this dissertation has endeavored to provide
realistic solutions to the challenges of practical implementations of topological insula-
tor (TI) based devices. The approach was to divide the problem and address it from
two fronts: to obtain high-quality, reliable TI material and to fabricate devices for
in-depth magnetotransport analysis of the underlying device physics. The ternary TI
compound Bi2Te2−xS1+x (BTS) was chosen as the candidate material for the research,
in part due to its theoretical potential as one of the best 3DTI compounds.
First-time van der Waals epitaxial (vdWE) growth of BTS nanosheets on SiO2,
hexagonal Boron Nitride (hBN) and muscovite mica was demonstrated. As grown
BTS material is obtained in highly layered, good-quality crystalline nanosheets. De-
tailed transport experiments in devices of BTS indicate the presence of surface states,
albeit with bulk states still present in the transport. Weak anti-localization (WAL)
and universal conductance fluctuation (UCF) signatures are seen in the magnetore-
sistance of the BTS devices. Evidence of a combination of both weak antilocalization
and electron-electron interaction (EEI) effects is seen from analyzing the insulating
ground state in the temperature and field-dependent conductivity data. An extended-
HLN model is considered, which provides excellent fitting to longitudinal magneto-
conductance data in high-field range, and indicates the presence of 2D surface states,
partially coupled to the bulk conducting states. Two-channel Hall conductivity model
in conjunction with the extended-HLN model provides a good fit for the magneto-
conductance data. The HLN effective prefactor αeff provides a good qualitative tool
to understand the regimes of transport in the device, and its value is indicative of
the contribution of different channels acting in parallel. The temperature dependent
phase coherence lengths from UCF data are in good agreement with those from WAL
data, showing 2D behavior arising from topological surface states. The magnetocon-
ductivity data and its empirical modeling show that the bulk conduction channels are
still present in the BTS material, likely due to high level of n-type doping by chalco-
gen deficiency. Electrostatic gating on dual-gated BTS devices indicate separation of
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channels when the density in the device is tuned, leading to sharper WAL signatures
and larger UCF fluctuations, in agreement with the extended-HLN correction analy-
sis. A three-channel Hall conductivity model is proposed and is shown to provide a
more satisfactory fit to gated Hall conductance data, further bolstering the separation
of channels argument. Our studies confirm BTS as a candidate 3D TI material in
conjunction with the previous APRES measurements, and takes a step closer to un-
derstanding transport mechanism in TI materials. Future growth experiments of the
BTS material on highly crystalline substrates and substitutional doping with more
p-type elements such as Sb, are expected to improve the electronic properties of the
BTS material system by reducing the chalcogen deficiency doping and pushing the
Fermi level further into the bandgap, leading to the predicted promising nature of
the Sulfur based ternary tetradymite. Additionally, more experiments with top and
bottom gating on high-quality BTS material are also expected to reveal further the
nature and contribution of the multiple transport channels acting in parallel in 3D
TIs.
A scalable and high-yield custom-feature vdWE (CF-vdWE) process using
selective-area surface modification through microlithographically masked fluorination
is also demonstrated for the first-time for realizing large-area crystalline growth of
TI compounds on mica. Large terraced single-crystal trigonal domains several mi-
crons in size are observed, which merge to form contiguous thin films. The features
exhibit a highly oriented growth with the underlying hexagonal mica lattice exhibit-
ing location-dependent zigzag or armchair edges, uncovering the prospect of growing
TI and 2D materials in preferential orientations on specifically engineered vdW sub-
strates. The thickness of the CF-vdWE grown TI has a nonlinear dependence on the
planar feature dimensions, which can be described well by a semi-empirical model
considering two-species surface migration on the mica surface. Depending on the ap-
plication, the TI thickness can be tuned across a sample by varying feature dimensions
or be kept constant for an array of similarly sized devices. Transport measurements
on CF-vdWE grown TI Hall bars reveal TSS-dominant conduction with low bulk
conductivity, indicating excellent electronic material quality for on-chip applications
of TI. The CF-vdWE method can be readily extended to wafer-scale large area crys-
talline TI growths. The vdWE method additionally provides a facile way to exchange
source precursors with minimal alteration to introduce dopants or different compound
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combinations, to grow a plethora of layered 3DTI compounds from the tetradymite
family, i.e., (Bi1−ySby)2(Te1−x[Se/S]x)3. In principle, this method also presents a
promising candidate for exploring custom-feature large-area growth of other techno-
logically relevant 2D van der Waals materials such as transition metal and column
III/IV chalcogenides for next-generation electronics and photonics applications. The
CF-vdWE process achieves a versatile growth method harnessing planar microfabri-
cation processes to obtain large-area crystalline TI structures for electronic, spintronic
and on-chip optical device applications, while simultaneously being highly adaptable
to prototype research as well as optimized scalable implementation.
6.2 Outlook
Utilizing the research presented in this dissertation as a platform, there are
several directions worth pursuing for future projects in the field of TIs and 2D mate-
rials. Some of them are outlined below:
1. Optimize the vdWE growth of BTS on hBN substrates (exfoliated and CVD-
grown) and fabrication of hBN-encapsulated BTS devices for further exploring
underlying transport physics in TIs.
2. Extend the vdWE growth method to incorporate antimony (Sb) into the mix
to synthesize (Bi1−ySby)2(Te1−xSx)3 compound on different substrates, and to
tune the intrinsic doping to control the parasitic conductivity.
3. Extend the CF-vdWE growth method to explore growth on selectively engi-
neered highly crystalline substrates such as quartz, sapphire and hBN. The
two-species surface migration model is a helpful guide in understanding the
role of selective-area fluorination. This analysis may be extended to other sub-
strates with specific schemes of selectively engineered surface free energies, and
overlayer compounds with inherently different surface migration behavior on
the engineered substrate. The location-dependent edge orientation observed in
CF-vdWE of TI on mica also prompts investigation into growing preferentially
oriented thin film heterostructures of vdW compounds.
4. Explore CF-vdWE grown TI on insulating substrates (such as mica) for on-chip
coplanar device applications at RF and microwave frequencies. The process pro-
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vides excellent control on feature sizes and shapes, which are crucial for coplanar
waveguide and device designs. TIs have been recently shown to have potential
for microwave applications due to some inherently nonlinear and nonreciprocal
properties of the material system.
5. Extend the CF-vdWE method to synthesize other layered vdW compounds such
as In2Se3, GaSe, transition metal dichalcogenides MX2, where M = [Mo, W] and
X = [S, Se, Te].
6. Extend the CF-vdWE process to wafer-scale and optimize its scalable manu-
facturing for immediate applications in flexible electronics.
It is hoped that the CF-vdWE growth, characterization and in-depth transport
analysis presented in this work will provide a solid foundation for researchers in the
field of TI and vdW materials at large, with easy incorporation of growth compounds
and substrate combinations for rapid prototyping, and exploration of the DC and AC
transport in TI materials for future device applications.
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Appendix A
vdWE Operating Procedure and Maintenance
This appendix describes the standard operating procedure (SOP) for the in-
house van der Waals epitaxy (vdWE) growth system in detail. The vdWE schematic
and photograph are shown in Fig-2.1 in Chapter 5. The system is currently setup
inside the MRC clean rooms, in the thermal service aisle behind the MRL furnaces.
The vdWE system is owned and operated by Prof. Banerjee and Prof. Tutuc’s re-
search groups. Any modifications to the system or additions to its growth capabilities
(e.g.,including new materials) must be first confirmed with both the professors, then
the MRC safety coordinator and the facilities manager. Banerjee and Tutuc students
will always have the first priority on the system, and only regular growers may manage
the equipment usage calendar.
A.1 vdWE system components
The vdWE growth system is composed of the following components:
1. Furnace (ThermoFisher):
(a) Lindberg/Blue M 1200◦C split-hinge tube furnace with three controllable
zones (part#: HTF55347C)
(b) 3-zone programmable controller with programmable center zone. Outside
zones can be set at a ±∆T from the central zone temperature. (part#:
CC58434PC-1)
(c) Furnace tube adaptor: 3" to 60mm (2.36"). Other sizes of adaptors should
be bought directly from ThermoFisher.
2. Quartzware (MTI Corp): 400mm long quartz tube with 60 mm outer diam-
eter (OD) and 55 mm inner diameter (ID) (part#: EQ-QZTube-60GE-1400).
Quartz boats (part#: EQ-QB-1017) are used for holding precursor powders
and slotted 1" wafer diffusion boats (part#: EQ-QB-1025) are used for hold-
ing samples during growth. Source and sample quartz boats are held in larger
quartz carriers with extended legs, for easy access via quartz furnace rods. The
carriers are custom made by the UT Chemistry glass shop.
3. Vacuum and gas manifold (custom-designed with KF-25 or 1/4" lines, standard
O-ring seals and Swagelok joints):
(a) Vacuum flanges (MTI Corp part#: EQ-FL-60KF25-FT) with KF-25 fit-
ting on the pump side and Swagelok fitting on the input side. High-
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temperature Silicone O-rings must be used to seal the flange (MTI Corp
part#: EQ-SOR-60).
(b) Gas input manifold is custom designed currently with three 1/4" input
lines. An N2 purge line with a direct valve, and two mass flow controllers
(MFC): one N2 and the other is Ar gas. Note: the MFC on the Ar gas line
is NOT calibrated for Ar, but for H2. Future additions to the gas input
manifold should include two on-off Swagelok valves (e.g., part#: SS-4P4T-
BK) for every line, including retrofitting current lines, installed upstream
and downstream of the MFC.
(c) A 4 channel MFC controller, used manually. Contact MRC facilities staff
for servicing or replacing the controller.
(d) Pump-side manifold is also custom designed with KF-25 bellows and has
the following components:
• Main line is a KF-25 line with the main valve assembly: an in-line
manual bellows valve (Ideal Vacuum part#: P103845) and a manual
butterfly valve (generic).
• A bypass line is a 1/4" line comprising of a metering valve (Swagelok
part#: SS-SS4-VH) with two quarter-turn on/off valves (Swagelok
part#: SS-4P4T-BK) up and downstream of the metering valve.
• A KF-25 Pirani vacuum gauge tube (KJL part#: KJL275196) with a
benchtop gauge monitor (KJL part#: KJLC 375).
4. Roughing pump. Current pump, as of August 2017, is an Edwards hydrocarbon
oil pump that was installed in summer 2016. Any standard mechanical pump
can be used. Installation of a turbo pump requires major modifications to the
vacuum manifold, and conflat flanges. Changing the tube often will no longer
be possible.
5. Negative pressure acrylic hood over the tube mouth on the pump-side. The
baﬄe on the exhaust must always be open unless advised otherwise by the
MRC facilities staff.
A.2 Pre-growth preparation
This section describes the standard pre-preparation steps for the vdWE growth
system that should be followed before a spell of growths, including preparing the
quartzware and calibrating the furnace.
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A.2.1 Preparing quartzware
When a new quartz tube is installed or new quartz ware is used for the first
time, a controlled bakeout step is recommended to remove contaminants and prepare
the quartz ware for subsequent growths.
• New tubes should be removed from all external packaging except the internal
tube holder, and taken to the thermal isle. There it should be unwrapped
completely while wearing standard clean room garb.
• Tube should be loaded in the tube cleaning acid hood for a rinse in extremely
dilute HF for several hours. Training on this hood is mandatory, and notifying
MRC staff prior to using this hood is recommended. This hood is used to
clean the high-yield MRL furnaces, so must be kept free of contamination at
all times. Note: DO NOT LOAD any tubes in there contaminated with heavy
metals (such as Bi, Sb, Mo, W). Once a tube has been used for growth it should
NOT be cleaned in this station.
• Put on standard acid hood aprons, gloves and face shield. Then load the tube
gently in the tube holder bath in the hood. Fill the bath with DI water and
drain it at least five times. Fill the bath until the tube is well submerged for
the overnight rinse.†
• Get a bottle of standard 49% HF (not BHF) and pour roughly a quarter of it
in the filled bath slowly and steadily.‡ Remember to have your acid hood garb
and especially the face shield on at this time. Lower the acid hood sash and
leave a note with your name and phone number on it.
• Let the tube clean for a good 3 – 6 hours. Then repeat a drain/refill cycle for
at least 10 times.
• Put on acid garb and gently remove the tube. Dry it on the outside with several
cloth wipes. It is crucial to clean it with soft cloth wipes ONLY, to prevent
scratching. Dry the inside of the tube with the custom-rigged “lollipop” shaped
rod covered with several cloth wipes. Only basic drying is required at this stage,
there is no need to be thorough. Leave the tube overnight in the quartz holder
cabinets in front of the vdWE furnace.
Quartzware such as source and sample boats, their carriers etc. should also be
cleaned if they are used for the first time. They should also periodically be cleaned as
there will be plenty of deposition on them during each growth. A good rule of thumb
†The bath has a very slow drain, so be sure to fill it up with plenty of water.
‡DO NOT pour a lot of HF in there, as it can lead to fast etching and crack propagation in the
tube.
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is to clean them every 10 growths and/or every time a tube is changed. Quartzware
cleaning steps are as follows:
• Log in to acid hood H-14 and prepare a standard 30%H2O2 and H2SO4 (1:2)
piranha solution in the quartz container. It is assumed that the user is trained
on acid hoods.
• After 5 minutes when the piranha solution is bubbling, gently lower the quartzware
in the bath such that it is vertical and some part of it is safely accessible above
the bath. It is recommended to use teflon baskets to easily lower and raise
the quartzware. One or two boats at a time should be cleaned for safety and
handling purposes.
• After a minute of cleaning, the boats can be flipped to clean their other half
using teflon tweezers. DO NOT use metal tweezers as they may scratch/break
and contaminate the boats.
• Once the boats are cleaned on both sides, load the teflon basket containing the
boats into the DI water bath and do a 10-cycle rinse.
• Repeat the procedure until all quartzware has been cleaned and rinsed. Wipe
the boats with cloth wipes and store them in the furnace storage cupboard
overnight.
Once the quartz tubes and boats have been cleaned and dried overnight, they
may be installed in the furnace for a bakeout step:
• Load the quartz tube into the furnace. It is advisable to get help from a colleague
for safety and handling. Once the tube has been safely loaded, fasten the gas
input manifold side vacuum flanges on the tube with the O-rings.
• Load the cleaned quartzware such as boats and carriers into the central zone of
the tube, then fasten the pump-side vacuum flanges on the tube and pump the
furnace down to base pressure and hold it there for half an hour.
• The tube must be flushed with UHP N2 several times before starting the bakeout
step§:
– Use the N2 purge valve on the input lines to fill the tube up to atmosphere
(∼ 650 – 700 Torr on the vacuum gauge). Turn the valve off, otherwise
the tube will overpressurize and the vacuum flanges can blow off causing
safety hazards. Note that there is no automatic safety release valve on the
furnace for overpressure relief.
§At this point, the exhaust vent valve on the pump side of the manifold should be closed.
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– Turn the on/off valves on the 1/4" pump bypass line to ON (parallel to
the lines). Slowly turn the metering valve to fully open position.
– Once the pressure gauge reads below 200 Torr, slowly start turning the bel-
lows valve on the main KF-25 line. The butterfly valve right downstream
of the main valve is typically kept always open. The bellows valve must
be slowly opened to prevent extreme load on the pump and backdrafting
of pump oil into the chamber. A good rule of thumb is to open it slowly
enough such that the reading on the pressure gauge does not go up.
– Once the base pressure is achieved, close the main bellows valve and the
top on/off valve on the bypass line.
– Repeat the flushing procedure for at least 5 times.
• Once the tube has been flushed 5 times, the valve upstream of the N2 MFC
should be turned on and the N2 gas flow should be set at 200 – 300 sccm using
the controller. Make sure to keep the main bellows valve open at this point,
otherwise the tube will slowly overpressurize.
• Program the following temperature profile on the central zone of the furnace
with the controller:
20°C 
200°C 
450°C 
650°C 
10
10
30
Natural cool-down
Figure A.1: Temperature ramp profile for bakeout. All time periods are in minutes.
The furnace controller should be turned on by flicking the main switch. Initial
reading on all three zones will be room temperature (∼ 20◦C). Long-press the
SET/ENT on the central zone until the display changes. Then keep single-
pressing the button until it reads “PROG”. The default value is “0”, press the ↑
button to turn it to “1 and enter the program menu. Read through the controller
manual to familiarize yourself with the default values of the different param-
eters, which will continue to cycle as you keep single-pressing the SET/ENT.
Temperature and time setpoint parameters will be accessible in the middle of
the menu. Note that even though the furnace naturally cools down to room
temperature, a final value with a ramp-down time must be provided. So the
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last two entries in the program must read: “(T = 20◦C, t = 20 min) and (T =
20◦C, t = off)”.
• Once the program has been set, long-press SET/ENT to go back to tempera-
ture display. When you’re ready, long-press the ↓ button to start the ramp-up
process. You will hear a loud click, which signals the power breaker turning on.
• Let the furnace naturally cool down to room temperature. Then close the all
the open pump valves, set the MFC dial to zero, and turn off its valve. Fill
the furnace up to atmosphere using the N2 purge line valve. If the furnace has
overpressurized, quickly turn off all input gas valves and open the exhaust vent
valve on the pump manifold side to relieve the pressure. The exhaust lines are
maintained just below atmosphere so the tube pressure will be recovered back.
NEVER open the exhaust vent valves while the furnace is under vacuum, as
there will be an explosive back flow into the furnace through the vent lines and
it can decompress violently.
A.2.2 Calibrating temperature profile
It is recommended to perform a temperature calibration on the vdWE furnace
every time a major component is replaced or once a year. The thermocouples of
the furnace zones are located outside the tube, embedded within the ceramic. The
actual temperature inside the tube is generally always higher than the value on the
controller. A good statistical value for the offset is ∼ 70◦C. The following procedure
should be used:
• Remove the pipe thread nut on the 1/4" thermocouple input on the gas input
manifold vacuum flange, and remove the silicone stopper and replace it with a
1/4" silicone O-ring.
• A 1/4" OD feedthrough quartz tube will hold the thermocouple line, and hence
must be closed on one end. Very carefully insert the thermocouple feedthrough
tube with its closed end towards the furnace tube, through the thermocouple
input. The 1/4" tube should be long enough that its closed end reaches the
ceramic neck zone of the furnace all the way at the other end, where the samples
will be stored. This neck zone is where the tube adaptor sits, and where the
furnace temperature profile will rapidly be falling. Utmost care must be taken
in handling a long 1/4" tube as it is fragile, and will sag or crack easily.
• Carefully insert a long K-type thermocouple line (suitable for T < 1250◦)
through the 1/4" feedthrough tube. The end of the thermocouple that is open
to air is the point at which the temperature will be measured.
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• Once the furnace is closed, there is no way to tell where the thermocouple sensor
is located exactly. It is advisable to mark the location of the thermocouple sen-
sor manually. First, move the thermocouple sensor point to the location where
temperature needs to be measured, then make a mark on the thermocouple line
where it meets the open end of the 1/4" feedthrough tube with a sharpie. Make
as many marks as points at which the temperature needs to be measured. A
good rule of thumb is to measure the temperature in the central zone (Zone 2),
the outer zone on the pump side (Zone 3) and several points in the neck region
of the furnace.
• Slide the thermocouple point to the central zone location, and plug it into a
monitor. Close the furnace lid. At this stage, all vacuum flanges must be secured
and the tube must have been flushed according to the procedure mentioned in
Section-A.2.1.
• Set the temperature profile that is desired on the furnace controller. Once the
central zone temperature has stabilized, the thermocouple line can be moved to
the points of interest by lining up the sharpie marks on its outer jacket to the
edge of the open end of the 1/4" feedthrough tube. The thermocouple must
be allowed to stay at the point for a minute before its temperature should be
noted. Note that if the thermocouple line is moved frequently during the ramp
up or ramp down, the temperature readings may not be accurate due to finite
settling time of the thermocouple.
• Once the furnace cools down, bring it back up to atmosphere using the technique
described in Section-A.2.1. Remove the thermocouple and the 1/4" feedthrough
tube, and put the silicone stopper back in to seal the end properly. There is no
need to monitor the temperature during live growths once the profile has been
measured.
A.3 Standard operating procedure
This section describes the SOP for the vdWE growth system in detail. For the
sake of example, the following SOP describes a step-by-step guide for BTS growth on
SiO2, exfoliated hBN and pristine muscovite mica. It is assumed that any new quartz
tubes and wares have been prepared and the furnace temperature profile calibrated
as described in Sections A.2.1 and A.2.2. A grower must gown up to go through
the clean room and use the fume hoods for cleaning. The following procedure will
typically take 5 – 6 hours of presence for an experienced grower. The furnace cools
down naturally to room temperature after the growth is complete, which takes ∼ 8
hours. It is therefore recommended to finish the growth during the day time and let
the furnace cool down overnight.
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1. Prepare growth substrates:
(a) For the 60 mm OD furnace tube and its associated quartzware, the typical
sample sizes should be of linear dimensions of no more than 20× 20 mm2.
If any samples are being loaded vertically in the slotted quartz boat, they
can be larger (measure the dimensions of the sample boat to see prior to
growth).
(b) For growths on exfoliated hBN (or any other vdW material), the samples
should ideally be prepared a day in advance. After exfoliation onto a clean
SiO2/Si substrate (with our without the etched alignment marker grid),
the sample should ideally be vacuum annealed to remove tape residue and
relax the stresses in the exfoliated flakes.
(c) Any SiO2 substrates with alignment marker grids (prepared using the pro-
cess described in Section-B.1) should be cleaned in hot acetone/IPA baths
prior to loading.
(d) Any muscovite mica disk (Ted Pella catalog series 50) should be freshly
cleaved immediately prior to loading when all other tasks are finished.
Muscovite mica is a layered compound that cleaves readily out of plane.
Use an uncontaminated scalpel to introduce a small cut along the edge of
the mica disk, and then pull the two disks apart swiftly with two clean
tweezers. At this point, it is advisable to use a tweezer to pull and lift a
small tab at an edge location of the mica disk to indicate the top-side of
the substrate.†
(e) Any other substrates (such as sapphire or quartz) must be prepared ac-
cording to their standard procedures prior to loading. At minimum, always
perform solvent cleans for substrates that have been exposed to air to pre-
vent contamination in the growth system.
2. Load source precursors: Load the source precursor materials (can be done
while a solvent clean on substrates is ongoing):
(a) Remove the clean room hood, wear a standard particulate respirator‡ and
safety glasses before beginning. Wear double set of nitrile gloves.
(b) Bring the furnace back up to atmosphere if it is under vacuum. Then make
sure that all input gas valves are completely shut off. Unload the powder
source and the sample quartz boats.
†Cleaving mica substrates cleanly is a bit of an art. It is advisable to practice on several dummy
mica disks for firs timers.
‡Consult MRC safety coordinator or the MBE lab folks for help on ordering respirators.
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(c) Load the quartz boat only without its carrier on the balance scale located
in the aluminum fume hood opposite the vdWE system. Tare the scale to
zero.
(d) Take the bottle of the powders (Bi2Te3) or chunks (Bi2S3) to the fume
hood and keep them next to the scale on a cloth wipe.
(e) Using clean spoons designated for their corresponding powder sources, drop
some Bi2Te3 powder into the quartz boat. 12 mg of powder is plenty for
a standard vdWE growth.§ Excess powder SHOULD NOT be added back
into the container, but disposed of into another waste container while inside
the fume hood.
(f) Once the Bi2Te3 powder is loaded, tare the scale back to zero if loading
the other source material in the same boat. If using a new boat, load it
and tare the balance.
(g) Bi2S3 chunks are usually too large to load by themselves. Use a secondary
container like an open alumina crucible (inside the fume hood) to break
up a Bi2S3 chunk using a sharp implement, such as a fine-tipped dia-
mond scribe specifically used for that purpose. For ideal stoichiometry of
Bi2Te2S, the weight ratios of Bi2Te3:Bi2S3 should be 3:1. Load 4 mg of
Bi2S3 chunks into the boat. If it is the same boat as Bi2Te3 powder, then
be sure to have a large separation between the two sources.
(h) Carefully bring the quartz boat(s) with the source powders back to the
vdWE furnace and slide it into the central zone with the furnace rod. Be
very careful to not drop or release the powder outside the fume hoods.
(i) Close all bottles caps and load them back into their sealed plastic bags.
Pick up any waste carefully with cloth wipes and dispose into the des-
ignated trash bin. Dispose of your outer pair of nitrile gloves into the
contaminated trash as well.
(j) Once the powder boat(s) is safely loaded into the tube, cover the open end
of the tube with a vinyl glove and shut the acrylic hood door.
(k) Remove your contaminated vinyl gloves and dispose of them in the contam-
inated trash can before removing your respirator and putting your hood
back on.
3. Load substrates: load the substrates onto the quartz sample boat as shown
in the schematic Fig-A.2, while the boat is outside the tube. If there is a lot
of deposition on the sample boat from previous growths, it is advisable to keep
the boat in the acrylic negative pressure hood at all times. In that case, be
§You must practice first to see how much 12 mg powder “looks like” in the spoon before doing
a live growth.
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careful loading the mica samples as they can “fly off” if they’re very thin. At
this point, you should be wearing vinyl gloves on top of your nitrile gloves.
Ceramic brick
~ 1 – 1¼ ”
Quartz carrier
Substrate boat
Bi2Te3 powder
~ 10 – 12 mg
Bi2S3 chunks
~ 3 – 4 mg
Gas flow
Slots for 
vertical loading
Source boat
SiO2 samples
Mica samples
Quartz tube
(a)
(b)
T = 360 – 410 °C
Figure A.2: (a) Cross sectional schematic showing vdWE furnace setup for growth.
(b) Enlarged top view of the sample boat.
(a) All SiO2/Si substrates should have been cleaned in hot acetone/IPA and
baked on a > 100◦C hotplate for a minute before loading. All exfoliated
vdW materials, e.g., hBN on SiO2/Si substrates should have been already
vacuum annealed and stored in a desiccator, or should have been cleaned
in hot solvent and baked before loading. All muscovite mica substrates
should be freshly cleaved before loading (no more than 10 minutes).
(b) In the current setup of the vdWE furnace with the precalibrated central
zone temperature setpoint of 450◦C (actual T ≈ 520◦C), substrates that
are loaded horizontally on the “bow” of the sample boat will be in a zone
of 380 – 410 ◦C and the substrates loaded vertically in the first slot will be
in the range of 360 – 380 ◦C temperature range, as shown in Fig-A.2(b).
(c) Gently grab the quartz carrier that is supporting the sample boat from the
back end and load the boat in the tube’s mouth. Use a quartz furnace rod
to push the boat to the neck of the furnace.
(d) As shown in Fig-A.2(a), the sample boat should be loaded at the neck such
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that the distance between the frontmost end of the quartz carrier and the
inner-edge of the ceramic brick at the neck will be ∼ 1 – 11/4" apart. This
will ensure the temperature range mentioned above.†
(e) Once the sample boat is loaded at the correct location, fasten the flange
on the tube and connect it to the KF-25 pump line. It is advisable to
carry out the fastening process gently, as rough handling may disturb the
substrates and smaller/lighter substrates like mica can even fall off the
boat.
4. Pump down to base pressure: Make sure all gas input valves, and the
exhaust vent valves are turned off. Use the 1/4" bypass line to start pumping
the tube. Once the pressure gauge crosses below 200 Torr, slowly open the
main bellows valve such that the pressure in the tube doesn’t spike up. If the
main valve is opened rapidly, the sudden turbulence inside the tube can move
substrates, quartz carriers or even suck the powder out. Leave the tube under
base pressure for half an hour. The base pressure should be ∼ 6 – 7 mTorr with
a standard roughing pump.
5. Flush the tube: Flush the tube with UHP N2 for atleast five times as described
in the bakeout procedure in Section-A.2.1. Be vigilant during the entire flushing
process, as overpressure in the tube can move substrates, quartz carriers or blow
the powder out. This process should take 15 minutes. After the cycles, pump
down to base pressure again and hold for 10 minutes. The flushing step rapidly
dries the tube of any moisture and pushes out most of the atmospheric gases,
e.g. O2.
6. Purge the tube: Turn off the main bellows valve but keep the bypass line
fully open. Turn on the valve on the N2 MFC line and set the gas flow to 50%
(300 sccm) on the controller for a continuous purge. This will ensure a slow
drying and cleaning of the tube with a steady flow of pure N2. The pressure in
the tube will rise to below 50 Torr. The tube should be purged for at least 2
hours. Then turn off the MFC and pump back down to base pressure.
7. Fill the tube up: Close all pump valves. Turn on the N2 MFC and set it to
90% (450 sccm). The tube pressure will start to rise. Typical pressure for BTS
growths are in the 20 – 50 Torr range. Let the tube pressure cross 100 Torr.
Now turn the gas flow down to the setpoint: 100 – 200 sccm (20 – 40%).
8. Pump down to growth pressure: The current pump bypass line setup with
the 1/4" metering valve will hold ∼ 20 – 25 Torr tube pressure at ∼ 150 sccm N2
†The calibration in the furnace can drift over time and with new components, so it is recom-
mended to double check this sample temperature range before a live growth.
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flow when completely open. After opening the bypass line, the tube pressure
will slowly start falling down to the desired value. Never reverse these two
steps, they should always be in the order of: filling the tube up to a higher
pressure first then pumping it down to growth pressure. The pressure should
be stabilized for another 2 hours.
9. Growth steps:
(a) Close the furnace lid and fasten the latch.
(b) Once the tube pressure has been stabilized, the furnace controller on the
floor should be turned on. Using the method described in the bakeout
process of Section-A.2.1, set the temperature ramp shown in Fig-A.3.
20°C 
450°C
150 
sccm
20 sccm
t = 0 20 30 35 (minutes)
Figure A.3: Temperature and gas flow rate profiles for the BTS vdWE growth. All
time stamps are in minutes.
(c) When you start the program, start a count-up timer to keep track of time.
Note down all the details of the growth setup in your journal while you wait
for the ramp up such as: materials, substrates (their preparation), N2 cycle
details, pressure/flow numbers, temperature profiles and any other special
comments. The journal entries should be detailed enough to provide all
the information even if being checked after 2 years.
(d) The default growth-time is 10 minutes. Note that the source precursor
material will start sublimating well before the temperature in the central
zone reaches the setpoint and will continue to sublimate well after the time-
stamp when the rampdown begins (i.e., when the furnace controller turns
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the current off). This is largely due to incongruent non-stoichiometric ele-
mental sublimation of the bismuth and chalcogens. Similarly, the substrate
temperature will be in the range of growth for slightly longer than 10 min-
utes. If a different growth time is desired, make sure to maintain the ∆t’s
in the timestamps for the ramp-up and the reduction of the gas flow rate.
(e) The gas flow rate should be reduced soon after the furnace starts cooling, in
order to significantly decrease the adatom flux that is still being sublimated
from the precursors. Note that if you open the main valve at this point,
you may introduce too rapid a change in the partial vapor pressure locally
on top of the substrates, which can affect the growth. Test growths must
be carried out in order to determine the effects of such minute details on
the growth.
(f) As the furnace starts cooling down after the hold-time is over, the con-
troller should have turned off the current to the zones. However, it is still
advisable to manually power off the controller with the main switch when
the gas flow is reduced to prevent any accidental ramping up.
10. Unload furnace:
(a) After the furnace has cooled down to room temperature overnight, go in
through the main clean room and turn off the MFC valve. Open the
main bellows valve and pump to base pressure. Then repeat 2 N2 flushing
cycles to remove any trace contamination before exposing the furnace to
atmosphere. After the final N2 cycle, bring the tube pressure to slightly
above atmosphere (∼ 800 Torr), and then open the exhaust vent valve.
(b) At this point, bring the sample holder boxes out nearby and keep them
open for easily unloading the samples without changing gloves.
(c) Put on a pair of vinyl gloves on top of your nitrile gloves. Put on your
respirator mask and safety glasses, and gently unfasten the pump-side
flange on the tube. Again be careful not to move the tube much. Use
the furnace rod to remove the sample boat, and then gently unload each
sample into its holder box with a pair of clean tweezers while inside the
acrylic hood. You can close the box lids later with a fresh pair of gloves.
(d) Pull the source boat with the leftover powders and chunks out very care-
fully with the furnace rod. Be very careful as to not accidentally release
the powder outside the acrylic hood. While inside the hood, gently open
the waste powder bottle that is stored there, and empty the contents of the
source boat in there. Be careful to not violently agitate the waste bottle
or tap it too hard while it is open, otherwise powder may be released.
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(e) Put both the source and sample boats back into the furnace, fasten the
vacuum flange back on and turn off the exhaust vent valve. Take your
contaminated gloves off first and dispose of them in the contaminated
trash can before taking your respirator off.
(f) Pump the furnace down to base pressure. If you will not be performing
another growth in that week, close all the pump valves and gas input source
valves. Turn the pump off and let the tube sit under vacuum until the next
growth.
(g) Store the samples in a N2 or vacuum desiccator for preventing material
degradation.
A.4 The Dos & Don’ts and special comments
Some special comments regarding the vdWE system:
• If the tube doesn’t pump down to base pressure, then there is likely a leak in
the manifold. Speak with MRC staff to get help on locating and fixing the leak.
• If the tube pressure pumps down to base pressure, but starts rising once the
pump valves are closed then there is likely a “virtual leak”. This is a due to
a higher pressure (but below atmosphere) gas being trapped somewhere in the
manifold between a valve and the tube, which starts leaking into the tube once
it reaches base pressure.
– The usual culprits are the lengths of piping between the MFC on/off valves
and MFC inputs. Open the main pump valve then with the MFC on/off
valve turned off, set the MFC gas flow to 50%. The trapped gas will slowly
be pumped out, and the pressure gauge will go back down after rising up
momentarily.
– A less likely culprit is the defunct exhaust valve on the pump-side vacuum
flange on the tube. If so, carefully turn the valve open while pumping on
the tube. Once it is fully open, the pressure should rise up and then back
down.
– Finally, it is possible that the N2 purge line valve is not shut off completely.
Make sure it is turned off tightly.
– If a future modification to the vacuum manifold is scheduled, be sure to
include quarter-turn on/off valves upstream of the N2 purge valve, and
downstream of all MFCs to prevent virtual leaks in the future.
• It is very likely that the tube pressure starts rising during growth, typically
after the central zone has crossed 400◦ (actual temperature) and there is a
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larger quantity of source precursor. It is only of concern if the pressure is rising
very quickly (more than 1 Torr/min). In that case if the bypass metering valve
is not fully open, then slowly turn the valve to reduce the pressure. Be sure to
not open it too quickly, otherwise the chamber pressure and flux conditions will
not be favorable to growth. If the valve is fully open and the pressure is still
rising too fast, then there are two possible solutions: reduce the MFC gas flow
rate very slowly but steadily until the pressure is stabilized or very gently open
the main bellows valve just a tad to stabilize the pressure. The latter technique
requires a lot of practice and finesse and is not recommended for beginners.
• The Ar-gas line has been connected to the other MFC, but the MFC is calibrated
for H2 not Ar. A gas correction factor (GCF) value must be used to convert
the H2 calibrated gas flow rate to Ar gas flow for the MFC. The vacuum gauge
will also require a calibration to Ar. Speak with MRC staff to get help.
• DO NOT operate the furnace with no gas flow, as the precursor flux can back-
flow into the gas input manifold and contaminate it.
• For low-pressure growths where the main bellows valve is opened, a finer pres-
sure control may be achieved by adjusting the butterfly valve directly down-
stream. This hasn’t been tested before, so must be calibrated in a dry test
run.
• The tube should be changed out once every six months of regular growth, or
any time a new precursor is to be introduced. You can maintain two tubes
simultaneously for two different materials by securely storing one in the quartz
cabinet. Do not use the same tube for multiple compounds as there will be
cross-contamination on the substrates.
For safety, efficiency and equipment longevity purposes, here are a list of dos
and don’ts.
Dos:
• Wear complete clean-room gear while operating the vdWE system for safety.
• Always wear a respirator and safety glasses while loading and unloading the
furnace.
• Always keep an eye on the vacuum gauge while venting or pumping the tube.
• Always turn the exhaust vent valve off after venting the tube.
• Change the pump oil periodically (every six months of regular usage, or if it
has turned dark).
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• Always check the thermal aisle to see if anyone else is working there before
handling powders and putting on your respirator. Wait until they are done.
Don’ts:
• DO NOT turn off the baﬄe on the negative pressure acrylic hood unless advised
by MRC staff.
• DO NOT get distracted during the N2 flushing cycles and filling the tube.
• DO NOT handle source powders and contaminated furnace parts without wear-
ing a respirator.
• DO NOT vent the tube directly to exhaust vent. Always bring it up to slightly
higher than atmosphere (∼ 800 Torr) with N2 purge before venting.
• DO NOT pump on a line open to atmosphere. This will harm the pump.
• DO NOT dispose of contaminated wipes and gloves in general clean room trash.
Only dispose of in the specialized trash near the vdWE furnace.
• DO NOT hesitate to report any accidents (broken quartz ware, leaked powders
etc.) to MRC staff. Their foremost concern is your and other users’ safety.
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Appendix B
Fabrication Processes
This appendix describes the different fabrication processes utilized in this re-
search work.
B.1 SiO2 substrates with alignment marker grid
For most growths it is advisable to have thermal SiO2/Si substrates with
alignment marker grids ready in advance, as they provide a convenient testbed for
quick materials characterization and even device fabrication using e-beam lithography
(EBL). Note that for vdWE growths, it is preferable to have the alignment marker
grid etched into the SiO2 film, rather than having the typical metallic markers. Metal-
lic markers act as nucleation centers for undesirably dense growth and can lead to
unintentional metal doping and contamination. The fabrication steps for the SiO2
substrates are as follows:
1. Obtain 3 – 4 low resistivity n+-Si 4" wafers. High resistivity substrates are
required for RF and microwave applications. Clean the wafers with standard
piranha, 10 cycle DI water, a quick 1:40 HF dip (to remove native oxide), and
another 5 cycle DI water clean in the C16 acid hood, and spin dry them before
loading in the gate-oxide furnace.
2. Load wafers in MRL Gate-ox furnace (use the Field-ox furnace only if Gate-ox
is unavailable). Run the “gate1050” recipe on the furnace controller to obtain
285 – 300 nm of dry thermal SiO2 (check logbooks for time calibration). Only
use dry oxidation recipes, wet oxides are generally much leakier and not good
for device applications. Confirm the thickness using the ellipsometer, after the
oxide has been grown.
3. Spin-coat AZ 5209E photoresist (PR) at 4000 rpm on the wafers and prebake
them at 90◦C on a calibrated hotplate for 90 seconds or in a 90◦C process oven
for 10 minutes. No need to use PR adhesion primers.
4. Load the wafers into one of the two wafer-scale mask aligners (Karl Süss MA6
or EVG) with the standard brightfield alignment marker grid mask and expose
using the i-line UV lamp (365 nm) at 7.5 mW/cm2 constant intensity for 9
seconds in vacuum contact mode. Develop the wafers in standard 2.3%-TMAH
developer (AZ 726 MIF or Dow MF-26A) for ∼ 30 seconds (or a precalibrated
development time) with mild agitation. Rinse the wafers with DI water and
quickly inspect grid patterns under microscope at low illumination (to prevent
pattern degradation).
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5. Load the wafer in the Plasmatherm-#2 RIE in the right-side chamber with a
quartz ring. Use the standard SiO2 etching recipe (CHF3 + O2 at 400 VDC)
for an amount of time that is predetermined to etch the oxide from the marker
grid pattern regions completely. It is recommended to etch it down to the
Si substrate, which helps in obtaining a decent contrast required during EBL
alignment. A marker grid that is only partially etched SiO2 may not provide
enough contrast especially at lower SEM apertures (< 30µm).
6. The PR etch mask will now have polymerized and would be difficult to remove
in solvent cleans. Use a standard piranha clean to remove the PR from the
wafers.
7. Old wafers with alignment marker grids become hydrophobic or have organic
contamination on the surfaces, and should be cleaned with standard piranha
cleans before using as growth substrates.
B.2 Device fabrication for vdWE grown TI
This section describes the standard fabrication process for TI devices vdWE
grown on SiO2/Si substrates, exfoliated vdW materials such as hBN on SiO2/Si susb-
trates, or muscovite mica substrates using standard EBL liftoff techniques with minor
modifications.
B.2.1 EBL for vdWE grown TI
1. Remember that the alignment marker grid on the SiO2 is etched in. Utmost
care must be taken to design the contact leads and pads layout in the EBL
to avoid any overlap with the alignment markers or numbers, otherwise the
metallic leads and pads will short to the exposed Si substrate at the alignment
markers.
2. Spin-coat PMMA A4 at 3000 rpm for 1 minute (or PMMA A2 if contact metal
thicker than 200 nm needs to be deposited). If the TI is grown on exfoliated
hBN, the spinner should be ramped up to 3000 rpm instead of directly spun to
prevent hBN flakes from flying off.
3. Prebake the PMMA on a precalibrated hotplate at 135◦C for 90 seconds. TI
compounds containing chalcogenides can unintentionally get substitutionally
doped if exposed to higher temperatures due to evaporation of high vapor pres-
sure chalcogens.
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4. For TI grown on unpatterned insulating substrates such as mica, another layer
of e-spacer ink must be spin-coated at 2500 rpm for 1 minute to prevent charg-
ing during EBL. It is assumed that the EBL alignment marker grid has been
patterned on the substrate using standard photolithography and metal liftoff.
Refer to Section-B.3.2 for photolithography process on mica substrates.
5. Load the samples in the SEM chamber and perform the standard EBL lithogra-
phy with a dose of 380 µC/cm2. At lower aperture sizes, the etched-in alignment
markers on SiO2 may not be visible very clearly. Contrast must be adjusted,
and alignment must be performed at least 3 times to improve accuracy. Care
must be taken to not accidentally expose any PMMA that can connect the
leads/pads layout with any exposed alignment marker regions.
6. Develop the PMMA using a standard 1:4 MIBK:IPA solution. If feature sizes
or pitches smaller than 500 nm are desired with high shape accuracy, a cold
development (∼ 5◦C) in DI water is much more preferable.
7. Immediately prior to metallization using CHA, run an Ar RIE on the sample in
Plasmatherm-#2 right chamber to remove surface contaminations, oxides and
improve contact adhesion. The power should be 75W, Ar gas flow 20 sccm,
chamber pressure 30 mT and duration less than 15 seconds. Program the final
step to NOT vent to atmosphere when done to keep sample in vacuum and
prevent contact area oxidation.
8. Load the CHA with Ti and Pd (or Au) sources. Vent the RIE, load the samples
then pump down CHA as soon as possible. Deposit 5 nm of wetting layer of Ti
and ∼ 120 – 140 nm of Pd (or Au) for normal contacts. Follow the standard
CHA deposition rules. Contact pad thickness must be more than 100 nm to
successfully wirebond to or survive repeated probing.
9. Even after taking care, if some part of the metallic patterns has accidentally
overlapped with exposed alignment markers, then load an old and used probe
tip on the Cascade Microtech probe station and manually break the metallic
connection by scratching it off with the tip.
10. For devices that require top gating, it is advisable to dry transfer a thin flake (∼
10 – 20 nm) of hBN as the dielectric on top of the TI with patterned contacts.
For dual gated devices, all contact leads near the active device area must be
kept thin (< 20nm) to facilitate easy transfers and clean interfaces. Top-gate
lithography should be carried out in EBL in a following step using the same
process as described above.
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B.2.2 Wirebonding for vdWE grown TI devices
For metal pads on SiO2/Si substrates, the K&S Au Ball Bonder is utilized for
wirebonding to a standard 16-pin dual in-line package (DIP) or the PPMS sample
pucks (e.g., horizontal rotator puck).
1. The 16-pin DIP must have been grinded down at the crescent-shaped notch to
remove the electroplated gold from the location, otherwise the DIP will short
to the PPMS insert’s housing. Use the grinder wheel in the machine shop, after
getting trained by MRC staff. Remember, ALWAYS go in to the shop with a
buddy and NEVER alone for safety.
2. Cleave the SiO2/Si substrate down to size such that it can fit on the sample
holder (3×5 mm2 for DIP and 5×5 mm2 for the PPMS pucks). Be careful not
to damage the patterned devices.
3. If the Si substrate is highly doped then it must be grounded even when a
backgate is not to be applied to prevent any floating potential buildup. The
sample backplate on the DIP is electroplated. You must use a diamond scriber
to gently scratch off the oxide at the back of the Si substrate BEFORE breaking
it into small pieces. Apply a small dab of conductive silver paste to the backside
of the substrate and gently attach it on the DIP by very gently pushing down
it. Let it dry for 5 minutes before bonding.
4. Double-sided Kapton tape can be used to attach the substrate onto a PPMS
puck. However, if a backgate is desired, then first attach a Si sample that has
thick gold (∼ 100 nm) evaporated on it to the puck. Then scratch the oxide on
the back of the device substrate and use the silver paste method to attach it to
the gold sample.
5. Load the DIP onto the lab-jack that is modified to hold it or the PPMS puck
onto the puck holder. You must use one of these two platforms for your package,
as the default ball bonder platform cannot be used.
6. Take a printout of an optical image of your device layout with any relevant
details.
7. Bond the pads on the substrate using the standard two-stitch wirebonding
method:
(a) Bond the ball onto the pad on the substrate. Settings: ball size 5.2, son-
ication power 2.3, sonication time 4.5, tip force 1.1. Keep the loop size
large so that you can comfortably stretch the wire onto the package pads.
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(b) Bond the wedge stitch (crescent) onto the package pads. Settings: sonica-
tion power 4, sonication time 5, force 4. Remember that you cannot use
pads# 1, 8 , 9 and 16 on the 16-pin DIP as they correspond to the pins on
the DIP corners, which aren’t connected to any port in the PPMS insert.
You may have to use a higher sonication power and/or time to bond to
the PPMS puck pads if they’re dirty. Remember you CANNOT bond to
any “THERM” pads if they’re present on the PPMS puck, for electrical
transport measurements.
(c) If you want to change the settings, make sure to practice on dummy sam-
ples with pads first. DO NOT change the ball size too much without
consulting MRC staff. Tips have specific bore sizes and too large or too
small a ball size can clog the tip for good.
8. Note down the device contact to package pad connections on the printed image
of the device for measurement reference.
B.3 CF-vdWE fabrication process
This section describes the fabrication steps required for the CF-vdWE process
on mica substrates.
B.3.1 Prepatterning mica
It is imperative to be very careful with mica substrates as they are transparent
and to keep track of the front side (freshly cleaved side) of the sample.
1. Cleave a mica disk using a clean scalpel and prepare several substrates. Do not
clean them with solvents.
2. Quickly spincoat PMMA A4 at 4000 rpm for 1 minute and prebake the samples
on a precalibrated hotplate at 180◦C for 2 minutes.
3. After the samples have cooled down, spincoat AZ 5209E photoresist at 4000
rpm for 45 seconds. After spincoating PR on all samples, bake them in a 90◦C
process oven in a clean aluminum foil basket for 15 minutes. It is found that
oven-baked PR is more uniform and has better resolution than hotplate baked
PR for mica lithography.
4. Load the mica samples in Karl Süss MA 6 aligner with the growth prepattern
mask (either Layer 0 for growth test annuli structures or L1 for growing Hall bar
and active device regions), and expose them with the 365 nm i-line UV lamp at
7.5 mW/cm2 intensity for 8 seconds in vacuum contact mode. Vacuum contact
mode significantly improves resolution on the transparent mica substrates.
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5. Develop the PR using standard 2.3%-TMAH developers for 35 seconds, rinse
carefully with DI water and dry with N2 gun. Inspect patterns under the mi-
croscope and develop further if necessary. This process describes conventional
positive lithography, i.e., the mask is brightfield (mostly transparent) and resist
is positive (UV exposed regions develop). The features visible in the microscope
would be the PMMA/PR bilayer stack, and the mica regions under the bilayer
stack will be protected from the fluorination plasma process.
6. Meanwhile, a 45 – 60 minute O2-only 300 W clean process should have been
run on the right chamber of Plasmatherm-#2.
7. Once all samples have been developed, load them into Plasmatherm-#2 for the
two-step RIE process:
(a) 100 W, 18 sccm O2, 50 mT chamber pressure, 1 minute 30 seconds to
transfer PR patterns down onto the PMMA film.
(b) (Pump with turbo + Purge with N2)×2
(c) 100 W, 20 sccm CF4 + 3 sccm Ar, 50mT chamber pressure, 1 minute 30
seconds to fluorinate the exposed mica surface for selective-area surface
free energy modification.
8. Inspect the samples under the microscope to check if the PMMA/PR features is
still visible. If it isn’t, the O2 process was too violent and etched all the resist.
These samples may not show good selective-area growth.
9. Put the samples into hot NMP (Remover PG Microchem) beaker at 80◦C
overnight with a covered lid to remove the organic resists.
10. Clean the samples in a fresh bath of Remover PG, then IPA and dry with N2
gun immediately before loading them into the vdWE furnace for growth.
B.3.2 Device fabrication on CF-vdWE grown TI
After the vdWE growth step (as described in Section-A.3), the prepatterned
mica samples should show growth of TI film in the regions that were protected by
the bilayer resist in the lithography process, and negligible to no deposition on the
fluorinated regions. For mica substrates with CF-vdWE grown TI Hall bars and
devices (Layer 1 on the mask), a metal contact layer can be directly aligned on top.
1. Using steps 2 and 3 from the process from Section-B.3.1, spincoat the bilayer
resist on the CF-vdWE TI/mica substrate. While lithography process is on-
going, you can start a 45 – 60 minute 300W O2 clean on the right chamber of
Plasmatherm-#2.
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2. As the alignment on MA6 or MJB4 aligners is done manually, it is advisable to
use the brightfield version of the contact pad patterns (Layer 2) on the mask
such that the TI features are visible during alignment. This requires an image
reversal lithography process. If the darkfield version of the contact pad layer is
being used, then follow the process in steps 4 and 5 from Section-B.3.1. The
image reversal litho process steps are as follows:
(a) Align the brightfield contact pad layer in MA6 manually. Check each
device that is going to be measured, and confirm that the contact leads
fully line up on the TI regions. Utilize the large alignment markers at the
north/south and east/west edges of the die to start alignment. Expose
with the same parameters as step 4 in Section-B.3.1 in vacuum contact
mode. Align and expose all other substrates.
(b) After exposure, bake the substrates in the 110◦C process oven for 150
seconds to invert the resist. If a hotplate is being used, make sure to
calibrate it at 115◦C and bake for 1 minute.
(c) Remove the mask from the aligner and flood expose all substrates individ-
ually on the aligner, at the same intensity for 40 – 45 seconds to reverse
the patterns. Now follow step 5 from Section-B.3.1 for development of the
PR. Inspect the patterns under the microscope and double check that the
image reversal process worked. If not, you must strip the resist bilayer and
start over.
3. Load the developed samples into the right chamber for the two step process:
(a) 100 W, 18 sccm O2, 50 mT chamber pressure, 1 minute 30 seconds to
transfer PR patterns down onto the PMMA film.
(b) (Pump with turbo + Purge with N2)×2
(c) 75W, 20 sccm Ar, 30 mT chamber pressure, less than 15 seconds. Program
the final step to NOT vent to atmosphere when done to keep sample in
vacuum and prevent contact area oxidation.
4. Prepare the CHA for metal deposition similar to Section-B.2.1, and load the
mica samples in for metallization. Care must be taken to load the mica samples.
Remove the sample holder on CHA-2 and first load the mica substrates under
the springs. Use narrow strips of Kapton (polyimide) tape on the side of the
substrate to secure it further. Springs alone will not hold the thin disks. Mica
substrates can also be secured to a glass slide with Kapton tape strips and the
glass slide can be loaded with the springs. Avoid double-sided copper tape, as
it may cleave the mica unevenly while pulling the substrate off.
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Appendix C
Magnetotransport Measurements in PPMS
This appendix describes the PPMS transport measurement setups and pro-
cesses utilized in this research work. All users must familiarize themselves with the
Quantum Design PPMS EverCool II system and should be trained by senior lab mem-
bers before attempting independent experiments. Only Banerjee group students can
be officially trained to use the PPMS unsupervised. Users from other groups must get
permission from Prof. Banerjee to measure their samples in PPMS. It is imperative
to understand the fundamentals of cryogenic magnetotransport measurements before
attempting to even get trained on PPMS. There are many tools and personnel safety
implications when working with PPMS, such as explosive depressurization of com-
pressed He gas, rapid loss of liquid–He, quenching of the superconducting magnet and
many more. Understand the basics of each component of the entire system such as
gas canisters, compressors, vacuum pumps and lines, electrical connections, various
instruments that are used, in order to be best prepared for unusual or emergency
situations. Contact senior lab members and MRC staff for more details and training
on some of these components.
C.1 Electrical connections
VXX
VXY
n+ - Si
B⊥	
VBG
Lock-in 
Vin
Rs ≥ 1 MΩ
Rxx ≤ kΩ
DUT
SRS 830 Lock-ins
 Lock-in breakout box
Cryo chamber
HP 4140b
SMUs
PPMS breakout box
Figure C.1: PPMS transport measurement setup. The schematics on the right show
the typical DC magnetotransport measurement topology.
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The PPMS measurement setup is shown in Fig-C.1. For all measurements
reported in this work, the external SRS 830 lock-in amplifier setup was utilized.
Lock-in amplifiers are used to make low-noise high-sensitivity measurements in a
heterodyne receiver mode, especially to record small changes or fluctuations on a large
signal offset (such as UCF in the MR). The internal PPMS measurement setup was
also found to have suboptimal grounding, which can lead to unwanted electrostatic
discharge (ESD) and damage to the devices. An in-house breakout box (labeled lock-
in breakout box in Fig-C.1) is used externally to provide better grounding. There are
12 channels in the external breakout box, with through BNC connections from front
to back panel. Each channel has a switch that can either through-connect the front
BNC to the back (switch up) or ground the front BNC to the common ground of the
breakout box (switch down). There are also six series resistors that are connected
between the front and back panels, to provide input currents to the device under test
(DUT) in different ranges. Gate voltage to the device is provided by the HP 4140b
SMU, using an HP breakout-box with a triax port that can measure the gate leakage
current IG along with providing the gate voltage VG.
The SRS 830s are digital lock-in amplifiers with an input isolation of 10MΩ
and a large range of sensitivity of 2 nV to 1 V. The master lock-in amp’s (top) internal
reference channel is used to provide a sinusoidal voltage at a low-frequency (typically
11 − 17 Hz at 1V amplitude), which is fed through a series resistor on the breakout
box to provide a sinusoidal current to the DUT. The DUT is measured in a 4-wire
configuration as shown in Fig-C.1 to measure true sheet resistance of the devices. The
voltage drop in the DUT is measured at the signal input terminals of the lock-ins in
differential mode (A−B) with AC input coupling and float shield. This voltage drop
can then be converted to a 4-point resistance by dividing by the input DC current
value (which in turn is the lock-in output voltage divided by the series resistance).
The connections to the DUT are available on the PPMS breakout box (dot-dashed
line in Fig-C.2). Connections from the DUT to the lock-in amp are typically made
via the through ports on the external lock-in amplifier, as shown in Fig-C.2. The
outer shields of all BNCs of the breakout box are shorted with the body. The actual
ground on the breakout box is enforced by the active ground of the lock-in amplifier
via the lock-in Vout cable. This is done in order to prevent formation of any ground
loops by having different active grounds. As long as the internal PPMS SMUs are
not used (the bridge 1, 2, 3 switches on the PPMS breakout box are off), the active
ground of the lock-in will in turn be enforced on the DUT. When in standby mode,
the switches of the ports on the external lock-in breakout box connected to the DUT
should be turned off, which will ground all I and V connections of the device and
prevent stray ESD.
For measurements made with the Agilent B1500 semiconductor parameter
analyzer, triax to coax adaptors must be used for each channel. The B1500 has a
standby mode where all ports are by default grounded to the active ground of the
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instrument. Make sure to turn this mode on before loading your sample in the PPMS.
RS
SRS 830 Vout
I+
Through port
Grounded port
Resistor port
Lock-in breakout box
I-
V+
V-
A B
PPMS 
breakout box
VG
HP 4140b
Figure C.2: Connection topology for PPMS measurement using an external SRS 830
lock-in and an external breakout box. Dashed lines represent connections made from
the backside of the breakout box to the corresponding ports. All lines represent BNC
cables. The ground on the breakout box and hence on the DUT is enforced by the
active ground of the SRS 830.
C.2 Loading the DUT in the PPMS
You MUST make sure that the PPMS sample chamber temperature is at 300
K and the applied magnetic field is zero before loading or unloading samples. It
is preferable to not make any temperature or field dependent measurements when
the PPMS liquid–He level is below 75%. Let the system recover the He gas and
compress it back into liquid if the levels fall below that threshold. This rule applies
even after the measurement has started. If you have to wait a few hours for the
level to recover between two measurements, then go get coffee/dinner. Make all the
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necessary connections from the PPMS breakout box to the external lock-in setup as
shown in Fig-C.2 BEFORE loading the sample. Turn all the switches on the external
lock-in to OFF. This is to prevent accidental ESD from damaging the DUT during
the loading process. If using the B1500, make all the connections from the PPMS
breakout box to the B1500 prior to loading the insert and turn the standby mode
on the B1500 on. The PPMS system has three inserts that are utilized for cryogenic
transport measurements: standard PPMS puck, PPMS horizontal rotator and the
16-pin DIP insert. Most of the transport experiments in this work were performed
by wirebonding the DUT onto the 16-pin socket or the horizontal rotator.
Care must be taken to not accidentally introduce ESD on the device while
loading the sample. It is advisable to wear the ESD wrist-strap while loading the
package onto the insert. Do not wear gloves if you are wearing the wrist-strap.
Avoid directly touching any parts of the insert with bare fingers, as this can lead to
contamination in the sample chamber once the insert is loaded. Load the package
onto the insert with the proper tools: tweezers for the 16-pin DIP and the specialized
tool for the horizontal rotator. When loading the horizontal rotator, it is a good
idea to rotate the sample to 0 degrees on the dial, and then check visually if it is
almost perpendicular to the floor (degree dial on the rotator refers to the angle of
the sample plane). There might be a few degrees offset, which you should note down
in your journal. Once the package is loaded, carefully place the insert back onto the
workbench, remove the workbench wrist-wrap and wear the wrist-wrap connected to
the PPMS breakout box. Then grab the insert off the workbench and slowly lower it
in the chamber. There is a notch at the bottom of all inserts, which will fit within a
corresponding notch in the sample chamber below. Rotate the insert until the notch
matches and the insert is secure (it will go down a bit further when it sits in the
notch). Fasten the appropriate vacuum seal flanges for the insert. Purge and seal the
PPMS sample chamber and wait for the pressure to stabilize.
C.3 Measurement notes
Turn on both lock-in amps and both the HP 4140b SMUs. When using the
external lock-in setup, you must control the PPMS and the external instrumentation
with the LabVIEW VI on the computer in the instrument rack. The computer is con-
nected to the PPMS and the instruments via ethernet and GPIB, respectively. Before
running any LabVIEW VI, you must confirm that the QD PPMS Instrument Server
program on the PPMS computer is active. This program is used to communicate
between the instrument computer and PPMS. Make a note of the PPMS computer
IP address. This is the IP address that should reflect in any LabVIEW VI that is
run from the instrument computer.
Turn on the switches for drain and voltage measurement ports on the external
lock-in breakout box. For a good device, you will see a stable voltage drop on the
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lock-in with a negligible out-of-phase component. A large value of the out-of-phase
component signifies a large reactive component in the device impedance, usually due
to bad contacts (either between the contact metal and your active device region or
between the DUT metal pads and package pads). Adjust the sensitivity range such
that the voltage drop is less than half of the range. Good starting values for the
other lock-in settings such as the integration time and filter slopes are provided as
user inputs or hardcoded as defaults in the LabVIEW VIs. Do not use too large a
temperature or magnetic field ramp up/down rate in the PPMS. For T-sweeps, use a 5
K/min or lower rate and for B-field sweeps use 100 Oe/sec. Faster temperature rates
can lead to higher load on the sample heater and increased wear and tear. Similarly,
very large B-field rates can result in rapid liquid–He boil off and in worst cases can lead
to quenching of the magnet. All LabVIEW programs operate the magnet in the driven
mode by default (where the input current circuit is connected to the superconducting
magnet). Driven mode always leads to some noise, but for good devices these noise
amplitudes translate to negligible variation in the measured resistances. If noise is an
issue, the magnet can be operated in the persistent mode instead, where the input
current circuit is cut off from the magnet once the supercurrent inside the magnetic
coil is established. Persistent mode is very slow, and sweeping the B-field in this
mode requires days. It is advisable to use persistent mode only when the externally
applied B-field is to be kept at a fixed value, while other parameters are being swept.
Persistent mode fields slowly decay with the supercurrent.
Do not change the LabVIEW VIs without express permission of the senior
students in the lab. Study the VIs in detail before making any changes and PLEASE
make backups of older copies BEFORE changing any code. Remember, an exper-
imental measurement is only as believable as your own understanding of the mea-
surement setup. A 4-wire measurement setup DOES NOT guarantee a measurement
totally independent of contact-impedance related effects. If current injecting con-
tacts (drain/source) are very high impedance (large Schottky barriers or bad metal
adhesion) or suffer from large Fermi-level pinning, a voltage drop measured via dif-
ferent contact probes may not be independent of deleterious effects of the injecting
contacts. Not all oscillations observed in the magnetoresistance measurements are
Shubnikov–de Haas oscillations nor is all noise universal conductance fluctuations.
Rule out the simplest answer (bad contacts, bad connections, ground loops etc.) by
repeating measurements under different conditions or by varying another degree of
freedom (temperature, B-field, E-field etc.).
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