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Resumo O presente trabalho tem por base a criação de recursos digitais de apoio ao
ensino de derivadas no ensino secundário. Para tal o estudo teve como base
o conceito, as propriedades e regras de derivadas; teoremas de funções de-
riváveis; estudo de extremos e monotonia de funções; derivada de segunda
ordem, sentidos de concavidades e pontos de inflexão. Nos recursos digi-
tais criados, recorreu-se ao software Sage Mathematics e pacote MegUA. Os
mesmos estão disponíveis na plataforma aberta SIACUA.

Keywords Derived, Digital Resources, Sage Mathematics, MegUA, SIACUA
Abstract This work is based on the creation of digital resources to support the teaching
of derivatives in secondary education. Therefore this study was based on the
concept, properties and rules of derivatives; theorems of derivative functions;
study of extreme and monotony of functions; second order derivative, direction
of concavities and inflection points. The digital resources were created, mak-
ing use of the Sage Mathematics Software and the MegUA package. They are
available in the open platform SIACUA.
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Cap´ıtulo 1
Introduc¸a˜o
1.1 Organizac¸a˜o do estudo
O presente trabalho esta´ organizado em treˆs partes. No primeiro cap´ıtulo,
e´ referido a importaˆncia das TIC no processo ensino aprendizagem, uma nota
histo´rica da evoluc¸a˜o do ca´lculo diferencial ao longo dos tempos e a sua im-
portaˆncia atual no curr´ıculo de Matema´tica no ensino secunda´rio.
No segundo cap´ıtulo, sa˜o referidos os conceitos teo´rica subjacentes ao es-
tudo das derivadas no ensino secunda´rio, onde sa˜o explorados alguns pontos
de interesse para o restante trabalho, para ale´m das refereˆncias bibliogra´ficas
citadas, tambe´m foram consultadas outras obras que abordavam este assunto,
nomeadamente livros de Ca´lculo de Apostol[1], Ostrowski [17], Piskounov [20]
e Swokowski [29].
No terceiro cap´ıtulo, e´ feito uma descric¸a˜o do MegUA, do Sage Mathema-
tics e SIACUA, seguido da resoluc¸a˜o detalhada de dois exerc´ıcios, criados no
aˆmbito deste trabalho. Para a criac¸a˜o dos exerc´ıcios, a pesquisa incidiu em
manuais e livros de apoio ao ensino secunda´rio.
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1.2 As TIC no Ensino da Matema´tica
O professor de matema´tica para ter sucesso no processo de ensino apren-
dizagem, para ale´m de possuir um conhecimento profundo dos conteu´dos ma-
tema´ticos, deve usufruir de competeˆncias que permitam manipular habilmente
as novas tecnologias. Com o desenvolvimento do Plano Tecnolo´gico Escolar
surgiu a oportunidade de transformar as escolas portuguesas em espac¸os de in-
teratividade e de partilha sem barreiras, de forma a preparar as novas gerac¸o˜es
para os desafios da sociedade do conhecimento [21]. Na comunidade educativa,
a` semelhanc¸a da restante sociedade, a informac¸a˜o circula ra´pida e livremente,
as Tecnologias de Informac¸a˜o e Comunicac¸a˜o (TIC), teˆm um papel cada vez
mais influente e imprescind´ıvel na vida dos nossos educandos, pois o compu-
tador pessoal, os tablets e o telemo´vel, sa˜o uma realidade. O professor tem
de estar apto para dar respostas aos novos desafios. Os modelos curricula-
res incidem em competeˆncias transversais e na realizac¸a˜o de tarefas de uma
forma auto´noma por parte do aluno. As TIC sa˜o uma ferramenta importante
na vida do professor, na medida que permitem produzir novas situac¸o˜es de
aprendizagem e novas metodologias de trabalho.
“Uma sociedade em constante mudanc¸a coloca um permanente de-
safio ao Sistema Educativo. As tecnologias de informac¸a˜o e comu-
nicac¸a˜o (TIC) sa˜o um dos factores mais salientes dessa mudanc¸a
acelerada, a que este Sistema Educativo tem de ser capaz de res-
ponder rapidamente, antecipar e, mesmo, promover[16].”
O docente quando planifica a aula, para ale´m de definir os objetivos,
conteu´dos, atividades a concretizar, opc¸a˜o metodolo´gica a adotar e tipo de
avaliac¸a˜o, deve prever este instrumento de trabalho, que permite ao aluno,
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na maior parte das vezes uma compreensa˜o mais prof´ıcua do conteu´do a ser
apreendido. Atualmente, alunos e professores dispo˜em de uma grande diver-
sidade de recursos, que podem contribuir para o sucesso dos processos de
ensino-aprendizagem e melhorar a qualidade das aprendizagens.
Estes instrumentos, tanto f´ısicos como virtuais, podem tornar os processos
formativos mais apelativos, por vezes mais rigorosos e de melhor compreensa˜o,
estimulando assim o gosto dos alunos em aprender, potenciando o desenvolvi-
mento das suas capacidades e, consequentemente, contribuindo para o sucesso
das suas aprendizagens.
O computador e´ uma ferramenta poderos´ıssima de ca´lculo que veio revo-
lucionar o mundo matema´tico. Certos procedimentos que anteriormente eram
feitos manualmente e demoradamente, sa˜o agora feitos de forma precisa e vi-
sualmente atraentes, de forma a cativar a atenc¸a˜o e interesse do aluno.
1.3 A evoluc¸a˜o do ca´lculo diferencial
O grande avanc¸o que a cieˆncia e a tecnologia sofreram ao longo do se´culo
XX foi poss´ıvel, em grande parte, grac¸as ao desenvolvimento do ca´lculo dife-
rencial e integral.
A origem do conceito derivada surgiu nos problemas geome´tricos que en-
volviam a reta tangente a uma curva num dado ponto, estudados na Gre´cia
cla´ssica. Pore´m so´ no se´culo XVII, Isaac Barrow(1616-1703) estabeleceu a
relac¸a˜o entre integrac¸a˜o e diferenciac¸a˜o como problemas inversos um do ou-
tro, e mais tarde, dois homens geniais, Isaac Newton e Gottfried Leibniz,
contribu´ıram de forma decisiva para que a matema´tica sofresse avanc¸os extra-
ordina´rios, ao criarem, separadamente um do outro, o ca´lculo infinitesimal.
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“Leibniz inventou o seu ca´lculo entre 1673 e 1676. Usou pela pri-
meira vez o s´ımbolo de integral, um S alongado, derivado da pri-
meira letra da palavra latina summa (soma) em 29 de outubro de
1675. O objetivo era indicar uma soma de indivis´ıveis. Algumas
semanas depois ele ja´ escrevia diferenciais e derivadas como o faze-
mos hoje, assim como escrevia
∫
x dy e
∫
y dx para integrais.”[7]
Leibniz deduziu muitas das regras de diferenciac¸a˜o que os alunos aprendem
logo no in´ıcio de um curso de ca´lculo [7]. A Leibniz juntaram-se mais tarde
os irma˜o Bernoulli1 que antes do final do se´culo tinham encontrado a maior
parte do nosso ca´lculo [27].
Muitos outros matema´ticos contribu´ıram para o ca´lculo diferencial como
hoje o conhecemos, e´ o caso de Leonard Euler (1707-1783) que estudou proble-
mas de ca´lculo diferencial e deixou sobre este assunto, entre mais de oitocentas
obras, o livro Princ´ıpios do ca´lculo diferencial (1755).
Uma definic¸a˜o rigorosa do conceito de infinite´simos (e portanto, do conceito
de derivadas) so´ surgiu nos Princ´ıpios Mathema´ticos do matema´tico portugueˆs
Jose´ Anasta´cio da Cunha (1744-1787) [27].
1.4 Derivadas no curr´ıculo do Ensino Secunda´rio
A noc¸a˜o de derivada foi introduzida no ensino liceal portugueˆs em 1905, e
como em muitas a´reas, sofreu mudanc¸as de acordo com as e´pocas, contudo o
treino do ca´lculo com expresso˜es alge´bricas e a pra´tica de exerc´ıcios artificiosos
com limites e derivadas, nunca chegaram a perder por completo o seu lugar
[26].
1Jacok (1654-1705), Nikolaus (1662-1716) e Johann (1667-1748)
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No aˆmbito da revisa˜o do Curr´ıculo Nacional iniciada em 2011, e em con-
tinuidade com o Programa de Matema´tica para o Ensino Ba´sico, homologado
pelo Despacho n.o 9888-A/2013, publicado no Dia´rio da Repu´blica, 2.a se´rie,
n.o 143, de 26 de julho de 2013, a ser aplicado no 10.o ano, no ano letivo
2015-16, o Programa proposto estabelece o conjunto de conhecimentos e de
capacidades essenciais que os alunos devem adquirir e desenvolver no decurso
do Ensino Secunda´rio, na disciplina de Matema´tica A.
No que respeita ao tema Ca´lculo Diferencial, no Novo Programa de Ma-
tema´tica A, sera˜o introduzidos e em alguns casos reintroduzidos conceitos
como: O Teorema de Lagrange e de Rolle; Cinema´tica do ponto; Aplicac¸o˜es
aos osciladores harmo´nicos, Primitivas e Ca´lculo Integral.
Tendo em conta o desenho curricular, com o Novo Programa de Ma-
tema´tica A, os conceitos de velocidade e de acelerac¸a˜o, assumem especial
relevaˆncia, por exemplo, a aplicac¸a˜o do ca´lculo diferencial a` cinema´tica do
ponto, onde e´ proposta especificamente a aplicac¸a˜o da noc¸a˜o de derivada a`
cinema´tica do ponto [3].
No pro´ximo cap´ıtulo sera´ desenvolvido a noc¸a˜o de tangente, ficando aqui
uma breve refereˆncia a` cinema´tica do ponto que e´ caracterizada pelo movi-
mento de um ponto em relac¸a˜o a um referencial e os conceitos de velocidade
e acelerac¸a˜o.
Considerando a func¸a˜o s de varia´vel t, isto e´, s = s(t) e um ponto P, mo´vel
sob o gra´fico (ver figura 1.1).
Sendo t0 e t1, dois instantes distintos (com t0 < t1) a velocidade me´dia
no intervalo [t0, t1] e´ a dada por:
vm =
s1 − s0
t1 − t0 =
s(t1)− s(t0)
t1 − t0
Podemos tambe´m escrever, t1 − t0 = ∆t, ou seja t1 = t0 + ∆t e tambe´m,
6 Cap´ıtulo 1. Introduc¸a˜o
Figura 1.1: Func¸a˜o s(t)
s(t1)− s(t0) = ∆s, ou seja s(t0 + ∆t)− s(t0) = ∆s.
Teremos enta˜o
vm =
s(t0 + ∆t)− s(t0)
∆t
=
∆s
∆t
podendo ainda escrever-se
vm =
s(t0 + h)− s(t0)
h
Ou seja, quando a func¸a˜o s estabelece uma correspondeˆncia entre tempo e
distaˆncia percorrida, e´ habitual chamar velocidade me´dia.
De forma ana´loga a velocidade instantaˆnea (velocidade de P no instante
t0) e´ dada pelo limite quando t → t0 da velocidade me´dia no intervalo de
extremos t0 e t 6= t0:
v(t0) = lim
t→t0
s(t)− s(t0)
t− t0 , ou fazendo t− t0 = h, v(to) = limh→0
s(t0 + h)− s(t0)
h
desde que o limite exista.
A velocidade e´ importante para estudar o movimento de um mo´vel ao longo
de uma reta, mas a maneira como a velocidade varia tambe´m e´ importante.
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Na f´ısica, a acelerac¸a˜o e´ definida como a variac¸a˜o da velocidade em relac¸a˜o ao
tempo, isto e´, se a velocidade no instante t e´ dada por v(t), enta˜o a acelerac¸a˜o
me´dia neste instante sera´ dada por:
v(t)− v(t0)
t− t0
e o seu limite quando t → t0, se existir, e´ a acelerac¸a˜o do movimento de P
no instante t0.
a(t0) = lim
t→t0
v(t)− v(t0)
t− t0
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Cap´ıtulo 2
Derivadas
O conceito de derivada esta´ intimamente relacionado a` taxa de variac¸a˜o
instantaˆnea de uma func¸a˜o.
A modelac¸a˜o matema´tica permite descrever, interpretar e prever a evoluc¸a˜o
de um grande nu´mero de situac¸o˜es reais, o seu estudo pode ser inserido nas
diversas a´reas do conhecimento o qual esta´ presente no quotidiano das pessoas,
por exemplo, no ca´lculo da taxa de crescimento de uma certa populac¸a˜o, da
taxa de crescimento econo´mico de um pa´ıs, da taxa de reduc¸a˜o da mortali-
dade infantil, da taxa de variac¸a˜o de temperaturas, da velocidade de corpos
ou objetos em movimento. Enfim, existe uma pano´plia de exemplos sobre a
variac¸a˜o de uma func¸a˜o num determinado momento [28].
2.1 Taxa de Variac¸a˜o
Definic¸a˜o 1. Seja f uma func¸a˜o real cont´ınua e seja I um intervalo aberto
contido no seu domı´nio.
Dados x0 ∈ I e x1 ∈ I, com x0 6= x1, chama-se taxa me´dia de variac¸a˜o,
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ou taxa de variac¸a˜o me´dia e designa-se por t.m.v.[x0,x1] ao quociente entre a
variac¸a˜o da func¸a˜o f no intervalo [x0, x1] e a amplitude do intervalo, ou seja:
t.m.v.[x0,x1] =
f(x1)−f(x0)
x1−x0
O numerador da frac¸a˜o representa o acre´scimo ou variac¸a˜o da func¸a˜o f
no intervalo de extremos x0 e x1. A taxa me´dia de variac¸a˜o traduz a variac¸a˜o
me´dia de f por cada unidade de variac¸a˜o independente.
2.1.1 Interpretac¸a˜o Geome´trica e Coeficiente angular
Seja a reta definida pelos pontos (x0, f(x0)) e (x1, f(x1)) e a func¸a˜o f(x)
cujo gra´fico esta´ representado na figura 2.1.
Definimos como coeficiente angular ou declive de uma reta am = f(x1)−f(x0)x1−x0 .
Geometricamente, a taxa me´dia de variac¸a˜o de f corresponde ao declive da
Figura 2.1: Taxa me´dia de variac¸a˜o no intervalo [x0, x1]
secante que une os pontos (x0, f(x0)) e (x1, f(x1)) do gra´fico de f . O coefici-
ente m e´ constante e igual a` tangente do aˆngulo formado entre a reta e o eixo
Ox.
Quando a func¸a˜o f traduz uma correspondeˆncia entre tempo e distaˆncia per-
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corrida, a` taxa me´dia de variac¸a˜o e´ habitual chamar-se velocidade me´dia
Da definic¸a˜o 1 decorre que:
• Se uma func¸a˜o e´ estritamente crescente (decrescente) num intervalo, a
taxa me´dia de variac¸a˜o da func¸a˜o nesse intervalo e´ positiva (negativa);
• Se uma func¸a˜o e´ constante num intervalo, enta˜o a taxa me´dia de variac¸a˜o
da func¸a˜o nesse intervalo e´ zero.
Os rec´ıprocos destas afirmac¸o˜es na˜o sa˜o verdadeiros como podemos ver no
exemplo 1.
Exemplo 1. Consideremos a func¸a˜o definida por s(t) = 0.5t3− 4t2 + 7.5t+ 2
em R e representada na figura 2.2.
No intervalo [0, 2] : t.m.v.[0,2] =
s(2)−s(0)
2−0 =
5−2
2 =
3
2 e a taxa me´dia de
Figura 2.2: Func¸a˜o s(t)
variac¸a˜o e´ positiva e, no entanto, a func¸a˜o cresce e decresce, em intervalos
contidos em [0, 2], na˜o sendo, por isso, crescente em todo o intervalo. E, no
intervalo [1, 2] : t.m.v.[1,2] =
s(2)−s(1)
2−1 =
5−6
1 = −1, a taxa me´dia de variac¸a˜o,
e´ negativa e, no entanto, a func¸a˜o cresce e decresce, em intervalos contidos
em [1, 2], na˜o sendo, por isso, decrescente em todo o intervalo. Mais, no
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intervalo [0, 3] : t.m.v.[0,3] =
s(3)−s(0)
3−0 =
2−2
2 = 0 a taxa e´ nula e, no entanto,
a func¸a˜o cresce e decresce, em intervalos contidos em [0, 3], na˜o sendo, por
isso, constante em todo o intervalo.
Assim, a taxa me´dia de variac¸a˜o pode ser positiva, negativa ou nula num
intervalo e a func¸a˜o na˜o ser crescente, decrescente ou constante, respetiva-
mente, nesse intervalo.
2.1.2 Taxa de variac¸a˜o como derivada
Definic¸a˜o 2. Chamamos taxa de variac¸a˜o instantaˆnea ou derivada de f no
ponto de abcissa x0, com x0 ∈ Df e representamos por f ′(x0) ou dfdx(x0) ao
limite quando existe e e´ finito
f ′(x0) = lim
x→x0
f(x)− f(x0)
x− x0 ,
isto e´, se o limite e´ um nu´mero real. Neste caso, f diz-se diferencia´vel em x0.
Assim, se a derivada de f num ponto x0 e´ finita, diz-se “f e´ diferencia´vel
no ponto x0” com o mesmo significado de “f tem derivada finita no ponto x0”
[8]. Se f tem derivada finita em todos os pontos do seu domı´nio, dizemos,
simplesmente, que f tem derivada finita ou diferencia´vel.
Contudo a derivada de uma func¸a˜o num ponto pode ser infinita, dado que
a derivada de uma func¸a˜o num ponto e´ um limite, e este pode ser infinito [10].
Fazendo x = x0 + h obte´m-se imediatamente a fo´rmula, por vezes mais
pra´tica no ca´lculo de derivadas:
f ′(x0) = lim
h→0
f(x0 + h)− f(x0)
h
A taxa de variac¸a˜o me´dia (instantaˆnea) tambe´m se designa por velocidade
me´dia (instantaˆnea) ou taxa de crescimento me´dia (instantaˆnea), consoante o
contexto em que se aplica.
2.1 Taxa de Variac¸a˜o 13
No ca´lculo diferencial, existe notac¸o˜es diferentes para a derivada, as mais
importantes sa˜o as de Lagrange, Leibniz e Newton. Estas sa˜o utilizadas con-
forme a circunstaˆncia ou convenieˆncia.
Leibniz foi um autodidata que viveu no se´culo XVII e adquiriu grandes
conhecimentos na a´rea de Filosofia, Direito, Teologia e Matema´tica [4]. Ele
percebeu a importaˆncia das notac¸o˜es no aux´ılio dos ca´lculos. A notac¸a˜o de
Leibniz e´ a mais comum quando uma func¸a˜o envolve duas varia´veis, por exem-
plo, se f(x, y) denota-se ∂f∂x a` derivada de f em ordem a x e a
∂f
∂y derivada de
f em ordem a y.
Na notac¸a˜o de Lagrange, a derivada de uma func¸a˜o f e´ escrita como f ′(x)
e leˆ-se “f linha de x”. Para calcular a segunda derivada usa-se a notac¸a˜o
f ′′(x).
Newton criou uma notac¸a˜o que e´ bastante usada em alguns livros te´cnicos,
por exemplo, na Mecaˆnica Teo´rica onde, a grandeza velocidade (derivada de
x em relac¸a˜o a t, tempo) denota-se por v = x˙(t) e na segunda lei de Newton
(forc¸a resultante e´ o produto da massa pela acelerac¸a˜o) e´ enunciada em termos
de derivadas, por a = x¨(t).
2.1.3 Reta tangente
Consideremos a func¸a˜o f representada graficamente na figura 2.3. Seja A
o ponto do gra´fico de f com abcissa x0 e seja P o ponto mo´vel do gra´fico de
abcissa x, sobre o gra´fico f , de modo que x se aproxima de x0 tanto quanto
quisermos.
Definic¸a˜o 3. Seja f uma func¸a˜o definida num intervalo aberto I ⊆ Df e x0
um ponto do seu domı´nio. Se f ′(x0) existe e e´ finita, a reta que passa no ponto
A(x0, f(x0)), e tem declive f
′(x0) a reta tangente ao gra´fico de f no ponto A
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Figura 2.3: Reta tangente a f no ponto A
tem equac¸a˜o
y = f ′(x0)(x− x0) + f(x0).
Notas:
1. A equac¸a˜o da reta normal ao gra´fico de f no ponto A(x0, f(x0)) e´
y = − 1f ′(x0)(x− x0) + f(x0) se f ′(x0) 6= 0.
2. Quando f ′(x0) = 0, a equac¸a˜o da reta tangente ao gra´fico e´ y = f(x0)
e a equac¸a˜o da reta normal ao gra´fico e´ uma reta paralela ao eixo das
ordenadas do tipo x = x0.
2.1.4 Derivadas laterais
A noc¸a˜o de derivada de uma func¸a˜o num ponto tem um cara´cter local, isto
e´, depende apenas do comportamento da func¸a˜o numa vizinhanc¸a do ponto e
quando existe, a derivada de uma func¸a˜o num ponto e´ u´nica.
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Definic¸a˜o 4. Seja f uma func¸a˜o real de varia´vel real e x0 um ponto do domı´nio
de f . Diz-se que f e´ deriva´vel a` esquerda em x0 se existe
lim
x→x−0
f(x)− f(x0)
x− x0 ou limh→0−
f(x0 + h)− f(x0)
h
,
a que se chama derivada lateral a` esquerda em x0 e se representa por f
′(x−0 );
f e´ deriva´vel a` direita em x0 se existe
lim
x→x+0
f(x)− f(x0)
x− x0 ou limh→0+
f(x0 + h)− f(x0)
h
,
a que se chama derivada lateral a` direita em x0 e se representa por f
′(x+0 ).
Se existirem e forem iguais as derivadas laterais em x0, enta˜o existe f
′(x0).
Geometricamente, a derivada a` esquerda em x0 representa o declive da
semitangente a` esquerda e a derivada a` direita de x0 representa o declive da
semitangente a` direita de x0. Como se pode observar no exemplo da figura
2.4, a func¸a˜o f apresenta um ponto anguloso, ou seja, existe derivada em x0,
mas f ′(x−0 ) 6= f ′(x+0 ).
Figura 2.4: Derivadas laterais
Para que exista derivada de f em x = x0 as semitangentes em x = x0
devem estar no prolongamento uma da outra.
Definic¸a˜o 5. Se x0 e´ um ponto interior de I, dizemos que f tem derivada
infinita se f ′(x−0 ) = f
′(x+0 ) = +∞, ou f ′(x−0 ) = f ′(x+0 ) = −∞.
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Geometricamente, se f teˆm derivada infinita em x0; o gra´fico de f(x)
admite uma reta tangente em (x0, f(x0)) paralela ao eixo das ordenadas.
Definic¸a˜o 6. Diz-se que uma func¸a˜o f e´ deriva´vel num intervalo aberto ]a, b[
(finito ou na˜o), se o e´ em todos os pontos desse intervalo.
Uma func¸a˜o f e´ deriva´vel num intervalo fechado [a, b] se e´ deriva´vel em
]a, b[ e se existem derivadas a` direita de a e a` esquerda de b, isto e´, se existem
e sa˜o finitos os limites
lim
h→0+
f(a+ h)− f(a)
h
e lim
h→0−
f(b+ h)− f(b)
h
.
Exemplo 2. Seja f uma func¸a˜o de domı´nio R, definida por
f(x) =

−x2 + 1 se x ≥ 1
−2x+ 2 se x < 1
.
Existira´ f ′(1)?
Observando a representac¸a˜o gra´fica da func¸a˜o f(x) na figura 2.5, parece que
Figura 2.5: Gra´fico de f(x)
a semitangente da esquerda esta´ no prolongamento da semitangente da direita,
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podendo assim existir f ′(1). Analiticamente, tem-se:
f ′(1+) = lim
x→1+
f(x)− f(1)
x− 1
= lim
x→1+
−x2 + 1− 0
x− 1
= lim
x→1+
−(x+ 1)(x− 1)
x− 1
= lim
x→1+
[−(x+ 1)]
= −2
e,
f ′(1−) = lim
x→1−
f(x)− f(1)
x− 1
= lim
x→1−
−2x+ 2− 0
x− 1
= lim
x→1−
−2(x− 1)
x− 1
= −2
Como f ′(1+) = f ′(1−) = −2, enta˜o a derivada da func¸a˜o f no ponto x = 1
existe e f ′(1) = −2.
Seja agora a func¸a˜o f de domı´nio R, definida por f(x) = |x− 1|. Existira´
f ′(1)? Como
f(x) =
 x− 1 se x ≤ 1−x+ 1 se x > 1
com representac¸a˜o parcial na figura 2.6. Temos neste caso,
f ′(1−) = lim
x→1−
f(x)− f(1)
x− 1 = limx→1−
x− 1− 0
x− 1 = 1 mas,
f ′(1+) = lim
x→1+
f(x)− f(1)
x− 1 = limx→1+
−x+ 1− 0
x− 1 = −1.
Logo f ′(1+) 6= f ′(1−), e portanto, na˜o existe f ′(1).
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Figura 2.6: Gra´fico de |x− 1|
Considere-se ainda o seguinte caso:
Seja f , de domı´nio R+0 definida por f(x) =
√
x. Sera´ que existe f ′(0)?
Figura 2.7: gra´fico de
√
x
A func¸a˜o, representada parcialmente na figura 2.7, na˜o esta´ definida a`
esquerda de zero, assim na˜o faz sentido calcular f ′(0−). Neste caso f ′(0) =
f ′(0+), se existir.
f ′(0+) = lim
x→0+
f(x)− f(0)
x− 0 = limx→0+
√
x− 0
x
= lim
x→0+
√
x
x2
= lim
x→0+
√
1
x
= +∞.
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Pela definic¸a˜o 2, f na˜o e´ diferencia´vel no ponto x = 0. Este exemplo foi
adaptado de [15].
2.1.5 Derivabilidade e continuidade
A continuidade de uma func¸a˜o num ponto e a existeˆncia de derivada da
func¸a˜o nesse ponto esta˜o relacionados entre si. No estudo das derivadas late-
rais e das derivadas infinitas e´ comum depararmo-nos com situac¸o˜es do tipo: a
func¸a˜o e´ cont´ınua num ponto e na˜o tem derivada nesse ponto; e´ cont´ınua num
ponto e tem derivada infinita nesse ponto; na˜o e´ cont´ınua num ponto e tem
derivada infinita nesse ponto ou na˜o e´ cont´ınua num ponto e na˜o tem derivada
nesse ponto.
Para responder a estas questo˜es temos o teorema 9. Para demonstrar os teo-
remas que se seguem necessitamos definir alguns conceitos.
Definic¸a˜o 7. Dizemos que um ponto a ∈ R e´ um ponto de acumulac¸a˜o do
conjunto I ⊂ R se para todo ε > 0 existe um ponto a ∈ I tal que |x− a| < ε.
Definic¸a˜o 8. Dada uma func¸a˜o f e um ponto x0 ∈ Df , diz-se que f e´ cont´ınua
no ponto x0 se existir lim
x→x0
f(x) e se lim
x→x0
f(x) = f(x0).
Teorema 9. Toda a func¸a˜o com derivada finita num ponto do seu domı´nio e´
cont´ınua nesse ponto.
Demonstrac¸a˜o:
Suponhamos que a func¸a˜o f tem derivada finita no ponto de abcissa x0.
Tem-se que:
f(x)− f(x0) = f(x)− f(x0)
x− x0 × (x− x0), x 6= x0
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Aplicando limites, vem:
lim
x→x0
(f(x)− f(x0)) = lim
x→x0
[
f(x)− f(x0)
x− x0 × (x− x0)
]
= lim
x→x0
[
f(x)− f(x0)
x− x0
]
× lim
x→x0
(x− x0)
= f ′(x0)× 0
Como f ′(x0) e´ finita, tem-se lim
x→x0
f(x) = f(x0), de acordo com a definic¸a˜o 8.
Logo a func¸a˜o f e´ cont´ınua no ponto x0.
Note-se que o rec´ıproco deste teorema na˜o e´ verdadeiro. Ha´ func¸o˜es
cont´ınuas num ponto que na˜o teˆm derivada finita nesse ponto. Como se pode
observar no exemplo 3, a func¸a˜o e´ cont´ınua em R, mas na˜o tem derivada no
ponto de abcissa x = 0.
Exemplo 3. Sejam as func¸o˜es de domı´nio R, definidas por
f(x) = |x|; g(x) = 3√x; h(x) = 3
√
|x|.
Sera˜o as func¸o˜es deriva´veis em todos os pontos do seu domı´nio?
Analisando
f(x) =
 x se x ≥ 0−x se x < 0
Tem-se,
f ′(0−) = lim
x→0−
f(x)− f(0)
x− 0 = limx→0−
−x− 0
x
= −1
e, f ′(0+) = lim
x→0+
f(x)− f(0)
x− 0 = limx→0+
x− 0
x
= 1.
Como f ′(0+) 6= f ′(0−) na˜o existe f ′(0). Na sua representac¸a˜o gra´fica, figura
2.8, pode se observar que na˜o e´ poss´ıvel trac¸ar a tangente ao gra´fico da func¸a˜o
em x = 0.
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Figura 2.8: gra´fico de
√
x
Figura 2.9: Gra´fico de g(x).
Considerando agora a func¸a˜o g definida em R por g(x) = 3
√
x. Temos,
g′(0−) = lim
x→0−
g(x)− g(0)
x− 0 = limx→0−
3
√
x
x
= lim
x→0−
3
√
x
x3
= lim
x→0−
3
√
1
x2
= +∞
e,
g′(0+) = lim
x→0+
g(x)− g(0)
x− 0 = limx→0+
3
√
x
x
= lim
x→0+
3
√
x
x3
= lim
x→0+
3
√
1
x2
= +∞.
Como g′(0+) = g′(0−) enta˜o g′(0) = +∞. Assim, tem derivada infinita
em x = 0, mas na˜o e´ diferencia´vel. A reta tangente ao gra´fico da func¸a˜o no
ponto de abcissa zero e´ uma reta vertical.
Considere-se agora, a func¸a˜o definida em R, por h(x) = 3
√|x|. Temos,
h′(0−) = lim
x→0−
h(x)− h(0)
x− 0 = limx→0−
3
√|x|
x
= lim
x→0−
3
√−x
x3
= lim
x→0−
3
√
−1
x2
= −∞,
mas,
h′(0+) = lim
x→0+
h(x)− h(0)
x− 0 = limx→0+
3
√
x
x
= lim
x→0+
3
√
x
x3
= lim
x→0+
3
√
1
x2
= +∞.
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Figura 2.10: h(x) = 3
√|x|
Como h′(0+) 6= h′(0−), na˜o existe derivada em x = 0. ou seja, na˜o existe
uma reta na˜o vertical que seja tangente ao gra´fico da func¸a˜o h no ponto de
abcissa 0.
Assim, conclui-se que a func¸a˜o f admite uma reta tangente vertical no
ponto (x0, f(x0)) se f e´ cont´ınua em x0 e f
′(x+0 ) = f
′(x−0 ) = +∞ ou f ′(x+0 ) =
f ′(x−0 ) = −∞ [1]. Se f ′(x0) aproximar-se de +∞ por um lado e de −∞ por
outro, dizemos que a func¸a˜o tem uma cu´spide (ponta ou extremidade aguda)
ou ponto anguloso em x0. A func¸a˜o h(x) tem um ponto anguloso para x = 0.
2.2 Func¸a˜o derivada e regras ba´sicas de derivac¸a˜o
2.2.1 Func¸a˜o derivada
Definic¸a˜o 10. Se f : I ⊂ R −→ R uma func¸a˜o real de varia´vel real, dife-
rencia´vel em todos os pontos de I, fica definida em I uma nova func¸a˜o que em
cada x ∈ I tem por valor f ′(x).
A func¸a˜o assim definida e´ a func¸a˜o derivada de f . Pode designar-se por
f ′, Df, ou ainda, quando y = f(x), por dfdx ,
dy
dx ou y
′ [8]
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Para evitar o recurso constante a` definic¸a˜o de derivada, utilizam-se as
regras de derivac¸a˜o.
Teorema 11. Seja f uma func¸a˜o real de varia´vel real tal que f(x) = k (k
e´ um nu´mero real) e I um intervalo aberto, se f : I −→ R e´ uma func¸a˜o
diferencia´vel em x0 ∈ I, enta˜o f ′(x0) = 0.
Demonstrac¸a˜o: Se por hipo´tese f e´ uma func¸a˜o diferencia´vel num ponto
x0 de acumulac¸a˜o de Df temos: lim
x→x0
f(x)− f(x0)
x− x0 = limx→x0
k − k
h
= lim
h→0
0
h
,
e portanto f ′(x0) = 0.
Teorema 12. Seja f uma func¸a˜o real de varia´vel real tal que f(x) = kx (k
e´ um nu´mero real) e I um intervalo aberto, se f : I −→ R e´ uma func¸a˜o
diferencia´vel em x0 ∈ I, enta˜o f ′(x0) = k.
Demonstrac¸a˜o: Se por hipo´tese f e´ uma func¸a˜o diferencia´vel num ponto
x0 de acumulac¸a˜o do seu domı´nio temos:
lim
x→x0
f(x)− f(x0)
x− x0 = limx→x0
kx− kx0
x− x0 = limx→x0
k(x− x0)
x− x0 ,
e portanto f ′(x0) = k.
Teorema 13. Seja f e g duas func¸o˜es reais de varia´vel real e I um intervalo
aberto, f, g : I −→ R duas func¸o˜es diferencia´veis em x0 ∈ I, enta˜o f + g e´
diferencia´vel em x0 e tem-se,
(f + g)(x0) = f
′(x0) + g′(x0).
Demonstrac¸a˜o: Se por hipo´tese f e g sa˜o func¸o˜es diferencia´veis num
ponto x0 de acumulac¸a˜o do seu domı´nio, e atendendo, a` propriedade dos limi-
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tes, em que o limite da soma e´ a soma dos limites, temos que:
lim
h→0
(f + g)(x0 + h)− (f + g)(x0)
h
= lim
h→0
f(x0 + h) + g(x0 + h)− [f(x0) + g(x0)]
h
= lim
h→0
f(x0 + h)− f(x0)
h
+ lim
h→0
g(x0 + h)− g(x0)
h
= f ′(x0) + g′(x0),
temos portanto,
(f + g)′(x0) = f ′(x0) + g′(x0).
Observac¸a˜o 1. Podemos aplicar a regra da soma, repetidamente, para calcu-
lar a derivada da soma de treˆs ou mais func¸o˜es deriva´veis.
Por exemplo, considerando treˆs func¸o˜es, f, g e h, diferencia´vel num ponto
x0 ∈ I e f, g, h : I −→ R. Tem-se (f + g + h)′(x0) = [(f + g) + h]′(x0) =
(f + g)′(x0) + h′(x0) = f ′(x0) + g′(x0) + h′(x0). De um modo geral, dado um
nu´mero finito de func¸o˜es diferencia´veis em I a derivada da soma das func¸o˜es
e´ igual a` soma das derivadas de cada uma das func¸o˜es, em I.
Da´-se o nome de func¸a˜o afim a uma func¸a˜o real de varia´vel real, definida
por uma expressa˜o do tipo f(x) = mx + b. De facto as treˆs regras anteriores
permitem calcular a derivada de uma func¸a˜o deste tipo.
f ′(x) = (mx+ b)′ = (mx)′ + (b)′ = m+ 0 = m.
Teorema 14. Seja f e g duas func¸o˜es reais de varia´vel real e I um intervalo
aberto, f, g : I −→ R duas func¸o˜es diferencia´veis em x0 ∈ I, enta˜o f × g e´
diferencia´vel em x0 e tem-se,
(f × g)′(x0) = f(x0)× g′(x0) + g(x0)× f ′(x0).
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Demonstrac¸a˜o: Se por hipo´tese f e g sa˜o func¸o˜es diferencia´veis num
ponto x0 de acumulac¸a˜o do seu domı´nio, e atendendo, a` propriedade dos limi-
tes, em que o limite da produto e´ o produto dos limites, temos que:
lim
h→0
(f × g)(x0 + h)− (f × g)(x0)
h
= lim
h→0
f(x0 + h)× g(x0 + h)− f(x0)× g(x0)
h
.
Adicionando e subtraindo f(x0 + h)g(x0), vem:
lim
h→0
f(x0 + h)g(x0 + h)− f(x0 + h)g(x0) + f(x0 + h)g(x0)− f(x0)g(x0)
h
= lim
h→0
[f(x0 + h)− f(x0)] g(x0) + [g(x0 + h)− g(x0)] f(x0 + h)
h
= lim
h→0
f(x0 + h)− f(x0)
h
· g(x0) + lim
h→0
g(x0 + h)− g(x0)
h
· f(x0 + h)
= f ′(x0) · g(x0) + g′(x0) · f(x0)
e portanto, (f × g)′(x0) = f ′(x0)× g(x0) + f(x0)× g′(x0).
Como consequeˆncia deste teorema a derivada do produto de uma cons-
tante por uma func¸a˜o deriva´vel e´ o produto da constante pela derivada
da func¸a˜o, ou seja,
(k.f(x0))
′ = k.f ′(x0).
Esta regra pode ser ainda alargada ao produto com va´rios fatores,
[(f · g · h)(x0)]′ = (f(x0) · g(x0))′ · h(x0) + (f(x0) · g(x0)) · h′(x0)
=
(
f ′(x0) · g(x0) + f(x0) · g′(x0)
) · h(x0) + f(x0) · g(x0) · h′(x0)
= f ′(x0) · g(x0) · h(x0) + f(x0) · g′(x0) · h(x0) + f(x0) · g(x0) · h′(x0).
Na generalidade e abreviando vem:
(f1 × f2 × · · · × fn)′ = f ′1×f2×· · ·×fn+f1×f ′2×· · ·×fn+· · ·+f1×f2×· · ·×f ′n.
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A regra do produto pode ser aplicada para determinarmos a derivada da
poteˆncia de uma func¸a˜o. Este resultado e´ estabelecido no corola´rio seguinte.
Corola´rio 1. Seja n um inteiro positivo. Se g e´ uma func¸a˜o real de varia´vel
real diferencia´vel em x0 ∈ I e I um intervalo aberto, tal que g : I −→ R, enta˜o
(gn)′ (x0) = n · gn−1(x0) · g′(x0)
assumindo que gn como produto de n fatores iguais a g.
Demonstrac¸a˜o: Se por hipo´tese g e´ uma func¸a˜o diferencia´vel em todos
os pontos do seu domı´nio temos:
(gn(x0))
′ = (g(x0)× · · · × g(x0))′︸ ︷︷ ︸
n fatores
= g′(x0)× g(x0)× · · · × g(x0)︸ ︷︷ ︸
n−1 fatores
+ g(x0)× g′(x0)× · · · × g(x0)︸ ︷︷ ︸
g′(x0)×gn−1(x0)
+
+ · · ·+ g(x0)× g(x0)× · · · × g′(x0)︸ ︷︷ ︸
n−1 fatores
= n · gn−1(x0) · g′(x0).
A regra de derivac¸a˜o para a poteˆncia de expoente natural e´ va´lida quando o
expoente for um nu´mero racional, ou ate´ um nu´mero real qualquer. Prova-se
que:
(fα(x))′ = α× f ′ × fα−1(x)
em qualquer ponto do domı´nio de fα onde esta seja deriva´vel, em particular, a
derivada da raiz quadrada (ou qualquer outro ı´ndice natural) de uma func¸a˜o.(
n
√
f
)′
=
f ′
n n
√
f
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Teorema 15. Seja f e g duas func¸o˜es reais de varia´vel real, com derivada no
intervalo aberto I e se g(x0) 6= 0 para todo x0 ∈ I, enta˜o fg e´ deriva´vel em x0
e tem-se,(
f
g
)′
(x0) =
f(x0)× g′(x0)− g(x0)× f ′(x0)
g2(x0)
, g(x0) 6= 0.
Demonstrac¸a˜o: Se por hipo´tese f e g sa˜o func¸o˜es deriva´veis num ponto
x0 de acumulac¸a˜o do seu domı´nio, e atendendo, a`s propriedades dos limites,
temos que:
lim
h→0
f(x0+h)
g(x0+h)
− f(x0)g(x0)
h
= lim
h→0
f(x0 + h) · g(x0)− f(x0) · g(x0 + h)
g(x0) · g(x0 + h) · h
Se somar e subtrair na expressa˜o anterior f(x0) · g(x0) temos:
(
f
g
)′
(x0) =
= lim
h→0
f(x0 + h) · g(x0) + f(x0) · g(x0)− f(x0) · g(x0)− f(x0) · g(x0 + h)
g(x0) · g(x0 + h) · h
= lim
h→0
g(x0) · [f(x0 + h)− f(x0)]− f(x0) · [g(x0 + h)− g(x0)]
g(x0) · g(x0 + h) · h
= lim
h→0
g(x0) ·
[
f(x0+h)−f(x0)
h
]
− f(x0) ·
[
g(x0+h)−g(x0)
h
]
g(x0) · g(x0 + h)
Portanto,
(
f
g
)′
(x0) =
f ′(x)·g(x)−f(x)·g′(x)
[g(x)]2
.
2.3 Derivada de uma func¸a˜o composta
Definic¸a˜o 16. Dadas duas func¸o˜es, f e g, de domı´nios Df e Dg, respetiva-
mente, chama-se func¸a˜o composta de f com g a` func¸a˜o f ◦ g cujo domı´nio e´
Df◦g = {x : x ∈ Dg ∧ g(x) ∈ Df} e a expressa˜o anal´ıtica e´ (f◦g)(x) = f(g(x)).
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Teorema 17. Se g e´ deriva´vel num ponto x0 e se f e´ deriva´vel em g(x0) enta˜o
f ◦ g e´ deriva´vel em x0 e tem-se:
(f ◦ g)′(x0) = f ′ [g(x0)] · g′(x0).
Demonstrac¸a˜o:
Se as func¸o˜es f e g sa˜o deriva´veis, vem:
lim
x→x0
f [g(x)]− f [g(x0)]
x− x0 = limx→x0
[
f [g(x)]− f [g(x0)]
g(x)− g(x0) ·
g(x)− g(x0)
x− x0
]
= lim
x→x0
f [g(x)]− f [g(x0)]
g(x)− g(x0) · limx→x0
g(x)− g(x0)
x− x0
= lim
x→x0
f [g(x)]− f [g(x0)]
g(x)− g(x0) · g
′(x0)
Se lim
x→x0
f [g(x)]− f [g(x0)]
g(x)− g(x0) e g(x) = u e g(x0) = u0, pela definic¸a˜o 16,
como g e´ cont´ınua em x0 por ser diferencia´vel, u→ u0 quando x→ x0.
Vem, enta˜o:
lim
x→x0
f [g(x)]− f [g(x0)]
g(x)− g(x0) = limu→u0
f(u)− f(u0)
u− u0 · g
′(x0)
ou ainda:
(f ◦ g)′ (x0) = f ′(u0) · g′(x0), sendo u0 = g(x0)
Assim, a derivada da func¸a˜o composta num ponto e´ o produto das derivadas
das componentes nesse ponto, se estas derivadas forem finitas.
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2.4 Derivada da func¸a˜o inversa
Teorema 18. Se f e´ uma func¸a˜o invert´ıvel que admite derivada finita, na˜o
nula, num ponto x0, enta˜o f
−1 e´ deriva´vel em y0 = f(x0) e
(
f−1
)′
(y0) =
1
f ′(x0)
.
Demonstrac¸a˜o: Seja y = f(x) enta˜o,
f ′(x0) = lim
x→x0
f(x)− f(x0)
x− x0 = limx→x0
y − y0
x− x0 = limx→x0
1
x−x0
y−y0
.
Como, quando x→ x0, tambe´m y → y0, pois sendo a func¸a˜o diferencia´vel em
x0 e´ cont´ınua em x0, vem
f ′(x0) =
1
limx→x0
x−x0
y−y0
.
Como x = f−1(y) e x0 = f−1(y0) vem,
f ′(x0) =
1
limy→y0
f−1(y)−f−1(y0)
y−y0
=
1
(f−1)′ (y0)
,
ou seja, (
f−1
)′
(y0) =
1
f ′(x0)
Observac¸a˜o 2. A hipo´tese f ′(a) 6= 0 e´ fundamental, pois caso contra´rio, o
resultado na˜o e´ necessariamente verdadeiro. Tome-se como exemplo a func¸a˜o
bijetiva f(x) = x3. A sua inversa 3
√
x, na˜o e´ deriva´vel na origem como vimos
no exemplo 3.
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2.5 Derivadas de func¸o˜es elementares
Como consequeˆncia imediata da regra de derivac¸a˜o da func¸a˜o composta
temos os seguintes teoremas:
Teorema 19. Seja f uma func¸a˜o real de varia´vel real definida em I tal que
f : I −→ R e´ uma func¸a˜o diferencia´vel em x0 ∈ I, enta˜o
• Sendo f(x0) = ex0 , tem-se f ′(x0) = ex0 .
• Sendo f(x0) = ax0 , a ∈ I tal que a > 0 e a 6= 1, tem-se f ′(x0) = ax0 ln a.
Pelo teorema 17, vem (eu)′ = u′ eu e (au)′ = u′ au ln(a).
Teorema 20. Seja f uma func¸a˜o real de varia´vel real definida em I tal que
f : I −→ R+ e´ uma func¸a˜o diferencia´vel em x0 ∈ I, enta˜o
• Se f(x0) = lnx0, tem-se f ′(x0) = 1x0 .
• Se f(x0) = loga(x0), a ∈ I tal que a > 0 e a 6= 1, tem-se f ′(x0) = 1x0 ln a .
Pelo teorema 17, vem (lnu)′ = u
′
u e (loga u)
′ = u
′
u ln(a) .
Teorema 21. Seja f uma func¸a˜o real de varia´vel real definida em I tal que
f : I −→ R+ e´ uma func¸a˜o diferencia´vel em x0 ∈ I, enta˜o
• Seja f(x0) = sinx0, tem-se f ′(x0) = cosx0.
• Seja f(x0) = cosx0, tem-se f ′(x0) = − sinx0.
Pelo teorema 17, vem (sinu)′ = u′ cosu e (cosu)′ = −u′ sinu.
Teorema 22. Seja f uma func¸a˜o real de varia´vel real definida em I tal que
f : I −→ R e´ uma func¸a˜o diferencia´vel em x0 ∈ R\
{
pi
2 + kpi, k ∈ Z
}
, enta˜o se
f(x0) = tanx0, tem-se f
′(x0) == 1cos2(x0) .
2.6 Monotonia e extremos 31
Pelo teorema 17, vem (tanu)′ = u
′
cos2 u
.
As demonstrac¸o˜es das derivadas das func¸o˜es elementares podem ser con-
sultada em [10].
2.6 Monotonia e extremos
Definic¸a˜o 23. Seja f uma func¸a˜o definida no seu domı´nio D, temos:
• f(a) e´ o ma´ximo absoluto de f se, para qualquer x ∈ D, f(a) ≥ f(x).
• f(a) e´ o mı´nimo absoluto de f se, para qualquer x ∈ D, f(a) ≤ f(x).
• f(a) e´ o ma´ximo relativo de f se existe um intervalo aberto I contendo
a tal que f(a) ≥ f(x) para qualquer que seja x ∈ I ∩D.
• f(a) e´ o mı´nimo relativo de f se existe um intervalo aberto I contendo
a tal que f(a) ≤ f(x) para qualquer que seja x ∈ I ∩D.
Definic¸a˜o 24. Seja f uma func¸a˜o definida no intervalo fechado [a, b]. Um
ponto c pertencente ao intervalo [a, b] e´ chamado maximizante de f se f(x) ≤
f(c) para todo x em [a, b]. O valor f(c) e´ chamado valor ma´ximo absoluto de
f neste intervalo ou, simplesmente, ma´ximo de f .
Um ponto d de [a, b] e´ chamado minimizante de f se f(d) ≤ f(x) para
todo x em [a, b]. O valor f(d) e´ chamado valor mı´nimo absoluto de f neste
intervalo ou, simplesmente, mı´nimo de f .
Assim, se f(c) e´ o ma´ximo e f(d) e´ o mı´nimo de f em [a, b], teremos
f(d) ≤ f(x) ≤ f(c),
para todo x em [a, b]. Os valores ma´ximo e mı´nimo de f sa˜o chamados extre-
mos de f .
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Na figura 2.11 esta´ a representac¸a˜o parcial do gra´fico de uma func¸a˜o f .
Verifica-se que a monotonia da func¸a˜o esta´ relacionada com o sinal da primeira
Figura 2.11: Monotonia e primeira derivada
derivada.
Se um nu´mero real x0 pertence a um intervalo onde a func¸a˜o e´ crescente,
a reta tangente no ponto (x0, f(x0)) tem declive superior ou igual a zero, pelo
que f ′(x0) ≥ 0. Se um nu´mero real x0 pertence a um intervalo onde a func¸a˜o e´
decrescente, a reta tangente no ponto (x0, f(x0)) tem declive inferior ou igual
a zero, pelo que f ′(x0) ≤ 0. Se a func¸a˜o tem um extremo relativo (ma´ximo ou
mı´nimo) para x = x0, a reta tangente no ponto (x0, f(x0)) tem declive zero,
pelo que f ′(x0) = 0.
Assim temos o seguinte teorema:
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Teorema 25. Seja f uma func¸a˜o cont´ınua e deriva´vel em todos os pontos de
um intervalo aberto I. Enta˜o:
1. Se f e´ crescente em I, enta˜o f ′(x) ≥ 0 para todo o x ∈ I
2. Se f e´ decrescente em I, enta˜o f ′(x) ≤ 0 para todo o x ∈ I
3. Se f tem um extremo relativo num ponto a interior1 de I, enta˜o f ′(a) =
0.
Concluindo-se, que uma func¸a˜o, deriva´vel em todos os pontos de um in-
tervalo, tem um extremo relativo num ponto interior desse intervalo, enta˜o a
derivada, nesse ponto, e´ zero.
Definic¸a˜o 26. Um elemento c do domı´nio de uma func¸a˜o f e´ um ponto cr´ıtico
de f se f ′(c) = 0 ou se f ′(c) na˜o existe.
Contudo, o rec´ıproco na˜o e´ verdadeiro, ou seja, a derivada pode admitir
um zero e a func¸a˜o na˜o ter um ponto critico e a func¸a˜o ter um ponto cr´ıtico
e na˜o admitir derivada, como se pode observar no exemplo 3.
Teorema 27. Seja f uma func¸a˜o diferencia´vel em todos os pontos de um
intervalo aberto I.
1. Se f ′(x) ≥ 0 para qualquer x ∈ I, enta˜o f e´ crescente em I
2. Se f ′(x) ≤ 0 para qualquer x ∈ I, enta˜o f e´ decrescente em I
3. Se f ′(x) = 0 para qualquer x ∈ I, enta˜o f e´ constante em I
1Dizemos que a e´ um ponto interior de um intervalo I, se a ∈ I, mas na˜o e´ extremo do
intervalo [10]
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As duas primeiras afirmac¸o˜es do teorema 27, sa˜o as rec´ıprocas das duas
primeiras afirmac¸o˜es do teorema 25.
Os teoremas 25 e 27, relacionam o sinal e os zeros da derivada de uma
func¸a˜o com a monotonia e os extremos relativos dessa func¸a˜o, proporcionando
assim um me´todo ra´pido para o estudo de uma func¸a˜o quanto a` monotonia
e extremos relativos. Esse me´todo, consiste primeiramente, em determinar a
derivada, e os respetivos zeros e depois elaborar um quadro, onde se estabelece
a relac¸a˜o entre o sinal e os zeros da derivada com a monotonia e os extremos
relativos da func¸a˜o.
Teorema 28. Se uma func¸a˜o f e´ cont´ınua num intervalo fechado [a, b] e tem
um ma´ximo ou um mı´nimo em c do intervalo ]a, b[, enta˜o f ′(c) = 0 ou f ′(c)
na˜o existe.
Teorema 29. Seja f uma func¸a˜o definida num intervalo aberto ]a, b[ e de-
riva´vel num ponto c ∈ ]a, b[. Se f ′(c) 6= 0 enta˜o f(c) na˜o e´ ma´ximo nem
mı´nimo relativo de f .
Isto e´ o contra rec´ıproco do teorema 28, ou seja, se f e´ uma func¸a˜o cont´ınua
e deriva´vel num intervalo fechado [a, b], enta˜o c e´ um ponto cr´ıtico de f , se c
na˜o e´ ponto cr´ıtico, enta˜o f(c) na˜o e´ ma´ximo nem mı´nimo de f .
Demonstrac¸a˜o: Se f ′(c) 6= 0, enta˜o f ′(c) > 0 ou f ′(c) < 0. Vamos supor,
primeiro, que f ′(c) > 0 . Enta˜o, para x suficientemente pro´ximo de c, temos
f(x)− f(c)
x− c > 0.
Logo, se x < c , tem-se x− c < 0, o que implica f(x) < f(c). Agora, se x > c,
tem-se x− c > 0, o que implica f(x) > f(c). Assim, c na˜o e´ extremo relativo
de f .
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Supondo, agora, f ′(c) < 0, tem-se (−f)′(c) > 0. Logo, pelo caso anterior,
c na˜o e´ extremo relativo de (−f) e assim, obviamente, c na˜o e´ ma´ximo nem
mı´nimo relativo de f .
Assim o teorema e´ equivalente a dizer que se f e´ diferencia´vel em ]a, b[ e c
e´ um ma´ximo ou mı´nimo relativo de f , enta˜o, f ′(c) = 0.
Observac¸a˜o 3. Esta condic¸a˜o e´ necessa´ria mas na˜o suficiente.
De acordo com o que acaba de ser exposto, a primeira derivada de uma
func¸a˜o pode ajudar a encontrar os extremos relativos da func¸a˜o, o teorema 30
e´ conhecido pelo teste da primeira derivada.
Teorema 30. Seja c um ponto cr´ıtico de uma func¸a˜o f pertencente ao inte-
rior de um intervalo I onde f esta´ definida. Suponha que f seja cont´ınua e
diferencia´vel em I, exceto eventualmente em c. Enta˜o:
1. Se f ′(x) < 0 a` esquerda de c e f ′(x) > 0 a` direita de c, enta˜o f(c) sera´
um mı´nimo relativo de f em I.
2. Se f ′(x) > 0 a` esquerda de c e f ′(x) < 0 a` direita de c, enta˜o f(c) sera´
um ma´ximo relativo de f em I.
3. Se f ′(x) < 0 tanto a` esquerda como a` direita de c ou se f ′(x) > 0 tanto
a` direita como a` esquerda de c, enta˜o f(c) na˜o sera´ ma´ximo nem mı´nimo
relativo de f .
Demonstrac¸a˜o: Para demonstrar que f(c) e´ um mı´nimo relativo de f , e´
preciso provar que f(c) ≤ f(x), qualquer que seja x numa vizinhanc¸a de c,
isto e´, para todo x num intervalo aberto ]a, b[ que conte´m c. Suponhamos que
as hipo´teses do teorema verificam-se, isto e´, que f seja cont´ınua em I, que c
seja um ponto cr´ıtico de f e que f seja deriva´vel em I exceto, eventualmente,
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em x = c. Suponhamos tambe´m que f(x) < 0 a` esquerda de c e que f ′(x) > 0
a` direita de c. Isto quer dizer que existem dois intervalos ]a, c[ e ]c, b[, ambos
contidos em I, tais que f ′(x) < 0 em ]a, c[, o que implica que f e´ decrescente
em ]a, c] e f ′(x) > 0 em ]c, b[ e, consequentemente, f sera´ crescente em ]c, b].
Consideremos um ponto x pertencente ao intervalo ]a, b[. Enta˜o, ou x < c
e, portanto, x estara´ em ]a, c], ou x = c, ou x > c e, enta˜o, estara´ em ]c, b[.
Se x ∈]a, c[, como f e´ decrescente em ]a, c], teremos que f(c) < f(x). Se
x ∈]c, b[, como f e´ crescente em ]c, b], teremos que f(c) < f(x). No caso
restante, f(c) = f(x). Assim, teremos que f(c) ≤ f(x) para todo x em ]a, b[
e, portanto, f(c) e´ um mı´nimo relativo de f .
Figura 2.12: Relac¸a˜o entre a primeira derivada e a func¸a˜o
Considere-se a func¸a˜o f e a sua derivada f ′, representadas na figura 2.12,
observa-se que apesar de 0 ser um zero da derivada de f , a func¸a˜o na˜o tem
extremo relativo para x = 0, isto acontece porque a derivada tem o mesmo
sinal a` esquerda e a` direita de 0.
Repare-se que, em x = a e em x = b, a func¸a˜o tem extremo relativo,
nestes casos, ha´ mudanc¸a de sinal da derivada. Em x = a a derivada passa de
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positiva a negativa, pelo que a func¸a˜o passa de crescente a decrescente, tendo
assim um ma´ximo para x = a. Em x = b, a derivada passa de negativa a
positiva, pelo que a func¸a˜o passa de decrescente a crescente, tendo assim um
mı´nimo para x = b.
De um modo geral, tem-se que um zero da derivada corresponde a um
extremo relativo da func¸a˜o, se a derivada mudar de sinal nesse ponto.
2.7 Concavidade e pontos de inflexa˜o
No Ensino Secunda´rio o estudo da concavidade do gra´fico de uma qualquer
func¸a˜o e´ feito apenas para func¸o˜es diferencia´veis. Trata-se de um estudo intui-
tivo onde e´ associado a forma do gra´fico a` variac¸a˜o do declive das tangente em
pontos sucessivos do gra´fico [14]. No estudo das func¸o˜es, encontramos func¸o˜es
que sa˜o crescentes mas que na˜o crescem da mesma forma e o que as distingue
e´ a concavidade.
Definic¸a˜o 31. Seja I ⊂ R um intervalo e considere-se uma func¸a˜o com valores
definidos em I, f : I −→ R. Diz-se que o gra´fico de f e´ convexo em I se para
qualquer a, b ∈ I com a < b, o gra´fico de f em [a, b] esta´ abaixo do segmento
de extremos (a, f(a)) e (b, f(b)).
Dizemos que f e´ coˆncava em I se −f for convexa.
Definic¸a˜o 32. Seja f : I ⊆ R −→ R uma func¸a˜o real de varia´vel real, di-
ferencia´vel em a ∈ I, e seja f ′ tambe´m diferencia´vel num ponto a interior
do seu domı´nio, enta˜o diz-se que f e´ duas vezes diferencia´vel em a, sendo
a segunda derivada (ou func¸a˜o derivada de ordem 2) uma nova func¸a˜o cujo
domı´nio e´ o conjunto de todos os pontos em que f ′ e´ diferencia´vel e, que a
cada ponto do seu domı´nio faz corresponder a derivada da func¸a˜o f ′ nesse
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ponto, representa-se por
f ′′(x) ,
d2f
dx2
ou D2f.
Se f ′ for diferencia´vel no ponto x0, tem-se
f ′′(x0) = lim
x→x0
f ′(x)− f ′(x0)
x− x0 ,
o domı´nio de f ′′ esta´ contido no domı´nio de f ′, se f ′ tiver derivada finita em
todos os pontos do seu domı´nio os dois domı´nios coincidem.
De um modo geral, da´-se o nome de derivada de ordem n de uma func¸a˜o
f a` derivada da derivada de ordem n− 1 de f e representa-se por f (n).
Definic¸a˜o 33. O gra´fico de uma func¸a˜o f tem a concavidade voltada para cima
(respetivamente para baixo) num intervalo aberto I de R se para quaisquer
pontos a e b pertencentes a I tais que a < b, o gra´fico de f em [a, b] esta´ abaixo
(respetivamente acima) do segmento de reta de extremos (a, f(a)) e (b, f(b)).
Teorema 34. Seja f uma func¸a˜o diferencia´vel em todos os pontos de um
intervalo aberto I.
• Diz-se que o gra´fico de f tem a concavidade voltada para cima em I, se
f ′ for crescente, nesse intervalo.
• Diz-se que o gra´fico de f tem a concavidade voltada para baixo em I, se
f ′ for decrescente, nesse intervalo.
Deste teorema, decorre a seguinte:
Teorema 35. Seja f uma func¸a˜o diferencia´vel em todos os pontos de um
intervalo aberto I.
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• O gra´fico de f tem a concavidade voltada para cima em I, se f ′′(x) ≥ 0,
para todo x ∈ I.
• O gra´fico de f tem a concavidade voltada para baixo em I, se f ′′(x) ≤ 0,
para todo x ∈ I.
Matematicamente, o conceito ponto de inflexa˜o esta´ usualmente associada
a uma mudanc¸a do sentido da concavidade do gra´fico de uma func¸a˜o.
Definic¸a˜o 36. Seja f uma func¸a˜o diferencia´vel em todos os pontos de um
intervalo aberto I. Seja a um ponto interior de I. Diz-se que o ponto (a, f(a))
e´ um ponto de inflexa˜o do gra´fico de f se, nesse ponto, o gra´fico de f mudar
o sentido da concavidade.
Teorema 37. Seja f uma func¸a˜o com segunda derivada finita em todos os
pontos de um intervalo aberto I. Seja a pertencente a I. Se (a, f(a)) e´ um
ponto de inflexa˜o do gra´fico de f , enta˜o f ′′(a) = 0.
Demonstrac¸a˜o: Se (a, f(a)) e´ um ponto de inflexa˜o do gra´fico de f , enta˜o
o gra´fico de f muda o sentido da concavidade nesse ponto. Suponhamos que,
por exemplo, que num intervalo ]b, a[, (b < a)o gra´fico de f tem a concavidade
voltada para cima e num intervalo ]a, c[, (b < a)o gra´fico de f tem a conca-
vidade voltada para baixo. Enta˜o f ′ e´ crescente em ]b, a[ e e´ decrescente em
]a, c[. Como por hipo´tese, f ′′(a) e´ finita, a func¸a˜o f ′ e´ cont´ınua no ponto a,
pelo teorema 9. Sendo f ′ cont´ınua em a, crescente em ]b, a[ e decrescente em
]a, c[, podemos concluir que f ′ tem um ma´ximo relativo em x = a. Portanto,
f ′′(a) = 0, pelo teorema 25.
O rec´ıproco deste teorema na˜o e´ verdadeiro, isto e´, se a segunda derivada
de uma func¸a˜o f pode ser zero, num certo ponto a, e o ponto (a, f(a)) na˜o ser
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um ponto de inflexa˜o do gra´fico da func¸a˜o. Tomemos como exemplo a func¸a˜o
f definida em R por f(x) = x4, tem-se f ′′(x) = 12x2, tem-se f ′′(0) = 0, mas
o ponto na˜o e´ ponto de inflexa˜o do gra´fico de f , pois a segunda derivada e´
sempre positiva, quer a` esquerda, quer a` direita de zero.
Teorema 38. Seja f uma func¸a˜o diferencia´vel, num intervalo aberto I e c ∈ I
um ponto cr´ıtico, isto e´, f ′(c) = 0.
1. Se f ′′(c) > 0, enta˜o f tem um mı´nimo relativo em c.
2. Se f ′′(c) < 0, enta˜o f tem um ma´ximo relativo em c.
Temos ainda,
Teorema 39. Seja f uma func¸a˜o diferencia´vel e cont´ınua num dado intervalo
aberto I e c ∈ I, se f ′′(c) = 0 ou f ′′(c) na˜o existe e f ′′(x) muda de sinal ao
passar por c, enta˜o o ponto (c, f(c)) e´ um ponto de inflexa˜o.
Em conclusa˜o, para uma func¸a˜o f cont´ınua, podemos calcular os intervalos
em que f tem concavidade voltada para cima ou para baixo. Numa func¸a˜o
descont´ınua, os intervalos de teste devem ser formados utilizando-se os pontos
de descontinuidade juntamente com os pontos em que f(x) e´ zero ou na˜o esta´
definida. O teorema 38 e´ conhecido como teste da segunda derivada.
2.8 Teoremas fundamentais do ca´lculo diferencial
Nas metas curriculares do novo programa de Matema´tica A, a ligac¸a˜o en-
tre o sinal da derivada e a monotonia de uma dada func¸a˜o e´ estabelecida
invocando-se o Teorema de Lagrange para uma das implicac¸o˜es, o qual e´ refe-
rido juntamente com o Teorema de Rolle, embora apenas se exija uma inter-
pretac¸a˜o geome´trica desses resultados. Em contrapartida pretende-se que o
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aluno saiba justificar a propriedade segundo a qual, se uma func¸a˜o que atinge
um extremo num dado ponto em que e´ diferencia´vel, enta˜o a derivada anula-se
nesse ponto, desde que pertenc¸a a um intervalo aberto contido no domı´nio da
func¸a˜o. Para demonstrarmos os teoremas supracitados e´ necessa´rio o teorema
de Weierstrass2 e enunciado pelo teorema 40.
Teorema 40. Seja f uma func¸a˜o cont´ınua em [a, b], enta˜o tem um ma´ximo e
um mı´nimo absolutos nesse intervalo.
2.8.1 Teorema de Rolle
Teorema 41. Seja f uma func¸a˜o cont´ınua em [a, b] e diferencia´vel em ]a, b[.
Se f(a) = f(b) enta˜o existe c ∈ ]a, b[ tal que f ′(c) = 0.
Demonstrac¸a˜o: Como f e´ cont´ınua no conjunto limitado e fechado [a, b],
pelo teorema 40, podemos garantir que f atinge um ma´ximo, M e um mı´nimo
m no intervalo [a, b].
Se m = M = f(a) = f(b) a func¸a˜o e´ constante em todo o intervalo e,
portanto, f ′(x) = 0, ∀x ∈ ]a, b[ . O que prova que o teorema e´ verdadeiro
neste caso (ver figura 2.13).
Se m 6= M , enta˜o a func¸a˜o no interior do intervalo [a, b] atinge pelo menos
um ma´ximo e um mı´nimo absolutos nesse intervalo.
Admita-se que f admite o valor ma´ximo M no ponto c tal que a < c < b
(ver figura 2.14).
Enta˜o para valores de x < c vem x − c < 0 e tambe´m f(x) − f(c) < 0 e
portanto
f(x)− f(c)
x− c ≥ 0.
2A demonstrac¸a˜o pode ser encontrada em [1]
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Figura 2.13: Caso m = M
Figura 2.14: Caso f(c) = M
Como f e´ diferencia´vel no intervalo, vem
lim
x→c−
f(x)− f(c)
x− c = f
′(c) ≥ 0.
Para valores de c a` esquerda de x, x− c > 0 e f(x)− f(c) ≤ 0 e portanto,
f(x)− f(c)
x− c ≤ 0
e tambe´m,
lim
x→c+
f(x)− f(c)
x− c = f
′(c) ≤ 0
Mas enta˜o conclui-se que f ′(c) ≥ 0 e f ′(c) ≤ 0, o que so´ e´ poss´ıvel se
f ′(c) = 0, provando-se assim o teorema.
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O teorema de Rolle garante que o gra´fico de f admite uma tangente hori-
zontal num ponto interior do intervalo aberto ]a, b[. Para isso e´ absolutamente
necessa´rio que a func¸a˜o seja cont´ınua em [a, b] e que a func¸a˜o seja diferencia´vel
em ]a, b[.
Corola´rios do teorema de Rolle
Corola´rio 2. Se x1 e x2 sa˜o zeros de uma func¸a˜o f , cont´ınua no intervalo
[a, b] e diferencia´vel no seu interior, existe pelo menos um zero de derivada f ′
em ]a, b[.
Demonstrac¸a˜o: Sejam x1 e x2 dois zeros de f , isto e´, f(x1) = f(x2) = 0.
Enta˜o pelo Teorema de Rolle, existe c ∈]x1, x2[ tal que f ′(c) = 0.
A veracidade resulta do facto de estarem satisfeitas as condic¸o˜es do teorema
de Rolle pois
f(a) = f(b) = 0.
Corola´rio 3. Se f : [a, b] uma func¸a˜o cont´ınua em [a, b] e tem derivada (finita
ou infinita) em todos os pontos de ]a, b[ enta˜o entre dois zeros consecutivos de
f ′ na˜o pode haver mais que um zero de f .
Demonstrac¸a˜o: Sejam x1 e x2 dois zeros consecutivos de f
′ .
Suponha-se, com visto a` obtenc¸a˜o de um absurdo, que existem α e β tais
que x1 < α < β < x2 e f(α) = f(β) = 0. Enta˜o, pelo Teorema de Rolle, existe
d ∈]α, β[ tal que f ′(d) = 0. Isto e´ absurdo porque assim x1 e x2 na˜o podem
ser dois zeros consecutivos de f ′(x).
Portanto, entre dois zeros consecutivos de f ′ na˜o pode haver mais que um
zero de f(x) (note-se que pode ate´ na˜o haver nenhum).
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2.8.2 Teorema do valor me´dio (Teorema de Lagrange)
A partir do teorema de Rolle estabelece-se uma das mais importantes con-
cluso˜es sobre derivadas, que e´ o
Teorema 42. Se f(x) e´ cont´ınua em [a, b] e diferencia´vel em ]a, b[, existe um
c ∈ ]a, b[, tal que
f ′(c) =
f(b)− f(a)
b− a
Demonstrac¸a˜o: Consideremos uma func¸a˜o auxiliar g definida por
g(x) = f(x)− f(b)− f(a)
b− a (x− a)
Vamos verificar que esta func¸a˜o satisfaz no intervalo [a, b] as condic¸o˜es do
teorema 41. Como g e´ cont´ınua em [a, b] e diferencia´vel em ]a, b[ por ser a
soma de duas func¸o˜es igualmente cont´ınuas e diferencia´veis, temos que,
g′(x) = f ′(x)− f(b)− f(a)
b− a .
Se,
g(a) = f(a)− f(b)− f(a)
b− a · (a− a) = f(a)
e,
g(b) = f(b)− f(b)− f(a)
b− a · (b− a) = f(b)− f(b) + f(a) = f(a).
Temos, g(a) = g(b). Logo existe um c ∈ ]a, b[ tal que g′(c) = 0.
Para esse valor de x vem
g′(c) = f ′(c)− f(b)− f(a)
b− a = 0 ou f
′(c) =
f(b)− f(a)
b− a .
A partir desta igualdade pode escrever-se f(b)− f(a) = (b− a) · f ′(c).
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Esta fo´rmula relaciona o acre´scimo da func¸a˜o (f(b)−f(a)) com o acre´scimo
da varia´vel (b− a). Por isso se chama tambe´m ao teorema de Lagrange, teo-
rema dos acre´scimos finitos.
Corola´rios do Teorema de Lagrange
Corola´rio 4. Uma func¸a˜o f que tenha derivada nula em todos os pontos de
]a, b[ e´ constante nesse intervalo.
Observac¸a˜o 4. Este corola´rio e´ o rec´ıproco do teorema 2.2.1.
Corola´rio 5. Se f ′(x) = 0 em ]a, b[ enta˜o f e´ uma func¸a˜o constante em [a, b],
isto e´, existe um nu´mero real k, tal que f(x) = k, qualquer que seja o ponto x
de [a,b].
Demonstrac¸a˜o: Seja x ∈]a, b]. Aplicando o teorema do valor me´dio em
[a, x]. Enta˜o existe c ∈]a, x[, tal que
f(x)− f(a) = f ′(c) · (x− a).
Como f ′(x) = 0 em ]a, b[, tem-se f ′(c) = 0. Assim, f(x) = f(a), para todo
o x em ]a, b]. Contudo, esta igualdade vale para todo x em [a, b]. Assim, f e´
constante em [a, b].
Corola´rio 6. Se que f ′(x) = g′(x) para todo x no intervalo ]a, b[, enta˜o, f e
g diferem por uma constante, isto e´, existe um nu´mero real k, tal que
f(x) = g(x) + k,
para todo x em [a, b].
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Demonstrac¸a˜o: Considere a func¸a˜o h(x) = f(x) − g(x). Enta˜o, h′(x) =
f ′(x)−g′(x) = 0, para todo x em ]a, b[. Logo, pelo Corola´rio anterior, h(x) = k
para todo x em [a, b] e alguma constante k real, ou seja, f(x)− g(x) = k, que
e´ equivalente a f(x) = g(x) + k.
Uma importante extensa˜o do Teorema de Lagrange constitui o resultado
seguinte, conhecido por ( Teorema de Cauchy).
Corola´rio 7. Se f e g sa˜o duas func¸o˜es cont´ınuas em [a, b] e diferencia´veis
em ]a, b[ e se para x ∈]a, b[, g′(x) 6= 0 enta˜o existe um c ∈]a, b[, tal que
f ′(c)
g′(c)
=
f(b)− f(a)
g(b)− g(a) .
Demonstrac¸a˜o: Se g(a) = g(b), pelo teorema de Rolle g′(x) anula-se em
algum ponto entre a e b, o que contraria a hipo´tese. Portanto, g(a) 6= g(b),
assim, o segundo membro da igualdade acima e´ va´lido. Para provar o corola´rio,
considere-se a func¸a˜o
F (x) = (f(b)− f(a))(g(x)− g(a))− (f(x)− f(a))(g(b)− g(a)).
Esta func¸a˜o satisfaz as hipo´teses do teorema de Rolle em [a, b]. Logo, existe
um ponto c, entre a e b, tal que F ′(c) = 0. Ou seja
(f(b)− f(a))g′(c)− f ′(c)(g(b)− g(a)) = 0,
Que por sua vez e´ equivalente a` afirmac¸a˜o que se quer provar.
Se g(x) = x, este corola´rio reduz-se ao teorema do valor me´dio e, portanto,
e´ uma generalizac¸a˜o do mesmo.
Com os teoremas, corola´rios e definic¸o˜es enunciadas e deduzidas neste
cap´ıtulo, podemos fazer um estudo anal´ıtico completo de func¸o˜es estudadas
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no Ensino Secunda´rio, nomeadamente func¸o˜es que envolvem expresso˜es trigo-
nome´tricas, exponenciais e logar´ıtmicas.
Na globalidade, este foi o suporte teo´rico usado na construc¸a˜o dos exerc´ıcios
desenvolvidos nesta dissertac¸a˜o, com mais ou menos peso, todos os conceitos
foram abordados e aplicados na elaborac¸a˜o e resoluc¸a˜o dos exerc´ıcios.
As novas tecnologias da educac¸a˜o, vieram revolucionar os me´todos de tra-
balho matema´tico, com as calculadoras gra´ficas e computadores todo o pro-
cesso se tornou mais compreens´ıvel. Podemos partir para o estudo de uma
func¸a˜o conhecendo o seu gra´fico em vez de seguir um caminho em que o gra´fico
e´ o culminar de um exaustivo trabalho anal´ıtico.
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Cap´ıtulo 3
Implementac¸a˜o do software
3.1 Sage
Sage e´ um software matema´tico gratuito e open-source, desenvolvido sob
a licenc¸a GPL por uma comunidade de programadores e matema´ticos, com
o intuito de ser uma alternativa para os principais sistemas proprieta´rios de
software matema´tico como e´ o caso do Matlab e Mathematica. Este software
engloba a utilizac¸a˜o de pacotes pre´-existentes de renderizac¸a˜o de imagens e
outros, integrando-os em uma interface u´nica, amiga´vel e de fa´cil assimilac¸a˜o.
O Sage pode ser utilizado por meio de comandos de linhas interativos ou de
um Notebook, uma interface acionada de dentro de um browser onde os passos
sa˜o armazenados em pa´ginas separadas por utilizador. Este Notebook pode
estar conectado a` instalac¸a˜o local ou remotamente por meio de rede e internet
e permite a criac¸a˜o de gra´ficos e expresso˜es matema´ticas bem renderizadas
que podem ser reutilizados, ampliados ou exclu´ıdos, e partilhados com outros
usua´rios atrave´s da rede.
Sage e´ constru´ıdo sobre va´rias linguagens de programac¸a˜o, como C, C++,
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Fortran, mas, principalmente Python1, uma linguagem poderosa e relativa-
mente fa´cil de aprender, possui um grande diversidade de aplicac¸o˜es e com
inu´meras bibliotecas que podem ser anexadas de acordo com a necessidade do
usua´rio [23].
Ainda que na˜o seja necessa´rio o domı´nio de Python para o uso de Sage,
este conhecimento e´ interessante e amplia a funcionalidade do programa, pois
Python, e´ uma linguagem interpretada, onde na˜o existe pre´-declarac¸a˜o de
varia´veis, os tipos das varia´veis sa˜o determinados dinamicamente, o controle
e´ feito apenas por indentac¸a˜o, na˜o ha´ delimitadores do tipo BEGIN e END
ou {e}, oferece tipos de alto n´ıvel como: strings, listas, tuplas, diciona´rios,
arquivos, classes e e´ orientada a objetos, alia´s, em Python, tudo e´ um objeto
[24].
O Sage Mathematics visa a construc¸a˜o de um programa de co´digo aberto e
gratuito para a soluc¸a˜o de problemas matema´ticos por alunos desde n´ıveis in-
termedia´rios ate´ professores e pesquisadores nas diversas a´reas de concentrac¸a˜o
da matema´tica, tais como a´lgebra, geometria, teoria dos nu´meros, ca´lculo,
computac¸a˜o nume´rica, etc. Ale´m disto o software busca servir de interface en-
tre os diversos programas existentes, algumas das suas potencialidades incluem
ca´lculo de derivadas atrave´s do comando derivative(f(x),x) que permite
calcular derivadas de forma imediata. Este comando foi utilizado regularmente
nos diversos exerc´ıcios criados ao longo deste trabalho. Assim como, resoluc¸a˜o
de equac¸o˜es, ca´lculo de valores exatos e construc¸a˜o de gra´ficos.
1Linguagem de programac¸a˜o
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3.2 MegUA
MegUA [11] e´ um pacote de software para Sage Mathematics, onde esta˜o
concentrados muitos pacotes matema´ticos, que permite a construc¸a˜o de exerc´ıcios
parametrizados e respectivas resoluc¸o˜es, os exerc´ıcios sa˜o escritos em lingua-
gem tipogra´fica LATEX. A gerac¸a˜o de novos exerc´ıcios acontece por substituic¸a˜o
automa´tica, podendo ser aleato´ria, de paraˆmetros por valores nume´ricos ou
func¸o˜es. A linguagem de programac¸a˜o usada e´ o Python na qual esta´ progra-
mado o acesso a`s bibliotecas do Sage Mathematics.
Este projeto esta´ a ser constru´ıdo sobre a plataforma Sage Mathematics
[24]. Os autores deste projeto tem como objetivo criar e disponibilizar em rede,
quer para professores, investigadores e alunos, um conjunto de exerc´ıcios onde
o utilizador discente pode aferir os seus conhecimentos e o utilizador didata
pode diversificar e intensificar os exerc´ıcios e problemas de uma forma mais
eficiente com vista a melhorar o processo ensino aprendizagem. Uma mais
valia deste projeto e´ a possibilidade do professor criar um exerc´ıcio com va´rias
verso˜es e disponibilizar a correspondente resoluc¸a˜o detalhada e personalizada.
“O detalhe da resoluc¸a˜o estara´ de acordo com o perfil do aluno
utilizador, tendo sempre em conta aspetos dida´ticos do to´pico em
estudo, contendo justificac¸o˜es dos va´rios passos e refereˆncia a al-
guns dos resultados utilizados para tirar as concluso˜es adequadas,
e aspetos pedago´gicos [5].”
O MegUA, e´ um complemento u´til ao processo ensino aprendizagem que per-
mite aos alunos um estudo auto´nomo, e ao professor possibilita uma diver-
sificac¸a˜o de exerc´ıcios e problemas que promovem uma aprendizagem efetiva
dos seus alunos.
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O nome “MegUA” e´ uma marca registada da Universidade de Aveiro desde
2012.
3.2.1 Criar um Exerc´ıcio
Para criar um exerc´ıcio e´ necessa´rio ter conhecimento de LATEXe de pro-
gramac¸a˜o ba´sica em Python. Cada exerc´ıcio conte´m em linguagem LATEX:
um texto com o enunciado, um texto com as respostas em formato escolha
mu´ltipla, outro com a resoluc¸a˜o detalhada, e uma parte de programac¸a˜o em
Python. Os exerc´ıcios parametrizados sa˜o criados num ficheiro notebook do
Sage Matematics pelo utilizador que possui um nu´mero e um co´digo de iden-
tificac¸a˜o, esta func¸a˜o tem a vantagem de ver os resultados imediatamente e
poder partilhar com os outros autores [11].
Um exemplo de parametrizac¸a˜o para uma func¸a˜o do tipo, f(x) = ax2+bx+
c, onde a, b, e c sa˜o paraˆmetros gerados aleatoriamente a partir de um conjunto
finito de elementos, por exemplo, a, b ∈ [−9, 9]\ {0} e c ∈ [−9, 9], o programa
gera uma grande quantidade de func¸o˜es quadra´ticas, por gerac¸a˜o aleato´ria dos
paraˆmetros e a sua derivada e´ calculada com uma u´nica instruc¸a˜o (ver figura
3.1): derivative(func¸~ao, x) que calcula a derivada da func¸a˜o gerada em
ordem a x. Tambe´m e´ poss´ıvel a construc¸a˜o de gra´ficos, por exemplo (ver
figura 3.2), recorrendo a` instruc¸a˜o plot(f(x),xmin,xmax).
Os exerc´ıcios elaborados neste trabalho esta˜o dispon´ıveis numa aplicac¸a˜o
aberta SIACUA [25], que implementa um modelo Bayesiano do utilizador. A
cada utilizador esta´ associada uma rede Bayesiana, que inclu´ı o mapa con-
ceptual do assunto em estudo, a qual e´ atualizada apo´s cada evideˆncia de
conhecimento (ou desconhecimento) recolhida, e o utilizador tem acesso ao
seu progresso. O modelo foi proposto e testado com alunos simulados [13] e
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Figura 3.1: Func¸a˜o quadra´tica
Figura 3.2: Gra´fico
alunos reais atrave´s de um teste computarizado com questo˜es de verdadeiro
ou falso do PmatE [22] e um exame escrito, ambos projetados para medir o
conhecimento dos alunos em diversos conceitos de um tema espec´ıfico [12].
A aplicac¸a˜o foi desenhada e criada pelos docentes Lu´ıs Descalc¸o (responsa´vel
pela programac¸a˜o) e Paula Carvalho (responsa´vel pelos conteu´dos) e inclui
trabalho de diversos docentes e estudantes da Universidade de Aveiro [25]. O
sistema esta´ em desenvolvimento e continua-se a implementar exerc´ıcios.
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3.2.2 Exemplos de exerc´ıcios criados
Nesta secc¸a˜o sera´ apresentada detalhadamente a criac¸a˜o de dois, selecio-
nados de entre os va´rios exerc´ıcio criados neste trabalho. A escolha destes
exerc´ıcios tem como objetivo mostrar as potencialidades desta tecnologia a
n´ıvel gra´fico, ca´lculo nume´rico e simbo´lico, e´ de referir que cada exerc´ıcio pos-
sui uma variedade de enunciados ta˜o densa quanto o usua´rio pretenda.
Tendo em conta que os exerc´ıcios sa˜o destinados a` web, e seguindo as ori-
entac¸o˜es do tutorial do projeto [11], atempadamente foi pensado o exerc´ıcio
e os conceitos teo´ricos, escreveu-se o problema e respetivos paraˆmetros, se-
guido da resoluc¸a˜o completa e detalhada baseada nos paraˆmetros definidos no
problema, e so´ depois se escreveu as opc¸o˜es de escolha mu´ltipla.
Os valores do exerc´ıcio foram escolhidos com cuidado, foram previstas
todas as situac¸o˜es, para todos os paraˆmetros, tendo em conta que estes sa˜o
gerados aleatoriamente entre um conjunto de elementos.
Passando a` fase de implementac¸a˜o do exerc´ıcio, procedeu-se a` criac¸a˜o do
exerc´ıcio no servidor. Cada exerc´ıcio e´ caracterizado no suma´rio , com o
objetivo de o catalogar, e sa˜o definidas as palavras chaves. De seguida a
identificac¸a˜o do utilizador e os dados para o SIACUA, onde e´ colocado o n´ıvel
de dificuldades (entre 1 e 5), os conceitos abordados e respetivos pesos (entre
0 e 1), como se pode observar:
meg.save( r’’’
%summary: derivadas de func¸~oes, monotoniae extremos
Palavras chave: func¸~oes, derivadas, monotonia, extremos
Maria Laurinda Carreira Barros
Mestrado em Matema´tica para professores
Tema: Recursos digitais de apoio ao ensino das derivadas
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Abril 2014
SIACUAstart}
level=5; slip= 0.2; guess=0.25; discr = 0.3
concepts = [(4452, 0.3)(4454, 0.7)]
SIACUAend}
O problema e os respetivos paraˆmetro, sa˜o criados em %problem , tendo o
cuidado que o nome deve ser curto, apo´s %answer no bloco de escolha mu´ltipla
sa˜o colocadas as respostas pretendidas, sendo sempre a primeira opc¸a˜o a opc¸a˜o
correta:
<multiplechoice>
<choice><p>$f\,’(x)=rc1$</p></choice>
<choice><p>$f\,’(x)=re2$</p></choice>
<choice><p>$f\,’(x)=re3$</p></choice>
<choice><p>$f\,’(x)=re4$</p></choice>
</multiplechoice>
O enunciado e a resoluc¸a˜o detalhada, sa˜o escritos em LATEX, para fazer produc¸a˜o
de valores e´ necessa´rio programar em Python/Sagemath, logo apo´s class
E26A03 Derivadas 001(Exercise).
A func¸a˜o def solve(s): permite definir func¸o˜es, condic¸o˜es, resolver equac¸o˜es,
derivadas, integrais, fazer gra´ficos e muito mais. Segue dois exemplos de
exerc´ıcios criados.
3.2.2.1 Mestrado:derivadas 027
Tem como objetivo estudar os intervalos de monotonia e extremos de uma
func¸a˜o do tipo f(x) =
eax
bx+ c
.
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Para isso, define-se os parametros a0, b0, e c0, a variar de um conjunto
finito de elementos, mais precisamente, a0, b0 ∈ [−5, 5]\ {0} e c0 ∈ [−9, 9] (ver
tabela 3.1).
class E26A03 Derivadas 027(Exercise):
def make random(s):
x=var(’x’)
s.a0 = ur.iunif nonset(-5, 5,[0])
s.b0 = ur.iunif nonset(-5, 5,[0])
s.c0 = ur.iunif(-9, 9)
Tabela 3.1: Parametros do exerc´ıcio Mestrado:Derivadas 027
Apo´s o comando def solve(s): e´ definida a func¸a˜o, a sua derivada, os
valores para a resoluc¸a˜o, respetivas opc¸o˜es de escolha mu´ltipla, gra´ficos, assim
como todos os ca´lculos auxiliares que facilitem a escrita da resposta.
Neste exerc´ıcio como existem diversas situac¸o˜es a considerar, utilizou-se
a sintaxe <showone variavel>, que permite mostrar cada uma das opc¸o˜es
correspondentes a diferentes situac¸o˜es, como se mostra na tabela 3.2.
Na parte da programac¸a˜o, foi necessa´rio identificar a frase a ser escolhida,
dando um valor apropriado a` varia´vel s.id1 = 0 ou 1 para decidir sobre o
texto apropriado.
Na resoluc¸a˜o teve-se em considerac¸a˜o o pu´blico alvo, adotando linguagem
e termos em conformidade com o n´ıvel acade´mico do destinata´rio. Neste caso
os exerc´ıcios destinam-se a alunos do ensino secunda´rio, pelo que a selec¸a˜o
de valores, a resoluc¸a˜o e explicac¸a˜o, recorrendo tambe´m, a uma pequena nota
teo´rica, foi feita de acordo com realidade escolar de um aluno de Matema´tica
A que frequente 11.o e 12.o ano.
Mostra-se a seguir uma concretizac¸a˜o deste exerc´ıcio correspondente aos
valores dos paraˆmetros, a = −2, b = −4 e c = −6.
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%answer
<multiplechoice>
<choice><p>
<showone id1>
<thisone Caso k1<0 - (isto e´ comenta´rio)>
f(x) e´ crescente em [k1, d0m[ e em ]d0m,+∞[ , decrescente em ]−∞, k1]
e tem um mı´nimo para x = k1.
</thisone>
<thisone Caso diferente de k1<0 - (isto e´ comenta´rio)>
f(x) e´ decrescente em em [k1, d0m[ e em ]d0m,+∞[, crescente em ]−∞, k1]
e tem um ma´ximo para x = k1.
</showone>
</p></choice>
<choice><p>
<showone id1>
<thisone Caso k1<0 - (isto e´ comenta´rio)>
f(x) e´ decrescente em [k1, d0m[ e em ]d0m,+∞[ , crescente em ]−∞, k1]
e tem um ma´ximo para x = k1.
</thisone>
<thisone Caso diferente de k1<0 - (isto e´ comenta´rio)>
f(x) e´ crescente em em [k1, d0m[ e em ]d0m,+∞[, decrescente em ]−∞, k1]
e tem um mı´nimo para x = k1.
</showone>
</p></choice>
<choice><p>f(x) e´ decrescente em R \ {d0m} </p></choice>
<choice><p>f(x) e´ crescente em R \ {d0m} </p></choice>
</multiplechoice>
Tabela 3.2: Opc¸o˜es de resposta ao exerc´ıcio Mestrado:Derivadas 027
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Figura 3.3: Pre´ visualizac¸a˜o do exerc´ıcio
Para as respostas erradas, foi pensado nos erros mais comuns que os alunos
cometem quando calculam derivadas. Por exemplo, na aplicac¸a˜o das regra das
derivadas, operac¸o˜es com sinais e mesmo no ca´lculo de equac¸o˜es.
3.2.2.2 Mestrado:derivadas 029
A escolha deste exerc´ıcio, deve-se ao facto de explorar o comando plot(f(x)
,xmin,xmax). Este exerc´ıcio pretende relacionar o gra´fico da segunda derivada
com a func¸a˜o. O enunciado do exerc´ıcio pode-se ver na tabela 3.3.
E a escolha mu´ltipla na tabela 3.4.
Os valores e os gra´ficos sa˜o parametrizados, ou seja, ocorrem por substi-
tuic¸a˜o automa´tica e aleato´ria de parametros, por valores nume´ricos ou func¸o˜es,
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Considere a func¸~ao f cujo gra´fico se encontra parcialmente representado
na figura. <p>
f e´ uma func¸~ao que admite segunda derivada em R.
</td>
<td> <center>
fig funcao
</center></td>
</tr>
</table>
Qual dos seguintes gra´ficos pode representar a func¸~ao g(x) = −f ′′(x)?
Tabela 3.3: Enunciado do exerc´ıcio Mestrado:Derivadas 029
<multiplechoice>
<choice> <center> fig certa </center> </choice>
<choice> <center> fig errada1 </center> </choice>
<choice> <center> fig errada2 </center> </choice>
<choice> <center> fig errada3 </center> </choice>
</multiplechoice>
Tabela 3.4: Escolha mu´ltipla do exerc´ıcio Mestrado:Derivadas 029
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escolhidos a partir de um conjunto de valores pre´-definidos.
Neste caso, foi feita a gerac¸a˜o de uma lista, com os casos pretendidos, de
seguida incorporou-se na parte da programac¸a˜o, atrave´s do comando s.lf1 =
[sin(x), s.a0 ∗ x3 − s.b0, s.a0 ∗ x2 − s.b0], o programa faz a selec¸a˜o aleato´ria
dum elemento dessa lista e gera o exerc´ıcio.
Com o aux´ılio dos comandos integral(s.f1,x) e derivative(s.f1,x),
escolheu-se as opc¸o˜es para gerar os gra´ficos da escolha mu´ltipla, como se pode
observar na tabela 3.5, procedeu-se de igual forma para os restantes gra´ficos.
Para as respostas erradas, e tendo em conta os erros comuns cometidos pelos
alunos, optou-se pelo gra´fico da primeira, segunda e sime´trico da primeira
derivada.
s.derf11 = derivative(s.f11,x)
p4 = plot([s.derf11], x,s.xmin,s.xmax,color=’blue’,
axes labels=[’x’,’y’],)
legend derf11 = text( r’y = %s’ % latex(s.derf11),
(s.xmax , s.derf11(x= s.xmax ) ))
fig completa4 = p4
s.fig errada2=s.sage graphic(fig completa4, "fig4", dimx=6, dimy=6)
Tabela 3.5: Resposta errada do exerc´ıcio Mestrado:Derivadas 029
Estes dois exemplos, sa˜o uma pequena demonstrac¸a˜o das potencialida-
des deste programa, com um so´ exerc´ıcio criado pelo professor, o aluno tem
acesso a diferentes exerc´ıcios sobre o mesmo tema, podendo assim consolidar
os conteu´dos. O professor na˜o tem a necessidade de reproduzir repetidamente
exerc´ıcios do mesmo tipo e o aluno pode trabalhar autonomamente e ter acesso
detalhado a`s resoluc¸o˜es para esclarecimento de du´vidas.
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Concluso˜es
O objetivo deste trabalho e´ a criac¸a˜o de recursos digitais de apoio ao ensino
das derivadas, atrave´s da construc¸a˜o de exerc´ıcios parametrizados, para serem
partilhados, principalmente entre alunos do ensino secunda´rio e docentes com
interesse no assunto.
A evoluc¸a˜o das novas tecnologias e a sua aplicabilidade ao ensino facilita
a comunicac¸a˜o no meio educativo e contribui favoravelmente para a evoluc¸a˜o
e diversificac¸a˜o de me´todo de ensino, o uso de recursos digitais no processo
ensino aprendizagem e´ uma realidade na sala de aula.
O MegUA e´ uma ferramenta poderosa, permite ao professor elaborar com
rapidez e efica´cia exerc´ıcios diversificados. O aluno tem oportunidade de resol-
ver exerc´ıcios diversificados e ao aceder a` sua resoluc¸a˜o detalhada e´ estimulada
a sua autonomia.
A resoluc¸a˜o detalhada dos exerc´ıcios, e´ feita tendo em conta o aluno, da´ı a
experieˆncia do professor ser um fator importante, pois preveˆ atempadamente
as principais dificuldades do aluno e as du´vidas habituais.
Na resoluc¸a˜o, todos os passos sa˜o detalhadamente apresentados, sempre
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que achar pertinente esta˜o contidas na resoluc¸a˜o notas teo´ricas, tendo em
conta o cariz dida´tico e a evoluc¸a˜o do aluno.
O professor ao usar a sua experieˆncia letiva, pode selecionar os exerc´ıcios
de forma prof´ıcua para construir a sua pro´pria base de dados de exerc´ıcios. No
futuro, pode utiliza´-los ou reutiliza´-los, na construc¸a˜o de material de apoio,
tanto em exerc´ıcios de treino, como de avaliac¸a˜o. O programa ao gerar diferen-
tes questo˜es sobre o mesmo conteu´do, facilita o trabalho do professor, ficando
este com tempo para se dedicar a outras tarefas. O MEGUA e´ assim, um
complemento u´til ao estudo auto´nomo do aluno e uma ferramenta importante
do professor.
Os exerc´ıcios criados neste trabalho esta˜o dispon´ıveis no SIACUA [25],
plataforma aberta a qualquer utilizador, na secc¸a˜o do ensino secunda´rio, sob
o tema derivadas. Os alunos ao acederem a` plataforma, podem estudar auto-
nomamente e testar os resultados da sua aprendizagem atrave´s da resoluc¸a˜o
de questo˜es de escolha mu´ltipla, sobre o estudo de derivadas.
Esta dissertac¸a˜o foi escrita em linguagem tipogra´fica LATEX, usou-se o soft-
ware Geogebra, para trac¸ar gra´ficos, que posteriormente foram exportados para
LATEX. Na criac¸a˜o dos exerc´ıcios utilizou-se programac¸a˜o em Python.
No CD inclui-se a concretizac¸a˜o completa (enunciado e resoluc¸a˜o) de cada
exerc´ıcio criado.
Na˜o ha´ evoluc¸a˜o sem desafio. Este projeto foi um desafio que encarei
como um enriquecimento pessoal e profissional. Ao aceita´-lo, sa´ı da minha
zona de conforto, deparei-me com situac¸o˜es novas e superei obsta´culos que
cheguei a considerar insupera´veis. Desde do in´ıcio, foi uma experieˆncia nova
e gratificante, aprendi a escrever em LATEX, a fazer programac¸a˜o ba´sica em
Python, e principalmente reaprendi a ser critica em relac¸a˜o ao meu trabalho.
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A criac¸a˜o de exerc´ıcios deu-me imenso prazer, embora na˜o domine pro-
gramac¸a˜o, com apenas conhecimentos ba´sicos, consegui fazer exerc´ıcios in-
teressantes. Contudo o processo ainda e´ embriona´rio, e a diversificac¸a˜o de
exerc´ıcios pode e deve ser explorada.
Agora, e´ um prazer ver os exerc´ıcios criados, numa plataforma ao dispor
de todos, para serem usados para treino, tanto pelos meus alunos, como por
outros que esta˜o a` distaˆncia de um click.
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Apeˆndice A
Listagem dos exerc´ıcios
criados
E26A03 Derivadas 009
meg.save( r’’’
%summary derivadas de func¸~oes: equac¸~ao reduzida da reta tangente
Palavras chave: func¸~oes, derivadas, regras derivac¸~ao
SIACUAstart
level=4; slip= 0.2; guess=0.25; discr = 0.3
concepts = [(4451, 0.5),(4452, 0.5)]
SIACUAend
%problem equac¸~ao reduzida da reta tangente
Sejam $f$ uma func¸~ao real de varia´vel real definida em $\mathbb{R}$
por $$f(x)=f0$$ ent~ao a equac¸~ao reduzida da reta tangente
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ao gra´fico de $f$ no ponto de abcissa e0 e´:
%answer
<multiplechoice>
<choice><p>$$y = rc1 $$</p></choice>
<choice><p>$$y = re2 $$</p></choice>
<choice><p>$$y = re3 $$</p></choice>
<choice><p>$$y = re4 $$</p></choice>
<choice><p>$$y = re5 $$</p></choice>
</multiplechoice>
Uma equac¸~ao da reta tangente ao gra´fico de $f$ no ponto de abcissa
$e0$, e´
$$ y=mx+b$$
sendo $m =f’(e0)$ o declive da reta e $b$ a ordenada na origem.
Sendo $$f(x)=f0$$, recorrendo a`s regras da derivac¸~ao:
$$f’(x)= derf0$$
Assim, a reta tangente ao gra´fico da func¸~ao $f$, no ponto
de abcissa $e0$, tem declive:
$$m=f’(e0)=valorderf0$$
A sua equac¸~ao reduzida e´, portanto, da forma,
$y=valorderf0 x + b$.
O ponto de tange^ncia e´ $(e0, f(e0))$ , ou seja $(e0, valorf0)$.
Vem ent~ao:
\begin{eqnarray*}
valorf0&=& valorderf0 \times sgnd_e0 e0 sgne_e0 + b\\
b &=& valorf0 sgn_k0 modk0 \\
b &=& k1
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\end{eqnarray*}
Portanto, a equac¸~ao reduzida da reta e´ $y = rc1$, como se pode
observar na figura abaixo:
<center>
fig1
</center>
class E26A03_Derivadas_009(Exercise):
def make_random(s):
x=var(’x’)
#coeficientes da func¸~ao
s.a0 = ur.iunif_nonset(-9, 9, [0])
s.b0 = ur.iunif(-9, 9)
s.c0 = ur.iunif(-9, 9)
s.d0 = ur.iunif_nonset(-9, 9, [0])
s.e0 = ur.iunif_nonset(-2, 2, [-1])
def solve(s):
s.f0=s.a0*x^3+ s.b0*x^2+s.c0*x+s.d0 #func¸~ao
s.derf0=derivative(s.f0,x)
#ordenada do ponto
s.valorf0=s.f0(x=s.e0)
#declive da reta tangente
s.valorderf0=s.derf0(x=s.e0)
#calculos auxiliares para determinar b (y=mx+b)
s.k0=s.valorderf0*s.e0 # Ca´lculo de m*x
s.k1=s.valorf0-s.k0 # Ca´lculo de b
s.modk0=abs(s.k0)
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#respostas
s.rc1=s.valorderf0*x+s.k1
s.re2=-s.valorderf0*x-s.k1
s.re3=s.e0
s.re4=s.valorderf0*x
s.re5=-s.valorderf0*x
# Ca´lculo e Teste dos Sinais
if s.k0>0:
s.sgn_k0=’-’
else:
s.sgn_k0=’+’
if s.e0<0:
s.sgnd_e0=’(’
s.sgne_e0=’)’
else:
s.sgnd_e0=’’
s.sgne_e0=’’
#ga´fico da func¸~ao e reta tangente
#s.inf1 = -5 #limite inferior do domı´nio
#s.sup1 = 5 #limite superior do domı´nio
s.inf1 = -s.e0-1 #limite inferior do domı´nio
s.sup1 = s.e0+1#limite superior do domı´nio
g1 = plot(s.f0,x, s.inf1, s.sup1, color=’blue’)
g2 = plot(s.rc1,x, s.inf1, s.sup1, color=’red’)
s.fig1 = s.sage_graphic( g1+g2, "fig1", dimx=7, dimy=7) #7cm
’’’)
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Enunciado
Sejam f uma func¸a˜o real de varia´vel real definida em R por
f(x) = 3x3 − 6x2 − 8x− 6
enta˜o a equac¸a˜o reduzida da reta tangente ao gra´fico de f no ponto de abcissa
2 e´:
(A) y = 4x− 30
(B) y = −4x+ 30
(C) y = 2
(D) y = 4x
(E) y = −4x
Proposta de resoluc¸a˜o
Uma equac¸a˜o da reta tangente ao gra´fico de f no ponto de abcissa 2, e´
y = mx+ b
sendo m = f ′(2) o declive da reta e b a ordenada na origem. Sendo
f(x) = 3x3 − 6x2 − 8x− 6
, recorrendo a`s regras da derivac¸a˜o:
f ′(x) = 9x2 − 12x− 8
Assim, a reta tangente ao gra´fico da func¸a˜o f , no ponto de abcissa 2, tem
declive:
m = f ′(2) = 4
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A sua equac¸a˜o reduzida e´, portanto, da forma, y = 4x + b. O ponto de
tangeˆncia e´ (2, f(2)) , ou seja (2,−22). Vem enta˜o:
−22 = 4× 2 + b
b = −22− 8
b = −30
Portanto, a equac¸a˜o reduzida da reta e´ y = 4x − 30, como se pode observar
na figura abaixo:
Figura A.1: Reta tangente a f no ponto x = 2
E26A03 Derivadas 027
meg.save( r’’’
%summary derivadas de func¸~oes:monotonia, extremos
Palavras chave: func¸~oes, derivadas, monotonia, extremos
SIACUAstart
level=5; slip= 0.2; guess=0.25; discr = 0.3
concepts = [(4452, 0.3)(4454, 0.7)]
SIACUAend
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%problem monotonia e extremos relativos
Seja a func¸~ao $f$ definida em $\mathbb{R} \setminus \{d0m\}$
por $f(x)=\frac{u0}{v0}$.
Podemos afirmar que:
%answer
<multiplechoice>
<choice><p>
<showone id1>
<thisone Caso k1<0 - (isto e´ comenta´rio)>
$f(x)$ e´ crescente em $ [ k1,d0m [$ e em $]d0m , + \infty[$ ,
decrescente em ${\left ]- \infty, k1\right]}$
e tem um mı´nimo para $x=k1$.
</thisone>
<thisone Caso diferente de k1<0 - (isto e´ comenta´rio)>
$f(x)$ e´ decrescente em em $ [ k1,d0m [$ e em $]d0m , + \infty[$,
crescente em ${\left ]- \infty, k1\right]}$
e tem um ma´ximo para $x=k1$.
</showone>
</p></choice>
<choice><p>
<showone id1>
<thisone Caso k1<0 - (isto e´ comenta´rio)>
$f(x)$ e´ decrescente em $ [ k1,d0m [$ e em $]d0m , + \infty[$ ,
crescente em ${\left ]- \infty, k1\right]}$ e tem um ma´ximo
para $x=k1$.
</thisone>
78 Cap´ıtulo A. Listagem dos exerc´ıcios criados
<thisone Caso diferente de k1<0 - (isto e´ comenta´rio)>
$f(x)$ e´ crescente em em $ [ k1,d0m [$ e em $]d0m ,
+ \infty[$, decrescente em ${\left ]- \infty, k1\right]}$
e tem um mı´nimo para $x=k1$.
</showone>
</p></choice>
<choice><p>$f(x)$ e´ decrescente em $\mathbb{R}
\setminus \{d0m\}$ </p></choice>
<choice><p>$f(x)$ e´ crescente em $\mathbb{R}
\setminus \{d0m\}$ </p></choice>
</multiplechoice>
\begin{eqnarray*}
f’(x)&=& {\left[\frac{u0}{v0} \right]}’\\
&=& \frac {(u0)’ \cdot (v0) - u0
\cdot (v0)’}{(v0)^2}\\
&=& \frac {deru0 \cdot (v0) - (u0)
\cdot (derv0)}{(v0)^2}\\
&=& \frac {u0_0}{(v0)^2}
\end{eqnarray*}
Para $x\in \mathbb{R} \setminus \{d0m\}$, tem-se:
\begin{eqnarray*}
f’(x)=0&\Leftrightarrow& \frac {u0_0}{(v0)^2} = 0\\
&\Leftrightarrow& u0_0 = 0\\
&\Leftrightarrow& e^{w0} {\left(k0 \right)} = 0\\
&\Leftrightarrow& k0 = 0\\
&\Leftrightarrow& x = k1\\
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\end{eqnarray*}
<style>
table,td,th
{
border:0px solid black;
border-collapse:collapse;
}
td
{
text-align:left;
}
</style>
<table width="900">
<tr>
<td>
O gra´fico de $f’(x)$ ajuda a completar
facilmente o quadro de sinais.
</td>
<td> <center>
fig_derfuncao
</center></td>
</tr>
</table>
Quadro de sinais da derivada:
<p>
<showone id1>
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<thisone Caso (s.extrem0 -s.dom) < 0 - (isto e´ comenta´rio)>
\begin{array}{|c|c|c|}
\hline
x & - \infty & k1 & & d0m & + \infty \\
\hline
f’(x) & sinal1 & 0 & sinal2 & & sinal2 \\
\hline
x & monot1 & f{\left(k1\right)}= valorf0
& monot2 & n.d. & monot2 \\
\hline
\end{array}
</thisone>
<thisone Caso diferente de (s.extrem0 -s.dom) < 0
- (isto e´ comenta´rio)>
\begin{array}{|c|c|c|}
\hline
x & - \infty & d0m & & k1 & + \infty \\
\hline
f’(x) & sinal1 & 0 & sinal2 & & sinal2 \\
\hline
x & monot1 & f{\left(k1\right)}= valorf0
& monot2 & n.d. & monot2 \\
\hline
</thisone>
</showone>
(n.d.= n~ao definida)
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Conclus~ao:
<showone id1>
<thisone Caso (s.extrem0 -s.d0m) < 0 - (isto e´ comenta´rio)>
$\bullet$ $f(x)$ e´ crescente em $ [ k1,d0m [$ e em $]d0m ,
+ \infty[$
$\bullet$ $f(x)$ e´ decrescente em ${\left ]- \infty, k1\right]}$
$\bullet$ $f(x)$ tem um mı´nimo para $x=k1$, sendo esse mı´nimo
$f{\left(k1\right)}=valorf0$
</thisone>
<thisone Caso diferente de (s.extrem0 -s.d0m) < 0 - (isto e´
comenta´rio)>
$\bullet$ $f(x)$ e´ decrescente em em $ [ k1,d0m [$ e em $]d0m ,
+ \infty[$
$\bullet$ $f(x)$ e´ crescente em ${\left ]- \infty, k1\right]}$
$\bullet$ $f(x)$ tem um ma´ximo para $x=k1$, sendo esse ma´ximo
$f{\left(k1\right)}=valorf0$
</thisone>
</showone>
<style>
table,td,th
{
border:0px solid black;
border-collapse:collapse;
}
td
{
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text-align:left;
}
</style>
<table width="900">
<tr>
<td>
O esboc¸o do gra´fico da func¸~ao da func¸~ao $f(x)$ e´ (note-se que
$x= d0m$ e´ uma assimptota):
</td>
<td> <center>
fig_funcao
</center></td>
</tr>
</table>
class E26A03_Derivadas_027(Exercise):
def make_random(s):
x=var(’x’)
s.a0 = ur.iunif_nonset(-5, 5,[0])
s.b0 = ur.iunif_nonset(-5, 5,[0])
s.c0 = ur.iunif(-9, 9)
s.aux1 = ur.random_element( [ 1, 2, 3] ) #varia´vel
auxiliar para definir o rectangulo de visualizac¸~ao da figura
def solve(s):
s.w0=s.a0*x
s.u0=exp(s.w0)
s.v0=s.b0*x+s.c0
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s.d0m = -s.c0/s.b0
s.f0=s.u0/s.v0
s.derf0=derivative(s.f0,x) #derivada da func¸~ao
s.deru0=derivative(s.u0,x)
s.derv0=derivative(s.v0,x)
s.u0_0=s.deru0*s.v0-s.u0*s.derv0
s.k0=s.a0*(s.b0*x+s.c0)-s.b0
s.k1=(s.b0-s.a0*s.c0)/(s.a0*s.b0)
#zero da derivada
s.valorf0=s.f0(x=s.k1)
# valor da func¸~ao em k1
s.extrem0=s.derf0(x=(s.valorf0-1))
if s.derf0(x=(s.valorf0-1)) < 0:
s.sinal1 = ’+’
s.sinal2 = ’-’
s.monot1 = r’\nearrow’
s.monot2 = r’\searrow’
else:
s.sinal1 = ’-’
s.sinal2 = ’+’
s.monot1 = r’\searrow’
s.monot2 = r’\nearrow’
if (s.extrem0 -s.d0m) > 0:
s.id1=0
else:
s.id1=1
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if s.k1 > 0:
s.xmin= s.k1-2*s.aux1
s.xmax= s.k1+s.aux1
else:
s.xmin= s.k1-s.aux1
s.xmax= s.k1+2*s.aux1
p1 = plot([s.f0], x,s.xmin,s.xmax, ymin=-50, ymax=50,
color=’blue’,axes_labels=[’$x$’,’$y$’])
legend_f0 = text( r’$y=%s$’ %latex(s.f0), (s.xmax ,
s.f0(x= s.xmax )+10 ))
fig_funcao_completa = p1 + legend_f0
s.fig_funcao=s.sage_graphic(fig_funcao_completa,
"fig2", dimx=10, dimy=10)
p2 = plot([s.derf0], x,s.xmin,s.xmax, ymin=-50,
ymax=50, color=’blue’,axes_labels=[’$x$’,’$y$’])
legend_derf0 = text( r’$y=%s$’ %latex(s.derf0),
(s.xmax , s.derf0(x= s.xmax )+10 ))
fig_funcao_completa = p2 + legend_derf0
s.fig_derfuncao=s.sage_graphic(fig_funcao_completa,
"fig1", dimx=10, dimy=10)
’’’)
Enunciado
Em relac¸a˜o a` func¸a˜o f definida em R \ {53} por f(x) = e
x
3x−5
Podemos afirmar que:
(A) f(x) e´ crescente em [83 ,
5
3 [ e em ]
5
3 ,+∞[ , decrescente em
]−∞, 83] e tem
um mı´nimo para x = 83 .
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(B) f(x) e´ decrescente em [83 ,
5
3 [ e em ]
5
3 ,+∞[ , crescente em
]−∞, 83] e tem
um ma´ximo para x = 83 .
(C) f(x) e´ decrescente em R \ {53}
(D) f(x) e´ crescente em R \ {53}
Proposta de resoluc¸a˜o
f ′(x) =
[
ex
3x− 5
]′
=
(ex)′ · (3x− 5)− ex · (3x− 5)′
(3x− 5)2
=
ex · (3x− 5)− (ex) · (3)
(3x− 5)2
=
(3x− 5)ex − 3 ex
(3x− 5)2
Para x ∈ R \ {53}, tem-se:
f ′(x) = 0 ⇔ (3x− 5)e
x − 3 ex
(3x− 5)2 = 0
⇔ (3x− 5)ex − 3 ex = 0
⇔ ex(3x− 8) = 0
⇔ 3x− 8 = 0
⇔ x = 8
3
O gra´fico de f ′(x), ver figura A.2, ajuda a completar facilmente o quadro de
sinais.
Quadro de sinais da derivada, tabela A.1:
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Figura A.2: Gra´dico de f
x −∞ 83 53 +∞
f ′(x) − 0 + + +
f(x) ↘ f(83) = 13e 83 ↗ n.d. ↗
Tabela A.1: Quadro de sinais
n.d.= na˜o definida
Conclusa˜o:
• f(x) e´ crescente em [83 , 53 [ e em ]53 ,+∞[
• f(x) e´ decrescente em ]−∞, 83]
• f(x) tem um mı´nimo para x = 83 , sendo esse mı´nimo f
(
8
3
)
= 13 e
8
3
Na figura A.3, esta´ o esboc¸o do gra´fico da func¸a˜o f(x).
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Figura A.3: Gra´dico de f
E26A03 Derivadas 029
meg.save( r’’’
%summary derivadas de func¸~oes:relac¸~ao entre o gra´fico
da 2a derivada e a func¸~ao
Palavras chave: func¸~oes, derivadas, gra´fico
SIACUAstart
level=5; slip= 0.2; guess=0.25; discr = 0.3
concepts = [(4453, 0.5), (4454, 0.5)]
SIACUAend
%problem Relacionar a func¸~ao com a derivada de ordem 2
<style>
table,td,th
{
border:0px solid black;
border-collapse:collapse;
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}
td
{
text-align:left;
}
</style>
<table width="900">
<tr>
<td>
Considere a func¸~ao $f$ cujo gra´fico se encontra parcialmente
representado na figura. <p>
$f$ e´ uma func¸~ao que admite segunda derivada em $\mathbb{R}$.
</td>
<td> <center>
fig_funcao
</center></td>
</tr>
</table>
Qual dos seguintes gra´ficos pode representar a func¸~ao
$g(x)=-f’’(x)$?
%answer
<multiplechoice>
<choice> <center> fig_certa </center> </choice>
<choice> <center> fig_errada1 </center> </choice>
<choice> <center> fig_errada2 </center> </choice>
<choice> <center> fig_errada3 </center> </choice>
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</multiplechoice>
A segunda derivada da´-nos informac¸~ao sobre o sentido das
concavidades do gra´?co de uma func¸~ao.<p>
\bf{Pelo teste da segunda derivada:}
Seja $f$ uma func¸~ao duas vezes deriva´vel num intervalo
aberto $I$,
$(i)$ Se $f" > 0$ para todo $x \in I$, ent~ao o gra´fico
de $f(x)$ tem a concavidade voltada para cima em $I$.
$(ii)$ Se $f"< 0$ para todo $x \in I$, ent~ao o gra´fico
de $f(x)$ tem a concavidade voltada para baixo em $I$.
O ponto de coordenadas $(a,\;f(a))$ e´ um ponto de
inflex~ao do gra´fico da func¸~ao $f$ se o sentido da concavidade
do gra´fico muda nesse ponto.
Assim por observac¸~ao do gra´fico de $f$ conclui-se que o possı´vel
gra´fico de $f’’(x)$ so´ podera´ ser:
<center>
fig_errada1
</center>
Fazendo uma simetria em relac¸~ao a $Ox$, obtemos o gra´fico $g(x)$:
<center>
fig_certa
</center>
class E26A03_Derivadas_029(Exercise):
def make_random(s):
x=var(’x’)
s.p0 = ur.random_element( [ -3,-2,-1, 0, 1, 2, 3 ] )
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s.a0 = ur.iunif_nonset(-3, 3,[0])
s.b0 = ur.iunif(1,3)
s.aux1 = ur.random_element( [ 1, 2, 3,4] )
def solve(s):
s.lf1=[sin(x), s.a0*x^3- s.b0, s.a0*x^2-s.b0]
s.id1= ZZ.random_element(len(s.lf1 ))
s.f11 = s.lf1[s.id1]
s.primitivaf11 = integral(s.f11,x)
s.derf11 = derivative(s.f11,x)
s.fp0=s.f11(x= s.p0)
s.der2f11 = derivative(s.derf11,x)
print("id1=", s.id1)
if s.p0 > 0:
s.xmin= s.p0-2*s.aux1
s.xmax= s.p0+s.aux1
else:
s.xmin= s.p0-s.aux1
s.xmax= s.p0+2*s.aux1
p1 = plot([s.f11], x,s.xmin,s.xmax,
color=’blue’,axes_labels=[’$x$’,’$y$’])
legend_f11 = text( r’$y=%s$’
%latex(s.f11), (s.xmax , s.f11(x= s.xmax ) ))
fig_funcao_completa = p1
s.fig_funcao=s.sage_graphic(fig_funcao_completa,
"fig1", dimx=7, dimy=7)
#s.ordenadap0 = s.primitivaf11(x= s.p0) #declive
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#s.tanp0= s.ordenadap0*x + (s.fp0-s.ordenadap0*s.p0)
#p1 = plot([s.f11,s.tanp0], x,s.xmin,s.xmax, color=’blue’)
#grafico sime´trico da 2a derivada: -der2f11 (resposta correta)
s.der_certa =derivative(-s.derf11,x)
p2 = plot([s.der_certa], x,s.xmin,s.xmax,color=’blue’,
axes_labels=[’$x$’,’$y$’],)
legend_der_certa = text( r’$y=%s$’ % latex(s.der_certa),
(s.xmax , s.der_certa(x= s.xmax ) ))
fig_completa2 = p2
s.fig_certa=s.sage_graphic(fig_completa2, "fig2",
dimx=6, dimy=6)
#grafico da primeira resposta errada: der2f11
s.der_errada1 = derivative(s.derf11,x)
p3 = plot([s.der_errada1], x,s.xmin,s.xmax,
color=’blue’,axes_labels=[’$x$’,’$y$’])
legend_der_errada1 = text( r’$y=%s$’
% latex(s.der_errada1), (s.xmax , s.der_errada1(x= s.xmax ) ))
fig_completa3 = p3
s.fig_errada1=s.sage_graphic(fig_completa3,
"fig3", dimx=6, dimy=6)
#grafico da segunda resposta errada: -derivadaf11
s.derf11 = derivative(s.f11,x)
p4 = plot([s.derf11], x,s.xmin,s.xmax,
color=’blue’,axes_labels=[’$x$’,’$y$’],)
legend_derf11 = text( r’$y=%s$’
% latex(s.derf11), (s.xmax , s.derf11(x= s.xmax ) ))
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fig_completa4 = p4
s.fig_errada2=s.sage_graphic(fig_completa4,
"fig4", dimx=6, dimy=6)
#grafico da terceira resposta errada: derivadaf11
s.derf11 = derivative(-s.f11,x)
p5 = plot([s.derf11], x,s.xmin,s.xmax,
color=’blue’,axes_labels=[’$x$’,’$y$’],)
legend_derf11 = text( r’$y=%s$’
% latex(s.derf11), (s.xmax , s.derf11(x= s.xmax ) ))
fig_completa5 = p5
s.fig_errada3=s.sage_graphic(fig_completa5,
"fig5", dimx=6, dimy=6)
’’’)
Enunciado
Considere a func¸a˜o f cujo gra´fico se encontra parcialmente representado na
figura.
Seja f uma func¸a˜o que admite segunda derivada em R.
Figura A.4: Gra´dico de f
Qual dos seguintes gra´ficos pode representar a func¸a˜o g(x) = −f ′′(x)?
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Figura A.5: Opc¸a˜o (A) Figura A.6: Opc¸a˜o (B)
Figura A.7: Opc¸a˜o (C) Figura A.8: Opc¸a˜o (D)
Proposta de resoluc¸a˜o:
A segunda derivada da´-nos informac¸a˜o sobre o sentido das concavidades do
gra´fico de uma func¸a˜o.
Pelo teste da segunda derivada: Seja f uma func¸a˜o duas vezes deriva´vel
num intervalo aberto I,se:
(i) f ′′ > 0 para todo x ∈ I, enta˜o o gra´fico de f(x) tem a concavidade voltada
para cima em I.
(ii) f ′′ < 0 para todo x ∈ I, enta˜o o gra´fico de f(x) tem a concavidade voltada
para baixo em I.
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O ponto de coordenadas (a, f(a)) e´ um ponto de inflexa˜o do gra´fico da func¸a˜o
f se o sentido da concavidade do gra´fico muda nesse ponto.
Assim por observac¸a˜o do gra´fico de f conclui-se que o poss´ıvel gra´fico de f ′′(x)
so´ podera´ ser a opc¸a˜o (A).
E26A03 Derivadas 030
meg.save( r’’’
%summary derivadas de func¸~oes:taxa me´dia de variac¸~ao
Palavras chave: func¸~oes, taxa me´dia de variac¸~ao
SIACUAstart
level=3; slip= 0.2; guess=0.25; discr = 0.3
concepts = [(4451, 1)]
SIACUAend
%problem taxa me´dia de variac¸~ao
Considere a func¸~ao , definida por $f(x)=f0$.<p>
A taxa me´dia de variac¸~ao da func¸~ao $f$ no intervalo $[x1,x2]$ e´:
%answer
<multiplechoice>
<choice><p>$t.m.v._{[x_1,x_2]}=rc1$</p></choice>
<choice><p>$t.m.v._{[x_1,x_2]}=re2$</p></choice>
<choice><p>$t.m.v._{[x_1,x_2]}=re3$</p></choice>
<choice><p>$t.m.v._{[x_1,x_2]}=re4$</p></choice>
</multiplechoice>
Como, por definic¸~ao,
$$t.m.v._{[x_0,x_1]}=\frac{f(x_1)-f(x_0)}{x_1-x_0}$$
tem-se:
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\begin{eqnarray*}
t.m.v._{[x1,x2]}&=&\frac{f(x2)-f(x1)}{x2 sgn_x1 mx1}\\
&=&\frac{fx2 sgn_fx1 mfx1}{k1}\\
&=&\frac{k2}{k1}\\
&=&rc1\\
\end{eqnarray*}
$f(x1)=a0 \times (x1)^2 sgn_b0 b0 \times (x1) sgn_c0 c0 = fx1$
$f(x2)=a0 \times (x2)^2 sgn_b0 b0 \times (x2) sgn_c0 c0 = fx2$
class E26A03_Derivadas_030(Exercise):
def make_random(s):
x=var(’x’)
s.x1 = ur.iunif(-9, 6)
s.aux1 = ur.iunif(1, 3)
s.a0 = ur.iunif(0, 5)
s.b0 = ur.iunif_nonset(-9, 9,[0])
s.c0 = ur.iunif_nonset(-9, 9,[0])
def solve(s):
s.x2=s.x1+s.aux1
s.f0=s.a0*x^2+s.b0*x+s.c0 #func¸~ao
s.fx1=s.f0(x=s.x1) # imagem de x1
s.fx2=s.f0(x=s.x2) # imagem de x2
s.k1=s.x2-s.x1
print("x2=",s.x2, "x1=",s.x1,"k1=",s.k1)
s.k2=s.fx2-s.fx1
s.mx1=abs(s.x1)
s.mfx1=abs(s.fx1)
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#restric¸~oes sinais
if s.fx1<0:
s.sgn_fx1=’+’
else:
s.sgn_fx1=’-’
if s.x1<0:
s.sgn_x1=’+’
else:
s.sgn_x1=’-’
if s.b0<0:
s.sgn_b0=’’
else:
s.sgn_b0=’+’
if s.c0<0:
s.sgn_c0=’’
else:
s.sgn_c0=’+’
#respostas
s.rc1=(s.fx2-s.fx1)/(s.x2-s.x1)
s.re2=(s.fx2+s.fx1)/(s.x2-s.x1)
s.re3=(s.fx2+s.fx1)/(s.x2+s.x1)
s.re4=s.rc1-1
’’’)
Enunciado:
Considere a func¸a˜o , definida por f(x) = 3x2 − 6x+ 3.
A taxa me´dia de variac¸a˜o da func¸a˜o f no intervalo [2, 3] e´:
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(A) t.m.v.[x1,x2] = 9
(B) t.m.v.[x1,x2] = 15
(C) t.m.v.[x1,x2] = 3
(D) t.m.v.[x1,x2] = 8
Proposta de resoluc¸a˜o
Como, por definic¸a˜o,
t.m.v.[x0,x1] =
f(x1)− f(x0)
x1 − x0
tem-se:
t.m.v.[2,3] =
f(3)− f(2)
3− 2
=
12− 3
1
=
9
1
= 9
