imation capability and can better model the complicated relationship between historical and future traffic flow data than other methods (19) . The application of neural networks does not require an explicit model formulation to be specified, as is usually required.
The accurate modeling and forecasting of traffic flow data such as volume and travel time are critical to intelligent transportation systems. Many forecasting models have been developed for this purpose since the 1970s. Recently kernel-based machine learning methods such as support vector machines (SVMs) have gained special attention in traffic flow modeling and other time series analyses because of their outstanding generalization capability and superior nonlinear approximation. In this study, a novel kernel-based machine learning method, the Gaussian processes (GPs) model, was proposed to perform short-term traffic flow forecasting. This GP model was evaluated and compared with SVMs and autoregressive integrated moving average (ARIMA) models based on four sets of traffic volume data collected from three interstate highways in Seattle, Washington. The comparative results showed that the GP and SVM models consistently outperformed the ARIMA model. This study also showed that because the GP model is formulated in a full Bayesian framework, it can allow for explicit probabilistic interpretation of forecasting outputs. This capacity gives the GP an advantage over SVMs to model and forecast traffic flow.
The accurate modeling and forecasting of traffic flow data, such as volume, speed, and travel time, are critical to intelligent transportation systems (ITS), especially advanced traveler information systems (ATIS) and advanced traffic management systems (ATMS). Given reliable real-time traffic flow predictions, travelers can choose the best routes dynamically. Also, such information can be used by traffic management personnel to develop proactive traffic control strategies that make better use of the available road network resources.
The success of many ATIS and ATMS applications depends largely on the accuracy of the selected traffic flow modeling and forecasting algorithms. Numerous methods have been developed and compared since the 1970s to improve the accuracy of traffic flow forecasting. These methods can generally be categorized into the following groups: autoregressive integrated moving average (ARIMA) models (1-3), nonparametric regression (4-5), Kalman filtering theory (6) (7) (8) , neural networks (9) (10) (11) (12) (13) (14) (15) , support vector machines (SVMs) (16) (17) , and hybrid models (18) . Of the existing traffic flow forecasting methods, neural networks are the most widely used ones. One major reason is that neural networks have a strong function approx-
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General Formulation of GPs
GPs provide a Bayesian paradigm to learn an implicit functional relationship ŷ = f(x) from a given training data set,
represents the vector of observed input variables (i.e., predictors) in a d-dimensional feature space, and y i is the one-dimensional observed target value (i.e., response variable) that is either continuous or discrete. Unlike most classical Bayesian models, GPs directly elicit a prior distribution on the whole function f(x). Specifically, f(x) is treated as a random field and is assumed to be a GP a prior:
where the prior GP is fully specified by a mean function m(x) and a covariance function k(x, x), and denotes the prior's hyperparameters used to parameterize the covariance function; that is, k(x, x) = k(x, x; ). Strictly speaking, a GP model can be treated as a probability distribution defined over functions such that
where f(x) and f(x) are random variables indexed by any pair of x and x. In such a sense, a GP prior can be roughly deemed as a probability distribution for an infinite number of random variables. Furthermore, a collection of function values that are indexed by any finite number of X = [x 1 , x 2 , . . . , T and K ij = k(x i , x j ), i, j = 1, . . . , n. For ease of presentation but without loss of generality, m(x) = 0 is assumed, because in practice the data can always be centered with respect to the sample mean. In the machine learning term, k(x, x) is often called a kernel function or simply a kernel rather than a covariance function. As detailed later, kernel functions usually take certain forms that are parameterized by one or more parameters . Accordingly, specifying a GP prior p( f(x) ⎟ ) ∝ GP(m(x), k(x, x)) is to determine a specific type of kernel (covariance function) and the associated values.
Once a GP prior p(f⎟ ) and a "noise" model p(y⎟ f) are specified, the posterior distribution of f, given the training data D, p(f ⎟ D, ), can be readily derived by updating the prior p(f⎟ ) according to the Bayes theorem:
where the input variables X (i.e., the indices for f) have been made explicit in the prior. The term p(D⎟ ) is called marginal likelihood as it is a function of , given D, and the noise model p(y⎟ f) is also known as likelihood, which is a function of f for a fixed set of observations y. The p(y⎟ f ) is introduced because in practice y i is a corrupted version of f(x i ) as the result of certain noises or measurement errors. With the posterior p(f ⎟ D, ), prediction distribution at a new input x * is obtained by using By combining Equation 4 and the noise model, the predictive distribution for y * can also be obtained as from which not only the predicted mean but also the associated uncertainty (error-bar) could be computed. In GP modeling it is a collection of function values f(x)-not x itself-that needs to be Gaussian. In fact, the input variables x are assumed to be distribution-free. In other words, the GP model theoretically can handle data with any kinds of distributions. Interested readers can refer to Rasmussen and Williams (20) , MacKay (22) , and Seeger (23) for more information.
GP Regression Model
The aforementioned GP models will solve nonlinear regression problems when the response variables y i are continuous and a normal distribution is assumed for the noise model p(y⎟ f ). Specifically, y i is subject to independent and identically distributed (i.i.d.) normal errors with a mean of zero and a variance of σ 2 :
In such a case, the inference of GP models becomes analytically tractable as a result of the Gaussianity of p(y⎟ f ); accordingly, the resultant posterior and predictive distributions as given in Equations 3 through 5 all reduce to normal distributions. For a new input x * , the predictive mean and variance associated with ŷ * = f(x * ) = f * are given by Equations 7 and 8, respectively (20) .
and where X and y = observed predictors and response variables in
, I = n × n identity matrix, and k(x * , X), with its ith element being k(x * , x i ), = 1 × n vector denoting the covariance of f * with f(X), and k(X, x * ) T = k(x * , X).
Kernels and Learning Hyperparameters
Equations 7 and 8 show that to fit and apply a GP regression model amounts to the choice of a kernel and the specification of its parameters (i.e., hyperparameters). In machine learning, the most commonly used kernels include the polynomial kernel, the radial basis function (RBF), and the automatic relevance determination (ARD) as given by Rasmussen and Williams (20) .
where σ 2 0 , p, l, l i and Σ p are hyperparameters of the corresponding kernels that have been symbolized as in Equations 3 through 5. The is called a hyperparameter because, in the Bayesian framework of GPs, the unknown function f itself is a "parameter" as the result of the prior p( f⎟ ) placed on f. A common hyperparameter of the above kernels is the variance σ 2 0 , which plays the same role as the tradeoff parameter of SVMs. However, a GP kernel and its hyperparameters are more interpretable than those of SVMs because the GP kernel represents the degree of correlation between function values at two inputs. For example, the hyperparameter l in Equation 10, or l i in Equation 11 , refers to a characteristic length that represents a distance in the input space beyond which function values become less relevant. The magnitude of l i in the ARD kernel indicates the inference capability of the ith input variable. Very large values of l i will downplay or eliminate the influences of irrelevant input dimensions. As such, the ARD provides a parameterization scheme for automatic feature reduction, which has proved effective when handling highdimensional problems (25) . Most studies have confirmed the superior performance of the RBF kernel (16-17, 20, 25) . Therefore, only the RBF kernel was examined, and no comparison between kernels was made in the study reported here.
In practice, rather than guess at an initial value for the hyperparameter , it is advantageous to learn its informative value in favor of the training data D. In the Bayesian formulation of GP models, the posterior of is given by Then, the optimal value can be obtained naturally as the maximum a posteriori (MAP) estimate of p(⎟ D) (20) . Because of the lack of prior knowledge, p(θ) is assumed to be flat (i.e., a noninformative prior). In such a case, the MAP estimate is pinpointed by maximizing the following marginal likelihood p(D⎟ ):
Such a procedure is also known as Type 2 maximum likelihood. For the GP regression models of Equations 6 through 8, the log marginal likelihood can be expressed as it was in Rasmussen and Williams (20): where ʈ⅐ʈ denotes the determinant of a matrix. The gradient of log p(D⎟ θ) with respect to is
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The maximization of log p(D⎟ θ) with respect to can be implemented with any general gradient-based optimization techniques, and in this study a conjugate gradient optimization method was employed, similar to the one used by Rasmussen and Williams (20) . The global optimization may be trapped into local maxima if there are a large number of hyperparameters (e.g., when the ARD kernel is used for feature selection over high-dimensional inputs). As a remedy, it is common practice to perform the optimization multiple times with random initial values and to select the one that yields the highest marginal likelihood.
MODEL TESTING AND RESULT ANALYSIS Data Description
To facilitate model comparison, the same data set used in Zhang and Xie (16) was used again here. The traffic volume data were obtained from the traffic data acquisition and distribution (TDAD) database maintained by an ITS research group at the University of Washington, Seattle. Specifically, traffic volume data from four detectors located on three interstate highways in the Seattle area were used. The approximate locations of the four detectors are shown in Figure 1 . Detailed information about the four detectors follows. A total of four sets of traffic volume data was obtained from these detectors. Each data set contained 28 days of data. The raw traffic volume data were aggregated by using 15-min intervals, and a single day generated 96 data points. The first 14 days of data from each data set are plotted in Figure 2 to show the general trends. It is easy to see that Data Sets 1 through 3 showed similar patterns but different traffic volume levels. Their weekday traffic clearly had two peak periods. In Data Set 4, the effect of morning rush hour was not as obvious.
Model Fitting
The same data sets discussed above were used by Zhang and Xie to evaluate v-SVMs and to compare them with a multilayer, feedforward neural networks model (16) . Since their results showed that the v-SVM model consistently outperformed the neural networks model, here it was compared only with the proposed GP model. ARIMA models also were fitted and compared with the GP and v-SVM models. Thus three types of models were compared in the study reported here. For all three models, the first 3 weeks of data were used for fitting models; the last week of data was used for prediction tests. These three types of models were compared primarily on the basis of their prediction performance. Both one-and two-step-ahead prediction results were compared. Figure 3 shows the difference between one-and two-step-ahead predictions, where n was the total observed traffic volume data points, and L was the model input length. In Figure 3 , v i represents the aggregate traffic count for a 15-min period. By using the first input as one example, both predictions took the same vector x 1 =[v 1 , v 2 , . . . , v L ] as the input. However, the values to be predicted (outputs) for the one-and two-step-ahead predictions were v L and v L+1 , respectively.
v-SVM and GP Models
As discussed earlier, to fit the v-SVM and GP models conceptually is straightforward. It does not require users to specify an explicit model formulation. Take the one-step-ahead prediction as an example: for each data point to be predicted or modeled as output, the 24 data points immediately preceding it are used as model input. Thus, for a training data set of length 96, it can generate 72 training inputs. The input dimension 24 is determined on the basis of an autocorrelation function (ACF) method (16) . For each of the four data sets, the ACF values were evaluated at different time lags. The first time lag, in which the ACF value was zero, was selected as the input dimension. Based on the ACF values, an input dimension of 24 was selected for all four data sets. According to the notations set out earlier in this paper on GPs, the one-step-ahead models to be fitted could be symbolized aŝˆ, Compared with the GP model, the fitting of the v-SVM model requires more effort. A validation data set for model selection usually is needed to help find the appropriate parameters for the v-SVM model. For the v-SVM model, therefore, the 3-week fitting data were separated further into a training data set (first 2 weeks of data) and a validation data set (week 3 of data). Given the training and fitting data sets, a handy genetic algorithm tool was used to find the optimal parameters for the v-SVM model. Details on the parameters to be determined and the genetic algorithm tool can be found in Zhang and Xie (16) and are not replicated here. The GP model was implemented by using a widely accepted package called Gaussian Processes for Machine Learning (GPML) (26) . This package is based on the MATrix LABoratory (MATLAB) programming language platform. Customized MATLAB codes have also been developed to process the raw and output data and call functions in the GPML package. The training and testing process of the GP and v-SVM models is illustrated in Figure 4 .
ARIMA Model
ARIMA models were also fitted for the four data sets because of their popularity in traffic flow forecasting research (1-3, 18 ). An auto.arima forecasting program was used in the R Project for Statistical Computing to select the best-fit ARIMA model for each test data set (27) . The best models selected by auto.arima and their corresponding Akaike information criterion (AIC), Bayesian information criterion (BIC), and log likelihood values are listed in Table 1 . Both AIC and BIC are commonly accepted criteria for model selection. In general, models with lower AIC and BIC values should be selected. Although the collected data sets showed seasonal patterns, seasonal ARIMA models were not selected by the auto.arima program.
Measurements of Effectiveness
Mean absolute percentage error (MAPE) and root mean square error (RMSE) are two commonly used criteria to evaluate and compare prediction methods. Adopted for use in this study, MAPE and RMSE are defined below:
where vol(k) is the observed traffic volume at time step k and vol(k) is the corresponding predicted traffic volume. Each time step in this study was equivalent to 15 min. N was the size of the testing data set (total number of time steps).
Results Analysis and Comparison
The one-and two-step-ahead forecasting results are listed in Tables 2  and 3 , respectively. It can be easily seen that, for all data sets, the GP
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and v-SVM models performed consistently better than the ARIMA models for one-and two-step-ahead forecasting. In some cases, the improvements in performance were quite significant. The two-stepahead forecasting MAPEs for Data Set 2 for the GP and v-SVM models were 10.7% and 10.9%, respectively, while the MAPE for the ARIMA (5, 1, 4) model was 17.3%. Tables 2 and 3 also show that the superior performance by the GP and v-SVM models was more significant in the two-step-than in the one-step-ahead forecasting.
The GP and v-SVM models performed about equally in terms of MAPE and RMSE in all cases. It was difficult to tell which method was absolutely better on the basis of the MAPE and RMSE values. However, the GP model possesses a desirable feature that distinguishes it from the v-SVM model: Not only does it produce point traffic flow estimates, the GP model also generates standard deviations (i.e., error bar) for the predicted traffic flow values. To use the one-step-ahead forecasting result as one example, Figures 5 and 6 show the predicted traffic volumes and their standard deviations for Tuesday's data in Week 4 with the GP model. As Figures 5 and 6 show, the predicted standard deviations seemed not to be directly related to the magnitude of the observed traffic volumes. When the observed traffic volume is at its peak, the corresponding predicted standard deviation may not necessarily be at its largest (see Figure 6 ). Usually, predicted standard deviations become larger when there are drastic changes in the observed traffic volume data. This additional standard deviation information from the GP model could help traffic control and management personnel better assess the quality and reliability of the predicted data and use the predicted values wisely. From the predicted and observed traffic volumes plotted in Figures 5 and 6 , it can be seen that the predicted traffic volumes (solid lines) closely followed the observed traffic flow data (red dots) for all test data sets.
The predicted traffic volumes and standard deviations data were combined to create upper and lower boundaries for the four test data sets. Specifically, the upper and lower boundaries were created by adding or subtracting the standard deviations to or from the predicted traffic volumes. The resultant boundaries are shown in Figures 7 and 8 . These two figures clearly show that in most cases the observed traffic data points were within the upper and lower boundaries generated from the GP model outputs. This result was encouraging. It confirms that the predicted traffic volume data closely follow the observed traffic trends. In addition, it suggests that standard deviations are credible and can be used to generate useful intervals for predicted traffic volume data.
DISCUSSION AND CONCLUSIONS
This paper introduces a GP model into traffic flow modeling and forecasting. The proposed GP model was tested on four data sets collected on three interstate highways in Seattle, Washington. Two other promising traffic flow forecasting models, v-SVM and ARIMA, were also tested with the same data sets. Their forecasting results were compared with those produced by the GP model. Two types of forecasting were conducted: one-and two-step-ahead forecasting. The results indicated that the GP and v-SVM models outperformed the ARIMA model in all cases. They further showed that the GP and v-SVM models outperformed the ARIMA models more significantly in the two-step-ahead forecasting than in the one-step. The GP and v-SVM models are distribution-free learning algorithms and can be applied to handle many types of data that are not necessarily normally distributed for both classification and regression purposes (20, 25) . However, the formulations of the two algorithms are based on very different modeling frameworks. The v-SVM model is used to formulate and solve a nonlinear optimization problem, whereas the GP model is based on a full Bayesian framework. Nevertheless, the overall forecasting performances of the GP and v-SVM models in this study were similar. This result probably can be explained by the fact that both are kernel-based machine learning methods. The full Bayesian framework enables the GP model to generate standard deviation estimates in addition to the predicted traffic flow volumes. This information could be useful to assess the reliability of the traffic flow predictions and to make better use of the predicted data. Unfortunately, such information cannot be readily obtained from the v-SVM model. The estimated standard deviations were further plotted against the observed traffic volume data in Figures  5 and 6 . The result suggests that the estimated standard deviations become larger when there are drastic changes in the observed traffic volume data. The predicted traffic volume and standard deviation data from the GP model were combined to generate upper and lower boundaries for each test data set. The result shows that most observed traffic flow data points fall into the predicted upper and lower boundaries (see Figures 7 and 8) .
The overall forecasting performance of the proposed GP model was satisfying. The model comparison results suggest that the GP model significantly outperforms the commonly used ARIMA model. Previously, the v-SVM model has been shown to outperform multilayer, feed-forward neural network models in prediction accuracy and generalization capability (16) . The results in this study indicate that the proposed GP model performs slightly better than the v-SVM model in most cases and that it can generate useful standard deviation estimates, which the v-SVM model cannot. In summary, the GP model offers a promising way to model and forecast traffic flow, and it has emerged as a serious competitor to the v-SVM model.
FUTURE WORK
This study showed that the GP and v-SVM models consistently outperformed the ARIMA model on all four data sets. Additional tests on other data sets are necessary to further confirm the superiority of Xie, Zhao, Sun, and Chen 77 these kernel-based machine learning methods over conventional modeling tools such as ARIMA. In particular, the GP model should be tested on data sets that exhibit clear seasonal patterns with erroneous values or missing data points, and then compared with other models such as the seasonal ARIMA model.
