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This paper introduces a mathematical framework for determining second surge behavior of COVID-19 cases in the United
States. Within this framework, a flexible algorithmic approach selects a set of turning points for each state, computes
distances between them, and determines whether each state is in (or over) a first or second surge. Then, appropriate
distances between normalized time series are used to further analyze the relationships between case trajectories on a
month-by-month basis. Our algorithm shows that 31 states are experiencing second surges, while 4 of the 10 largest
states are still in their first surge, with case counts that have never decreased. This analysis can aid in highlighting the
most and least successful state responses to COVID-19.
The United States (US) has been severely impacted by
COVID-19, and leads the world in both case and death
counts.1 Individual states have largely determined their
own response to the pandemic,2 seeking to protect citizens’
lives while mitigating economic consequences. Following
lockdowns and business closures in March and April, all
50 states reduced their restrictions.3 Since then, the US
has experienced a severe rise in new cases, with a public
debate on whether or not to term this a "second surge."4,5
A careful identification of most and least successful states
is therefore of great relevance to a response to the ongo-
ing threat of COVID-19. This paper has two goals: to
develop a mathematical framework that defines a second
surge and identifies the states that are experiencing one;
and to compare the trajectories of new case counts as a
means of determining effective pandemic responses.
I. INTRODUCTION
Understanding the trajectory of COVID-19 case counts as-
sists governments in responding to the impact of the pandemic.
Given the highly infectious nature of the disease, an increasing
number of new daily cases may overwhelm the healthcare sys-
tem and prompt an elevation in restrictions on businesses and
social gatherings. A decreasing number of new cases is a good
sign, but should be carefully observed in the event it begins to
increase. Thus, the turning points in the new case counts are
crucial to identify and monitor.
For this goal, we use existing and new techniques from
time series analysis. Time series analysis has been widely
applied to epidemiology,6,7 including COVID-19.8–10 Existing
methods of time series analysis are diverse, including power-
law models,11 and nonparametric methods such as distance
analysis,12 distance correlation13–15 and network models.16 In
this paper, we aim to develop a new mathematical framework of
identification and comparison of turning points of time series
to study the spread of COVID-19 in the US. Such turning
points classify the behavior of states’ trajectories throughout
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the pandemic as being in (or over) their first surge or second
surge.
In addition to the aforementioned state-by-state determi-
nation of turning points, this paper uses a new application of
semi-metrics to measure distance between the states’ behaviors,
and performs clustering based on this. The paper implements
hierarchical clustering,17,18 which has previously been used
in various epidemiological applications. These include inflam-
matory diseases,19 airborne diseases,20 Alzheimer’s disease,21
Ebola,22 SARS,23 and COVID-19.9
The paper is structured as follows: in each of the proceeding
two sections, we introduce portions of our methodology and
then present our results. Section II describes our framework
for identifying turning points, determining which states are
in a second surge, and clustering based on similar behavior.
Section III analyzes the trajectories of COVID-19 counts in
each state on a month-by-month basis. Section IV summarizes
the results and new findings regarding the spread of COVID-19
in the United States.
II. SECOND SURGE ANALYSIS
In this section, we develop a mathematical framework and
procedure to determine whether a state has experienced a sec-
ond surge. Through the careful selection of turning points, we
formulate a definition applicable to an individual time series,
and develop a method for comparing differing surge behaviors
among a collection of time series.
Let xi(t) ∈ R be a collection of real-valued time series over
a common time interval t = 1, . . . ,T, i = 1, . . . ,n. In this paper,
the analyzed time series are the daily counts of new cases in
the 50 US states and the District of Columbia (D.C.), ordered
alphabetically, i = 1, . . . ,51. Our data spans 01/21/2020 to
07/31/2020, a period of T = 193 days across n = 51 regions.
There are several irregular features in the data set, including
lower case counts on the weekends, some negative daily counts
due to adjustments of previous figures, and general noise. In
addition, there are small disparities between different data
sources. In order to isolate the signal in a data set, and between
different data sets, we first apply a Savitzky-Golay filter24
to the counts to produce a collection of smoothed time series
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calculation with polynomial smoothing. Through its moving
average computations, it largely eliminates all negative counts,
except when there are very few cases. In these instances, we
replace any negative smoothed count with a zero. For the
remainder of the paper, we analyze these smoothed cases xˆi(t).
Due to the smoothing process, xˆi(t) ∈ R≥0 are not necessarily
integers, but are all non-negative.
Our identification of turning points and second surge behav-
ior of a smoothed time series xˆ(t) proceeds in two steps. First,
we identify a sequence of potential local maxima or peaks, and
local minima or troughs. Second, we appropriately refine this
sequence according to chosen conditions. The final sets P and
T of peaks and troughs, respectively, determine whether the
time series is said to be in (or over) its first or second surge. It
will be essential that P and T are non-empty.
For the first step, the basic idea is to designate a time t0 a
peak or trough, respectively, if
xˆ(t0) = max{xˆ(t) : max(1, t0− l)≤ t ≤min(t0+ l,T )} (1)
xˆ(t0) = min{xˆ(t) : max(1, t0− l)≤ t ≤min(t0+ l,T )} (2)
for a parameter l < T2 , the length over which we look. In this
paper, we select l = 17 to account for the 14-day incubation
period of the virus25 and reduced testing on weekends. These
naive definitions (1, 2) have two flaws: first, equal values
of xˆ(t) may determine consecutive values of t as peaks or
troughs when only one should be counted. More subtly, it is
possible that two troughs may be detected at two points that
are far apart, with no peak between them, when the time series
has been largely monotonic between the two. For example,
in Figure 1a, troughs are naively detected at t0 = 1 and 126,
corresponding to the start of the time series and 05/26/2020,
respectively. What follows is a method to exclude the latter.
We implement variants of (1, 2) by sequentially examining
the values of xˆ(t). The first peak or trough is assigned at the
first value of t0 such that (1) or (2) holds, respectively. For
each US state, this is an initial trough at t0 = 1 corresponding
to zero cases there after smoothing. Having determined a peak
at t0, we search in the period t > t0 for one of two elements:
if we find a trough at t1 > t0 according to (2) we add it to
the set of troughs and proceed from t1 as normal. If we find
a peak at t1 > t0 according to (1) such that xˆ(t0) ≥ xˆ(t1), we
ignore this lesser peak as redundant; if we find a peak at t1 > t0
according to (1) such that xˆ(t0)< xˆ(t1), we remove the peak t0
and replace it with t1 and continue from there. An analogous
process applies from a trough at t0. With this process, we
generate an alternating sequence of troughs and peaks, starting
with a trough at t0 = 1. Every time series is assigned at least
one peak and trough at its global maximum and minimum,
respectively. If the global maximum is not unique, a peak is
assigned at the first maximum. This concludes the first step.
So far, every time series in our collection is assigned an
alternating sequence of peaks and troughs beginning with a
trough at t0 = 1. One could naively define a state as being
in its second surge if its sequence so far is TPTP. However,
some detected peaks and troughs are immaterial and should be
excluded. We describe a flexible approach to excluding trivial
peaks or troughs, in which we apply two conditions to do so.
Let t1 < t3 be two peaks, necessarily separated by a trough.
We select a parameter δ , and if the peak ratio, defined as
xˆ(t3)
xˆ(t1)
< δ , we remove the peak t3. If two consecutive troughs
t2, t4 remain, we remove t2 if xˆ(t2)> xˆ(t4), otherwise remove
t4. That is, if the second peak has size less than δ of the first
peak, we remove it, deciding not to term it a second surge.
Finally, we define the log-gradient between times t1 < t2 as
log-grad(t1, t2) =
log xˆ(t2)− log xˆ(t1)
t2− t1 . (3)
The numerator coincides with log( xˆ(t2)xˆ(t1) ), and is a more appro-
priate substitution for the "rate of increase" given by xˆ(t2)xˆ(t1) −1.
Indeed, a "rate of increase" is asymmetrically bounded be-
tween (−1,∞) while the logarithmic rate is bounded between
(−∞,∞). The log-grad function measures the average rate of
logarithmic increase over the period [t1, t2]. Now let t1, t2 be an
adjacent peak and trough. We select a parameter ε = 0.01; if
| log-grad(t1, t2)|< ε, (4)
that is, the average logarithmic increase or decrease is well-
defined and less than 1%, we remove both t1 and t2 from our
sets of peaks and troughs. For example, this step removes a
peak and trough from Figure 1b, where the local maximum at
04/17/2020 is immaterial. This condition always preserves the
trough at t0 = 1, where xˆ(t0) = 0, and the peak at the global
maximum. This concludes the selection of P and T.
To quantify distance between time series’ turning points, we
apply the semi-metrics of Ref. 26 (with p = 1). Given two











where d(b,S1) is the minimal distance from b∈ S2 to the set S1.
The values d(S1,S2) are symmetric, non-negative, and zero if
and only if S1 = S2. Then, we define the n×n surge behavior
matrix between turning point sets by
DT Pi j = D(Pi,Pj)+D(Ti,Tj). (6)
Then, DT Pi j = 0 if and only if time series xˆi(t) and xˆ j(t) have
equal sets of peaks and troughs, hence identical surge behavior.
Our methodology assigns one of four possible sequence
types to each state. Thirteen states, including Georgia, Cal-
ifornia, Texas, and North Carolina (Figures 1b, 1c, 1d, and
1e, respectively) are assigned the sequence TP (that is, one
trough, then one peak) and deemed to be in their first surge.
All of these but Texas have their unique peak and global max-
imum on the final day, and form a cluster of near identical
similarity in Figure 2, where we implement hierarchical clus-
tering on DT P. Identical results are obtained with any value
δ ∈ [0.1,0.2], so we select δ = 0.2. That is, we exclude any
second surge that is less than a fifth of the first. Then, 31 states
plus D.C. are assigned TPTP - we deem these to be in their
second surge. The three largest of these second surge states
are Florida, Pennsylvania and Ohio, displayed in Figures 1f,
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1g and 1h, respectively. Of these, all but Florida and South
Carolina have a peak on the final day, with 19 exhibiting their
global max on that day. These second surge states form the ma-
jority cluster in Figure 2. Four states are assigned the sequence
TPT, of which New York and New Jersey (1i and 1j) have a
local max removed due to a peak ratio less than 0.2. Their
curves have been flattened and the first surge is completely
over. Arizona (1k) and Utah are also assigned TPT, with their
latter trough on the final day, indicating they are still coming
down from a first surge. Finally, Maine (1l) and Vermont are
assigned the sequence TPTPT. For Maine, this final trough is
at the end of the period, indicating it is still coming down from
its second surge, while Vermont’s final trough is before the end,
indicating it has flattened the curve on its second surge. Hierar-
chical clustering on DT P distinguishes all these behaviors into
separate clusters.
III. DYNAMIC TRAJECTORY MODELLING
In this section, we further analyze the new case counts in
the 50 states and D.C., examining the trajectories of smoothed
case counts on a month-by-month basis. Restricting these
smoothed counts to a particular month gives a sequence fi =
( fi(1), fi(2), . . . , fi(m))) ∈ Rm, where m ∈ {29,30,31} is the
number of days in that month, and i = 1, . . . ,51. .
Let ||fi|| = ∑mt=1 | fi(t)| be the L1 norm of the vector fi. As
all fi(t) are non-negative, this counts the total number of new
cases (up to smoothing) observed in a month, and is non-zero
for every state and month after March. Thus, we may define
gi = fi||fi|| . The vectors gi reflect relative changes of new case
counts within a month. For example, a state whose new cases in
a month differ between 1000 and 1100 will present a relatively
flat normalized trajectory; whereas a state whose new cases in a
month rise from 0 to 100 will present a more steeply increasing
normalized trajectory, as a reflection of the relative change.
Next, we define trajectory distance matrices Di j = ||gi−g j||
that measure distance between normalized trajectories. In Fig-
ures 3a, 3b, 3c, 3d, respectively, we implement hierarchical
clustering on these matrices for the months of April, May, June
and July. There is consistent similarity in the dendrogram struc-
ture: every figure has three clusters, two small clusters, and
one majority cluster that contains several subclusters of high
internal similarity. The two small clusters generally consist of
states that are experiencing steeply increasing or decreasing
trajectories, while the larger cluster exhibits more heterogene-
ity. We describe the common features of the dendrograms in
Table I. There, we also include the Frobenius norm of each
distance matrix. For an n× n matrix A, this is defined as
||A|| =
(
∑ni, j=1 |ai j|2
) 1
2
, and quantifies the total spread of all
distances in a month.
In April, hierarchical clustering determines the existence of
three clusters of US states, displayed in Figure 3a. The first
contains Alaska, Idaho, Hawaii, Montana and Vermont, all
of which have declining new case trajectories. Idaho, seen in
Figure 4a, displays behavior typical of the cluster, experiencing
a peak in early April, and steadily decreasing for the remainder
Trajectory distance matrices
Month Clusters Cluster sizes Frobenius norm
April 3 {4,6,41} 15.34
May* 3 {2,2,44} 15.97
June 3 {3,14,44} 18.35
July 3 {3,4,44} 8.67
TABLE I: Number of clusters, cluster sizes and Frobenius
norm for trajectory distance matrices over four months.
*Three states are excluded in May due to low counts.
of the month. The second cluster consists of Iowa, Kansas,
Minnesota and Nebraska, all of which have steep increases in
new case counts. Iowa and Minnesota are depicted in Figures
4b and 4c, respectively. The final cluster contains all 41 re-
maining states and two subclusters of high self-similarity. The
first subcluster contains states whose trajectories are concave
down with a local peak in April. Georgia, Pennsylvania and
Connecticut, depicted in Figures 1b, 1g and 4d, respectively,
are typical of this subcluster. The second subcluster consists of
states with moderately increasing trajectories, such as Missis-
sippi and Arizona, depicted in Figures 1a and 1k, respectively.
In May, we exclude Alaska, Hawaii, and Montana from the
dendrogram (Figure 3b), as their smoothed trajectories mostly
consist of zeroes and very low counts. Again, three clusters are
observed: the first and most anomalous cluster contains only
New York and New Jersey, whose trajectories are significantly
decreasing, as seen in Figures 1i and 1j, respectively. The
second cluster contains Arkansas (Figure 4e) and Vermont;
their trajectories are relatively flat at the start of May, with an
uptick in the second half. All other states are contained in the
final cluster, with several observable subclusters. One notable
subcluster contains Northeastern states Connecticut, Delaware,
Massachusetts, Pennsylvania, Rhode Island, and D.C. All these
states’ trajectories are steadily decreasing during May, as seen
in Figures 4d and 4f for Connecticut and Massachusetts, re-
spectively. By contrast, another subcluster, containing North
Carolina and Arizona (Figures 1e and 1k, respectively), is
characterized by moderate and consistent increase in May.
In June, three clusters are again observed in Figure 3c. The
first consists of Florida, Idaho and Montana, which display
significantly increasing new cases. Figures 1f and 4a show that
Florida and Idaho, respectively, experienced high growth from
the beginning of June, after a prior month of moderate decrease
and flat cases, respectively. In the second cluster, we again
observe almost all Northeastern states, including Connecticut
(4d), D.C., Maine (1l), Maryland, Massachusetts (4f), New
Hampshire, New Jersey (1j), New York (1i), Rhode Island and
Virginia. These experienced decreasing trajectories in June
from an earlier peak in April. The final cluster is characterized
by states with increasing trajectories. A notable subcluster
that contains Mississippi, Ohio, Arkansas and others, exhibits
considerable similarity in linearly increasing trajectories in
June, seen in Figures 1a, 1h, and 4e, respectively.
For July (3d), the first of three clusters contains Arizona,
Utah, Maine and Vermont. Arizona (1k) and Utah are expe-
riencing decreases from their first surges, and Maine (1l) and





FIG. 1: Smoothed time series and identified turning points for various states: (a) Mississippi (b) Georgia (c) California (d) Texas
and (e) North Carolina are assigned sequence TP and determined to be in their first surge. (f) Florida (g) Pennsylvania and (h)
Ohio are determined to be in their second surges, with sequence TPTP. (i) New York and (j) New Jersey are assigned sequence
TPT and determined to have concluded their first surge and flattened the curve. (k) Arizona and (l) Maine are assigned TPT and
TPTPT with final trough at the end of the period and determined to be declining from their first and second surges, respectively.
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FIG. 2: Surge behavior dendrogram, defined in Section II, measures distance between sets of turning points in new case
trajectories. Five primary (sub)clusters of time series are identified with the following behaviors: 13 states in their first surge, 2
states that have completed their first surge and flattened the curve, 2 states coming down from their first surge, 31 states plus D.C.
that are beyond their first surge and are now experiencing a second surge and 2 states coming down from their second surge.
Vermont from their second. The second cluster consists of
Connecticut (4d), Hawaii and Massachusetts (4f), all of which
exhibit growth in new cases from the beginning to end of July.
The states within the final cluster almost all experienced a
consistent increase in July, with more nuanced separation of
trajectories occurring within the subclusters. For example, one
subcluster contains California, Texas and Florida, displayed
in Figures 1c, 1d and 1f, respectively, all of which experience
a rapid increase in early July that begins to level off toward
the end of July. Even New York and New Jersey experience
slight increases in their cases in July, although with much lower
absolute counts. Another subcluster contains Georgia, Pennsyl-
vania and Ohio, (1b, 1g, 1h, respectively), which all experience
approximately linear growth in new cases. As seen in Table
I, the reduced Frobenius norm for the month of July reflects
less spread in the matrix as a whole, due to the large number
of states with similarly increasing trajectories.
IV. CONCLUSION
In this paper, we propose a new method for analyzing turning
points and trajectories among a collection of time series. Our
mathematical framework defines the characteristics of a state
experiencing (or over) a second surge in COVID-19 cases. The
use of semi-metrics between sets of turning points clusters
states according to their differing surge behaviors and provides
immediate and visible insight into the behavior of the time
series collection as a whole.
This classification of behaviors is then accompanied by a
close examination of the trajectories on a month-by-month
basis. Here we separate and cluster trajectories according to
the relative rates of increase or decrease of new case counts.
Our methodology is flexible: different smoothing techniques,
metrics between data, (semi-)metrics between sets, parameters
in the algorithmic framework, and clustering methods can be
used to study collections of time series and identify differing
surge behavior in greater generality than this application.
Clustering the states’ trajectories on a month-by-month basis
reveals consistent similarity in the cluster structure: there are
always three clusters, that is, one majority cluster and two
smaller clusters. The stable cluster structure over time allows
one to easily observe changes in the cluster membership of
individual states, and determine the time frame under which
new case counts in different states changed direction. For
example, in May, New York and New Jersey move into a
separate cluster characterized by sharply falling numbers of
new cases as they introduced mask mandates.27
Our analysis provides insights into the evolution of COVID-
19 in the United States. While previous papers have studied
counts of different countries over shorter time windows,8,9 this
paper studies the US on a state-by-state basis over 7 months.
Within our framework, we determine that 31 states plus D.C.
are experiencing second surges, of which 21 are more severe
than the first surge. 13 states, including 4 of the 10 largest, are
still in their first surge, with new case counts that have never
materially decreased. Only 2 states are completely over and 2
partially over their first surge with no second surge as of yet.
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FIG. 3: Trajectory dendrograms, defined in Section III for the months of (a) April, (b) May, (c) June and (d) July. These
dendrograms highlight states with similar new case trajectories on a month-by-month basis. For all four months there is a
consistent cluster structure: 2 small clusters and a large cluster with several concentrated subclusters.
Just 2 states are over their second. As of the end of July, all
other state counts are increasing and 31 exhibited their greatest
case counts (after smoothing) on the final day of analysis. All
these features are visible in Figure 2, where five (sub)clusters
correspond to these five possible surge behaviors.
The similarities in Figure 2 can help identify common char-
acteristics of the states that have most and least successfully
managed COVID-19. New York and New Jersey, like many of
the Northeastern states, experienced peaks in new COVID-19
cases in early April. Unlike other Northeastern states, these
three reduced their new cases substantially and have avoided a
second surge. Massachusetts and Delaware have experienced
small second surges in July, 28.5% and 55.7% of their first
peak, respectively.
By contrast, California, Texas, Florida and Georgia are four
states that managed the growth of new COVID-19 cases poorly:
their case counts are the highest in the nation. California and
Texas limited restrictions despite cases that never stopped in-
creasing and then reinstated them amid record counts.28–30
With cases per capita greater than California and Texas, Geor-
gia remains in its first surge, having overturned local mask
mandates in July.31 After an early first surge, Florida reduced
restrictions and has since experienced a long and steep second
surge, including the highest single day counts of any state.32
Figures 3c and 3d place these states in poorly performing clus-
ters, while Figure 2 shows the long second surge of Florida and
the continuous first surges of California, Texas and Georgia.
Overall, this paper introduces a new method for analyzing
second surge behavior in a collection of time series and pro-
vides new insights into the spread of COVID-19 in the US. As
the pandemic continues, individual states must closely observe
the trajectory of their cases and react swiftly to minimize the
potential for increasing case counts. Further surges jeopardize
both citizen safety and economic recovery.
DATA AVAILABILITY
The data that support the findings of this study are openly
available at Ref. 33.
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FIG. 4: Smoothed time series and identified turning points for various states: (a) Idaho, (b) Iowa, (c) Minnesota (d) Connecticut
(e) Arkansas, and (f) Massachusetts. Arkansas is in its first surge; Idaho, Iowa and Minnesota are experiencing second surges
more severe than the first; Connecticut and Massachusetts are experiencing new increases in cases with peak ratios greater than
0.2, as defined in Section II. Thus, they are determined to be experiencing second surges.
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