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PRIMES REPRESENTED BY INCOMPLETE NORM FORMS
JAMES MAYNARD
Abstract. Let K = Q(ω) with ω the root of a degree n monic irreducible
polynomial f ∈ Z[X]. We show the degree n polynomial N(∑n−ki=1 xiωi−1)
in n − k variables takes the expected asymptotic number of prime values if
n ≥ 4k. In the special case K = Q( n
√
θ), we show N(
∑n−k
i=1 xi
n
√
θi−1) takes
infinitely many prime values provided n ≥ 22k/7.
Our proof relies on using suitable ‘Type I’ and ‘Type II’ estimates in Har-
man’s sieve, which are established in a similar overall manner to the previous
work of Friedlander and Iwaniec on prime values of X2 + Y 4 and of Heath-
Brown on X3 + 2Y 3. Our proof ultimately relies on employing explicit ele-
mentary estimates from the geometry of numbers and algebraic geometry to
control the number of highly skewed lattices appearing in our final estimates.
1. Introduction
It is believed any integer polynomial satisfying some simple necessary conditions
should represent infinitely many primes. Specifically, we have the following.
Conjecture. Let f ∈ Z[X ] be an irreducible polynomial of degree d with positive
leading coefficient and no fixed prime divisor. Then we have
#{1 ≤ a ≤ x : f(a) prime} = Sf x
d log x
+ of
( x
log x
)
,
where
Sf =
∏
p
(
1− νf (p)
p
)(
1− 1
p
)−1
, νf (p) = #{1 ≤ a ≤ p : f(a) ≡ 0 (mod p)}.
It follows from the Chebotarev density theorem that the infinite product Sf con-
verges (conditionally) to a positive constant.
Unfortunately no case of the above conjecture is known other than when f is lin-
ear, and the problem seems to be well beyond current techniques. A non-linear
polynomial f represents O(x1/2) integers less than x, and there are essentially no
examples of sets containing O(x1/2) integers less than x which contain infinitely
many primes (beyond artificial examples)1. Thus the sparsity of the set of values
of f presents a major obstacle.
As an approximation to the conjecture one can look at polynomials f ∈ Z[X1, . . . , Xn]
in multiple variables, so the resulting sets are less sparse. If the number of vari-
ables is sufficiently large (relative to other measures of the complexity of f) then
1The seemingly simpler problem of showing the existence of a prime in the short interval
[x, x+ x1/2], for example, is not known even under the assumption of the Riemann hypothesis.
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in principle the Hardy-Littlewood circle method can be used to show that every
integer satisfying necessary local conditions is represented by f . It follows from
the seminal work of Birch [1], for example, that any homogeneous non-singular
f ∈ Z[X1, . . . , Xn] of degree d with no fixed prime divisor represents infinitely
many prime values provided n > (d− 1)2d.
When the number of variables is not larger than the degree only a few polynomi-
als are known to represent infinitely many primes, and these tend to have extra
algebraic structure. Iwaniec [15] shows that any suitable quadratic polynomial rep-
resents infinitely many primes. If K/Q is a number field with a Z-basis {β1, . . . , βn}
of OK , then the norm form NK/Q(X1β1 + · · ·+Xnβn) ∈ Z[X1, . . . , Xn] is a degree
n polynomial in n variables which represents infinitely many primes, since every
degree 1 principal prime ideal of K gives rise to a prime value of NK/Q.
The groundbreaking work of Friedlander–Iwaniec [6] shows that the polynomial
X21+X
4
2 takes the expected number of prime values. Along with the work of Heath-
Brown [12] on X31 +2X
3
2 (and its generalizations due Heath-Brown and Moroz [14],
[13]), these are the only known examples of a set of polynomial values containing
O(xc) elements less than x (for some constant c < 1) which contain infinitely many
prime values. A key feature in the proofs are the fact these polynomials are closely
related to norm forms; NQ(i)/Q(X1+X
2
2 i) = X
2
1+X
4
2 and NQ( 3
√
2)/Q(X1+X2
3
√
2) =
X31 + 2X
3
2 . This allows structure of the prime factorization in the number field to
be combined with bilinear techniques to count primes in these cases.
Our result is to give further examples of thin polynomials which represent infinitely
many primes.
Theorem 1.1. Let n, k be positive integers. Let f ∈ Z[X ] be a monic irreducible
polynomial of degree n with root ω ∈ C. Let K = Q(ω) be the corresponding number
field of degree n, and let NK ∈ Z[X1, . . . , Xn−k] be the ‘incomplete norm form’
NK(a) = NK(a1, . . . , an−k) = NK/Q(
n−k∑
i=1
aiω
i−1).
If n ≥ 4k then as X →∞ we have
#{a ∈ [1, X ]n−k : NK(a) prime} = (S+ o(1))
∫
· · ·
∫
t∈[1,X]n−k
NK(t)≥2
dt1 . . . dtn−k
logNK(t)
,
where
S =
∏
p
(
1− ν(p)
pn−k
)(
1− 1
p
)−1
,
ν(p) = #{1 ≤ a1, . . . , an−k ≤ p : NK(a) ≡ 0 (mod p)}.
All implied constants depend only on ω and are effectively computable.
Theorem 1.2. Let n, k be positive integers. Let f(X) = Xn − θ ∈ Z[X ] be
irreducible, K = Q( n
√
θ) and NK(a) = NK/Q(
∑n−k
i=1 ai
n
√
θ
i−1
), as in Theorem 1.1
in the case f(X) = Xn − θ.
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If n ≥ 22k/7 and X is sufficiently large then
#{a ∈ [1, X ]n−k : NK(a) prime} ≫ S
∫
· · ·
∫
t∈[1,X]n−k
NK(t)≥2
dt1 . . . dtn−k
logNK(t)
≫ X
n−k
logX
.
All implied constants depend only on θ and are effectively computable.
A sieve upper bound shows #{a ∈ [1, X ]n−k : NK(a) prime} ≪ SXn−k/ logX ,
and so the lower bound in Theorem 1.2 is of the correct order of magnitude. We
note 22/7 = 3.14 . . . < 4.
Theorems 1.1 and 1.2 give examples of sets of polynomial values containing roughly
x1−k/n elements less than x which contain many primes. We obtain an asymptotic
for the number of primes in the sets of Theorem 1.1 which contain≫ x3/4 values less
than x, and a lower bound of the correct order of magnitude for the sets of Theorem
1.2 which contain ≫ x7/22 elements. By way of comparison, the Friedlander–
Iwaniec polynomial X21 +X
4
2 takes roughly x
3/4 values less than x, which is at the
limit of the range for asymptotic estimates in Theorem 1.1, whilst Heath-Brown’s
polynomial X31 + 2X
3
2 takes roughly x
2/3 values less than x, which is thinner than
the sets considered in Theorem 1.1 or Theorem 1.2.
By virtue of being homogeneous, the algebraic structure of the polynomials consid-
ered in Theorems 1.1 and 1.2 are simpler in some key aspects to the Friedlander–
Iwaniec polynomial X21 + X
4
2 ; much of the paper [6] is spent employing sophisti-
cated techniques to handle sums twisted by a quadratic character caused by the
non-homogeneity. In our situation the key multiplicative machinery is instead just
a Siegel-Walfisz type estimate for Hecke L-functions. (The fact that n > 3k means
that characters of large conductor do not play a role, and so we don’t even require
a large sieve type estimate as in [12].) On the other hand, the fact that we consider
polynomials in an arbitrary number of variables and with multiple coordinates of
the norm form set to 0 introduces different geometric complications. It is handling
such issues which is this key innovation of this paper.
Unlike the previous estimates, the implied constants in Theorems 1.1 and 1.2 are
effectively computable. This is a by-product of the fact we explicitly treat the
contribution of a possible exceptional quadratic character in order to be able to
utilize a Siegel-Walfisz type estimate in a slightly wider range of uniformity of
conductor. This extra range of uniformity enables us to restrict ourselves to simpler
algebraic estimates.
In view of the results of Friedlander–Iwaniec and Heath-Brown, the restrictions of
n ≥ 4k and n ≥ 22k/7 in Theorem 1.1 and Theorem 1.2 might seem unnatural
at first sight, but it turns out that these are natural barriers to any simple argu-
ment used to establish ‘Type I’ and ‘Type II’ estimates. If one simply bounds the
naturally occuring error terms by their absolute values without showing genuine
cancellations, then one can only hope to obtain ‘Type I’ and ‘Type II’ estimates in
certain restricted ranges depending on the density of the sequence. Heath-Brown
[12] obtains an asymptotic in a sparser sequence precisely because he is able to
treat the error terms arising in a non-trivial manner. We discuss this further in
Section 9.
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With more care one could improve the asymptotic in Theorem 1.1 to give a quan-
titative bound to the o(1) appearing.
2. Outline of the proof
In the interest of clarity, we prove Theorem 1.1 and Theorem 1.2 together in the
case of K = Q( n
√
θ) in Sections 4-9, and then in Section 10 we sketch the few
modifications to the argument required to obtain Theorem 1.1 in the general case
of K = Q(ω).
We now give a broad outline of the key steps in the proof; what we say here should
be thought of as a heuristic motivation and not interpreted precisely.
Given a small quantity η1 > 0, we let
A = {x ∈ Zn−k : xi ∈ [Xi, Xi + η1Xi]},
and we establish a suitable estimate for the number of times NK(x) is prime for
x ∈ A for each of these smaller sets individually. For each x ∈ A , there is a
principal ideal (
∑n−k
i=1 xi
n
√
θi−1) with the same norm, and for η1 sufficiently small
this ideal is unique. Thus we wish to count the number degree 1 prime ideals in
A = {(∑n−ki=1 xi n√θi−1) : x ∈ A }, and so can use the unique factorization of ideals
in K.
In Section 5 we apply a combinatorial decomposition to A based on Buchstab’s
identity and Harman’s sieve [10]. In the case when n > 4k this takes the simple
form
#{prime ideals in A} = #{ideals in A with no prime factor of norm < Xn−3k−ǫ}
−
∑
Xn−3k−ǫ<N(p)<Xn/2+ǫ
#{ideals in A with p the factor of smallest norm }
The point of this decomposition is that we will be able to appropriately esti-
mate terms when every ideal counted has a factor whose norm is in the interval
[Xk+ǫ, Xn−2k−ǫ]. This is clearly the case with the second term on the right hand
side above. The first term can be repeatedly decomposed by further Buchstab it-
erations so that all terms count ideals with a prime factor of norm in the interval
[R,RXn−3k−2ǫ] (for any suitable choice of R), or simply count the number of ideals
in A which are a multiple of some divisor d.
Thus it suffices to obtain suitable asymptotic estimates (at least on average) for
the number of ideals in A which are a multiple of some ideal d, or the number
of ideals in A with a particular type of prime factorization whenever this prime
factorization ensures the existence of a conveniently sized factor. These estimates
are the so-called ‘Type I’ (linear) and ‘Type II’ (bilinear) estimates which provide
the key arithmetic content.
Our Type I estimate of Section 6 states that∑
N(d)∈[D,2D]
∣∣∣∣#{a ∈ A : d|a} − ρ(d)#AN(d)
∣∣∣∣≪ Xn−k−1D1/(n−k)+ǫ +D,
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where ρ is the function defined by
ρ(d) =
#{x ∈ [1, N(d)]n−k : d|(∑n−ki=1 xi n√θi−1)}
N(d)n−k−1
.
This allows us to accurately count the number of ideals in A which are a multiple
of an ideal of norm O(Xn−k−ǫ) on average. Since #A ≈ Xn−k, we see that this
range is essentially best possible.
If d = (
∑n
i=1 di
n
√
θi−1) is a principal ideal in Z[ n
√
θ], then we see that the number
of ideals a = ed in A which are a multiple of d is given by
#{e ∈ Zn :
n−k∑
i=1
ei
n
√
θi−1 ×
n∑
i=1
di
n
√
θi−1 ∈ A }
= {e ∈ Zn : d(i) · e ∈ [Xi, Xi + η1Xi] for i ≤ n− k,d(i) · e = 0 for i > n− k}
where d(i) is the ith vector in the multiplication-by-
∑n
i=1 di
n
√
θi−1 matrix with
respect to the basis { n
√
θi−1}1≤i≤n. But this is counting vectors in the lattice
defined by d(i) · e = 0 for i > n − k in the bounded region defined by d(i) · e ∈
[Xi, Xi + η1Xi] for i ≤ n − k. By estimates from the geometry of numbers, the
number of such points is the volume of the bounded region divided by the lattice
discriminant, provided the lattice and the bounded region are not too skewed. Our
Type I estimate then follows from showing that the number of skewed lattices is
rare. (Small technical modifications are made to deal with d in other ideal classes.)
The argument then relies on establishing a suitable Type II estimate, which is the
main part of the paper. Given integers ℓ2 ≤ ℓ and a polytope R ⊆ Rℓ such that
any e ∈ R has ei ≥ ǫ2 for all i and k + ǫ <
∑ℓ2
i=1 ei < n − 2k − ǫ, our Type II
estimate obtains an asymptotic for the sum∑
a∈A
1R(a)
where
1R(a) =
{
1, a = p1 . . . pℓ, N(pi) = X
ei , (e1, . . . , eℓ) ∈ R,
0, otherwise.
This sum counts ideals in A with a given number of prime factors each of a given
size, and the condition that k + ǫ <
∑ℓ2
i=1 ei < n − 2k − ǫ implies that a has
a ‘conveniently sized’ ideal factor. By performing a decomposition to R we may
assume that R = R1 ×R2 for two polytopes R1,R2 with R2 corresponding to the
conveniently sized factor. We are left to estimate the bilinear sum∑
ab∈A
1R1(a)1R2(b).
We estimate this sum using a combination of L1 and L2 bounds. We introduce an
approximation 1˜R2(b) to 1R2(b), which is a sieve weight designed to have the same
distributional properties as 1R2(b). The sums
∑
ab∈A 1R1(a)1˜R2(b) can then be
estimated using our Type I estimates, and give the expected asymptotic.
To show the error in this approximation is small we use Linnik’s dispersion method
to exploit the bilinear structure. By Cauchy-Schwarz and using 1R2(a) ≤ 1, we are
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left to bound ∑
a
∣∣∣ ∑
b:ab∈A
(
1R2(b)− 1˜R2(b)
)∣∣∣2.
Writing gb = 1R2(b) − 1˜R2(b), expanding the square and swapping the order of
summation we are left to estimate∑
b1,b2
gb1gb2
∑
a
b1a,b2a∈A
1.
If b1, b2 are both principal and a = (
∑n
i=1 ai
n
√
θi−1) for some a = (a1, . . . , an) ∈ Zn
then each condition ab1 ∈ A and ab2 ∈ A imposes k linear constraints on a (with
coefficients of these linear constraints depending on the coefficients of the bi). For
generic b1, b2 these constraints are linearly independent, and so a will be constrained
to lie in a bounded region in a rank n− 2k lattice. Using the geometry of numbers
again, the number of such a is roughly the volume of the region divided by the
lattice discriminant, provided neither are too skewed. An iterative argument shows
that the number of skewed lattices here is acceptably small.
To finish the estimate we have to show suitable cancellation in the sum∑
b1,b2
gb1gb2 vol(Rb1,b2)
det(Λb1,b2)
,
where Rb1,b2 and Λb1,b2 are the bounded region and lattice which a was constrained
to. The volume of the bounded region is continuous, and so plays a minor role. More
significant complications occur in showing that those b1, b2 for which det(Λb1,b2) is
small make a negligible contribution.
The determinant can be small if a certain vector of polynomials in the coefficients of
b1, b2 is small in either the Euclidean metric or a p-adic metric. To show this is only
rarely the case we obtain a (sharp) bound on the dimension of the corresponding
variety given by these polynomials. We obtain this by elementary algebraic means
by exploiting the simple explicit description of multiplication of elements in the
order Z[ n
√
θ].
Having shown that only those b1, b2 for which Λb1,b2 has determinant almost as
large as possible make a contribution, we can localize the coefficients of b1, b2 to a
small region in the Euclidean metric and p-adic metrics for small p. Once localized
in this way, the denominator no longer plays an important role. The remaining
sum then factors, so we are ultimately left to show cancellation in
′∑
b
gb
where
∑′
indicates the coefficients are localized to a small box and an arithmetic
progression. Recalling that gb = 1R1(b) − 1˜R2(b), we can show such an estimate
using a Siegel-Walfisz type bound for Hecke Grossencharacters. In avoiding some
algebraic considerations, we require uniformity in the conductor to be slightly larger
than a fixed power of a logarithm in the norm of the ideals considered, and this
requires us to take explicit account of possible fluctuations caused by a Siegel zero
throughout the argument.
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3. Notation
We view n, k, θ and K = Q( n
√
θ) (or K = Q(ω) in Section 10) as fixed throughout
the paper, and all constants implied by O(·), o(·), ≪ and ≫ may depend on these.
All asymptotic notation should be interpreted in the limit as X →∞.
Throughout the paper we let ǫ be an arbitrarily small but fixed (i.e. independent
of X) positive constant which is always assumed to be sufficiently small in terms of
n and k. Our implied constants will not depend on ǫ unless explicitly stated, but
we will assume ǫ ≥ log logX to avoid too many dependencies in our error terms.
We let ∆K be the discriminant of the field K, φK(a) = N(a)
∏
p|a(1 − N(p)−1),
and γK the residue of ζK(s) at s = 1.
By abuse of notation we write N = NK/Q for the norm form on ideals of K, and
for algebraic integers of K. We let NK(x) be the polynomial in n − k variables
x1, . . . , xn−k which coincides with NK/Q(
∑n−k
i=1 xi
n
√
θi−1) on integers.
We use lower gothic script (e.g. a, b, . . . ) to denote integral ideals of K, and p
to denote a prime ideal of K. Algebraic integers in OK will typically be written
in greek lower case (e.g. α, β, . . . ) and (α) is used to denote the principal ideal
generated by α. Vectors will be denoted by roman bold lower case (e.g. a,b, . . . )
and we have endeavored to use consistent notation across vectors, integers and ideals
referring to related objects so that b = (β) for an the principal ideal generated by
β =
∑n
i=1 bi
n
√
θi−1 for some vector b. We let ‖b‖ =
√∑
i b
2
i denote the usual
Euclidean norm.
We make several references to standard facts from algebraic number theory and the
geometry of numbers and the prime ideal theorem without explicit reference. All
such details are included, for example, in [7], [16] or [2].
4. Initial Manipulations
We begin our first steps in the proof of Theorem 1.1 and Theorem 1.2 for K =
Q(
n
√
θ). We may assume without loss of generality that θ is a positive integer if n
is odd.
We wish to show that if n ≥ 4k we have
#{x ∈ Zn−k : 1 ≤ xi ≤ X, NK(x) prime} =
(
S+O(ǫ1/n)
) ∫
· · ·
∫
t∈[1,X]n−k
NK(t)≥2
dt1 . . . dtn−k
logNK(t)
,
and if n ≥ 22k/7 then this is ≫ Xn−k/ logX .
Let η1 = (logX)
−100. We tile the region {x ∈ Rn−k : 0 ≤ xi ≤ X} with
O(η
−(n−k)
1 ) hypercubes of the form {x ∈ Rn : xi ∈ [Xi, Xi + η1Xi]}. By a sim-
ple sieve upper bound (see [8, Theorem 5.1], or Lemma 6.6 of Section 5), the
number of primes values of N(x1, . . . , xn−k) for integer vectors x in such a hy-
percube is O(ηn−k1 X
n−k/ logX). Thus the total number of prime values of N
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from the O(η
−(n−k−1)
1 ) hypercubes not entirely contained within our original re-
gion {x ∈ Rn−k : 0 ≤ xi ≤ X} is O(η1Xn−k/ logX). Similarly, we see the total
contribution to the integral on the right hand side over real vectors t in the union
of these hypercubes is O(η1X
n−k/ logX). Both of these error terms are negligible,
since the full integral is clearly ≫ Xn−k/ logX .
We can clearly discard any hypercubes for which the norm is always negative. Since
N has all derivatives of size O(Xn−1) on [1, X ]n−k, if |NK(x)| ≤ ǫXn then all points
y in the same hypercube as x satisfy |NK(x)| ≤ 2ǫXn. But there are O(ǫ1/nXn)
integer points in [1, X ]n−k for which |NK(x)| ≤ 2ǫXn since given any choice of
x2, . . . , xn−1 ≤ X , x1 must lie within O(ǫ1/nX) of one of the (complex) roots of N ,
viewed as a polynomial in x1. Thus there areO(ǫ
1/nη−(n−k)) hypercubes containing
a point x with |NK(x)| ≤ ǫXn, and the total contribution from these hypercubes is
O(ǫ1/nXn−k/ logX). Similarly, the contribution to the integral on the right hand
side from t in the union of such hypercubes is O(ǫ1/nXn−k/ logX).
Let
A = #{x ∈ Zn−k : xi ∈ [Xi, Xi + η1Xi}.
From the above argument, we see to establish Theorems 1.1 and 1.2 it suffices to
show that for any fixed η1 > 0 that when n ≥ 4k we have
#{x ∈ A : NK(x) prime} =
(
S+O(ǫ1/n)
) ∫
· · ·
∫
t1,...,tn−k
ti∈[Xi,Xi+η1Xi]
dt1 . . . dtn−k
logNK(t)
=
(S+O(ǫ1/n))#A
n logX
,
and when n ≥ 22k/7 we have
#{x ∈ A : NK(x) prime} ≫ #A
logX
.
Moreover, we require these estimates to be uniform over all X1, . . . , Xn−k ≤ X such
that N(X1, . . . , Xn−k)≫ ǫXn.
As mentioned in Section 2, due to later considerations of the effect of a possible
Siegel zero we restrict A to a fixed residue class (mod q∗), for some quantity
q∗ ≤ exp( 4√logX) to be declared later. Given a0 ∈ Zn−k we define
A
′(a0) = {x ∈ A : x ≡ a0 (mod q∗)},
and we wish to obtain a final asymptotic for the number of prime values of N
on A ′(a0) on average over a0 ∈ [1, q∗]n−k. We see trivially there are no prime
values whenever NK(a0) ≡ 0 (mod q∗), so it suffices to consider a0 such that
gcd(NK(a0), q
∗) = 1.
We now convert our problem to one of counting prime principle ideals, so we can
make use of the unique factorization of ideals. We define
A = A(a0) =
{
(
n−k∑
i=1
ai
n
√
θi−1) : a ∈ A ′(a0)
}
to be the set of principal ideals generated by elements of A . We note that trivially
there are O(Xn/2+ǫ) prime ideals p with N(p) ≪ Xn/2+ǫ, and there are O(Xn/2)
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prime ideals with N(p) not prime and N(p) ≪ Xn. Moreover, there are no two
associates
∑n−k
i=1 xi
n
√
θi−1 and
∑n−k
i=1 yi
n
√
θi−1 with x,y ∈ A , so every ideal in A
has a unique generator in A ′(a0). Together these facts imply that
#
{
x ∈ A ′(a0) : NK(x) prime
}
= #{a ∈ A : p|a⇒ N(p) > Xn/2+ǫ}+ O(Xn/2+2ǫ).
Therefore it is enough to show, uniformly over all A under consideration, that if
n ≥ 4k we have∑
a0∈[1,q∗]n−k
#{a ∈ A : p|a⇒ N(p) > Xn/2+ǫ} =
(
S+O(ǫ1/n)
) #A
n logX
,
and if n ≥ 22k/7 we have
∑
a0∈[1,q∗]n−k
#{a ∈ A : p|a⇒ N(p) > Xn/2+ǫ} ≫ #A
logX
.
5. Sieve Decomposition
In this section we give a combinatorial decomposition of the number of primes in A
based on Harman’s sieve [10], and reduce our result to establishing a suitable Type
I and Type II estimate.
It will be notationally convenient to fix a (slightly artificial) ordering of ideals in
K for this section. We first fix an ordering of prime ideals of K such that p1 < p2
if N(p1) < N(p2), and we choose an arbitrary ordering of prime ideals of the same
norm. We extend this to an ordering of all ideals so that a < b if N(a) < N(b)
whilst if N(a) = N(b) we have a < b if the least prime ideal factor of a/ gcd(a, b)
is less than the least prime ideal factor smaller of b/ gcd(a, b). Given a set of ideals
I and an ideal a, we let
Ia = {b : ab ∈ I},
S(I, a) = #{b ∈ I : p|b⇒ p > a}.
For convenience, we fix ideals z1, z2 chosen maximally with respect to this ordering
such that N(z1) < X
n−3k−2ǫ and N(z2) < Xn/2+ǫ. In particular, we see that
#{a ∈ A : p|a⇒ N(p) > Xn/2+ǫ} = S(A, z2).
We now wish to decompose S(A, z2) into various terms such that each term can
either be estimated asymptotically, or the term is positive and can be dropped for
a lower bound. Roughly speaking, we will be able to asymptotically estimate terms
of the form S(Ad, z1) when N(d) < Xn−k−ǫ and terms S(Ad, z) for fairly arbitrary
ideals z if Xk+ǫ < N(d) < Xn−2k−ǫ (this latter type we refer to as the ‘Type II
range’).
When n > 4k all terms in our decomposition can be evaluated asymptotically.
Indeed the decomposition is essentially Vaughan’s identity and our treatment is
fundamentally the same as that of Heath-Brown [12] and Friedlander–Iwaniec [5],
and with some minor modifications we could have simply used [5, Theorem 3]
10 JAMES MAYNARD
to obtain our asymptotic formula. By Buchstab’s identity (this simply applies
inclusion-exclusion according to the smallest prime factor), we have
S(A, z2) = S(A, z1)−
∑
z1<p≤z2
S(Ap, p).
For n > 4k, we have N(p) ∈ [Xn−3k−2ǫ, Xn/2+ǫ] ⊆ [Xk+ǫ, Xn−2k−ǫ], and so all
terms above are of a suitable form for our Type II estimates. If n = 4k then
we cannot estimate terms with N(p) ∈ [Xn−3k−2ǫ, Xk+ǫ] ∪ [X2k−ǫ, Xn−2k+ǫ], but
bounding these terms by 0 ≤ S(Ap, p) ≤ S(Ap, z1) will introduce an error factor of
(1 +O(ǫ)) to the final estimates.
When n < 4k, we require a more complicated decomposition based on the use of
Harman’s sieve. Here we discard some terms through positivity, which restricts
us to obtaining a lower bound of the correct order of magnitude. The specific
decomposition we use is identical to that of Harman [9], since the ranges of our
‘Type I’ and ‘Type II’ estimates will be the same as those for the problem of
Diophantine approximation by primes. The only minor difference is that in our
case the summations are over prime ideals rather than rational primes, but this
does not effect the final estimates since they both have the same density. Since the
full decomposition is complicated to write down (and requires non-trivial numerical
computation) we just highlight some key details, referring the reader to [9] for a
more complete description.
In general we have three ways of transforming terms S(Ad, a) in our decomposition:
(1) Buchstab iterations: Given ideals a1 < a2 and d withN(d) < X
n−k−ǫ/N(a2),
we can apply two Buchstab iterations, which gives
S(Ad, a2) = S(Ad, a1)−
∑
a1<p1<a2
S(Adp, a1) +
∑
a1<p2<p1<a2
S(Adp1p2 , p2).
We can obtain asymptotic estimates for the first two sums if a1 = z1 and
the terms in the final sum which fall into our Type II range; we are left to
obtain a lower bound for the remaining terms.
(2) Buchstab expansion: Given ideals a1 < a2 and d withN(d) < X
n−k−ǫ/N(a2),
we can apply Buchstab’s identity in reverse, which gives
S(Ad, a1) = S(Ad, a2) +
∑
a1<p<a2
S(Apd, p).
We can obtain asymptotic estimates for some terms in the final sum which
coincide with our Type II range; we are left to obtain a lower bound for
the other terms.
(3) Reversal of roles: If T is a set of ideals t satisfying b < t < b2, we can write
∑
p∈T
S(Adp, a) =
∑
u∈U
S(A∗ud, b),
where A∗ud = {t ∈ Aud : t ∈ T } and U = {u : p|t⇒ p > a}.
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Having applied these transformations in some combination a finite number of times,
we end up with a decomposition
S(A, z2) =
∑
d∈D1
S(Ad, z1)−
∑
d∈D2
S(Ad, z1) +
∑
R
∑
a∈A
1R(a)
−
∑
R′
∑
a∈A
1R′(a) +
∑
R′′
∑
a∈A
1R′(a).(5.1)
Here the sums
∑
R,
∑
R′ ,
∑
R′′ indicate a sum over O(1) polytopes R,R′,R′′,
which are independent of X and
(5.2) 1R(a) =
{
1, a = p1 . . . pJ with N(pi) = X
ei , (e1, . . . , eℓ) ∈ R,
0, otherwise.
Moreover, the polytopes R,R′ appearing have the property that (e1, . . . , eℓ) ∈ R
or R′ then ei ≥ ǫ2 for all i and there exists an ℓ2 ≤ ℓ such that k + ǫ ≤
∑ℓ2
i=1 ei ≤
n−2k− ǫ. In particular, if 1R(a) 6= 0 then a can be written as a = a1a2 with N(a2)
in the Type II range [Xk+ǫ, Xn−2k−ǫ]. The sets D1,D2 contain only ideals d with
N(d) < Xn−k−ǫ and any prime factor p of d has p > z1.
The first two sums in (5.1) represent the sieve terms for which we can obtain an
asymptotic formula from our Type I and Type II information. The next two sums
(involving R or R′) can also be asymptotically evaluated since any ideal counted in
these sums factors in a way such that we can use our Type II estimate to obtain an
asymptotic formula. The final term represents the part of the decomposition which
we cannot estimate asymptotically, and we will trivially bound it below by zero.
To keep track of these terms, we perform the identical decompositions to a simpler
set B, which we use to compare to A. Let a0 = (
∑n−k
i=1 (a0)i
n
√
θi−1) be the ideal
generated by the integer corresponding to a0, and let χ
∗ be the quadratic character
on ideals (mod q∗). Let X ≪ N0 ≪ X be such that the smallest norm of an ideal
in A is Nn0 . We then define B by
B = B(a0) = {b : N(b) ∈ [Nn0 , (1 + η1/21 )Nn0 ], χ∗(b) = χ∗(a0)}.
Applying the same decomposition (5.1) to B, and subtracting these terms multiplied
be a weight λ from the decomposition of A gives
S(A, z2) = λS(B, z2)− λ
∑
R′′
∑
b∈B
1R′′(b) +
∑
d∈D1
(
S(Ad, z1)− λS(Bd, z1)
)
−
∑
d∈D2
(
S(Ad, z1)− λS(Bd, z1)
)
+
∑
R
(∑
a∈A
1R(a)− λ
∑
b∈B
1R(b)
)
−
∑
R′
(∑
a∈A
1R′(a)− λ
∑
b∈B
1R′(b)
)
+
∑
R′′
∑
a∈A
1R′′(a)
≥ λ
(
S(B, z2)− λ
∑
R′′
∑
b∈B
1R′′(b)
)
−
∑
i∈{1,2}
∣∣∣∑
d∈Di
(
S(Ad, z1)− λS(Bd, z1)
)∣∣∣
−
∑
R
∣∣∣∑
a∈A
1R(a)− λ
∑
b∈B
1R(b)
∣∣∣−∑
R′
∣∣∣∑
a∈A
1R′(a)− λ
∑
b∈B
1R′(b)
∣∣∣(5.3)
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Here we have dropped the non-negative term
∑
R′′
∑
a∈A 1R′′(a) for a lower bound.
Assuming the two following key propositions, we will then obtain Theorems 1.1 and
1.2 (for K = Q( n
√
θ)).
Proposition 5.1 (Type II sums). Let R ⊆ [ǫ2, n]ℓ be a polytope in Rℓ such that
(ξ1, . . . , ξℓ) ∈ R ⇒ k + ǫ <
∑ℓ1
j=1 ξj < n− 2k − ǫ for some ℓ1 ≤ ℓ. Then we have
∑
a∈A
1R(a)− S˜#A
#B
∑
b∈B
1R(b)≪ η1#A.
Here
S˜ =
∏
p∤q∗
(
1− ν(p)
pn−k
)(
1− ν2(p)
pn
)−1
,
ν(p) = #{1 ≤ a1, . . . , an−k ≤ p : NK(a) ≡ 0 (mod p)},
ν2(p) = #{1 ≤ a1, . . . , an ≤ p : NK/Q(
n∑
i=1
ai
n
√
θi−1) ≡ 0 (mod p)}.
Proposition 5.2 (Sieve asymptotic terms). We have
∑
N(d)<Xn−k−ǫ
p|d⇒p>z1
∣∣∣S(Ad, z1)− S˜#A
#B S(Bd, z1)
∣∣∣≪ exp(−ǫ−1/2)#A
logX
∏
p|q∗
(
1− ν(p)
pn−k
)−1
.
Here S˜ and ν(p) are as in Proposition 5.1.
By Proposition 5.1 and 5.2, the last three terms on the right hand side of (5.3) are
negligible on choosing λ = S˜#A/#B . This will then give us the lower bound
S(A, z2) ≥ S˜#A
#B
(
S(B, z2)−
∑
R′′
∑
b∈B
1R′′(b)
)
+O
( ǫ#A
logX
∏
p|q∗
(
1− ν(p)
pn−k
)−1)
.
In the case n ≥ 4k, the corresponding expression is
S(A, z2) = λS(B, z2) +
(
S(A, z1)− λS(B, z1)
)
−
∑
z1<p<z2
(
S(Ap, p)− λS(Bp, p)
)
= S˜
#A
#B S(B, z2) +O
( ǫ#A
logX
∏
p|q∗
(
1− ν(p)
pn−k
)−1)
.
Since Ress=1(L(s, χ
∗2) + L(s, χ∗))/2 = γKq∗n/φK((q∗)), it follows that we have
#B = (1 + o(1))η1/21 γKNn0 q∗n/2φK((q∗)). Trivially we have that #A = (1 +
o(1))ηn−k1 (q
∗)−(n−k)
∏n−k
i=1 Xi.
We now sum over all a0 ∈ [1, q∗]n−k with N(
∑n−k
i=1 (a0)i
n
√
θi−1) coprime to q∗,
which will remove any possible distortions in the density of prime ideals (mod q∗).
We can asymptotically estimate the remaining terms (since these only involve the
simple set B), which is summarised by the following Lemma.
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Lemma 5.3. Let R ⊆ Rℓ be a polytope contained in [ǫ2, n]ℓ which is independent
of X. Then
∑
a0∈[1,q∗]n−k
∑
b∈B(a0)
1R(b) =
(q∗)n−kη1/21 N
n
0
2 logX
∏
p|q∗
(
1− ν(p)
pn−k
)( ∫
· · ·
∫
(e1,...,eℓ)∈R∑n
i=1 ei=n
de1 . . . deℓ−1
e1 . . . eℓ
+o(1)
)
.
The integral above is interpreted as 1/n if ℓ = 1.
We see that
S˜
#B
(q∗)n−kη1/21 N
n
0
2 logX
∏
p|q∗
(
1− ν(p)
pn−k
)
= (q∗)n−k
S˜q∗n(1 + o(1))
γKφK((q∗))
∏
p|q∗
(
1− ν(p)
pn−k
)
,
and, recalling γK =
∏
(1 − ν2(p)p−n)(1 − p−1) is the residue at s = 1 of ζK(s), we
find that
q∗n
γKφK(q∗)
S˜
∏
p|q∗
(
1− ν(p)
pn−k
)
= S.
Also, there are
∏
p|q(1− ν(p)p−(n−k)) vectors a0 with gcd(N(a0), q∗) = 1. Thus, in
the case n ≥ 4k, this gives∑
a0∈[1,q∗]n−k
S(A, z2) = (1 +O(ǫ)) S#A
n logX
,
as required for Theorem 1.1. In the case n < 4k, this gives∑
a0∈[1,q∗]n−k
S(A, z2) ≥ S#A
n logX
(
1−
∑
R′′
IR′′ +O(ǫ)
)
.
where, if R′′ ⊆ Rℓ
IR′′ = n
∫
· · ·
∫
(e1,...,eℓ)∈R′′∑ℓ
i=1 ei=n
de1 . . . deℓ−1
e1 . . . eℓ
.
Thus we obtain a lower bound of the correct order of magnitude
#
{
x ∈ [Xi, Xi + η1Xi]n−k : N
(n−k∑
i=1
xi
n
√
θi−1
)
prime
}
≫ Sη
n−k
1 X
n−k
logX
,
provided we can choose our decomposition such that
∑
R′′ IR′′ < 0.99, say. Since
the range of the asymptotic regions is strictly decreasing as k/n increases, estab-
lishing that
∑
R′′ IR′′ < 0.99 when k/n = c0 certainly gives a suitable lower bound
for all k/n ≤ c0.
Since we use the same decomposition as Harman in [9] the integrals IR′′ are identical
to those produced in his problem (although his notation is somewhat different.)
This means we can make use of Harman’s numerical calculations which show that
(in our notation)
∑
R′′ IR′′ < 0.891 when k/n = 0.3182, thereby giving the result
for n ≥ k/0.3182. Since 0.3182 < 7/22, the result follows.
Thus, to establish Theorems 1.1 and 1.2 for K = Q( n
√
θ), it suffices to prove Lemma
5.3, and Propositions 5.1 and 5.2.
14 JAMES MAYNARD
6. Type I sums
In this section we establish Lemma 5.3 and Proposition 5.2 under the assumption
of Proposition 5.1 by using estimates from the geometry of numbers.
Lemma 6.1. Let R ⊆ Rℓ a region such that any line parallel to the coordinate axes
intersects R in O(1) intervals. Then we have
#{x ∈ Zℓ ∩R} = volR+O
(
1 +
ℓ−1∑
j=1
Vj∏ℓ−j
i=1 Zi
)
,
where Vj is the sum of the ℓ−j dimensional volumes of the projections of R formed
by equating any j coordinates to zero. In particular, if R ⊆ [−B,B]ℓ and Λ ⊆ Zℓ
is a rank ℓ lattice with successive minima Z1 ≤ · · · ≤ Zℓ−k, then we have
#{x ∈ Λ ∩R} = volR
det(Λ)
+O
(
1 +
ℓ−1∑
j=1
Bj∏j
i=1 Zi
)
.
Proof. The first statement is Davenport’s theorem [3]. For the second statement,
there is a basis z1, . . . , zℓ of Λ with ‖zi‖ ≪ Zi and ‖
∑ℓ
i=1 aizi‖ ≫
∑ℓ
i=1 ‖aizi‖.
LettingM be the ℓ×ℓ matrix with columns z1, . . . , zℓ, we see that counting x ∈ Λ∩
R is the same as counting x′ ∈ Zℓ∩M−1R. This region has volume volR/ det(M) =
volR/ det(Λ), and since ‖∑ℓi=1 aizi‖ ≪ ∑ℓi=1 ‖aizi‖ ≪ B we have |ai| ≪ B/Zi,
so in this case Vj = O(B
ℓ−j/
∏ℓ−j
i=1 Zi). 
Lemma 6.2. Let R = R(X) ⊆ [−X,X ]n−k be a region depending on the parameter
X satisfying the conditions of Lemma 6.1 (with ℓ = n− k) such that R contains a
hypercube of side length X1−1/2n. Then, for any fixed Q and any x0 ∈ Zn we have
lim
X→∞
#{x ∈ Zn−k ∩R : x ≡ x0 (mod Q)}
#volR =
1
Qn−k
.
Proof. We choose y ∈ R such that y ≡ x0 (mod Q), which clearly exists (for X
large enough) since R contains a hypercube of side length X1−1/2n > Q. We then
let x = y+Qx′, and so x ∈ R if x′ is in a translated, scaled copy of R. The number
of such x′ is volR/Qn−k +O(Xn−k−1/Qn−k−1) by Lemma 6.1. But R contains a
hypercube of side length X1−1/2n, so this is (1 + o(1)) volR/Qn−k. 
Proposition 6.3 (Type I estimate). Let n > 3k. Given a region R ⊆ [−X,X ]n−k
satisfying the same conditions as Lemma 6.2, and a vector x0 ∈ Zn−k, and a
quantity Q ≤ X1/2, we define the set
C =
{ n∑
i=1
xi
n
√
θi−1 : x ∈ R, x ≡ x0 (mod Q)
}
.
We let Cd = {c ∈ C : d|(c)} be the elements of C which generate an ideal which is
a multiple of d. Then we have∑
N(d)∈[D,2D]
gcd(N(d),Q)=1
∣∣∣∣#Cd − ρ(d) volRQn−kN(d)
∣∣∣∣≪ Xn−k−1Qn+o(1)D1/(n−k)+o(1) +DQn+o(1).
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In particular, taking R = [X1, X1+ η1X1]× · · ·× [Xn−k, Xn−k+ η1Xn−k], x0 = a0
and Q = q∗, we have∑
N(d)∈[D,2D]
gcd(N(d),q∗)=1
∣∣∣∣#Ad − ρ(d)#AN(d)
∣∣∣∣≪ Xn−k−1+o(1)D1/(n−k)+o(1) +DXo(1).
Here ρ is the function defined by
ρ(d) =
#{x ∈ [1, N(d)]n−k : d|(∑n−ki=1 xi n√θi−1)}
N(d)n−k−1
.
Proof. We consider separately the contribution from ideals d occurring in each
class C ∈ ClK . Given a class C, we fix a representative integral ideal c ∈ C with
gcd(N(c), Q) = 1. We can choose such an ideal with N(c)≪ logQ. We let (δc) be
the principal fractional ideal dc−1, where the generator δc =
∑n
i=1 di
n
√
θi−1/(θnN(c))n
is chosen such that di ∈ Z with di ≪ N(c)n−1N(d)1/n ≪ D1/nQo(1). There is such
a representation, since dc−1(N(c)) is integral and Z[ n
√
θ] is an order in OK of in-
dex dividing (θn)n, and by multiplying by units one can ensure all coefficients
have the appropriate size. This gives the upper bound |δσc | ≪ D1/nQo(1) for ev-
ery embedding σ : K →֒ C. Since N(d) ≫ D we also have the lower bound
|δσc | = N(δc)/
∏
σ′ 6=σ |δσ
′
c | ≫ D1/nQ−o(1).
We see that
#{α ∈ C : d|(α)} = #{α ∈ C : (α) = a′d = a′cdc−1 ∈ C some integral a′}
= #{β ∈ K : δcβ ∈ C , c|(β)}.
Here we have put β as a generator of the principal ideal a′c.
We let β = (θn)−n
∑n
i=1 bi
n
√
θi−1 with b ∈ Zn. This representation is unique
provided b satisfies some linear constraints L(b) ≡ 0 (mod (θn)n). (Since Z[ n√θ]
is an order in OK of index dividing (θn)n.) Moreover, we may introduce a further
linear restriction (mod (θn)n) to ensure βδc ∈ Z[ n
√
θ]. We write L˜(b) ≡ 0 for these
restrictions. We now split the count into residue classes mod q = Q(θnN(c))n, so
that we are left to estimate
(6.1)
∑′
b0
∑
b∈Zn
b≡b0 (mod q)
δcβ∈C
1.
Here
∑′
b0
indicates we sum over b0 ∈ (Z/qZ)n with the restrictions that the
ideal generated by β0 = (θn)
−n∑n
i=1(b0)i
n
√
θi−1 must be a multiple of c, that
β0δc has coefficients of
n
√
θi−1 which are zero mod q for i > n − k, that L˜(b0) ≡
0 (mod (θn)n), and that δcβ0 ≡
∑n−k
i=1 (x0)i
n
√
θi−1 (mod Q).
We concentrate on the inner sum. We let d ⋄ b denote the vector c such that∑n
i=1 ci
n
√
θi−1 = (
∑n
i=1 di
n
√
θi−1)(
∑n
i=1 bi
n
√
θi−1). We see that the coefficients ci
are given by bilinear expressions in the coefficients di, bi so cj = 0 for n−k < j ≤ n
is equivalent to Li,d(b) = 0 for k linearly independent functions L1,d, . . . , Lk,d.
(They are linearly independent since otherwise Lemma 6.2 would not hold). These
constraints force b to lie in a rank n − k lattice Λd. Since the coefficients of
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the functions are of size ≪ maxi di ≪ D1/nQo(1), this lattice has determinant
≪ Dk/nQo(1). (This bound follows from considering the dual lattice, and is also
immediate from Lemma 8.1.)
There is clearly a vector b(1) in the lattice Λd such that β1 = (θn)
−n∑n
i=1 b
(1)
i
n
√
θi−1
satisfies β1 ≡ β0 (mod q) since there is an α =
∑n−k
i=1 ai
n
√
θi−1 ∈ C with α ≡
δcβ0 (mod q). We then let β = β1 + qβ2, with β2 = (θn)
−n∑n
i=1 b
(2)
i
n
√
θi−1 for
some b(2) ∈ Zn. Thus we have
∑
b∈Zn
b≡b0 (mod q)
δcβ∈C
1 =
∑
b(2)∈Λd
δcβ1+qδcβ2∈C
1.
We let z1, . . . , zn−k = z1(d), . . . , zn−k(d) be a basis of the rank n − k lattice Λd,
ordered such that ‖z1‖ ≤ · · · ≤ ‖zn−k‖ and satisfying
∏n−k
i=1 ‖zi‖ ≪ det(Λd). Thus
b(2) =
∑n−k
i=1 b
′
izi for some coefficients b
′
i ∈ Z. Since |δσc | ≫ D1/nqo(1) and any α ∈
C has |ασ| ≪ X1/n, we see that |(β1 + qβ2)σ| ≪ (X/D)1/nqo(1) for all embeddings
σ. In particular, this means that ‖b(1) −∑n−ki=1 b′izi‖ ≪ X1/nD−1/nq−1+o(1), so b′i
must lie in an interval of length ≪ X1/nD−1/n‖zi‖−1 ≪ X1/nD−1/n‖z1‖−1.
The conditions b
(2)
2 ∈ Λd and δcβ1 + qδcβ2 ∈ C is equivalent to Mdb′ ∈ R′, for
some suitable (n − k) × (n − k) non-singular matrix Md depending on d, q, c but
not X , and for some region R′ which is a translate of R. Thus, by Lemma 6.1
(recalling each of the b′i lie in an interval of length O(X
1/nD−1/n‖z1‖−1)) we have
(6.2)
∑
b′∈Zn−k∩M−1
d
R
1 =
volR′
det(Md)
+O
(
1 +
Xn−k−1
‖z1(d)‖n−k−1D(n−k−1)/n
)
.
Since volR′ = volR is independent of d, and detMd and
∑′
b0
are independent of
X , we have (using Lemma 6.2 for the final equality)
∑′
b0
volR′
det(Md)
= volR
∑′
b0
1
detMd
=
ρ(d) volR
Qn−kN(d)
.
This gives us the main term contribution in the result. We are therefore left to
show that the contribution from the error terms in (6.2) summed over all d ∈ C
with N(d)≪ D is O(Xn−k−1D1/(n−k)+o(1)qo(1)+D), since there are O(qn) choices
of b0 ∈ (Z/qZ)n and C ∈ ClK . The O(1) term in (6.2) clearly contributes O(D),
which is acceptable. We note that
‖z1(d)‖ ≤ (‖z1(d)‖ . . . ‖zn−k(d)‖)1/(n−k) ≪ det(Λd)1/(n−k) ≪ Dk/(n
2−kn)qo(1),
and recall that
∑k
i=1 di
n
√
θi−1 = d(θn)nN(c)/c determines d uniquely and has
‖d‖ ≪ D1/nqo(1). Moreover, since z1(d) ∈ Λd, we have (d⋄z1)j = 0 (n−k < j ≤ n).
Finally, given x ∈ Zn, there are at most τ(∑n−ki=1 xi n√θi−1)≪ ‖x‖o(1) choices of d
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and z1(d) such that z1(d) ⋄ d = x. Putting this together, we have∑
D1≤N(d)<2D1
Z1≤‖z1(d)‖<2Z1
1 ≤
∑
Z1≤‖z1‖<2Z1
∑
‖d‖≪D1/n1 qo(1)
(d⋄z1)j=0 if j>n−k
1
≤
∑
x∈Zn−k
‖x‖≪D1/n1 Z1qo(1)
τ(
n−k∑
i=1
xi
n
√
θi−1)
≤ D(n−k)/n+o(1)1 Zn−k+o(1)1 qo(1).
Thus, since ‖z1‖n−k ≪ Dk/nqo(1), the total contribution from the error term
O(Xn−k−1N(d)−(n−k−1)/n‖z1‖−(n−k−1)) in (6.2) is∑
D1=2
j1
D1≪D
∑
Z1=2
j2
Zn−k1 ≪Dk/nqo(1)
Xn−k−1Zn−k1 D
(n−k)/n
1 (Z1D1q)
o(1)
Zn−k−11 D
(n−k−1)/n
1
≪ Xn−k−1D1/(n−k)(Dq)o(1),
as required. 
Lemma 6.4. ∑
N(d)≤D
∣∣∣∣#Bd − #BN(d)
∣∣∣∣≪ Xn−1+o(1)D1/n.
Proof. This follows from a classical theorem of Weber that the number of ideals
a of norm at most Y with χ∗(a) = χ∗(a0) is γKq∗nY/2φK(q∗) + O((q∗)nY 1−1/n),
where γK = Ress=1 ζK(s). Letting b = ad ∈ Bd, this gives
#Bd = #
{
a :
Xn
N(d)
≤ N(a) ≤ X
n(1 + η
1/2
1 )
N(d)
, χ∗(a) = χ∗(a0)
}
=
η
1/2
1 γKq
∗nXn
2φK(q∗)N(d)
+O
(Xn−1+o(1)
N(d)1−1/n
)
.
Summing over d then gives the result. 
Lemma 6.5. (i) ρ(p) = 1 for any degree one prime ideal.
(ii) We have
#{x ∈ [1, p2]n−k : p2|N(
n−k∑
i=1
xi
n
√
θi−1)} ≪ p2n−2k−2.
In particular, for any ideal with N(e) a power of p, we have
ρ(e)
N(p)
≪ 1
p2
unless e is a degree 1 prime ideal above p.
(iii) ρ(ab) = ρ(a)ρ(b) if gcd(N(a), N(b)) = 1.
Proof. (i) Let N(p) = p. There exists a ∈ [1, p]n such that p|(∑ni=1 ai n√θi−1)
but p2 ∤ N(
∑n
i=1 ai
n
√
θi−1) (since there are asymptotically more ideals a mul-
tiple of p then having norm a multiple of p2, by Lemma 6.4). But then the
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multiplication-by-
∑n
i=1 ai
n
√
θi−1 matrix has rank n − 1 over Fp, so the pn−1 dis-
tinct multiples of
∑n
i=1 ai
n
√
θi−1 in {∑ni=1 bi n√θi−1 (mod p) : bi ∈ Z} are all the
elements of OK/pOK which generate an ideal which is a multiple of p. Finally, we
note that
∑n
i=1 bi
n
√
θi−1 being congruent to a multiple of
∑n
i=1 ai
n
√
θi−1 is equiv-
alent to Lp(b) ≡ 0 (mod p) for some linear function Lp, since the multiplication-
by-
∑n
i=1 ai
n
√
θi−1 matrix has rank n − 1. Therefore ρ(p) counts the number of
x ∈ [1, p]n−k such that Lp(x) vanishes mod p. But N(
∑n−k
i=1 xi
n
√
θi−1) has no fixed
prime divisor so Lp cannot vanish of [1, p]
n−k, and so there are pn−k−1 such x,
giving ρ(p) = 1.
(ii) We may assume p ∤ ∆K since ∆K = O(1). But N(
∑n−k
i=1 xi
n
√
θi−1) is an
irreducible polynomial over Q (seen by considering N(x1 + x2
n
√
θ)), and so the
result follows immediately.
(iii) This follows immediately from the Chinese remainder theorem. 
Lemma 6.6 (Fundamental Lemma). Let z0 be chosen maximally with N(z0) ≤
Xǫ
2
. Then we have∑
N(d)<Xn−k−ǫ
p|d⇒p>z0
∣∣∣S(Ad, z0)− S˜#A
#B S(Bd, z0)
∣∣∣≪ exp(ǫ−1/2)
logX
#A
∏
p|q∗
(
1− ν(p)
pn−k
)−1
.
Proof. We first relate the estimate to a sieving problem over Q, where the result
then follows from the classical ‘fundamental lemma’ of sieve methods. We have
S(Ad, z0) = #{a ∈ Ad : p|a⇒ p > z0}
= #{a ∈ Ad : p|N(a)⇒ p ≥ Xǫ
2}+O(
∑
p∈[Xǫ2/n,Xǫ2 ]
#{a ∈ Ad : p2|N(a)}).
By Proposition 6.3 and Lemma 6.5, the final term is O(Xn−k−ǫ
2/n). The first term
is a classical sieve quantity. By Proposition 6.3 we have for gcd(e,N(d)) = 1 and
gcd(q∗, eN(d)) = 1 that
#{a ∈ Ad : e|N(a)} = ρ2(e)ρ(d)#A
N(d)
+O(Rd(e))),
where ρ2 is the multiplicative function arising from inclusion-exclusion defined by
ρ2(p) =
∑
p
p|N(p)
ρ(p)
N(p)
−
∑
p1<p2
p|N(p1),N(p2)
ρ(p1p2)
N(p1p2)
+ . . .
=
#{a ∈ [1, pn]n−k : p|N(∑n−ki=1 ai n√θi−1)}
pn(n−k)
=
ν(p)
pn−k
,
and where the error terms Rd(e) satisfy∑
N(d)<Xn−k−ǫ
p|d⇒p>z0
∑
e<Xǫ/(2n
2)
gcd(e,q∗N(d))=1
Rd(e) ≤
∑
N(d)<Xn−k−ǫ
∑
N(e)<Xǫ/2n
gcd(N(e),q∗N(d))=1
∣∣∣#Ade − ρ(de)
N(de)
#A
∣∣∣
≪ Xn−k−ǫ/2n.(6.3)
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We note that we have ρ2(p) = ν(p)/p
n−k = νp/p+O(p−2) by Lemma 6.5, where νp
is the number of degree one prime ideals of K above p. By the fundamental lemma
of sieve methods (see, for example, [6, Theorem 6.9]) and the bound (6.3) we have
∑
N(d)<Xn−k−ǫ
p|d⇒p>z0
∣∣∣S(Ad, z0)− ρ(d)#A
N(d)
∏
p<Xǫ
2
p∤q∗
(
1− ν(p)
pn−k
)∣∣∣
≪ exp(−ǫ−1)
∏
p<Xǫ
2
p∤q∗
(
1− ν(p)
pn−k
)
#A
∑
N(d)<Xn−k−ǫ
p|d⇒p>z0
ρ(d)
N(d)
+O(Xn−k−ǫ/2n).
(6.4)
The sum over d in the final bound is then easily seen to be O(ǫ−2) by an Euler
product upper bound and Lemma 6.5.
We now replace ρ(d) with the constant 1 in the main term of (6.4). Since ρ(p) = 1
on degree 1 prime ideals, and d is restricted to prime factors p > z0, by Lemma 6.5
we have that
∑
N(d)<Xn−k−ǫ
p|d⇒p>z0
(ρ(d)− 1)
N(d)
≪
∑
p>Xǫ2/n
1
p2
≪ X−ǫ2/n,
so this change introduces a negligible error. Thus, sinceS =
∏
p(1−ν(p)p−(n−k))(1−
p−1)−1 = O(1), we have
∑
N(d)<Xn−k−ǫ
p|d⇒p>z0
∣∣∣S(Ad, z0)− #A
N(d)
∏
p<Xǫ
2
p∤q∗
(
1− ν(p)
pn−k
)∣∣∣≪ exp(−ǫ−1/2)#A
logX
∏
p|q∗
(
1− ν(p)
pn−k
)−1
.
An identical argument works for the sets Bd, with ν2(p)/pn instead of ν(p)/pn−k.
Subtracting these expressions, and noting the main terms cancel, we have
∑
N(d)<Xn−k−ǫ
p|d⇒p>z0
∣∣∣S(Ad, z0)−S˜#A
#B S(Bd, z0)
∣∣∣≪ exp(−ǫ−1/2)
logX
#A
∏
p|q∗
(
1− ν(p)
pn−k
)−1
. 
Using Lemma 6.6 we can now prove Proposition 5.2, assuming Proposition 5.1.
Proof of Proposition 5.2. To ease notation let a0, a1, a2, a3 be chosen maximally
with respect to our ordering of ideals subject to N(a0) ≤ Xǫ2, N(a1) ≤ Xn−3k−2ǫ,
N(a2) ≤ Xk+ǫ and N(a3) ≤ Xn−2k−ǫ. (We see from this choice that a0 = z0 and
a1 = z1 defined previously.) We first consider the contribution from d ≤ a2. We let
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D = {d : d ≤ a2, p|d⇒ p > z0}. Given a set of ideals C we let
Tm(C; d) =
∑
a0<pm≤···≤p1≤a1
dp1...pm≤a2
S(Cp1...pm , a0),
Um(C; d) =
∑
a0<pm≤···≤p1≤a1
dp1...pm≤a2
S(Cp1...pm , pm),
Vm(C; d) =
∑
a0<pm≤···≤p1≤a1
a2<dp1...pm≤a3
S(Cp1...pm , pm).
Since a2a1 ≤ a3, we have by Buchstab’s identity that
Um(C; d) = Tm(C; d)− Um+1(C; d)− Vm+1(C; d).
We define T0(C; d) = S(C; a0) and V0(C; d) = 0. This gives
S(C, a1) = T0(C; d)− V1(C; d)− U1(C; d) =
∑
m≥0
(−1)m(Tm(C; d) + Vm(C; d)).
We apply the above decomposition to Ad. This gives an expression with O(ǫ−2)
terms since trivially Tm(Ad) = Um(Ad) = Vm(Ad) = 0 if m > (n− 2k− ǫ)/ǫ2. Ap-
plying the same decomposition to S(Bd, a1), subtracting the difference, and sum-
ming over d ∈ D we obtain∣∣∣∑
d∈D
S(Ad, a1)− λ
∑
d∈D
S(Bd, a1)
∣∣∣≪ ∑
0≤m≤n/ǫ
|
∑
d∈D
(
Tm(Ad; d)− λTm(Bd; d)
)∣∣∣
+
∑
0≤m≤n/ǫ
∣∣∣∑
d∈D
(
Vm(Ad; d)− λVm(Bd; d)
)∣∣∣.
By Lemma 6.6 we have∑
d
(Tm(Ad; d)− λTm(B; d))≪ ǫ
−2 exp(−ǫ−1)#A
logX
∏
p|q∗
(
1− ν(p)
pn−k
)−1
,
and by Proposition 5.1 we have |Vm(A; d) − λVm(B; d)| ≪ #A(logX)−10.
The contribution from d with a3 ≤ d and N(d) ≤ X1−k−ǫ can be handled by an
identical argument, with a2, a3 instead chosen maximally such that N(a2) ≤ X2k+ǫ
and N(a3) ≤ Xn−k−ǫ. This is because if a ∈ Adp1...pm with a2 < dp1 . . . pm ≤ a3
then a = a1a2 with N(a1) ∈ [X2k+ǫ, Xn−k−ǫ] so N(a2) ∈ [Xk+ǫ, Xn−2k−ǫ], which
means such sums can be handed by our Type II estimates.
The contribution from d with a2 < d ≤ a3 is negligible automatically by Proposition
5.1.This gives the result. 
We finish this section with a proof of Lemma 5.3.
Proof of Lemma 5.3. This is follows from the prime ideal theorem and a Polya´-
Vinogradov-type inequality for Z[ n
√
θ]/q∗Z[ n
√
θ]. For ease of notation, we let q = q∗.
We let χ be the character on Z[ n
√
θ]/qZ[ n
√
θ] so that χ(α) = χ∗((α)). We may
assume without loss of generality that χ is primitive, since otherwise the result
follows by an analogous argument by splitting into residue classes (mod q′) where
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χ′ (mod q′) is the primitive character inducing χ. Finally we let ψ be the additive
character of Z[ n
√
θ]/qZ[ n
√
θ] given by ψ(
∑n
j=1 aj
n
√
θj−1) = exp(2πian/q) and χˆ be
the Fourier transform of χ given by
χˆ(β) =
1
qn
∑
γ∈Z[ n√θ]/qZ[ n√θ]
χ(γ)ψ(βγ).
By Parseval’s identity (using
∑
γ ψ(βγ) = 0 unless β = 0 ∈ Z[ n
√
θ]/qZ[ n
√
θ]), we
have
∑
α∈Z[ n
√
θ]/qZ[
n√
θ]
|χˆ(α)|2 = 1
qn
∑
β∈Z[ n
√
θ]/qZ[
n√
θ]
|χ(β)|2 = 1.
Since χ is primitive, we have that χˆ(β) = 0 if β /∈ (Z[ n
√
θ]/qZ[
n
√
θ])×, whilst if
β ∈ (Z[ n√θ]/qZ[ n√θ])× we have χˆ(β) = χ(β)χˆ(1). Thus the magnitude of χˆ is
constant on (Z[ n
√
θ]/qZ[ n
√
θ])× and so |χˆ(β)| ≤ φK((q))−1/2 for all β. (We recall
that φK((q)) =
∏
p|(q)(N(p)− 1) = #(Z[ n
√
θ]/qZ[ n
√
θ])×.)
We let α(a0) =
∑n−k
i=1 (a0)i
n
√
θi−1. By orthogonality, we have
∑
a0∈[1,q]n−k
χ(α(a0)) =
∑
β∈(Z[ n
√
θ]/qZ[
n√
θ])×
χˆ(β)
∑
a0∈[1,q]n−k
ψ(βα(a0)).
Recalling our choice of ψ, we see that ψ((
∑n
j=1 aj
n
√
θj−1)(
∑n
j=1 bj
n
√
θj−1)) is given
by exp(2πi
∑n
j=1 ajbn+1−j/q). Thus
(6.5)
∑
a0∈[1,q]n−k
χ(α(a0)) = q
n−k ∑
b∈[1,q]n
bn=bn−1=···=bk+1=0
χˆ(β).
The sum above is over qk terms all of size at most φK((q))
−1/2. Hence
∑
a0∈[1,q]n−k
χ(α(a0)) ≤ q
n
φK((q))1/2
≤ qn/2+o(1).
Since n > 2k and q →∞, we see that the sum is o(qn−k). We define the interval
IX =
[ logNn0
logX
,
log(Nn0 + η
1/2
1 N
n
0 )
logX
]
.
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Thus, by the prime ideal theorem and partial summation, we have∑
a0∈[1,q]n−k
gcd(NK(a0),q
∗)=1
∑
b∈B(a0)
1R(b) =
1
2
∑
Nn0 <N(b)<N
n
0 +η
1/2
1 N
n
0
1R(b)
∑
a0∈[1,q]n−k
gcd(NK(a0),q
∗)=1
(1 + χ∗(a0))
=
(1 + o(1))qn−k
2
∏
p|q
(
1− ν(p)
pn−k
) ∑
Nn0 <N(b)<N
n
0 +η
1/2
1 N
n
0
1R(b)
=
(1 + o(1))qn−k
2
∏
p|q
(
1− ν(p)
pn−k
) ∫
· · ·
∫
(e1,...,eℓ)∈R∑ℓ
i=1 ei∈IX
X
∑ℓ
i=1 eide1 . . . deℓ
e1 . . . eℓ
=
(1 + o(1))η
1/2
1 q
n−kNn0
2 logX
∏
p|q
(
1− ν(p)
pn−k
) ∫
· · ·
∫
(e1,...,eℓ)∈R∑ℓ
i=1 ei=n
de1 . . . deℓ−1
e1 . . . eℓ
.
Here we used the fact that R is independent of X and X
∑ℓ
i=1 ei = (1+O(η
1/2
1 ))N
n
0
for (e1, . . . , eℓ) ∈ R in the final line. 
Thus we are left to establish Proposition 5.1.
7. Type II Estimate: The L1 Bounds
In this section we introduce an approximation 1˜R ≈ 1R in our Type II sums, and
establish various L1 estimates based on this. Much of this section is a generalization
of the corresponding estimates of Heath-Brown [12].
We wish to show that
(7.1)
∑
a∈A
1R(a)− S˜#A
#B
∑
b∈B
1R(b)≪ η1#A,
where R ⊆ [ǫ2, n]ℓ is a polytope such that there is an ℓ2 ≤ ℓ so that any e ∈ R
satisfies k + ǫ ≤∑ℓ2i=1 ei ≤ n− 2k − ǫ. We recall that η1 = (logX)−100 and that
1R(a) =
{
1, a = p1 . . . pℓ with N(pi) = X
ei , (e1, . . . , eℓ) ∈ R,
0, otherwise,
A =
{
(
n−k∑
i=1
ai
n
√
θi−1) : Xi ≤ ai ≤ Xi + η1Xi,
n−k∑
i=1
ai
n
√
θi−1 ≡ α0 (mod q∗)
}
,
B = {a : N(a) ∈ [Nn0 , (1 + η1/21 )Nn0 ], χ∗(I) = χ∗((α0))},
with Nn0 ≥ ǫXn the smallest norm of an ideal in A. The quantity S˜ is as defined
in the statement of Proposition 5.1.
We first split R into O(η−ℓ1 ) hypercubes so that each of e1, . . . , eℓ lie in intervals
of side length η1. Since 1R(a) ≥ 0, we may lower bound the sum over a ∈ A by
restricting to those hypercubes fully contained in R, and upper bound by extending
the summation to all elements of any hypercube intersecting R. Since there are
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O(η
−(ℓ−1)
1 ) hypercubes C intersecting the boundary of R, we have by the prime
ideal theorem that this error is
≪ S˜#A
#B
∑
CC∩R6=0,C6⊆R
∑
b∈B
1C(b)≪ η1#A.
Thus, to show (7.1), it suffices to show a bound O(ηℓ+11 #A) when R is simply given
by a direct product of intervals of length η1 and for every (e1, . . . , eℓ) ∈ R we have
k + ǫ/2 ≤∑ℓ2i=1 ei ≤ n− 2k − ǫ/2. In particular, it suffices to consider sums of the
form ∑
a1,a2
a1a2∈A
1R1(a1)1R2(a2)− S˜
#A
#B
∑
a1,a2
a1a2∈B
1R1(a1)1R2(a2),
where R1 ⊆ Rℓ1 , R2 ⊆ Rℓ2 and each component of e ∈ R1×R2 lies in an interval of
length η1. Moreover, 1R2 is supported on ideals b withN(b) ∈ [Xk+ǫ/2, Xn−2k−ǫ/2].
Finally, it will be convenient to split the sum to localize the size of the norm of ab.
By partial summation, we see it is therefore sufficient to show that uniformly over
all ǫX ≤ X0 ≪ X and over all such R1,R2 we have
(7.2)
∑
a1,a2
a1a2∈A′
1R1(a1)1R2(a2)−
S˜#A′
#B′
∑
a1,a2
a1a2∈B′
1R1(a1)1R2(a2)≪ η1/22 #A′,
where
A′ = {a ∈ A : N(a) ∈ [Xn0 , Xn0 + η2Xn0 ]},
B′ = {b ∈ B : N(b) ∈ [Xn0 , Xn0 + η2Xn0 ]},
η2 = η
2ℓ+2
1 .
We will establish this over the next two sections.
We first wish to replace 1R2(b) with a more easily controlled approximation 1˜R2(b).
To do this we will take into account the possible effect of an exceptional character
distorting the distribution of prime ideals in residue classes (mod q), and so we
recall the following results on zero-free regions for Hecke L-functions (see [17, The-
orem 1.9], for example, for more details). This also makes precise the choice of q∗,
χ∗ in the definitions of A,B which so far have been treated as arbitrary quantities.
There is at most one modulus q∗ with N(q∗) ≤ exp(√log x) and at most one
primitive Hecke character χ∗ of the narrow class group (mod q∗) such that the
Hecke L-function L(s, χ∗) has a zero in the region{
s = σ + it : σ ≥ 1− c√
logX(2 + |t|)
}
.
This character, if it exists, must be a real quadratic character and the corresponding
L-function has a unique real simple zero β∗ in the above region. The modulus q∗
in this case must satisfy q∗ = N(q∗) > (logX)ǫ and must be square-free apart
from a factor of size O(1). In particular, we have the prime number theorem with
Grossencharacters that
(7.3)
∑
N(a)≤X
Λ(a)χ(a)≪ X exp(−c
√
logX)
24 JAMES MAYNARD
uniformly over all non-trivial Grossencharactersχ 6= χ∗ of conductor≤ exp(√logX)
(including those with non-trivial infinity-type), whilst if χ = χ∗ we have
(7.4)
∑
N(a)≤X
Λ(a)χ(a) =
−Xβ∗
β∗
+O(X exp(−c
√
logX)).
With this established, we can now describe our approximation 1˜R2 . If such a
character χ∗ does exist with corresponding modulus N(q∗) ≤ exp( 4√logX) then we
define
(7.5) 1˜R2(b) = cR2(N(b))
(
1 +
χ∗(b)
(−β∗)ℓ2N(b)1−β∗
)∑
d|b
λd,
where
R = Xǫ
2
,
λd =
{
µ(d) log RN(d) , N(d) < R,
0, otherwise,
cR2(t) =
∫
· · ·
∫
(e1,...,eℓ2 )∈R2∑ℓ2
i=1 ei=log t/ logX
de1 . . . deℓ2−1
(logX)
∏ℓ2
i=1 ei
.
If χ∗ does not exist or if N(q∗) > exp( 4
√
logX) then we simply define
1˜R2(b) = cR2(N(b))
∑
d|b
λd.
We will argue in the first case when χ∗ does exist; the argument entirely analogous
in the alternative case but with all terms involving χ∗, β∗ simply removed. The sum∑
d|b λd should be thought of as a sieve weight which approximates the indicator
function of ideals with no prime ideal factors of norm less than R, whilst the other
factor represents the density of 1R2 on ideals of norm approximately N(b).
Since all the ei lie in intervals which are bounded uniformly away from 0, we have
the Lipschitz bound
(7.6) cR2(t+ δ)− cR2(t)≪
δ
t logX
.
We will now proceed to show that
(7.7)
∑
a,b
ab∈A′
1R1(a)1˜R2(b) =
∑
a,b
ab∈B′
1R1(a)1R2(b) +O
(
η
1/2
2 #A′
)
,
so as to reduce the problem to showing 1R2(b) ≈ 1˜R2(b) for b ∈ A′a, which we do
by our L2 estimate in the next section.
Lemma 7.1.∑
a,b
ab∈B′
1R1(a)1R2(b) =
(q∗)ncR2(X
n
0 )#B′
φK((q∗))γK
(
1 +
χ∗(a0)
(−β∗)ℓXn−nβ∗0
)
+ O(η22X
n
0 ).
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Proof. We recall that B′ = {a : N(a) ∈ I, χ∗(a) = χ∗(a0)}, where I is the interval
[Xn0 , X
n
0 + η2X
n
0 ]. We have∑
a,b
ab∈B′
1R1(a)1R2(b) =
1
2
∑
a,b
N(ab)∈I
1R1(a)1R2(b)(1 + χ
∗(ab)χ∗(a0)).
By the prime ideal theorem and partial summation we have∑
a,b
N(ab)∈I
1R1(a)1R2(b) =
∫
· · ·
∫
(e1,...,eℓ)∈R1×R2
X
∑ℓ
i=1 ei∈I
X
∑ℓ
i=1 eide1 . . . deℓ∏ℓ
i=1 ei
+O(η22X
n)
= logX
∫
Xt∈I
XtcR2(X
t)dt+O(η22X
n).
Similarly, using (7.4) we have∑
a,b
N(ab)∈I
1R1(a)1R2(b)χ
∗(ab) =
logX
(−β∗)ℓ
∫
Xt∈I
Xtβ
∗
cR2(X
t)dt+O(η22X
n).
Let s0 = logX
n
0 / logX and η0 = log(1 + η2)/ logX ≪ η2/ logX . Thus, by the
bound (7.6) we have
logX
∫ s0+η0
s0
XtcR2(X
t)dt = η2X
n
0 cR2(X
n
0 ) +O(η
2
2X
n
0 ),
logX
∫ s0+η0
s0
XtcR2(X
tβ∗)dt = η2X
nβ∗
0 cR2(X
n
0 ) +O(η
2
2X
n
0 ).
Since #B′ = φK((q∗))γKη2Xn0 /2(q∗)n +O(Xn−1) this gives the result. 
Lemma 7.2. There is a constant c > 0 such that∑
N(d)<R
gcd(N(d),q∗)=1
µ(d)ρ(d)
N(d)
log
R
N(d)
=
(q∗)nS˜
φK((q∗))γK
+O
(
exp(−c
√
logR)
)
.
Proof. By Perron’s formula we have (noting that the integrals converge absolutely)∑
N(d)<R
gcd(N(d),q∗)=1
µ(d)ρ(d)
N(d)
log
R
N(d)
=
1
2πi
∫ 1+i∞
1−i∞
Rs
s2
(∑
d
µ(d)ρ(d)
N(d)1+s
)
ds
=
1
2πi
∫ 1+i∞
1−i∞
Rs
s2ζK(1 + s)
f(1 + s)ds,(7.8)
where f(s) is given by the Euler product
f(s) =
∏
p∤q∗
(
1 +
∑
N(a)=pj
µ(a)ρ(a)
N(a)s
)(
1 +
∑
N(a)=pj
µ(a)
N(a)s
)−1 ∏
p|(q∗)
(
1− 1
N(p)s
)−1
=
∏
p∤q∗
(
1− νp
ps
+O(p−2ℜ(s))
)(
1− νp
ps
+O(p−2ℜ(s))
)−1 ∏
p|(q∗)
(
1− 1
N(p)s
)−1
.
Here we have made use of Lemma 6.5 to bound the O() terms. In particular f(1+s)
converges absolutely for ℜ(s) ≥ −1/4. We first move the line of integration in
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(7.8) to ℜ(s) = 1/ logR, and then truncate the integral to [1 − iT, 1 + iT ] where
T = exp(
√
logR). This truncation introduces an negligible error O(log T/T ) by
the bound ζK(1 + 1/ logR + it)
−1 ≪ log(2 + |t|) for |t| ≥ 1. We then move the
integration to ℜ(s) = −c/ logT , where c > 0 is a suitably small constant such that
we have the bound ζK(s)≪ log(2 + |s|) within this region. This introduces a term
from the pole at s = 0, and an integral over the contour line ℜ(s) = −c/ logT ,
which contributes O(R−c/ log T )≪ exp(−c√logR). Thus only the residue at s = 0
makes a non-negligible contribution, and we have∑
N(d)<R
gcd(N(d),q∗)=1
µ(d)ρ(d)
N(d)
log
R
N(d)
= Res
s=0
Rsf(1 + s)
s2ζK(1 + s)
+O
(
exp(−c
√
logR)
)
= γ−1K f(1) +O
(
exp(−c
√
logR)
)
.
The result follows on noting that f(1) = S˜(q∗)n/φK((q∗)). 
Lemma 7.3.∑
a,b
ab∈A′
1R1(a)1˜R2(b) =
(q∗)n#A′S˜cR2(Xn0 )
φK((q∗))γK
(
1 +
χ∗(a0)
(−β∗)ℓXn−nβ∗0
)
+O
(
η
1/2
2 #A′
)
.
Proof. We substitute the definition (7.5) of 1˜R2(b) and swap the order of summation
to give
∑
a,b
ab∈A′
1R1(a)1˜R2(b) =
∑
a
1R1(a)
∑
N(d)<R
λd
∑
u∈A′
ad|u
cR2(N(
u
a
))
(
1 +
χ∗(u/a)
(−β∗)ℓ2N(u/a)1−β∗
)
.
(7.9)
Since all ideals in A′ have norm Xn0 + O(η2Xn0 ) with Xn0 ≫ Xn, we have that
cR2(N(u/a)) = cR2(X
n
0 /N(a))+O(η2/ logX) by (7.6). We recall 1R1 is supported
on ideals a with N(a) < Xn−k−ǫ/2 and with all prime factors p of a satisfying
N(p) ≥ Xǫ2 = R. Thus d, a must be coprime if they make a contribution to the
sum. We let e = ad, and recall that |λd| ≪ logX . Putting this together, the error
in replacing cR2(N(u/a)) with cR2(X
n
0 /N(a)) contributes a total∑
N(e)<RXn−k−ǫ/2
η2#A′e ≪ η2#A′
∑
N(e)<RXn−2k−ǫ/2
ρ(e)
N(e)
+Xn−k−ǫ/2n
by Proposition 6.3. The sum here is O(logX) by an Euler product upper bound and
Lemma 6.5, so the total error is O(η
1/2
2 #A′). Similarly, we can replace N(u/a)1−β
∗
in (7.9) with Xn−nβ
∗
0 /N(a)
1−β∗ at the cost of an error O(η1/22 #A′).
Since all elements u of A′ have χ∗(u) = χ∗(a0), we are left to evaluate∑
a
1R1(a)cR2(
Xn0
N(a)
)
(
1 +
χ∗(a)χ∗(a0)N(a)1−β
∗
(−β∗)ℓ2Xn−nβ∗0
) ∑
N(d)<R
λd#A′ad.
Since all elements of A′ have norm coprime to q∗, we can restrict to gcd(N(d), q∗) =
1. Using Proposition 6.3, again, we may then replace #A′ad with ρ(ad)#A′/N(ad)
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at the cost of an error O(Xn−k−ǫ/2n), which is negligible. Thus we are left to
evaluate
#A′
∑
a
1R1(a)cR2
( Xn0
N(a)
)(
1 +
χ∗(a)χ∗(a0)N(a)1−β
∗
(−β∗)ℓ2Xn−nβ∗0
) ∑
N(d)<R
gcd(N(d),q∗)=1
λdρ(ad)
N(ad)
.
Again, any pairs a, d making a contribution must be coprime since 1R1 is supported
on ideals with all factors having norm at least R. Thus we may replace ρ(ad) with
ρ(d)ρ(a), and so the double sum factorizes as(∑
a
ρ(a)1R1(a)
N(a)
cR2
( Xn0
N(a)
)(
1+
χ∗(a)χ∗(a0)N(a)1−β
∗
(−β∗)ℓ2Xn−nβ∗0
))( ∑
N(d)<R
gcd(N(d),q∗)=1
λdρ(d)
N(d)
)
.
By Lemma 7.2 we have the second factor is (q∗)nS˜/γKφK((q∗))+O(exp(−c
√
logR)).
Since all degree 1 prime ideals have ρ(p) = 1, we see that 1R1(a)ρ(a) = 1R1(a)
unless p2|N(a) for some p > Xǫ2 . Thus we can replace ρ(a) with the constant 1 in
the first factor at the cost of an error
≪
∑
p>Xǫ2
∑
N(a)<Xn−k−ǫ/2
p2|N(a)
ρ(a)
N(a)
≪
∑
p>Xǫ2
1
p2
≪ X−ǫ2,
by Lemma 6.5. This is negligible, and we can evaluate the resulting expressions by
partial summation, the prime ideal theorem and (7.4). We have∑
a
1R1(a)
N(a)
cR2(
Xn0
N(a)
) =
∫
· · ·
∫
(e1,...,eℓ)∈R1×R2∑ℓ
i=1 ei=logX0/ logX
de1 . . . deℓ−1
logX
∏ℓ
i=1 ei
+O(η2),
∑
a
1R1(a)χ
∗(a)
N(a)β∗
cR2(
Xn0
N(a)
) =
∫
· · ·
∫
(e1,...,eℓ)∈R1×R2∑ℓ
i=1 ei=logX0/ logX
de1 . . . deℓ−1
(−β∗)ℓ1 logX∏ℓi=1 ei +O(η2).
Combining these estimates gives the result. 
Combining Lemma 7.1 with Lemma 7.3 gives (7.7). We are therefore left to show
that the error introduced by replacing 1R2 with 1˜R2 is suitably small. In particular,
to establish (7.2), it is sufficient to show that∑
ab∈A′
1R1(a)
(
1R2(b)− 1˜R2(b)
)
≪ η1/22 #A′.
We split the sum over b into ideal classes C ∈ ClK . We let c be an ideal in C, and
c′ = (N(c))/c. Then ac′ and bc are both principle integral ideals, so can be written
as (α), (β) say with c′|(α) and c|(β). Thus, it suffices to show for any fixed c
(7.10)
∑
a, b principal
c|b, c′|a
ab/N(c)∈A′
1R1(a/c
′)
(
1R2(b/c)− 1˜R2(b/c)
)
≪ η1/22 #A′.
We begin by showing that 1R2(b/c) ≈ 1˜R2(b/c) when b is localized to a particular
ideal class, residue mod q and angle of Hecke Grossencharacter.
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Lemma 7.4. Let us be given an ideal c of norm O(1). Let exp(−ǫ√logB) ≤ δ0 ≤ 1
and B ∈ [X1/10, Xn]. Let C ⊆ Rn be a hypercube of side length δ0B which contains
a point b0 ∈ Zn such that ‖b0‖ ≪ B and b0 = ((θn)−n
∑n
i=1(b0)i
n
√
θi−1) is an
integral ideal which satisfies N(b0) = B
n
0 ≫ Bn and c|b0.
Then uniformly over all q ≪ exp(−c√logX) with (θn)nN(c)|q and over all such
C,b0, we have:
• If gcd((q), b0) 6= c then ∑
b∈C
b≡b0 (mod q)
1R2(
b
c
) = 0.
• If gcd((q), b0) = c and χ∗(b/c) = χ∗(b0/c) for all b ≡ b0 (mod q) then∑
b∈C
b≡b0 (mod q)
1R2(
b
c
) =
1
γKφK((q)/c)N(c)
∫
· · ·
∫
a∈C,e∈R2∑ℓ2
i=1 ei=logN(a/c)/ logX
de1 . . . deℓ2−1da
logX
∏ℓ2
i=1 ei
+O(δn+10 B
n).
+
χ∗(b0c)B
n(β∗−1)
0
γK(−β∗)ℓ2φK((q)/c)N(c)β∗
∫
· · ·
∫
a∈C,e∈R2∑ℓ2
i=1 ei=logN(a/c)/ logX
de1 . . . deℓ2−1da
logX
∏ℓ2
i=1 ei
.
• If gcd((q), b0) = c but χ∗(b/c) 6= χ∗(b0/c) for some b ≡ b0 (mod q) then∑
b∈C
b≡b0 (mod q)
1R2(
b
c
) =
1
γKφK((q)/c)N(c)
∫
· · ·
∫
a∈C,e∈R2
∑ℓ2
i=1 ei=logN(a/c)/ logX
de1 . . . deℓ2−1da
logX
∏ℓ2
i=1 ei
+O(δn+10 B
n).
All the implied constants are effectively computable.
In the statement of the Lemma above, a and b denote the ideals ((θn)−n
∑n
i=1 ai
n
√
θi−1)
and ((θn)−n
∑n
i=1 bi
n
√
θi−1) depending on the vectors a, b respectively.
Proof. We note that the sum is 0 if the ideal b0/c is not coprime to (q), since 1R2 is
non-zero only when all prime ideal factors have norm at least Xǫ
2
> N(q), and this
gives the first statement. We first detect the condition β ∈ C by Hecke Grossen-
characters. We let λ1, . . . , λn−1 be a basis of the torsion-free Hecke characters (i.e.
those of pure infinity type), and define
W (a; b; ∆) =
{∏n−1
j=1
(
1− 12π∆ arg
(
λj(a)
λj(b)
))
, if arg
(
λj(a)
λj(b)
)
≤ 2π∆ ∀j,
0, otherwise,
= ∆n−1
∑
m∈Zn−1
n−1∏
j=1
λj(a)
mj
λj(b)mj
( sinπmj∆
πmj∆
)2
= ∆n−1
∑
m∈Zn−1
χm(a)
χm(b)
wˆ(m),(7.11)
by Fourier expansion. Here arg(x) ∈ [0, 2π), χm(a) = ∏n−1j=1 λmjj (a), wˆ(m) =∏n−1
i=1 (sin 2πmj∆/2πmj∆)
2, and we take sinπmj∆/πmj∆ to be 1 when mj = 0.
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We note that
(7.12)∑
A≤N(a)≤A+∆A
a principal
W (a; b; ∆) =
∆n−1
hK
∑
ξ
∑
m∈Zn−1
χm(b)−1wˆ(m)
∑
A≤N(a)≤A+∆A
χm(a)ξ(a),
where ξ runs over all characters of the class group ClK .
Since wˆ(m)≪∏n−1j=1 min(1, (mj∆)−2), those terms with mj > M0 for some j con-
tribute O(A/M0) in total to (7.12). If ‖m‖ ≪ M0 < Aǫ and χmξ is non-trivial,
then the inner sum is O(A1−ǫ) by Perron’s formula and the bound ζ(s, χm) ≪
O(|s| + ‖m‖)n(1−σ)/2 (see [4, Theorem 1.2], for example), and so these terms con-
tribute O(∆n−1Mn−10 A
1−ǫ) in total to (7.12). Finally, the term with χmξ = 1
contributes γK∆
nA(1 +O(∆))/hK . Thus, choosing M0 = ∆
−2n and ∆ = δ2n0 , we
see that for A≪ B ≪ A we have
(7.13)
∑
A≤N(a)≤A+∆A
a principal
W (a; b; ∆) =
γK∆
nA
hK
(1 +O(∆)).
Given b ∈ Zn, we let β = (θn)−n∑ni=1 bi n√θi−1 and b = (β). Since C has side
length δ0B, and B
n ≪ N(b0) = Bn0 ≪ Bn (from the assumptions of the Lemma),
we have that N(b) = Bn0 + O(δ0B
n
0 ) for all b ∈ C. By (7.13), choosing A = N(b),
we have∑
b∈C
b≡b0 (mod q)
1R2(b/c) =
hK
γK∆nBn0
∑
a principal
∑
b∈C
1≤N(a/b)≤1+∆
b≡b0 (mod q)
1R2(b/c)W (a; b; ∆) +O(δ0 volC).
Here we used the fact that ∆ = δ2n0 ≤ δ0.
We now detect the condition b ≡ b0 (mod q). We see that b ≡ b0 (mod q) is
equivalent to β = (θn)−n
∑n
i=1 bi
n
√
θi−1 ∈ OK and β ≡ β′0 (mod q) for one of
[OK : (θn)−nZ[ n
√
θ]] different algebraic integers β′0. (Here we are using the fact
that (θn)n|q and b0 is integral.) We consider each such β′0 separately, and detect
β ≡ β′0 (mod q) by characters χq of the multiplicative group (OK/∼)×, where
α ∼ β if β′0(α − β) ≡ 0 (mod q). We note that #(OK/∼)× = φK((q)/c) since
gcd((q), b0) = c. These characters χq are not a characters of ideals, and so we first
transform the sum into a suitable sum over ideals.
We can write χ˜q(b) = χq(β) exp(
∑
σ uσ,χ log |βσ|)
∏
σ(β
σ/|βσ|)vσ,χ for a unique
character χ˜q on ideals mod m = (q)/c which is trivial on the group of fractional
ideals coprime to m modulo principal fractional ideals coprime to m, and for some
constants uσ,χ, vσ,χ ≪ 1 for each embedding σ : K → C. This is because uσ,χ, vσ,χ
can be chosen such that the above expression is invariant under multiplication by
units, and so gives rise to a well defined character on principal ideals coprime to m.
IfW (a; b; ∆) 6= 0, then there is a generator α of a such that λj(α) = λj(β)(1+O(∆))
for each j. Thus, since N(a) = N(b)(1+O(∆)), this means that ασ = βσ(1+O(∆))
for all σ, and so α = (θn)−n
∑n
i=1 ai
n
√
θi−1 for some vector a = b + O(∆B) with
a ∈ Zn such that α ∈ OK . In particular, since log is continuous, χq(β)χ˜q(a) =
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χ˜q(b)χq(α)(1 +O(∆)). This error term O(∆) contributes
≪ hK
γK∆nBn0
∑
b∈C
∑
a=b+O(∆B)
∆≪ ∆volC ≪ δn+10 Bn.
If the distance from a to the boundary of C is a sufficiently large multiple of ∆B,
then all b with W (a; b; ∆) 6= 0 are either outside of C or inside C. Since there are
O(∆Bn) vectors a within O(∆B) of the boundary of C, these a contribute a total
≪ hK∆B
n
γK∆nBn0
sup
‖a‖≪B
∑
b=a+O(∆B)
1≪ ∆Bn ≪ δn+10 Bn.
Thus we can restrict to a ∈ C′, a hypercube inside C with all points at least a certain
multiple of ∆B from the boundary of C. Finally, we note that since ∆ = o(1), C is
contained within a fundamental domain of the action of the group of units, and so
the vector a is uniquely determined by a. We are then left to evaluate
(7.14)
hK
γK∆nBn0
∑
β′0
∑
χq
χq(β′0)
#(OK/∼)×
∑
a∈C′
α∈OK
χq(a)
χ˜q(a)
∑
1≤N(a/b)≤1+∆
b principal
χ˜q(b)1R2(b/c)W (a; b; ∆).
We use characters ξ of the class groupClK to detect the condition that b is principal,
and insert the Fourier expansion (7.11) of W . By partial summation and (7.3), we
have that if χm and ξ are non-trivial, or if χ˜q is non-trivial and not induced by χ
∗,
then there is a constant c0 > 0 such that
∑
N(a)/(1+∆)≤N(b)≤N(a)
χ˜q(b)χ
m(b)ξ(b)1R2(b/c)≪ Bn exp(−c0
√
logB)
uniformly for q, ‖m‖ ≤ exp(√logB).
This implies that the total contribution to (7.14) from all such characters χmξ
with ‖m‖ ≪ M0 is ≪ ∆−1BnMn−10 exp(−c0
√
logB). As before, using the triv-
ial bound wˆ(m) ≪ ∏j min(1, (mjδ)−2) those characters with ‖m‖ ≥ M0 con-
tribute O(∆−nBnM−10 ). Recalling M0 = ∆
−2n and ∆ = δ2n0 , these all contribute
O(∆1/2Bn)≪ δn+10 Bn. We are therefore left only with the contribution from when
both ξ and χm are trivial, and χ˜q is either the trivial character χ0, or is the qua-
dratic character induced by χ∗. χ˜q can only be induced by χ∗ if q∗|(q)/c. We argue
now in the case when q∗|(q)/c; the case q∗ ∤ (q)/c is entirely analogous with all
terms involving χ∗ simply being omitted. Since 1R2 is supported only on ideals
coprime to q (because q < Xǫ
2
), if χ˜q is induced by χ
∗ then we can replace χ˜q with
χ∗. In these cases we obtain by partial summation and the prime ideal theorem or
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(7.4) respectively
∑
N(a)/(1+∆)≤N(b)≤N(a)
χ0(b)1R2(b/c) =
∫
· · ·
∫
e∈R2∩Ia
X
∑ℓ2
i=1 eide1 . . . deℓ2∏ℓ2
i=1 ei
+O(Bn exp(−c0
√
logB)),
∑
N(a)/(1+∆)≤N(b)≤N(a)
χ∗(b/c)1R2(b/c) =
∫
· · ·
∫
e∈R2∩Ia
Xβ
∗
∑ℓ2
i=1 eide1 . . . deℓ2
(−β∗)ℓ2 ∏ℓ2i=1 ei
+O(Bn exp(−c0
√
logB)),
where
Ia = {e ∈ Rℓ2 : logN(a/c)
(1 + ∆) logX
≤
ℓ2∑
i=1
ei ≤ logN(a/c)
logX
}.
Finally, we note that given a character ψ on ideals (mod q), the characters χq such
that χ˜q = ψ are precisely those of the form χq(α) = ψ((α))φ(α), for some character
φ of the unit group (UK/∼)×. Putting this all together, we have
∑
χq
χq(β′0)
∑
a∈C′
χq(a)
χ˜q(a)
∑
N(a)/(1+∆)≤N(b)≤N(a)
b principal
χ˜q(b)1R2(b/c)W (a; b; ∆)
=
∆n−1
hK
∑
φ
∑
a∈C′
α∈OK
φ(α)φ(β′0)
∑
N(a)/(1+∆)≤N(b)
N(b)≤N(a)
(
1 + χ∗(b/c)χ∗(b′0c)
)
1R2(b/c) +O(δ
n+1
0 B
n)
=
∆n−1
hK
∑
φ
∑
a∈C′
α∈OK
φ(α)φ(β′0)
∫
· · ·
∫
e∈R2∩Ia
X
∑ℓ2
i=1 eide1 . . . deℓ2∏ℓ2
i=1 ei
+
∆n−1
hK
∑
φ
∑
a∈C′
α∈OK
φ(α)φ(β′0)
χ∗(b′0c)
(−β∗)ℓ2
∫
· · ·
∫
e∈R2∩Ia
Xβ
∗
∑ℓ2
i=1 eide1 . . . deℓ2∏ℓ2
i=1 ei
+O(δn+10 B
n).
Since C′ is equidistributed in residue classes mod q (up to a negligible errorO(Bn−1)),
and the summand is a continuous function of N(a), only the trivial character φ on
(UK/∼)× makes a noticeable contribution. Thus this is equal to
∆n−1
hK
∑
a∈C′
α∈OK
∫
· · ·
∫
e∈R2∩Ia
X
∑ℓ2
i=1 eide1 . . . deℓ2∏ℓ2
i=1 ei
+
∆n−1
hK
∑
a∈C′
α∈OK
χ∗(b′0c)
(−β∗)ℓ2
∫
· · ·
∫
e∈R2∩Ia
Xβ
∗
∑ℓ2
i=1 eide1 . . . deℓ2∏ℓ2
i=1 ei
+O(δn+10 B
n).
The condition α ∈ OK is equivalent to a congruence condition on a (mod (θn)n)
which holds for a proportion rK = [OK : (θn)−nZ[ n
√
θ]]−1 of the vectors a in a cube
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of side length (θn)n. Thus, by partial summation we see that this is equal to
∆n−1rK
hK
∫
· · ·
∫
a∈C′, e∈R2∩Ia
X
∑ℓ2
i=1 eide1 . . . deℓ2∏ℓ2
i=1 ei
da
+
∆n−1rKχ∗(b′0c)
hK(−β∗)ℓ2
∫
· · ·
∫
a∈C′, e∈R2∩Ia
Xβ
∗
∑ℓ2
i=1 eide1 . . . deℓ2∏ℓ2
i=1 ei
da+O(δn+10 B
n).
Using the fact that X
∑ℓ2
i=1 ei = (1 + O(∆))Bn0 /N(c) and the bound (7.6) we see
that this is equal to
(∆nrKBn0
hKN(c)
+
∆nrKB
nβ∗
0 χ
∗(b0c)
(−β∗)ℓ2hKN(c)β∗
)∫
a∈C′
cR2(N(a))da +O(δ
n+1
0 B
n).
Thus, multiplying by hK/(γK∆
nBn0#(OK/∼)×) we have shown that∑
b∈C
β≡β′0 (mod q)
1R2(
b
c
) =
rK
γKφK((q)/c)N(c)
∫
a∈C′
cR2(N(a))da+O(δ
n+1
0 B
n)
+
rKχ
∗(b′0c)
γK(−β∗)ℓ2φK((q)/c)N(c)β∗Bn−nβ∗0
∫
a∈C′
cR2(N(a))da.
We now sum over the r−1K values of β
′
0. (We recall these are the elements ofOK/qOK
of the form β′0 = (θn)
−n∑n
i=1(b
′
0)i
n
√
θi−1 with b′0 ≡ b0 (mod q).) We see that
the terms involving χ∗(b′0) cancel unless all b ≡ b0 (mod q) have χ∗(b) = χ∗(b0)
since χ∗ is primitive. The rest of the expression is independent of the β′0. Thus, if
χ∗(b) = χ∗(b0) for all b ≡ b0 (mod q) we have∑
b∈C
b≡b0 (mod q)
1R2(
b
c
) =
1
γKφK((q)/c)N(c)
∫
a∈C′
cR2(N(a))da +O(δ
n+1
0 B
n)
+
χ∗(b0c)
γK(−β∗)ℓ2φK((q)/c)N(c)β∗Bn−nβ∗0
∫
a∈C′
cR2(N(a))da,
and if χ∗ is not constant then we have the same expression with the second term
removed.
Finally, extending the integration over a from C′ to C introduces an error of size
O(∆Bn), since the integrand is of size O(1) and this increases the volume of the
region of integration by O(∆Bn). This then gives the result. 
Lemma 7.5. Let c, δ0, B, C,b0 be as in Lemma 7.4. Then uniformly over all q ≪
exp(
√
logB) with N(c)|q and over all such C,b0 we have
∑
b∈C
b≡b0 (mod q)
1R2(
n∑
i=1
bi
n
√
θi−1) =
∑
b∈C
b≡b0 (mod q)
1˜R2(
n∑
i=1
bi
n
√
θi−1) +O(δn+1/20 B
n).
The implied constant is effectively computable.
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Proof. We first consider a similar sum to the one in the Lemma. Letting Q′ =
lcm(N(dc), Qn) and spliting into residue classes (mod Q′), we have that∑
b∈C
b≡b0 (mod Qn)
d|b/c
1 =
∑
a (mod Q′)
a≡b0 (mod Qn)
d|a/c
∑
b∈C
b≡a (mod Q′)
1.
The outer sum has no terms unless gcd(dc, (Q))|b0, in which case there are there are
N(dc)n−1/ gcd(N(dc), Qn)n−1 terms in the outer sum. The inner sum is (volC)/Q′n+
O(δn−10 B
n−1). Thus, provided gcd(dc, (Q))|b0 we have
(7.15)
∑
b∈C
b≡b0 (mod Qn)
d|b/c
1 =
volC
N((Q))n−1 lcm(N((Q)), N(dc))
+O(BN(dc))n−1.
In particular, since B > X1/10 and volC ≫ Bn−ǫ, this is O(volC/N(d)) for N(d) <
R.
We now consider the sum in the Lemma, but work with residue classes b′0 (mod q
n)
instead of (mod q). Substituting the definition (7.5) of 1˜R2 and swapping the order
of summation, we have
∑
b∈C
b≡b′0 (mod qn)
1˜R2(b/c) =
∑
N(d)<R
λd
∑
b∈C
b≡b′0 (mod qn)
d|b/c
cR2(N(b/c))
(
1 +
χ∗(b/c)
(−β∗)ℓ2N(b/c)1−β∗
)
.
Since C is a hypercube of side length δ0B, and contains an element of norm Bn0 ≫
Bn, all elements of C have norm Bn0 + O(δ0Bn). Thus, by the Lipschitz bound
(7.6), we can replace cR2(N(b/c)) with
1
volC
∫
· · ·
∫
a∈C,e∈R2∑ℓ2
i=1 ei=logN(a/c)/ logX
de1 . . . deℓ2−1da
logX
∏ℓ2
i=1 ei
at the cost of an error of size
≪
∑
N(d)<R
logX
∑
b∈C
b≡b′0 (mod qn)
d|b/c
δ0 ≪
∑
N(d)<R
δ0 volC logX
N(d)
≪ δ1/20 volC.
Similarly, we can replace N(b/c) with N(b0/c) at the cost of an error O(δ
1/2
0 volC).
Thus we are left to evaluate∑
N(d)<R
λd
∑
b∈C
b≡b′0 (mod qn)
d|b/c
1 +
1
(−β∗)ℓ2N(b0/c)1−β∗
∑
N(d)<R
λd
∑
b∈C
b≡b′0 (mod qn)
d|b/c
χ∗(b/c).
We concentrate on the second term. We have that χ∗(b/c) = 0 if gcd(q∗, b/c) 6= 1,
and so there are no contributions from terms with gcd(d, q∗) 6= 1. By splitting the
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sum into residue classes (mod Q′) where Q′ = lcm(N(dcq∗), qn), we see that∑
b∈C
b≡b′0 (mod qn)
d|b/c
χ∗(b/c) =
∑
a (mod Q′)
a≡b′0 (mod qn)
d|a/c
χ∗(a/c)
∑
b∈C
b≡a (mod Q′)
1.
As with (7.15), the inner sum is volC/Q′n + O(δn−10 Bn−1), and this error term
makes a negligible total contribution. The remaining sum of χ∗(a/c) is then seen
to cancel cancel completely unless χ∗(b) = χ∗(b′0) for all b ≡ b′0 (mod qn) since χ∗
is primitive. If this is the case, then by (7.15) we have∑
b∈C
b≡b′0 (mod qn)
d|b/c
χ∗(b/c) =
χ∗(b′0/c) volC
N((q))n−1 lcm(N((q)), N(dc))
+O(Bn−1Rn−1),
and otherwise the sum is simply O(Bn−1Rn−1). These O(Bn−1Rn−1) error terms
make a negligible contribution. Regardless of whether χ∗ is constant or not, we see
that the main term differs from the main term of (7.15) by a factor independent
of d. Thus, since there are qn
2−n = N((q))n−1 choices of b′0 (mod q
n) such that
b′0 ≡ b0 (mod q), we are left to show that
(7.16)
∑
d<R
gcd(d,(q)/c)|b0/c
λd
lcm(N(dc), N((q)))
=
1
γKφK((q)/c)N(c)
+O(δ0).
We estimate this in an analogous way to Lemma 7.2. We let (q) = cq1q2, with
gcd(q2, b0/c) = 1 and q1 composed only of primes which divide b0/c. Since λd =
0 if d is not square-free, we may replace the condition gcd(d, (q)/c)|b0/c with
gcd(d, q2) = 1. We have∑
N(d)<R
gcd(q2,d)=1
µ(d) log RN(d)
lcm(N(dc), N(cq1q2))
=
1
2πiN(q2c)
∫ 1+i∞
1−i∞
Rsg(1 + s)
s2ζK(1 + s)
ds
=
1
N(q2c)
Res
s=0
Rsg(1 + s)
s2ζK(1 + s)
+O
(
exp(−c
√
logR)
)
,
where
g(1 + s) =
∏
p|q1
N(p)−1 −N(p)−1−s
1−N(p)−1−s
∏
p|q2
1
1−N(p)−1−s .
We see that the residue is 0 if q1 6= (1), whereas if q1 = (1) (so gcd(b0, q) = c) the
residue is γ−1K N(q2)/φK(q2). This then gives (7.16), and hence the result. 
8. Some lattice estimates
In this section we collect some information about the structure of ideals b ∈ A′a,
before we finishing our Type II estimate in the next section. It is here we exploit
some of the simple structure from the fact K = Q( n
√
θ).
If a = (α) is principal, then b ∈ A′a if b = (β) with (βα) = (
∑n−k
i=1 xi
n
√
θi−1) for
some x ∈ Zn with xi ∈ [Xi, Xi+η1Xi] for 1 ≤ i ≤ n−k and xi = 0 for n−k < i ≤ n
and x ≡ x0 (mod q∗) and N(
∑n−k
i=1 xi
n
√
θi−1) ∈ [Xn0 , Xn0 + η2Xn0 ].
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Since Z[ n
√
θ] is an order in OK of finite index dividing (θn)n, any principal ideal b
has a unique representation as (β) with β = (θn)−n
∑n
i=1 bi
n
√
θi−1 and b ∈ Zn ∩F
for a fundamental domain F by the action of the group of units UK , with b satisfying
some linear congruence conditions L(b) ≡ 0 (mod (θn)n). We have( n∑
i=1
bi
n
√
θi−1
)( n∑
i=1
ai
n
√
θi−1
)
=
( n∑
i=1
ci
n
√
θi−1
)
with
cj =
( j∑
i=1
bj−i+1ai + θ
n∑
i=j+1
bn+j−i+1ai
)
= T n−j(
 
b) · a,
where · is the usual Euclidean dot product on Rn,  v indicates the reverse of the
coordinates of v (i.e.
 
vj = vn+1−j) and T i indicates the ith iterate of the linear
map T given by
T (v)j =
{
vj+1, j < n,
θv1, j = n.
We let ⋄ denote the above operation, so that c = b ⋄ a.
Thus, there is a bijection between pairs of principal ideals a, b with ab/N(c) ∈ A′,
and vectors a ∈ Zn ∩ F , b ∈ Zn (for any choice of fundamental domain F) with
L(a) ≡ L(b) ≡ 0 (mod (θn)n) and with a ⋄ b ∈ RX , where RX is given by
RX = {x ∈ Rn : xi ∈ [X ′i, X ′i + η1X ′i] for i ≤ n− k, xi = 0 for i > n− k,
NK(
∑n
i=1 xi
n
√
θi−1) ∈ [X ′n0 , X ′n0 + η2X ′n0 ]}.(8.1)
Here X ′i = (θn)
2N(c)Xi, which still satisfy X ≪ X ′i ≪ X . We see that, given
a ∈ Zn, the conditions (b ⋄ a)j = 0 force b to satisfy k linear equations, and hence
lie in a sublattice of Zn. With this in mind, we define the lattices
Λv = {x ∈ Zn : (x ⋄ v)i = 0, n− k < i ≤ n}
= {x ∈ Zn : x · T i( v) = 0, 0 ≤ i ≤ k − 1},
Λv1,v2 = {x ∈ Zn : (x ⋄ v1)i = (x ⋄ v2)i = 0, n− k < i ≤ n}
= {x ∈ Zn : x · T i(  v1) = x · T i(  v2) = 0, 0 ≤ i ≤ k − 1}.
We first establish some basic properties of these lattices.
Lemma 8.1. Let v, v1, v2 ∈ Zn\{0}. Let ∧(v) ∈ Z(
n
k) be the vector of de-
terminants of k × k submatrices of the k × n matrix formed by the k vectors
T 0(v), . . . , T k−1(v). Similarly, let ∧(v1,v2) ∈ Z(
n
2k) be the vector of determi-
nants of the 2k × 2k submatrices of the 2k × n matrix formed of the 2k vectors
T 0(v1), . . . , T
k−1(v1) and T 0(v2), . . . , T k−1(v2). Finally, let Dv be the largest in-
teger D such that ∧(v) ≡ 0 (mod D), and Dv1,v2 be the largest integer D′ such
that ∧(v1,v2) ≡ 0 (mod D′). Then we have
det(Λv) =
‖ ∧ (v)‖
Dv
,
det(Λv1,v2) =
‖ ∧ (v1,v2)‖
Dv1,v2
if ∧ (b1,b2) 6= 0.
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Proof. Let v1, . . . ,vr be linearly independent vectors in Z
n, and let Λ = {x ∈ Zn :
x · v1 = · · · = x · vr = 0}. By [11, Lemma 1], detΛ = detΛ∗ where Λ∗ = {x ∈ Zn :
x =
∑r
i=1 civi, ci ∈ Q}.
LetD(v1, . . . ,vr) be the largest integer such that the determinant of all r×r subma-
trices of the n×r matrix formed with columns v1, . . . ,vr vanish mod D(v1, . . . ,vr).
We define an reduction procedure on a set of vectors. Given {x1, . . . ,xr} ∈ (Zn)r
with D(x1, . . . ,xr) 6= 1 we choose (arbitrarily) a prime p|D(x1, . . . ,xr). By defi-
nition of D(·), this means that there are constants c1, . . . , cr at least one of which
is 1, such that
∑r
i=1 cixi ≡ 0 (mod p). We choose (arbitrarily) an index j such
that cj = 1 and replace xj with
∑r
i=1 cixi/p ∈ Zn to produce a new set of vectors
(x′1, . . . ,x
′
r), and we see that we must have D(x
′
1, . . . ,x
′
r) = D(x1, . . . ,xr)/p. By
starting with {v1, . . . ,vr} and repeatedly performing this reduction we arrive at a
basis z1, . . . , zr for Λ
∗. (This process clearly terminates as D(x1, . . . ,xr) decreases
at each stage, and the resulting set is a basis since D(z1, . . . , zr) = 1.) Moreover, we
see the Z-span of v1, . . . ,vr is a lattice Λ˜ which is an index D(v1, . . . ,vr) sublattice
of Λ∗.
Thus detΛ = detΛ∗ = det Λ˜/D(v1, . . . ,vr). But det Λ˜ is simply the volume of
the r-dimensional fundamental volume of Λ˜. If er+1, . . . , en ∈ Rn are orthonormal
vectors orthogonal to v1, . . . ,vr, then det Λ˜ is given by the determinant of the
n× n matrix with columns v1, . . . ,vr, er+1, . . . , en. This is then seen to be the L2
norm of the exterior product of v1, . . . ,vr, (that is, the vector of all determinants
of the r × r submatrices of the r × n matrix with columns v1, . . . ,vr) since both
quantities are independent of a choice of orthonormal basis of Rn and agree on the
orthonormal basis {e1, . . . , en} extending er+1, . . . , en.
Applying the above argument to {v1, . . . ,vk} = {T 0(v), . . . , T k−1(v)} gives the
result for Λv, whilst using {T 0(v1), . . . , T k−1(v1), T 0(v2), . . . , T k−1(v2)} gives the
result for Λv1,v2 . 
Lemma 8.2. Let n > 3k. Then, given b ∈ Zn\{0}, let L be a linear subspace of
Rn such that ∧(x,b) = 0 for all x ∈ L. Then L has dimension at most k.
Proof. If ∧(x,b) = 0, then there exists constants c0, . . . , ck−1, d0, . . . , dk−1 ∈ Z not
all zero such that
k−1∑
i=0
ciT
i(x) =
k−1∑
i=0
diT
i(b).
Since b 6= 0, we have thatN(∑n−1i=0 bi n√θi−1) = det({T i(b)}n−1i=0 ) 6= 0, so {T i(b)}n−1i=0
are linearly independent vectors in Rn. Thus we cannot have c0 = · · · = ck−1 = 0
and we can write x =
∑n−1
i=0 xiT
i(b). With respect to this basis, the above equation
implies that
∑k−1
i=0 cixj−i = 0 for each k ≤ j < n. Since the c0, . . . , ck−1 are not all
zero we let cℓ be the first non-zero element, so we have xj =
∑k−1−ℓ
i=1 c
′
ℓ+ixj−i with
c′i = ci/cℓ. We now restrict our argument to the case when c0, ck−1 6= 0; the other
cases follow by an analogous argument.
The equation xj =
∑k−1
i=1 c
′
ixj−i is a difference equation, so xj =
∑
i Pi(j)λ
j
i for
some polynomials P1, . . . , Pℓ with
∑
i deg(Pi) ≤ k − 1 and some constants λi in
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a finite extension of R. We will show that in any linear space L, at most k − 1
different monomials jλji can appear in such an expression.
Assume the contrary for a contradiction. Thus there exists x,y ∈ L with (x)j =∑
i Pi(j)λ
j
i and (y)j =
∑
mQm(j)µ
j
m, for 1 < j ≤ n, with at least k different
monomials jm1λjm2 , j
m1µjm2 appearing with non-zero coefficients in these expres-
sions. Then there is a suitable linear combination a1x + a2y such that at least
k different monomials appear. But a1x + a2y ∈ L, so a1x + a2y can also be
written as
∑
i Ti(j)γ
j
i with at most k − 1 different monomials jm1γjm2 appearing.
But then we have
∑
i Ti(j)γ
j
i = a1
∑
i Pi(j)λ
j
i + a2
∑
iQi(j)µ
j
i , so the monomials
jm1γjm2 , j
m1µjm2 , j
m1λjm2 satisfy a non-zero linear equation
∑
i eiMi(j) = 0 for all
1 < j ≤ n, for some constants ei not all zero and distinct monomials Mi(j) of the
form jm1γjm2 , j
m1µjm2 or j
m1λjm2 (for some integers m1,m2). Moreover, since there
are at most k − 1 monomials from each of x, y and a1x + a2y, there are at most
3k − 3 monomials appearing in this expression. In matrix form, this equation is

M1(2) . . . M3k−3(2)
...
...
M1(n) . . . M3k−3(n)




e1
...
e3k−3

 = 0.
Since n > 3k the first 3k−3 rows form a (3k−3)×(3k−3) generalized Vandermonde
matrix, whose determinant vanishes only if two of the monomials are the same. (If
the monomials are jmλji for m ≤ mi and i ≤ r then the determinant has absolute
value (
∏r
i=1
∏mi−1
m=1 m!)(
∏r
i=1 λ
mi(mi+1)/2
i )(
∏
1≤i<j≤r(λi − λj)mimj ) by essentially
the same argument as the standard Vandermonde determinant evaluation; we leave
the details to the reader.) Thus the vector (e1, . . . , e3k−3) must be zero, a contra-
diction to our assumption that it is non-zero. Thus only k− 1 different monomials
can appear, and so L has dimension at most k (since x0 is a free variable). 
Remark. The bound in Lemma 8.2 is tight, since the subspace generated by the
vectors T 0(b), . . . , T k−1(b) has dimension k.
Lemma 8.3. Let n > 3k. Let a ∈ Zn\{0} and Λa have successive minima Z1 ≤
· · · ≤ Zn−k. Then Λa has a Z-basis z1, . . . , zn−k such that
• For each i ∈ {1, . . . , n− k} we have Zi ≪ ‖zi‖ ≪ Zi.
• ∧(z1, zk+1) 6= 0.
• For any λ1, . . . , λn−k ∈ Rn−k, ‖
∑n−k
i=1 λizi‖ ≫
∑n−k
i=1 ‖λizi‖
Proof. It is a classical fact in the theory of lattices (see [2], for example) that if
z1, . . . , zn−k are the successively shortest linearly independent vectors in Λa, then
these form a Z-basis of Λa with ‖zi‖ = Zi and ‖
∑n−k
i=1 λizi‖ ≫
∑n−k
i=1 ‖λizi‖. The
space generated by z1, . . . , zk+1 is a linear space of dimension k+1, so by Lemma 8.2
we have that ∧(x, z1) does not vanish for all x in this space. But since ∧(·, z1) = 0
is given by the vanishing of a system of homogeneous polynomials of degree O(1),
this means that there is a non-zero homogeneous polynomial f ∈ Z[X1, . . . , Xk+1]
of degree O(1) such that ∧(∑k+1i=1 λizi, z1) = 0 only if f(λ1, . . . , λk+1) = 0. But
there is then a choice of λ1, . . . , λk+1 ∈ Z with λk+1 = 1 and λi ≪ 1 for all 1 ≤ i ≤ k
such that f(λ1, . . . , λk+1) 6= 0. It is then easy to verify that replacing zk+1 with
z′k+1 =
∑k+1
i=1 λizi gives a basis with the required properties. 
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9. Type II Estimate: The L2 bound
In this section we use the Linnik dispersion method and estimates from the geometry
of numbers and elementary algebraic geometry to finish our Type II estimate. It
is this section which involves the key new ideas behind our proof. We recall from
(7.10) that we wish to show that∑
a,b principal
c|b, c′|a
ab/N(c)∈A′
1R1(a/c
′)(1R2(b/c)− 1˜R2(b/c))≪ η1/22 #A′.
Here we recall that η2 ≫ (logX)−O(1) and
A′ = {a ∈ A : N(a) ∈ [Xn0 , Xn0 + η2Xn0 ]}.
From the discussion at the beginning of Section 8, ab/N(c) ∈ A′ for principal a, b
is equivalent to a = ((θn)−n
∑n
i=1 ai
n
√
θi−1)) and b = ((θn)−n
∑n
i=1 bi
n
√
θi−1) for
some a ∈ Zn ∩ F , b ∈ Zn with a ⋄ b ∈ RX satisfying some congruence condition
L˜(a,b) ≡ 0 (mod (θn)n), for any choice of fundamental domain F of the action of
the group of units UK . Here we recall from (8.1) that
RX = {x ∈ Rn : xi ∈ [X ′i, X ′i + η1X ′i] for i ≤ n− k, xi = 0 for i > n− k,
N(
∑n
i=1 xi
n
√
θi−1) ∈ [X ′n0 , X ′n0 + η2X ′n0 ]}.
We recall that if 1R1(a) 6= 0 then N(a) ∈ [A, 2A] for some quantity A, and if
ab/N(c) ∈ A′ also then N(b) ∈ [B, 2B] for some quantity B with Xk+ǫ/2 ≤ B ≤
Xn−2k−ǫ/2 and X ≪ AB ≪ X .
Any element x ∈ RX ∩ Zn has ‖x‖ ≪ X , and so γ =
∑n
i=1 xi
n
√
θi−1 has |γσ| ≪ X
for all embeddings σ. Since N(γ) ≫ Xn, this implies |γσ| ≫ X for all σ as well.
We may choose a suitable fundamental domain F such that the vector a satisfies
‖a‖ ≪ A. This implies that α = (θn)−n∑ni=1 ai n√θi−1 has |ασ | ≪ A for all
embeddings σ, and so any β = γ/α will then satisfy |βσ| ≪ B for all σ. Thus this
choice of F allows us to restrict to ai ≪ A and bi ≪ B for all 1 ≤ i ≤ n.
Thus, splitting a,b into residue classes mod q˜ = (θn)nq∗N(c), recalling that q∗ ≤
exp( 4
√
logX) and letting ǫ0 = exp(− 3
√
logX), it is sufficient to show that
(9.1)
∑
a∈Zn∩F
‖a‖≪A
a≡a0 (mod q˜)
∑
b∈Λa
b≡b0 (mod q˜)
a⋄b∈RX
1R1(a/c
′)(1R2(b/c)− 1˜R2(b/c))≪ ǫ1/20 An−kBn−k
for any a0,b0. Here we have used the fact that since q
∗ = N(q∗) < exp( 4
√
logX),
we have ǫ
1/2
0 (q˜)
2nXn−k ≪ η1/22 #A′.
We first establish a small lemma to enable our initial manipulations.
Lemma 9.1. Let e > 0. We have
∑
‖x‖≪X
xj=0 if j>n−k
τ(
n−k∑
i=1
xi
n
√
θi−1)e ≪ Xn−k(logX)Oe(1).
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Proof. By, [12, Lemma 4.4], given any integer m > 0, an ideal a has an ideal factor
b|a with N(b) ≤ N(a)1/m and τ(a) ≤ 2m−1τ(b)2m−1. Thus, taking m = n2 we
have
∑
‖x‖≪X
xj=0 if j>n−k
τ(
n−k∑
i=1
xi
n
√
θi−1)e ≪
∑
N(d)<X1/n
τ(d)2en
2 ∑
‖x‖≪X
xj=0 if j>n−k
d|(∑n−ki=1 xi
n√
θi−1)
1
≪
∑
N(d)≪X1/n
τ(d)2en
2
ρ(d)N(d)n−k−1
( Xn−k
N(d)n−k
+O(Xn−k−1)
)
≪ Xn−k
∑
N(d)<Xn/3
τ(d)6eρ(d)
N(d)
.
But the sum over d is then bounded by
∏
N(p)≤X1/n
(
1 +
26eρ(p)
N(p)
+O
( 1
N(p)2
))
≪
∏
p<Xn/3
(
1 +
26eνpn
p
+O
( 1
p2
))
≪ (logX)Oe(1),
by Lemma 6.5. 
To sidestep some minor issues associated to 1˜R2 occasionally being large if τ(b) is
large, we introduce a quantity gb, defined by
gb =
{
1R2(b/c)− 1˜R2(b/c), τ(b) ≤ ǫ−20 ,
0, otherwise.
We now replace 1R2(b/c) − 1˜R2(b/c) with gb. Since 1R2(b/c) − 1˜R2(b/c) ≪
τ(
∑n−k
i=1 bi
n
√
θi−1) logX , the error introduced by this change is
O
(∑
a≪A
∑
b∈Λa
‖b‖≪B
τ(b)>ǫ−20
τ(b) logX
)
≪
∑
‖a‖≪A
∑
b∈Λa
‖b‖≪B
ǫ20τ(b)
2 logX
≪
∑
‖x‖≪X
xj=0 if j>n−k
ǫ20τ(
n−k∑
i=1
xi
n
√
θi−1)2
≪ ǫ20Xn−k(logX)O(1),
by Lemma 9.1. Since ǫ0 = exp(− 3
√
logX), this is O(ǫ0X
n−k) and so negligible.
Thus, in order to show (9.1), it is sufficient to show
(9.2)
∑
a∈Zn∩F
‖a‖∈[A,2A]
a≡a0 (mod q˜)
∑
b∈Λa
b≡b0 (mod q˜)
a⋄b∈RX
1R1(a/c
′)gb ≪ ǫ1/20 An−kBn−k.
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By Cauchy-Schwartz (dropping the constraint a ≡ a0 (mod q˜), and upper bounding
1R1(a/c
′) by 1) we have∑
a∈Zn∩F
‖a‖∈[A,2A]
a≡a0 (mod q˜)
∑
b∈Λa
b≡b0 (mod q˜)
a⋄b∈RX
1R1(a/c
′)gb
≪
( ∑
‖a‖≪A
1
)1/2( ∑
‖a‖∈[A,2A]
∣∣∣ ∑
b∈Λa
b≡b0 (mod q˜)
a⋄b∈RX
gb
∣∣∣2)1/2.
The first sum in parentheses is O(An), so it suffices to show that
(9.3)
∑
‖b1‖,‖b2‖∈[B,2B]
b1,b2≡b0 (mod q˜)
gb1gb2
∑
a∈Λb1,b2∩RA
1≪ ǫ20An−2kB2n−2k,
where
RA = {a ∈ Rn : ‖a‖ ∈ [A, 2A], a ⋄ b1 ∈ RX , a ⋄ b2 ∈ RX}.
If ∧(b1,b2) 6= 0, then Λb1,b2 is a rank n− 2k lattice, and we expect the inner sum
to typically be (using Lemma 8.1)
≈ volRA
detΛb1,b2
=
Db1,b2 volRA
‖ ∧ (b1,b2)‖ ≈
cAn−2k
B2k
for some suitable constant c = cb1,b2 of size ≈ 1 which varies continuously and
slowly with b1,b2. The first approximation can fail if Λb1,b2 is highly skewed, whilst
the second approximation can fail if Λb1,b2 has an unusually small determinant.
Λb1,b2 can have small determinant either for Archimdean reasons (if ‖ ∧ (b1,b2)‖
is small) or for non-Archimeadan reasons (if Db1,b2 is large). To deal with these
issues, we show for most b1,b2 these complications do not occur.
Remark. Usually one would introduce a smooth weight on the sum over a to allow
for simpler or more precise analysis of the resulting inner sum. We have deliberately
chosen not to smooth here because we wish to emphasize the elementary nature of
the estimates we use from the geometry of numbers. In principal smoothing would
allow one to use exponential sums to widen the Type II ranges, but the author has
not been able to get suitable control over the resulting exponential sums.
Remark. The diagonal terms b1 = b2 contribute A
n−kBn−k+o(1) to the overall
sum, and so we require Ak < Bn−k+o(1). If we do not show cancellations in the
error terms for the inner sum over a above, then we can only hope to gain an
asymptotic if An−2k > B2k (but see the remark below). Together these conditions
force Xk < B < Xn−2k, and our Type II estimate applies in essentially the full
range. Similar restrictions apply to any other sequence of density 1 − k/n, which
is why the initial work on Diophantine approximation by primes had equivalent
restrictions on the Type II range.
Remark. We can obtain slightly more flexibility in our Type II estimates by re-
stricting b to lie in a residue class (mod Q) for a suitably sized modulus Q before
applying Cauchy-Schwarz. This has the effect of increasing the contribution from
the diagonal terms, but enabling us to estimate the off-diagonal terms in a wider
range. This has the potential to give an asymptotic formula for primes represented
by an incomplete norm form of Q[
n
√
θ] in the wider range n > (2 +
√
2)k. In the
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interests of brevity and clarity, we will not consider this further here, but we intend
to address this in a future paper.
9.1. Archimedean estimates. We first consider complications when the lattice
Λb1,b2 is skewed or has small determinant because ‖ ∧ (b1,b2)‖ is small.
Lemma 9.2. Let f(x) = fdx
d
1+fd−1x
d−1+· · ·+f0 ∈ Z[x] with fd 6= 0. D/(D, fd) =∏ℓ
i=1 p
ei
i . Then we have
#
{
n ∈ [1, y] :f(n) ≡ 0 (mod D), |f(n)| ≤ B
}
≤ dτd(D)
(
1 + min
(
y,
B1/d
|fd|1/d
) 1
D′
)
,
where D′ =
∏ℓ
i=1 p
⌈ei/d⌉
i > D
1/d/(D, fd)
1/d.
Proof. Let D˜ = D/(D, fd). Let f have (non necessarily distinct) roots αp,1, . . . , αp,d
in a suitable finite extension of Qp, and let ‖ · ‖p be the extension of the norm on
Qp. Similarly, let f have roots α∞,1, . . . , α∞,d over C. If f(n) ≡ 0 (mod D) then∏d
i=1 ‖n−αp,i‖p ≤ ‖D˜‖p for all primes p|D˜, so certainly there exists a root α(p) for
each p|D˜ such that ‖n−α(p)‖p ≤ ‖D′‖p on recalling the definition of D′. Similarly,
if |f(n)| ≤ B then certainly there is a root α(∞) such that |n−α(∞)| ≤ (B/|fd|)1/d.
Let us be given a root α(∞) over C, and a root α(p) over Qp for each prime p|D˜.
Then integers n which satisfy ‖n−α(p)‖p ≤ ‖D′‖p for each p|D′ are simply integers
in a single residue class modulo D′ (by the Chinese remainder theorem), and those
with |n − α(∞)| < (B/|fd|)1/d and n ∈ [1, y] are integers in an interval of length
min(y, (B/|fd|)1/d). Thus there at most 1 + min(y, (B/|fd|)1/d)/D′ integers n ≤ y
which satisfy ‖a−α(p)‖p ≤ ‖D′‖p for each p|D′ and |n− α(∞)| ≤ (B/|fd|)1/d. But
there are at most d choices of α(∞), and at most τd(D˜) possible choices of roots
α(p), so there are at most dτd(D˜)(1 +min(y,B
1/d|fd|−1/d)/D′) integers n ≤ y such
that f(n) ≡ 0 (mod D) and |f(n)| ≤ B. 
Lemma 9.3. Let n > 3k. Let Λa have successive minima Z1 ≤ · · · ≤ Zn−k
and a basis z1, . . . , zn−k with Zi ≪ ‖zi‖ ≪ Zi. Let ℓ ≤ 2k be such that κ2 =
‖ ∧ (z1, zℓ)‖Z−k1 Z−kℓ > 0. Assume that Z1Zℓ ≪ BC. Finally, let
Sa(B,C;κ) = #
{
b, c ∈ Λa : ‖b‖ ≤ B, ‖c‖ ≤ C, ‖ ∧ (b, c)‖ ≤ κBkCk
}
.
Then we have
Sa(B,C;κ)≪
(Z1
B
+
Z1Zℓ
BC
+min
(
1,
( κ
κ2
)1/k)Z1
Zℓ
) Zℓℓ∏ℓ
i=1 Zi
( BC
Z1Zℓ
)n−k
logBC.
Proof. By symmetry we may assume without loss of generality that B ≤ C. We
may further assume that Z1 ≪ B since otherwise there are no vectors b ∈ Λa with
‖b‖ ≤ B and so Sa(B,C;κ) = 0.
By assumptions of the Lemma, we can write b =
∑n−k
i=1 bizi, c =
∑n−k
i=1 cizi with
bi ≪ B/Zi and ci ≪ C/Zi. Since ∧(z1, zℓ) 6= 0, we have that ‖∧(b, c)‖2 is given by
a polynomial of degree 4k in the coefficients bi, ci, which is a polynomial of degree
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2k in the bi and degree 2k in the ci. Since the coefficient of b
2k
1 c
2k
ℓ is ‖ ∧ (z1, zℓ)‖2,
we have that this polynomial takes the form
b2k1 (c
2k
ℓ ‖ ∧ (z1, zℓ)‖2 + f2) + f3,
where f2 is a polynomial independent of b1 and degree at most 2k− 1 in cℓ, and f3
is a polynomial of degree at most 2k − 1 in c1.
Let us be given a choice of b2, . . . , bn−k, c1, . . . , cℓ−1, cℓ+1, . . . , cn−k and a quantity
U = 2j ≪ C2kB2k. By Lemma 9.2 there are O(1 +U1/2k‖∧ (z1, zℓ)‖−1/k) possible
values of cℓ such that c
2k
ℓ ‖∧(z1, zℓ)‖2+f2 ∈ [U, 2U ]. Here the implied constant does
not depend on our choice of the other bi, ci or on U . For each such choice of cℓ there
are O(1+κ1/kBCU−1/2k) possible choices of b1 such that ‖∧ (b, c)‖2 ≪ κ2B2kC2k
by Lemma 9.2 again. Thus, combining these bounds with the trivial bounds B/Z1
and 1 + C/Zℓ for the number of choices of b1 and cℓ, we find that there are
≪ 1 + B
Z1
+
C
Zℓ
+
κ1/kBC
‖ ∧ (z1, zℓ)‖1/k ≪
B
Z1
+
C
Zℓ
+
κ1/kBC
κ
1/k
2 Z1Zℓ
possible choices of b1, cℓ for this value of U . Since this bound does not depend on
U , we can sum over all possible values of U = 2j with 1 ≤ U ≪ BkCk at the cost
a factor O(logBC). We also have the trivial bound where κ/κ2 is replaced by 1.
Thus for any choice of b2, . . . , bn−k, c1, . . . , cℓ−1, cℓ+1, . . . , cn−k we have
≪
(Z1
B
+
Zℓ
C
+min
(
1,
( κ
κ2
)1/k))BC logBC
Z1Zℓ
choices of b1, cℓ.
Let jB, jC ≤ n − k chosen maximally such that ZjB ≪ B and ZjC ≪ C. Then,
since the number of choices of ‖bi‖ is O(1+B/Zi) (and similarly for ci) the number
of choices of b2, . . . , bn−k, c1, . . . , cℓ−1, cℓ+1, . . . , cn−k is
≪
∏
1≤i≤jB
i6=1
B
Zi
∏
1≤i≤jC
i6=ℓ
C
Zi
.
We recall that we assume B ≤ C so jB ≤ jC . Thus, splitting into the three cases
jC ≥ jB ≥ ℓ, jC ≥ ℓ > jB and ℓ > jC ≥ jB and pulling out a factor Zℓℓ/
∏ℓ
i=1 Zi,
we see that the above is
≪ Z
ℓ
ℓ∏ℓ
i=1 Zi
×


BjB−1CjC−1
Zℓ−11 Z
jB+jC−1−ℓ
ℓ
, jC ≥ jB ≥ ℓ,
BjB−1CjC−1
ZjB−11 Z
jC−1
ℓ
, jC ≥ ℓ > jB ,
BjB−1CjC
ZjB−11 Z
jC
ℓ
, ℓ > jC ≥ jB .
In each case above, we first multiply the bound by BC/Z1Zℓ ≫ 1 repeatedly until
the exponent of C is n − k − 1 (noting that since n > 3k and ℓ ≤ 2k, the initial
exponent of C is at most n − k − 1). We then repeatedly multiply by Zℓ/Z1 ≥ 1
until the exponent of Zℓ in the denominator is n − k − 1 (noting that the initial
exponent of Zℓ in the denominator is always at least as large as the exponent of C
in the numerator). Finally, we multiply by B/Z1 ≥ 1 repeatedly until the exponent
of B is n−k−1. In all cases we multiply by Z1/Zℓ at least once unless jB = jC = ℓ,
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in which case we multiply by BC/Z1Zℓ ≥ B/Z1 at least once. This gives us the
bound (regardless of the size of jB , jC)
≪ Z
ℓ
ℓ∏ℓ
i=1 Zi
Bn−k−1Cn−k−1
Zn−k−11 Z
n−k−1
ℓ
(Z1
B
+
Z1
Zℓ
)
.
Combining this with our bound on the number of choices of b1, cℓ, we obtain that
the total number of b, c is
≪
(Z1
B
+
Zℓ
C
+min
(
1,
( κ
κ2
)1/k))(Z1
B
+
Z1
Zℓ
)ZℓℓBn−kCn−k logBC
Zn−k1 Z
n−k
ℓ
∏ℓ
i=1 Zi
.
Finally, we note that since Z1 ≤ B
Z1
B
(Z1
B
+
Zℓ
C
+min
(
1,
( κ
κ2
)1/k))
≪ Z1Zℓ
BC
+
Z1
B
,
and since Z1 ≤ Zℓ, B ≤ C
Z1
Zℓ
(Z1
B
+
Zℓ
C
+
( κ
κ2
)1/k)
≪ Z1
B
+
( κ
κ2
)1/kZ1
Zℓ
.
These bounds give the result. 
Lemma 9.4 (Determinant rarely small for Archimedean reasons). Let n > 3k. Let
S(A;B,C) = {(a,b, c) ∈ (Zn)3 : ‖a‖ ∈ [A, 2A], ‖b‖ ∈ [B, 2B], ‖c‖ ∈ [C, 2C],
∧ (b, c) 6= 0, a ∈ Λb,c}
S(A;B,C;κ) = {(a,b, c) ∈ S(A;B,C) : ‖ ∧ (b, c)‖ ≤ κBkCk}.
Then there is a constant δ = δ(n, k) > 0 such that
#S(A;B,C)≪ An−2kBn−kCn−k exp(O(logBC)2),
#S(A;B,C;κ)≪
(
κ1/k +
(BC)1/2−δ
B
)
An−2kBn−kCn−k exp(O(logBC)2).
In particular, taking κ = ǫ8k0 = exp(−8k 3
√
logX) and B = C ≫ Xδ, we have
#{(a,b1,b2) ∈ S(A;B,B) : 0 < ‖ ∧ (b1,b2)‖ ≪ ǫ8k0 B2k} ≪ ǫ70An−2kB2n−2k.
Proof. We prove the result by induction. The Lemma trivially holds if BC ≪ 1.
Assume the statement of the Lemma holds whenever BC < 2J for some integer J .
Given b, c with ∧(b, c) 6= 0 and ‖b‖ ∈ [B, 2B], ‖c‖ ∈ [C, 2C], any a such that
(a,b, c) is in S(A;B,C, κ) satisfies ‖a‖ ∈ [A, 2A] and a ∈ Λb,c. Since ∧(b, c) 6= 0,
Λb,c is a lattice of rank n − 2k and determinant ≪ BkCk. If v = v(b, c) is the
shortest vector in Λb,c, then ‖v‖n−2k ≪ BkCk and the number of a ∈ Λb,c with
‖a‖ ∈ [A, 2A] is O(An−2k/‖v‖n−2k). We recall that v ∈ Λb,c implies b, c ∈ Λv.
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Thus, putting ‖v‖ in one of O(logBV ) dyadic ranges [V, 2V ] we have
S(A;B,C;κ)≪ An−2k
∑
‖b‖∈[B,2B]
‖c‖∈[C,2C]
1
‖v(b, c)‖n−2k
≪ An−2k(logBC) sup
V n−2k≪BkCk
∑
‖v‖∈[V,2V ]
1
V n−2k
∑
b,c∈Λv
‖b‖∈[B,2B]
‖c‖∈[C,2C]
‖∧(b,c)‖≤κBC
1.(9.4)
Since v 6= 0, Λv is a lattice of rank n − k. Let this have successive minima
Z1 ≤ · · · ≤ Zn−k. We note that since n > 3k and V n−2k ≪ BkCk, we have
Zk1Z
k
k+1 ≪ Zk1Zn−2kk+1 ≪
n−k∏
i=1
Zi ≪ det(Λv)≪ V k ≪ (BC)k
2/(n−2k).(9.5)
Thus Z1Zk+1 ≪ (BC)1−2δ where δ = (n − 3k)/n2 > 0. By Lemma 9.3 (taking
ℓ = k + 1), the inner sum in (9.4) is
≪
(Z1
B
+
Z1Zk+1
BC
+min
(
1,
( κ
κ2
)1/k) Z1
Zk+1
) Zkk+1∏k
i=1 Zi
( BC
Z1Zk+1
)n−k
logBC,
where κ2 = supz1,zk+1 Z
−k
1 Z
−k
k+1‖ ∧ (z1, zk+1)‖ > 0 and the supremum is over all
z1, zk+1 ∈ Λa which can be extended to a basis z1, . . . , zn−k with Zi ≪ ‖zi‖ ≪ Zi.
We note that there are
≫ Z
k
k+1∏k
i=1 Zi
different vectors y ∈ Λv with Zk+1 ≪ ‖y‖ ≪ Zk+1 such that 0 < ‖ ∧ (z1,y)‖ ≪
κ2Z
k
1Z
k
k+1, since given a basis z1, . . . , zn−k, all choices y = zk+1 +
∑k
i=1 λizi with
‖∧ (y, z1)‖ 6= 0 and λi ≪ Zk+1/Zi satisfy this. Thus, putting ‖z1‖, ‖y‖, κ2 each in
one of O(logBC) dyadic ranges [Z, 2Z], [Y, 2Y ] and [K, 2K] respectively, we have
S(A;B,C;κ)≪ An−2kBn−kCn−k(logBC)5
× sup
V n−2k≪BkCk
Z≪Y
ZkY n−2k≪V k
(ZY )−k≪K≪1
∑
‖v‖∈[V,2V ]
TZ,Y ;B,C;κ,K
Zn−kY n−kV n−2k
∑
z1,y∈Λv
‖z1‖∈[Z,2Z]
‖y‖∈[Y,2Y ]
0<‖∧(z1,y)‖≪K(ZY )k
1
≪ An−2kBn−kCn−k(logBC)5 sup
V,Z,Y,K
TZ,Y ;B,C;κ,KS(V ;Z, Y ;K)
Zn−kY n−kV n−2k
,(9.6)
where
TZ,Y ;B,C;κ,K =
(Z
B
+
ZY
BC
+
Z
Y
min
(
1,
( κ
K
)1/k))
,
and where the supremum in the final line is over V, Z, Y,K satisfying the same
constraints as the first line.
If BC < 2J+δJ , then, since ZY ≪ (BC)1−2δ , we have ZY < 2J if J is sufficiently
large in terms of n, k. We can then apply the assumption of the Lemma, so, taking
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the implied constant in the O(·) to be G, we have that
S(A;B,C;κ)
An−2kBn−kCn−k(logBC)5
≪ sup
V,Z,Y,E
TZ,Y ;B,C;κ,K
(
K1/k +
(ZY )1/2−δ
B
)
exp(G(log logZY )2).(9.7)
Since Z ≪ Y we have
Z
Y
min
(
1,
( κ
K
)1/k)(
K1/k +
(ZY )1/2−δ
B
)
≪ κ1/k + (ZY )
1/2−δ
B
≪ κ1/k + (BC)
1/2−δ
B
.
Since K ≪ 1, Z ≪ B, ZY ≪ (BC)1−2δ and Z ≪ (ZY )1/2 ≪ (BC)1/2−δ we have
(Z
B
+
ZY
BC
)(
K1/k +
(ZY )1/2−δ
B
)
≪ Z
B
+
ZY
BC
+
(ZY )1/2−δ
B
≪ (BC)
1/2−δ
B
+
1
(BC)δ
≪ (BC)
1/2−δ
B
.
Since ZY ≪ BC1−2δ we have log logZY < log logBC − 2δ. Substituting these
bounds into (9.7) gives
S(A;B,C;κ)
An−2kBn−kCn−k(logBC)5
≪
( (BC)1/2−δ
B
+ κ1/k
)
exp(G(log logBC − 2δ)2).
Finally exp(G(log logBC − 2δ)2)≪ (logBC)−6 exp(G(log logBC)2) for G > 2δ−1,
and so we obtain the claimed bound for S(A;B,C;κ) if B,C are large enough.
The result for S(A;B,C) follows immediately from (9.6) on noting that TZ,Y ;B,C;κ,K ≪
1 and S(A;B,C) = S(A;B,C, 1). 
In the course of the above proof, we also showed the following result, which we
state separately for convenience.
Lemma 9.5. Let n > 3k. Let Zi(a) be the i
th successive minimum of Λa. Then
we have
∑
‖a‖≪A
Zk+1(a)
k
Z1(a)n−kZk+1(a)n−k
∏k
i=1 Zi(a)
≪ An−2k exp(O(log logA)2).
Lemma 9.6. Let n > 3k, and let δ > 0 be sufficiently small in terms of n and k.
Given a vector a ∈ Zn\{0}, let Zn−k(a) be the n − kth successive minima of Λa.
Then if Ak/(1−δ) < Bn−k we have
#{(a,b1,b2) ∈ S(A;B,B) : Zn−k(a) > B1−δ/2} ≪ An−2kB2n−2k−δ/2.
Proof. Let Z1, . . . , Zn−k be the successive minima of Λa. Since Ak/(1−δ) < Bn−k,
n > 3k and Zk1Z
n−2k
k+1 ≪ det(Λa)≪ Ak, we have Z1Zk+1 ≪ B2−2δ. Let j be chosen
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maximally such that Zj ≪ B. Then the number of b1,b2 ∈ Λa is
≪ B
2j∏j
i=1 Z
2
i
≪ Z
k
k+1∏k
i=1 Zi
×


B2j
Zj1Z
j
k+1
, j ≤ k,
B2j
Zk1Z
2j−k
k+1
, k + 1 ≤ j < n− k,
B2n−2k
Zk1Z
2n−3k−2
k+1 Z
2
n−k
, j = n− k.
Since Zn−k > B1−δ/2 and Z1Zk+1 ≪ B2−2δ and n > 3k, we have that in each case
this is
≪ Z
k
k+1∏k
i=1 Zi
B2n−2k−δ
Zn−k1 Z
n−k
k+1
.
Thus the number of triples (a,b1,b2) counted in the Lemma is
≪ B2n−2k−δ
∑
‖a‖∈[A,2A]
Zkk+1∏k
i=1 Zi
1
Zn−k1 Z
n−k
2
.
But by Lemma 9.5, this is ≪ An−2kB2n−2k−δ/2, as required. 
Lemma 9.7 (Diagonal Terms). Let n > 3k and let δ > 0 be sufficiently small in
terms of n and k. Then if Ak/(1−δ) < Bn−k we have
#{(a,b1,b2) ∈ S(A;B,B) : ∧(b1,b2) = 0} ≪ An−2kB2n−2k−δ/3.
Proof. By Lemma 9.6, we only need to count the contribution from a with Zn−k(a)≪
B1−δ/2. Let a be given, so we wish to count b1,b2 ∈ Λa with ∧(b1,b2) = 0. Let
Λa have a simplified basis z1, . . . , zn−k, and let b1 =
∑n−k
i=1 λizi, b2 =
∑n−k
i=1 γizi,
with γi, λi ≪ B/Zi, where Zi = Zi(a) are the successive minima of Λa. Since
∧(z1, zk+1) 6= 0, we have that ∧(b1,b2) = 0 only if a non-zero polynomial (of
degree O(1)) in the λi, γi vanishes. Thus the number of choices of λi, γi is
≪
(
1 +
B
Zn−k
) n−k−1∏
i=1
(
1 +
B
Zi
)2
≪ B
2n−2k−δ/2∏n−k
i=1 Z
2
i
≪ B
2n−2k−δ/2
Zn−k1 Z
n−k
k+1
,
where we have used the fact that Zn−k ≪ B1−δ/2 and n > 3k. But then by Lemma
9.5, this means the size of the set in the Lemma is
≪
∑
‖a‖∈[A,2A]
Zkk+1∏k
i=1 Zi
B2n−2k−δ/2
Zn−k1 Z
n−k
k+1
≪ An−2kB2n−2k−δ/3. 
9.2. Non-Archimedean estimates. We now consider b1,b2 for which the deter-
minant of Λb1,b2 is small because Db1,b2 is large.
Lemma 9.8. Let ǫ > 0. Let f1, . . . , fℓ ∈ Z[x1, . . . , xn] be ℓ ≥ 2 polynomials of
degree at most d with coefficients of size at most F . Assume f = (f1, . . . , fℓ) has
no non-constant common factor in Z[X1, . . . , Xn], and ep ∈ N are such that f does
not vanish on (Z/pepZ)n for any prime p. Let E =
∏
ep>1
pep .
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Then for any reals D0 ≥ 1 and 1 ≤ Xmin ≤ X1, . . . , Xn ≤ Xmax we have
#{(x, D) : x ∈ Zn, |xi| ≤ Xi, D > D0, f(x) ≡ 0 (mod D), f(x) 6= 0}
≪
( 1
D
1/2d
0
+
1
Xmin
)
(D0FXmax)
ǫEn
n∏
i=1
Xi.
Here the implied constant depends only on ℓ, n, d, ǫ.
Proof. Without loss of generality we assume that Xmax = X1 ≥ · · · ≥ Xn = Xmin.
We first choose u ∈ Zn such that f(u) 6≡ 0 (mod pep) for any p ≤ d and 0 < ui ≪ E.
This is possible since f doesn’t vanish on (Z/pepZ)n. Similarly, for any prime p
with ep = 1, the fact f doesn’t vanish on F
n
p means that there is a polynomial
fp,1 ∈ {f1, . . . , fℓ} such that fp,1 has a non-zero coefficient. Viewing fp,1(x) as a
polynomial in x1, and selecting a non-zero coefficient we find a non-zero polynomial
fp,2 in x2, . . . , xn such that fp,1 is a non-zero polynomial in x1 if fp,2 6≡ 0 (mod p).
Repeating this we obtain polynomials fp,2, . . . , fp,n with fp,j a non-zero polynomial
in xj , . . . xn and fp,j is a non-zero polynomial in xj if fp,j+1 6≡ 0 (mod p). We then
choose non-zero integers vn, . . . , v1 in turn such that fp,j(vj , . . . , vn) 6≡ 0 (mod p)
for any prime p which divides all components of f(u) and with ep = 1. Since
‖f(u)‖ ≪ (FE)O(1) has O(logFE) such prime factors, and a non-zero polynomial
of degree d in one variable can vanish at at most d points in Fp, we can choose
v1, . . . , vn such that vi ≪ logFE. Therefore any integer dividing all components
of f(v) and f(u) must divide E. Thus, without loss of generality, it is sufficient to
count pairs (x, D) such that D/(D, f(v)) ≥ (D/E)1/2 for some ‖v‖ ≪ E logF .
We note that since vn 6= 0, |vi| ≪ E logF and X1 ≥ · · · ≥ Xn, we can write any
vector x ∈ Zn with |xi| ≤ Xi as vnx =
∑n−1
i=1 x
′
iei + x
′
nv with |x′i| ≪ XiE logF ,
where ei are the standard basis vectors of Z
n. Thus it is sufficient to count pairs
(x, D) with |xi| ≪ XiE logF and f˜(x) ≡ 0 (mod D), where f˜(x) = f(
∑n−1
i=1 x
′
iei +
x′nv).
By the Euclidean algorithm (or calculating a suitable resultant) D|f˜ (x) only if
D|g(x1, . . . , xn−1) for some non-zero polynomial g independent of xn and of degree
at most d2 and with coefficients of size at most FO(1), since the components of f
have no non-constant polynomial common factor. There are
≪
n−1∑
j=1
n−1∏
i=1
XiE logF ≪ X−1min(E logF )n−1
n−1∏
i=1
Xi
choices of x1, . . . , xn−1 such that g(x1, . . . , xn−1) = 0 and |xi| ≪ XiE logF . For
any such choice there are O(XnE logF ) choices of xn such that f(x) 6= 0 and
O((XmaxEF )
ǫ) choices of D|f˜(x). Thus we may assume that g(x1, . . . , xn−1) 6= 0.
There are then O((EFXmax)
ǫ) choices of D|g(x1, . . . , xn−1). We are only counting
integers D with D/(D, f(v)) ≥ D1/2E−1/2, and so a suitable linear combination of
the components of f˜(x) gives a polynomial of degree at most d in xn such that the
lead coefficient, h say, satisfies D/(D,h) > D1/2E−1/2. Then by Lemma 9.2 we
have that the number of choices of xn such that this polynomial vanishes mod D is
≪
(
1 +Xn
( D
(D,h)
)1/d)
Dǫ ≪ Dǫ0EXn
( 1
Xmin
+
1
D
1/2d
0
)
.
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This gives the result. 
Lemma 9.9. We have
#{b ∈ Fnp : ∧(b) = 0} ≪ pk−1.
Proof. We may assume that p is sufficiently large, so θ 6≡ 0 (mod p) and p > n.
We recall that if ∧(b) = 0 ∈ Fp then there exists constants c0, . . . , ck−1 not all 0
such that
k−1∑
i=0
ciT
i(b) = 0.
We argue in the case c0, ck−1 6= 0; the other cases are entirely analogous. By
inverting c0, we have b = T
0(b) =
∑k−1
i=1 c
′
iT
i(b) for constants c′i with c
′
k−1 6= 0.
Thus, letting bn+j = bj/θ, we have bj =
∑k−1
i=1 c
′
ibj−i for all j ∈ Z. Moreover,
we may assume that b does not satisfy any other recurrence equation of this type
because in that case, we may take a linear combination and have c′k−1 = 0. This is a
difference equation, and so bj =
∑k−1
i=1 Pi(j)λ
j
i for some polynomials P1, . . . , Pℓ with
total degree at most k − 1, and constants λi in a finite extension of Fp. Moreover,
the monomials jm1λjm2 uniquely determine c
′
1, . . . , c
′
k−1 as the coefficients of the
monic polynomial Xk−1 −∑k−1i=1 c′iXk−i−1 ∈ Fp[X ] of least degree which has λi as
a root with multiplicity at least degPi.
But then
∑
i Pi(n+ j)λ
n+j
i = bn+j = bj/θ = θ
−1∑
i Pi(j)λ
j
i for all j. This gives a
fixed linear combination of the monomials jm1λjm2 which vanishes for all j, and so as
in Lemma 8.2, the coefficients of all monomials must be zero. Thus, on comparing
the coefficient of jℓλji and letting pℓ,i be the coefficient of x
ℓ in Pi(x), we have
pℓ,i = θλ
n
i
∑
m≥ℓ pm,in
m−ℓ(m
ℓ
)
. By considering the highest degree coefficients first,
we see that either Pi(x) = 0 or λ
n
i = θ
−1 and pm,i = 0 for all m ≥ 2.
Thus we have bj =
∑
i pi,1λ
j
i where for each i we have λ
n
i = θ
−1. But then there are
O(1) possibilities for the monomials appearing in bj, and so O(1) possible choices
for the coefficients c′1, . . . , c
′
k−1. Since b is uniquely determined by c
′
1, . . . , c
′
k−1 and
b1, . . . , bk−1, there are O(pk−1) different possible choices of b. 
Remark. We expect the bound of Lemma 9.9 to be sharp for infinitely many p,
since it involves n equations in n+ k − 1 variables.
Lemma 9.10 (Determinant rarely small for non-Archimedean reasons). Let n >
3k, δ > 0 and Ak/(1−δ) < Bn−k. Then we have for any constant C > 0
#{(a,b1,b2) ∈ S(A;B,B) : Db1,b2 > ǫ−C0 , a ∈ RA} ≪C ǫC/4k0 An−2kB2n−2k.
Proof. By Lemma 9.6, we can restrict our attention to a such that Λa has all
successive minima Z1, . . . , Zn−k ≪ B1−δ/2, and by Lemma 9.7 to b1,b2 with
∧(b1,b2) 6= 0. By Lemma 9.5 (since ǫ−C/4k0 > exp(O(log logB)2)), it suffices
to show for each such a that
(9.8)
∑
D>ǫ−20k0
∑
b1,b2∈Λa
‖b1‖,‖b2‖∈[B,2B]
D|∧(b,c) 6=0
1≪ ǫ
C/2k
0 B
2n−2k∏n−k
i=1 Z
2
i
.
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We split our argument into different cases, depending on whether D ≤ Bδ/2 or
D > Bδ/2. We first consider D ≤ Bδ/2. We recall that ∧(b1,b2) is a vector
of homogeneous polynomials in the coefficients of b1,b2 with coefficients of size
O(1) and degree at most 2k. If ∧(b1,b2) ≡ 0 (mod p) then there exists constants
c0, . . . , ck−1, d0, . . . , dk−1 ∈ Z at least one of which is 1, such that
k−1∑
i=0
ciT
i(b1) ≡
k−1∑
i=0
diT
i(b2) (mod p).
By symmetry we may assume that one of the ci is equal to 1. Given a choice of
c0, . . . , ck−1, d0, . . . , dk−1 and b2, we see that we are counting solutions b1 ∈ Λa to
a linear equation Mb1 ≡ v (mod p) for some given v ∈ Fnp . The number of such
solutions in Fnp is at most the number of solutions ofMb1 ≡ 0 (mod D) by linearity
(it is the same if v is in the image ofM). But the number of b1, c0, . . . , ck−1 with one
of the ci equal to 1 and
∑k−1
i=0 ciT
i(b1) ≡ 0 (mod p) is the number of b1 ∈ Fnp such
that ∧(b1) ≡ 0 (mod p). Let Λa be the reduction of Λa (mod p), which contains
pn−k elements since any basis z1, . . . , zn−k is linearly independent (mod p). There
are O(pk) choices of d0, . . . , dk−1 (mod p) and O(pn−k) choices of b2 ∈ Λa. By
Lemma 9.9 there are O(pk−1) choices of b1 (mod p) such that ∧(b1) ≡ 0 (mod p).
Hence in total there are O(pn+k−1) ≪ p2n−2k−2 choices of b1,b2 ∈ Λa such that
∧(b1,b2) ≡ 0 (mod p). Since there are p2n−2k choices of b1,b2 ∈ Λa, we have that
∧(b1,b2) = 0 (mod p) is given by a system of degree k polynomials such that at
least 2 polynomials are non-zero and have no common factor when viewed (mod p)
and restricted to Λa if p is sufficiently large.
If p is bounded by a constant, then since the polynomials defining ∧(b1,b2) have
degree at most k and coefficients of size O(1), there is a fixed constant J (depending
only on n, θ) such that ∧(b1,b2) 6≡ 0 (mod pJ) identically on Λa for any prime p
and any a. Thus ∧(b1,b2) ≡ 0 (mod pJ) is also given by the vanishing of at least
one non-zero polynomial of degree at most k when restricted to Λa (mod p
J ).
Let D =
∏ℓ
i=1 p
ei
i = D1D2 with D1 =
∏ℓ
i=1 pi, D2 =
∏ℓ
i=1 p
ei−1 be factorized into
square-free and remaining parts. By the above discussion, there are O(p2n−2k−2i )
choices of b1,b2 (mod pi) with ∧(b1,b2) ≡ 0 (mod pi) and b1,b2 ∈ Λa (mod p).
Thus, by Lemma 9.2, there are O(p2n−2k−2i p
(ei−1)(n−k−1/k)+o(1)
i ) such choices of
b1,b2 (mod p
ei
i ). Thus, by the Chinese remainder theorem, the total the number
of choices of possible residue classes for b1,b2 (mod D) is
≪ D
2n−2k
D21D
1/k+o(1)
2
.
Since we are consideringD ≤ Bδ/2 < B/Zn−k, the number of choices of b1,b2 ∈ Λa
with ‖b1‖, ‖b2‖ in any given residue class (modD) isO(B2n−2kD−(2n−2k)/
∏n−k
i=1 Z
2
i ).
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Thus the total contribution from ǫ−C0 < D < B
δ/2 is
≪
∑
D1D2>ǫ
−C
0
p|D1⇒p|D2
D2n−2k
D21D
1/k+o(1)
2
B2n−2k
D2n−2k
∏n−k
i=1 Z
2
i
≪ ǫ
C/2k
0 B
2n−2k∏n−k
i=1 Z
2
i
∑
D1D2>ǫ
−C
0
p|D1⇒p|D2
1
D
2−1/2k
1 D
1/2k+o(1)
2
≪ ǫ
C/2k
0 B
2n−2k∏n−k
i=1 Z
2
i
∑
D1
τ(D1)
D
2−1/2k
1
≪ ǫ
C/2k
0 B
2n−2k∏n−k
i=1 Z
2
i
.(9.9)
This is sufficient to give (9.8) when D ≤ Bδ/2.
Thus we are left to consider the contributions when D > Bδ/2. Let z1, . . . , zn−k be
a basis for Λa, and so b1 =
∑n−k
i=1 λizi, b2 =
∑n−k
i=1 γizi for some λi, γi ≪ B/Zi.
From our above discussion, ∧(∑n−ki=1 λizi,∑n−ki=1 γizi) is a vector of polynomials of
degree k in λ1, . . . , λn−k, γ1, . . . , γn−k, which does not vanish identically (mod p)
for p sufficiently large, or (mod pJ) for some fixed J if p≪ 1. Therefore, by Lemma
9.8 the number of pairs (v, D) with D > Bǫ such that ∧(b1,b2) ≡ 0 (mod D) but
∧(b1,b2) 6= 0 is
(9.10) ≪ B−δ/4k
n−k∏
i=1
B2
Z2i
.
Recalling that ǫ0 = exp(− 3
√
logX) and B ≫ Xδ, we see (9.10) gives (9.8) in the
remaining range D > Bδ/2. 
9.3. Separation of variables. We assume that n > 3k. We recall from (9.3) that
we wish to show ∑
‖b1‖,‖b2‖∈[B,2B]
b1,b2≡b0 (mod q˜)
gb1gb2
∑
a∈Λb1,b2∩RA
1≪ ǫ20An−2kB2n−2k
for any choice of b0, where A, B satisfy X ≪ AB ≪ X and Xk+ǫ/2 ≪ B ≪
Xn−2k−ǫ/2. For δ sufficiently small in terms of ǫ, we see that this implies that
B2(1+δ)k/(n−2k) < A < B(1−δ)(n−k)/k.
Combining Lemmas 9.4, 9.7, 9.10 and recalling that gb ≪ ǫ−20 , we have∑
‖b1‖,‖b2‖∈[B,2B]
‖∧(b1,b2)‖≤ǫ8k0 B2k or Db1,b2>ǫ−24k0
|gb1gb2 |
∑
a∈Λb1,b2∩RA
1≪ ǫ20An−2kB2n−2k.
Thus we may restrict our attention to b1,b2 such that ‖ ∧ (b1,b2)‖ ≥ ǫ8k0 B2k and
Db1,b2 ≤ ǫ−30k0 .
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We first deal with the Db1,b2 factor. By Moebius inversion, our sum is∑
D≤ǫ−30k0
∑∗
‖b1‖,‖b2‖∈[B,2B]
Db1,b2=D
gb1gb2
∑
a∈Λb1,b2∩RA
1
=
∑
D≤ǫ−30k0
∑
d
µ(d)
∑∗
‖b1‖,‖b2‖∈[B,2B]
Dd|Db1,b2
gb1gb2
∑
a∈Λb1,b2∩RA
1.
where
∑∗
indicates that we have the condition that ‖ ∧ (b1,b2)‖ ≥ ǫ8k0 B2k and
b1 ≡ b2 ≡ b0 (mod q˜). Since |gb| ≪ ǫ−20 , Lemma 9.10 shows the contribution from
d ≥ ǫ−200k20 is negligible, leaving us to estimate∑
d<ǫ−200k
2
0 , D<ǫ
−30k
0
µ(d)
∑∗
‖b1‖,‖b2‖∈[B,2B]
dD|Db1,b2
gb1gb2
∑
a∈Λb1,b2∩RA
1.
Thus, splitting the sum over b1,b2 into residue classes modulo [dD, q˜], and recalling
q˜ = (θn)nq∗N(c) ≤ ǫ−10 = exp( 3
√
logB), it suffices to show that
sup
D≪ǫ−300k20
d1,d2∈Zn
∑∗
‖b1‖,‖b2‖∈[B,2B]
(b1,b2)≡(d1,d2) (mod D)
gb1gb2
∑
a∈Λb1,b2∩RA
1≪ ǫ400k20 An−2kB2n−2k.
By Lemma 6.1 and Lemma 8.1, we have that the inner sum is
Db1,b2 volRA
‖ ∧ (b1,b2)‖ +O
(
1 +
An−2k−1
V n−2k−1
)
,
where V is the length of the shortest vector in Λb1,b2 . By Lemma 9.4, since
V n−2k ≪ det Λb1,b2 ≪ B2k, this error term contributes
≪ B2nǫ−40 +
An−2k−1(logB)ǫ−40
V n−2k−1
sup
V n−2k≪B2k
S(V ;B,B)
≪ B2n+o(1) +An−2k−1B2n−2k+2k/(n−2k)+o(1).
This is ≪ An−2k−δ/2B2n−2k since A ≫ B2(1+δ)k/(n−2k) by assumption. Thus we
may restrict our attention to the main term.
We split the sum over b1,b2 into O(δ
−2n
0 ) hypercubes C1, . . . , Cℓ of side length δ0B.
There are O(δ−2n+10 ) hypercubes which do not have all points with norm either in
[B0, 2B0] or outside of this interval. Thus, on choosing δ0 = ǫ
2000k2
0 we see that
these contribute a negligible amount. Thus we are left to show∑
1≤i,j≤ℓ
∑∗
(b1,b2)∈Ci×Cj
(b1,b2)≡(d1,d2) (mod D)
gb1gb2 volRA
‖ ∧ (b1,b2)‖ ≪ δ
1/3
0 A
n−2kB2n−2k,
where (Ci)1≤i≤ℓ are the O(δ−n0 ) hypercubes with all points in Ci having norm in
[B, 2B] (since gb = 0 if N(b) /∈ [B, 2B]).
Since the hypercubes have side length δ0B, and ‖∧(b1,b2)‖ is a continuous function
in the components of b1,b2, with the derivative with respect to any component
O(B2k−1), we have that ‖ ∧ (b1,b2)‖ is almost constant on Ci × Cj . Specifically,
‖ ∧ (b1,b2)‖ = ‖ ∧ (b′1,b′2)‖(1 + O(δ1/20 )) for any b1,b′1 ∈ Ci, b2,b′2 ∈ C2 if
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‖ ∧ (b′1,b′2)‖ ≥ δ1/20 B2k. Thus, let ci be the vector in the center of Ci and extend
the sum to all pairs (b1,b2) ∈ Ci × Cj for which ‖ ∧ (ci, cj)‖ ≥ ǫ−8k0 B2k/2 (which
introduces a negligible error from the above estimates). We are left to bound∑
1≤i,j≤ℓ
1
ǫ8k0 B
2k
∣∣∣ ∑
(b1,b2)∈Ci×Cj
(b1,b2)≡(d1,d2) (mod D)
gb1gb2 volRA
∣∣∣.
Similarly, volRA is the volume of a region whose dependence on b1,b2 is through
constraints which are linear in the coefficients, and so volRA ≪ An−2k can vary by
at most O(δ0A
n−2k) on Ci × Cj. This error contributes O(δ0ǫ−8k0 An−2kB2n−2k) in
total, and so is negligible. Thus we may replace volRA with the volume evaluated
at ci, cj , which we bound by O(A
n−2k). Thus it suffices to show for any choice of
D < δ
−1/2
0 and any i, j, d1, d2∑
(b1,b2)∈Ci×Cj
(b1,b2)≡(d1,d2) (mod D)
gb1gb2 ≪ δ2n+1/20 B2n.
This sum factorizes as( ∑
b1∈Ci
b1≡d1 (mod D)
gb1
)( ∑
b2∈Cj
b1≡d2 (mod D)
gb2
)
.
We now replace gb with the original coefficients 1R2(b) − 1˜R2(b). As in Lemma
9.1, the error introduced by making this change is
≪
∑
b∈C
τ(b)>ǫ−20
τ(b) logX ≪ ǫ2000k20
∑
b∈C
τ(b)1000k
2+2
≪ δ0
∑
N(d)<B1/2
τ(N(d))O(1)
∑
d∈(Z/N(d)Z)n
d|∑ni=1 di
n√
θi−1
∑
b∈C
b≡d (mod N(d))
1
≪ δn+10 Bn
∑
N(d)<B1/2
τ(d)O(1)
N(d)
≪ δn+10 (logB)O(1)Bn.
Since the trivial bound for either sum is δn0B
nǫ−20 , this makes a negligible contri-
bution. Thus we are left to show that∑
b1∈Ci
b1≡d1 (mod D)
(
1R2(b)− 1˜R2(b)
)
≪ δn+1/20 B2n.
This follows from Lemma 7.5. This then gives the bound (9.3), and so completes
our proof of Proposition 5.1. Thus we have established Theorem 1.2, and Theorem
1.1 in the case K = Q( n
√
θ).
10. General K = Q(ω)
In this section we sketch the changes in the argument required to generalize the
above result to K = Q(ω) for ω a root of a monic irreducible polynomial in Z[X ]
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instead of K = Q( n
√
θ). Most of the arguments work with any occurrence of
n
√
θi−1
simply replaced by ωi−1, but in a few places we require some small modifications
to the argument. We first consider the argument of Sections 7-9 which establishes
the Type II estimate Proposition 5.1.
The argument of Section 7 is essentially unchanged, as in no place did we use the
explicit structure of K being of the form Q( n
√
θ).
In Section 8 we make use of the explicit multiplication rules in Z[ n
√
θ], and so we
need to modify this for Z[ω]. We see that( n∑
i=1
biω
i−1
)( n∑
i=1
aiω
i−1
)
=
( n∑
i=1
ciω
i−1
)
with
cℓ =
( ℓ∑
i=1
bℓ+1−iai +
∑
i+j≥n+2
εi,j,ℓbiaj
)
= Tn−ℓ(b) · a,
where εi,j,ℓ ∈ Z are some constants depending on the coefficients of the minimal
polynomial f of ω. Here T0, . . . , Tn−1 are linear maps with the property that Tj(b)ℓ
is equal to bn+1−j−ℓ plus some linear combination of bn−ℓ+2, . . . , bn if n ≥ ℓ + j.
Again, we let ⋄ denote the above operation, so that c = b ⋄ a. We then have the
corresponding definition of the lattices Λv and Λv1,v2
Λv = {x ∈ Zn : (x ⋄ v)i = 0, n− k < i ≤ n}
= {x ∈ Zn : x · Ti(v) = 0, 0 ≤ i ≤ k − 1},
Λv1,v2 = {x ∈ Zn : (x ⋄ v1)i = (x ⋄ v2)i = 0, n− k < i ≤ n}
= {x ∈ Zn : x · Ti(v1) = x · Ti(v2) = 0, 0 ≤ i ≤ k − 1},
and Lemma 8.1 then holds in an identical way with T i replaced by Ti. In place of
Lemmas 8.2 and 9.9 we have the following two simple Lemmas.
Lemma 10.1. Given b ∈ Zn\{0}, let L be a linear subspace of Rn such that
∧(x,b) = 0 for all x ∈ L. Then L has dimension at most 2k − 1.
Proof. We note that for x ∈ Zn\{0} we have N(∑ni=1 xiωi−1) 6= 0, so the columns
T0(x), . . . , Tn−1(x) in the multiplication-by-
∑n
i=1 xiω
i−1 matrix are linearly inde-
pendent. Thus there are no constants c0, . . . , ck−1 not all zero such that
∑k−1
i=0 ciTi(x) =
0. Thus , by linearity of the Ti, we see that given c0, . . . , ck−1 not all zero and given
d0, . . . , dk−1 there is at most one x ∈ Zn such that
k−1∑
i=0
ciTi(x) =
k−1∑
i=0
diTi(b).
Hence if ∧(x,b) = 0 then x is given by vector of rational polynomial expressions in
c0, . . . , ck−1, d0, . . . , dk−1. Since one of c0, . . . , ck−1, d0, . . . , dk−1 may be assumed
to be 1, we see x lies in a variety of dimension at most 2k − 1, and so any linear
subspace containing only x of this form must have dimension at most 2k − 1. 
Lemma 10.2. We have
#{b ∈ Fnp : ∧(b) = 0} ≪ p2k−2.
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Proof. If ∧(b) = 0 ∈ Fnp , then there are constants c0, . . . , ck−1 one of which is
1 such that
∑k−1
i=0 ciTi(b) = 0. We argue in the case ck−1 = 1; the other cases
are analogous. Looking at the ℓth component for ℓ ≤ n − k + 1, we see this gives
bn−k+2−ℓ in terms of bn−k+1−ℓ, . . . , bn. In particular, b is uniquely determined by
bn−k+2, . . . , bn and c1, . . . , ck−2. Hence there are at most p2k−2 choices of b. 
Since we have a bound 2k − 1 in Lemma 10.1 instead of k of Lemma 8.2, we can
only insure that Λv has a basis satisfying the first and third conditions of Lemma
8.3 with ∧(z1, z2k) 6= 0 instead of ∧(z1, zk+1) 6= 0. This requires a number of small
modifications throughout Section 9 with each instance of zk+1 replaced by z2k (and
some corresponding minor adjustments replacing k + 1 with 2k). This affects the
argument when we establish (9.5), since instead we have
Z2k1 Z
n−3k
2k ≪ det(Λv)≪ V k ≪ (BC)k
2/(n−2k),
and so to deduce that Z1Z2k ≪ (BC)1−2δ for some δ > 0 we require that n > (2 +√
2)k. Similarly, for Lemma 9.6, to ensure that Z1Z2k ≪ B2−2δ using Z2k1 Zn−3k2k ≪
det(Λa) ≪ Ak we require that Ak/(1−δ) ≪ B2n−6k as well as Ak/(1−δ) ≪ Bn−k.
The rest of the Archimedean estimates go through as before.
For the non-Archimedean estimates, we use the bound of Lemma 10.2 instead
of Lemma 9.9 in Lemma 9.10. In order to conclude that for b1,b2 ∈ Λa we
have ∧(b1,b2) = 0 (mod p) only if at least two non-zero polynomials with no
common factor vanish (mod p), we require that n− k ≥ 2k − 2 + k + 2 instead of
n− k ≥ k − 1 + k + 2; i.e. we require n ≥ 4k. With this restriction, the rest of the
proof of the Type II estimate goes through as before.
Combining the above restrictions, we see that we have the Type II estimate provided
n ≥ 4k and any polytope R ⊆ [ǫ2, n]ℓ has
(ξ1, . . . , ξℓ) ∈ R ⇒ max
(
k + ǫ,
kn+ ǫ
2n− 5k
)
<
ℓ1∑
j=1
ξj < n− 2k − ǫ
for some ℓ1 ≤ ℓ (in addition to the assumptions already contained in Proposition
5.1). For n < 5k this has reduced the range of our Type II estimate, and so we
require a slightly different decomposition of S(A, z2).
When n ≥ 4k, we see we can handle Type II terms if there is a factor with norm in
the interval [Xn/3+ǫ, Xn/2−ǫ]. An identical argument then shows that we have an
equivalent of Proposition 5.2 for sums
∑
d S(Ad, z′1) instead of
∑
d S(Ad, z1), where
z′1 is any ideal with N(z
′
1) < X
n/6−2ǫ (since this is the length Xn/2−ǫ/Xn/3+ǫ of our
new Type II range). We let z′1, z
′
2, z
′
3, z
′
4 be chosen maximally (with respect to the
ordering of ideals from Section 5) subject to N(z′1) < X
n/6−2ǫ, N(z′2) < X
n/3+ǫ,
N(z′3) < X
n/2−ǫ, N(z′4) < X
n/2+ǫ. By applying Buchstab’s identity twice, and
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splitting up some of the summations which appear we have
S(A, z′3) = S(Ap, z′1)−
∑
z′1<p≤z′4
S(Ap, p)
= S(A, z′1)−
∑
z′1<p1≤z′2
S(Ap1 , z′1)−
∑
z′2<p≤z′3
S(Ap, p)−
∑
z′3<p≤z′4
S(Ap, p)
+
∑
z′1<p2≤p1≤z′2
S(Ap1p2 , p2)
= S(A, z′1)−
∑
z′1<p1≤z′2
S(Ap1 , z′1)−
∑
z′2<p≤z′3
S(Ap, p)−
∑
z′3<p≤z′4
S(Ap, p)
+
∑
z′1<p2≤p1≤z′2
p1p2>z
′
2
S(Ap1p2 , p2) +
∑
z′1<p2≤p1≤z′2
(z′1)
2<p1p2≤z′2
S(Ap1p2 , p2).
The first three and the fifth terms in the decomposition above can be evaluated
asymptotically by the equivalents of Proposition 5.1 and Proposition 5.2. The
fourth and the final terms can be bounded in magnitude by replacing S(Ap, p) and
S(Ap1p2 , p2) with S(Ap, z1) and S(Ap1p2 , z1) respectively, and the equivalent of
Proposition 5.2 then shows that these terms contribute O(ǫ) to the final estimate
since the range of norms in the sums is of length O(ǫ) in the logarithmic scale.
Thus we have a decomposition where all terms can be evaluated asymptotically or
contribute a negligible amount.
The final minor change is in the proof of Lemma 5.3. In establishing (6.5), we used
the multiplicative structure of Z[ n
√
θ]. However, recalling that (a ⋄ b)n = a · T0(b)
and T0(b)ℓ is equal to bn+1−ℓ plus some linear combination of bn−ℓ+2, . . . , bn, we
see that
∑
a∈[1,q]n
aj=0 if j>n−k
e(a · T0(b)/q) =
{
qn−k, if bn = · · · = bk+1 = 0,
0, otherwise.
Thus the proof goes through exactly as before.
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