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Abstract
We generalize the Ap extrapolation theorem of Rubio de Francia to AN weights in the
context of Muckenhoupt bases. Our result has several important features. First, it can be used
to prove weak endpoint inequalities starting from strong-type inequalities, something which is
impossible using the classical result. Second, it provides an alternative to the technique of
good-l inequalities for proving Lp norm inequalities relating operators. Third, it yields vector-
valued inequalities without having to use the theory of Banach space valued operators. We
give a number of applications to maximal functions, singular integrals, potential operators,
commutators, multilinear Caldero´n–Zygmund operators, and multiparameter fractional
integrals. In particular, we give new proofs, which completely avoid the good-l inequalities,
of Coifman’s inequality relating singular integrals and the maximal operator, of the
Fefferman–Stein inequality relating the maximal operator and the sharp maximal operator,
and the Muckenhoupt–Wheeden inequality relating the fractional integral operator and the
fractional maximal operator.
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1. Introduction
In harmonic analysis, there are a number of important inequalities of the formZ
Rn
jTf ðxÞjpwðxÞ dxpC
Z
Rn
jSf ðxÞjpwðxÞ dx; ð1:1Þ
jjTf jjLp;NðwÞpCjjSf jjLp;NðwÞ ð1:2Þ
where, typically, T is an operator with some degree of singularity (e.g., a singular
integral operator), S is an operator which is, in principle, easier to handle (e.g., a
maximal operator), and w is in some class of weights. The standard technique for
proving such results is the so-called good-l inequality, which was introduced by
Burkholder and Gundy [BG]. These inequalities compare the measure of the level
sets of S and T : for every l40 and e40 small,
wðfyARn : jTf ðyÞj42l; jSf ðyÞjplegÞpCewðfyARn : jTf ðyÞj4lgÞ; ð1:3Þ
where the weight w is assumed to be in the Muckenhoupt class AN: Given
inequality (1.3), it is straightforward to prove (1.1) and (1.2) for any p; 0opoN:
A number of good-l inequalities are known for speciﬁc pairs of operators:
singular integrals and the Hardy–Littlewood maximal operator [CF,Coi]; fractional
integrals and the fractional maximal operator [MW]; square functions and the
maximal operator [CWW,GW,Wil]; the maximal operator and the sharp maximal
operator [FS2].
In this paper we describe a different method for proving inequalities of
the form (1.1) and (1.2). We show that if either holds for a ﬁxed
value p ¼ p0; then it holds for all values of p; 0opoN: To put our results in
context, recall the Ap extrapolation theorem: If the operator T is bounded on L
p0ðwÞ
for some p0; 1op0oN; and every wAAp0 ; then for every p; 1opoN; T is bounded
on LpðwÞ; wAAp: This was ﬁrst proved by Rubio de Francia [Rub]. See also
[Duo,Gar,Jaw].
Our basic result extends this theorem from Ap weights to AN weights, to
pairs of operators, and to the range 0opoN: No assumptions on the operators
are needed (e.g., linearity, sublinearity, etc.): we consider any operators that are
deﬁned on some class of nice functions. Indeed, as we will show, we can formulate
our results in terms of arbitrary pairs of functions and omit any reference to
operators. As a consequence we get, for example, the vector-valued inequalities
below almost automatically.
Theorem 1.1. Given two operators S and T ; suppose that for some p ¼ p0; 0op0oN;
inequality (1.1) holds for all f in the common domain of S and T such that the
left-hand side is finite, and for all weights wAAN with constant C depending only
on the AN constant of w: Then for all p; 0opoN; and wAAN; (1.1), (1.2)
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hold. Further, for 0op; qoN;
X
j
jTfjjq
 !1=q



LpðwÞ
pC
X
j
jSfjjq
 !1=q



LpðwÞ
; ð1:4Þ
X
j
jTfj jq
 !1=q



Lp;NðwÞ
pC
X
j
jSfjjq
 !1=q



Lp;NðwÞ
: ð1:5Þ
The proof of Theorem 1.1 has a corollary which is very useful in some
applications.
Corollary 1.2. The conclusions of Theorem 1.1 hold if the initial hypothesis is replaced
by the following: there exists p0; 0op0oN; such that for every 0oqop0 and every
wAA1; Z
Rn
jTf ðxÞjqwðxÞ dxpC
Z
Rn
jSf ðxÞjqwðxÞ dx: ð1:6Þ
Theorem 1.1 has two important features. First, since the standard Ap
extrapolation theorem is restricted to the range p41; it cannot be used to prove
weak endpoint estimates (e.g., weak ð1; 1Þ inequalities), and other techniques must be
used. Indeed, such results may be false. For example, if M is the Hardy–Littlewood
maximal operator, then T ¼ M3M ¼ M2 is bounded on LpðwÞ for all p41 and
wAAp; but it is not of weak type ð1; 1Þ: On the other hand, since Theorem 1.1 allows
us to extrapolate to p ¼ 1 in, say, (1.2), we can use a strong-type inequality relating T
and S and an endpoint estimate for S to prove a weak endpoint inequality for T :
Second, Theorem 1.1 yields the vector-valued inequalities (1.4) and (1.5). This is
not surprising since there is a close connection between such inequalities and
extrapolation. However, it is not clear how to derive vector-valued estimates from
the good-l inequality (1.3). Our result allows us to prove such inequalities without
using the theory of Banach space valued operators developed in [BCP,RRT].
As a consequence of our extrapolation techniques we can prove a number of new
theorems and give new proofs of known results. We describe most of these in Section
3 below. Here we give three applications which illustrate the power of our results.
Theorem 1.3. Let T be a Caldero´n–Zygmund operator with a standard kernel, Ia;
0oaon; the fractional integral operator, M the Hardy–Littlewood maximal operator,
M# the sharp maximal operator, and Ma the fractional maximal operator. (See
[GR,Duo] for precise definitions.) Then for all p; 0opoN; and all wAAN;Z
Rn
jTf ðxÞjpwðxÞ dxpC
Z
Rn
Mf ðxÞpwðxÞ dx; ð1:7Þ
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Z
Rn
Mf ðxÞpwðxÞ dxpC
Z
Rn
M#f ðxÞpwðxÞ dx; ð1:8Þ
Z
Rn
jIaf ðxÞjpwðxÞ dxpC
Z
Rn
Maf ðxÞpwðxÞ dx: ð1:9Þ
Further, each inequality holds with the LpðwÞ norm replaced by the Lp;NðwÞ norm on
each side.
These estimates play a fundamental role in the study of weighted norm
inequalities. Inequality (1.7) is due to Coifman [CF,Coi], inequality (1.8) to
Fefferman and Stein [FS2], and (1.9) to Muckenhoupt and Wheeden [MW]; all three
were proved using a good-l inequality. Here we will give a proof which avoids
good-l inequalities and instead uses Corollary 1.2 and the following two results.
Theorem 1.4. Let fX0 be such that its level sets fx : f ðxÞ4lg have finite measure for
all l40: Then for all weights w (i.e., wX0 and locally integrable),Z
Rn
f ðxÞwðxÞ dxpC
Z
Rn
M#f ðxÞMwðxÞ dx:
Theorem 1.4 was recently proved by Lerner [Ler] using a clever Caldero´n–
Zygmund decomposition of w: His result is actually more general: he replaced the
sharp maximal operator by the so-called local sharp maximal operator.
Proposition 1.5. Given T ; Ia; M and M
# as defined above, for all q; 0oqo1; and all
fAC0; there exists a constant C ¼ Cðq; n; aÞ
M#q ðTf ÞðxÞpCMf ðxÞ; M#q ðMf ÞðxÞpCM#f ðxÞ; M#ðIaf ÞðxÞpCMaf ðxÞ;
where M#q ðgÞðxÞ ¼ M#ðjgjqÞðxÞ1=q:
The ﬁrst estimate is due to A´lvarez and Pe´rez [AP] and the third to Adams [Ada];
we prove the second in Section 6.1 below. We also note that Lerner [Ler] has
obtained similar inequalities with the local sharp maximal function replacing M#q :
We can now prove (1.7): given f and wAA1 (i.e., MwðxÞpCwðxÞ a.e.), for
0oqo1; by Theorem 1.4 and Proposition 1.5 we haveZ
Rn
jTf ðxÞjqwðxÞ dxpC
Z
Rn
M#q ðTf ÞðxÞqwðxÞ dxpC
Z
Rn
Mf ðxÞqwðxÞ dx:
By Corollary 1.2 we get the desired result. The proofs of (1.8) and (1.9) are identical.
Note that (1.4) and (1.5) hold for T and M; for M and M#; and for Ia and Ma;
and these vector-valued estimates cannot be deduced directly from the good-l
inequalities. Also, with the techniques discussed in Section 3.2 we can give a different
proof of (1.9) which does not use the sharp maximal operator.
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2. Main results
Theorem 1.1 is a special case of one of our main results. In order to state them,
we ﬁrst introduce some notation. Throughout, w will denote a weight, i.e., a non-
negative, locally integrable function. Given a measurable set E; let wðEÞ ¼R
E
wðxÞ dx: Given a weight w; for 0opoN; let LpðwÞ be the weighted Lebesgue
space with respect to the measure wðxÞ dx: Similarly, we deﬁne the Lorentz spaces
Lp;qðwÞ; 0op; qpN:
To deﬁne the classes of weights we will consider, we ﬁrst introduce the concept of a
basis B and the maximal operator MB deﬁned with respect to B: For complete
information, see [Jaw,Pe1]. A basis B is a collection of open sets BCRn: A weight w
is associated with the basis B; if wðBÞoN for every BAB: Given a basis B; the
corresponding maximal operator is deﬁned by
MBf ðxÞ ¼ sup
B{x
1
jBj
Z
B
j f ðyÞj dy if xA
[
BAB
B;
and MBf ðxÞ ¼ 0 otherwise. A weight w associated with B is in the Muckenhoupt
class Ap;B; 1opoN; if there exists a constant C such that for every BAB;
1
jBj
Z
B
wðxÞ dx
 	
1
jBj
Z
B
wðxÞ1p0 dx
 	p1
pC:
When p ¼ 1; w belongs to A1;B if MBwðxÞpCwðxÞ for almost every xARn: Clearly, if
1pqppoN; then Aq;BCAp;B: Further, from the deﬁnitions we get the following
factorization property: if w1; w2AA1;B; then w1w
1p
2 AAp;B: Finally, we let AN;B ¼S
pX1 Ap;B:
We are going to restrict our attention to the following class of bases: A basis B is a
Muckenhoupt basis if for each p; 1opoN; and for every wAAp;B; the maximal
operator MB is bounded on L
pðwÞ; that is,Z
Rn
MBf ðxÞpwðxÞ dxpC
Z
Rn
j f ðxÞjpwðxÞ dx: ð2:1Þ
These bases were introduced and characterized in [Pe1] (see Theorem 4.1
below). Three immediate examples of Muckenhoupt bases are D; the set
of dyadic cubes in Rn; Q; the set of all cubes in Rn whose sides are parallel
to the coordinate axes, and R; the set of all rectangles (i.e., parallelepipeds) in Rn
whose sides are parallel to the coordinate axes (see [Duo]). One advantage of these
bases is that by using them we avoid any direct appeal to the underlying geometry:
the relevant properties are derived from (2.1), and we do not use covering lemmas of
any sort.
Finally, before stating our main results we reconsider the role of the operators S
and T in Theorem 1.1. In our proofs, the properties of S and T play no role: all we
use is that we have a pair of functions ðTf ; Sf Þ such that (1.1) holds for some value
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of p with a constant independent of the pair. Therefore, we will eliminate the
superﬂuous operators and concentrate on pairs of functions. Besides simplifying
notation, this clariﬁes the underlying ideas. In particular, this approach is a natural
one for considering vector-valued inequalities.
Hereafter, F will denote a family of ordered pairs of non-negative, measurable
functions ð f ; gÞ: If we say that for some p; 0opoN; and wAAN;B;Z
Rn
f ðxÞpwðxÞ dxpC
Z
Rn
gðxÞpwðxÞ dx; ð f ; gÞAF;
we mean that this inequality holds for any ð f ; gÞAF such that the left-hand side is
ﬁnite, and that the constant C depends only upon p and the AN;B constant of w: We
will make similar abbreviated statements involving Lorentz spaces. For vector-
valued inequalities we will consider sequences fð fj; gjÞgj ; where each pair ð fj ; gjÞ is
contained in F:
To apply our results to the more familiar setting of Theorem 1.1, we will use the
following classes: given a pair of operators T and S; letFðT ; SÞ denote the family of
pairs of functions ðjTf j; jSf jÞ; where f lies in the common domain of T and S; and
the left-hand side of the corresponding inequality is ﬁnite. To achieve this, the
function f may be restricted in some other way, e.g. fACN0 : In this case we may
indicate this by writing FðjTf j; jSf j : fACN0 Þ: In Section 3 below, we will give
speciﬁc examples of such classes.
We can now state our main results.
Theorem 2.1. Given a family F; suppose that for some p0; 0op0oN; and for every
weight wAAN;B;Z
Rn
f ðxÞp0wðxÞ dxpC
Z
Rn
gðxÞp0wðxÞ dx ð f ; gÞAF: ð2:2Þ
Then:
For all 0opoN and wAAN;B;Z
Rn
f ðxÞpwðxÞ dxpC
Z
Rn
gðxÞpwðxÞ dx ð f ; gÞAF: ð2:3Þ
For all 0opoN; 0ospN; and wAAN;B;
jj f jjLp;sðwÞpCjjgjjLp;sðwÞ ð f ; gÞAF: ð2:4Þ
For all 0op; qoN and wAAN;B;
X
j
ð fjÞq
 !1
q




LpðwÞ
pC
X
j
ðgjÞq
 !1
q




LpðwÞ
fð fj ; gjÞgjCF: ð2:5Þ
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For all 0op; qoN; 0ospN; and wAAN;B;
X
j
ð fjÞq
 !1
q




Lp;sðwÞ
pC
X
j
ðgjÞq
 !1
q




Lp;sðwÞ
fð fj; gjÞgjCF: ð2:6Þ
The proof of Theorem 2.1 is in Section 4 below. Theorem 1.1 is an immediate
consequence of Theorem 2.1: replace F with FðT ; SÞ and B with Q; the basis of
cubes in Rn: The proof of Corollary 1.2 is part of the proof of Theorem 2.1.
Our second main result shows that we can also extrapolate from an initial Lorentz
space inequality.
Theorem 2.2. Given a family F; suppose that for some p0; 0op0oN; and for every
weight wAAN;B;
jj f jjLp0 ;NðwÞpCjjgjjLp0 ;NðwÞ ð f ; gÞAF: ð2:7Þ
Then for all 0opoN and wAAN;B;
jj f jjLp;NðwÞpCjjgjjLp;NðwÞ ð f ; gÞAF: ð2:8Þ
The proof of Theorem 2.2 is in Section 5 below. We do not know if it is possible to
use extrapolation to prove strong ðp; pÞ inequalities beginning with (2.7) and such a
result would be of interest. Additionally, it is not clear how to derive vector-valued
inequalities from (2.7) (as we did in Theorem 2.1) without passing through the
corresponding strong type estimates.
We conclude this section by pointing out that our results extend to spaces of
homogeneous type. As is clear from the proofs below, one needs that M or its
weighted variant Mw are bounded on weighted Lebesgue and Lorentz spaces. These
estimates hold because of the properties of the Muckenhoupt weights and by
interpolation. The precise statements of the analogs of Theorems 2.1 and 2.2 are left
to the reader. One may apply these results to fractional integrals and their
corresponding maximal operators in this setting, see [PW] for more details.
3. Applications
In this section we apply our extrapolation theorems to prove weighted norm
inequalities and vector-valued estimates. Some of these results are already known,
but we believe our approach has advantages over the proofs in the literature. Other
results are new; for these we defer the proofs until Section 6. For consistency with the
literature, throughout this section we will denote Ap;Q by Ap; and Ap;D by A
d
p :
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3.1. Singular integral operators
Let T be a Caldero´n–Zygmund operator (see [Duo,GR] for a precise
deﬁnition). From Theorem 1.3 we have that for all 0opoN and wAAN;
jjTf jjLpðwÞpCjjMf jjLpðwÞ: We stress that our proof, unlike the original,
does not use a good-l inequality. Furthermore, by applying Theorem 2.1
to the family FðjTf j; Mf : fACN0 Þ we get the vector-valued inequalities (2.5)
and (2.6) which are new. If we combine them with the vector-valued estimates
for the maximal function (see [FS1] for the unweighted case, and [AJ] for the
weighted case) we obtain a new proof of the following inequalities: if 1oqoN; then
for every wAA1;
X
j
jTfjjq
 !1
q




L1;NðwÞ
pC
X
j
j fj jq
 !1
q




L1ðwÞ
;
and for every 1opoN and every wAAp;
X
j
jTfj jq
 !1
q




LpðwÞ
pC
X
j
j fjjq
 !1
q




LpðwÞ
:
Similar estimates hold for the maximal singular integrals T since (1.7) holds with T
replaced by T: Unlike the proofs of these results in [BCP,RRT], our proof does not
involve the theory of Banach space valued operators.
We note two other applications. We can prove analogous results for commutators
of Caldero´n–Zygmund operators with a B.M.O. function. Details are left to the
reader; see [Pe4]. Also, Theorem 2.2 can be applied to the problem of the existence of
singular integrals with certain properties; see [MPT].
3.2. Potential operators
Let FX0 be a locally integrable function for which there exist constants d; c40;
and 0peo1; such that for every kAZ;
sup
2kojxjp2kþ1
FðxÞp c
2kn
Z
dð1eÞ2kojyjpdð1þeÞ2kþ1
FðyÞ dy: ð3:1Þ
Deﬁne the potential operator TF and the maximal operator M *F; introduced by
Kerman and Sawyer [KS], by
TFf ðxÞ ¼
Z
Rn
Fðx  yÞf ðyÞ dy; M *Ff ðxÞ ¼ sup
xAQ
*FðcðQÞÞ
jQj
Z
Q
f ðyÞ dy;
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where *FðtÞ ¼ Rjzjpt FðzÞ dz: Functions which satisfy (3.1) include F which are radial
and monotonic; more generally we can take F which satisfy FðyÞpcFðxÞ for
jyj=2pjxjp2jyj: If FðxÞ ¼ jxjan; then the operators TF and M *F are Ia and Ma; the
classical fractional operators.
The discretization method for TF developed in [Pe2] and the ideas in [Pe3]
employed for the fractional integrals can be combined to prove the following result.
In the special case of fractional integrals, it is a special case of (1.9). The proof, which
is similar to that of Proposition 3.2 below, is left to the reader.
Proposition 3.1. Let F satisfy condition (3.1). Then for every weight wAAN;Z
Rn
jTFf ðxÞjwðxÞ dxpC
Z
Rn
M *Ff ðxÞwðxÞ dx:
Given Proposition 3.1 we can apply Theorem 2.1 to the family of pairs of
functions FðjTFf j; M *Ff : fACN0 Þ; the resulting inequalities are new.
3.3. Commutators of fractional integrals
Given 0oaon and bAB:M:O:; deﬁne the commutator ½Ia; b by
½b; Ia f ðxÞ ¼ bðxÞIaf ðxÞ  Iaðbf ÞðxÞ ¼
Z
Rn
bðxÞ  bðyÞ
jx  yjna f ðyÞ dy:
These commutators were introduced by Chanillo [Cha], who proved that
if 1=p  1=q ¼ a=n then ½b; Ia is bounded from LpðRnÞ into LqðRnÞ: A weighted
version of this result was ﬁrst proved in [ST] using a variant of the Ap extrapolation
theorem and Banach space valued operators. Another proof was given in [CUF]
which used the good-l inequality relating the maximal function and the sharp
maximal function.
We give another proof by showing that these commutators are controlled
by fractional Orlicz maximal operators. Then the weighted norm inequalities
for such maximal operators in [CUF] yield weighted estimates for the
commutator.
Let FðtÞ ¼ t logðe þ tÞ; and deﬁne the fractional Orlicz maximal operator
MF;af ðxÞ ¼ sup
Q{x
jQja=njjf jjF;Q:
For notation and basic facts about Orlicz spaces see Section 6.2 below.
Proposition 3.2. Given 0oaon; bAB:M:O: and wAAN;Z
Rn
j½b; Ia f ðxÞjwðxÞ dxpC
Z
Rn
MF;af ðxÞwðxÞ dx:
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The proof of Proposition 3.2 is in Section 6.2 below and uses a discretization of the
commutator. The fact that the exponent is 1 plays an important role in the proof.
Given this result, we can apply Theorem 2.1 to the family Fðj½b; Ia f j; MF;aÞ; the
resulting vector-valued inequalities are new.
Our proof can be extended to commutators of generalized fractional integrals. Let
L be a linear operator on L2ðRnÞ such that ðLÞ generates an analytic semigroup
etL: We suppose that this semigroup has a kernel ptðx; yÞ which satisﬁes
jptðx; yÞjpC
t
n
2
ec
jxyj2
t for all x; yARn; t40: ð3:2Þ
For 0oaon; use the subordination formula to deﬁne generalized fractional
integrals, L
a
2f ðxÞ: If L ¼ D; then La2 is the classical fractional integral Ia: It
follows from (3.2) that the kernel Ka of L
a
2 satisﬁes jKaðx; yÞjpCjx  yjan: In
particular, jLa2f ðxÞjpCIaðj f jÞðxÞ; so estimates for Ia yield similar results for L
a
2:
Further,
j½b; La2 f ðxÞj ¼
Z
Rn
ðbðxÞ  bðyÞÞKaðx; yÞf ðyÞ dy


pC
Z
Rn
jbðxÞ  bðyÞj
jx  yjna f ðyÞ dy;
and the proof of Proposition 3.2 (see (6.2) below) shows that in Proposition 3.2 we
can replace ½b; Ia by the operator deﬁned by the right-hand side of this inequality. As
a consequence we get an analog of Proposition 3.2 and by extrapolation we get
weighted norm and vector-valued inequalities for ½b; La2:
These commutators were previously studied in [Yan]. There, only unweighted
estimates were obtained by using a new sharp maximal function, M#L ; adapted to the
semigroup, which was introduced in [Mar].
3.4. Multilinear Caldero´n–Zygmund operators
Let T be a multilinear Caldero´n–Zygmund operator, that is, T is an m-linear
operator such that T : Lq1 ? Lqm-Lq; where 1oq1;y; qmoN; 0oqoN and
1
q
¼ 1
q1
þ?þ 1
qm
: ð3:3Þ
The operator T is associated with a Caldero´n–Zygmund kernel K in the usual way:
Tð f1;y; fmÞðxÞ ¼
Z
Rn
?
Z
Rn
Kðx; y1;y; ymÞf1ðy1ÞyfmðymÞ dy1ydym;
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whenever f1;y; fm are in CN0 and xe
Tm
j¼1 supp fj: We assume that K satisﬁes the
appropriate decay and smoothness conditions (see [GT1,GT2] for complete details).
Such an operator T is bounded on any other product of Lebesgue spaces with
exponents 1oq1;y; qmoN; 0oqoN satisfying (3.3). Further, it also satisﬁes weak
endpoint estimates when some of the qi’s are equal to one. There are also weighted
norm inequalities for multilinear Caldero´n–Zygmund operators; these were ﬁrst
proved in [GT2] using a good-l inequality, and later in [PT] using the sharp maximal
function. They showed that for 0opoN and for all wAAN;
jjTð f1;y; fmÞjjLpðwÞpC
Ym
j¼1
Mfj




LpðwÞ
: ð3:4Þ
The same inequality also holds with T replaced by T: Beginning with these
inequalities, we can apply Theorem 2.1 to the families
F Tð f1;y; fmÞ;
Ym
j¼1
Mfj
 !
; F Tð f1;y; fmÞ;
Ym
j¼1
Mfj
 !
;
where f1;y; fmACN0 : The scalar estimate (2.4) just (3.4), But the vector-valued
inequalities (2.5) and (2.6) are new and immediately yield the following result by
applying Ho¨lder’s inequality and the norm inequalities for the maximal operator.
Corollary 3.3. Let T be a multilinear Caldero´n–Zygmund operator, 1pp1;y; pmoN;
1oq1;y; qmoN and 0op; qoN such that
1
p
¼ 1
p1
þ?þ 1
pm
;
1
q
¼ 1
q1
þ?þ 1
qm
:
If 1op1;y; pmoN and wAAp1-?-Apm ; then
X
k
jTð f k1 ;y; f kmÞjq
 !1
q




LpðwÞ
pC
Ym
j¼1
X
k
j f kj jqj
 ! 1
qj




L
pj ðwÞ
: ð3:5Þ
If at least one pj ¼ 1 and wAA1; then
X
k
jTð f k1 ;y; f kmÞjq
 !1
q




Lp;NðwÞ
pC
Ym
j¼1
X
k
j f kj jqj
 ! 1
qj




L
pj ðwÞ
: ð3:6Þ
Moreover, inequalities (3.5) and (3.6) hold with T in place T :
We stress that Corollary 3.3 is proved without using a theory of Banach space
valued, multi-linear operators. It is possible that such a theory, analogous to that in
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[BCP,RRT], could be developed, and such a theory would yield these results. But by
extrapolation we avoid this (much longer) route. The strong ðp; pÞ inequality (3.5)
was proved independently in [GM]. Their proof used a different extrapolation
technique, one closer in spirit to the original result of Rubio de Francia. That
method does not provide endpoint estimates. However, in [GM] a multilinear
version of the Marcinkiewicz–Zygmund theorem is proved, and this yields a weaker
version of (3.6).
3.5. Multiparameter fractional integral operators
We deﬁne a multiparameter version of the fractional integral operator of order 1:
For ðx; yÞARn  Rm; let
Tf ðx; yÞ ¼
Z
Rn
Z
Rm
f ð %x; %yÞ
jx  %xjn1jy  %yjm1
d %y d %x:
To motivate this deﬁnition, recall that if fAC1 with compact support, then
j f ðxÞjpCI1ðjrf jÞðxÞ; where I1 is the classical fractional integral operator of order 1.
An analog of this result holds for T ; but now with the crossed second-order
derivatives.
Theorem 3.4. Let fAC2ðRn  RmÞ be a compactly supported function. Then for
ðx; yÞARn  Rm;
j f ðx; yÞjpCTðjrxryf jÞðx; yÞ;
where rxryf ¼ @2f@xi@yj
 
i;j
and jrxryf j ¼
P
i;j
@2f
@xi@yj
 2 	
1
2
:
We can prove an analog of Proposition 3.1. Given ðx; yÞARn  Rm and a function
fAL1locðRn  RmÞ; deﬁne the multi-parameter fractional maximal operators
M
ð1Þ
1 f ðx; yÞ ¼ sup
Qn{x
1
jQnj1
1
n
Z
Qn
j f ð %x; yÞj d %x;
M
ð2Þ
1 f ðx; yÞ ¼ sup
Qm{y
1
jQmj1
1
m
Z
Qm
j f ðx; %yÞj d %y:
A simple estimate shows that M
ð1Þ
1 3M
ð2Þ
1 f ðx; yÞpCTðj f jÞðx; yÞ; and similarly
with the order of composition reversed. As in the one-variable case, the
reverse inequality does not hold pointwise, but does hold in the sense of weighted
Lp norms.
We deﬁne a basis in Rn  Rm: B ¼ fQn  Qm : QnCRn; QmCRmg; where Qn and
Qm are cubes with their sides parallel to the coordinate axes. For 1pppN; we will
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denote Ap;B by ApðRn  RmÞ: For 1opoN; wAApðRn  RmÞ if
1
jQnjjQmj
Z
Qn
Z
Qm
wðx; yÞ dy dx
 	
1
jQnjjQmj
Z
Qn
Z
Qm
wðx; yÞ1p0 dy dx
 	p1
pC:
When p ¼ 1; wAA1ðRn  RmÞ if MBwðx; yÞpCwðx; yÞ; for a.e. ðx; yÞARn  Rm;
where MB is the strong maximal operator,
MBf ðx; yÞ ¼ sup
QnQm{ðx;yÞ
1
jQnj jQmj
Z
Qn
Z
Qm
j f ðx; yÞj dy dx:
A key property of these weights is that if wAApðRn  RmÞ; then for almost every
yARm the weight wy ¼ wð; yÞ is an Ap weight in Rn; and its Ap constant is
independent of y: The same is also true for the other variable (see [GR,Duo]). It then
follows by Fubini’s theorem that B is a Muckenhoupt basis.
Proposition 3.5. For every weight wAANðRn  RmÞ;Z
Rn
Z
Rm
jTf ðx; yÞjwðx; yÞ dy dxpC
Z
Rn
Z
Rm
M
ð1Þ
1 3M
ð2Þ
1 f ðx; yÞwðx; yÞ dy dx: ð3:7Þ
and the same holds if the order of M
ð1Þ
1 and M
ð2Þ
1 is reversed on the right-hand side.
Given inequality (3.7), we can apply Theorem 2.1 to the family of functions
FðjTf j; Mð1Þ1 3Mð2Þ1 f : fACN0 ðRn  RmÞÞ: Then inequality (2.3), combined with the
weighted norm inequalities for the fractional maximal operator (see [MW]), yield
weighted norm inequalities for T : Details are left to the reader.
4. Proof of Theorem 2.1
At the heart of our proof is the algorithm of Rubio de Francia for generating A1
weights with certain properties (see [GR]). In the special case of the basis Q of cubes
in Rn; it is possible to avoid this algorithm and actually give a much simpler proof
modeled on the proof of the Ap extrapolation theorem in [Duo]. Details are left to
the reader. (We want to thank the referee for reminding us of this fact.)
The proof has been broken up into sections corresponding to the four enumerated
equations in the statement. We begin with a lemma. Given a weight w; deﬁne the
weighted maximal function with respect to the basis B by
MB;wf ðxÞ ¼ sup
B{x
1
wðBÞ
Z
B
j f ðyÞjwðyÞ dy if xA
[
BAB
B;
and MB;wf ðxÞ ¼ 0 otherwise. The follow result is proved in [Pe1].
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Theorem 4.1. Let B be a Muckenhoupt basis. For every 1opoN and for every
wAAN;B; the operator MB;w is bounded on LpðwÞ:
4.1. Proof of inequality (2.3)
We prove this inequality in two steps.
Step 1: We ﬁrst show that hypothesis (2.2) is equivalent to a family of weighted
inequalities with A1;B weights.
Theorem 4.2. Hypothesis (2.2) of Theorem 2.1 is equivalent to the following: for all
0oqop0; wAA1;B; and ð f ; gÞAF;Z
Rn
f ðxÞqwðxÞ dxpC
Z
Rn
gðxÞqwðxÞ dx: ð4:1Þ
Note that Corollary 1.2 follows immediately from Theorem 4.2 applied to the
family FðjTf j; jSf jÞ with B equal to Q:
Proof of Theorem 4.2. We will prove that (2.2) implies (4.1). This will sufﬁce to
complete the proof of inequality (2.3), which in turn immediately implies the
converse. Fix ð f ; gÞAF: We can assume that gALqðwÞ and jj f jjLqðwÞ40; for
otherwise there is nothing to prove. Let s ¼ p0=q41: Since wAA1;BCAs0;B; MB is
bounded on Ls
0 ðwÞ: Denote the operator norm of MB on Ls0 ðwÞ by jjMBjjLs0 ðwÞ: For
hALs
0 ðwÞ; hX0; we use the algorithm of Rubio de Francia to deﬁne
RhðxÞ ¼
XN
k¼0
MkBhðxÞ
2kjjMBjjkLs0 ðwÞ
;
where MkB is the operator MB iterated k times if kX1; and for k ¼ 0 is just the
identity. From the deﬁnition of R it is immediate that:
(a) hðxÞpRhðxÞ:
(b) jjRhjjLs0 ðwÞp2jjhjjLs0 ðwÞ:
(c) MBðRhÞðxÞp2jjMBjjLs0 ðwÞRhðxÞ; so RhAA1;B with constant independent of h:
Since f and g belong to LqðwÞ and have positive norms, by (b) we have that
HðxÞ ¼ R fjj f jjLqðwÞ
 !q
s0
þ gjjgjjLqðwÞ
 !q
s0
0
B@
1
CAðxÞALs0 ðwÞ:
By (a),
f ðxÞ
jj f jjLqðwÞ
 !q
s0
pHðxÞ; gðxÞjjgjjLqðwÞ
 !q
s0
pHðxÞ; ð4:2Þ
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so HðxÞ40 whenever f ðxÞ40: Further, H is ﬁnite a.e. on the set where w40 because
HALs
0 ðwÞ: Therefore, by Ho¨lder’s inequality,
Z
Rn
f ðxÞqwðxÞ dxp
Z
Rn
f ðxÞp0HðxÞswðxÞdx
 	1
s

Z
Rn
HðxÞs0wðxÞ dx
 	1
s0¼ I  II:
We ﬁrst estimate I. Since w; HAA1;B (by ðcÞ) and 1þ s41; by the factorization
property of Ap;B weights, wH
s ¼ wH1ð1þsÞAA1þs;BCAN;B: We want to apply
(2.2); to do so we must check that I is ﬁnite. But by (4.2),Z
Rn
f ðxÞp0HðxÞswðxÞ dxpjj f jj
qs
s0
LqðwÞ
Z
Rn
f ðxÞp0
qs
s0 wðxÞ dx ¼ jj f jjqs
LqðwÞoN:
We can now use (2.2); if we apply (4.2) as before we get
IpC
Z
Rn
gðxÞp0HðxÞswðxÞ dx
 	1
s
pC
Z
Rn
gðxÞqwðxÞ dx:
To estimate II, a straightforward computation with (b) yields IIp4: Combining the
estimates for I and II gives us the desired inequality. &
Step 2: We now show that for all 0opoN and for every wAAN;B; (2.3) holds. Fix
0opoN and wAAN;B: Assume that ð f ; gÞAF with fALpðwÞ; gALpðwÞ: Since
Ap1;BCAp2;B if 1pp1pp2; there exists 0oqominfp; p0g such that wAAp=q;B: Let
r ¼ p=q41: Since wAAr;B; w1r0AAr0;B: Given hALr0 ðw1r0 Þ; hX0; we apply the
Rubio de Francia algorithm to deﬁne
RhðxÞ ¼
XN
k¼0
MkBhðxÞ
2kjjMBjjkLr0 ðw1r0 Þ
; ð4:3Þ
where jjMBjjLr0 ðw1r0 Þ is the operator norm of MB on Lr
0 ðw1r0 Þ; this is ﬁnite since
w1r
0
AAr0;B: Again, we have
(a) hðxÞpRhðxÞ:
(b) jjRhjjLr0 ðw1r0 Þp2jjhjjLr0 ðw1r0 Þ:
(c) MBðRhÞðxÞp2jjMBjjLr0 ðw1r0 ÞRhðxÞ; soRhAA1;B with constant independent of h:
We now argue as follows: by duality,
jj f jjq
LpðwÞ ¼ jj f qjjLrðwÞ ¼ sup
h
Z
Rn
f ðxÞqhðxÞwðxÞ dx;
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where the supremum is taken over all hALr
0 ðwÞ with hX0 and jjhjjLr0 ðwÞ ¼ 1: Fix
such a function h: Then hwALr
0 ðw1r0 Þ and jjhwjjLr0 ðw1r0 Þ ¼ jjhjjLr0 ðwÞ ¼ 1: By (c),
RðhwÞAA1;B: Hence, by (a) and Theorem 4.2,Z
Rn
f ðxÞqhðxÞwðxÞ dxp
Z
Rn
f ðxÞqRðhwÞðxÞ dxpC
Z
Rn
gðxÞqRðhwÞðxÞ dx;
provided the middle term is ﬁnite. But, since fALpðwÞ and RðhwÞALr0 ðw1r0 Þ;
0owoN almost everywhere in the set where f qRðhwÞ40; thus,Z
Rn
f ðxÞqRðhwÞðxÞ dxpjj f jjq
LpðwÞjjRðhwÞjjLr0 ðw1r0 Þp2jj f jjqLpðwÞoN:
The same argument also holds for g instead of f : Therefore,Z
Rn
f ðxÞqhðxÞwðxÞ dxpC
Z
Rn
gðxÞqRðhwÞðxÞ dxpCjjgjjq
LpðwÞ:
The desired inequality follows at once. &
4.2. Proof of inequality (2.4)
We ﬁrst prove a lemma. Given two weights u and v; we say that uAA1;BðvÞ if for
almost every x; MB;vuðxÞpCuðxÞ:
Lemma 4.3. If w1AAp;B; 1pppN; and w2AA1;Bðw1Þ; then w1w2AAp;B:
Proof. First observe that if w2AA1;Bðw1Þ; then for BAB;
1
jBj
Z
B
w1ðxÞw2ðxÞ dx ¼ w1ðBÞjBj
1
w1ðBÞ
Z
B
w2ðxÞw1ðxÞ dxpC w1ðBÞjBj ess infB w2:
The desired conclusion follows if we substitute this into the deﬁnition of Ap;B: &
Proof of (2.4). Fix p; s; wAAN;B and ð f ; gÞAF with f ; gALp;sðwÞ: Fix
0oqominfp; sg and set r ¼ p=q41; r˜ ¼ s=q41: (If s ¼N; take 0oqop and
r˜ ¼N:) Then
jj f jjq
Lp;sðwÞ ¼ jj f qjjLr;r˜ðwÞ ¼ sup
h
Z
Rn
f ðxÞqhðxÞwðxÞ dx;
where the supremum is taken over all hALr
0;r˜0 ðwÞ with hX0 and jjhjjLr0 ;r˜0 ¼ 1: Fix such
a function h: Apply the Rubio de Francia algorithm to deﬁne
RwhðxÞ ¼
XN
k¼0
MkB;whðxÞ
2kjjMB;wjj%
;
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where jjMB;wjj% is the operator norm of MB;w on Lr
0;r˜0 ðwÞ endowed with a norm
equivalent to jj  jjLr0 ;r˜0 ðwÞ: Since MB;w is bounded on LpðwÞ; by Marcinkiewicz
interpolation in the scale of Lorentz spaces (see [BS, p. 225]) it is bounded on
Lr
0;r˜0 ðwÞ: Therefore,
(a) hðxÞpRwhðxÞ:
(b) jjRwhjjLr0 ;r˜0 ðwÞpCjjhjjLr0 ;r˜0 ðwÞ ¼ C:
(c) MB;wðRwhÞðxÞp2jjMB;wjj%RwhðxÞ; soRwhAA1;BðwÞ with constant independent
of h:
By Lemma 4.3, RwhwAAN;B: As we showed above, (2.3) holds with exponent q and
the AN;B weight Rwhw: Thus,Z
Rn
f ðxÞqhðxÞwðxÞ dxp
Z
Rn
f ðxÞqRwhðxÞwðxÞ dxpC
Z
Rn
gðxÞqRwhðxÞwðxÞ dx
pCjjgqjjLr;r˜ðwÞjjRwhjjLr0 ;r˜0 ðwÞpCjjgjjqLp;sðwÞ;
provided the second integral is ﬁnite. But, this is the case since
Z
Rn
f ðxÞqRwhðxÞwðxÞ dxpjj f qjjLr;r˜ðwÞjjRwhjjLr0 ;r˜0 ðwÞpCjj f jjqLp;sðwÞoN:
The desired inequality now follows at once. &
4.3. Proof of inequalities (2.5) and (2.6)
Fix 0oqoN: By the monotone convergence theorem it is enough to prove the
vector-valued inequalities only for ﬁnite sums. Fix NX1 and deﬁne
fqðxÞ ¼
XN
j¼1
fjðxÞq
 !1
q
; gqðxÞ ¼
XN
j¼1
gjðxÞq
 !1
q
;
where fð fj; gjÞgNj¼1CF: Now form a new family Fq consisting of the pairs ð fq; gqÞ:
Then, for every wAAN;B and ð fq; gqÞAFq; by (2.3) we have that
jj fqjjqLqðwÞ ¼
XN
j¼1
Z
Rn
fjðxÞqwðxÞ dxpC
XN
j¼1
Z
Rn
gjðxÞqwðxÞ dx ¼ CjjgqjjqLqðwÞ:
But this inequality implies that the hypotheses of Theorem 2.1 are fulﬁlled by Fq
with p0 ¼ q: Therefore, by inequalities (2.3) and(2.4), for all 0opoN; 0ospN;
wAAN;B; and ð fq; gqÞAFq; jj fqjjLpðwÞpCjjgqjjLpðwÞ and jj fqjjLp;sðwÞpCjjgqjjLp;NðwÞ:
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5. Proof of Theorem 2.2
The proof is similar to the proof of Theorem 2.1, so it is organized in the same way
and minor details which are the same in both proofs have been omitted.
Step 1: Prove the analog of Theorem 4.2.
Theorem 5.1. Hypothesis (2.7) of Theorem 2.2 is equivalent to the following: for all
0oqop0; wAA1;B; and ð f ; gÞAF; jj f jjLq;NðwÞpCjjgjjLq;NðwÞ:
Proof. Fix ð f ; gÞAF; we may assume that both jj f jjLq;NðwÞ and jjgjjLq;NðwÞ are ﬁnite
and strictly positive. Let s ¼ p0=q41: Since wAA1;B; MB is bounded from Ls0;NðwÞ
to Ls
0;NðwÞ; denote its norm by jjMBjjLs0 ;NðwÞ: (As in the proof of Theorem 2.1, this
follows via interpolation.) For hALs
0;NðwÞ; hX0; deﬁne
RhðxÞ ¼
XN
k¼0
MkBhðxÞ
2kjjMBjjkLs0 ;NðwÞ
:
As before, from the deﬁnition of R we have that hðxÞpRhðxÞ; that R is bounded on
Ls
0;NðwÞ with norm at most 2, and that RhAA1;B: Next, deﬁne
HðxÞ ¼ R fjj f jjLq;NðwÞ
 !q
s0
þ gjjgjjLq;NðwÞ
 !q
s0
0
B@
1
CAðxÞALs0;NðwÞ:
Note that H40 on the set where f40 and that H is ﬁnite for almost every x such
that wðxÞ40: Further, W ¼ HswAA1þs;BCAN;B because w and H are in A1;B: By
the duality of Ls;1ðWÞ and Ls0;NðWÞ; for l40 we have that
wðfx : f ðxÞ4lgÞ ¼ wðElÞpjjwEl jjLs;1ðW ÞjjHsjjLs0 ;NðW Þ:
We analyze each term separately. For the ﬁrst, we use that WAAN;B and (2.7):
jjwEl jjLs;1ðW Þ ¼ lqðlWðElÞ
1
p0Þqplqjj f jjq
Lp0 ;NðW ÞpClqjjgjjqLp0 ;NðW Þ;
where the last inequality holds provided that jj f jjLp0 ;NðWÞ is ﬁnite. For xAEl; by (a),
we have
l
q
s0 jj f jj
q
s0
Lq;NðwÞp
f ðxÞ
jj f jjLq;NðwÞ
 !q
s0
pHðxÞ;
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and so
lp0WðElÞ ¼ lp0
Z
Rn
wElðxÞHðxÞswðxÞ dxpjj f jjp0qLq;NðwÞlqwðElÞpjj f jjp0Lq;NðwÞ:
Thus, we have proved that jj f jjLp0 ;NðW Þpjj f jjLq;NðwÞoN: The same computation also
holds with g place of f ; and so
jjwEl jjLs;1ðW ÞpClqjjgjjqLp0 ;NðW ÞpClqjjgjjqLq;NðwÞ:
We now estimate the second term: since R is bounded on Ls
0;NðwÞ;
jjHsjjLs0 ;NðW Þ ¼ sup
a40
a
Z
Rn
wfx:HðxÞs4agðxÞHðxÞswðxÞ dx
 	1
s0
p sup
a40
a
1
swðfx : HðxÞs4agÞ1s0 ¼ jjHjjLs0 ;NðwÞp4:
Combining these two estimates we get the desired result. &
Step 2: We now show that for all 0opoN and for every wAAN;B; (2.8) holds. Fix
0opoN; wAAN;B; and ð f ; gÞAF; we may assume that f ; g are in Lp;NðwÞ: Take
0oqominfp; p0g such that wAAr;B; where r ¼ p=q41: We use the Rubio de Francia
algorithm exactly as we did in Step 2 of the proof of Theorem 2.1. Hence, given R as
deﬁned by (4.3), we have that
jj f jjq
Lp;NðwÞ ¼ jj f qjjLr;NðwÞ ¼ sup
l40
Z
Rn
ðlwfx:f ðxÞq4lgðxÞÞrwðxÞ dx
 	1
r
¼ sup
l40
sup
h
Z
Rn
lwfx:f ðxÞq4lghðxÞwðxÞ dx;
where the second supremum is taken over all hALr
0 ðwÞ with hX0 and jjhjjLr0 ðwÞ ¼ 1:
Fix l40 and such a function h: Then jjhwjjLr0 ðw1r0 Þ ¼ jjhjjLr0 ðwÞ ¼ 1: Further, by the
properties of R; W ¼ RðhwÞAA1;B: Thus,Z
Rn
lwfx:f ðxÞq4lghðxÞwðxÞ dxp
Z
Rn
lwfx:f ðxÞq4lgRðhwÞðxÞ dx
¼ lWðfx : f ðxÞq4lgÞpjj f jjq
Lq;NðW ÞpCjjgjjqLq;NðW Þ;
where in the last inequality we used Theorem 5.1. In order to do so we must have
jj f jjLq;NðWÞoN: But, by Ho¨lder’s inequality and the boundedness of R;
Wfx : f ðxÞ4agpwfx : f ðxÞ4ag1r jjRðhwÞjjLr0 ðw1r0 Þp2wfx : f ðxÞ4ag
1
r :
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Therefore, jj f jjLq;NðW ÞpCjj f jjLp;NðwÞoN: The same computation also hold for g; so
we have that jjgjjLq;NðW ÞpCjjgjjLp;NðwÞ: Thus
Z
Rn
lwfx:f ðxÞq4lghðxÞwðxÞ dxpCjjgjjqLq;NðWÞpCjjgjjqLp;NðwÞ;
which yields the desired estimate. &
6. Proofs related to the applications
In this section we prove the results stated in Sections 1 and 3.
6.1. Maximal functions: proof of Proposition 1.5
As we noted above, we will show the second estimate in (1.5). Our proof is based
on the proof by Torchinsky [Tor] that the maximal operator is bounded on B.M.O.
Fix x0ARn and ﬁx a cube Q containing x0: To get the desired estimate it will sufﬁce
to show that there exists a positive constant C depending only on n and q such that
1
jQj
Z
Q
jMf ðxÞq  ððMf ÞqÞQj dxpCM#f ðx0Þq:
Let Qþ ¼ fxAQ : Mf ðxÞq4ððMf ÞqÞQg; then
1
jQj
Z
Q
jMf ðxÞq  ððMf ÞqÞQj dx ¼
2
jQj
Z
Qþ
Mf ðxÞq  ððMf ÞqÞQ dx:
We now introduce two auxiliary operators. For xAQ let
MQf ðxÞ ¼ sup 1jPj
Z
P
j f ðyÞj dy : xAPC3Q
 
;
MQf ðxÞ ¼ sup 1jPj
Z
P
j f ðyÞj dy : xAP; P-ðRn\3QÞa|
 
:
It follows immediately from this that for xAQ;
Mf ðxÞ ¼ maxðMQf ðxÞ; MQf ðxÞÞ and MQf ðxÞpMð f w3QÞðxÞ:
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Hence, if we let W1 ¼ fxAQþ : MQf ðxÞ4MQf ðxÞg and W2 ¼ Qþ\W1; then
2
jQj
Z
Qþ
Mf ðxÞq  ððMf ÞqÞQ dx ¼
2
jQj
Z
W1
MQf ðxÞq  ððMf ÞqÞQ dx
þ 2jQj
Z
W2
MQf ðxÞq  ððMf ÞqÞQ dx
¼A þ B:
We estimate each integral in turn. To estimate A; note that by the triangle
inequality, if xAQ; MQf ðxÞpMðð f  f3QÞw3QÞðxÞ þ f3Q: Further, for all xAQ;
Mf ðxÞXf3Q: Therefore, since 0oqo1; by Kolmogorov’s inequality,
Ap 2jQj
Z
W1
Mðð f  f3QÞw3QÞðxÞqpC
1
j3Qj
Z
3Q
j f ðxÞ  f3Qj dx
 	q
pCM#f ðx0Þq:
To estimate B it will sufﬁce to show that for any xAQ; MQf ðxÞq 
ððMf ÞqÞQpCM#f ðx0Þq: Fix xAQ and let P be any cube containing x such that
P-ðRn\3QÞa|: Then QC3P; and so for all yAQ; Mf ðyÞXf3P: Therefore, since
0oqo1;
ð fPÞq  ððMf ÞqÞQp ð fPÞq  ð f3PÞqpj fP  f3Pjqp
1
jPj
Z
P
j f ðxÞ  f3Pj dx
 	q
pC 1j3Pj
Z
3P
j f ðxÞ  f3Pj dx
 	q
pCM#f ðx0Þq:
If we now take the supremum over all such cubes P we get the desired inequality.
6.2. Commutators of fractional integrals: proof of Proposition 3.2
The proof is similar to the arguments given in [Pe3] (see also [SW]) for fractional
integral operators, and we will draw upon that proof extensively; we recommend that
the reader consult it for complete details.
We ﬁrst state some deﬁnitions and basic facts about Orlicz spaces. For complete
information, see [RR,BS]. Let F : ½0;NÞ-½0;NÞ be a Young function: i.e., a
continuous, convex, increasing function with Fð0Þ ¼ 0 and such that FðtÞ-N as
t-N: Each Young function F has associated to it a complementary Young function
%F: We denote by LF the usual Orlicz space endowed with its Luxemburg norm jj  jjF:
For example, if FðtÞ ¼ tp for 1opoN; then LF ¼ LpðmÞ and %FðtÞ ¼ tp0 : More
importantly, if FðtÞ ¼ t logðe þ tÞ then LF is the Zygmund space L log L and the
complementary function, %FðtÞEet  1; gives the Zygmund space exp L:
We also need a localized version of the Luxemburg norm: for every Q; deﬁne
jj f jjF;Q ¼ inf l40 :
1
jQj
Z
Q
F
j f ðxÞj
l
 	
dxp1
 
:
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There is a generalized Ho¨lder’s inequality associated with this norm:
1
jQj
Z
Q
j f ðxÞgðxÞj dxp2jj f jjF;Qjjgjj %F;Q: ð6:1Þ
Finally, we deﬁne the fractional maximal operator associated to an Orlicz
norm by
MF;af ðxÞ ¼ sup
Q{x
cðQÞajj f jjF;Q; 0paon:
Proof of Proposition 3.2. Throughout the proof, let FðtÞ ¼ t logðe þ tÞ: Fix f ;
without loss of generality we may assume that fX0: The ﬁrst step of the proof is to
discretize the commutator:Z
Rn
j½b; Ia f ðxÞjwðxÞ dxp
Z
Rn
Z
Rn
jbðxÞ  bðyÞj
jx  yjna f ðyÞ dy wðxÞ dx
¼
X
QAD
Z
Rn
wQðxÞ
Z
cðQÞ
2
ojxyjpcðQÞ
 jbðxÞ  bðyÞjjx  yjna f ðyÞ dy wðxÞ dx
pC
X
QAD
cðQÞa
jQj
Z
Q
jbðxÞ  bQjwðxÞ dx
Z
3Q
f ðyÞ dy
þ C
X
QAD
cðQÞa
jQj
Z
3Q
jbðyÞ  bQj f ðyÞ dy

Z
Q
wðxÞ dx ¼ CðA þ BÞ: ð6:2Þ
We estimate each term separately. For A we use the fact that the weight wAAN
satisﬁes a reverse Ho¨lder inequality: there exists y41 such that for every cube Q;
1
jQj
Z
Q
wðxÞy dx
 	1
y
pC 1jQj
Z
Q
wðxÞ dx:
In particular for QAD; by Ho¨lder’s inequality and the John–Nirenberg inequality,
1
jQj
Z
Q
jbðxÞ  bQjwðxÞ dxpCjjbjjB:M:O:
1
jQj
Z
Q
wðxÞ dx:
Therefore,
ApC
X
QAD
cðQÞa
jQj
Z
3Q
f ðyÞ dy
Z
Q
wðxÞ dx:
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At this point we want to apply an argument from [Pe3]; to do so we need to modify w
so that it has bounded support. Given any ﬁnite collection D0 of dyadic cubes, there
exists a cube Q0 that contains each cube of D0: (Such a cube exists precisely because
D0 is ﬁnite). Let w0 ¼ wwQ0 ; then we have
X
QAD0
cðQÞa
jQj
Z
3Q
f ðyÞ dy
Z
Q
wðxÞ dxp
X
QAD
cðQÞa
jQj
Z
3Q
f ðyÞ dy
Z
Q
w0ðxÞ dx:
Now it was shown in [Pe3] that because w0 has compact support,
X
QAD
cðQÞa
jQj
Z
3Q
f ðyÞ dy
Z
Q
w0ðxÞ dxpC
Z
Rn
Maf ðxÞwðxÞ dx;
where C does not depend on Q0: Thus, if we let D0sD we get
ApC
Z
Rn
Maf ðxÞwðxÞ dxpC
Z
Rn
MF;af ðxÞwðxÞ dx:
To estimate B; note that by the John–Nirenberg inequality, jjb 
bQjjexp L;3QpCjjbjjB:M:O:: As noted above, the complementary function of et  1 is
t logðe þ tÞ: Therefore, by (6.1), for every cube Q;
1
jQj
Z
3Q
jbðyÞ  bQj f ðyÞ dyp 2jjb  bQjjexp L;3Qjj f jjL log L;3Q
pCjjbjjB:M:O:jj f jjL log L;3Q:
Consequently, we conclude that
BpC
X
QAD
cðQÞajj f jjL log L;3Q
Z
Q
wðxÞ dx: ð6:3Þ
We can take the sum over a ﬁnite set D0 so as to restrict the support of w to a
bounded set Q0: Let w0 ¼ wwQ0 ; we will work with (6.3) with w0 replacing w: We will
show that there is a constant C such that for any dyadic cube P;
X
QAD
QCP
cðQÞajQjjj f jjL log L;3QpCcðPÞajPjjj f jjL log L;3P: ð6:4Þ
To do so, we need the following characterization of Orlicz norms (see [RR]):
jj f jjF;QE infl40 lþ
l
jQj
Z
Q
F
j f ðxÞj
l
 	
dx
 
:
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Then for any l40;
X
QAD
QCP
cðQÞajQjjj f jjL log L;3QpCl
X
QAD
QCP
cðQÞa
Z
3Q
1þ F j f ðxÞj
l
 	 	
dx
pClcðPÞa
Z
3P
1þ F j f ðxÞj
l
 	 	
dx
¼CcðPÞajPj lþ lj3Pj
Z
3P
F
j f ðxÞj
l
 	
dx
 	
;
where we have used an inequality in [Pe2, Lemma 3.1]. This estimate holds for every
l40 and so we can take the inﬁmum over all l to get (6.4).
Fix a42n: Since w0 has compact support, for each kAZ there exists a collection
fQk;jg of disjoint maximal dyadic cubes such that
Dk ¼ fxARn : Mdw0ðxÞ4akg ¼
[
j
Qk;j; a
ko 1jQk;j j
Z
Qk;j
w0ðxÞ dxp2nak:
Further, every cube which satisﬁes the ﬁrst inequality is contained in a unique cube
Qk;j: Finally, if we deﬁne Ek;j ¼ Qk;j\Dkþ1; then jQk;j jEjEk;jj and so wðQk;jÞEwðEk;jÞ;
since wAAN (see [Pe2]). For each kAZ; deﬁne
Ck ¼ QAD : ako 1jQj
Z
Q
w0ðxÞ dxpakþ1
 
:
We can now argue as in [Pe3], replacing a sum over all dyadic cubes with a sum over
Caldero´n–Zygmund cubes: by (6.4),
X
QAD
cðQÞajj f jjL log L;Q
Z
Q
w0ðxÞ dx
pC
X
k;j
1
jQk;jj
Z
Qk;j
w0ðxÞ dx
X
QAD
QCQk;j
cðQÞajQjjj f jjL log L;3Q
pC
X
k;j
1
jQk;jj
Z
Qk;j
wðxÞ dxcðQk;jÞajQk;jjjj f jjL log L;3Qk;j
pC
X
k;j
Z
Ek;j
cðQk;jÞajj f jjL log L;3Qk;j wðxÞ dxpC
Z
Rn
MF;af ðxÞwðxÞ dx;
since the sets fEj;kgj;k are pairwise disjoint. Thus we have shown that
BpC
Z
Rn
MF;af ðxÞwðxÞ dx:
Combining the estimates for A and B we get the desired result. &
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6.3. Multiparameter fractional integral operators: proof of Theorem 3.4
and Proposition 3.5
Theorem 3.4 is an almost immediate consequence of a local version which is stated
below. We use the following notation: Qn and Qm denote cubes in R
n and Rm
respectively whose sides are parallel to the coordinate axes. Further, for any cubes
Qn and Qm; let
f
y
Qn
¼ 1jQnj
Z
Qn
f ð %x; yÞ d %x; f xQm ¼
1
jQmj
Z
Qm
f ðx; %yÞ d %y;
and
fQnQm ¼
1
jQnjjQmj
Z
Qn
Z
Qm
f ð %x; %yÞ d %y d %x:
Proposition 6.1. Given two cubes QnCRn and QmCRm; and fAC2ðQn  QmÞ; for
every ðx; yÞAQn  Qm;
j f ðx; yÞ  f yQn  f xQm þ fQnQm jpCTðjrxryf jwQnQmÞðx; yÞ:
Proof of Theorem 3.4. By Proposition 6.1, for every ðx; yÞAQn  Qm;
j f ðx; yÞ  f yQn  f xQm þ fQnQm jpCTðjrxryf jÞðx; yÞ:
Since f has compact support, f
y
Qn
; f xQm ; fQnQm tend to 0 as QnsR
n and QmsR
m; and
the desired inequality follows if we take these limits. &
Proof of Proposition 6.1. Let I denote the left-hand side of the desired inequality.
Then,
Ip 1jQnj jQmj
Z
Qn
Z
Qm
j f ðx; yÞ  f ð %x; yÞ  f ðx; %yÞ þ f ð %x; %yÞj d %y d %x:
For tA½0; 1 let gðtÞ ¼ f ðx þ tð %x  xÞ; yÞ  f ðx þ tð %x  xÞ; %yÞ: Then,
j f ðx; yÞ  f ð %x; yÞ  f ðx; %yÞ þ f ð %x; %yÞj
¼ jgð1Þ  gð0Þjp
Z 1
0
jg0ðtÞj dt
¼
Z 1
0
jhtð0Þ  htð1Þj dtp
Z 1
0
Z 1
0
jh0tðsÞj ds dt
p
Z 1
0
Z 1
0
jrxryf ðx þ tðx  %xÞ; y þ sðy  %yÞÞj j %x  xj j %y  yj ds dt;
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where, for sA½0; 1; the function h is deﬁned by
htðsÞ ¼ /rxf ðx þ tð %x  xÞ; y þ sð %y  yÞÞ; %x  xS:
Therefore,
Ip 1jQnj jQmj
Z 1
0
Z 1
0
Z
Qn
Z
Qm
jrxryf ðy;yÞj j %x  xj j %y  yj d %y d %x ds dt:
Now perform the following changes of variables on %x and %y: x˜ ¼ x þ tð %x  xÞ;
y˜ ¼ y þ sð %y  yÞ: Since x; %xAQn; x˜AQn: On the other hand,
jx˜  xj ¼ tj %x  xjp ﬃﬃﬃnp tcðQnÞ;
and consequently x˜AQn-Bðx;
ﬃﬃﬃ
n
p
tcðQnÞÞ: Denote this set by Qtn: In the same way,
y˜AQsm ¼ Qm-Bðy;
ﬃﬃﬃﬃ
m
p
scðQmÞÞ: Hence,
Z 1
0
Z 1
0
Z
Qn
Z
Qm
jrxryf ðy;yÞj j %x  xj j %y  yj d %y d %x ds dt
p
Z 1
0
Z 1
0
Z
Qtn
Z
Qsm
jrxryf ðx˜; y˜Þj jx˜  xj
t
jy˜  yj
s
dy˜
sm
dx˜
tn
ds dt
p
Z
Qn
Z
Qm
Z N
jx˜xjﬃﬃ
n
p
cðQnÞ
1
tn
dt
t
0
@
1
A Z N
jy˜yjﬃﬃﬃ
m
p
cðQmÞ
1
sm
ds
s
0
@
1
A
 jrxryf ðx˜; y˜Þj jx˜  xj jy˜  yj dy˜ dx˜
pCjQnj jQmjTðjrxryf jwQnQmÞðx; yÞ;
and this yields the desired estimate. &
Proof of Proposition 3.5. This result will follow from (1.9) if T can be written as the
composition of two fractional integrals of order 1, one in each variable. Fix f ;
without loss of generality, fX0: We will use the following notation: f yðxÞ ¼ f ðx; yÞ
and f xðyÞ ¼ f ðx; yÞ: Deﬁne
I
ð1Þ
1 f ðx; yÞ ¼ I ð1Þ1 f yðxÞ ¼
Z
Rn
f yð %xÞ
jx  %xjn1
d %x ¼
Z
Rn
f ð %x; yÞ
jx  %xjn1
d %x
and
I
ð2Þ
1 f ðx; yÞ ¼ I ð2Þ1 f xðyÞ ¼
Z
Rm
f xð %yÞ
jy  %yjm1
d %y ¼
Z
Rm
f ðx; %yÞ
jy  %yjm1
d %y:
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Hence, Tf ðx; yÞ ¼ I ð1Þ1 3I ð2Þ1 f ðx; yÞ; and soZ
Rn
Z
Rm
Tf ðx; yÞwðx; yÞ dy dx ¼
Z
Rn
Z
Rn
1
jx  %xjn1
Z
Rm
I
ð2Þ
1 f
%xðyÞwxðyÞ dy d %x dx:
For a.e. x; %xARn; since wxAANðRmÞ with constant independent of x; so by (1.9),Z
Rm
I
ð2Þ
1 f
%xðyÞwxðyÞ dypC
Z
Rm
M
ð2Þ
1 f
%xðyÞwxðyÞ dy ¼
Z
Rm
M
ð2Þ
1 f ð %x; yÞwðx; yÞ dy:
Similarly, for a.e. yARn; the weight wy is uniformly in ANðRnÞ; so again by (1.9),Z
Rn
Z
Rm
Tf ðx; yÞwðx; yÞ dy dxpC
Z
Rm
Z
Rn
I
ð1Þ
1 ððMð2Þ1 f ÞyÞðxÞwyðxÞ dx dy
pC
Z
Rn
Z
Rm
M
ð1Þ
1 3M
ð2Þ
1 f ðx; yÞwðx; yÞ dy dx: &
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