This article considers an unreplicated ultrastructural model and discusses the asymptotic properties of three consistent estimators of slope parameter arising from the knowledge of measurement error variances. Conditions are deduced when knowing the error variances associated with both the study and the explanatory variables is more=less beneficial than using a single error variance in the formulation of slope estimators.
INTRODUCTION
One of the important requirements for the application of least squares procedure to a linear regression model is that the explanatory variables are measured without any error. Such a requirement may not be accomplished in many practical situations, and the available observations on one or more explanatory variables are subjected to measurement errors. Consequently, the optimal properties of the least squares procedure are vitiated, so much so that the estimators of the regression coefficients are not only biased but inconsistent too.
The quest for consistent estimators of the regression coefficients in the presence of measurement errors has led to the strategy of adjusting the least squares estimators when some additional information about the model is available; see, e.g., Cheng and Van Ness (1999) and Fuller (1987) for a comprehensive exposition. Among the various formulations of the additional information about the model parameters, there are three interesting specifications. In the context of a bivariate regression model, these relate to the specification of the variance of measurement errors associated with the study variable, explanatory variable or both in the form of their ratio. As all the three kinds of prior information allow us to estimate the parameters consistently, it is probably pertinent to find out which type of prior information is more useful in the sense of providing less biased and=or more efficient estimators. This issue is just touched upon by Cheng and Van Ness (1994, p. 180 ). This problem is addressed in this article and situations are identified where the utilization of both the error variances in the formulation of a consistent estimator of the slope parameter is worthwhile in comparison to the use of merely one error variance.
The exact (analytic) finite sample properties of the estimators based on the knowledge of one of the two measurement error variances are difficult to obtain, see, e.g., Cheng and Van Ness (1999, p. 57) . In order to study the performance of these estimators, another alternative approach is to employ the large sample asymptotic approximation theory and base the inferences on these expressions. These expressions for efficiency properties involve some unknown population values and thus may leave the results unfit for practical applications. While dealing with measurement error models, it can be well appreciated that the reliability ratios associated with the study and explanatory variables are easily available or can be well estimated; see Gleser (1992; for more details on this aspect. So under the given circumstances, an attempt is made in this paper to express the large sample asymptotic approximations for the three popular estimators in terms of reliability ratios associated with study and explanatory variables.
Further, the dominance conditions for the superiority of one estimator over the other are obtained in terms of reliability ratios. Their advantage is that in practical situations, generally one has the idea of reliability ratios of the dependent and independent variables. Based on this knowledge, one can decide and choose the estimator which will behave more efficiently.
The literature dealing with measurement error models generally assumes the measurement errors to have a normal distribution. The distribution of measurement errors essentially depends on the nature of the experiment involved and may not always be necessarily normal. Thus the specification of normality may lead to some incorrect and invalid statistical inferences. To study the impact of not necessarily normally distributed measurement errors on the efficiency properties of consistent estimators, some investigations are reported in this article.
In order to study the finite sample properties of consistent estimators and to see how well the large sample asymptotic approximations hold for small samples, a Monte-Carlo experiment study is also reported.
The plan of the presentation is as follows. Section 2 describes the unreplicated ultrastructural model with not necessarily normally distributed errors and presents three estimators arising from the knowledge of measurement error variances. In Section 3, the asymptotic properties of these three estimators are analyzed and the implications of their properties are discussed for examining the question of whether knowledge of one variance over the other is more beneficial when the aim is to estimate the slope parameter consistently. The details of a Monte-Carlo experiment are reported in Section 4. Finally, some remarks are offered in Section 5. The derivation of results is presented in the Appendix.
MODEL AND THE ESTIMATION OF SLOPE PARAMETER
Let us consider the following unreplicated ultrastructural model:
(2:1)
where y i and x i refer to the observed values with true counterparts as Y i and X i of the study variable and explanatory variable respectively, u i and v i are the measurement errors associated with them, a is the intercept term and b is the slope parameter. For our present discussion, the conventional disturbance term in the regression relationship (equation error) is assumed to be subsumed in the measurement error of the study variable. However, because information about an equation error variance generally cannot be obtained in advance of a regression study, the practicality of using the last two estimators that we discuss, particularly the last one, in contexts where an equation error may be present, has been questioned (See Cheng and Van Ness, 1999, pp. 80 ff ) . We assume that X 1 , X 2 , . . . , X n are random variables with means m 1 , m 2 , . . . , m n but, variance s 2 w . Thus we can write
where w i is a random variable with mean zero. It is assumed that u 1 , u 2 , . . . , u n are independently and identically distributed with mean 0, variance s 2 u and kurtosis coefficient g 2u . Likewise, v 1 , v 2 , . . . , v n are independently and identically distributed with mean 0, variance s 2 v and kurtosis coefficient g 2v . Similarly, w 1 , w 2 , . . . , w n are independently and identically distributed with mean 0 and variance s 2 w . Further, all the three sets of random variables are mutually independent.
Combining (2.1)-(2.3), we can write
Although this relationship mimics a regression model, application of the least squares procedure provides neither consistent nor unbiased estimators of the parameters. However, such estimators can be modified and consistency of the modified estimators can be achieved when some additional information related to the parameters of the model is available; see, e.g. Van Ness (1999) and Fuller (1987) . When the variance s 2 v of the measurement errors associated with the explanatory variable is known, a consistent estimator of b is given by
where The subscripts of b indicate that estimators b e and b s arise from the knowledge of the error variances associated with the explanatory variable and study variable respectively while the estimator b es is based on the knowledge of both error variances.
ASYMPTOTIC PROPERTIES
Asymptotic properties of the estimators (2.6) and (2.9) have been largely analyzed under the specification of normality of errors. For instance, Cheng and Van Ness (1991) have worked out the asymptotic distribution of b e along with the asymptotic properties of estimators of other parameters. Similar results for the estimators b s and b es can be derived in the same way; see, e.g., Gleser (1985) , Patefield (1978) and Wong (1993) .
Relaxing the specification of normality of errors and assuming merely the finiteness of moments up to order four, Srivastava and Shalabh (1997a) have worked out asymptotic approximations for the bias and mean squared error of the estimator b e ; see also Srivastava and Shalabh (1997b) . Following the same methodology, similar results for the estimators b s and b es are derived in the Appendix and presented below.
In order to analyze the performance properties of estimators when errors are not necessarily normally distributed, we introduce the following notation:
and assume that s mm tends to a finite quantity as n tends to infinity. Here, l x and l y are the reliability ratios of the explanatory variable and study variable respectively.
Comparison of Relative Biases
Srivastava and Shalabh (1997a) have derived the large sample asymptotic approximation for the relative bias of the estimator b e to order O(n À1 ):
THEOREM 1 The large sample asymptotic approximations of the relative bias to order O(n À1 ) for the estimators b s and b es are given by
Proof See Appendix.
From the above results, it is interesting to note that asymmetry of the error distributions has no influence on the bias properties of the estimators, at least to the order of our approximation. However, the kurtosis does exhibit its influence in case of the estimators b e and b es .
Examining the expressions (3.1) and (3.2), we find that the relative bias to the given order of approximation in case of the estimator b e is positive as (2 þ g 2v ) cannot be negative. However, the relative bias of b s is positive as long as l x is less than (1=3). This remains true for l x greater than (1=3) provided that
or equivalently
When the condition (3.4) holds with a reversed inequality sign, the relative bias of b s is negative.
It is interesting to note that the bias of b s to the given order of approximation is the same for all kinds of error distribution. This is, however, not the case with b e and b es . Here the bias is influenced by the relative peakedness of the error distribution associated with the explanatory variable.
Let us now compare the estimators with respect to the criterion of the magnitude of bias.
Utilizing these conditions, we have identified the cases for the superiority of b s over b e under the criterion of the magnitude of bias for a few selected values of the reliability ratios l x and l y . These are assembled in Table I .
It is thus seen from Table I that the estimator b s possesses smaller magnitude of bias than b s over a fairly wide range of situations. In other words, for consistent estimation of the slope parameter, the use of s 2 u is a better proposition than the use of s 2 v unless l x is sufficiently large. 
On the other hand, employing s 2 v in comparison to s 2 u in the formulation of a consistent estimator of b under the criterion of magnitude of bias to the order of our approximation is better when
If we look at the expression (3.3) in order to compare the relative biases of b e and b s with b es , it is difficult to deduce any neat condition that can be given a simple and meaningful interpretation. It is therefore proposed to restrict our attention to the case of mesokurtic distributions (g 2u ¼ g 2v ¼ 0). Thus the expressions for the relative biases are
It is thus seen that the relative biases of the estimators b e and b es are always positive or negative depending upon whether or not the condition (3.4) is satisfied.
For the comparison of the magnitudes of the biases, we have computed the ratios
for a few selected values of l x and l y . These are assembled in Table II . As is observed from a comparison of (3.13) and (3.14), the relative bias of the estimator b es is always smaller than that of b e . Further, it is seen from Table II that the bias ratio r e for the estimators b es and b e declines as l y increases for a given value of l x while it rises as l x decreases for a given value of l y . So far as the estimators b s and b es are concerned no clear pattern is found, but it is observed from Table II that the estimator b s outperforms b es under the criterion of magnitude of bias over a wide range of values for the reliability ratios l x and l y .
Comparison of Relative Mean Squared Errors
The relative mean squared error of the estimator b e to order O(n À1 ) from Srivastava and Shalabh (1997a) is given by
Similar results for the estimators b s and b es are presented below:
THEOREM 2 The large sample asymptotic approximations of the relative mean squared errors to order O(n À1 ) for the estimators b s and b es are given by
As is observed in case of biases of the estimators, the mean squared errors are also influenced by the kurtosis, and not the skewness, of the distributions of measurement errors. Further, the mean squared errors are smaller when the error distributions are platykurtic rather than leptokurtic.
Comparing (3.15) and (3.16), we find that the estimator b s has smaller mean squared error than the estimator b e when
The opposite is true, i.e., the estimator b s is less efficient than b e when the condition (3.18) holds with a reversed inequality sign.
Similarly, it is observed from (3.15) and (3.17) that the estimator b es is more efficient than b e when
which is always satisfied for all kinds of platykurtic distributions.
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When this inequality holds with an opposite sign, the estimator b es is no more efficient than b e . Likewise, it follows from (3.16) and (3.17) that the estimator b es has smaller mean squared error than b s when
which is invariably true for platykurtic distributions. When the condition (3.20) holds with a reversed inequality sign, the estimator b s is more efficient. Now let us consider a particular case in which both the error distributions are mesokurtic (g 2u ¼ g 2v ¼ 0). In this case, the condition (3.18) reduces to the following
while the conditions (3.19) and (3.20) always hold true. In other words, the estimator b es based on the knowledge of the ratio of the error variances s 2 u and s 2 v is always more efficient than the estimators b e and b s based on the knowledge of a single error variance.
In order to appreciate the gain=loss in efficiency, we have evaluated the ratios
for a few selected values of l x and l y . From Table III , it is seen that the efficiency ratio Z e rises as l y increases and=or l x decreases. Just the reverse trend is observed in case of Z s , i.e., the efficiency ratio Z s declines as l y increases and=or l x decreases. It is interesting to note that the gain in asymptotic efficiency of the estimator b es over the estimators b e and b s is substantial for a fairly wide range of values of l x and l y . 
MONTE-CARLO SIMULATION STUDY
Before proceeding with the details of the Monte-Carlo simulation study, we may note that the exact finite sample properties of the two estimators, viz., b e and b s are difficult to obtain. The expected values of b e and b s do not exist. So the large sample asymptotic approximation theory is employed here to derive the first-order approximations for the bias and mean squared errors. The large sample asymptotic approximation theory essentially describes values in the central part of the distribution of the estimators; extreme values whose frequency becomes negligible in large samples are not described by the asymptotic theory. Even so, the large sample asymptotic approximation gives some idea about the overall behavior of the estimator. So the expressions for bias and mean squared errors derived earlier are not exact but at least explain the behavior of the estimator in the central part of the distribution. In order to study the finite sample properties of the estimators b e b s and b es , we conducted a Monte-Carlo simulation study using the S-plus statistical package. In order to study the behavior of non-normally distributed measurement errors, we adopted the following distributions:
(i) Central t-distribution (having no skewness but kurtosis only).
(ii) Beta distribution (having non-zero skewness and kurtosis) with density Note that because both s 2 u and s 2 v can take on values in (0, 1), there may be an infinite number of choices for their values. Instead, we base our choice on l x and l y which lie in (0, 1) and are easy to obtain or estimate in experimental settings; see, e.g., Gleser (1992) for details. Accordingly, we choose combinations of s 2 u , s 2 v and s 2 w to obtain our specific choices for l x and l y .
The following values are used in the simulation: The overall relative performance of these estimators is best seen by comparing the surface spline plots of EVE and EMSE under different distributions with those under the normal distribution. Before presenting the results, we note again that if two surface spline plots under small and large samples for a particular distribution are quite similar, this suggests that the behavior of the estimators is explained satisfactorily by the large sample asymptotic results. The surface spline plots are constructed by putting the values of l x on the x-axis (denoted as lambda x), values of l y on the y-axis (denoted as lambda y) and values of EVEs and EMSEs of the three estimators b e (denoted as be), b s (denoted as bs) and Firstly, we compare the surface spline plots of the respective distributions under small samples (n ¼ 15) and large samples (n ¼ 43). The surface spline plots of EVE and EMSE of all the three estimators are quite similar in case of normal (Figs. 1 and 2 ) and t-distributed (Figs. 3 and 4) measurement errors except at few points, viz., when l x ! 0:5 and l y ! 0:5 in case of EVE and EMSE of b e ; when l x ¼ 0:5 and l y ¼ 0:9 in case of EVE of b es and EMSE of b s in t-distributed measurement errors. Under beta distribution assumptions for the measurement errors, the surface spline plots of EVE of b e and b es (Fig. 5) are quite similar under small and large samples, but this is not the case for b s . The pattern of EMSE under beta distributed measurement errors (Fig. 6) are similar under small and large samples (Fig. 6) of b e and b s are smaller in large samples as compared with small samples whereas EMSE of b es is smaller in small samples. Similar large and small sample patterns can be seen in the EVE (Fig. 7) of all the three estimators under Weibull distributed measurement errors, but the EMSE plots, (Fig. 8) of b e and b s are similar whereas b es is different. It is generally observed that in the case of similar surface spline plots, the plots for large samples are smoother than those of small samples. Now we restrict our attention to the inter-comparison of effects of measurement errors under different distributions. Firstly, we compare the t-distribution (g 1 ¼ 0, g 2 ¼ 3:154) (Figs. 3 and 4) with the normal distribution ( Figs. 1 and 2 ) in order to see the effect of skewness of the measurement error distributions on the performance of the estimators. The pattern of the surface spline plots of all three estimators is quite similar with respect to the magnitude of EVE and their EMSEs. This indicates that skewness of the measurement error distribution does not play a major role, or may have little effect on the performance of the estimators, an assumption also indicated by the expressions for EVE and EMSE under first-order large sample asymptotic approximations.
Next, we compare the performance of beta distributed measurement errors (Figs. 5 and 6) with normally distributed measurement errors (Figs. 1 and 2) . We note that our choices of beta distributions have non-zero coefficients of skewness and kurtosis (g 1 ¼ 0:510, g 2 ¼ 3:308). Here, the effect of skewed and peaked distributions is seen more clearly in small samples (n ¼ 15). There is a wave pattern in the surface spline plots in case of EVEs of b e and b s , i.e., the bias first increases, then decreases and finally increases again with increasing values of both the reliability ratios. The behavior of EVEs of beta and normally distributed measurement errors is quite similar in large samples (n ¼ 43) as compared with small samples (n ¼ 15) except in case of EVE of b es , where the behavior is similar under both small and large samples. The direction of bias also changes from positive to negative in small samples whereas the bias is generally positive in large samples. The direction of bias for b es is generally positive and its magnitude remains stable with little variations over a large range of values of l x and l y . In large samples, a wave pattern is observed in the bias of b e . While comparing the EMSEs, we observe that the patterns are similar but their magnitudes differ for b es under both small and large samples. The patterns, as well as the magnitudes, of EMSEs of b e and b s are different under both small and large samples. The higher magnitude, of mean squared errors reflects the effect of non-normality of the distribution of the measurement errors.
Lastly, we take up the Weibull distribution. The Weibull distributed measurement errors are common in life testing experiments. The effect of non-normally distributed measurement errors is most clearly visible in this case. Since the pattern of surface spline plots of EVE and EMSE of all the three estimators under small and large samples are quite similar but irregular, it ensures at least that the behavior revealed by large sample asymptotic approximations is quite satisfactory. But when we compare the plots for the Weibull distribution (Figs. 7 and 8) with those for normal distributions (Figs. 1 and 2) , they are quite different. The Weibull distributed measurement errors make the estimators b e and b s highly negatively biased and b es highly positively biased. They tend to greatly increase the variability of the estimators.
Next, we would like to mention the presence of extremely large values of the simulated estimates. The main reason for the presence of these extremely large values is that as the denominators in the expressions for b e , b s and b es become very small, the bias and the EMSE can become extremely large. As the sample size n increases, the probability of such extreme values decreases and our asymptotic results therefore do not reflect this problem. For reasons given shortly, we believe that the problem of extreme values of the estimates can be avoided or minimized. Thus in order to get a perhaps more accurate test of the large sample results for the three estimators, we truncated the 5000 values of estimators and their mean squared errors calculated during iterations and recomputed the EVE and EMSE based on values after truncation. We truncated those computed values of the estimators which fell outside the interval (À100, 100). (Note that the actual value of the slope parameter being estimated is b ¼ 0:3.) The problem of extreme values affected worst the EVEs and EMSEs in the case of Weibull-distributed measurement errors.
In case the presence of extreme values of the estimates occurs, one can adopt the approach given in Fuller (1987), Srivastava and Shalabh (1997a,b) . Their approach essentially involves adding some value to the denominator of the estimator. Srivastava and Shalabh (1997a,b) derive a condition to choose the values to be added in the denominator. More detail on this subject would be out of place in the present paper.
Another aspect of the simulation results is to see how close are the results obtained from large sample asymptotic approximations and finite sample simulations. We computed the bias and EMSE of b e , b s and b es from their large sample asymptotic approximations and compared them with the results obtained from simulation.
We find that for the normal distribution, the large sample asymptotic approximations and simulated results for b e tend to be close as l x and l y increase. For lower values of l x and l y , the large sample asymptotic approximations tend to underestimate the true variability. Similar results hold for b s and b es except for l y ¼ 0:1 where the large sample asymptotic approximations for the bias are much higher than those obtained by simulation. For t-distributed measurement errors, the large sample asymptotic approximations and simulated results become closer as l x and l y increase. The EMSE of all three estimators are underestimated at the lower values of l x and l y but they become more accurate for larger values of l x and l y .
The bias and mean squared errors under the beta distribution of measurement errors are quite close to each other for all the three estimators except when l x ¼ 0:1, for which large sample asymptotic approximations overestimate b with b e and underestimates with b es . The values of bias and mean squared errors become closer as l x and l y increase. The EMSE of all the three estimators is underestimated by large sample asymptotic approximations for small samples but holds good for large samples. As l x and l y increase, the accuracy of bias and mean squared errors obtained under large sample asymptotic approximations and simulation increases.
It is difficult to comment on the performance of Weibull distributed measurement errors. The results obtained from large sample asymptotic approximations and from simulation for all three estimators differ greatly. Because the effect of outlying values of the estimates is greatly present in the simulation results, better estimates need to be found that reduce this problem before guidelines can be offered.
SOME REMARKS
We have considered three consistent estimators of the slope parameter b arising from knowledge of the exact value of s 2 u and=or s 2 v , and have analyzed the relative biases and relative mean squared errors of these estimators to order O(n À1 ) when the distributions of the measurement errors are not necessarily normal. Our investigations have revealed that the performance of estimators under non-normal measurement errors may differ considerably from the performance of these estimators when the error distributions are normal. It is interesting to observe that the asymmetry of distributions does not show its influence on the asymptotic properties. However, the kurtosis plays a prominent role. The kurtosis of the error distribution associated with the explanatory variable influences both the bias and mean squared error of the estimator based on the knowledge of s 2 v while in case of the estimator based on the knowledge of s 2 u , only the mean squared error is influenced by the kurtosis of the error distribution associated with the study variable. When both of the error variances s 2 u and s 2 v are utilized in the formulation of the estimator of slope, the bias and mean squared error are influenced by the kurtosis of both error distributions. Besides the kurtosis, the relative biases and the relative mean squared errors of all the three estimators to the given order of approximations are determined by the reliability ratios of both the study and explanatory variables.
It is perhaps no surprise to observe that no estimator dominates the other uniformly with respect to either the criterion of bias or the criterion of mean squared error for all kinds of error distributions. However, we have obtained conditions under which one estimator is superior to the others when the performance criterion is either the relative bias or the relative mean squared error.
When the error distributions are assumed to be mesokurtic or normal, we have compared the estimators with respect to the criterion of the magnitude of bias and have observed that the estimator based on the knowledge of s 2 u has better performance than the remaining two estimators over a wide range of situations characterized by the values of the reliability ratios l x and l y . When the estimators are compared with respect to the criterion of mean squared error, it is interesting to find that the estimator b es based on the knowledge of both the error variances has uniformly superior performance to the estimators which utilize only one of the error variances in their formulation. Perhaps it is worth mentioning that when the errors are normally distributed, Gleser (1985) showed that the estimator b es is the maximum likelihood estimator and therefore it has the smallest asymptotic variance among all estimators. So far as the performance of estimators using one of the error variances is concerned, it is observed that the estimator based on the knowledge of s 2 v has better performance than the estimator based on s 2 u when l x is less than l y . This result is reversed when l x is greater than l y . The results obtained by simulation can be combined with the dominance conditions obtained by large sample asymptotic approximations to gain a better view of the performance of estimators. The a priori knowledge about l x and l y will help in deciding which estimator out of the three will perform better under any particular distribution of measurement errors. Thus one may choose the appropriate piece of information in terms of measurement error variances to formulate the estimator. If Z denotes a n Â 1 random vector such that its elements are independently and identically distributed with mean 0, variance 1 and kurtosis coefficient g 2 , and B denotes any nonstochastic matrix, we have
Using these results along with the properties of u, v and w, it is easy to see that
Substituting these results, we find the expressions (3.2) of Theorem 1 and (3.16) of Theorem 2.
For the derivation of similar results for the estimator b es , we write
