Abstract. Because the volatility of financial asset returns tends to arrive in clusters, it is quite likely that outliers appear in patches. In this case, most of the statistical tests developed to detect outliers have low power. We propose to use the posterior distribution of the size of the outlier and of the probability of the presence of an outlier at each observation to detect and estimate the outlier. This sampling algorithm is an adapted version of the algorithm proposed by Justel et al. (2001) for autoregressive time-series models. Our proposed sampling procedure is applied to a simulated sample according to the stochastic volatility, a sample of the New York Stock Exchange daily returns, and a sample of the Brazilian São Paulo Stock Exchange daily returns.
Introduction
The stochastic volatility (SV) model (Harvey et al. (1994) , Ghysels et al. (1996) ) has had great success in the study of financial time series. A large part of this success results from the ability to explain part of the heavy tails and volatility clustering. According to Kobayashi (2006) "The estimation of the stochastic volatility (SV) models with jumps has been an important topic in financial econometrics, because the excess kurtosis that cannot be explained by the simple SV model is often attributed to jumps in returns and volatility." In other words, there are still some observations and changes that cannot be accommodated or explained by these models. This scenario is a matter of concern because empirical studies have shown that a small number of these observations can have a large effect on the model estimation and can lead to poor model specification. Therefore, it is necessary to find statistical tools to uncover these observations. The correct detection of these observations can provide valuable information about the series that is under analysis. Another feature of finance data is that the outliers come in patches because the effect of an unexpected extreme "good" or "bad" piece of news can last for more than one day. In this case, most of the statistical tests developed to detect outliers have low power. To overcome a similar problem in autoregressive processes, Justel et al. (2001) based a study on the McCulloch and Tsay (1994) Bayesian approach, and presented a procedure to detect and estimate patches of outliers in these processes. They used the posterior distributions of the size of the outlier and of the probability of the presence of an outlier at each observation to detect and estimate the outlier size. The methodology was shown to have good power for autoregressive processes. We use the same concept to detect patches of outliers in stochastic volatility processes. This procedure is applied here to simulated and empirical data sets.
There are other approaches suggested in the literature for detecting outliers in SV models, for example, by comparing posterior Bayes odds as in Eraker et al. (2003) , by an excess of skewness as in Bates (2000) , and by testing a moment condition on the options prices as in Pan (2002) . Another possibility is the use of the method proposed by Chib (1995) , i.e., to compare the log marginal likelihoods under both models.
This article is organized as follows. Section 2 presents a brief review of the tests proposed to detect outliers in volatility models, mainly in GARCH and SV models, the SV model with additive or level outliers, and the model likelihood. Section 3 presents the adaptation of the methodology of Justel et al. (2001) to detect patches of outliers in SV model. It also presents the priors and the conditional posteriors necessary to implement the MCMC estimation procedure. Section 4 illustrates the methodology with simulated data and the study of the continuously compounded daily return of the New York Stock Exchange composite index (NYSE), which was previously analyzed by Zhang (2004) and Zhang and King (2005) , and the Brazilian São Paulo Stock Exchange return index (IBOVESPA). Section 5 presents the final remarks.
SV models with level outliers
There is a large amount of literature on outlier tests in time series models, but most of the studies are related to ARMA models. The Chen and Liu (1993) procedure, which is one of the most used methods, is an iterative procedure that jointly estimates the model and the outliers to reduce the masking effect. McCulloch and Tsay (1994) presented a Bayesian approach to detect outliers in autoregressive models using Gibbs sampling, and they showed that the procedure has good power in detecting isolated outliers. However, the iterative procedures can have low power when the outliers occur near each other, i.e., in patches. Patches of outliers can appear in time series for many reasons. For example, Tsay et al. (2000) showed that an innovation outlier in a multivariate process could generate patches of outliers in a marginal univariate time series. To overcome this problem, Justel et al. (2001) based a study on the McCulloch and Tsay (1994) Bayesian approach and presented a procedure to detect and estimate patches of outliers in autoregressive processes.
More recently, articles have appeared in the literature that address outliers in volatility models. Because it is easier to work with GARCH models, most of the work on volatility outliers is related to GARCH models. See, for example, van Dijk et al. (1999) , Zhang (2004) , Zhang and King (2005) and Hotta and Tsay (2012) . In the stochastic volatility models the outliers are usually referred to as jumps. We can cite Chib et al. (2002) , Liesenfeld and Richard (2003) , Jacquier et al. (2004) , Kobayashi (2006) , Liesenfeld and Richard (2006) , Omori et al. (2007) and Nakajima and Omori (2009) regarding the SV models.
The SV model with an additive or level outlier (LO) is given by the following:
where |φ| < 1 and t and η t , t = 1, · · · , n, have independent standard Gaussian distributions. We also use the use the following reparametrization for the SV model:
where γ = exp µ/2 , i.e. a positive parameter. The notation δ t is an indicator function that is equal to one whenever an LO is present at the t-th observation and zero elsewhere, i.e., it has a Bernoulli distribution with parameter κ (denoted as δ t ∼ Ber(κ)). The random variable β t indicates the size of the outlier at the t-th observation with the log normal distribution
following Andersen et al. (2002) . Denote the n-dimensional vector of the returns as y = (y 1 , · · · , y n ) , the vector of (log) volatilities as h = (h 1 , · · · , h n ) , the vector of outlier indicators as δ = (δ 1 , · · · , δ n ) , the vector of outlier amplitudes as β = (β 1 , · · · , β n ) , and their transformed values as ψ = (ψ 1 , · · · , ψ n ) . Denote the vector of parameters as Θ = (µ, φ, σ 2 η , κ, ν) . For the sake of simplicity we will use the same name of the vector of parameters Θ when use the parametrization µ or γ. The posterior distribution of
where p(y|Γ) is the likelihood of y given Γ , p(h|β, δ, Θ) is the conditional density of h, p(β, δ|Θ) is the conditional density of (β , δ ) , and p(Θ) is the prior of Θ. Because of the independence of β and δ we have p(β, δ|Θ) = p(β|Θ)p(δ|Θ). The same is valid for Γ when we use the parametrization β or Ψ for the size of outliers.
Estimation: priors and conditional posteriors
The model is estimated by the MCMC technique, which was first proposed by Jacquier et al. (2004) in the SV context. In this section, we present the priors and conditional posteriors necessary to implement the algorithm. In Subsection 3.4, we present the standard method to sample the probability of the presence of the LO. This approach is used in the literature, for example, by Chib et al. (2002) , Liesenfeld and Richard (2003) , Jacquier et al. (2004) , Kobayashi (2006) , Liesenfeld and Richard (2006) , Omori et al. (2007) and Nakajima and Omori (2009) . In Subsection 3.5, we present our contribution, where we first detect possible intervals of observations with patches of outliers, and later we show how to sample in block, in each interval, the probabilities and size of outliers for each observation in the intervals.
3.1. Sampling (σ 2 η , φ). We follow Kim et al. (1998) and Shephard and Pitt (1997) in sampling σ 2 η and φ. Observe that, conditional to h and µ, we have a regression model. Therefore, using the inverse Gamma distribution IG(σ r /2, S σ /2) as the prior distribution of σ 2 η , the full conditional posterior distribution is given by the inverse Gamma distribution:
Following Kim et al. (1998) and Shephard and Pitt (1997) , we take σ r = 5 and S σ = 0.01 × σ r .
Reparameterizing φ = 2φ * − 1 and using as prior distribution of φ * a beta distribution with parameters (φ (1) , φ (2) ), the prior of φ is given by the following:
and the parameter φ can be sampled from the complete conditional density using the rejection method as follows. Considering the prior (4), the complete conditional distribution of φ is proportional to the following:
This function is concave in φ for any value of φ (1) and φ (2) . Therefore, we can sample φ using the rejection sampling algorithm. Kim et al. (1998) took the Taylor expansion of the prior with respect to the following value:
Therefore, given a proposed value φ p from N (φ, V φ ), where
this value is accepted with the probability exp{g(φ p )− g(φ * (i−1) )}, where φ * (i−1) is the sample from the previous (i-1)-th MCMC iteration, and
If the proposed value is rejected, then we take φ * (i) = φ * (i−1) 3.2. Sampling µ. Conditional to φ, σ 2 η and h we have a regression model. Thus, taking a diffuse prior for µ, the posterior distribution is sampled from the complete conditional distribution given by the following:
and
3.3. Sampling the volatilities. Jacquier et al. (2004) proposed a Bayesian approach to the SV model, exploring the structure of the model. After this seminal paper, several modifications were proposed to improve the efficiency of the simulation chain. See, for example, Shephard and Pitt (1997) , Kim et al. (1998) , Chib et al. (2002) , and Chib et al. (2009) . Kim et al. (1998) used a mixture of normal distributions and, conditioned on the mixture distribution, used the Kalman Filter to jointly sample all of the volatility vectors. They also proposed to jointly sample all of the model parameters in order to minimize the chain dependence. Chib et al. (2002) generalized the method proposed by Kim et al. (1998) . They used covariates and modified the distribution of the disturbances to capture the type of effect of outliers found in empirical financial series. Zhang and King (2005) used a single-move random-walk Metropolis-Hasting algorithm.
There are some differences in the papers cited above. Motta and Hotta (2003) and Liesenfeld and Richard (2006) present a comparison of these studies. We sample h using the simulation smoother (de Jong and Shephard , 1995; Durbin and Koopman , 2002) .
Standard sampling of the probabilities and sizes of outliers.
From Section 2 we have that δ t ∼ Ber(κ) and ψ t = log(1 + β t ) ∼ N (−0.5ν 2 , ν 2 ). We consider the prior distribution of κ given by κ ∼ Beta(u 0 , n 0 ) and the prior distribution of ν given by ν ∼ LN (ν 0 , N 0 ), where LN means lognormal distribution. The parameter κ can be sampled directly from the posterior because we have a conjugate family. The parameter ν is sampled using the acceptance-rejection Metropolis-Hasting algorithm (Tierney , 1994) . The hyperparameters u 0 , n 0 , ν 0 and N 0 will be given later.
The procedures for jointly estimating the model and detecting the outliers are based on the posterior distributions. Thus, we must calculate the posterior distributions of δ t and β t . The marginal posterior distributions of the elements of δ are given by the following:
where the sum is over all of the 2 n−1 outlier configurations, δ rt denotes a configuration, and p denotes the probability density function for discrete and continuous distributions. The posterior distributions of the size of the outlier are given by the following:
3.5. Sampling probabilities in a block. McCulloch and Tsay (1994) used Gibbs sampling to sample from the posterior distributions of the probabilities and of the size of additive outliers in autoregressive models. Justel et al. (2001) showed that the McCulloch and Tsay (1994) procedure has good power in detecting isolated outliers in autoregressive models but is inefficient in the presence of patches of outliers. To overcome this problem, Justel et al. (2001) proposed an algorithm in two stages. In the first stage, they identify a possible patch of outliers, and in the second stage, they identify the observations within the block that are affected by the outliers. The first stage uses the standard method to sample the probabilities and the size of the outliers. In the second stage, the sampling is performed in blocks in each patch. The priors for the second stage are the same as those in the first stage. The two stages are presented below, and the block sampling described in Subsection 3.5.2.
3.5.1. Procedure to detect possible patches of outliers. In this section, we consider the first stage of the Justel et al. (2001) procedure to detect patches of outliers. Initially, we must define two critical values, c 1 and c 2 , with c 2 < c 1 and d. While c 1 is defined in step (2), c 2 and d are defined in step (3). The procedure consists of the following steps:
(1) Estimate the model, and denote the estimated probability of the presence of an outlier in the t-th observation byp t . Call the estimates in this step Standard Gibbs Sampler estimates;
(2) The t i -th observation is suspected of being an outlier ifp t > c 1 . Let T * = {t 1 , · · · , t m } be the set of observations that are detected as possible outliers in this step. Justel et al. (2001) suggested considering the total number of possible outliers to be at most equal to n/2. Thus, if m > n/2, the we must increase c 1 ; (3) Consider the second critical value, c 2 < c 1 , to test whether the 2d observations that are nearest to each one of the m observations found in step (2) are possible outliers. An observation is included in the window test as a possible outlier ifp t > c 2 ; (4) For each value t i ∈ T * define k i = max{0, 1, · · · , d}, with y t i −k i > c 2 , and v i = max{0, 1, · · · , d}, with y t i +v i > c 2 . The possible block of outliers related to the observation y t i is given by the block (
the maximum length of the block is (2d + 1); (5) Any set of consecutive intervals with juxtaposition is concatenated in a unique block. Thus, the number of possible blocks can be less than m, and the length of the blocks is unlimited; (6) The total number of possible outliers is given by the number of observations covered by the blocks. If this number is larger than n/2, then the critical value c 2 must be increased and/or the value of d must be decreased. As a third alternative, c 1 should be increased; (7) For each block of observations identified as possible outliers reestimate the posterior probability. The next subsection shows how to estimate the probability inside the blocks. Call the estimates in this step the Adapted Gibbs Sampler estimates.
3.5.2. Posterior distribution for the block of outliers. After identifying the possible block of outliers, it is reasonable to sample simultaneously inside the blocks using Gibbs sampling. To perform this sampling, we must find the posterior distributions of a block starting, for example in the j-th observation with a size of, for example, k Then, δ j,k = (δ j , . . . , δ j+k−1 ) and β j,k = (β j , . . . , β j+k−1 ) are the indicator and size of the outliers, respectively. The posterior distribution of Γ = (Θ , h , β , δ ) is given by equation 3. Because we do not have a closed form for the density, we will use the MCMC to sample from the density. We will use the method presented by Kim et al. (1998) . Rewrite the model as follows:
São Paulo J.Math.Sci. 8, 2 (2014), and the distribution of z t = log 2 t is approximated by a mixture of normal distributions. The complete conditional distribution is given by the following:
, where δ (j) is obtained from δ by eliminating the component δ j , and f N (y t µ, σ 2 ) denotes the density of the normal distribution with a mean µ and variance σ 2 evaluated at y t . For the size of the outlier, we have that
We need the joint distribution of the size of of all the outliers in the block to obtain the joint samples. Denote by Γ (δ j,k ) and Γ (β j,k ) the vector Γ eliminating the vectors δ j,k and β j,k , respectively. The posterior distributions of δ j,k and β j,k , are given, respectively by:
where s j,k = j+k−1 t=j δ t , and p(κ) and p(ν) are the prior distributions of κ and p(ν), respectively, and given in Subsection 3.4. The distributions of the size of the outliers inside each block, conditional to ν are independent. The first likelihood can be factored as follows:
where y k j = (y j , . . . , y k ) and T j,k = min{n, j + k}. For the LO model (1), the density is given by the following:
The likelihood p(y|Γ (β j,k ) ; β j,k ) can be factored in a similar way. Now, we have all of the results that are necessary to apply the Gibbs sampler in step (7), and we can sample from the posterior distribution of δ j,k and β j,k to estimate their distributions. In summary, the sampling procedure for (Θ , h , δ , β ) is as follows:
• sample φ from the rejection sampling algorithm (see Subsection 3.1); • σ 2 η directly from the inverted Gamma density (see Subsection 3.1); • sample µ directly from the Gaussian density (see Subsection 3.2);
• sample h by simulation smoother (see Subsection 3.3);
• The standard sampling of δ and β is given in Subsection 3.4. The adapted sampling method inside the block of outliers is given in Subsection 3.5.2.
Examples
We illustrate the performance of the proposed methods with four examples. Two of the examples are with simulated data and two of the examples use a real data series, the NYSE series analyzed by Zhang and King (2005) and the IBOVESPA return series.
The priors adopted for the three series were µ = 2 log γ ∼ N (0, 100); φ * ∼ Beta(20, 1.5), which corresponds to a mean of φ equal to 0.86; κ ∼ Beta(2, 100), σ 2 η ∼ IG(2.5, 0.05/2); for ν, we took log(ν) ∼ N (−3, 0.15). The 2.5% and 97.5% percentiles of these priors are (0.588, 0.989) and (0.0039, 0.0602) for φ and σ 2 η , respectively, and almost all the real positive values for γ. The minimum and maximum of the estimates found in the four examples (the estimates are given by the mean of the posterior distribution) are equal to (0.940, 0.980), (0.014, 0.065) and (0.986, 2.17) for φ, σ 2 η and γ, respectively. This scenario implies that, except for the estimate 0.065 of σ 2 η , the priors are not very informative. The second largest estimate of σ 2 η was 0.048. A more complete analysis of the prior and posterior distributions and an analysis of the sensitivity on the priors was done and showed that the use of a less informative prior does not change any of the conclusions. For this reason, we decided to keep these priors taken from the literature.
The normal distribution as a prior for log(ν) implies a log-normal distribution as a prior with a mean that is equal to 0.053 and a standard deviation that is equal to 0.022. The hyperparameters for the prior of κ imply a mean that is equal to 0.0196 and a standard deviation that is equal to 0.0137.
To secure convergence, we used a total of 150, 000 iterations in the first step of the procedure for the standard Gibbs sampler and in the adapted Gibbs sampler.
We used the mean of the posterior distributions as the estimates. They were evaluated as a mean of the last 1, 000 iterations. We used the estimates given in the standard Gibbs sampler as parameters of the distributions used in the adapted Gibbs sampler.
We used c 1 = 0.5 for the first step of the algorithm and c 2 = 0.3 to define the extreme limits of the patches as threshold values, and d = 2. 4.1. Simulated Data. In the first two examples, we use simulated data with φ = 0.9811, σ 2 η = 0.0144 and γ = 1 (µ = 0.0), with a sample size equal to 1000 with and without outliers.
Simulated series without outliers:
Figure 1 presents the information related to the estimation of the parameters φ, σ 2 η and γ. The figure presents the MCMC sample, the histograms and the autocorrelation function based on 20, 000 iterations. The first column presents the results for φ|y, the second for σ η |y and the third for γ|y. Figure 1 . Graphs of the MCMC sample, histograms of the posterior distributions of the parameters and the autocorrelation function for a series generated without any outliers. Figure 2 presents the simulated series at the top and the mean of the marginal posterior distribution of (δ t |y), i.e., the probability that an observation is an outlier. For simplicity, sometimes we refer to the mean as the posterior probability of the presence of an outlier. Because all the estimated probabilities are smaller than 0.20 we do not detect any outlier in the simulated series even for values of c 1 that are as small as 0.20. 
Simulated series with outliers:
We now insert LO and a volatility outlier (VO) in the data generating process. The VO is introduced in the volatility equation given in equation 1 as the following:
t is an indicator function for the VO, and β V t is the size of the VO at the t-th observation.
We take the size of the LO as equal to the standard error of the simulated series without outliers multiplied by ∆, while the size of the VO is taken as equal to the standard error of the autoregressive process multiplied by Λ, i.e., Λ[σ 2 η (1 − φ 2 ) −1 ] 0.5 . Two isolated LOs were inserted, one of size 8 (∆ = 8) in the 50-th observation and another of size 5 in the 500-th observation. We also included six consecutive LOs of size 4 from the 250-th to the 255-th observation and one VO of size 5 in the 700-th observation. Because we used exactly the same sampled values for t s and η t s, the simulated series with and without outliers are equal before the innovation outlier, i.e, up to the 699-th observation, except at the 50-th, from the 250 to the 255-th and at the 500-th observation, which are affected by additive outliers. Figure 3 presents the simulated series in the upper part, and the estimated posterior probabilities of the presence of an outlier in step (7), i.e. estimated by the adapted algorithm, in the lower part. The posterior probabilities estimated in steps (1) and (7) are almost the same outside the blocks, and the probabilities found in step (1) Figure 3 . Results for the simulated series with outliers. a) Simulated series. b) Posterior probability of the presence of an outlier.
In the first step, the two isolated outliers in the 50-th and 500-th observations were detected as single outliers with a posterior probability almost equal to 1.0. Two blocks of width six each were detected, one from the 250-th to the 255-th observation and another from the 700-th to the 705-th observation. The first block matches the positions of the block of LOs introduced and the beginning of the second block is the position where the VO was introduced. The effect of a VO in the log volatility decreases exponentially, and the effect in the returns is multiplicative and given by the exponential of the effect on the log-volatility. In consideration of these facts it is not immediate to define an equivalent level effect. We just expect that the effect of and VO should decrease and eventually die out. It is interesting to note that not all of the posterior probabilities estimated in step (1) were large inside the blocks. After step (7), all of the estimated probabilities inside the LO block (see Table 1 ) are approximately equal to 1.0. In the second block, related to the VO, the posterior probability and the estimated size are decreasing, which is in agreement with the effect of a VO, as discussed previously. For all of the other observations, there was no false detection of an outlier with all of the posterior probabilities of the presence of an outlier smaller than 0.05. Thus, at least for these two simulated series the test had a good performance.
The estimates of the probability and the size (mean and standard deviation of the posterior distribution) of the detected outliers are given in Table 1 . Except for the observations with VO, we have the true size of the outlier. Table 1 presents the estimates of the size of the outlier by the standard Gibbs sampler given in step (1) and by the adapted Gibbs sampler obtained in step (7). We can see that the standard Gibbs sampler yields good performance for isolated outliers, but that it is not as good for blocks of outliers. The adapted Gibbs sampler produces good estimates even when the outlier occurs in blocks and has a smaller standard deviation than the standard Gibbs sampler. We can see that the estimates are very close to a real value with all of the posterior probabilities near 1.0. We can say that the performance of the test is very good for the simulated series. In the following, all of the results are for the adapted Gibbs sampler. 4.2. New York Stock Exchange Composite Return Index. In this subsection, we apply the outlier detection procedure to the NYSE composite return (in percentages). The sample consists of 1,255 observations from January 2, 1997 and December 31, 2001. We will use this series to compare with the results of Zhang and King (2005) .
The mean and standard deviation of the posterior distribution of the parameters φ, σ 2 η and γ were equal to 0.940(0.006), 0.046(0.005) and 1.150(0.086), respectively. Figure 4 presents the NYSE return series in the upper part, and the posterior probabilities of outliers estimated by the proposed method in the lower part. Table 1 . Estimation of the size of the outliers in the simulated series with outliers: the mean and standard deviation (in brackets) of the posterior distribution of the size of the outlier, and the mean of the posterior distribution of the presence of an outlier. The results are for the standard (step (1)) and adapted (step (7) Table 2 gives the observations where the posterior probability of the presence of an outlier is larger than 0.5. The smallest value in Table 2 is 0.8976 and the largest posterior probability of observations not included in the Table 2 is very small, smaller than 0.1, except for three observations with probabilities in the interval (0.3, 0.5). These results show that the method clearly classified whether we have an outlier at each observation of the series. The effect of the standard and adapted algorithm in the point estimates is not very large. For instance, the estimates for (φ, σ η , β) were equal to (0.935, 0.192, 1.21) when the model is estimated without outliers, and were equal to (0.928, 0.215, 1.24) and (0.940, 0.213, 1.15) when the model is estimated with outliers using the standard and adapted methods, respectively. To compare with the results from Zhang and King (2005) , Table 3 presents the observations that are considered to be influential by those authors and/or by our analysis. Zhang and King (2005) used the slope and curvature local influence diagnostics, using three types of perturbations, volatility, additive and data perturbations, with a total of six tests, and they used a GARCH(1,1) model. The volatility perturbation is related to VO, while the additive and data perturbations are related to LO. We use the corrected results that are available in X. Zhang home page in http://users.monash.edu.au/ xzhang/. The fourth column indicates whether the observation was detected as influential by any of the local perturbation tests. From the total of the 15 observations detected as outliers by our test, only two were not detected as outliers by any of the Zhang and King (2005) tests, the 206-th observation (27/10/97), which is in the middle of a patch of outliers related to the Asian crisis, and the 1187-th observation (25/09/01), which is near two other outliers and the 11-th September terrorist attack. From the 19 observations that were detected by any of the six local influential tests, only six were not detected by our test, and none were during or near the crisis period. Among the six observations detected by the volatility perturbation tests (either by the slope-or curvature-based diagnostics), only one was not detected by our test. Among the 15 detected by the additive perturbation, only three were not detected by our test, and among the 10 detected by the data perturbation tests, four were not detected by our test. Thus, we could say that the performance of the test was quite good and that it is able to detect all of the types of perturbations considered by Zhang and King (2005) with the advantage of using a single model, estimating the size of the outlier and giving evidence of the presence of the outlier. It is interesting to note that all of the main crises in the period, the Asian flu in October 1997, the Russian cold in August 1998, the NASDAQ fall in April 2000 and the terrorist attack in September 2001, were detected as outliers. The only major crisis that was not detected as an outlier by our test was the Brazilian Sneeze in January 1999. Figure 5 . The mean and standard deviation of the posterior distribution of the parameters φ, σ 2 η and γ, were equal to 0.979(0.009), 0.048(0.025) and 2.170(0.25), respectively. Figure 5 presents the IBOVESPA return series in the upper part, and the posterior probabilities of outliers estimated by the proposed method. Table 4 gives observations for which the posterior probability of the presence of an outlier is larger than 0.5. The three smallest values in the table are 0.798, 0.867 and 0.933, and the largest posterior probability of the observations that are not included in the table is smaller than 0.1. Again, the method clearly classified whether we have an outlier at each observation in the series. Most of the influential observations detected were during or near to economic crises. It is interesting to observe that the pattern of the estimated posterior probability of the presence of an outlier during the Brazilian Sneeze crisis in 1999 is typical of a VO. 
Concluding remarks
We adapted the Justel et al. (2001) test to detect patches of outliers in the stochastic volatility model. We applied the suggested procedure to simulated and real data sets. The test showed good performance when applied to all the series. In the analysis of the simulated series, the estimation of the posterior probability inside the possible blocks improved the performance of the estimates of the size of the outlier and increased the posterior probability of the presence of the outliers where they were introduced. This test was also applied to the NYSE series, which was analyzed by Zhang and King (2005) using six different tests, i.e., slope-and curvature-based diagnostics for three types of perturbations. The proposed test produced a similar result, showing power against different types of outliers with the advantage of estimating the size of the outlier and giving evidence of the presence of the outlier. The results of the application to the IBOVESPA series are also in agreement with the economic facts. In the four examples, the estimated probability in steps (1) and (7) were either small or close to 1.0, showing that the procedure is quite robust in relation to the choice of the critical values c 1 and c 2 . This result and the robustness to the choice of d were verified in an analysis not reported here.
