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A B S T R A C T
Ice and snow particles play a key role in the atmosphere of the Earth
and affect—among others—cloud physics and radiative properties,
precipitation, and surface albedo. As a consequence, ice and snow
have major impact on weather and climate. However, in situ observa-
tions of ice clouds and snowfall are difficult and sparse. This leads to
a great potential of remote sensing, which can provide observations at
high temporal and spatial resolutions. Among the various types of re-
mote sensing instruments, ground-based vertically pointing Doppler
radars are one of the most promising concepts: Doppler radars are
the only instruments which can penetrate also optically thick clouds
and, at the same time, are capable of measuring the fall velocity of
hydrometeors. However, the observables of Doppler radars are only
indirectly linked to cloud and precipitation properties. The required
transfer functions are not uniquely defined resulting in substantial
uncertainties of radar-based ice cloud and snowfall retrievals.
In the context of studying ice and snow with radars, this study
investigates two key issues: (I) the need for additional snowfall mea-
surements with radar and (II) the potential of higher moments of the
radar Doppler spectrum for observing ice cloud properties.
To address Key Issue I, an improved spectral processing scheme
for the MRR, a compact precipitation Doppler radar, is introduced.
The scheme significantly enhances the radar sensitivity and allows
observations of snowfall profiles (Publication I). One year of MRR ob-
servations from three polar sites in East Antarctica and Svalbard are
investigated with respect to changes of snowfall within the vertical
column (Publication II). The transformation found is used for assess-
ing the snowfall measurement uncertainties of the radar onboard
the CloudSat satellite which is the only source of global snowfall
estimates. However, the lowest 1200m above the surface are contami-
nated by ground clutter so that the measurements cannot be exploited
(blind zone). The analysis shows that snowfall amount is underesti-
mated when using CloudSat. Also, a blind zone reduced by 50% does
not improve the snowfall estimation in all aspects.
For Key Issue II, the potential of higher moments for observations
of ice cloud properties, an advanced radar simulator capable of sim-
ulating the full Doppler radar spectrum is developed (Additional
Study I). The radar simulator is used to forward model in situ aircraft
observations of stratocumulus ice clouds obtained during the ISDAC
campaign in Alaska (Publication III). The combination of in situ data
and ground-based radar observations with the 35GHz MMCR radar
in Barrow, Alaska, is used to develop a novel method for deriving
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temperature-dependent particle mass-size relations. Subsequently, the
impact of replacing measurements by various parameterizations is in-
vestigated for projected particle area and particle size distribution. For
this, moments of the radar Doppler spectrum of the MMCR are sta-
tistically compared to forward modeled ISDAC data. It is found that
the use of higher moments of the Doppler spectrum such as skewness
and kurtosis as well as the slopes of the Doppler peak gives addi-
tional information when identifying the parameterization methods
which lead to most consistent results. Radar-based ice cloud retrievals
are often underdetermined and additional observables are desirable.
The potential of increasing the number of observables using higher
moments and slopes is evaluated based on the developed forward
model, parameterizations, and coefficients (Additional Study II). An
idealized retrieval based on simulated measurements is successfully
developed for moderate turbulence levels. Retrieved are parameters
describing particle mass, area, and size distribution. It is shown that a
retrieval including higher moments and the slopes provides a higher
number of degrees of freedom for signal than a dual-frequency re-
trieval based on the conventional moments such as radar reflectivity
factor and mean Doppler velocity. This highlights the great potential
for enhancing observations of ice clouds with higher radar moments.
Z U S A M M E N FA S S U N G
Eis- und Schneepartikel spielen in der Erdatmosphäre eine Schlüs-
selrolle. Sie beeinflussen Prozesse und Strahlungseigenschaften von
Wolken, Niederschlag und die Oberflächenalbedo, wodurch sie we-
sentlichen Einfluss auf Wetter und Klima haben. Allerdings sind in
situ Messungen von Eiswolken und Schneefall schwierig und sel-
ten. Hieraus ergibt sich ein großes Potential von Fernerkundungsver-
fahren, die kontinuierliche Beobachtungen bei hohen zeitlichen und
räumlichen Auflösungen liefern können. Unter den verschiedenen Fer-
nerkundungsverfahren, sind vertikal ausgerichtete, bodengebundene
Dopplerradare besonders hervorzuheben: Sie sind das einzige Instru-
ment das sowohl durch optisch dicke Wolken hindurch schauen kann
als auch die Fallgeschwindigkeit von Hydrometeoren messen kann.
Die Beobachtungsgrößen von Dopplerradaren sind jedoch nur indi-
rekt mit Eigenschaften von Eiswolken und Niederschlag verbunden,
was zu erheblichen Unsicherheiten bei der Anwendung von radarba-
sierten Retrievals führt.
In diesem Zusammenhang werden in dieser Arbeit zwei Schwer-
punkte untersucht: (I) die Notwendigkeit von zusätzlichen Beobach-
tungen von Schneefall mittels Radars und (II) das Potential höherer
Momente des Radardopplerspektrums für die Beobachtung mikro-
physikalischer Eigenschaften von Eiswolken.
Zur Behandlung von Schwerpunkt I wird ein verbessertes, spek-
trales Prozessierungsverfahren für MRR, ein kompaktes Dopplerra-
dar, vorgestellt. Das neue Verfahren verbessert die Sensitivität des
Radars deutlich und erlaubt die Aufzeichnung von vertikalen Schnee-
fallprofilen (Publikation I). Es werden jeweils zwölfmonatige MRR
Beobachtungen von drei polaren Stationen in der Ostantarktis und
auf Spitzbergen auf vertikale Veränderungen des Schneefallprofils
untersucht. Die Ergebnisse werden verwendet, um auf die Unsicher-
heit von Schneefallmessungen mit dem Radar des CloudSat Satelliten
zurückzuschließen (Publikation II). CloudSat kann zwar als einziges
Instrument globale Beobachtungen von Schneefall aufzeichnen, je-
doch sind die untersten 1200m der Atmosphäre durch Festechos der
Erdoberfläche kontaminiert und können nicht verwendet werden. Es
wird gezeigt, dass dies die mittels CloudSat beobachtete Schneefall-
menge verringert und dass selbst eine Reduzierung des von Festechos
betroffenen Höhenbereichs um 50% solche Fehler nicht vollständig
beheben würde.
Für Schwerpunkt II, das Potential höherer Momente zur Beobach-
tung von Eiswolkeneigenschaften, wird ein fortschrittlicher Radar-
simulator entwickelt, der auch vollständige Dopplerspektren simu-
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lieren kann (Weiterführende Studie I). Der Radarsimulator wird be-
nutzt, um in situ Flugzeugbeobachtungen von Stratocumulus-Eiswol-
ken zu simulieren, die während der ISDAC Kampagne in Alaska
aufgezeichnet wurden (Publikation III). Die Kombination von Flug-
zeugdaten und Beobachtungen des 35GHz MMCR Radars in Barrow,
Alaska, wird verwendet, um eine neuartige Methode zur Bestimmung
temperaturabhängiger Massen-Größen Verhältnisse für Eispartikel zu
entwickeln. Im nächsten Schritt werden Messungen von projizierter
Partikelfläche und Partikelgrößenverteilung durch geeignete Parame-
trisierungen ersetzt und die Veränderung untersucht. Dazu werden
die vorwärts modellierten Flugzeugmessungen mit MMCR Beobach-
tungen statistisch verglichen. Es wird gezeigt, dass höhere Momen-
te der Dopplerspektren, wie Schiefe und Wölbung sowie die linke
und rechte Steigung des Dopplerpeaks, zusätzliche Informationen
für die Bestimmung der geeignetsten Parametrisierungen liefern kön-
nen. Radarbasierende Retrievals sind häufig durch den Mangel an
Messgrößen unterbestimmt. Um zu untersuchen ob höhere Momente
und Steigungen als zusätzliche Messgrößen für Retrievals geeignet
sind, werden die hier entwickelten Parametrisierungen, Koeffizienten
und das Vorwärtsmodel verwendet (Weiterführende Studie II). Für
moderate Turbulenzbedingungen kann ein idealisiertes Retrieval für
Parameter zur Beschreibung von Partikelmasse, -fläche und -größen-
verteilung erfolgreich entwickelt werden. Die Ergebnisse zeigen, dass
Retrievals, welche höhere Momente und Steigungen verwenden, mehr
Freiheitsgrade erfassen können als Retrievals, welche zwei verschie-
dene Frequenzen, jedoch nur die herkömmlichen Momente, Radar-
Reflektivitätsfaktor und mittlere Dopplergeschwindigkeit, verwenden.
Dies unterstreicht das große Potential von höheren Momenten für ver-
besserte Beobachtungen von Eiswolken.
Part A
I N T R O D U C T I O N

1
M O T I VAT I O N
Ice plays a key role in the Earth’s atmosphere. While ice crystals are,
as the name implies, single crystals, aggregates of thousands of ice
crystals are called snow crystals or snowflakes (AMS, 2014). In prac-
tice, it is usually assumed that ice clouds consist mainly of suspended
ice crystals while snowflakes precipitate out of clouds (Waliser et al.,
2009). However, this categorization of frozen hydrometeors into two In this thesis, frozen
water within ice or
mixed phase clouds








species is to a certain extent artificial (Schmitt and Heymsfield, 2014), be-
cause there is no clear separation between ice and snow with respect
to fall velocity and even the smallest ice crystals sediment, albeit very
slow. At the same time, it is also possible to find aggregated crystals
within ice clouds (e. g., Brown and Francis, 1995; Korolev et al., 1999)
and single, unaggregated ice crystals can be observed as precipitation
falling to the surface in very cold conditions (e. g., Magono and Lee,
1966; Hogan, 1975).
Independent of the precise discrimination, both hydrometeor spe-
cies play a key role in the climate system. With a global mean snow-
fall rate of 0.28mm h−1 (Kulie and Bennartz, 2009), snowfall is a crucial
component of the atmospheric water cycle contributing to the major-
ity of precipitation in high latitudes (Figure 1) and acting as a source
for glaciers and ice shields. Also rainfall is mostly initiated via the ice
phase in mid- and high latitudes: Löhnert et al. (2014) found that the
ice phase was involved for 97% of the total precipitation amount for a
mid-latitude site in Germany. In addition, snowfall and precipitation
in general are an important freshwater input into the oceans influenc-
ing ocean surface buoyancy and deep water formation (Liu and Curry,
1997). At the land surface, snow can have major impact on society
by influencing e. g., traffic (Call, 2011) and winter recreation (Rutty
and Andrey, 2014). From a meteorological perspective, snow has a
major impact on the albedo of the Earth (Vavrus, 2007; Waliser et al.,
2011) which is one of the most important feedback mechanism for
global climate (Hall, 2004). Similarly, ice clouds influence the albedo
by shortwave reflective cooling, but at the same time, they also emit
longwave radiation back to the Earth’s surface and contribute to the
greenhouse warming. Recent studies indicate that for high ice clouds,
the latter effect outweighs the other (IPCC, 2014, FAQ 7.1).
Despite their importance, many processes related to ice clouds and
snowfall are not yet fully researched. Apart from the exact determina-
tion of the influence of ice clouds on the radiation budget (Shupe and
Intrieri, 2004), the development of the various crystal shapes as a func-
tion of temperature and supersaturation is not yet fully understood
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Figure 1: Mean zonal occurrence of oceanic light precipitation (as a percent-
age of total rainfall occurrence) derived from the Comprehensive
Ocean-Atmosphere Data Set using ship-borne meteorological ob-
servations (1958-1991). Source: ESA (2004) cited in Levizzani et al.
(2011).
(Libbrecht, 2005). Furthermore, the processes relating snowfall to sur-
face deposition are difficult to quantify, especially at high latitudes
(Lenaerts et al., 2012).
Due to the complexity even at very small scales, the representa-
tion of ice (Eliasson et al., 2011) and snowfall (Adams, 2004; Thompson
et al., 2004) in Numerical Weather Prediction (NWP) models and Global
Climate Models (GPM) leaves room for improvement (Li et al., 2005,
2007) which causes large uncertainties also with respect to future cli-
mate change (IPCC, 2014, p. 743). One of the main reasons is that
most cloud related processes require parameterizations, because they
cannot be resolved by the model and are sub-scale (Arakawa, 2004).
In addition, the complex interactions between aerosols and hydrom-
eteors are not yet fully understood and most NWP models contain
no more than three idealized species of frozen hydrometeors (cloud
ice, snow, and graupel). For these, bulk microphysical models are
used with empirical parameterizations. These cannot resolve pro-
cesses depending on particle habit or size because only one moment





schemes (e. g., Seifert and Beheng, 2006) or even full bin microphysics
(e. g., Lynn et al., 2005) have only recently been developed due to the
larger computational costs.
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More and improved observations are essential for increasing the
understanding of ice and snow, but their observation is particularly
difficult. Traditionally, precipitation gauges are used for measuring
snowfall, but they are especially affected by biases induced by wind
undercatch and blowing snow (Yang et al., 2005; Knuth et al., 2010;
Thériault et al., 2012). In addition, there are only few surface observa-
tions of precipitation available at high latitudes and measurements
are almost completely missing over sea or over the ice shields (Schnei-
der et al., 2014). For ice clouds, in situ observations are even more
sparse, because they are only possible on exposed locations such as
high mountains (Matrosov et al., 2001; Krüger et al., 2014) and during
aircraft campaigns (e. g., Verlinde et al., 2007; McFarquhar et al., 2011;
Schmid et al., 2014). However, in situ aircraft measurements require
a lot of resources and hence cannot provide long term observations.
At the same time, there are still major problems with the quality of
ice clouds measurements (Baumgardner et al., 2012), e. g., due to shat-
tering of the ice crystals at the inlets of the in situ probes (Field et al.,
2006).
This gap in observations can be partly closed using remote sens-
ing. Especially satellite-based observations can provide homogeneous,
globally available products of precipitation and cloud properties over
long time spans (Levizzani et al., 2007, 2011), but also airborne and
ground-based remote sensing instruments are frequently used. Re-
mote sensing techniques can be classified either by active and passive
measurement principles or by the used frequency range. Numerous
techniques exist for observing snow and ice using passive sensors
in the visible/infrared frequency range from space (e. g., Yang et al.,
2007; Stengel et al., 2014) as well as from the ground (Knuteson et al.,
2004). Also instruments operating in the microwave-range are used
from space (e. g., Weng and Grody, 2000; Sun and Weng, 2012) and from
from the ground (e. g., Kneifel et al., 2010; Kneifel, 2011; Xie et al., 2012).
Even though passive sensors cannot provide vertically resolved obser-
vations, they are available on multiple spacecrafts for several decades.
This allows for investigation of long-term data sets (Knapp et al., 2011)
and for operational assimilation into NWP models (Hou et al., 2001).
Profile information of ice clouds can only be obtained from active
sensors such as radar (radio detection and ranging) and lidar (light
detection and ranging) instruments. While the former is able to com-
pletely penetrate ice and mixed phase clouds as well as snowfall,
lidars are heavily attenuated by liquid layers and cannot penetrate op-
tically thick clouds. Such layers are frequently found in clouds even
below the melting points (Hu et al., 2010). Nevertheless, lidars are
successfully used for investigating pure ice clouds from space (Winker
et al., 2009) and from the ground (Sassen, 1991), partly also in com-
bination with radars (Delanoë and Hogan, 2008; Battaglia and Delanoë,
2013).
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The ability to penetrate also optically thick ice and snow clouds
makes radar observations unique. Quantitative and qualitative snow-
fall measurements using operational, ground-based weather radar
networks have recently been enhanced with the advent of polarized
radars, which can estimate the particle shape by the difference be-
tween horizontally and vertically polarized reflectivity (Kennedy and
Rutledge, 2011). Unfortunately, weather radar observations are only
available in the densely populated parts of the developed world, be-
cause their operation is costly. In addition, the sensitivity of weather
radars operating at centimeter wavelengths is not sufficient for study-
ing ice clouds, hence millimeter wavelengths need to be used for
studying clouds. As a drawback, attenuation is stronger at millimeter
wavelengths which limits the range of cloud radars (Lhermitte, 1987).CloudSat cannot
observe precipitation
at latitudes higher
than 82◦ due to the
inclination of its
orbit.
The most important millimeter cloud radar is probably the one on-
board the CloudSat satellite (Stephens et al., 2002, 2008) which was
launched in 2006 and allowed for the first time near-global estimates
of snowfall (Liu, 2008a) filling the gaps of traditional snowfall obser-
vations. CloudSat, however, cannot measure lower than 1200m above
the surface due to contamination with ground clutter (blind zone).
Remote sensing observations are per se indirect, i. e., the obser-
vation quantities (e. g., brightness temperature, reflectivity) are not
directly connected to the desired meteorological quantities (e. g., ice
water content, number of particles). Thus, retrieval techniques are
required using forward operators and prior knowledge. These re-
trievals are usually underdetermined, which means that not sufficient
information is measured by the radar in order to determine the atmo-
spheric state unambiguously. One reason is that radar observations
depend heavily on particle type, projected area, effective density and
size distribution. Especially the effective particle density (which de-
pends on particle mass) has a great impact on radar observations
and many retrieval products require either prior knowledge of par-
ticle mass (Posselt and Mace, 2014) or use it as a tuning parameter
(Matrosov, 1998).
To increase the number of observables, multiple frequencies can
be combined (Sekelsky et al., 1999; Hogan et al., 2000; Kulie et al., 2014)
exploiting the strong dependence of differential radar reflectivity on
particle shape (Kneifel et al., 2011a). Other studies propose to use
combinations of several remote sensing instruments exploiting dif-
ferent measurement principles, such as radar-microwave radiometer
(Grecu and Olson, 2008; Löhnert et al., 2008; Posselt and Mace, 2014) or
lidar-radar combinations (Intrieri et al., 1993; Delanoë and Hogan, 2008).
However, when combining different frequencies and/or measurement
principles, their different measurement volumes and temporal reso-
lutions have to be taken into account. Otherwise, the different in-
struments might observe different parts of the cloud with different
properties which can lead to large retrieval errors.
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Another option to exploit additional information, but without us-
ing additional instruments, is to use not only reflectivity, but also
other moments of the Doppler spectrum of vertically pointing radars.
The mean Doppler velocity corresponds—in the absence of vertical
air motion—to the reflectivity weighted mean fall velocity. This can
be exploited for constraining ice cloud microphysical properties (Ma-
trosov et al., 2002; Szyrmer et al., 2012). Other studies propose to use
the second moment, i. e., Doppler spectrum width (Mace et al., 2002;
Deng and Mace, 2006), which describes the standard deviation of the
Doppler spectrum. While even higher radar moments such as skew-
ness and kurtosis have been used to separate cloud drops from drizzle
(Kollias et al., 2011) and for locating supercooled liquid water (Shupe
et al., 2004; Luke et al., 2010), no studies so far investigated the use of
higher moments for studying ice clouds. An alternative to the use
of radar moments is to exploit the full Doppler spectrum, but for
ice clouds this was so far only applied to case studies (Dufournet and
Russchenberg, 2011; Verlinde et al., 2013).

2
O V E RV I E W O F T H E S T U D I E S
In the context of studying ice and snow with cloud radars, this study
investigates two key issues in greater detail (Figure 2): (I) the need
for Enhanced snowfall observations with radar and (II) the development,
assessment, and retrieval of ice cloud parameterizations Exploiting
higher moments of the radar spectrum.
To address Key Issue I, an enhanced spectral processing routine for
snow observations with a small precipitation radar is introduced in
Publication I. This method is used to investigate the vertical variability
of snowfall at polar sites in order to asses the impact of the blind zone
of the Cloudsat satellite (Publication II).
For Key Issue II, an advanced radar simulator capable of simulating
the full radar spectrum and higher moments is developed and pre-
sented in Additional Study I. The radar simulator is used to forward
model in situ aircraft observations in order to asses ice cloud param-
eterizations in Publication III. For particle mass, a novel method is
developed to derive the mass-size relation from the functional relation
between reflectivity and mean Doppler velocity. To evaluate parame-
terizations of projected area and particle size distribution, additional,
higher moments of the radar Doppler spectrum are exploited which
have not been used before for observations of ice clouds. Then, in
Additional Study II, the potential of these higher radar moments for
enhancing ice cloud retrievals is investigated based on the data set
obtained in Publication III.
Figure 2 depicts how the five studies of this thesis are linked to-
gether. In the following, they are briefly introduced.
2.1 publication i : improved doppler spectra processing
In Publication I (Maahn and Kollias, 2012), an enhanced Doppler spec-
tra processing scheme for Micro Rain radars (MRR) is developed in
order to allow observations of snowfall. The MRR is a light-weight,
low-cost, 24GHz Frequency Modulated Continuous Wave (FCMW) radar
(Klugmann et al., 1996). Even though the hardware specifications and
the low power consumption make MRR well-suited for observations
in remote areas, its observations are restricted to rain due to software
limitations: designed as a zenith-pointing profiler, MRR estimates rain
rates by converting the radar Doppler spectrum into the drop size dis-
tribution N(D) (Atlas et al., 1973; Peters et al., 2005) using a raindrop
size-fall velocity (D− v) relation (Gunn and Kinzer, 1949). While this
works well in the absence of vertical air motions (Peters et al., 2002,
17
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Figure 2: Structure of the thesis with publications (gray) and additional stud-
ies (white).
2005), precipitation rates are biased for snow for two reasons which
are not taken into account: (a) the D− v relation is different and (b)
the dielectric constant is smaller for ice than for liquid water in the
microwave region. Even though (b) is partly compensated by the
larger size of snowflakes in comparison to equally heavy rain drops,
(a) leads to a strong overestimation of precipitation rates in the case
of snow. Unfortunately, the MRR standard software does not record
the measured equivalent radar reflectivity factor Ze so that Ze can-
not be used as an alternative to study snowfall. Instead, the radar
reflectivity factor Z is estimated from N(D) assuming rain and Mie
scattering. Kneifel et al. (2011b) presented an alternative method to
estimate Ze directly from MRR’s processed Doppler spectrum, but
also stated that an increase of the found MRR sensitivity of 3dBz is






the development of a novel radar processing scheme (Improved Mrr
PROcessing TOOl – IMProToo) based on MRR raw data which is pre-
sented in Publication I and which enhances the MRR sensitivity. To
validate the processing scheme and to show the potential of MRR for
snow observations, four months of MRR observations obtained at the
Umweltforschungsstation Schneefernerhaus (UFS) in the Bavarian Alps
are compared to co-located observations of a pulsed 35GHz cloud
radar.
2.2 publication ii : exploring radar-based snowfall sta-
tistics
An application of the scheme developed in Publication I is presented
in Publication II (Maahn et al., 2014): in this study, MRRs are used
to investigate vertical changes of snowfall in polar regions within
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the so-called blind zone of the radar onboard the CloudSat satellite.
CloudSat is part of a constellation of six Earth observation satellites
flying in matched orbits (A-train, L’Ecuyer and Jiang, 2010). It carries
a cloud radar operating at 94GHz (λ = 3.2mm) which is designed for
global cloud studies (Stephens et al., 2008; Tanelli et al., 2008). To gain
a sufficiently high sensitivity for observation of clouds despite Cloud-
Sat’s distance to the surface of 705km to 730km without exceeding
available power or demanding a large antenna, CloudSat uses a long
pulse length of 480m. Oversampling is used to achieve the final ver-
tical resolution of 240m. The long pulse leads to a complete loss of
information within the first 750m of the atmosphere. The first range
gate free of ground clutter is found to be at 1200m above ground
level (agl) (Marchand et al., 2008). In the case of complex orography,
the blind zone might even be larger.
Even though designed to study clouds, CloudSat is increasingly
used to study snowfall as well; it is the first and only instrument
allowing to derive near-global snowfall climatologies (Liu, 2008a; Kulie
and Bennartz, 2009; Levizzani et al., 2011; Palerme et al., 2014). In contrast
to rain, attenuation and multi-scattering do not severely affect the
observations of snow and even partly cancel each other out (Matrosov
and Battaglia, 2009). Recently, an official CloudSat snow product was
released (2C-SNOW-PROFILE Wood, 2011; Wood et al., 2013). These
climatologies and products are, however, based on observations above
the blind zone assuming that statistics of snowfall do not change while
falling toward the surface. The question whether this assumption
generally holds true is still open. Some studies find a general increase
of radar reflectivity due to aggregation and depositional growth (Fabry
and Zawadzki, 1995; Liu, 2008a; Matrosov and Battaglia, 2009; Wolfe and
Snider, 2012) while other studies find radar reflectivity to be nearly
constant in the lowest 2km (Stewart et al., 2004; Henson et al., 2011).
In Publication II, one year of MRR observations from the Belgian
Princess Elisabeth station in East-Antarctica (Gorodetskaya et al., 2015)
and from two sites in Svalbard, Norway (Ny-Ålesund and Longyear-
byen Maahn, 2010) are analyzed with respect to changes of the vertical
profile of snowfall observations within the blind zone of CloudSat.
2.3 additional study i : spectral radar simulator
Instrument simulators for remote sensing are essential for sensitiv-
ity studies and retrieval developments. To be able to simulate active
sensors as well, the PAssive Microwave radiative TRAnsfer model (PAM-
TRA) developed at University of Cologne is extended by an advanced
active component (now called: Passive and Active Microwave radiative
TRAnsfer model) and presented in Additional Study I. The radar sim-
ulator extends PAMTRA by using the scattering properties of frozen
or liquid hydrometeors to simulate the full, polarized radar Doppler
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spectrum. To estimate the moments of the radar Doppler spectrum,
the methodology presented in Publication I is used. Due to the new ac-
tive part, passive and active instruments can be simulated at the same
time allowing the development of joint radar-microwave radiome-
ter products. In contrast to other combined instrument simulators,
PAMTRA is not tailored to a specific mission and can be adapted to
diverse instrument specifications. Due to the flexible implementation
of hydrometeors, PAMTRA can handle an arbitrary number of liquid
and frozen hydrometeors described by discretized distributions of
hydrometeor properties or moments of the distribution. This makes
coupling with various NWP models, GCMs or in situ measurements
simple.
2.4 publication iii : ice cloud parameterizations
In Publication III (Maahn et al., 2015), the PAMTRA model introduced
in Additional Study I is used to forward model in situ ice cloud ob-
servations obtained from aircrafts during the Indirect and Semi-Direct
Aerosol Campaign (ISDAC). ISDAC took place in the vicinity of the Mil-
liMeter wavelength Cloud Radar (MMCR, Moran et al., 1998) at the At-
mospheric Radiation Measurement (ARM) climate research facility North
Slope of Alaska (NSA) in Barrow. The MMCR data is processed fol-
lowing the methodology proposed in Publication I. Currently, ISDAC
is the only available data set obtained in the vicinity of a vertically
pointing Doppler cloud radar which contains ice cloud observations
measured by in situ probes using the new, enhanced design of the
probe tips (Korolev et al., 2013).
One of the main challenges of radar observations of ice clouds is
that the observables are not directly confined to the cloud properties.
As a consequence, retrieval techniques are required which for their
part require analytical descriptions of the cloud microphysics. Such
parameterizations are also essential for NWP models and GCMs. Tak-
ing up on on the importance of parameterizations, two main objectives
are studied in Publication III.
(1) a novel method to estimate the mass-size relation m(D) is devel-
oped using a combination of radar and in situ aircraft observations.
Particle mass cannot be measured directly by aircraft in situ probes
and measurements with ground-based instruments are challenging.
At the same time, the scattering properties of ice crystals depend heav-
ily on particle mass, so that a wrong parameterization of particle mass
can lead to large errors. Because both, particle habit and mass-size
relation, depend on ambient temperature, the data set is divided into
different temperature intervals and analyzed separately.
(2) the effect of describing projected area A(D) and particle size
distribution N(D) by various analytical expressions on forward mod-
eling of radar observations is investigated. For this, also the higher
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moments of the radar Doppler spectrum (skewness and kurtosis) as
well as the slopes of the Doppler peak are used. The higher moments
and the slopes have not been exploited before for ice cloud observa-
tions. For projected area, power laws are mostly used, and a large
variety of parameterizations has been proposed for the particle size
distribution. These parameterizations are evaluated by replacing mea-
sured projected area and particle size distribution with parameterized
versions.
Both objectives together lead to a consistent, joint data set of ISDAC
and MMCR observations containing coefficients to describe particle
mass, projected area, and particle size distribution as functions of size
as well as the corresponding analytical expressions. For liquid water
clouds it was found that such prior information has great impact
on retrieval accuracy (Ebell et al., 2010). Together with the PAMTRA
forward operator, Publication III sets the stage for developing ice
cloud retrievals based on the climatology obtained during ISDAC
which exploit not only lower, but also higher radar moments.
2.5 additional study ii : retrieval potential
In Additional Study II, the forward model of Additional Study I,
which includes the radar processing scheme of Publication I, and the
data set developed in Publication III are combined to investigate the
potential of higher radar moments for retrieval applications.
Until today, ice cloud retrievals have exploited only radar reflec-
tivity Ze, mean Doppler velocity W (Matrosov et al., 2002; Szyrmer
et al., 2012) and—in some cases—spectrum width σ (Mace et al., 2002;
Deng and Mace, 2006). The use of skewness Sk, kurtosis Ku and the
left and right slopes Sl and Sr has not yet been evaluated and the
full Doppler spectrum was only investigated for case studies (Verlinde
et al., 2013). However, additional information is an urgent need for
ice cloud retrievals, because retrievals are usually underdetermined
resulting in large uncertainties or the requirement of additional con-
strains. Even though additional information can also be obtained by
multi-instrument combinations (e. g., Delanoë and Hogan, 2008; Grecu
and Olson, 2008), using multiple instrument increases the complexity
of measurements and retrievals. This can add new error sources, e. g.,
due to different spatio-temporal resolutions. Therefore, it would be
a major improvement if more information could be exploited from a
single instrument which in addition is already widely used.
In contrast to other studies which focused mainly on bulk parame-
ters such as ice water content, here, the parameters describing particle
mass, projected area, and particle size distribution are directly in-
cluded into the retrieval. A retrieval based only on higher moments
and the slopes has the advantage that it depends only weakly on
radar calibration and vertical air motion. These effects are restricting
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other retrievals using radar reflectivity and mean Doppler velocity
(e. g., Szyrmer and Zawadzki, 2014b). Higher moments and the slopes
are, however, strongly influenced by broadening effects of the radar
Doppler spectrum due to turbulence and wind shear. To reduce the
impact of turbulence on the Doppler spectrum, the radar integration
time has recently been reduced to 1 s to 2 s or even less for the radars
of the ARM program (Kollias et al., 2007a). Nevertheless, a low tur-
bulence environment is investigated in this study to minimize the
influence of turbulence.
In Additional Study II, the retrieval potential of higher moments is
first analyzed qualitatively by evaluating response functions and then
quantitatively by developing an idealized retrieval based on higher
moments. The retrieval is successfully used to estimate the number
of independent information pieces which higher moments can con-
tribute to an ice cloud retrieval.
2.6 outline
This thesis is composed of four parts: Apart from the introduction,
Part A also contains a brief overview of the theory of ice clouds and
radar observations. Then, Key Issue I Enhanced snowfall observations is
addressed in Part B containing Publications I and II. Part C presents
Key Issue II Exploiting higher moments with Additional Study I, Pub-
lication III and Additional Study II. Finally, a summary of the key
findings of Parts B and C and concluding remarks are given in Part D.
3
T H E O RY
In the following, a brief introduction into ice cloud microphysics
is given moving from micro-scale processes to macro-scale features.
After discussing the single scattering properties of ice and snow, the
theory of meteorological radar observations is briefly introduced.
3.1 ice and snow particles in the atmosphere
3.1.1 Formation of ice crystals
Ice particles can form by both homogeneous and heterogeneous nucle-
ation (Pruppacher and Klett, 1997; Reitter, 2013). Rogers and Yau (1989)
classifies heterogeneous processes into four mechanisms: (1) depo-
sition of water vapor onto an ice nucleus. (2) heterogeneous con-
densation of a droplet on an ice nucleus followed by freezing. (3)
freezing of a supercooled droplet after immersion of an ice nucleus
and—similarly—(4) freezing of a supercooled droplet after contact
with an ice nucleation nucleus. Heterogeneous nucleation is, however,
limited by the lack of ice nuclei, which are far rarer than cloud con-
densation nuclei. In addition, homogeneous freezing of SCLW drops
occurs only at temperatures colder than −37 °C, and consequently
Super Cooled Liquid Water (SCLW) drops are frequent. Homogeneous
freezing is the only homogeneous nucleation process, because ho-
mogeneous ice nucleation by deposition requires non-naturally high
supersaturations rates.
3.1.2 Growth from water vapor
Ice crystals’ growth from water vapor produces a broad range of
different ice particle habits—literally every one is unique (Figure 3).
Johannes Kepler was probably among the first who described ice and
snow particles from a scientific point of view in 1611 (Kepler and Hardie,
2014). With the advent of photography, large catalogs with photos of
snow and ice crystals were collected showing the large natural vari-
ability of particles habits (e. g., Bentley, 1901, 1903). Building up on
these collections, categorization schemes were developed to classify
ice and snow particles with respect to habit (Magono and Lee, 1966;
Kikuchi et al., 2013). Nakaya (1954) (cited in Marshall, 1954) was the
first one who tried to answer the question what determines the shape
of ice particles by laboratory experiments and found a strong depen-
dency on temperature and water vapor supersaturation relative to ice.
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Figure 3: Different kinds of ice crystals, partly with riming, obtained during
the Global Precipitation Mission (GPM) Cold-season Precipitation
Experiment (GCPEx, Hudak et al., 2012). Figure courtesy of Ronald
Stewart.
This concept was extended and refined multiple times (Magono and
Lee, 1966; Pruppacher and Klett, 1997) and recently updated for temper-
atures below −20 °C (Figure 4) based on cirrus observations (Bailey and
Hallett, 2009, 2012). In general, ice particles can be mostly described
as polycrystals below −22 °C while single-crystal shapes dominate
for warmer temperatures. For temperatures below −40 °C, crystal
shapes are mostly columnar and for temperatures between −40 °C
and −22 °C plate-like shapes prevail. For warmer temperatures, the
particle type changes frequently with increasing temperature: From
sector plates and dendrites (−22 °C to −8 °C), to hollow columns and
needles (−8 °C to −4 °C) and to plates again (−4 °C to 0 °C). At all tem-
peratures, the complexity increases strongly with increasing ice super-
saturation and most complex dendrites can be found at temperatures
between −15 °C and −10 °C. In this temperature range, the supersat-
uration over ice with respect to liquid water reaches its maximum
so that the Wegener–Bergeron–Findeisen process (i. e., the transport
of water vapor from liquid drops to ice crystals, Korolev, 2007) works





has been confirmed by several studies, the growth processes are qual-
itatively and quantitatively not yet fully understood (Libbrecht, 2005).
For example, there is high variability among ice crystals created in
the laboratory under the same environmental conditions, highlighting
the sensitivity of growth towards small environmental perturbations
(Libbrecht, 2005).
3.1 ice and snow particles in the atmosphere 25
Figure 4: Habit diagram for ice crystals based on laboratory and in situ
aircraft observations as a function of temperature and ice supersat-
uration. Figure taken from Bailey and Hallett (2009). © American
Meteorological Society. Used with permission.
3.1.3 Further development
Under real-world conditions, idealized single-crystal or polycrystal
shapes occur only rarely, because a crystal is affected by different
environmental conditions during its travel through the cloud. In
addition, ice crystals do not only grow from deposition (diffusion),
but also from riming and aggregation. The former describes coating




Figure 3 for examples). SCLW occurs frequently (Boudala et al., 2004)
at the top of ice clouds (Rauber and Tokay, 1991) even at temperatures
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of −30 °C and below (Wang et al., 2004; Verlinde et al., 2007). It has
a strong impact on cloud microphysics (Tremblay et al., 1996; Jiang
et al., 2000) and radiation (Shupe and Intrieri, 2004), but ground-based
detection is challenging (Shupe et al., 2008a). Finally, aggregation—
merging of several ice crystals—leads to the creation of snow flakes
which are composed of up to several thousand ice crystals (AMS,
2014). It is distinguished between the “primary” and “secondary
aggregation growth region” (Locatelli and Hobbs, 1974; Löhnert et al.,
2011). The former occurs at temperatures of −5 °C and larger and
is related to the higher sticking efficiency caused by a thin quasi-
liquid film on the ice surface (Rosenberg, 2005). The latter region
is caused by the branched structure that is typical for ice crystals
in the temperature range −10 °C to −15 °C and which increases the
sticking efficiency of ice crystals (Hobbs et al., 1974). If particles fall
into sub-saturated air, they may also diminish or even dissolve due to
sublimation. Complete sublimation of precipitation below the cloud
base is referred to as virga (see Publication II).
3.1.4 Size descriptor
In meteorology, bulk characteristics of ice crystals are typically of
greater interest than properties of individual ice crystals, because a
single crystal has negligible impact on the cloud processes. These bulk
properties are often described as a function of size, but the definition
of size is not straight forward for aspherical particles. Definition of
size as a geometrical property of a particle such as the maximum
dimension D might be obvious, but D is not directly related to a phys-
ical quantity such as particle (projected) area A or particle mass m. In
addition, most instruments can measure only the maximum dimen-
sion in two dimensions (2-D). That is, D is the maximum dimension of
the projected particle area, but not of the three dimensional (3-D) par-
ticle. Assuming a worst case scenario of randomly oriented needles
with length L, D has a broad probability distribution with expectation
value D = 0.64L (Petty and Huang, 2011). However, in situ (Zikmunda
and Vali, 1972), active (Matrosov et al., 2005; Noel and Sassen, 2005), and
passive remote sensing observations (Xie et al., 2012; Xie, 2012) found
that the majority of ice particles falls with their major axis horizontally
aligned. Even though the alignment is not perfect and particles flutter
around the horizontal axis (Kajikawa, 1992; Noel and Sassen, 2005), this
reduces the error of estimating the maximum dimension D from a
2-D image significantly, if the mean particle orientation is considered
by the design of the in situ probe.
There is a large variety of other size descriptors: e. g., Delanoë et al.
(2005, 2014) used mass m or the liquid equivalent diameter Dmelted.
Even though this is the physically most consistent size descriptor, m
and Dmelt are difficult to measure in-situ. Other studies (Mitchell and
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Heymsfield, 2005; Baker and Lawson, 2006) propose to use the area A or
an area equivalent diameterDarea as size descriptor. Brown and Francis
(1995), instead, used the mean diameter Dmean defined as (Dx +Dy)/2
with Dx, Dy defined as the extents in two arbitrary, perpendicular di-
rections defined by the coordinate system of the probe. Because the
maximum dimension D can be easily derived from optical measure-
ments, it is widely used as size descriptor for in situ observations
(Jackson et al., 2012; Heymsfield et al., 2013) and remote sensing (e. g.,
Delanoë and Hogan, 2008; Hogan et al., 2012; Szyrmer et al., 2012). Hence, In the following, D
is simply referred to
as “particle size”.
the maximum dimension D is used as size descriptor in this study as
well.
3.1.5 Particle mass and area
Because size D defined as the maximum particle extent is not directly
confined to particle mass m and projected area A, empirical relations





here. This is not
directly connected to
the surface of the
crystal. Sometimes,
one can also find the
use of area ratio Ar
instead of A which is
defined as the ratio
between A and a
sphere with same D.
others—remote sensing applications (Matrosov et al., 2002; Szyrmer and
Zawadzki, 2014a; Publication III), and for estimating the particle fall
velocity (e. g., Locatelli and Hobbs, 1974; Khvorostyanov and Curry, 2002;
Heymsfield and Westbrook, 2010; Publication III) which is required to
estimate the mass flux to the surface.
For parameterization of m and A, power laws are commonly used
m(D) = a ·Db (1)
A(D) = c ·Dd (2)
with empirically derived pre-factors a, c and exponents b, d. Most
studies define these coefficients only for certain size ranges (Mitchell
et al., 1990; Matrosov, 2007). While A(D) can be derived relatively
easily from ground-based or aircraft in-situ observations using opti-
cal instruments (e. g., Mitchell, 1996; Heymsfield and Miloshevich, 2003),
m(D) is particularly difficult to measure in situ. It can be obtained by
collecting and melting single particles at the ground, but sample sizes
are often very small (Magono and Lee, 1966; Locatelli and Hobbs, 1974;
Mitchell et al., 1990). From aircrafts, only ice water content IWC can
be measured directly by evaporation of particles (Noone et al., 1988;
Korolev et al., 1998) and m(D) has to be estimated from closure studies
(Brown and Francis, 1995; Heymsfield et al., 2004). Another, yet rather in-
direct, possibility is relating mass to area and/or particle shape (Baker
and Lawson, 2006; Schmitt and Heymsfield, 2010; Jackson et al., 2012).
3.1.6 Particle size distribution
It is most common to describe the particle size distribution N(D) by




and its derivatives gamma, exponential and power-law distribution.
N0 is the intercept parameter, Λ is the slope parameter, and µ and γ
are shape parameters. Snowfall is usually described using the two-
parameter exponential distribution (Gunn and Marshall, 1958; Houze
et al., 1979; Matrosov, 2007; Kneifel, 2011) which is obtained from Equa-
tion 3 with µ = 0 and γ = 1. Early studies described ice clouds using
the power law distribution (Heymsfield and Platt, 1984, obtained from
Equation 3 with Λ = 0) or the three-parameter gamma distribution
(Schneider and Stephens, 1995, obtained from Equation 3 with γ = 1).
More recently, the use of the modified gamma distribution has been
proposed (Delanoë et al., 2005; Petty and Huang, 2011), but other studies
suggested log-normal distributions (Tian et al., 2010)
N(D) =
NT√




with NT intercept parameter, DT the characteristic diameter and s
the width of the distribution. Kosarev and Mazin (1991) propose toIn Publication III it
is investigated in





describe N(D) as a multi modal function by adding several distribu-
tions. The diversity of approaches highlights the complexity of the
various growth mechanisms (see above), but also the challenges when
measuring N(D) in situ with aircrafts (Baumgardner et al., 2012).
3.1.7 Quantities used in numerical weather prediction models
For the description of hydrometeors, numerical weather prediction (NWP)
models with bulk microphysical schemes use typically parameters
such as total number concentration ntot, ice water content IWC or


















For ice clouds, D is not directly related to a physical quantity and
the third (second) moment is not proportional to mass (area). To
overcome this limitation, other definitions have been proposed, but
there is no agreement on a convention yet (McFarquhar and Heymsfield,
1998).
All moments are defined assuming a size distribution from 0 to∞, but instruments report only in a certain measurement range from
3.2 scattering properties of ice and snow particles 29
Figure 5: Comparison of various empirical (solid) and theoretical (dashed)
Ze − IWC relations. Figure taken from Liu and Illingworth (2000). ©
American Meteorological Society. Used with permission.
Dmin to Dmax. This can introduce biases when estimating moments
from measured N(D) which has to be accounted for (see e. g., Tian
et al. (2010) for mitigation strategies).
3.2 scattering properties of ice and snow particles
To relate radar (and microwave radiometer) observations to meteo-
rological quantities (e. g., IWC), knowledge of the single scattering
properties is required. This is also mandatory for developing instru-
ment simulators (Additional Study I) that are needed by retrieval
techniques (Additional Study II).
Estimation of scattering properties of ice and snow particles is chal-
lenging and introduces a large uncertainty in radar observations. Fig-
ure 5 shows various, empirical relations to relate IWC to the equiva-
lent radar reflectivity factor Ze describing the power scattered back See Section 3.3 for
definition of Ze.by the hydrometeors (e. g., Liu and Illingworth, 2000). For this purpose,
power laws are used
Ze = aˆ · IWCbˆ (8)
where aˆ and bˆ are the coefficients that are usually empirically de-
rived. Ze is the sum of the backscattered power of every individual
hydrometeor within the radar volume. This power depends on the
backscattering properties of the particle which are described by the
backscattering cross section σB(D), an hypothetical area describing
the likelihood that radiation is scattered back at the particle. The
backscattering cross section σB(D) is not only a function of D, but
also depends on particle projected area A, density, phase and shape
of the particle. All mentioned parameters are highly variable in ice
clouds. The easiest approach is to approximate the scattering proper-
ties of ice and snow particles by assuming particles with a spherical
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shape. This allows the use of Mie theory (Mie, 1908; Bohren and Huff-
man, 1983). For particles much smaller than radar wavelength λ, alsoCompare with







Rayleigh scattering (Lord Rayleigh, 1899; Young, 1981) can be assumed,
which is a simplified special case of Mie scattering. For these small
particles, reflectivity is proportional to the sixth power of particle





where |K|2 is the dielectric factor derived from the refractive index
which describes how radiation propagates through the particle. The
refractive index of solid ice for microwave wavelengths is known from
empirical studies (e.g. Warren and Brandt, 2008), but assuming solid
ice is only realistic for particles like hail (Herman and Battan, 1961).
Already Marshall and Gunn (1952) proposed to calculate the refractive
index by approximating the particle as a homogeneous mixture of
air and ice with effective density ρ. This approach was improved
later by Bohren and Battan (1980) who proposed to use the approach of
Garnett (1904) to estimate the mixed refractive index. Much later, this
method was called the soft sphere approach (Liu, 2004), in contrast to
the—less widely used—solid sphere approach where the scattering
properties are estimated by a sphere of pure ice, but with a reduced,
mass-equivalent radius (Liu and Curry, 2000; Evans et al., 2002). For ice
approximated using the soft sphere approach, the backsacttering cross
section σB(D) is proportional to D4 (Field et al., 2005), because the re-
duction of density with sizeD compensates partly theD6 dependence
of Rayleigh scattering.
Obviously, the approximation of ice crystal shape with a sphere
is far from reality and more realistic results can be obtained by as-
suming an ellipsoidal instead of a spherical shape. To describe an
ellipsoid, the aspect ratio AR is required in addition to size D. AspectAR is sometimes
denoted as axial
ratio as well.
ratio AR is defined as the ratio between maximum dimension D and
Dshort describing the extent of the particle perpendicular to maximum
dimension D (Hogan et al., 2012). Several studies found AR to vary
typically between 0.5 and 0.7 (Korolev and Isaac, 2003; Tyynelä et al.,
2011; Hogan et al., 2012). Because Mie theory can only be applied
to spheres, the—computationally much more expensive—T-Matrix
method (Waterman, 1965; Mishchenko, 2000) has been frequently used
to model the scattering properties of soft spheroids (e. g., Kummerow
and Weinman, 1988; Hogan et al., 2000). Even though the assumption
of an ellipsoidal soft sphere is a severe simplification of the particle
shape as well, several studies found that approximating ice and snow
crystals as horizontally aligned ellipsoids with an aspect ratio AR of
0.6 is a good compromise between computational effort and accuracy
for particles with size D smaller than wavelength λ (Liu, 2004; Kneifel
et al., 2011a; Tyynelä et al., 2011; Hogan et al., 2012). For larger parti-
cles, intra-particle resonance effects occur and σB(D) oscillates with
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Figure 6: Backscattering cross section σB as a function of maximum dimen-
sion D for 5.6GHz (C-band, λ = 54mm, top left), 13.6GHz (Ku-
band, λ = 22mm, top right), 35.6GHz (Ka-band, λ = 8.4mm, bot-
tom left), and 94.0GHz (W-band, λ = 3.2mm, bottom right). Soft
spheroids with an aspect ratio of 0.65 using two different mass-
size relations (solid lines) are compared to DDA computations for
fern-like aggregates (black circles), stellar aggregates (black trian-
gles), and two kinds of aggregates of fractal crystals (gray circles
and triangles). The maximum diameter sphere size parameter is
also shown. Figure taken from Tyynelä et al. (2011). © American
Meteorological Society. Used with permission.
increasing D (Figure 6). Because natural particles do not show these
resonance effects due to their much more heterogeneous structure,
this can lead to a systematic underestimation of σB(D) in the order
of up to two magnitudes. Consequently, spheroidal particle models
can only be used at C and Ku-band independent of snow particle size,
and at higher frequencies, more complex models need to be used for
particles which are larger than the wavelength λ.
The most common method to estimate scattering properties for
large, complex particles is the discrete dipole approximation method
(DDA, DeVoe, 1964, 1965). The method splits up a single particle into
a finite array of polarizable points, for which the dipole moments are
estimated in response to the local electric field. This allows modeling
of arbitrary particle shapes. In Figure 6, backscattering cross sections
σB for aggregates estimated with DDA computations are presented
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which show—in contrast to soft-spheroids—no resonance effects, al-
though the large scatter highlights the high variability of particle
shape and mass. The computing time required for DDA calculations
is very high and as a consequence, DDA cannot be included into
an instrument simulator online, but the scattering properties of the
particles need to be estimated beforehand (O’Brien and Goedecke, 1988;
Evans and Stephens, 1995a). Recently, several groups released data
bases of DDA calculations containing not only idealized particles but
also more complex particle shapes such as aggregates (Liu, 2008b;
Petty and Huang, 2010; Tyynelä et al., 2011, 2014). As a disadvantage,
theses databases are less flexible because they contain only a certain
selection of particles which can introduce constrains into the forwardIt is disputed who
should share honors
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model, e. g., with respect to the mass-size relation.
The Gans (Gans, 1912) extension of the Rayleigh theory is valid
for particles with low density such as soft spheres. Recently it was
found that it is not only a computationally efficient alternative to the
T-Matrix method for particles smaller than the wavelength λ (Hogan
et al., 2012), but gives also consistent results for larger particles (Hogan
and Westbrook, 2014). As a drawback, the Rayleigh-Gans approxima-
tion is not yet available for arbitrarily angles (as required for passive
applications) and also polarization effects cannot be modeled (Hogan
and Westbrook, 2014).
3.3 observing ice and snow crystals with radars
3.3.1 Weather radars
A radar (Radio Detection and Ranging) transmits radio pulses and re-
ceives the backscattered signal of the target as a function of distance





surveillance, pioneers like Marshall et al. (1947) and Atlas (1948) were
the first who tried to measure precipitation quantitatively with radars.
Traditionally, the backscattered signal is called radar reflectivity factor
Z and is converted into rainfall rate R˙ using a Z− R˙ relation similar
to Equation 8
Z = a˙ · R˙b˙ (10)
where the coefficients a˙ and b˙ are determined empirically (e.g. Mar-
shall and Palmer, 1948). Depending on the phase of precipitation and
on the type of event (e. g., convective vs. stratiform), a˙ and b˙ vary
drastically introducing an uncertainty of up to 100% for operational
weather radars. In the simple case of Rayleigh scattering, radar re-
flectivity is proportional to D6 for liquid particles, which leads to the
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Table 1: Overview over microwave bands used in radar meteorology with
corresponding frequency and wavelength range (ITU, 2000).
band frequency [ghz] wavelength [mm]
S 2 – 4 150 – 75
C 4 – 8 75 – 37.5
X 8 – 12 37.5 – 25
Ku 12 –18 25 – 16.7
K 18 –27 16.7 – 11.1
Ka 27 – 40 11.1 – 7.5
W 80 – 110 3.8 – 2.7






but it is usually expressed in “decibels with respect to a reference level
of 1mm6m−3” or simply “dBz” (Smith, 2010). Rayleigh scattering can
only be assumed for the full size range of rain drops for C-band or
S-band radars (see Table 1 for corresponding frequencies and wave-
lengths λ), for larger frequencies, the Rayleigh condition λ D does
not hold true any more and the particle backscattering cross section
σB(D) has to be estimated from e. g., Mie or T-Matrix theory. From
















where |Kw|2 is the dielectric factor for water. Ze is defined such
that Ze = Z for rain and Rayleigh scattering. Because the phase of
the observed hydrometeors is often unknown, for |Kw|2 the value of
0.93 is taken as a convention which is the dielectric factor for liquid
water and cm wavelengths (Smith, 1984; Rinehart, 1991, p. 65). For
frozen hydrometeors such as ice particles or snow, |K|2 of Equation 9
has a different value than |Kw|2 and the exponent b of the mass-size
relation (Equation 1) is not 3. Consequently, Ze is not equal to Z for
observations of frozen particles, and in the following only Ze is used .
3.3.2 Doppler radars
Doppler radars measure apart from range and reflectivity also the
shift of the phase of the electromagnetic wave caused by the Doppler
effect found by Doppler (1842). Weather radars use the measured
Doppler velocity e. g., for estimation of the wind field (Probert-Jones,
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1960) or for early detection of tornadoes (Brown et al., 1978). If the
radar is pointed vertically, the measured Doppler velocity is equal to
the fall velocity of the hydrometeors assuming the absence of vertical
air motion. For rain, the fall velocity can be translated into particle size
(Gunn and Kinzer, 1949) so that the drop size distribution N(D) of rain
can be gained assuming Rayleigh scattering (Probert-Jones, 1960; Atlas
et al., 1973). Amongst others, this method is used by the standard
processing scheme of the Micro Rain Radar (MRR, Klugmann et al.,
1996; Peters et al., 2005), which is described in Publication I. However,
this approach does not work for snowfall, because the change of
particle fall velocity v with size D and mass m depends heavily on
particle shape (Hobbs et al., 1974; Mitchell, 1996).
The Doppler velocity is measured by the phase shift between trans-
mitted and received signal. As a consequence, the Doppler velocity
measurement is unambiguous only for a phase shift of ±pi. The corre-
sponding maximal Doppler velocity is called Nyquist velocity and is
estimated with
vnyq = PRF λ/4 (14)
where PRF is the radar pulse repetition frequency (Rinehart, 1991, p
79). The spectrum is recorded from −vnyq to vnyq discretized into
nfft spectral bins corresponding to the number of Fast Fourier Trans-
formation (FFT) points. If |vnyq| is overspent, velocity aliasing effects
occur, i. e., a wrong Doppler velocity shifted by an even multiple of
|vnyq| is assigned to the measurement. See Publication I for a discus-
sion of aliasing effects for vertically pointing radars and a proposed
correction scheme.
3.3.3 Polarimetric radars
Polarimetric radars can receive and/or transmit electromagnetic waves
in two orthogonal components, mostly horizontal and vertical polar-






depolarization ratio or differential phase can give additional informa-
tion about the non-sphericity of the particles. Recently, operational
weather radar networks have been upgraded to polarimetric radars
which are used for improved rainfall rate estimation (Seliga and Bringi,
1976), target classification (Bringi et al., 1986a,b) and attenuation cor-
rection (Bringi et al., 1990). Since polarimetric observables give only
little additional information for vertically pointing observations of
solid hydrometeors, they are not further discussed in this thesis.
3.3.4 Cloud radars
The sensitivity of conventional weather radars is sufficient for obser-
vation of rain and snow particles, but usually not for detection of
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cloud drops and cloud ice. Increasing the sensitivity would require
either larger antennas or more powerful transmitters—both would
make the radar more costly and bulky. Because backscattering of
small particles is proportional to λ−4 (Lhermitte, 1987), radars at mil-
limeter wavelengths are better suited for observing clouds and hence
frequently called cloud radars. At millimeter wavelengths, attenua-
tion is much stronger, but measurements of vertical profiles of several
kilometers range are possible when using the window frequencies
at Ka-band (see Table 1 for corresponding frequency and wavelength
λ) or W-band. Even though millimeter radars were developed much
earlier, technical limitations prevented the use of millimeter radars for
meteorological purposes until first studies using Ka-band (Pasqualucci
et al., 1983) and W-band (Lhermitte, 1987) systems were carried out in
the 1980s. Recently, cloud radars have become an established tool for
observing ice clouds (e. g., Kollias et al., 2007b).
Zenith pointing cloud radars can also be used for observations of
the particle fall spectrum. Even though for ice it is not possible to
derive bulk parameters directly from the spectrum as it has been
proposed by e. g., Atlas et al. (1973) for rain, the spectrum includes
additional, exploitable information about ice particles. For this, the
peak of the Doppler spectrum caused by the hydrometeors has to be
separated from the radar noise level as described in Publication I. So
far, the Doppler spectrum was directly exploited only for case studies
(e. g., Shupe et al., 2004; Dufournet and Russchenberg, 2011; Verlinde et al.,
2013), and most studies use moments of the Doppler spectrum instead Reflectivity Ze can
be considered as the
zeroth moment.






with ηv the spectral reflectivity, and v the Doppler velocity. The sum is
taken over all bins i of the Doppler spectrum which belong to the peak
caused by the hydrometeors. In the absence of vertical air motion, W
is equal to the reflectivity-weighted mean particle fall velocity. The There is no common
convention for the
sign of W, but in
this study, positive
W refer to particles
falling toward the
ground.
width of the spectrum is described by the standard deviation of the








σ depends not only on the particle size distribution and the corre-
sponding fall velocities, but also on kinematic broadening by wind
shear and turbulence occurring within the volume observed by the
radar (See Additional Study I and Publication III for further details).
Even though several studies usedW (e.g., Matrosov et al., 2002; Szyrmer
















































c) Left and Right Slope
Figure 7: Examples of idealized radar Doppler spectra for different values
of (a) skewness Sk, (b) kurtosis Ku, and (c) left Sl and right slope
Sr. Figure taken from Maahn et al. (2015).
tions of ice clouds, also higher moments of the spectrum can be used.







describes whether the peak is tilted to the left (Sk < 0) or right (Sk > 0,







is a measure of the shape of the peak. While Ku equal to 3 indicates
a Gaussian shape, smaller values relate to a more round tip while
spectra with a more pointed tip show Ku values larger than 3 (Fig-
ure 7.b). In addition to the moments, the Doppler spectrum can also
be described by the left slope Sl and the right slope Sr (Kollias et al.,
2007a) of the peak (Figure 7.c)Note that also the
sign of Sk and the
definitions of Sl and
Sr depend on the
used convention for









where Nv is the mean spectral noise level, and il, ir and ip are the
indices of the most left, most right and maximum, respectively, bin
of the Doppler peak. In this study, Ze, W and σ are called lower
moments in contrast to the higher moments Sk, Ku, Sl, and Sr (even
though the slopes are technically not moments).
While Sk has already been exploited for the detection of drizzle
onset by Kollias et al. (2011), the potential of higher moments for obser-
vations of ice clouds is investigated in Publication III and Additional
Study II.
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Abstract. The Micro Rain Radar 2 (MRR) is a compact Fre-
quency Modulated Continuous Wave (FMCW) system that
operates at 24 GHz. The MRR is a low-cost, portable radar
system that requires minimum supervision in the field. As
such, the MRR is a frequently used radar system for con-
ducting precipitation research. Current MRR drawbacks are
the lack of a sophisticated post-processing algorithm to im-
prove its sensitivity (currently at +3 dBz), spurious artefacts
concerning radar receiver noise and the lack of high quality
Doppler radar moments. Here we propose an improved pro-
cessing method which is especially suited for snow obser-
vations and provides reliable values of effective reflectivity,
Doppler velocity and spectral width. The proposed method
is freely available on the web and features a noise removal
based on recognition of the most significant peak. A dynamic
dealiasing routine allows observations even if the Nyquist ve-
locity range is exceeded. Collocated observations over 115
days of a MRR and a pulsed 35.2 GHz MIRA35 cloud radar
show a very high agreement for the proposed method for
snow, if reflectivities are larger than−5 dBz. The overall sen-
sitivity is increased to −14 and −8 dBz, depending on range.
The proposed method exploits the full potential of MRR’s
hardware and substantially enhances the use of Micro Rain
Radar for studies of solid precipitation.
1 Introduction
The study of snow fall using radars and in situ techniques is
challenging (Leinonen et al., 2012; Rasmussen et al., 2011).
The particle backscattering cross section depends on its
shape and mass while their terminal velocity requires infor-
mation on their projected area. For observations at K-band,
absorption is negligible in ice, thus, the use of attenuation-
based technique is not feasible. Despite recent advancements
in sensor technology, in situ measurements of snow parti-
cles from aircraft (Baumgardner et al., 2012) and ground-
based imagers (Battaglia et al., 2010) contain large uncer-
tainties. The uncertainty also extends to snowfall rate mea-
surements using traditional gauges due to biases introduced
by wind undercatch and blowing snow (Yang et al., 2005).
While the aforementioned challenges are active research top-
ics, a larger gap exists in our ability to have basic information
about snowfall occurrence and intensity over large areas in
the high latitudes. This gap needs to be imperatively closed in
order to evaluate the representation of snow processes in nu-
merical models. Better observations at high latitudes would
also help to investigate and monitor the water cycle, which is
especially complex in polar regions. Due to the high impact
of snow coverage on the radiation budget, better monitoring
is also crucial for climate studies. A network of small, profil-
ing radars can be part of the answer to address this fundamen-
tal gap by providing information on snow event occurrence,
morphology and intensity.
The Micro Rain Radar 2 (MRR) is a profiling Doppler
radar (Klugmann et al., 1996) originally developed to mea-
sure precipitation at buoys in the North Sea without being
affected by sea spray. It is easy to operate due to its compact,
light design and plug-and-play installation and is increas-
ingly used for monitoring purposes and for studying liquid
precipitation (Peters et al., 2002, 2005; Yuter et al., 2008). In
addition to that, MRRs were used to study the bright band
(Cha et al., 2009) and supported the passive microwave ra-
diometer ADMIRARI in partitioning cloud and rain liquid
water (Saavedra et al., 2012).
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Its potential for snow fall studies was recently investigated
by Kneifel et al. (2011b, KN in the following). They found
sufficient agreement between a MRR and a pulsed MIRA36
35.5 GHz cloud radar, if reflectivities exceed 3 dBz. How-
ever, Kulie and Bennartz (2009) showed that approximately
half of the global snow events occur at reflectivities below
3 dBz, thus MRRs are only of limited use for snow climatolo-
gies. KN attributed the poor performance of the MRR below
3 dBz to the real time signal processing algorithm. However,
the lack of available raw measurements (radar Doppler spec-
tra) prohibited KN from validating this assumption. In addi-
tion, MRR can be affected by Doppler aliasing effects due to
turbulence as shown for rain by Tridon et al. (2011).
This study proposes a new data processing method for
MRR. The method is based on non noise-corrected raw MRR
Doppler spectra and features an improved noise removal al-
gorithm and a dynamic method to dealiase the Doppler spec-
trum. The new proposed method provides effective reflectiv-
ity (Ze), Doppler velocity (W ) and spectral width (σ ) besides
other moments. The proposed method is evaluated by a com-
parison with a MIRA35 cloud radar using observations of
solid precipitation. The dataset was recorded during a four
month period at the Umweltforschungsstation Schneeferner-
haus (UFS) close to the Zugspitze in the German Alps at an
altitude of 2650 m above sea level.
2 Instrumentation and data
2.1 MRR
The MRR, manufactured by Meteorologische Messtechnik
GmbH (Metek), is a vertically pointing Frequency Modu-
lated Continuous Wave (FMCW) radar (Fig. 1, left) operat-
ing at a frequency of 24 GHz (λ= 1.24 cm). It uses a 60 cm
offset antenna and a low power (50 mW) solid state trans-
mitter. This leads to a very compact design and a low power
consumption of approximately 25 W. To avoid snow accu-
mulation on the dish, a 200 W dish heating system has been
installed.
The MRR records spectra at 32 range gates. The first one
(range gate no. 0) is rejected from processing, because it cor-
responds to 0 m height. The following two range gates (no. 1,
2) are affected by near-field effects and are usually omitted
from analysis. The last range gate (no. 31) is usually ex-
cluded from analysis as well, since it is too noisy. Hence,
28 exploitable range gates remain, which leads to an observ-
able height range between 300 and 3000 m when a resolution
of 100 m is used. The peak repetition frequency of 2 kHz re-
sults in a Nyquist velocity of ±6 ms−1. From this, the un-
ambiguous Doppler velocity range between 0 and 12 ms−1
is derived, because Metek assumes only falling particles (see
Sect. 3.1). This velocity range cannot be changed by the user,
however, Metek offers MRR also with a customised velocity
range.
Fig. 1. Micro Rain Radar 2 (MRR) (left) and MIRA35 cloud radar
(right) at the UFS Schneeferenerhaus.
The standard product, Processed Data, provides, amongst
others, rain rate (R), radar reflectivity (Z) and Doppler
spectra density (η) with a temporal resolution of 10 s (see
Sect. 3.1). Averaged Data is identical to Processed Data,
but averaged over a user-selectable time interval (> 10 s).
Doppler spectra densities without noise and height correc-
tions are available in 10 s resolution in the product Raw
Spectra. On average, 10 s data consist of 58 independently
recorded spectra. In this study, Averaged Data is used with a
temporal resolution of 60 s.
2.2 MIRA35
Metek’s MIRA35 is a pulsed radar with a frequency of
35.2 GHz (λ = 8.5 mm) and a dual-polarized receiver (Fig. 1,
right)1. Due to its Doppler capabilities it can detect particles
within its Nyquist velocity of ±10.5 ms−1. The system has
a vertical range resolution of 30 m, covering a range between
300 m and 15 km above ground. Due to a very high sensitiv-
ity of−44 dBz at 5 km height it is even possible to detect thin
ice clouds (Melchionna et al., 2008; Lo¨hnert et al., 2011). To
ensure optimal performance and thermal stability, the radar
transmitter and receiver were installed in an air-conditioned
room. To avoid snow accumulation on the dish, a dish heat-
ing system was installed.
The Doppler moments used in this study, Ze, W , σ , are
taken from the standard MIRA35 product. For better com-
parison with MRR, the MIRA35 data was averaged over
60 s as well and rescaled to the MRR height resolution of
100 m. Due to the near field of MIRA35, all data below 400 m
was discarded. As for the MRR, Ze was not corrected for
1Specification sheet available at http://metekgmbh.dyndns.org/
mira36x.html.
Atmos. Meas. Tech., 5, 2661–2673, 2012 www.atmos-meas-tech.net/5/2661/2012/
M. Maahn and P. Kollias: MRR snow measurements using Doppler spectra post-processing 2663
attenuation, because attenuation effects can be neglected for
snow observations at K-band (Matrosov, 2007).
While the MRR is the same instrument as used in KN, the
originally used MIRA36 radar was replaced by a – now per-
manently installed – MIRA35 instrument with a slightly dif-
ferent operation frequency of 35.2 GHz instead of 35.5 GHz.
For a tabular comparison of MIRA35 and MRR, see Table 1.
2.3 Data availability and quality control
In this study, coincident measurements of MRR and MIRA35
are analysed for a four-month period (January–April 2012).
For this period, the data availability from MRR and MIRA35
was 98 % and 91 %, respectively. 15 % of the MIRA35 data
were rejected from the analysis, because the antenna heating
of MIRA35 turned out to be working insufficiently as can
be seen from Fig. 2. The first panel shows Ze measured by
MRR (using the new method proposed in Sect. 3.3), whereas
the second panel presents Ze measured by MIRA35. The
third panel features the dual wavelength difference ZMRRe −
ZMIRA35e =1Ze. By comparison with the dish heating oper-
ation time (grey, at bottom of third panel), it is apparent that
the lamellar pattern of 1Ze is related to the operation time
of the heating. The maximum of 1Ze occurs always shortly
after the heating was turned on. This is probably caused by
snow which accumulates on the dish while the heating is
turned off. Since snow attenuates the radar signal at K-band
much stronger if the snow is wet, this is only visible shortly
after the heating is turned on and the snow on the dish starts
to melt. Little shifts in the pattern of1Ze can be explained by
the fact that the heating status information is recorded only
every 3–4 min. All data showing this lamellar pattern of 1Ze
was removed from the dataset by hand. Mainly observations
featuring reflectivities larger than 5 dBz were affected by this
and consequently only few observations with larger Ze re-
main. However, the suitability of MRR for observation of
snow at higher reflectivities was already shown by KN. The
MIRA36 used in their study had a different dish heating sys-
tem and was less affected by dish heating problems.
Furthermore, the MRR dish heating probably has prob-
lems in melting snow sufficiently fast, as can be seen in Fig. 2
around 16:15 UTC. However, this happens less often than for
MIRA35. Nevertheless, 4 % of MRR data had to be removed
from the dataset by manual quality checks due to dish heating
problems. In the future, the installation of monitoring cam-
eras is planned to supervise the antennas of both instruments.
For the comparison presented in this study, about 1338 h of
coincident observations by both instruments with precipita-
tion remain after quality control.
In addition, the observations of this particular MRR are
disturbed by interference artefacts of unknown origin, which
are much more clearly visible if the new noise processing
method is used instead of Metek’s method. The interfer-
ences occurred approximately 50 % of the time, feature a Ze








































































Fig. 2. Time-height effective reflectivity plot of MRR Ze (top),
MIRA35 Ze (centre) and their dual wavelength difference 1Ze
(bottom). The presented data is already corrected for constant cali-
bration offsets. The operation time of MIRA35’s heating is marked
in grey in the bottom panel.
at varying heights greater than 1600 m. These interferences
would bias comparisons of MRR and MIRA35, especially
if a cloud is observed by MIRA35, which cannot be de-
tected by MRR due to its lower sensitivity, but interference
is present at the same range gate. To exclude these cases,
all observations at heights exceeding 1600 m featuring a dif-
ference in observed Doppler velocity greater than 1 ms−1
are excluded from the analysis. This removes about 85 % of
the interferences because of their random Doppler velocity.
However, this filtering was done after the general agreement
of observed Doppler velocities of MRR and MIRA35 had
been found to be very good (compare with Sect. 4.2) and it
was made sure that only falsely detected interference shows
higher deviations of Doppler velocity.
We found a calibration offset between MRR and MIRA35
of 8.5 dBz. KN measured for the same MRR instrument a cal-
ibration offset of−5 dBz, thus we corrected our MRR dataset
accordingly. The remaining difference of 3.5 dBz was at-
tributed to MIRA35; its dataset was corrected accordingly.
3 Methodology
3.1 Standard analysing method by Metek
To derive the moments available in Metek’s standard product
Averaged Data (amongst other things reflectivity Z, Doppler
velocity W and precipitation rate R), the observed Doppler
spectra are noise corrected: first, the noise level is deter-
mined. For this, the most recent version of Metek’s real-
time processing tool (Version 6.0.0.2) uses the method by
Hildebrand and Sekhon (1974), HS in the following. The HS
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Table 1. Comparison of MIRA35 and MRR.
MRR MIRA35
Frequency (GHz) 24 35.2
Radar type FMCW Pulsed
Transmit power (W) 0.05 30 000 (peak power)
Receiver Single polarisation Dual polarisation
Radar Power consumption (W) 25 1000
System power consumption (incl. antenna heating) (W) 225 2000
No. of range gates 31 500
Range resolution (m) 10–200 15–60
Range resolution used in this study (m) 100 30
Resulting measuring range (km) 3 15
Antenna diameter (m) 0.6 1.0
Beam width (2-way, 6 dB) 1.5◦ 0.6◦
Nyquist velocity range (m s−1) ±6.0 (0 to +11.9) ±10.5
No. of spectral bins 64 256
Spectral resolution (m s−1) 0.19 0.08
Averaged Spectra (Hz) 5.8 5000
algorithm sorts a single Doppler spectrum by amplitude and
removes the largest bin until the following condition is ful-
filled:
E2/V ≥ n (1)
with E the average of the spectrum, V the variance and n
is the number of temporal averaged spectra. For MRR, n is
usually 58 for 10 s Raw Spectra. The bin, at which the loop
stops, is identified as the noise limit, which is subtracted from
the observed Doppler spectral densities2.
After noise removal, the spectrum should fluctuate around
zero, if no peak (i.e. backscatter by hydrometeors) is present
and if noise removal is done correctly. We cannot verify,
however, whether the noise fluctuates around zero in reality
as well, because the spectra in Averaged Data are saved in
logarithmic scale. Therefore, only positive values are avail-
able to the user even though negative values are used inter-
nally to derive the Doppler moments. Nevertheless, exem-
plary spectra of Averaged Data (Fig. 3, left panel) reveal
that parts with negative (i.e. line not present) and positive
(line present) noise values are not equally distributed. This
indicates a malfunction of the noise removal method and as
a consequence Metek’s algorithm will lead to Doppler mo-
ments from hydrometeor-free range gates.
Velocity folding (aliasing) occurs when the observed
Doppler velocity exceeds the Nyquist velocity boundaries
(±6 ms−1) of the MRR (fixed). The recorded raw MRR
Doppler spectra have a velocity range from 0 to +12 ms−1.
Thus, by default, the MRR real-time processing software as-
sumes the absence of updrafts (negative velocity) and that
all negative velocities are from hydrometeors with terminal
2For a detailed description, see: METEK GmbH, MRR Physical
Basics, Version of 13 March 2012, Elmshorn, 20 pp., 2012.
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UFS Schneefernerhaus, 2012-01-20 11:54:00
Fig. 3. Waterfall diagram of the recorded spectral reflectivities of
the Doppler spectrum at 20 January 2012 11:54:00 UTC from 300
to 3000 m. Metek’s Averaged Data is presented left, the state of the
spectra after noise removal by the proposed method is shown in the
middle; the state after dealiasing is shown as well and can be seen
at the right. The Averaged Data provides only spectral reflectivity
densities exceeding zero (see text); the new algorithm distinguishes
between noise (dotted) and peak (solid).
velocities that exceed +6 ms−1. This is an assumption that
will work reasonably in liquid precipitation. In the example
shown in Fig. 3, we have a snow event. Typical snow parti-
cles do not exceed terminal velocities of 2 ms−1. Thus, the
observed velocities around +10 ms−1 can’t be explained by
particle fall velocities and imply the presence of a weak up-
draft that lifts the hydrometeors (negative velocities) and that
the real-time software converts to very high positive veloci-
ties. This can be seen from Fig. 4, which shows the spectra
Atmos. Meas. Tech., 5, 2661–2673, 2012 www.atmos-meas-tech.net/5/2661/2012/




















































































































Fig. 4. Doppler spectra of several heights connected to each other as
they are seen by a FMCW radar. The left scale shows the height lev-
els (black) if an Nyquist Doppler velocity range of 0 to 12 ms−1 is
chosen (grey scale). If, instead, the unambiguous Doppler velocity
range is set to the Nyquist velocity ±6 ms−1 (right, grey scale), the
height of the peaks changes (right, black scale). The dashed lines
indicate interpolations because of disturbances around 0 ms−1.
of five range gates connected to each other as they are seen
by a FMCW radar. The peaks appear at Doppler velocities
around 11 ms−1 (left scale), even though a Doppler velocity
of −1 ms−1 would be much more realistic for snow. In addi-
tion, the figure makes clear that the particles also appear in
another range gate for FMCW radars (Frasier et al., 2002).
I.e. upwards (strongly downwards) moving particles appear
in the next lower (higher) range gate for MRR. If the Nyquist
velocity range of −6.06 to 5.97 ms−1 were to be assumed
instead (right scale), the peaks would be detected at the cor-
rect height for updrafts. In addition, the wrong height cor-
rection is applied to aliased peaks, thus dealiasing is manda-
tory for snow observations by MRR, even if only reflectivi-
ties are discussed.
It is important to note that the radar reflectivity Z, avail-
able in Averaged Data, is not derived directly by integration
of the Doppler spectrum η as it is done by MIRA35 for ef-
fective reflectivity Ze. Instead, the observed Doppler spectral
densities are converted from dependence on Doppler veloc-
ity η(v) to dependence on hydrometeor diameter η(D) using
an idealised size-fall velocity relation for rain by Atlas et al.
(1973). Then, the particle-size distribution N(D) is derived
from η(D) using Mie theory (Peters et al., 2002) to calculate
the backscattering cross section for rain particles. Z is even-
tually gained by integrating N(D) as it is actually customary




Instead of deriving the precipitation rate R by applying an





This concept works – in the absence of turbulence – suffi-
ciently well for rain and gives a much more accurate R than
a weather radar, because it bypasses the uncertainty of the
Z-R relation introduced by the unknown N(D). For snow,
however, the resulting Z and R are highly biased for several
reasons (see also KN): first, the size-fall velocity relationship
for snow is different and has a much higher uncertainty de-
pending on particle type. Second, the fall velocity of snow
is much more sensitive to turbulence. Third, the backscatter
cross section of frozen particles is different from liquid drops
and depends heavily on particle type and shape (e.g. Kneifel
et al., 2011a). Thus, Z and R are suitable only for liquid pre-
cipitation and must not be used for snow observations.
3.2 Method by Kneifel et al. (2011b)
Instead of deriving Z and R via N(D), KN (Kneifel et al.,
2011b) calculated the effective reflectivity (Ze) and other
moments by directly integrating the Doppler spectrum:






with λ the wavelength in m, |K|2 the dielectric factor, v the
Doppler velocity in m s−1 and η is the spectral reflectivity
in s m−2. In the case of MRR, the integrals are reduced to
a summation over all frequency bins of the identified peak.
Then, the snow rate (S) can be derived from Ze by applying
one of the numerous Ze–S relations (e.g. Matrosov, 2007).
The η used in Eq. (4) is available in Metek’s Averaged
Data. In this product, η is already noise corrected by the
method presented in Sect. 3.1. Thus, the incomplete noise
removal also disturbs this approach. The dataset available to
KN contained, however, no Raw Spectra.
To overcome the limitations of the unambiguous Doppler
velocity range of 0 to 11.93 ms−1, they assumed that dry
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snow does not exceed a velocity of 5.97 ms−1 and the cor-
responding spectrum is transferred to the negative part of the
spectrum −6.06 to −0.19 ms−1 (i.e. they used the Nyquist
velocity range of ±6 ms−1 as indicated by the right scale of
Fig. 4) and corrected the height of the dealiased peaks ac-
cordingly.
Due to the FMCW principle, signals with independent
phase need to be filtered. These filters disturb observations
of MRR with a Doppler velocity of approximately 0 ms−1,
which can be seen from the gaps in the peaks in Fig. 4. Thus
the original bins 1, 2 and 64 were filled by linear interpola-
tion (dashed line).
For this study their method was applied to our new dataset.
In contrast to KN, an updated version of Metek’s standard
method (Version 6.0.0.2) was used to gain Averaged Data,
which, in our experience, enhanced MRR’s sensitivity by ap-
proximately 5 dBz. We did not implement a Ze threshold to
exclude noisy observations.
3.3 Proposed new method
In contrast to Metek’s standard method, the new proposed
MRR processing method determines the most significant
peak including its borders and identifies the rest of the spec-
trum as noise. After that, the dealiasing routines corrects
for aliased data. An overview of the method is presented in
Fig. 5.
The proposed method is based on the spectra available in
MRR Raw Spectra, which is the product with the lowest level
available to the user. To save processing time, only spectra
which pass a certain variance threshold are further examined,





with VT the normalized standard deviation of a single spec-
trum, and 1t is the averaging time. The threshold is defined
very conservatively, because false positives are rejected later
by post processing qualitative checks.
3.3.1 Noise removal
The objective determination of the noise level is the first step
for the derivation of unbiased radar Doppler moments. Since
the noise level can vary with time, it has to be calculated
dynamically. The dynamic detection of the noise floor at each
range gate allows for the detection of weak echoes and the
elimination of artefacts caused by radar receiver instabilities.
Similar to Metek’s method, the determination of the noise
level is based on HS (see Sect. 3.1).
The estimated noise level describes the spectral average of
the noise, thus single bins of noise exceed the noise level.
If the noise level is simply subtracted from the spectrum
(as it is done by Metek’s method), these bins would still be
present and contribute to the calculated moments. Instead,
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Fig. 5. Flow chart diagram of noise removal and dealiasing of the
proposed MRR processing method.
the method determines the most significant peak with its bor-
ders. This peak is defined as the maximum of the spectrum
plus all adjacent bins which exceed the identified noise level.
All other peaks in the spectrum are discarded. Hence, sec-
ondary order peaks are completely neglected, but a clearly
separated bimodal Doppler spectrum (i.e. with noise in be-
tween both peaks) is very rare for MRR since its sensitivity
is too low to detect cloud particles.
In rare cases, the HS algorithm fails for MRR data and
the noise level is determined as too low, which results in
a peak covering the whole spectrum. To make the HS algo-
rithm more robust, only bins exceeding 1.2 times the noise
level identified by HS are initially added to the peak. One
more bin at each side of the peak is added, if it is above the
unweighted HS noise level. This prevents large parts of the
spectrum from being falsely added to the peak, if the identi-
fied HS noise level is only slightly too low.
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If more than 90 % of the spectrum are marked as a peak,
the decreasing average (DA) method is applied additionally
to HS to achieve the noise level: starting at the maximum
of the spectrum, directly adjacent bins to the maximum are
removed as long as the average of the rest of the spectrum is
decreasing. As soon as it increases again, the borders of the
peak are determined.
The DA method, however, can be spoiled by bimodal dis-
tributions and is less reliable than the HS method. It is only
applied to the spectrum if the resulting peak is smaller than
the one of the HS method. For the dataset presented in this
study, DA was applied to less than 1 % of all peaks.
After the peak and its borders are determined, the noise
is calculated as the average of the remaining spectrum. This
is different to Metek’s approach, which gains the noise level
directly from HS. Figure 3 (middle) presents the spectra af-
ter subtraction of the noise. The proposed method detects
the peaks correctly (solid) and separates them from the noise
(dotted).
It is also visible that the algorithms, HS and DA, are able
to detect peaks around 0 ms−1, which lie at both ends of the
spectrum. Since aliasing moves the peak to another range
gate, both “halves” of a peak actually originate from differ-
ent heights, even though they are processed together. Due
to the low variability of the Doppler velocity between two
neighbouring range gates, this strategy fails only in very rare
cases. This approach has to be chosen, because (i)the noise
level is different at each range; and (ii) before the dealias-
ing routine can rearrange observations recorded at different
heights, noise must be subtracted. Otherwise, artificial steps
would be visible in dealiased spectra. Thus, dealiasing can-
not take place before noise removal.
To clean up the spectrum of falsely detected peaks, two
conditions are checked: first, peaks less than 3 bins wide (cor-
responding to a Doppler range of 0.75 ms−1) are removed.
Second, it is checked whether the neighbours in time and
height of the identified peaks contain a peak as well (Fig. 6).
For this, a 5 by 5 box in the time-range domain is checked
(Clothiaux et al., 1995): if less than 11 of all 24 neighbour-
ing spectra contain a peak as well, the peak is masked. Only
if a peak was found at least in 11 of 24 neighbours, is the
peak confirmed. To make the test by Clothiaux et al. (1995)
more robust, the method also checks the coherence of the po-
sition of the maxima of the spectrum. Only if the position of
the neighbouring maxima are within ±1.89 ms−1 distance of
the maximum of the to-be-tested peak, are they included in
the test. If a very strict clutter removal is more important than
an enhanced sensitivity, the minimum peak width can be set
to 4 instead of 3 bins, which reduces the sensitivity by about
4 dBz.
Due to the FMCW principle, signals with independent
phase (e.g. due to non–moving targets) need to be filtered.
These filters disturb the Doppler velocity bins 1, 2 and 64,
which are excluded from the routine presented before. In-
stead, the bins 1, 2 and 64 are filled by linear interpolation
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Fig. 6. Time-height plot of radar observations without (·) and with
identified peak (+). While the left peak, marked with a black +,
is removed because only 4 of 24 neighbours (dashed box) contain
a peak as well, the right black + is confirmed as a peak, because 11
of 24 neighbours contain a peak as well.
after noise removal and peaks are, based on the found noise
level, extended to the interpolated part of the spectrum. Even
though Fig. 4 shows that peaks look more realistic due to in-
terpolation (dashed line), a closer look at the middle panel
of Fig. 3 reveals that the interpolation of the disturbed bins
can also introduce small artefacts. E.g. at 1600 m, the top of
the peak is cut. Thus, the resulting moments Ze, W and σ
might by slightly biased and peaks stretching across the in-
terpolated area are registered in the quality array.
3.3.2 Dealiasing of the spectrum
As already discussed, peaks which exceed (fall below) the
unambiguous Doppler velocity range of 0 to 12 ms−1 appear
at the next upper (lower) range gate at the other end of the ve-
locity spectrum. The dealiasing method presented here aims
to correct for this and is applied to every time step indepen-
dently. In contrast to the method used by KN, the spectra are
not statically but dynamically dealiased to work for both, ex-
ceeding and falling below the unambiguous Doppler velocity
range.
For this, every spectrum is triplicated, i.e. it’s velocity
range is increased to −12 to 24 ms−1 by adding the spec-
tra from the range gates above and below to the sides of the
original spectrum (Fig. 3, right panel). As a consequence,
every spectrum can contain up to three peaks with three dif-
ferent Doppler velocities: one peak assuming dealiasing by
updrafts, one assuming no dealiasing and finally one assum-
ing dealiasing by downdrafts. To find the correct peak of the
corresponding height, a preliminary Ze is determined (using
the non dealiased spectrum) and converted to an expected fall
velocity using the relations
v = 0.817 ·Z0.063e (6)
for snow and
v = 2.6 ·Z0.107e (7)
for rain (Atlas et al., 1973). Due to the high uncertainty of
these relations and since the phase of precipitation is not
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always known, the average of both relations is used. The
peak with the smallest difference to the expected fall ve-
locity is considered as the most likely one. This can, how-
ever, be spoiled due to strong turbulence and therefore the
wrong peak might be chosen. Turbulence rarely occurs, how-
ever, in the complete vertical column simultaneously with the
same extent. Thus, the peak of the column, which features the
smallest difference to the expected fall velocity, is chosen by
the algorithm. This peak is considered as the trusted peak at
the trusted height. To make this approach more robust, the
smallest 10 % of all peaks at a time step are usually not con-
sidered for the choice of the trusted peak.
Based on the trusted peak and its Doppler velocity, the
most likely peaks of the spectra at the neighbouring heights
are determined by using the velocity of the trusted peak as
the new reference. The algorithm iterates through all heights,
always using the most likely Doppler velocity of the previous
height as a reference to find the peak of the current height.
All other peaks of the triplicated spectrum are masked. The
spectra, which are saved to file, keep, however, the triple
width. Placing more than one peak in one range gate is not
permitted and it is also ensured that every peak appears un-
masked exactly once after triplication and dealiasing. As
can be seen from the right panel of Fig. 3, the proposed
method is able to determine the most likely height/Doppler
velocity combination for each peak and masks the remaining
peaks accordingly.
This routine works as long as the Doppler velocity of at
least one peak is less than 6 ms−1 different of its expected
fall velocity. For stronger turbulence, the algorithm fails. As
a result, Doppler velocity jumps appear between time steps.
Thus, a quality check searches for strong jumps (more than
8 ms−1) of the Doppler velocity averaged over all heights. If
two jumps follow on each other shortly (i.e. within three time
steps), the algorithm removes the jumps. Otherwise, the data
around the jumps (±10 min) is marked in the quality array.
For the dataset presented in this study, 2 % of the data was
marked due to velocity jumps.
Because range gate no. 2 (31) is not used for data process-
ing, dealiasing due to updrafts (downdrafts) is not applied to
range gate no. 3 (30). Peaks which stretch to the according
borders are marked in the quality array, because they might
be incomplete. This can be also seen form the lowest peak in
Fig. 3 (right).
3.4 Calculation of the moments
From the noise corrected and dealiased spectrum, the accord-
ing moments are calculated
















with λ the wavelength in m, |K|2 the dielectric factor, v the
Doppler velocity in m s−1 and η is the spectral reflectivity
in s m−2. In the case of MRR, the integrals are reduced to
a summation over all frequency bins of the identified peak.
In addition to the parameters presented here, the routine also
calculates the third moment (skewness), fourth moment (kur-
tosis), and the left and right slope of the peak as proposed by
Kollias et al. (2007). The peak mask, the borders of the peaks,
the signal-to-noise ratio and the quality array are recorded as
well.
The presented algorithm is written in Python and publicly
available as Improved MRR Processing Tool (IMProToo) at
http://gop.meteo.uni-koeln.de/software under the GPL open
source license. Besides the new algorithm, the package also
contains tools for reading Metek’s MRR data files and for
exporting the results to NetCDF files.
4 Results
To assess the suitability of MRR for snow observations and
to demonstrate the improvements of the new method, obser-
vations of MRR and MIRA35 are compared. For MIRA35,
the standard product is used and for MRR, all three pre-
sented variations of post-processing methodologies are ap-
plied: Metek’s Averaged Data, the method after KN and the
proposed method presented above. All reflectivities are cor-
rected by the discussed calibration offsets.
4.1 Comparison of reflectivity
The scatterplot of Z derived from Metek’s Averaged Data
and Ze from MIRA35 (Fig. 7, left) shows a general agree-
ment between both data sets for Ze exceeding 5 dBz, but
a very high spread which we attribute to the different
methods to derive the reflectivity. Noise is not completely
removed in the MRR Averaged Data, thus the distribu-
tion departs from the 1 : 1 line for Ze <−5dBz. Below
−10 dBz, the MRR observations are completely contami-
nated by noise.
Even though the spread of the distribution is much less,
if the algorithm developed by KN is applied (Fig. 7, centre),
the insufficient noise removal of Meteks’s standard method
causes also here a rather constant noise level of −8 dBz. To
cope with this, KN derived an instrument-dependent noise
threshold from clear sky observations and discarded all Ze
below that noise threshold. Even though this was not imple-
mented in this study, the figure indicates that this threshold
would be around −4 dBz for the dataset presented here. But
also for Ze larger than the noise level, the observations are
biased and the core area of the distribution is slightly above
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Fig. 7. Scatterplot comparing effective reflectivity (Ze) of MIRA35 with D6-based radar reflectivity (Z) derived by Metek’s standard MRR
product (left), with effective reflectivity (Ze) of MRR using the method by KN (centre) and with Ze of MRR using the new proposed MRR
method (right). The black line denotes the 1 : 1 line.
the 1 : 1 line. For higher Ze, this difference is due to the fact
that in this study, the MRR’s Ze is not converted to a 35 GHz
equivalent effective reflectivity (as carried out by KN) by
modelling idealised snow particles, because the difference
for Ze < 5dBz is assumed to be less than 1 dB. For lower
Ze, however, the offset indicates that noise is not properly
removed from the signal, even if the noise threshold is ex-
ceeded.
The new proposed method (Fig. 7, right) shows a much
better agreement with the MIRA35 observations both for low
and high Ze. In contrast to the methods presented above,
noise is also properly removed from clear sky observations.
Thus, the distribution does not continue horizontally for
small reflectivities. Only for Ze <−7dBz, MRR underesti-
mates Ze slightly, because these low reflectivities are always
accompanied by very low SNRs. The small increasing offset
towards higher Ze is probably attributed to the different ob-
servation frequencies of the radars as already discussed. The
remaining spread can most likely be explained by the differ-
ent beam geometries which result in different scattering vol-
umes and by the different spatial and/or temporal averaging
strategies (i.e. averaging before vs. after noise correction).
This explanation is supported by the fact that a closer exam-
ination of single events revealed that the spread is larger for
events with a high spatial and/or temporal variability. The in-
crease of the spread with decreasing reflectivity is most likely
related to the logarithmic scale of the reflectivity unit. The
outliers at the left side of the plot are related to the mentioned
interference artefacts, which is a feature of the MRR used in
this study and unfortunately cannot be removed in all cases.
This interference can be also seen in Fig. 7 (left and centre),
above the noise level.
Frequency by altitude diagrams (CFAD) of MIRA35 and
the new MRR method are presented in Fig. 8. While MIRA’s
sensitivity limit is out of the range of the plot, MRRs sensitiv-
ity is between −14 and −8 dBz, depending on height. Both
instruments show almost identical patterns for Ze > 0dBz.
For smallerZe values, however, MIRA35 detects more cases.
The percentage of snow observations which were not de-
tected by MRR but by MIRA35 increases from 2 % at 0 dBz
to 8 % at −5 dBz and to 53 % at −10 dBz. A closer look at
single events reveals that mostly events with a very high spa-
tial and/or temporal variability are observed with different
Ze. A possible explanation for this might be that the “11 of
24 neighbour spectra check” (see Sect. 3.3.1), which removes
clutter from observations, is too rigid and removes some-
times true observations. For even smaller Ze (<−5 dBz),
the majority of the missing observations is likely caused by
MRR’s weaker sensitivity.
In comparison with the method of KN, the sensitivity of
MRR was increased from 3 dBz to −5 dBz. This corresponds
to an increase of the minimal detectable snow rate by the
MRR from 0.06 to 0.01 mmh−1, if the exemplary Ze–S rela-
tion from Matrosov (2007) (converted to 35 GHz by KN) is
used:
Ze = 56 · S1.2 (11)
4.2 Comparison of Doppler velocity
The Doppler velocity observed by MIRA35 (using the stan-
dard product) is compared to the Doppler velocity mea-
sured by MRR using the methodologies described previ-
ously: Metek’s Averaged Data, the method of KN and the
proposed method.
Metek’s MRR software assumes only falling particles and
thus no dealiasing is applied to the spectrum. This can be
clearly seen from the comparisons of W between Metek’s
Averaged Data and MIRA35 (Fig. 9, left). Velocities below
0 ms−1 appear at the other end of the spectrum at very high
Doppler velocities. Due to the insufficient noise removal,
a cluster of randomly distributed Doppler velocities is visi-
ble around 0 ms−1. This cluster is attributed to cases, when
MIRA35 detects a signal which is below MRR’s sensitivity
www.atmos-meas-tech.net/5/2661/2012/ Atmos. Meas. Tech., 5, 2661–2673, 2012
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Fig. 8. Frequency by altitude diagram (CFAD) for Ze of MIRA35 (left) and for Ze of MRR using the new proposed method (right).
(e.g. clouds), but MRR detects only noise featuring a random
velocity.
This cluster can also be seen in Fig. 9 (centre), in which
MIRA35 is compared to the method of KN. Their sim-
ple dealiasing algorithm dealiases the spectra successfully,
which results in the absence of artefacts. However, the spread
remains very high due to the insufficient noise removal.
For the new proposed method, the observed Doppler ve-
locities agree very well with MIRA35 (Fig. 9, right). Due
to the dynamic dealiasing method, MRR can also detect up-
wards moving particles reliably and is not limited to its un-
ambiguous Doppler velocity range of 0 to 12 ms−1. The
small offset of the spread with MRR (MIRA) detecting
slightly larger values for positive (negative) Doppler veloc-
ities is most likely related to the coarser spectral resolution
of MRR.
4.3 Comparison of spectral width
The Doppler spectrum width σ is not operationally provided
by Metek’s standard method or the procedure proposed by
KN. Hence, only the new proposed method is compared with
MIRA35. Observations of both instruments are exemplified
for an altitude of 1000 m in Fig. 10 (left) and show a high
agreement. The small offset from the 1 : 1 line can be ex-
plained by two factors: first, the spectral resolution of MRR
is less than half of the spectral resolution of MIRA35 (0.19
vs. 0.08 ms−1). Thus, all peaks detected by MRR feature a
minimum [σ ] of 0.17 m s−1, even though their σ might be
smaller according to MIRA35. Second, the difference in the
antenna beam width (0.6◦ for MIRA 35 vs. 1.5◦ for MRR)
results in different turbulence broadening contributions from
the same atmospheric volume. To estimate the expected off-
set, it is assumed that the observed σ 2 is given by
σ 2 = σ 2d + σ 2s + σ 2t , (12)
where σ 2d is the variance of the Doppler velocity caused by
the microphysics, σ 2s is the beam broadening term due to con-
tribution of cross beam wind and wind shear within the radar
sampling volume, and σ 2t is the variance due to turbulence
(Kollias et al., 2001). Assuming that the difference between
both radars of detection of σ 2s due to wind shear is small, the
dependence of σ 2t on the beam width geometry causes the





(Kollias et al., 2001) with a a universal dimensionless con-
stant set to 1.6 (Doviak and Zrnic, 1993), k the wavenum-
ber and ǫ is the dissipation rate. ǫ can have values between
0.01 and 800 cm2 s−3 (Gultepe and Starr, 1995). The lower
limit of the wavenumber, k2, is defined by wavelength of the
radar. k1, instead, is determined by the scattering volume di-
mension. The difference in σ 2t can be determined by inte-
grating Eq. (13) from kMRR1 to kMIRA351 , because the wave-
length of both radars is of the same magnitude. k1 of MRR
and MIRA35 can be derived from the scattering volume Vs
with




Vs = πH 2(0.7532θ)21H (15)
with H the range, 1H the range resolution, and θ is the 6 dB
two-way beam width (Lhermitte, 2002).
The expected offset of σ between MRR and MIRA35
is calculated for ǫ = 0.3 (solid), 3.0 (dashed), 10.0 (dash-
dotted) and 30.0 cm2 s−3 (dotted) and marked in Fig. 10 (left)
exemplary for a height of 1000 m. Apparently, the prevailing
dissipation rate was 3.0 cm2 s−3 during the four-month obser-
vation period. Thus, the combination of MIRA35 and MRR
can be used for observations of the dissipation rate.
This is presented in Fig. 10 (right) for an exemplary case.
While ǫ is below 3 cm2 s−3 at heights of 800 m and more, val-
ues of ǫ can reach 100 cm2 s−3 and more closer to the ground
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Fig. 9. Scatterplot comparing Doppler velocity (W ) of MIRA35 with W of Metek’s standard MRR product (left), with W of MRR using the
method by KN (centre) and with W of MRR using the new proposed MRR method (right). The black line denotes the 1 : 1 line.
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Fig. 10. Left: scatterplot comparing spectral width (σ ) of MRR and MIRA35. The lines indicate the expected offset due to the different beam
widths caused by a dissipation rate of ǫ = 0.3 (solid), 3.0 (dashed), 10.0 (dash-dotted) and 30.0 cm2 s−3 (dotted). Right: time-height plot
showing Ze (top) and W (centre) measured by MRR using the proposed method. The bottom panel features the dissipation rate (ǫ) derived
from comparison of σ of MRR and MIRA35.
due to stronger friction. As expected, the temporal variabil-
ity is rather high. Interestingly, if observations close to the
ground at 02:15 UTC are compared with 04:15 UTC, it is ap-
parent that W of the latter is less even though Ze is larger.
This is most likely caused by a small updraft, which reduces
the fall velocity. This is also confirmed by increased σ values
at 04:15 UTC indicating stronger turbulence.
5 Conclusions
In this study, a new method for processing MRR raw Doppler
spectra is introduced, which is especially suited for snow
observations. The method corrects the observed spectra for
noise and aliasing effects and provides effective reflectivity
(Ze), Doppler velocity (W ) and spectral width (σ ). Further-
more, the new post-processing procedure for MRR removes
signals from hydrometeor-free range gates and thus improves
the detection of precipitation echoes, especially at low signal-
to-noise conditions.
By comparison with a MIRA35 K-band cloud radar,
the performance of the proposed method is evaluated. The
dataset contains 116 days from 1 January to 24 April 2012
recorded at the UFS Schneefernerhaus in the German Alps.
Due to insufficiently working dish heatings, 15 % (4 %) of
MIRA35 (MRR) data had to be excluded. Thus, both instru-
ments need an improved dish heating for the future to ensure
continuous observations.
For Ze, the agreement between MIRA35 and the new pro-
posed method for MRR is very satisfactory and MRR is able
to detect precipitation with Ze as low as −14 dBz. However,
due to MRR’s limited sensitivity, the number of observations
is reduced for Ze <−5 dBz. Depending on the used Ze–
S relation, this corresponds to a precipitation rate of 0.01
mmh−1. This is a great enhancement in comparison to the re-
sults from KN (Kneifel et al., 2011b), who recommended us-
ing MRR only for observations of snow fall exceeding 3 dBz.
The main reason is an enhanced noise removal which does
not create artificial clear sky echos, as they are present if
Metek’s standard method or the method by KN is used.
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Also for W , the agreement between MIRA35 and the new
proposed method for MRR is very satisfactory. The new
dealiasing routine corrects reliably for aliasing artefacts as
they are present in Metek’s standard method. As a conse-
quence, observations are also possible if the Nyquist veloc-
ity range is exceeded. The variance between W observations
of MRR and MIRA35 is drastically decreased because of the
improved noise correction, which removes clear sky echoes
completely. The developed dealiasing routine could be also
used to correct aliasing effects during rain events as they
were observed by Tridon et al. (2011), because the routine
is designed to work for both, up- and downdrafts.
The comparison of σ reveals an offset of approximately
0.1 ms−1. This offset is, however, unbiased, but related to
the different beam widths of MRR and MIRA35. The larger
beam width of the MRR results to higher spectral broaden-
ing contribution. The difference in spectrum width measure-
ments between the MRR and the MIRA35 can be used to
extract the turbulence dissipation rate.
The presented methodology extracts atmospheric returns
at low signal-to-noise conditions. The MRR performance
is close to optimum and further improvements will require
hardware changes. The current MMR processor has a data
efficiency of 60 % (ratio of pulses digitized and used for mo-
ment estimation to number of pulses transmitted) due to its
inability to receive and transfer data at the same time. Thus,
the data acquisition is intermitted. A better digital receiver
with 100 % data efficiency will improve our ability to ex-
tract weak SNR signals by 2–2.5 dBz. Additional sensitivity
can be acquired by further averaging (post-processing) of the
recorded radar Doppler spectra. However, this should be sub-
ject to the scene variability. Finally, a higher number of FFT
points (e.g. 256) will enable better discrimination of radar
Doppler spectra peaks and better higher moment estimation,
e.g. Doppler spectra skewness (Kollias et al., 2011).
For monitoring precipitation over long time periods, high
standards in radar calibration are a key requirement. This can
be accomplished with the use of an internal calibration loop
to calibrate the radar receiver, monitoring of the transmitted
power or the use of an independent measurement of precip-
itation intensity coincident to the MRR system (e.g. precipi-
tation gauge). Furthermore, the dish heating of MRR (and of
MIRA35) needs enhancements to guarantee year-round ob-
servations. In case of snow observations, it is desirable that
a narrow Nyquist interval can be selected to increase the ve-
locity resolution of the Doppler spectra.
The presented study suggests that proper post-processing
of the MRR raw observables can lead to high quality radar
measurements and detection of weak precipitation echoes.
In comparison to a cloud radar (e.g. MIRA35), dimensions,
weight, power consumption and costs for MRR are small,
which makes MRR easier to deploy and operate especially in
remote areas.
Acknowledgements. The MIRA35 presented in this study is
property of the Umweltforschungsstation Schneefernerhaus (UFS),
the MRR is property of the German Aerospace Center (DLR) in
Oberpfaffenhofen. We thank Martin Hagen and Kersten Schmidt
of DLR for operating the radars and providing data and pictures.
We would also like to thank Ulrich Lo¨hnert, Stefan Kneifel, and
Clemens Simmer for their detailed comments and corrections. This
study was carried out within the project ADMIRARI II supported
by the German Research Association (DFG) under research grant
number LO901/5-1.
Edited by: F. S. Marzano
References
Atlas, D., Srivastava, R. C., and Sekhon, R. S.: Doppler radar char-
acteristics of precipitation at vertical incidence, Rev. Geophys.,
11, 1–35, doi:10.1029/RG011i001p00001, 1973.
Battaglia, A., Rustemeier, E., Tokay, A., Blahak, U., and
Simmer, C.: PARSIVEL snow observations: a criti-
cal assessment, J. Atmos. Ocean. Tech., 27, 333–344,
doi:10.1175/2009JTECHA1332.1, 2010.
Baumgardner, D., Avallone, L., Bansemer, A., Borrmann, S.,
Brown, P., Bundke, U., Chuang, P. Y., Cziczo, D., Field, P., Gal-
lagher, M., Gayet, J., Heymsfield, A., Korolev, A., Kra¨mer, M.,
McFarquhar, G., Mertes, S., Mo¨hler, O., Lance, S., Lawson, P.,
Petters, M. D., Pratt, K., Roberts, G., Rogers, D., Stetzer, O.,
Stith, J., Strapp, W., Twohy, C., and Wendisch, M.: In situ,
airborne instrumentation: addressing and solving measurement
problems in ice clouds, B. Am. Meteorol. Soc., 93, ES29–ES34,
doi:10.1175/BAMS-D-11-00123.1, 2012.
Cha, J., Chang, K., Yum, S., and Choi, Y.: Comparison of the bright
band characteristics measured by Micro Rain Radar (MRR) at
a mountain and a coastal site in South Korea, Adv. Atmos. Sci.,
26, 211–221, doi:10.1007/s00376-009-0211-0, 2009.
Clothiaux, E. E., Miller, M. A., Albrecht, B. A., Ackerman, T. P.,
Verlinde, J., Babb, D. M., Peters, R. M., and Syrett, W. J.: An
evaluation of a 94-GHz radar for remote sensing of cloud prop-
erties, J. Atmos. Ocean. Tech., 12, 201–229, doi:10.1175/1520-
0426(1995)012<0201:AEOAGR>2.0.CO;2, 1995.
Doviak, R. J. and Zrnic, D. S.: Doppler Radar & Weather Observa-
tions, 2nd Edn., Academic Press, 1993.
Frasier, S. J., Ince, T., and Lopez-Dekker, F.: Performance of S-band
FMCW radar for boundary layer observation, in: Preprints, 15th
Conf. on Boundary Layer and Turbulence, Vol. 7, Wageningen,
The Netherlands, 2002.
Gultepe, I. and Starr, D. O.: Dynamical structure and tur-
bulence in cirrus clouds: aircraft observations during
FIRE, J. Atmos. Sci., 52, 4159–4182, doi:10.1175/1520-
0469(1995)052<4159:DSATIC>2.0.CO;2, 1995.
Hildebrand, P. H. and Sekhon, R. S.: Objective determination of the
noise level in Doppler spectra, J. Appl. Meteorol., 13, 808–811,
doi:10.1175/1520-0450(1974)013<0808:ODOTNL>2.0.CO;2,
1974.
Joss, J. and Waldvogel, A.: Ein Spektrograph fu¨r Nieder-
schlagstropfen mit automatischer Auswertung, Pure Appl. Geo-
phys., 68, 240–246, doi:10.1007/BF00874898, 1967.
Klugmann, D., Heinsohn, K., and Kirtzel, H.: A low cost 24 GHz
FM-CW Doppler radar rain profiler, Contr. Atmos. Phys., 69,
Atmos. Meas. Tech., 5, 2661–2673, 2012 www.atmos-meas-tech.net/5/2661/2012/
M. Maahn and P. Kollias: MRR snow measurements using Doppler spectra post-processing 2673
247–253, 1996.
Kneifel, S., Kulie, M. S., and Bennartz, R.: A triple-frequency ap-
proach to retrieve microphysical snowfall parameters, J. Geo-
phys. Res., 116, D11203, doi:10.1029/2010JD015430, 2011a.
Kneifel, S., Maahn, M., Peters, G., and Simmer, C.: Obser-
vation of snowfall with a low-power FM-CW K-band radar
(Micro Rain Radar), Meteorol. Atmos. Phys., 113, 75–87,
doi:10.1007/s00703-011-0142-z, 2011b.
Kollias, P., Albrecht, B. A., Lhermitte, R., and Savtchenko, A.:
Radar observations of updrafts, downdrafts, and turbulence
in fair-weather cumuli, J. Atmos. Sci., 58, 1750–1766,
doi:10.1175/1520-0469(2001)058<1750:ROOUDA>2.0.CO;2,
2001.
Kollias, P., Clothiaux, E. E., Miller, M. A., Luke, E. P., John-
son, K. L., Moran, K. P., Widener, K. B., and Albrecht, B. A.:
The atmospheric radiation measurement program cloud profiling
radars: second-generation sampling strategies, processing, and
cloud data products, J. Atmos. Ocean. Tech., 24, 1199–1214,
doi:10.1175/JTECH2033.1, 2007.
Kollias, P., Remillard, J., Luke, E., and Szyrmer, W.: Cloud Radar
Doppler Spectra in Drizzling Stratiform Clouds. Part I: Forward
Modeling and Remote Sensing Applications, J. Geophys. Res.,
116, D13201, doi:10.1029/2010JD015237, 2011.
Kulie, M. S. and Bennartz, R.: Utilizing spaceborne radars to re-
trieve dry snowfall, J. Appl. Meteorol. Clim., 48, 2564–2580,
doi:10.1175/2009JAMC2193.1, 2009.
Leinonen, J., Kneifel, S., Moisseev, D., Tyynel, J., Tanelli, S.,
and Nousiainen, T.: Evidence of nonspheroidal behavior in
millimeter-wavelength radar observations of snowfall, J. Geo-
phys. Res., 117, D18205, doi:10.1029/2012JD017680, 2012.
Lhermitte, R.: Centimeter and Millimeter Wavelength Radars in
Meteorology, Roger Lhermitte, Miami, FL, 2002.
Lo¨hnert, U., Kneifel, S., Battaglia, A., Hagen, M., Hirsch, L., and
Crewell, S.: A multisensor approach toward a better understand-
ing of snowfall microphysics: the TOSCA project, B. Am. Mete-
orol. Soc., 92, 613–628, doi:10.1175/2010BAMS2909.1, 2011.
Matrosov, S. Y.: Modeling backscatter properties of snowfall
at millimeter wavelengths, J. Atmos. Sci., 64, 1727–1736,
doi:10.1175/JAS3904.1, 2007.
Melchionna, S., Bauer, M., and Peters, G.: A new algorithm for
the extraction of cloud parameters using multipeak analysis of
cloud radar data – first application and preliminary results, Mete-
orol. Z., 17, 613–620, doi:10.1127/0941-2948/2008/0322, 2008.
Peters, G., Fischer, B., and Andersson, T.: Rain observations with
a vertically looking Micro Rain Radar (MRR), Boreal Environ.
Res., 7, 353–362, 2002.
Peters, G., Fischer, B., Mu¨nster, H., Clemens, M., and Wag-
ner, A.: Profiles of raindrop size distributions as retrieved
by Microrain Radars, J. Appl. Meteorol., 44, 1930–1949,
doi:10.1175/JAM2316.1, 2005.
Rasmussen, R., Baker, B., Kochendorfer, J., Meyers, T., Landolt, S.,
Fischer, A. P., Black, J., Theriault, J., Kucera, P., Gochis, D.,
Smith, C., Nitu, R., Hall, M., Cristanelli, S., and Gutmann, E.:
The NOAA/FAA/NCAR winter precipitation test bed: how well
are we measuring snow?, B. Am. Meteorol. Soc., 93, 811–829,
doi:10.1175/BAMS-D-11-00052.1, 2011.
Saavedra, P., Battaglia, A., and Simmer, C.: Partitioning of cloud
water and rainwater content by ground-based observations with
the Advanced Microwave Radiometer for Rain Identification
(ADMIRARI) in synergy with a micro rain radar, J. Geophys.
Res., 117, D05203, doi:10.1029/2011JD016579, 2012.
Tridon, F., Baelen, J. V., and Pointin, Y.: Aliasing in Micro Rain
Radar data due to strong vertical winds, Geophys. Res. Lett., 38,
L02804, doi:201110.1029/2010GL046018, 2011.
Yang, D., Kane, D., Zhang, Z., Legates, D., and Goodison, B.:
Bias corrections of long-term (1973–2004) daily precipitation
data over the northern regions, Geophys. Res. Lett., 32, 19501,
doi:10.1029/2005GL024057, 2005.
Yuter, S. E., Stark, D. A., Bryant, M. T., Colle, B. A., Perry, L. B.,
Blaes, J., Wolfe, J., and Peters, G.: Forecasting and characteriza-
tion of mixed precipitation events using the MicroRainRadar, in:
5th European Conference on Radar in Meteorology and Hydrol-
ogy, Helsinki, Finland, 2008.
www.atmos-meas-tech.net/5/2661/2012/ Atmos. Meas. Tech., 5, 2661–2673, 2012

5
P U B L I C AT I O N I I : E X P L O R I N G R A D A R - B A S E D
S N O W FA L L S TA T I S T I C S
how does the spaceborne radar blind zone affect de-
rived surface snowfall statistics in polar regions?
Maahn, M., Burgard, C., Crewell, S., Gorodetskaya, I. V., Kneifel, S.,
Lhermitte, S., Van Tricht, K., and van Lipzig, N. P. M. (2014). How
does the spaceborne radar blind zone affect derived surface snow-
fall statistics in polar regions? Journal of Geophysical Research: At-
mospheres, 119(24):13604–13620 doi:10.1002/2014JD022079. © 2014
American Geophysical Union. All Rights Reserved.







• CloudSat blind zone eﬀects were
investigated using Micro Rain
Radar proﬁles
• Blind zone can lead to
underestimation of reﬂectivity and
precipitation amount
• Reducing the blind zone by 50% does








Maahn, M., C. Burgard, S. Crewell,
I. V. Gorodetskaya, S. Kneifel,
S. Lhermitte, K. Van Tricht, and
N. P. M. van Lipzig (2014), How does
the spaceborne radar blind zone
aﬀect derived surface snowfall statis-
tics in polar regions?, J. Geophys.
Res. Atmos., 119, 13,604–13,620,
doi:10.1002/2014JD022079.
Received 27 MAY 2014
Accepted 23 OCT 2014
Accepted article online 27 OCT 2014
Published online 16 DEC 2014
How does the spaceborne radar blind zone aﬀect derived
surface snowfall statistics in polar regions?
MaximilianMaahn1, Clara Burgard1, Susanne Crewell1, Irina V. Gorodetskaya2, Stefan Kneifel3,
Stef Lhermitte2, Kristof Van Tricht2, and Nicole P. M. van Lipzig2
1Institute for Geophysics and Meteorology, University of Cologne, Cologne, Germany, 2Department of Earth and
Environmental Sciences, KU Leuven, Leuven, Belgium, 3Department of Atmospheric and Oceanic Sciences, McGill
University, Montreal, Quebec, Canada
Abstract Global statistics of snowfall are currently only available from the CloudSat satellite. But
CloudSat cannot provide observations of clouds and precipitation within the so-called blind zone, which is
caused by ground-clutter contamination of the CloudSat radar and covers the last 1200 m above land/ice
surface. In this study, the impact of the blind zone of CloudSat on derived snowfall statistics in polar regions
is investigated by analyzing three 12 month data sets recorded by ground-based Micro Rain Radar (MRR) at
the Belgian Princess Elisabeth station in East Antarctica and at Ny-Ålesund and Longyearbyen in Svalbard,
Norway. MRR radar reﬂectivity proﬁles are investigated in respect to vertical variability in the frequency
distribution, changes in the number of observed snow events, and impacts on total precipitation. Results
show that the blind zone leads to reﬂectivity being underestimated by up to 1 dB, the number of events
being altered by ±5% and the precipitation amount being underestimated by 9 to 11 percentage points.
Besides investigating a blind zone of 1200 m, the impacts of a reduced blind zone of 600 m are also
analyzed. This analysis will help in assessing future missions with a smaller blind zone. The reduced blind
zone leads to improved representation of mean reﬂectivity but does not improve the bias in event numbers
and precipitation amount.
1. Introduction
As an integral part of the water cycle in polar regions, snowfall is extremely diﬃcult to capture at the rele-
vant spatial scale and with suﬃcient accuracy [Levizzani et al., 2011]. Surface observations by in situ sensors
are sparse and available only over land [Schneider et al., 2014], and snowfall measurements in polar regions
are particularly aﬀected by wind-induced errors such as undercatch or overcatch from blowing snow [Yang
et al., 1999; Knuth et al., 2010].
An important source of spatially extensive measurements of snowfall are remote sensing observations from
space, such as microwave radiometer [Levizzani et al., 2011] or the radar of the CloudSat satellite [Stephens
et al., 2008]. CloudSat allowed snowfall climatologies for polar regions up to 82◦N/S to be derived for the
ﬁrst time [Liu, 2008a; Kulie and Bennartz, 2009; Palerme et al., 2014]. However, accurately determining the
snowfall rate (S) from the observed proﬁle of the equivalent radar reﬂectivity factor (Ze) is challenging due
to the microphysical and microwave scattering uncertainties in the conversion of Ze to S [e.g., Hiley et al.,
2011] and the inability to reliably measure Ze close to the surface when using satellite radar systems. Our
research addresses this latter point by studying how this “blind zone” aﬀects observations and what impact
a reduced blind zone would have.
The vertical extent of this blind zone is largely determined by the surface type and is smaller over the ocean
and larger over land or sea ice [Durden et al., 2011a]. For CloudSat, it has been shown that over land, the
received signal is free from ground clutter only from the ﬁfth range bin above ground level (1200 m agl,
hereafter HCS = HCloudSat) [Marchand et al., 2008]. New spaceborne radars such as the recently launched
dual-frequency radar on board the Global Precipitation Measurement (GPM) Core Observatory [Hou et al.,
2014] or the Cloud Proﬁling Radar (CPR) on board the upcoming Earth Clouds, Aerosols, and Radiation
Explorer (EarthCARE) mission [Gelsthorpe et al., 2010; Donovan et al., 2013] are expected to achieve smaller
blind zones ranging between 600 m and 1000 m above surface (depending on radar operation mode).
Other proposed missions such as the Polar Precipitation Measurement Mission [Joe et al., 2010] or the
Aerosol/Cloud/Ecosystems (ACE) mission [Durden et al., 2011b] are heading to blind zones in the order of
100 to 200 m.
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These observational blind zones are likely to introduce errors in the derived statistics of snowfall frequency
and S for surface level if the snowfall properties are signiﬁcantly altered within the blind zone. For exam-
ple, snowfall might be underestimated or completely missed, if the snow cloud is shallow. The opposite
extreme of snowfall overestimation would be snowfall that is detected at the top of the blind zone but com-
pletely sublimates on its way down to the surface. Besides these extreme scenarios, the snowfall properties
observed at the top of the blind zone might also be altered within the blind zone due to microphysical
processes or wind shear. For midlatitude systems, a general increase of the radar reﬂectivity factor toward
the ground in the range of 3 to 7 dB km−1 was found and has been associated to aggregation and deposi-
tional growth [Fabry and Zawadzki, 1995; Liu, 2008a;Matrosov and Battaglia, 2009;Wolfe and Snider, 2012].
While there is large variability, reﬂectivity gradients are found to generally increase with higher tempera-
tures. Henson et al. [2011] and Stewart et al. [2004] studied ground-based radar data for the Canadian Arctic
region and found radar reﬂectivity in the lowest 2 km above ground to be nearly constant. However, some
cases revealed increasing as well as decreasing radar reﬂectivities in the range of 5 dB km−1 toward ground
depending on the thermodynamic structure of the lowest layers and the intensity of snowfall. Despite
its blind zone limitations, CloudSat still detects signiﬁcantly more light snowfall than the ground-based
precipitation radar networks do because of its higher sensitivity [Smalley et al., 2014].
The goal of this paper is to investigate the impact of the blind zone on snowfall statistics at three polar sites
and to estimate whether statistics derived from observations above the blind zone are biased in compar-
ison to statistics taken at the surface. One way of investigating the impact of the blind zone is to directly
compare CloudSat overpasses over a site where the lower reﬂectivity proﬁle is measured with results from
a ground-based cloud radar. However, these direct comparisons can be strongly aﬀected by the diﬀer-
ence in observed radar volumes or the horizontal displacement of the satellite overpass from the location
of the ground-based radar. These complications can be avoided by statistically comparing satellite and
ground-based radar observations [Protat et al., 2009, 2010]. Alternatively, variations of radar reﬂectivity
within the blind zone using only ground-based observations can be investigated. We use the observations
at the top of the blind zone from the ground-based radars as a reference for the statistics that a theoretically
perfect overpassing and volume-matched satellite radar would provide. In this way, we avoid any approx-
imation due to temporal, spatial, or radar volume mismatch while the generally expected changes (e.g.,
underestimation/overestimation of snowfall) within the blind zone are assumed to appear in both the real
satellite observations and the ground-based measurements.
In this study, we apply this method to long-term radar observations from observational sites in Antarctica
and Svalbard. These ground-based observations were carried out using the Micro Rain Radar
(MRR), a compact and lightweight 24 GHz frequency-modulated continuous wave (FMCW) radar
[Klugmann et al., 1996].
2. Study Area
We use column measurements from the Princess Elisabeth station (PE) in East Antarctica and from
Ny-Ålesund (NÅ) and Longyearbyen (LY) in Svalbard, Norway, as exemplary data sets for polar regions. To
the authors’ knowledge, no other ground-based precipitation radar is currently operating in Antarctica and
the data sets from NÅ and LY are the ﬁrst of their kind in Svalbard. Because the setup and the results in LY
were similar to NÅ and both sites are only 110 km apart, results for LY are only presented in the supporting
information. Nevertheless, comparison of both sites is important when assessing how representative the
study is.
2.1. Princess Elisabeth Station, East Antarctica
The only current precipitation radar over the Antarctic ice sheet is installed as part of the
meteorological-cloud-precipitation observatory that has been operating at the PE station since February
2010 [Gorodetskaya et al., 2014a] (http://ees.kuleuven.be/hydrant). The station is built on Utsteinen Ridge
located north of the Sør Rondane Mountains in the eastern part of Dronning Maud Land (DML) at the ascent
to the East Antarctic plateau (71◦57’S, 23◦21’E, 1392 m above mean sea level (amsl), 173 km from the coast,
Figure 1a). Together with other remote sensing instruments, the MRR precipitation radar is installed on the
roof of the PE station about 10 m above the snow surface (Figure 2a). An automatic weather station provid-
ing meteorological data is located 300 m east of the PE base [Gorodetskaya et al., 2013]. In this study, we use
year-round measurements available for the full year 2012.
MAAHN ET AL. ©2014. American Geophysical Union. All Rights Reserved. 13,605
Journal of Geophysical Research: Atmospheres 10.1002/2014JD022079
Figure 1. Map of the location of Princess Elisabeth station in (a) East Antarctica and (b) of Ny-Ålesund and Longyearbyen
in Svalbard, Norway.
The PE site is characterized by a relatively mild climate, mainly due to the favorable location for warm air
advection associated with local intense cyclonic activity and a lack of drainage of cold air from the high
plateau due to shelter from the Sør Rondane Mountain [Gorodetskaya et al., 2013]. Two main meteorological
regimes govern the weather at PE—the cold katabatic regime and the warm/transitional synoptic regime
[Gorodetskaya et al., 2013]. The katabatic regime is characterized by low wind speeds of predominantly
south-southeasterly direction, strong near-surface temperature inversions, low speciﬁc humidity, and low
incoming longwave ﬂuxes indicative of clear skies. The synoptic regime at PE is in turn associated with the
Southern Ocean cyclones passing near DML and bringing heat and moisture advection into the Antarctic
ice sheet [Noone et al., 1999; Schlosser et al., 2010]. Precipitation at PE (only as snowfall) mainly occurs dur-
ing synoptic regimes. The largest snowfalls observed at PE have been associated with narrow bands of
enhanced moisture amounts (atmospheric rivers) directed into DML and surrounding sectors [Gorodetskaya
et al., 2014b]. Such rare large snowfall events contribute signiﬁcantly to the total yearly snow accumulation
and can explain the high interannual variability of snow accumulation at the PE site (from 23 up to 230 mm
water equivalent per year [Gorodetskaya et al., 2014a, 2014b]) and entire DML [Boening et al., 2012; Lenaerts
et al., 2012].
2.2. Ny-Ålesund, Svalbard
Measurements in the Arctic were taken in NÅ (78.92◦N, 11.93◦E, 8 m amsl) on Spitsbergen, the largest island
of the archipelago of Svalbard, Norway (Figure 1b). The climate in Svalbard is strongly inﬂuenced by the
West Spitsbergen Current, which ﬂows from the North Atlantic along the west coast of Spitsbergen and pro-
vides the largest input of sensible heat into the Arctic Ocean [e.g., Gammelsrød and Rudels, 1983]. Through
mixing, some of this heat reaches the fjords in the west of the island and leads to a much milder climate
Figure 2. (a) Ceilometer (left), MRR (middle), and infrared pyrometer (right) on the roof of the Belgian Princess Elisabeth
station in East Antarctica. (b) MRR (right) and Parsivel disdrometer on the roof of the Norwegian Polar Institute Sverdrup
Station in Ny-Ålesund, Svalbard.
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than in other locations at the same latitude (e.g., Greenland). Additionally, Svalbard lies in the North Atlantic
storm track with general cyclogenesis and rapid cyclone deepening within the Icelandic Low and penetrat-
ing into the Arctic [Serreze et al., 1997; Tsukernik et al., 2007]. As a consequence, the atmospheric inﬂuence
on the climate varies between moist and warm air masses coming from the Atlantic and dry and cold air
masses coming from the Arctic. Precipitation in Svalbard can therefore be liquid as well as solid.
Ny-Ålesund lies at the shore of the Kongsfjord, which is 26 km long and up to 14 kmwide. This position leads
to a maritime climate, when the fjord is ice free, and higher precipitation, with an annual mean of 427 mm
(for the period 1981–2010), than in the interior of Spitsbergen [Førland et al., 2012]. The MRR was placed on
the roof of the Sverdrup Research Station operated by the Norwegian Polar Institute (NP) in 8 m agl height
(Figure 2b), 350 m away from the sea. Standard meteorological observations are taken from the weather
station of the Norwegian weather service (World Meteorological Organization no. 01007, data available at
http://eklima.met.no) located 100 m southeast of the NP station. Measurements were taken over a period of
1 year between 10 March 2010 and 15 March 2011.
2.3. Regime Classiﬁcation
To investigate whether the impact of the blind zone on snowfall measurements depends on the type of
snow event or ambient weather conditions such as stability or humidity, the data set is classiﬁed into diﬀer-
ent regimes. Sublimation of precipitation before reaching the surface (virga phenomenon) depends both
on precipitation microphysical properties (such as particle size and terminal velocity) and on the ambient
meteorological conditions [Clough and Franks, 1991; Wang et al., 2004; Campbell and Shiobara, 2008;
Evans et al., 2011]. Dry meteorological conditions with a relatively warm subcloud layer will favor virga
formation, whereas saturated and mixed subcloud layer will favor precipitation to the surface. The occur-
rence of either conditions was identiﬁed based on the classiﬁcation of 3-hourly measurements of low-level
temperature inversion (Tinv) and near-surface relative humidity with respect to ice (RHi) in the vicinity of PE
and NÅ stations.
Near-surface Tinv (
◦C m−1) is calculated as the diﬀerence between the air temperature and the skin surface
temperature of snow. The air temperature is measured at the variable height (within 2– 4 m) above the
snow surface depending on snow accumulation. Surface temperature is calculated using measurements of
outgoing and incoming longwave radiative ﬂuxes (see Gorodetskaya et al. [2013] for details).
Prior to regime classiﬁcation, the data were deseasonalized and standardized by subtracting monthly mean
values and calculating z scores; the classiﬁcation is based on hierarchical cluster analysis of RHi and Tinv
following Gorodetskaya et al. [2013]. Two main regimes were identiﬁed: the dry stable regime character-
ized by low RHi and high Tinv, which represents 27% (41%) of all observations at PE (in NÅ), and for all other
events thewet unstable regimewith high RHi and near-zero Tinv. MRR observations are grouped according to
the two regimes. The regime classiﬁcation was not applied to the data set in LY because no weather station
was available in the immediate vicinity.
3. Radar Observations of Snowfall
In this study, MRR data are used to mimic CloudSat measurements (Table 1) while investigating how radar
observations are altered in the blind zone.
3.1. CloudSat
CloudSat, which is part of the A-train satellite constellation, carries the Cloud Proﬁling Radar (CPR) operating
at a frequency of 94.05 GHz (wavelength 𝜆 = 3.2 mm) [Stephens et al., 2008; Tanelli et al., 2008; L’Ecuyer and
Jiang, 2010]. The raw measured return power is provided in the level 1 data product (1B-CPR) and converted
into equivalent attenuated reﬂectivity factor, included in the 2B-GEOPROF data product [Tanelli et al., 2008].
Near the surface, the reﬂectivity product is contaminated by ground clutter leading to signiﬁcant power
returns not related to hydrometeor occurrence [Marchand et al., 2008; Tanelli et al., 2008]. Although the latest
2B-GEOPROF version has a clutter reduction procedure, this procedure is less eﬀective over land than over
ocean and is particularly ineﬀective over mountainous terrain [Mace, 2006]. Consequently, snowfall rates at
the surface derived from truncated 2B-GEOPROF proﬁles need to be approximated by snowfall rates at an
elevated height of 1200 m (HCS) above the surface, introducing an eﬀective blind zone of 1200 m agl over
land. To ensure equal processing of MRR and CloudSat (see section 3.3), Ze data of the 2B-GEOPROF prod-
uct are used even though a CloudSat snowfall product (2C-SNOW-PROFILE) [Wood, 2011;Wood et al., 2013]
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Table 1. Comparison of MRR and CloudSat’s CPR
MRR CPR
Frequency (GHz) 24.23 94.05
Radar type FMCW Pulsed
Transmit power (W) 0.05 1820 (peak power)
Radar Power consumption (W) 25 −
Number of range gates 31 125
Range resolution (m) 100/60a 485, resampled to 240
Measuring range (km) 0–3/0–1.8a 0–25
Lowest usable range gate (m) 400/240a 1200
Antenna diameter (m) 0.6 1.85
Beam width (two-way, 6 dB) 1.5◦ 0.12◦
Minimum detectable Ze (dBz) −5 at 1200 m agl −30
Integration time (s) 300 0.16
Cross-track resolution (km) − 1.4
Along-track resolution (km) − 1.8
aDepending on conﬁguration.
based on 2B-GEOPROF has recently been released. CloudSat is said to be overpassing a station if its nadir
view is within a radius of 100 km. Based on this radius, we found 899 overpasses for the PE study area and
1579 overpasses for the NYA study area in the period between 2006 and 2013. Reﬂectivities of the lowest
clutter-free range gate at HCS as reported by the 2B-GEOPROF product are analyzed for each overpass.
3.2. Micro Rain Radar
The MRR (Micro Rain Radar) is a vertically pointing frequency-modulated continuous wave (FMCW) radar
manufactured by METEK GmbH, Germany, [Klugmann et al., 1996] operating at a frequency of 24 GHz
(𝜆 = 1.24 cm). Its low power consumption of only 25 W makes it particularly suitable for remote areas with
limited power supply. The MRR was originally developed to measure rain [Peters et al., 2002, 2005; Tridon
et al., 2011], but recent modiﬁcations in the MRR data processing [Maahn and Kollias, 2012] and compar-
isons to cloud radar observations [Kneifel et al., 2011] have revealed that the MRR can also be used to study
snowfall [Stark et al., 2013; Gorodetskaya et al., 2014a].
The MRRs were equipped with a 200 W antenna heating, but the heating was only used in NÅ when temper-
atures were around the melting point. At lower temperatures, the heating is unable to completely melt the
snow, which causes the dish to glaciate resulting in a disturbance of the measurements. Presence of a thin
layer of dry snow, instead, does not contaminate the measurements because attenuation by dry snow is very
weak at K-band [Matrosov, 2007] and the snow is easily blown away by the ambient wind before a large layer
can accumulate. The antenna dish of the MRR in NÅ was checked daily by the station staﬀ to avoid glacia-
tion of the dishes. The MRR at PE was regularly checked by the staﬀ in summer and additionally supervised
via webcam to check the status of the instrument during the unmanned period.
The MRR provides data at 31 range gates with a resolution of 100 m agl (60 m agl) at PE (in NÅ). The ﬁrst two
and the last range gate are extremely noisy and removed from the analysis. Because MRR’s original software
was designed for rain only, the alternative software package IMProToo designed for observations of snowfall
byMaahn and Kollias [2012] has been used for this study. Due to the ﬁxed MRR Doppler velocity range of 0
to 12 m/s, aliasing eﬀects might occur at upward or very low fall velocities (as is common for snow). These
eﬀects can be corrected by IMProToo for all but the third MRR range bin (seeMaahn and Kollias [2012] for
details). Therefore, the third bin has also been excluded from the analysis so that an eﬀective measurement
range of 400 to 3000 m agl for PE (240 to 1800 m agl for NÅ) remains. Hereafter, the altitude of the lowest
observation of the MRR will be called HSF = HSurFace. A contamination of the measurements due to blowing
snow is unlikely at HSF and above [Xiao et al., 2000].
To increase MRR’s sensitivity to around −10 dBz (−12 dBz) at PE (in NÅ), MRR data were averaged to 300 s.
Even though this averaging reduces temporal and horizontal resolution (due to stronger advection eﬀects),
this reduction is justiﬁed as convective events with high temporal variability are rare at polar sites. Unfor-
tunately, MRR’s noise level varies signiﬁcantly between diﬀerent instruments and can vary by more than 5
dB in time, which leads to temporary lower sensitivities. To exclude the impact of a varying sensitivity on
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Table 2. Equivalent Reﬂectivity-Snowfall Rate (Ze-S) Relations From Kulie and Bennartz [2009]
and Derived Conversion for Ze From 35 GHz to 94 GHz
Particle Habit Ze (35 GHz) Ze (94 GHz) Ze Converted From 35 to 94 GHz
Three bullet rosette (LR3) 24.04S1.51 13.16S1.40 0.69Z0.93e
Aggregates (HA) 313.29S1.85 56.43S1.52 0.50Z0.82e
Snow (SS) 19.66S1.74 2.19S1.20 0.28Z0.69e
the presented analyses, MRR data with Ze < −5 dBz are discarded. This Ze value corresponds to 0.02 to 0.09
mm/h depending on how Ze varies with snowfall rate (see section 3.3).
To exclude rainfall events in Svalbard from the analysis, data from temperatures above −2◦C were removed.
Note that liquid precipitation events were used to verify the calibration of the MRR by comparing it with
the reﬂectivity measured by an optical Parsivel disdrometer [Löﬄer-Mang and Joss, 2000]. No signiﬁcant
oﬀset was found, so the calibration of the MRR in NÅ is expected to be correct within ±1 dB. No calibra-
tion reference is available for PE, but a calibration oﬀset would only aﬀect absolute values and not the
proﬁle structure.
3.3. Estimating Precipitation Rates From Radar Measurements
To convert the equivalent radar reﬂectivity factor Ze into snowfall rates S, a power law relation is
usually used:
Ze = a ⋅ Sb. (1)
The parameters a and b depend on several assumptions, e.g., on the assumed particle habit, density, orien-
tation, and particle size distribution. Backscattering properties of snow particles are increasingly aﬀected
by non-Rayleigh eﬀects if the snowﬂake size is in the range of the radar wavelength. In addition, the natural
variability of snowfall properties introduces a large uncertainty for any Ze-S relation. Most Ze-S relations for
cloud radars have been derived for 35 GHz or 94 GHz, but not for 24 GHz. Calculations using an extended
and updated version of the scattering database for snow particles [Liu, 2008b] revealed that the diﬀerence
between backscattering at 24 GHz and at 35 GHz is below 0.5 dB, and hence, the 35 GHz Ze-S relation is
applied to MRR observations at 24 GHz in this study. Note that Kneifel et al. [2011] came to a diﬀerent result
because of interpolation eﬀects across frequency: at that time, the database of Liu [2008b] did not include
scattering estimations for 24 GHz.
To take the uncertainty of a Ze-S relation into account, we use three Ze-S relations from Kulie and Bennartz
[2009], which are available for both 94 and 35 GHz (Table 2). These relations have been derived from aircraft
measurements of particle size distribution and a large set of snow particle habits and their associated scat-
tering properties. While the conversion of Ze to S is necessary to illustrate the impact on snow amount at the
surface, most analyses are performed in Ze space in order to conﬁne uncertainties to the vertical structure.
Note that due to increasing non-Rayleigh eﬀects with increasing particle size, Ze measured by MRR can be
larger than that measured by CloudSat. To estimate this eﬀect, a correction term
Ze (94GHz) = 𝛼 ⋅ Z
𝛽
e (35GHz) (2)
is derived by solving each pair of 35/94 GHz Ze-S relations presented above for S (see Table 2). In Figure 3,
the resulting diﬀerences for a Ze range of −10 to 30 dBz are presented. It shows a signiﬁcant decrease of
Ze with a high spread due to particle type. For example, an MRR measurement of ∼10 dBz corresponds to
CloudSat measurements between 1.4 and 7.7 dBz. In the following, the conversion for aggregates is used as
an average of the diﬀerent relations.
4. Comparison ofMRR and CloudSat Above the Blind Zone
For our assumption that the MRR observations below the blind zone can be used to investigate the changes
in Ze within CloudSat’s blind zone, we ﬁrst have to investigate whether MRR generally reproduces the Ze
statistics measured by CloudSat above the blind zone. Because Ze from both instruments cannot be directly
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Figure 3. Conversion of reﬂectivity Ze from 35 GHz to 94 GHz for snow
(dashed), aggregates (solid), and three bullet rosettes (dotted) derived
from the Ze-S relations of Kulie and Bennartz [2009].
compared due to the diﬀerent radar
frequencies, the comparison is per-
formed in terms of S using the Ze-S
relations introduced in section 3.3.
For this, we also applied the MRR sen-
sitivity threshold to CloudSat data.
The −5 dBz threshold of the MRR
corresponds to −7.10 dBz at 94 GHz
assuming aggregates for equation (2)
(−8.97 dBz for snow and −6.25 dBz
for three bullet rosettes). In com-
parison to the snowfall threshold of
−10 dBz deﬁned by Liu [2008a], this
threshold reduced the number of
events by 6 to 24%, depending on
assumed particle type. Because these
events only weakly contribute to
total precipitation, snow mass is only
reduced by 1 to 5%. Consequently, we
can assume that the MRR is able to
capture the majority of snowfall.
The comparison of the frequency distributions of derived snowfall rate S at HCS for both PE and NÅ stations
(Figure 4) reveals the generally strong similarity between CloudSat and MRR data at HCS despite the diﬀerent
radar and data sampling characteristics. However, some diﬀerences between the CloudSat andMRR snowfall
rate distribution occur particularly at PE, where CloudSat shows a broader frequency distribution shifted
to higher S. Note that this discrepancy disappears if the MRR data are modiﬁed by an assumed calibration
oﬀset of +2 dB. Although we are currently unable to properly correct the calibration for the MRR at PE, such
a constant bias would not aﬀect the results of this study since we are using the same instrument for diﬀerent
heights and only analyze their relative diﬀerences. Attenuation eﬀects might also lead to an oﬀset between
Figure 4. Frequency distribution of snowfall rates S for CloudSat (red) and MRR (blue) data at 1200 m agl (HCS) for the (a)
Princess Elisabeth and (b) Ny-Ålesund stations, where snowfall rate was determined by the range of Ze-S relationships in
Kulie and Bennartz [2009]. The line/polygon represents the mean/range of S for these Ze-S relationships.
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Figure 5. Time-height plots of reﬂectivity Ze for two cases at
(a) Princess Elisabeth and (b) Ny-Ålesund. CloudSat’s blind zone
of 1200 m agl (HCS) and a reduced blind zone of 600 m agl (HFM) are
denoted by a black and green line, respectively.
CloudSat and MRR because attenua-
tion at 94 GHz is 1 order of magnitude
larger than at 35 GHz, as shown by
Matrosov [2007]. However, they found
that attenuation is only relevant for
higher-precipitation rates and thick snow
layers, where attenuation can exceed
1 dB. In addition, attenuation is partly
compensated for by multiple scatter-
ing eﬀects in heavier snowfall [Matrosov
and Battaglia, 2009]. Attenuation due
to supercooled liquid water can be
neglected at 24 GHz and is below 1 dB at
94 GHz for liquid water paths of less than
100 g m−2 [e.g., Kneifel et al., 2014].
Further, the wide range of occurrences
for a speciﬁc S (e.g., between 0 and 5%
for S = 1 mm h −1 for CloudSat at PE)
demonstrates that the uncertainty in
S due to the use of diﬀerent Ze-S rela-
tionships associated with varying snow
microphysical characteristics is much
larger than the diﬀerence between MRR
and CloudSat data.
5. Analysis of the Blind Zone
Based on our comparison of MRR and CloudSat at HCS in the previous section, we can assume that the MRR
observations within CloudSat’s blind zone can be used to investigate the impact of the blind zone on snow-
fall frequency and snowfall rate estimation. In the following, we will also include a blind zone height of 600
m (HFM = HFutureMission hereafter) in the analysis. This height represents the most optimistic estimation of the
blind zone of future satellite missions.
The diﬀerent possible errors introduced by assigning the reﬂectivities at HCS to the surface level can be iden-
tiﬁed in Figure 5 showing example days of the observed, rather complex but typical, precipitation structures.
In the example at PE (Figure 5a), two precipitation layers can be identiﬁed during the day. They appear to
be disconnected when observed with an MRR: a high-precipitation layer with high Ze values does not nec-
essarily imply that precipitation reaches the ground. For the NÅ case (Figure 5b), the eﬀect of sublimating
precipitation or virga is even more pronounced with precipitation sometimes reaching surface levels but
most of the time sublimating aloft. Consequently, in these cases, the blind zone would lead to an overesti-
mation of snowfall on the surface (hereafter referred to as commission error). At PE, the opposite eﬀect can
also be seen: shallow precipitation that would be potentially missed by a satellite radar and thus resulting in
an underestimation of snowfall on the ground (hereafter called omission error).
In the following subsections, we analyze the ground-based data sets focusing on diﬀerent aspects: what
is the impact of the blind zone on the climatology of observations in respect to (1) Ze distribution, (2)
number of events, and (3) single events? Finally, we discuss the eﬀect of the blind zone by considering
precipitation amount.
5.1. Impact on Ze Distribution
In the following, we investigate whether the vertical distribution of Ze is aﬀected by virga, shallow pre-
cipitation or microphysical processes such as sublimation, riming, and aggregation. For this investigation,
reﬂectivity versus altitude 2-D histograms (2-DH) of observed reﬂectivities for the complete observation
period of 1 year are shown in Figures 6b and 7b for PE and NÅ, respectively. To enable a better interpretation
of the MRR statistics in terms of CloudSat observations, results are shown for both 24 GHz Ze and converted
to 94 GHz assuming aggregates (see Figure 3 for the impact of assuming other snow types). For both sites,
the 2-DH is very homogeneous between HSF and HCS. The median of reﬂectivity is constant with altitude
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Figure 6. (a) Total number of observations N with Ze of MRR observations at Princess Elisabeth station, East Antarctica, larger than −5 dBz (solid blue line) are
compared with proﬁles N̂, which also contain snowfall at 1200 m agl (dashed blue line) for the complete data set. Commission and omission errors (NCM and
NOM) are marked with red arrows. (b) Reﬂectivity versus altitude 2-D histograms (2-DH) of observed MRR reﬂectivities. The median proﬁle is denoted by the black
solid line. The horizontal, black line denotes HCS. A reduced blind zone of 600 m agl (HFM) of a future satellite mission is marked with a horizontal, gray line. An
estimate for the corresponding Ze at 94 GHz using the coeﬃcients for aggregates is indicated by the additional, green scale. (c) Detrended Quantile-Quantile
(DQQ) plots of the reﬂectivity observations close to the surface (HSF) in comparison to HCS (black) and in comparison to HFM (gray) as well as after conversion
to 94 GHz (green and light green lines). In contrast to a Quantile-Quantile plot, only the diﬀerences between quantiles of Ze at HCS (or HFM) and HSF are shown
for the ordinate, i.e., a value of zero means perfect agreement. (d–f ) Same as Figures 6a–6c, but only for the wet unstable regime. (g–i) Same as Figures 6a–6c, but
only for the dry stable regime.
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Figure 7. Same as Figure 6 but for Ny-Ålesund, Svalbard.
in NÅ and shows only a weak increase of 1–2 dB toward the surface at PE. This low-reﬂectivity gradient is
highly consistent with the ﬁndings of an almost constant Ze proﬁle found by Henson et al. [2011] for the
Canadian Arctic.
The distribution of reﬂectivity measurements at HCS and HSF is also compared using Detrended
Quantile-Quantile (DQQ) [Thode, 2002] plots (Figures 6c and 7c). For this, both series of Ze are divided into nZ
quantiles where nZ is the length of the shorter Ze series. Then, the quantiles are sorted and the quantiles of
HCS and HSF are subtracted from each other. This diﬀerence of quantiles is plotted against the quantiles for Ze
at HSF. By this, the distribution of Ze at HCS can be directly compared to the distribution at HSF and even small
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diﬀerences between these distributions become visible. In contrast to the analysis of vertical gradients of
individual proﬁles, this method has the advantage that it is not inﬂuenced by changes of the Ze proﬁle due
to, e.g., advection or temporal evolution. For PE, the distribution of Ze at HCS is shifted toward smaller reﬂec-
tivities by a maximum of 2.3 dB in the medium Ze range. The agreement of distributions increases for Ze
values larger than 10 dBz, indicating more similar distributions for stronger events. However, due to the rel-
atively small number of events in this high-reﬂectivity region, a more extended data set would be necessary
for a clear conclusion. For NÅ, agreement of Ze distributions is better, and the shift between distributions at
HCS and HSF is mostly below 1 dB, often below 0.5 dB with a slight increase toward larger Ze. Performing the
comparison with MRR data converted to 94 GHz has only minor impact on the results.
To investigate whether the found changes in statistics depend on the regime classiﬁcation, the analysis is
repeated for the two synoptic regimes. For the wet unstable regime (Figures 6e, 6f, 7e, and 7f), only small dif-
ferences to the complete data set are visible in the 2-DH and the DQQ plot. However, the dry stable regime
(Figures 6h, 6i, 7h, and 6i) features, on average, lower reﬂectivities for both sites, especially at the levels
below HCS because moisture supply for particle growth in the near-surface layers is low while temperatures
are relatively high, favoring particle sublimation. In NÅ, the distribution of Ze at HCS is shifted by up to −1 dB
in comparison to HSF for the dry stable regime, which is probably related to sublimation eﬀects (Figure 7i).
For PE, the shift of the distribution is similar to the one using the complete data set—except for rare values
exceeding 10 dBz. Sublimation eﬀects lead to a reduction of the shift of Ze distributions by 0.3 dB (Figure 6i).
To investigate the impact of a reduced blind zone, DQQ plots are also presented for an observation height
of 600 m agl (HFM, Figures 6c, 6f, 6i, 7c, 7f, and 7i). For NÅ, this results in a signiﬁcantly better statistical agree-
ment of HFM and HSF. The oﬀset is only ±0.5 dB for all regimes. For PE, the agreement of Ze distributions is
improved and the oﬀset of the distributions is below ±1 dB and only for the dry stable regime (Figure 6i)
is the oﬀset negligible and below ±0.5 dB. In summary, a reduction of the blind zone by 50% signiﬁcantly
improves the agreement of the Ze distributions at HSF and the observation altitude. We expected the impact
on Ze distribution to still be underestimated for HCS and HFM at PE because HSF is at an altitude of 400 m agl
and processes between the surface and HSF are not considered. In NÅ, HSF is at 240 m agl, so the underesti-
mation is expected to be less. The results for LY, which are very similar to NÅ, can be found in Figure S1 in the
supporting information.
5.2. Impact on the Number of Snowfall Events
To investigate the impact of the blind zone on the total number of observed precipitation events,
N—deﬁned as the number of observations greater than −5 dBz—is calculated as a function of height
(Figures 6a and 7a). By restricting the number of events in one height to those with snowfall at HCS (N̂ in
Figures 6a and 7a), the number of shallow events (omission error, NOM) can be estimated by the diﬀerence
between N and N̂. At PE (NÅ), 38.7% (34.1%) of 7153 (7537) observations are classiﬁed as omission errors
because they are present at HSF but not at HCS above. For PE, this number might even be too low if shallow
events occur below HSF of 400 m agl.
Virga events that sublimate and do not reach HSF, although they are present at HCS (commission error, NCM),
can be estimated by the decrease of N̂ relative to its maximum at HCS. As a result, 44.4% (28.9%) of the events
observed at HCS do not reach the surface at PE (in NÅ). So NOM is similar for PE and NÅ, while NCM is not.
It is important to note that NOM and NCM not only contain shallow and sublimating precipitation events but
are also aﬀected by advection and shear eﬀects as well as by the terminal fall velocity of snow, which also
causes slanting of the observed snowfall proﬁles. When a cloud starts to precipitate, particles need up to
20 min from HCS to the surface assuming a mean fall velocity for snow of 1 m s
−1. During these ﬁrst 20 min,
the event will be classiﬁed as a commission error. On the other hand, if the cloud stops precipitating, the last
20 min of the event will be classiﬁed as an omission error. Although NCM and NOM might be overestimated,
they are aﬀected in the same way in the long term. Thus, the diﬀerence between both errors is expected not
to be biased by the slanting of the proﬁles. If advection of precipitation is assumed to be homogeneously
distributed, advection eﬀects are also expected to cancel each other out.
The diﬀerence between NOM and NCM is equal to the diﬀerence of N between the altitudes at HCS and HSF.
For PE, N is reduced by 5.7% from HCS toward the surface (Figure 6a). In contrast, N increases by 5.2% at the
surface for NÅ (Figure 7a). Interestingly, the increase toward the surface is not monotonic, but the vertical
distribution of N is “belly shaped” with a maximum at HFM. Since the decrease toward HSF is smaller than the
MAAHN ET AL. ©2014. American Geophysical Union. All Rights Reserved. 13,614
Journal of Geophysical Research: Atmospheres 10.1002/2014JD022079
Figure 8. Reﬂectivity versus altitude 2-D histogram (2-DH) of MRR observations at Princess Elisabeth station, East Antarctica. The presented data set is limited
to proﬁles which are within a certain reﬂectivity threshold at the CloudSat reference height of 1200 m agl (HCS). (a) Only proﬁles that are between −1 and 3 dBz
at the reference height. (b–e) Limited to reﬂectivities of −5, 9, 13, and 17±2 dBz, respectively. The median is denoted in black, the total number of observation
greater −5 dBz per height in blue. An estimate for the corresponding Ze at 94 GHz using the coeﬃcients for aggregates is indicated by the additional, green scale.
increase to HCS, a net increase of N occurs at NÅ. In other words, at PE, virga events are more frequent than
shallow precipitation (Figure 6a), whereas at NÅ, shallow precipitation occurs more frequently (Figure 7a).
In NÅ, the maximum occurs at HFM, which implies that a reduced blind zone with HFM would lead from an
underestimation of N to an overestimation by 17.8%. For PE, the overestimation of N would only slightly
change from 5.7% to 8.5%. This deterioration is in contrast to the ﬁnding that the statistical representation of
Ze is improved for a lower blind zone (Figures 6c and 7c). Apparently, the combination of virga and shallow
precipitation leads to a local maximum of occurrence between HFM and HCS.
While there is a clear tendency toward larger N below HCS for the wet unstable regime indicating more fre-
quent shallow precipitation (Figures 6d and 7d), a stronger decrease of snow events can be observed for the
dry stable regime at both sites (but more pronounced at PE, Figures 6g and 7g). This stronger decrease might
be attributable to strong sublimation and virga formation.
5.3. Impact on Individual Snowfall Events
While the previous sections investigated the mean occurrence of snow characteristics, we now highlight the
large spread if single events are considered. This procedure is important because the 16 day repeat cycle
of CloudSat means that a particular precipitation event is usually only observed once and temporal evolu-
tion cannot be measured. For this investigation, we sort the proﬁles with respect to their Ze values at HCS;
the resulting 2-DH diagrams for the diﬀerent Ze intervals at HCS are shown in Figure 8 for PE and Figure 9 for
NÅ for the original measurement and also converted to 94 GHz. While events with Ze of up to 7 dBz at HCS
tend to increase toward the surface on average by 0.5 to 3 dB, events with larger Ze decrease by up to 3 dB.
Transferred to a CloudSat observation, this result means that CloudSat would tend to underestimate weaker
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Figure 9. (a–e) Same as Figure 8 but for Ny-Ålesund with (f ) an additional panel for the 19 to 23 dBz interval.
precipitation events while it would overestimate stronger events. This ﬁnding also holds for LY, and the
corresponding plot can be found in the supporting information (Figure S2).
While for lower Ze up to 3 dBz, this ﬁnding is consistent with our ﬁndings in section 5.1, for higher Ze, an
analysis of the DQQ plots revealed a shift of the Ze distribution to higher reﬂectivities at HCS in comparison
to at HSF (Figures 6c and 7c). This result highlights the vertical inhomogeneity of precipitation events at a
single time step, and it can be also seen in the large spread of observations at HSF for a single Ze interval
being larger for NÅ than for PE.
5.4. Impact on the Total Mass Flux
The hydrological cycle is driven by the ﬂux of precipitation to the surface. To investigate the impact of the
blind zone on mass ﬂux, Figure 10 presents an estimation of the snowfall rate proﬁle for PE and NÅ. The
ﬁgure reveals how the diﬀerent reﬂectivity values contribute to the total precipitation as a function of height
using the Ze-S relation for snow presented in section 3.3. The total liquid equivalent snowfall amount of the
12 month data set derived from MRR is roughly 200 mm at PE and 320 mm in NÅ, although uncertainty of
the absolute values is large due to the application of the Ze-S relation. Hence, we normalized the precipi-
tation amount at every height with respect to the total precipitation amount at HSF, resulting in a reduced
sensitivity of the precipitation amount proﬁle to uncertainties in the Ze-S relation.
The vertical changes of Ze are a combination of changes in the reﬂectivity distribution (section 5.1) and the
variation of N with height (section 5.2). In general, events with reﬂectivities between 0 and 10 dBz (corre-
sponding to 0.2 and 0.7 mm/h, respectively, using the Ze-S relation for snow) contribute most to the total
precipitation amount at PE (Figure 10a), underlining the need for a high radar sensitivity. This ﬁnding is in
agreement with the results from Kulie and Bennartz [2009], who found that most precipitation in the north-
ern periphery of Antarctica originates from precipitation rates of 0.2 to 1 mm/h and indicates that our data
set is typical for Antarctica. Events with reﬂectivities larger than 15 dBz are so rare that they hardly con-
tribute to the total precipitation amount. The contribution of the various classes of reﬂectivity is diﬀerent for
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Figure 10. Contribution of various reﬂectivity intervals to the total precipitation amount in dependence on height for
(a) Princess Elisabeth and (b) Ny-Ålesund. For the colored areas, the Ze-S relation by Kulie and Bennartz [2009] for snow
is used. Uncertainty of the borders between the diﬀerent intervals due to the Ze-S relations is estimated by the gray,
shaded area, which is estimated by applying also Ze-S relations for three bullet rosettes and aggregates by Kulie and
Bennartz [2009]. The ﬁgures are normalized by total surface precipitation. CloudSat’s blind zone of 1200 m agl (HCS)
and a reduced blind zone of 600 m agl (HFM) are denoted by black and green lines, respectively.
NÅ (Figure 10b): most precipitation originates from events with reﬂectivities between 15 and 20 dBz, which
is related to the, on average, warmer and moister climate in Svalbard.
The vertical development of the diﬀerent reﬂectivity classes shows how behavior is diﬀerent for NÅ and PE.
For PE, the contribution of the 0 to 5 dBz interval and the 10 to 15 dBz interval changes little for the height
between HCS and HSF. The contribution of the 5 to 10 dBz interval, however, increases toward the surface. At
PE, the total mass ﬂux at HCS is underestimated by 11 percentage points of total precipitation in comparison
to HSF. At HFM, this changes to an overestimation of 3 percentage points, but uncertainty is high because,
for PE, observations below 400 m are not available and the further development toward the ground is
unknown.
In NÅ, the contribution of the three intervals between 5 and 20 dBz is even more similar at HCS and HSF.
For the range between HCS and HSF, however, all reﬂectivity intervals larger than 5 dBz contribute more to
the total precipitation than at HCS and HSF. Apparently, omission and commission errors are competing but
cancel out each other close to the surface. This result would also mean that a future satellite-based radar
mission with a smaller blind zone would not improve the estimation of the total mass ﬂux. Instead, at least
for NÅ, total mass ﬂux would be overestimated by 19 percentage points—in comparison to 9 percentage
points underestimation at HCS. The results are similar for LY (see Figure S3 in the supporting information)
and prove that the belly shaped distribution is not a local eﬀect.
These results are robust as demonstrated by using again the two other Ze-S relations introduced in
section 3.3 to estimate the uncertainty. As can be seen from Figure 10, applying a diﬀerent Ze-S relation has
only a minor eﬀect on the results and does not change the overall shape of the distribution. Even if the Ze-S
relation changes with height, the impact on the total precipitation distribution is less than 5%.
6. Summary and Conclusion
The impact of CloudSat’s blind zone below 1200 m agl (HCS) on snowfall statistics was investigated for
three polar sites, the Belgian Princess Elisabeth station (PE) in East Antarctica and for Ny-Ålesund (NÅ) and
Longyearbyen (LY, see supporting information for results) in Svalbard, Norway (Figure 1). To investigate
the impact on a future satellite mission with a reduced blind zone, a blind zone of 600 m agl (HFM) was
also considered.
We used a ground-based Micro Rain Radar and compared with the lowest clutter-free CloudSat observa-
tion height HCS (Figure 4). The MRR was found suitable because diﬀerences due to the diﬀerent footprint
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and temporal resolution were found to be less than the uncertainty caused by the applied Ze-S relation.
Consequently, we investigated the blind zone eﬀects by comparing MRR observations at HCS with MRR
observations near surface (HSF), assuming that MRR observations are representative of CloudSat obser-
vations. To our knowledge, the 12 month MRR data sets from NÅ and LY are the ﬁrst precipitation radar
observations available for Svalbard. The MRR at PE is currently the only ground-based precipitation radar
in Antarctica.
The frequency distribution of MRR reﬂectivity changes between HCS and HSF. For PE (Figure 6c), the distri-
bution of Ze is shifted by up to 2.5 dB toward smaller values if measured at HCS. For NÅ (Figure 7c), the shift
is much smaller and below 1 dB. A reduction of the blind zone by 50% leads to a reduction of the oﬀset by
more than a factor of 2 for PE, and in NÅ the remaining shift is negligible.
The better agreement due to a reduction of the blind zone cannot be seen when analyzing the total
number of observations N (Figures 6a and 7a): at HCS, N is overestimated by 5.7% and underestimated
by 5.2% for PE and NÅ, respectively. At HFM, this result changes to overestimations of N of 8.5 and 17.8%.
This change is more strongly pronounced at NÅ and most likely due to competing processes: virga and
shallow precipitation.
Based on temperature inversion and relative humidity, the data set was divided into two regimes: the dry
stable and the wet unstable regime, with the latter representing 73% and 59% of all precipitation events
at PE and NÅ, respectively. For the dry stable regime, the overestimation of N at HCS and HFM is most pro-
nounced and Ze decreases toward the ground, i.e., virga eﬀects dominate, as might be expected due to
increased sublimation. For the wet unstable regime, agreement of N at the diﬀerent levels is better. This
indicates that for these regimes, which are more related to the inﬂuence of synoptic disturbances, the
proﬁles are on average slightly more constant in the vertical. This classiﬁcation might be exploited for
mitigation strategies.
Agreement of observations between HCS and HSF is less when single events are considered (Figures 8 and
9) because precipitation intensity strongly varies with height due to the fall velocity of ice particles and
due to advection eﬀects. Hence, low-precipitation intensity gets generally enhanced and high-precipitation
intensity becomes generally weaker.
The change in both N and Ze contributes to the estimation of precipitation amount (Figure 10). For NÅ,
the belly shape of N can be also seen in the total precipitation amount: at HCS, total precipitation is under-
estimated by 9 percentage points, while at HFM, it would be overestimated by 19 percentage points,
which is mainly driven by events with Ze > 15 dBz. For PE, such a belly shape cannot be clearly seen,
but the underestimation of total precipitation of 11 percentage points at HCS still changes to an overesti-
mation of 3 percentage points at HFM showing that virga and shallow precipitation eﬀects are also partly
overlapping at PE.
In general, our results are only valid for the vicinity around the station. However, due to the spatial homo-
geneity of surface properties in East Antarctica, we expect our ﬁndings to be representative of a much larger
area. For Svalbard, orography is much more complex, limiting the spatial representativeness of this study.
Because results for an identical setup in LY, located 110 km southeast of NÅ, are comparable (see support-
ing information), we are nevertheless conﬁdent that our results are representative at least for the western
region of Svalbard.
In summary, shallow precipitation and virga eﬀects are found to compete and lead to a change in the
number of observed events and total mass ﬂux of 9 to 11 percentage points, although the statistical dis-
tribution of Ze changes only little. While the statistical agreement is enhanced with a potentially lower
blind zone altitude, the diﬀerence in the number of observed events and total mass ﬂux increases. Hence, a
reduced blind zone would not improve snowfall observations in all aspects.
For the future, more radar observations would allow further investigation of this issue, also in other
regions. Since heavy snowfall events are rare but contribute strongly to the total precipitation, longer time
series are needed. The question of how total precipitation translates into snow accumulation at the sur-
face is complex [Gorodetskaya et al., 2014a, 2014b] and needs to be studied in more detail in the future.
The MRR comprises a low-cost, low-maintenance alternative to more complex systems and has been suc-
cessfully operated at PE during the unmanned winter period. It thus oﬀers potential for investigating
snowfall in other polar regions. Special care should be taken to conﬁgure the radar with a lower minimum
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observation height, allowing observations as close to the surface as possible. Also, the use of a radar with a
higher sensitivity is desirable so that the impact of the blind zone on events with reﬂectivities below −5 dBz
can be investigated. For this, data from the North Slope of Alaska site of the Atmospheric Radiation Mea-
surement Program in Barrow [Mather and Voyles, 2012], from the Summit Station in Greenland [Shupe et al.,
2013] or from the Zugspitze in the German Alps [Löhnert et al., 2011], as well as possibly from other sites,
could be used for future studies.
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5.1 supporting information to publication ii
Additional Figures for the data obtained from March 2010 until March
2011 in Longyearbyen, Svalbard, Norway are presented here. The
setup of the instruments was identical to the setup in Ny-Ålesund.
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Figure S.1: Same as Figures 6.a-c of Publication III, but for Longyearbyen.
The classification into different regimes was not applied to
Longyearbyen.
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Figure S.2: Same as Figure 8 of Publication III, but for Longyearbyen.
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Figure S.3: Same as Figure 10 of Publication III, but for Longyearbyen.
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This chapter introduces the PAMTRA (Passive and Active Microwave
TRAnsfer) forward model for simulating passive and active microwave
observations. The model is used in Publication III and in Additional
Study II.
6.1 introduction
During research, development and operation of microwave instru-
ments such as radiometers or radars, forward models are required for
sensitivity studies, maximizing the instrument’s performance and to
build retrievals to relate the measured quantities to the meteorological
quantities of interest such as cloud properties.
PAMTRA is a FORTRAN90 model framework for the simulation
of microwave observations in a plane-parallel, one-dimensional, and
horizontally homogeneous atmosphere. In contrast to other models
which are either designed for passive observations (e. g., Czekala and
Simmer, 1998; Saunders et al., 1999; Rosenkranz, 2002; Eriksson et al.,
2011) or active observations (e. g., Capsoni et al., 2001; Caumont et al.,
2006; Haynes et al., 2007; Pfeifer et al., 2008; Kollias et al., 2011), PAM-
TRA is able to simulate passive and active instruments including radar
Doppler Spectra without beeing tailored to a specific mission (e. g.,
Masunaga et al., 2010; Bodas-Salcedo et al., 2011; Hashino et al., 2013; Mat-
sui et al., 2013). Up- and down-welling radiation can be simulated at
any height of the atmosphere and at any observation angle. PAMTRA
has a modular structure combining modules by various authors in a
consistent framework.
In the following, the model structure is presented with particular
focus on the parts developed by the author, i. e., radar simulator and
pyPAMTRA.
6.2 model structure
The overall modular structure of PAMTRA is summarized in Fig-
ure 8. PAMTRA needs several types of input data. First, the different
hydrometeor species need to be defined with respect to phase, scatter-
ing properties, size distribution, discrete size bins, and—for the radar
simulator—fall velocity model.
For each species, profiles of hydrometeor properties are needed.
For forward simulations of in situ observations or NWP models with
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Figure 8: Flowchart of the steps performed during a PAMTRA simulation.
Reddish areas describe input parameters given by the user, while
the blue boxes are the model output (Figure courtesy of S. Crewell).
full bin micro-physics, the full N(D) and—for ice—m(D) as well as
A(D) can be provided. For coupling of NWP models with bulk mi-
crophysical schemes, it is possible to provide up to two moments of
the particle size distribution, such as total particle number concentra-
tion (ntot), effective radius (reff) or hydrometeor content (e. g., IWC).
Then, the user can choose between different parameterizations for
N(D) e. g., (modified) gamma, exponential or log-normal distribution.
In addition, atmospheric profiles of temperature T , pressure p and
humidity q are needed. If the passive radiative transfer is used, addi-
tional assumptions about the surface type are required as well. The
radar simulator needs a set of instrument specifications such as noise
level or Nyquist interval.
In the following, the methodology to simulate radar and radiometer
observations from hydrometeor profiles is briefly explained.
6.2.1 Single scattering properties
Single scattering properties such as scattering, extinction and emission
are estimated for each hydrometeor species and for each discrete
particle size bin separately. PAMTRA can be used for both, liquid
and frozen hydrometeors. Partly melted particles (i. e. the melting
layer) are currently not supported. Mie theory (Mie, 1908) is used
to estimate the single scattering properties of liquid hydrometeors
like cloud droplets, drizzle, or rain drops for each size bin. The user
can chose between different models from Ellison (2007), Liebe et al.
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(1991, 1993) and Stogryn et al. (1995) to estimate the refractive index of
liquid water. While they agree for temperatures > 0◦C, recent studies
showed for the modeled refractive index of SCLW large differences.
(Cadeddu and Turner, 2011; Kneifel et al., 2014). A model consistent with
observations for the whole range of microwave frequencies has yet to
be found.
Due to the large variability in shape and density, estimating the
scattering properties for frozen particles is more complex in PAMTRA.
Frozen particles are modeled as “soft spheres” (Marshall and Gunn,
1952; Liu, 2004) which are spheres or spheroids composed of an ice-
air mixture using the refractive index of pure ice estimated by Warren
and Brandt (2008) and the mixing formula by Garnett (1904). The
effective particle density ρ of the soft spheres is derived from the
maximum dimension D, the aspect ratio AR and the particle mass m
(Bennartz and Petty, 2001; Petty, 2001). Scattering properties are then
estimated from T-Matrix Theory (Mishchenko, 2000) or—in case of AR
equal to 1—Mie theory. Because the T-Matrix method is relatively
expensive, scattering results can be cashed in a file-based database.
While the soft sphere approach works reasonably well for particles
smaller than the wavelength λ, this method becomes increasingly
unable to consistently predict snow scattering properties affecting
calculations for both, passive (e. g., Petty and Huang, 2010) and active
instruments (e. g. Kneifel, 2011; Leinonen et al., 2012). For the future,
the inclusion of scattering databases (Liu, 2008b; Petty and Huang,
2010; Tyynelä et al., 2011, 2014) is planned to describe the scattering
properties of large ice particles more realistically.
6.2.2 Gaseous Absorption
Absorption by gases in the microwave range can be separated into
contributions by lines and the continuum of atmospheric gases. In
PAMTRA, they are either described by the Rosenkranz 98 model
(Rosenkranz, 1998) with modifications proposed by Turner et al. (2009)
and Liljegren et al. (2005) or by the MPM93 model developed by (Liebe
et al., 1993)
6.2.3 Radar simulator
After multiplying the single scattering properties of each hydrom-
eteor species with the particle size distribution N(D), the effective
radar reflectivity factor Ze can be obtained by integrating the back-
scattering cross sections over the whole size spectrum (e. g., like in
QuickBeam, Haynes et al., 2007). Ze can be either non-polarized, HH
(horizontal receive, horizontal transmit), or VV (vertical receive, ver-
tical transmit) which allows also estimation of differential reflectivity
ZDR = ZHHe /Z
VV
e . However, the full radar Doppler spectrum has to
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The radar Doppler spectra simulator included in PAMTRA is based
on the work of Kollias et al. (2011, 2013) and has been extended for
polarized radiation and to treat not only liquid but also ice particles.
The basic working principle is explained in the following.
To convert the back-scattering cross section σB(D) of the individual
particles in m2 to the volumetric back-scattering in the unit of spectral
radar reflectivity mm6m−3m−1, several constants need to be applied






where λ is the wavelength in m, N(D) is the particle size distribution
in m−4 and |K2w| is the dielectric factor of water related to the refractive
index. Similar to most cloud and precipitation radars, the refractive
index values for liquid water at centimeter wavelengths are used
(|K2| = 0.93, Ulaby et al., 1986) regardless of whether ice or liquid
clouds are observed.
Attenuated ηD(D) is obtained by subtracting the path integrated
attenuation, which is estimated from extinction of gases and hydrom-
eteors depending on measurement geometry (ground-based, airborne
or space-based)
Because a Doppler spectrum is described as a function of veloc-
ity instead of particle size, the size descriptor of the spectral radar





To obtain the fall velocity v and ∂D∂v depending on particle habit, the
relation by Heymsfield and Westbrook (2010) is used for ice and snow
particles, which accounts for particle shape by using particle size,
mass, and area in addition to environmental conditions such as air
density, temperature and pressure as input. For liquid drops, the
relation provided by Khvorostyanov and Curry (2002) is used instead.
For PAMTRA, v is defined such that positive values refer to particles
falling towards the surface.
In addition to the particle fall velocities, vertical air motion V can
be added to the velocity spectrum ηv(v). V can be either fixed or
described by a function (step, linear). ηv(v) has a velocity resolution
specified by the bin spacing of the particle size distribution. However,
radar Doppler spectra have velocity boundaries vnyq (Equation 14) and
velocity resolution that is determined by the number of FFT points
nfft in the radar Doppler spectrum. These parameters are adjustable
in the radar Doppler spectra simulator. ηv(v) of all hydrometeors is
then linearly interpolated onto the spectral resolution of the simulated
radar. Furthermore, if the fall velocity (with or without air motion
component) exceeds vnyq, the simulator adds velocity folding effects.
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The next step is to add the radar receiver noise power NP (in units
of mm6/m3 to be in accordance with Ze) to the spectrum. To account
for the decrease of radar sensitivity due to range, the noise level is
artificially increased with range R
NP = N1000 · (R/1000)2 (23)
where R is range in meters andN1000 is the radar receiver noise power
at R = 1000 m which is estimated either from the radar parameters
or by fitting Equation 23 to radar receiver noise measurements at
different ranges. Depending on the stability of the radar components,
these parameters might change with time. Because the noise level is
equally distributed to the complete spectrum (white noise), noise per





where ∆v is the Doppler spectrum bin resolution.
Kinematic broadening is assumed to have a Gaussian distribution
with standard deviation σk, which is convoluted with ηv(v) to sim-
ulate the broadening of the Doppler Spectrum (Gossard and Strauch,
1989). σk is the sum of several components (Doviak and Zrnic, 1993;








where σ2w is the variance due to the finite radar beam width, σ2s is
the beam broadening term due to contribution of wind shear, and σ2t
is the variance due to turbulence within the radar sampling volume.
σ2w and σ2s can be estimated from the wind field (Sloss and Atlas, 1968;
Doviak and Zrnic, 1993; Nastrom, 1997) Wind shear of the
horizontal wind is
neglected here, see








with U is the horizontal wind, θ is the half-power half-width one-way
radar beam width, kv is the wind shear of the vertical wind V , and


















where k is the wavenumber, a ′ is the Kolmogorov constant (chosen
as 0.5 according to Sreenivasan, 1995), Lλ = λ/2 is the smallest length
scale and Ls is the largest length scale observed by the radar. The
latter is defined by
Ls = Ut+ 2R sin(θ) (29)
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with t the observation time and R is the range.  can be estimated in
situ, but can also be obtained from radar observations (Bouniol et al.,
2003; O’Connor et al., 2005; Shupe et al., 2008b).
Finally, random perturbations are added to every bin i of the spec-
trum in order to account for random noise effects
ηv,N(i) = − log(r(i)) · (ηv(i) +Ni) (30)
where r(i) is a randomly distributed number between 0 and 1 (Zrnic´,
1975). On the one hand, simulations by the radar simulator should
be reproducible, on the other hand the perturbation applied to every
spectrum should be different for each simulated profile to avoid arti-
facts in the statistics. In order to allow both applications, the random
seed can be specified by the user. To account for temporal averaging,
the spectrum is successively averaged nave times.
The moments of the simulated Doppler spectrum are estimated
similar to a real radar data processing scheme (Publication I): firstly,
the noise is removed from the spectrum, secondly the moments of
the most significant peak, defined as peak containing the bin with the
greatest power, are determined. The only difference to a real radar
data processing scheme is that the noise Ni is known already in ad-
vance and does not need to be estimated e. g., using Hildebrand and
Sekhon (1974). Besides the standard moments reflectivity Ze, mean
Doppler velocity W and Doppler spectrum width σ, PAMTRA esti-
mates also the higher moments skewness Sk and kurtosis Ku as well
as the left and the right slope of the spectrum (Sl and Sr) as proposed
by Kollias et al. (2007a) and used by Kollias et al. (2011) and in Publica-
tion III. In addition, the left and right edges of the peak are provided.
All radar observables are available non-polarized as well as for HH
and VV polarizations.
6.2.4 Radiative transfer for passive simulations
PAMTRA can also simulate measurements of passive microwave ra-
diometers. This part is based on the RT4 code provided by Evans and
Stephens (1995b) which enables the user to perform polarized radia-
tive transfer calculations for non-spherical and oriented particles. The
earth’s surface has to be taken into account as the lower boundary
and can be modeled in PAMTRA either by an Lambertian or a Fresnel
surface (e. g., Mätzler, 2006). The former is used for estimating the
surface emissivity based on a database of angle and frequency de-
pendent monthly mean emissivity values obtained from Special Sensor
Microwave Imager (SSM/I) measurements (Prigent et al., 1997). The lat-
ter is used for ocean surface together with a correction developed by
Liu et al. (2011) to account for sea waves, parameterized as a function
of the surface wind.
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6.2.5 pyPAMTRA
pyPAMTRA adds a Python framework around the FORTRAN core
which allows it to call PAMTRA directly from Python excluding the
FORTRAN I/O routines. Consequently, pyPAMTRA is a more user-
friendly way to access the PAMTRA model. It includes a collection of
supporting routines, e. g., for importing model data or plotting. By
pyPAMTRA, a local parallel execution of PAMTRA on multiprocessor
computer systems is possible. Support for high-performance com-
puter clusters such as the Cologne High Efficient Operating Platform for
Science (CHEOPS) is provided by a client-server model. The server
splits the PAMTRA input field into small chunks which are processed
by the clients running on CHEOPS. When finished, the clients send
back their results to the server for merging and further processing.
6.3 conclusions
In this section, the microwave forward model PAMTRA was intro-
duced. It is a radiative transfer model framework for the simulation
of the one-dimensional radiative transfer in a plane-parallel atmo-
sphere for passive and active applications. Unlike other models, ac-
tive and passive observations by satellite, airborne, or ground-based
instruments can be simulated with the same model. It is prepared
for coupling with bulk and full-bin NWP models (see Mech et al.,
2014, for example applications), but can also be run using aircraft in-
situ observations (see Publication III) and for retrieval development
(see Additional Study I). Consequently, PAMTRA can be used in the
future for several applications e. g., model evaluation, future instru-
ments design or retrieval development. The modular design makes
implementation of additional features simple, e. g., the integration of
single scattering databases (Liu, 2008b; Petty and Huang, 2010; Tyynelä
et al., 2011, 2014) is planned for the future. This will improve the esti-
mation of scattering properties, in particular for particles greater than
the instrument wavelength. An extensive description of PAMTRA is
in preparation (Mech et al., 2015) and it is planned to release the source
code of PAMTRA under an open source license.
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ABSTRACT
Observing ice clouds using zenith pointing millimeter cloud radars is challenging, because the transfer
functions relating the observables to meteorological quantities are not uniquely defined. Here, we use a
spectral radar simulator to develop a consistent data set containing particle mass, area and size distribution
as functions of size. This is an essential prerequisite for radar sensitivity studies and retrieval development.
The data are obtained from aircraft in situ, and ground-based radar observations during the Indirect and
Semi-Direct Aerosol Campaign (ISDAC) campaign in Alaska. The two main results of this study are: 1)
An improved method to estimate the particle mass–size relation as a function of temperature is developed
and successfully evaluated by combining aircraft in situ and radar observations. The method relies on a
functional relation between reflectivity and Doppler velocity. 2) The impact on the Doppler spectrum by
replacing measurements of particle area and size distribution by recent analytical expressions is investigated.
For this, higher order moments such as skewness and kurtosis as well as the slopes of the Doppler spectrum
are also used as a proxy for the Doppler spectrum. For the area–size relation, it is found that a power law is not
sufficient to describe particle area and small deviations from a power law are essential for obtaining consistent
higher moments. For particle size distributions, the normalization approach for the gamma distribution of
Testud et al. (2001), adapted to maximum diameter as size descriptor, is preferred.
1. Introduction
Ice clouds are ubiquitous throughout the Earth’s at-
mosphere and play a key role in Earth’s climate system
(Waliser et al. 2009). Ice clouds influence the Earth’s ra-
diative budget, contribute to the dehydration of the up-
per atmosphere and are crucial for the global hydrolog-
ical cycle (Curry et al. 1996; Morrison et al. 2012). At
the same time, they present one of the largest uncertain-
ties in general circulation models, because many of the
processes of ice clouds are poorly understood, occur at
sub-grid scale and observational constraints are limited
(e. g., Zhang et al. 2005). Due to their ability to pene-
trate optically thick clouds and to detect even thin cirrus
clouds, cloud radars have been increasingly used to study
ice cloud microphysics (e. g., Brown et al. 1995; Benedetti
et al. 2003; Matrosov et al. 2002).
One of the main challenges to measure ice clouds by
remote sensing is that the transfer functions which relate
the observables (e. g., radar Doppler spectrum) to cloud
properties (e. g., ice water content IWC) are not uniquely
defined (Szyrmer et al. 2012). To overcome this chal-
lenge, this study has two main objectives: 1) estimate a
mass–size relation m(D) from a combination of in situ and
radar observations and 2) investigate the effect of describ-
ing particle area A and number concentration N as func-
tions of size D on moments of the radar Doppler spectrum.
Both parts together result in a consistent set of equations
to describe m(D), A(D) and N(D) for simulating the radar
Doppler spectrum. Such a set of equations is an essential
1
2prerequisite for sensitivity studies and the development of
radar retrievals exploiting radar moments.
The first objective is investigated in this study, because
m(D) introduces one of the greatest uncertainties when re-
lating remote sensing observables to meteorological quan-
tities. At the same time, m(D) is particularly difficult to
measure in situ. It can be obtained by collecting and melt-
ing single particles at the ground, but sample sizes are
often very small (Magono and Lee 1966; Locatelli and
Hobbs 1974; Mitchell et al. 1990). From aircraft, only
ice water content IWC can be measured directly by probes
(Korolev et al. 1998; Noone et al. 1988) and m(D) has
to be estimated from closure studies (Brown and Francis
1995; Heymsfield et al. 2004). Another, yet rather in-
direct possibility is relating projected area (Schmitt and
Heymsfield 2010) or particle shape (Jackson et al. 2012)
as measured by particle imaging probes to m(D). Most ice
cloud retrievals using remote sensing instruments retrieve
not m(D), but IWC (e. g., Matrosov et al. 2002; Delanoe¨
and Hogan 2008) and often need prior knowledge of m(D)
(e. g., Posselt and Mace 2014). In this study, we estimate
m(D) as a function of temperature by combining radar ob-
servations with aircraft in situ measurements. We use op-
timal estimation (Rodgers 2000) to find the pair of m(D)
coefficients such that the functional relation between ef-
fective radar reflectivity factor Ze and Doppler velocity W
observed by radar and forward modeled from in situ data
match.
Knowledge of m(D) enables us to investigate the second
objective: similar to m(D), A(D) is commonly expressed
by a power law. Gamma (Schneider and Stephens 1995)
and exponential distributions (Gunn and Marshall 1958)
are commonly used to describe N(D) for snow and ice.
More recently, Petty and Huang (2011) showed that they
can be generalized for all particle size descriptors using
the four-parameter modified gamma function. The use of
log-normal distributions for describing cirrus clouds has
also been described (Tian et al. 2010). The ISDAC data
set with measured profiles of A(D) and N(D) allows us
to investigate the impact of applying these functions on
simulated radar observations. In addition, the sensitivity
on assumed minimum and maximum particle size can be
evaluated. For this, not only the standard moments Ze, W
and Doppler spectrum width σ are investigated, but also
the use of higher moments of the Doppler spectrum, such
as skewness (Sk, third moment) and kurtosis (Ku, fourth
moment) together with left slope (”slow” side of the spec-
trum) and right slope (”fast” side of the spectrum) of the
peak (Sl and Sr), is proposed as a proxy for the shape of the
radar Doppler spectrum. For the following, we will call
Sk, Ku, Sl and Sr higher moments even though the slopes
are technically not moments. Consequently, Ze, W and σ
will be called lower moments. While the radar spectrum
and higher radar moments have been used to estimate liq-
uid water content (Babb et al. 1999) and precipitation rate
(Atlas et al. 1973), to separate cloud drops from drizzle
(Kollias et al. 2011b) and to locate supercooled liquid wa-
ter (Shupe et al. 2004; Luke et al. 2010), no studies thus
far have investigated the use of higher moments for study-
ing ice clouds, and the radar spectrum has only been used
for case studies (Verlinde et al. 2013).
In order to develop the set of parameters to describe
m(D), A(D) and N(D), we combined observations of the
MilliMeter wavelength Cloud Radar (MMCR, Moran
et al. 1998) at the Atmospheric Radiation Measurement
(ARM) site North Slope of Alaska in Barrow with in situ
aircraft data acquired during the Indirect and Semi-Direct
Aerosol Campaign (ISDAC, McFarquhar et al. 2011).
To convert the in situ observations into higher radar mo-
ments, we use the Passive and Active microwave radia-
tive TRAnsfer (PAMTRA) radar simulator (Kollias et al.
2011a; Mech et al. 2015).
The observational data set and the radar simulator are
described in Sec. 2. The novel method to estimate m(D)
is introduced and compared to other methods in Sec. 3.
Higher moments are used to evaluate parameterizations of
A(D) and N(D) in Sec. 4 and concluding remarks on the
optimal set of ice cloud parameterization are provided in
Sec. 5. See Appendix C for an overview of the most used
abbreviations and symbols.
2. Data Set, Forward Operator, and Instruments
In this section, the ISDAC data set is introduced, and
the forward operator PAMTRA is briefly described. In ad-
dition, the MMCR radar is presented and it is shown how
both data sets are combined.
a. ISDAC
For this study, in situ aircraft data acquired dur-
ing the Indirect and Semi-Direct Aerosol Campaign
(ISDAC) campaign in April 2008 (McFarquhar et al.
2011) are used. The ISDAC data set contains obser-
vations of mostly stratocumulus ice and mixed-phase
clouds featuring temperatures (T ) between −40 and 5
◦C. It is available at the website of the US Depart-
ment of Energy ARM program (http://www.arm.gov/
campaigns/aaf2008isdac). Best estimates of ice par-
ticle size distribution N(D) and area vs. size A(D)—with
D defined as the maximum dimension of the particle—
are derived from a combination of the 2-D Stereo Probe
(2DS), 2-D Cloud Probe (2DC), Cloud Imaging Probe
(CIP), and 2-D Precipitation Probe (2DP) using the
methodology described in Jackson et al. (2012). The 2DC
included a modified tip design to mitigate contamination
due to shattered artifacts (Korolev et al. 2011, 2013a). The
data are corrected for shattering effects using the inter-
arrival time method (Field et al. 2006) and using the num-
bers, sizes and gaps between fragments in a single image
(Korolev and Isaac 2005). Although this approach reduces
3contributions from artifacts (Lawson 2011), shattered par-
ticles still contribute to N(D) for D < 0.5 mm (Korolev
et al. 2013b; Jackson et al. 2014). Jackson and McFar-
quhar (2014) showed for the 2DC that shattered particles
made contributions of only about 15 to 20% to higher or-
der moments of N(D), such as IWC and total area, when
probes without modified tips are used. Thus, contributions
of shattered artifacts to the moments of the N(D) of the
ISDAC in situ data set are expected to be even less. As a
consequence, particles with D < 0.5 mm are included for
all approaches based on moments of N(D), but removed
for all least squares based methods to avoid artifacts due
to shattering. In this study, ice particles are assumed to be
larger than 50 µm, hence, smaller particles are discarded,
because the uncertainty in their measured concentrations
is high as shown by Jackson et al. (2012) for ISDAC.
Furthermore, the ISDAC data set contains bulk mea-
surements such as T , humidity (q), pressure (p) and IWC.
Due to technical problems with the Nevzorov and CSI
probes associated with electrical interference, IWC is de-
rived from a combination of the size distributions mea-
sured by the optical array probes and shape distributions
from the habit identification scheme of Jackson et al.
(2012). Eddy dissipation rate ε , which is a measure of tur-
bulence, was estimated from measurements of the Tropo-
spheric Aircraft Meteorological Data Reports (TAMDAR)
system (Moninger et al. 2009). TAMDAR reports 3
√
ε at
a low spatio-temporal resolution in only 27 discrete inter-
vals. During ISDAC, ε was—with very few exceptions at
very low altitudes—reported as the lowest measurement
interval “00” which corresponds to 3
√
ε < 0.1 m2/3 s−1
for both, maximum and mean 3
√
ε within the measurement
increment. This highlights the low turbulence conditions
during ISDAC around Barrow and consequently, we as-
sume an even lower, constant value of 3
√
ε = 0.01 m2/3
s−1 for the complete data set.
For this study, the integration time is increased from 1
s to 10 s to ensure that the number of detected particles
represents a statistically significant sample. The impact
of averaging time on the results is discussed in Appendix
B3. Only particles classified as ice are considered in this
study. In addition, ice particles obtained when more than
than 0.01 g m−3 liquid water was detected by the King
probe are not used in this study, representing 14% of the
total data set. Assuming D = 20 µm, 0.01 g m−3 corre-
spond to roughly −38 dBz which is close to the lowest
values observed for Ze observed in this study (Sec. 4d), so
we consider an impact of remaining liquid on the analysis
unlikely.
b. PAMTRA Radar Simulator
To convert the ISDAC in situ microphysical measure-
ments into radar observables (forward modeled ISDAC
observation are called F-ISDAC hereafter), the Passive
and Active microwave radiative TRAnsfer (PAMTRA)
model, developed at the University of Cologne, is used
(Mech et al. 2015). The active part of PAMTRA is based
on Kollias et al. (2011a)1, but modifications to treat the
microphysical and scattering properties of ice particles are
necessary, as described below.
First, the backscattering cross sections for each size bin
are calculated. For this, the T-Matrix method (Mishchenko
2000) is used assuming that the particles can be modeled
as horizontally aligned, soft oblate spheroids with an as-
pect ratio (AR) of 0.6 (Hogan et al. 2012) defined as mix-
tures of ice and air (Petty 2001). To obtain the refractive
index of soft spheres from the refractive index of solid ice
(estimated using Warren and Brandt 2008), the mixing for-
mula of Maxwell Garnett (1904) is used that depends on
the effective particle density which follows from the mass-
dimensional relationship and the specified spheroid. Even
though databases based on realistic particle shapes using
DDA (e. g., Liu 2008; Petty and Huang 2010; Tyynela¨
et al. 2011) are available, we prefer the T-Matrix method,
because the databases publicly available do not cover all
needed A(D) and m(D) relations. Several studies showed
(e. g., Kneifel et al. 2011; Tyynela¨ et al. 2011; Hogan et al.
2012) that at 35 GHz, the T-Matrix approximation can be
used at least for particles with D < 5-10 mm. For the IS-
DAC data set, larger particles are rare (see Sec. 4c). The
impact of assuming a fixed AR of 0.6 is discussed in Ap-
pendix B1. As attenuation is expected to be low for snow
and ice at 35 GHz (Matrosov 2007), attenuation effects are
ignored in this study.
The effective radar reflectivity factor Ze can be obtained
by integrating σ(D) ·N(D) over D. If, however, higher
radar moments need to be modeled, the Doppler spectrum
has to be simulated which requires application of a particle
fall velocity vs. diameter relationship v(D). v(D) is a func-
tion of particle habit and is estimated using the method
proposed by Heymsfield and Westbrook (2010) which de-
pends on the particle shape by using D, m(D), and A(D) in
addition to environmental conditions such as air density, T
and p as input. Here, positive values of v refer to particles
which are falling towards the radar.
The contribution of the kinematic broadening to the
radar Doppler spectrum is assumed to have a Gaussian dis-
tribution with standard deviation σk (m s−1), which is con-
volved with the radar reflectivity spectrum (Gossard and








where σ2w describes the contribution of the horizontal
wind field to the radial velocity due to the finite radar
beamwidth, σ2s is the broadening term due to shear of
1A version of the McGill Radar Doppler Spectra Simulator
(MRDSS) tuned for liquid particles is available at http://www.
clouds.mcgill.ca/Research/code_download_mrdss.htm
4the vertical wind, and σ2t is the variance due to turbu-
lence within the radar sampling volume. σ2w is estimated
by σ2w =U2θ 2/2.76 with U the horizontal wind as mea-
sured by the aircraft and θ the half-power half-width one-
way radar beam width in radians (Sloss and Atlas 1968;
Nastrom 1997) which is 0.155◦ for the MMCR in Bar-
row. σ2s is neglected in this study, because is is expected
to be smaller than the other terms and gradients of verti-
cal winds are not available from aircraft observations. σ2t
depends on the Eddy dissipation rate ε as measured by the













where k is the wavenumber, a′ is the Kolmogorov constant
(chosen as 0.5 according to Sreenivasan 1995), Lλ = λ/2
is the smallest length scale and Ls is the largest length scale
observed by the radar. The latter is defined by Ls =Ut +
2zsin(θ) with t the observation time and z is the height.
Finally, noise is added to the simulated radar Doppler
spectrum using the methodology proposed by Zrnic´
(1975). Then, the spectra are averaged nave times which
reduces the noise variance by
√
nave. The moments of
the simulated Doppler spectrum are estimated similar to
a real radar data processing scheme (e. g., Maahn and Kol-
lias 2012): First, the noise is removed from the spectrum,
then the moments of the most significant peak, defined as
peak containing the bin with the greatest power, are deter-
mined.
PAMTRA estimates not only the lower, but also the
higher moments: the skewness Sk indicates whether the
peak has more weight on the left (Sk < 0) or right side
(Sk > 0) (Fig. 1a). The kurtosis Ku describes the shape of
the peak (Fig. 1b): While Ku of a Gaussian is three, values
below indicate a more round tip while larger values indi-
cate a pointed tip. In addition to these higher moments, the
slopes in dB s m−1 are estimated using the position of the
left (right) edge of the spectrum, the mean noise power and
the position as well as power of the spectral peak (Fig. 1c).
In contrast to Ze, higher moments do not depend on the
absolute calibration of the radar. Furthermore, the mean
vertical air motion shifts only the Doppler spectrum and
W , but does not change the higher moments. Higher mo-
ments and the slopes in particular are, however, strongly
influenced by atmospheric turbulence and depend on the
signal-to-noise ratio of the radar.
c. MMCR
As a reference, the MilliMeter wavelength Cloud Radar
(MMCR) of the US Department of Energy ARM program
located in Barrow (71.32◦N, 156.62◦W, 8 m asl) at the
North Slope of Alaska (NSA) is used. It is a vertical
pointing pulsed radar system with a frequency of 35 GHz















































c) Left and Right Slope
FIG. 1. Examples of idealized radar Doppler spectra for different
values of (a) skewness Sk, (b) kurtosis Ku and (c) left Sl and right
slope Sr . Positive values of Doppler velocity refer to particles which
are falling towards the radar.
low as −50 dBz (Moran et al. 1998). For this study,
the so called boundary layer mode is used (Kollias et al.
2007), since it provides the best sensitivity and the highest
Doppler velocity resolution covering a height range up to
6 km with a vertical resolution of 43.7 m. The boundary
layer mode uses 10 spectral averages and is available with
an effective time resolution of 1.4 s. Protat et al. (2011)
found a calibration offset of −9.8 dB through compar-
isons of MMCR data obtained between March and Octo-
ber 2008 and the CloudSat satellite (Stephens et al. 2008),
so the data set is corrected accordingly.
The presence of supercooled liquid water can influence
the radar Doppler spectrum (Shupe et al. 2004; Luke et al.
2010). Consequently, observations with a liquid water
path measured by a microwave radiometer of more than
0.1 kg m−2 are removed (15% of the radar data set). As-
suming a cloud depth of 2.5 km, this corresponds to a
mean reflectivity due to liquid of −32 dBz which can be
neglected, because observations with Ze <−30 dBz were
rare during ISDAC (Sec. 4d). To reduce the impact of non-
uniform beam filling effects near cloud edges, the MMCR
observations at the boundaries of the observed hydrome-
teor layers are excluded in the analysis.
The synthetic radar Doppler spectra (forward modeled
from the in situ measurements) and the MMCR recorded
radar Doppler spectra (product nsammcrspecmomC1) are
post-processed with the same moment estimators to ensure
consistency between the two data sources. Ghost peaks in
the Doppler spectrum mirrored at 0 m s−1, which occur
for high Ze, are filtered by processing the most significant
peak only. To remove rare cases where ghost and real peak
are not clearly separated, peaks with the left edge of the
peak below −0.5 m s−1 are also discarded.
Temperature profiles corresponding to the MMCR ob-
servations were obtained using the Merged Sounding
product (ARM 1996) which is based on radiosonde ob-
servations interpolated with microwave radiometer mea-
surements and model output of the European Centre for
Medium Range Weather Forecasts (ECMWF). Data above
0 ◦C are discarded.
5d. Combination of the data sets
Direct comparisons of aircraft and ground-based remote
sensing instruments are challenging due to mismatches in
time, space and sampling volumes. Thus, MMCR obser-
vations and F-ISDAC calculations can only be compared
statistically. For this, only aircraft measurements within
a radius of 10 km around Barrow are used. The size
of the radius is a trade-off between the need for a suffi-
ciently large data set and the requirement to have in situ
measurements that are representative for the conditions
around the ARM site and capture the small-scale variabil-
ity (see Appendix B2 for discussion of the 10 km radius).
The MMCR data set, in turn, is restricted to observations,
where the aircraft was in a horizontal plane closer than
10 km, within 60 s and within an altitude of ±90 m (2
MMCR height bins). After filtering, around 2100 10 s-
observations remained in the F-ISDAC data set and around
57200 observations remained in the MMCR data set.
3. Determination of the mass–size relation
No direct measurements of particle mass vs. diameter
m(D) are available for ISDAC, only IWC is included in
the data set obtained from shape analysis. Thus, we need
to estimate m(D), which is the first objective of this study.
In this section, a novel approach for determination of the
coefficients a and b of the power law mass – size relation
m(D)
m(D) = a ·Db. (3)
is presented and compared with other methods by applica-
tion to the ISDAC data set.
a. Estimating the mass–size relation from the reflectivity–
mean Doppler velocity relation
The new method to estimate the mass–size relation
m(D) is based on the relation between Ze and W
W = e ·Z fe (4)
where the coefficients e and f depend on microphysical
conditions (Kalesse et al. 2013). Fig. 2 shows that for the
MMCR data set, there is a clear correlation between Ze and
W even though there is a high spread. Although vertical air
motions also contribute to W , we expect that they do not
influence the least squares fit to determine the coefficients
e and f and cancel out over time. Extreme outliers are
manually removed (see Fig. 2).
All parameters needed to estimate Ze and W with PAM-
TRA are contained in the ISDAC data set (see Fig. 3 for
flow chart diagram) except for m(D). Consequently, we
choose m(D) such that the functional relation between Ze
and W is maintained and e and f of the MMCR observa-
tions and F-ISDAC agree. Using m(D) as a closure leads
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FIG. 2. Ze vs.W as measured by MMCR with color showing temper-
ature. The dashed line (mostly hidden by solid line) denotes the result
of the least squares fit of the radar data. The dotted line is used to re-
move outliers. The contour plot shows F-ISDAC data for the retrieved
m(D) for the full data set and the resulting least squares fit (solid line).
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FIG. 3. Schematic overview of the forward modeling of the ISDAC data
set and the comparison with MMCR observations.
to the fact that biases of the forward operator and espe-
cially the included v(D) relation translate directly into bi-
ases of m(D). As an advantage for remote sensing appli-
cations, m(D) is estimated from the particle size range be-
ing most important most for radar observations (i. e., large
particles). In situ observations of IWC are not required.
In order to find the optimal m(D), we make use of the
optimal estimation (OE) theory (Rodgers 2000). OE is a
simplified Bayesian retrieval technique based on a Gaus-
6TABLE 1. Coefficients e and f of the reflectivity – fall velocity (Ze−W ) relation (Eq. 4) and retrieved coefficients α , a, and b of the (normalized)
mass-size relation m(D) (Eqs. 3 and 10). All quantities are in SI-units, only temperature is in ◦C and Ze is in mm6 m−3.
Temp. range −40 to 0 −40 to −30 −30 to −25 −25 to −20 −20 to −15 −15 to −10 −10 to −5 −5 to 0
Ze−W : e 0.772 0.680 0.760 0.714 0.820 0.717 0.779 0.883
Ze−W : f 0.102 0.119 0.091 0.096 0.036 0.076 0.129 0.065
m(D) : α 0.958 0.568 0.812 0.997 1.282 0.913 0.837 1.195
m(D) : a 0.093 0.053 0.042 0.013 0.001 0.020 0.074 0.120
m(D) : b 2.228 2.223 2.134 1.933 1.476 2.004 2.215 2.234
sian statistical model of the problem in addition to a priori
information to estimate the state vector x with dimension
N from the observation vector y. The updated state vector
xi+1 is obtained with








where xa is the a priori assumption for x, Sa is the a priori
uncertainty expressed as the covariance matrix of xa, Se is
the uncertainty of y expressed as the measurement covari-
ance matrix, and Ki is the Jacobian matrix of the forward
model P(xi), i. e.,Ki = (∂P(x j)/∂x j′) j, j′=1,...,N with x j the
elements of xi. γi is an additional factor following Turner
and Lo¨hnert (2014) to put a higher weight on Sa in the
beginning of the retrieval in order to stabilize the retrieval
in case of a bad first guess. Similarly, we use decreasing
values of 10000, 3000, 1000, 300, 100, 30, 10, 3, 1, 1,
... for γi. Due to the Bayesian concept, the uncertainty
of the retrieval solution can be easily estimated from the




















The iteration is started with x1 = xa and is stopped when
γi = 1 and the convergence criteria
(xi−xi+1)TS−1i (xi−xi+1) N (8)
is met.
In this study, the retrieval is not applied to individual
profiles, but to the complete data set. Consequently, y
does not consist of radar observables such as Ze or W , but
instead consists of the coefficients e, f of the Ze−W re-
lation, whereby x consists of the parameters of the m(D)
relation. Thus, parameters of the m(D) relation can be
found such that F-ISDAC features a similar Ze −W re-
lation as the reference MMCR data set. For the forward
model P, we use the PAMTRA forward operator which is
applied to all ISDAC profiles for every iteration step i. To
ensure the stability of the retrieval, it is necessary to in-
clude median(Ze) of the data set as a third variable of y.
This ensures that OE does not solve the problem by iterat-
ing to very small values of Ze due to reducing m(D) such
that the majority of simulated Ze observations is below the
sensitivity threshold of the MMCR. In this case, the least
squares fit of Eq. 4 could be easily solved because only
few points would remain.
Eq. 3 depends strongly on changes in b which makes
the retrieval unstable and makes convergence difficult to
obtain. Hence, we used the normalization approach of
Szyrmer et al. (2012); they defined a reference diameter
D∗ with a corresponding reference mass m∗ given by
m∗ = m(D∗) = a(D∗)b (9)
Together with Eq. 3, this leads to
m(D) = m∗ (D/D∗)b = αC0 (D/D∗)b . (10)
Here, m∗ is expressed as an arbitrary reference mass C0
and a dimensionless factor α . This form has the advan-
tage that m(D) has a less dependence on b if the reference
size is representative of the observations. In other words,
most of the variability is expressed by α while uncertain-
ties in the estimate of b have little impact on derived parti-
cle mass. In accordance with Szyrmer et al. (2012), D∗ =
1.2 mm and C0 = 3 · 10−5 g are chosen. Hence, the state
vector x of OE is composed of b and log10(α). The loga-
rithm of α is used to prevent OE from iterating to negative
values. OE requires the definition of an a priori value xa
for x and the uncertainties expressed as covariance matri-
ces of a priori Sa and measurements Se. As a priori val-
ues, we chose b = 2.1, because it is a typical value for
m(D) relations, and α = 1, since it corresponds to the m∗
value proposed by Szyrmer et al. (2012). Se is estimated
from the uncertainty derived from the least squares fit to
gain the coefficients e and f of the Ze−W relation, 1 dB
is assumed as the variance VAR of median(Ze), and off-
diagonal entries are neglected. For the diagonal of Sa,
VAR(log10α) = 1.0 and VAR(b) = 0.5 are chosen as es-
timates for the natural variability, and off-diagonal entries
are neglected as well.
Fig. 2 shows that there might be also a dependence of
the Ze −W relation on T (see Table 1 for coefficients).
To investigate this, the retrieval is also applied to data sub
7sets defined by T intervals between −40 and 0 ◦C with
5 ◦C width. Only few observations are available for
T < −30 ◦C and thus only one interval from −40 to −30
◦C was used.
b. Retrieval results
For the complete data set, OE converges to b = 2.23±
0.002 and α = 0.959± 1.7E-6 which corresponds to a =
0.093± 0.002 kg m−2.23. These are similar to the val-
ues found by Mitchell et al. (1990) for aggregates of side
planes (a = 0.083 , b = 2.2 in SI units). Applied to the
F-ISDAC data set, the resulting Ze−W distribution is pre-
sented in Fig. 2 and shows good agreement with the least
squares fits between MMCR and F-ISDAC. Note that the
retrieval errors are extremely small because 1) any forward
model errors are neglected and 2) α and b most likely vary
from profile to profile, but only smoothed values are re-
trieved here. Hence, the values found for α and b might
be representative for the entire data set, but their variabil-
ity from profile to profile is not well represented by the
retrieval errors.
The retrieval results for α , b and derived a as a func-
tion of T and the corresponding errors (if large enough
to be visible) are shown in Fig. 4. The values for α , b
and derived a vary with T from 0.57 to 1.28, 1.47 to 2.23
and from 0.001 to 0.120 in SI units, respectively (Table
1). b and a follow an U-shaped curve with values larger
than 2.1 for T < −25 ◦C and T > −10 ◦C . We attribute
this to the transition of the dominant shape of snow parti-
cles from compact, columnar polycrystals typical for cold
temperatures, to more fluffy particles, such as aggregated
crystals or stellar single crystals, to heavy, rimed parti-
cles for T > −15 ◦C (Magono and Lee 1966; Bailey and
Hallett 2009). This can be also seen from five examples
of m(D) relations from prior studies which are also pre-
sented in Fig. 4. Note that the found decrease of a and b
can—although to a lesser extent—also be seen in Fig. 12
of Heymsfield et al. (2013) who investigated the temper-
ature dependence of a and b using a much larger data set
composed of several campaigns.
While a and b are correlated as expected (e. g., Heyms-
field et al. 2010; Szyrmer et al. 2012), α shows a different
trend: Generally, α increases with increasing T , but the
trend is interrupted by a minimum between −15 ◦C and
−5 ◦C . Note that α is proportional to the reference ef-
fective density ρ∗ of a particle with size D∗ and mass





Consequently, we can explain the minimum of α between
−15 ◦C and −5 ◦C with a minimum of ρ∗. This is most
likely related to the occurrence of low density particles
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FIG. 4. (a) Retrieved α and (b) b as well as (c) derived a coefficients
in dependence on temperature in comparison to (d) the 10, 50 and 90%
quantiles of the “mass–weighted” mean diameter Dm (see Sec. 4b) for
definition). The retrieval result for α , b and a for the complete data set
are marked with a solid, straight line. For comparison, various m(D)
relations from literature are presented at arbitrary, but typical temper-
atures: radiating assemblages of plates (Mitchell et al. 1990), densely
rimed dendrites (Locatelli and Hobbs 1974), aggregates of side planes,
(Mitchell et al. 1990), stellar crystals with broad arms (Mitchell 1996)
and aggregates of unrimed radiating assemblages of plates, side planes,
bullets, and columns (Locatelli and Hobbs 1974) which is the m(D) re-
lation used by Brown and Francis (1995) as well.
Mitchell (1996) reported very similar coefficients for a and
b (Fig. 4). Ground-based in situ observations found a sec-
ondary maximum of aggregation growth at temperatures
between −10 and −15 ◦C (Hobbs et al. 1974; Lo¨hnert
et al. 2011) and also laboratory measurements of particle
density of idealized ice crystals found a minimum around
−15 ◦C (Fukuta and Takahashi 1999) where the difference
in saturation pressure over liquid and over ice is largest
(Libbrecht 2005). The larger size of the particles in this
interval can be also seen from the median of the “mass–
weighted” mean diameter Dm (see Sec. 4b for definition),
which has a clear maximum around −14 ◦C (Fig. 4).
c. Reference methods for determination of m(D)
The novel methods based on the Ze−W relation with
and without considering T (called m-ZW and m-ZWT,
respectively, hereafter) are compared with various other
methods to estimate m(D), which are described below.
The widely used m(D) relationship by Brown and Fran-
cis (1995) (m-BF hereafter) expresses m as a function of
8the mean particle diameter Dmean. Hogan et al. (2012) con-
verted it to a relation in terms of maximum particle dimen-
sion D, where (in SI-units)
m(D) = 0.0121 ·D1.9. (12)
Heymsfield et al. (2004) proposed a method (constant Λ
m-CL) to estimate the coefficients of the m(D) relation by
testing different values for b from 1.7 to 2.7 in increments
of 0.05 and estimated the corresponding a by comparison





where ∆D is the size bin width. In order to find a,b most
consistent with the measured IWC, the ratio between mea-
sured IWC and IWC estimated from a and b is calculated
for every profile. The selected pair of a,b coefficients is
the one that demonstrates the least sensitivity on the shape
of N(D) which is characterized by the gamma distribution
parameter Λ (see Sec. 4b, Eq. 30 for definition). Using this
method, the following coefficients (in SI-units) are found
for the limited bulk mass data available in ISDAC:
m(D) = 0.0428 ·D2.1 (14)
Jackson et al. (2012) estimated m(D) for ISDAC by
shape estimation (m-SA). They determined particle type
by an automated habit identification scheme and ap-
plied the corresponding m(D) relationships (i. e. Brown
and Francis 1995; Mitchell 1996) of nine particle habits:
spheres, columns, plates, stellars, dendrites, rosettes, bud-
ding rosettes, small irregulars, and big irregulars.
Schmitt and Heymsfield (2010) proposed a method
based on fractal geometry (m-FG) which makes it possi-
ble to derive the exponent of the power law m(D) relation
for every profile individually. They found for mid-latitude
regions that the exponent of the area–size relation
A = c ·Dd (15)
is related to the exponent of the m(D) relation with b =
1.25 · d. In order to obtain the coefficients of the A(D)
relation, the least squares fit presented in Sec. 4a is used.
After obtaining b, a is chosen in such a way that the mea-
sured IWC is conserved similar to Eq. 13, but for every
profile individually. This method has the drawback that it
is only applicable to profiles where a good fit of Eq. 15
to the observed values can be made. Hence, profiles with
less than five size bins with N(D)∆D > 10 m−3 or with
an explained variance R2 below 0.7 are excluded from the
analysis.
Based on this method, (Heymsfield et al. 2013) devel-
oped temperature T dependent (m-TD) estimates for a and
b from 10 different field campaigns obtained in different
regions from −12◦ to 71◦ latitude. They found (converted
to SI units)
b = 2.31+0.0054T (16)
a = 0.0081e0.0131T 102b−3. (17)
d. Comparison to MMCR
To investigate the impact of the various m(D) parame-
terizations on the radar moments, F-ISDAC is calculated
for each method, and compared against MMCR observa-
tions with histograms and medians of the radar moments
Ze, W and σ (Fig. 5, columns 1-3). To compare the dis-
tributions more quantitatively, we use the Kolmogorov –
Smirnov statistic (dα ) (Massey 1951). Lower values in-
dicate better agreement with dα = 0 for samples originat-
ing from equal distributions. Note that we use dα only
as a degree of agreement and not to test whether the two
underlying probability distributions differ. Here and for
all following comparisons, the MMCR data set is also re-
stricted to periods where the F-ISDAC data are available
(i. e., whereN(D)∆D > 10 m−3 and R2 > 0.7). Conse-
quently, the size of the MMCR data set is different for
each comparison.
The new methods m-ZW and m-ZWT of finding the co-
efficients of the m(D) relation based on the Ze −W re-
lation lead to a high agreement of MMCR and F-ISDAC
observations. Since only Ze and W are used to derive the
coefficients of the m(D) relation, agreement of σ is as an
independent test, because Ze, W and σ depend all differ-
ently and nonlinearly on m(D). This and the good agree-
ment to reported values of a and b, leads to the conclu-
sions that uncertainties in the forward model or vertical
air motion do not contribute to the bias in the retrieved a
and b coefficients. For m-ZWT, dα is smaller than 0.09
for all moments. The offset of Ze is −1.9 dB, which is
within the uncertainty range of Ze, given the large cali-
bration offset of the MMCR of −9.8 dB found by Protat
et al. (2011). For the retrieval without considering tem-
perature m-ZW, agreement for Ze decreases to −2.7 dB
and the offset for σ increases significantly from 0.002 to
0.02. As a consequence, it is concluded that one m(D)
relation is not sufficient for forward modeling the com-
plete data set and variability due to temperature has to be
accounted for. Ze of MMCR shows a bi-modal distribu-
tion and the larger peak around 10 dBz cannot be fully
reproduced by F-ISDAC when using m-ZWT. A reason
for that could be the reduced accuracy of the T-Matrix ap-
proach for larger particles leading to decreased backscat-
tering. Some studies suggested also that the exponent of
the m(D) relation is different for larger particles (e. g., Ma-
trosov 2007; Mitchell 1996). This, however, cannot be in-
vestigated with the given data set.
Ze is correlated to W and σ and it is investigated in
Fig. 5 (columns 4-5) whether this functional relationship
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a) Ze−W Optimal Estimation (m-ZW, Eqs. 4ff); F-ISDAC: 1690 obs., MMCR: 56072 obs.
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FIG. 5. Normalized 1-D (columns 1–3) and 2-D (columns 4–5) histograms of radar moments (columns) effective reflectivity factor Ze, Doppler
velocity W and spectrum width σ of MMCR observations (gray lines (1-D) and filled contour plot (2-D), respectively) and forward modeled ISDAC
observations (F-ISDAC, black lines (1-D) and contour plot with lines (2-D), respectively) for miscellaneous mass parameterizations presented in
Sec. 3 (rows). N(D) and A(D) of the particles are taken from measurements. For each data set, the number of cases is given. For 1-D plots, the
vertical lines denote the median of the distributions, the difference between both medians is denoted in the upper left corner and the Kolmogorov –
Smirnov statistic dα is presented in the upper right corner of each panel. For 2-D plots, a least squares power fit is shown for MMCR (gray) and
F-ISDAC (black).
can be reproduced by F-ISDAC. For m-ZW and m-ZWT
it can be seen that we can reproduce the Ze−W relation,
which is the basis for the retrieval used. In addition, the
Ze−σ relation—which follows a similar power law—is
reproduced with less difference for Z-ZWT compared to
Z-ZW. Similar to the 1-D histogram for σ , this is an im-
portant closure indicating that the derived m(D) is consis-
tent with the observations.
Comparison to the reference methods for m(D) reveals
that the other methods cannot reproduce the MMCR ob-
servations as well as m-ZWT. Even though the compari-
son of 1-D histograms reveals only minor offsets for m-BF
(Fig. 5c), comparison of the Ze−σ relation shows that σ
is negatively correlated to Ze instead of positively (Fig. 5c,
last column). The performance of m-CL is similar to m-
ZWT with respect to the functional relations and to the
offsets (Fig. 5d), but dα is larger for all moments. Even
though agreement of Ze is almost perfect for m-SA, the
other moments are highly biased for m-SA (Fig. 5e). Sim-
ilarly, m-FG and m-TD lead to relatively large offsets for
W and σ (Fig. 5f,g). Note that the methods m-CL and m-
FG depend on IWC which had to be partly recovered from
the m-SA method (Jackson et al. 2012) due to technical
problems. Hence, the performance of m-CL and m-FG
might be better for other campaigns with higher quality
IWC measurements.
The fact that all methods for m(D) are able to reproduce
Ze distributions very similar to the MMCR data set, even
though some show offsets for W and even stronger for σ ,
underlines that investigation of Ze alone is not sufficient to
evaluate m(D) relations. The results for m-BF show that
even separate investigation of W and σ is not sufficient
and the functional relationships among Ze, W and σ have
to be investigated as well.
4. Evaluating parameterizations for projected area
and particle size distribution using higher moments
With the novel method for m(D), the ISDAC data set
contains all variables required by PAMTRA. In this sec-
tion, the impact of replacing measurements of A(D) and
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N(D) by corresponding parameterizations is evaluated us-
ing lower and higher moments of the Doppler spectrum
(see Fig. 3 for schematic overview). Finally, the impact of
truncation effects is investigated.
a. Methods to parametrize projected area
Particle area is usually parametrized using an exponen-
tial law (e. g., Mitchell 1996) as shown in Eq. 15. The
uncertainty of measured A(D) follows from the uncer-
tainty of the total cross section area of all measured par-
ticles Atot(D) = A(D) ·Ntrue(D), which is described with
1/
√
N(D)true (Hallett 2003) where N(D)true is the number
of particles detected by the cloud probe not normalized by
measurement volume and size bin width at a certain D.
First, a least squares fit is applied to the complete data
set to estimate the coefficients of Eq. 15 (A-GLS). In order
to avoid biases due to shattering effects on the probe tips,
only particles larger than 0.5 mm are taken into account.
The derived A(D) relation is (in SI-units)
A = 0.282 ·D1.949 (18)
Second, the least squares fit is applied to every profile
of the data set individually (A-LS), with the uncertainty
of A(D) still considered. Particles smaller than 0.5 mm
and size bins where N(D)∆D < 10 m−3 are excluded from
the fit. Profiles are completely discarded if R2 of fit and
observations is less than 0.7.
The fall velocity relation of Heymsfield and Westbrook
(2010) used by PAMTRA depends on both m and A. If
both relations are expressed by power laws in terms of D,
the degrees of freedom of the fall velocity relation is re-
duced by one. In order to investigate whether this has any
impact on the forward operator, random noise is added to
the result of Eq. 15 as a third method (A-LSN)
A = c ·Dd ·10r(D) (19)
where r is a random number dependent on particle size.
For every profile, different random numbers are ap-
plied. r follows a Gaussian distribution with mean value
of 0 and a spread derived from the standard deviation
of log10 (A(D)fitted/A(D)measured). As already discussed,
shattering effects can occur for particles smaller than 0.5
mm. Consequently, for this part, the mean of the standard
deviation for D > 0.5 mm is used. Values of the standard
deviation vary between 0.08 and 0.51 with a mean value
of 0.24.
b. Methods to parametrize particle size distribution
Similar to the area, the particle size distribution N(D)
is a direct measurement of the in situ probes. Hence, a
reference is available to investigate the performance of the
various methods. The uncertainty of the measurement of
N(D) is estimated with 1/
√
Ntrue (Hallett 2003).
Most of the formulas used to describe N(D) can be re-
lated to the modified gamma distribution, which is usually
expressed with
N(D) = N0 ·Dµ exp(−Λ ·Dγ). (20)
where N0 describes the overall scaling and µ , Λ and γ con-
trol the shape. The gamma distribution, which has only
three parameters, can be obtained by setting γ = 1. If, ad-
ditionally, µ = 0 is applied, the result is the two-parameter
exponential distribution. An extensive review of the mod-
ified gamma distribution and its derivatives is given by
Petty and Huang (2011).
Alternatively, a log-normal distribution can be used to
describe N(D), which is defined as
N(D) =
NT√




where NT describes the overall scaling, and s and DT are
the shape parameters.
The parameters of Eqs. 20 and 21 can be obtained us-
ing miscellaneous methods, either by fits or by moment
matching. In this section, various approaches are pre-
sented. For all presented methods, only profiles where the
R2 of fit and measurement is greater than 0.7 are investi-
gated.
As an independent reference, which does not depend
on the hydrometeor measurements of ISDAC, the method
of Field et al. (2005) is presented (hereafter N-FI), which
was obtained from measurements of stratiform ice cloud
around the British Isles and is used widely in models.
They showed that N0 of the exponential distribution can
be given by
N0 = 5.65 ·105 · exp(−0.107 ·T ) (22)
where T is the ambient air temperature T in ◦C. There-
after, Λ of the exponential distribution is derived from the
total number of particles Ntot with Λ= N0/Ntot
The easiest way to find the coefficients of a modified
gamma distribution is to apply a least squares fit (N-
LSMG). Here, it is only applied to the modified gamma
distribution, since gamma and exponential distribution are
special cases.
The concept of normalizing N(D) was introduced by
Testud et al. (2001) for liquid clouds and by Delanoe¨ et al.
(2005, 2014) for ice clouds (N-NG). The normalized N(D)
is defined as
N(D) = N∗0 F(D/Dm) (23)
where Dm is the “mass–weighted” scaling parameter for
the particle size and F(D/Dm) is the normalized function.
This formulation has the advantage that scaling of the dis-
tribution in direction of N is clearly separated from scaling
in the direction of D and a change of N∗0 has only an ef-
fect on the total number of particles, whereas a modified
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Dm changes only the size of the particles. Delanoe¨ et al.
(2014) found that normalization works best on the basis of
modified and non-modified gamma distributions with only
little difference between both variants. Thus, we use the
gamma distribution for simplicity and to keep the number
of variables at a minimum. In contrast to Delanoe¨ et al.
(2005, 2014), we chose the particle’s maximum dimension
D instead of the equivalent melted diameter Dmelt as the
size descriptor. Therefore, we have to rephrase most the
formulas used for the normalization. In Appendix A, it is
described in detail how defining Dm as “mass–weighted”




















where b is the exponent of the m(D) relation, M j is the jth
moment of N(D), µ describes the shape of the distribution
and C is an arbitrary constant. With b = 3 like for a water
drop, these equations collapse into the corresponding ones
of Testud et al. (2001) and Delanoe¨ et al. (2005). Using
Equations 24 and 25, Dm and N∗0 can be directly calcu-
lated from the measured, truncated moment Mˆ j as a re-
placement for the theoretical M j defined from 0 to ∞. For
µ , Delanoe¨ et al. (2005) suggested a value of 3, but they
used the equivalent melted diameter as the size descriptor
and thus we cannot transfer that value to our study. In-
stead, we use a least squares fit to find a best estimate of
µ for every measured N(D). Defining Dm and N∗0 such
that they depend on the exponent b of the m(D) relation,
means that their definition might change with changing b.
At first sight, this might appear counterintuitive, but it is
important to note that the original studies by Delanoe¨ et al.
(2005, 2014) had a similar drawback by using the melted
equivalent diameter as a size descriptor. I. e., the m(D)
relation was implicitly included in the size parameter.
Tian et al. (2010) presented another approach for nor-
malizing N(D) for exponential, gamma and log-normal
distributions. Here, only the latter (N-LD) is investigated,
because it performed best for the data set used by Tian
et al. (2010) containing convective cirrus clouds. For N-
LD, they used the first, second and fourth moment to de-

















The characteristic feature of the parameterization by Tian
et al. (2010) is that they force all distributions to col-
lapse onto the same function. The presented equations are
based on the assumption that the corresponding particle
size functions describe all particles from zero size to in-
finity. In reality, however, particle sizes are limited from a
certain minimum to maximum diameter (Dmin and Dmax),
so that the real measured moment Mˆ j is different from the
moment M j defined from zero to infinity. The proposed
correction by Tian et al. (2010) is used here.
We also use the discrete incomplete gamma fitting (N-
DIGF) introduced by Freer and McFarquhar (2008) and
extended by McFarquhar et al. (2014). They normalize
the gamma distribution partly by introducing D∗ which en-
sures that N0 has the same unit as N(D).






Because SI units are chosen in this study, we chose D∗ = 1
m. The coefficients N0, µ and Λ are found by minimizing
χ2 = ∑
j=1,2,6
M j− Mˆ j√
M jMˆ j
 (31)
using the method of Byrd et al. (1995) where j = 1,2,6 in-
dicates the three moments used in the normalization. The
advantage of the DIGF, the provision of an uncertainty
range for the found parameters, is not exploited in this
study.
c. Intercomparison of Parameterizations
Here, the impact of the different parameterizations of
A(D) and N(D) on the dreived radar moments is exam-
ined. Only in situ data obtained within a 10 km radius
around Barrow are analyzed (see Sec. 2d for details). To
investigate the numerical stability of the derived param-
eterizations, they are not only applied to the size bins
where the parameterizations are derived from (i. e., mea-
surements are available and N(D)> 0), but also to the full
range of D from 0.05 to 12.8 mm as determined by the in
situ particle probes.
Frequency distributions of A vs. D are presented in
Fig. 6. For A-MEAS, the step in spread of the distribu-












































































FIG. 6. Comparison of (a) measured area with (b–c) the various methods for area estimation presented in Sec. 4a. The general least squares
fit (A-GLS) over all ISDAC data is shown by a black line on top of all plots. The other methods are presented using 2-D plots where the color
scale corresponds to the number of observations. A(D) is limited to profiles with measured N(D)∆D > 0. The gray contour-plot in the background
corresponds to the number of observations without this limitation (i. e. extrapolated A(D)).
0.3 mm. For particles larger than 0.3 mm, a power law
with two coefficients seem sufficient to describe A(D), be-
cause the spread (a factor of ≈ 2.5) is evenly distributed
around the A-GLS line. The scatter is slightly reduced if
A-LS instead of A-MEAS is used. Application of A-LSN,
instead, leads to scatter of the same order as for A-MEAS
for medium size particles, but leads to overestimation of
scatter for larger particles. Additional scatter on the or-
der of up to one magnitude occurs for larger particles, if
A(D) is extrapolated until the maximum diameter of 12.8
mm. Note that application of the least squares fit reduces
the number of profiles from 2122 to 1437. The reduction
mainly occurs because many profiles with too few mea-
surements with N(D)∆D > 10 m−3 are available for the
least squares fit, i. e. mostly profiles with very low number
concentrations are affected.
For N(D), frequency distributions of the various meth-
ods are presented in Fig. 7. In contrast to A(D), N-MEAS
does not follow a straight line and has a much wider spread
of two to three orders of magnitude indicating high vari-
ability of the observed N(D). Similar to A-MEAS, the
transition between the different in situ probes is clearly
visible around 0.3 and 0.8 mm. Application of N-FI and
N-LSMG leads to strong differences to N-MEAS in the
shape of the 2-D distribution. In particular, particles larger
than 1 mm and extrapolation to even higher diameters lead
to artificially high particle size distributions which might
cause biases in Ze due to the strong scattering of large
particles. As an advantage, the total number of obser-
vations is constant for N-FI and is reduced only to 1698
and 1762 cases for N-LSMG and N-NG. Application of
N-DIGF and N-LN, instead, leads to a stronger reduction
of the number of observations to 1260 and 830 cases, re-
spectively, due to application of the fits and the R2 test.
Consequently, the latter, N-LN, is excluded from further
analysis. Regarding the frequency distribution, N-NG and
N-DIGF show highest similarities to N-MEAS with the
latter having more outliers. Both methods lead to small
N(D) if extrapolated to D up to 12.8 mm.
d. Comparison to MMCR
In this section, F-ISDAC and MMCR data are com-
pared using the various methods to describe A(D) and
N(D). The evaluation is carried out in two steps: the
method, which performs best for A(D) is also used dur-
ing the evaluations of the methods describing N(D). Sim-
ilar to Sec. 3d the Kolmogorov – Smirnov statistic (dα )
(Massey 1951) and the median are used as a measure of
similarity. For the analysis, we consider not only the stan-
dard, lower moments, but also the higher moments of the
Doppler spectrum.
For A(D), Fig. 8 shows comparisons between MMCR
and F-ISDAC for A-MEAS and the corresponding param-
eterizations. m-ZWT is used for m(D) and hence the data
shown in Fig. 8a is identical to Fig. 5b. The lower mo-
ments Ze, W and σ show only little variation between
A-MEAS and the other parameterizations. Hence, higher
moments of the Doppler spectrum are also used for eval-
uation. Note that functional relations between higher mo-
ments and Ze are not as pronounced as for lower mo-
ments and hence not analyzed here. Fig. 8a shows that for
A-MEAS the agreement of higher moments is also high
when using m-ZWT for m(D). A major offset is only visi-
ble for Sr, which is shifted towards steeper slopes and has
a wider spread. This is most likely related to sampling
problems of fast-falling, large, and rare particles which
are insufficiently sampled by the in situ sensors (Korolev
and Isaac 2005). In addition, the accuracy of the T-Matrix









































































































































































FIG. 7. Similar to Fig. 6, but for comparison of (a) the measured N(D) with (b–f) the methods presented in Sec. 4b to parametrize N(D) from the
ISDAC observations.
with increasing particle size due to resonance effects re-
ducing the backscattered power (Kneifel et al. 2011). Con-
sequently, the right, fast tail of the Doppler peak is cut and
the slope is too steep. Because the slopes are derived from
the Doppler spectrum in log-scale, the impact of small per-
turbations at the borders of the peak on the slopes is rather
high even though these perturbations hardly influence the
moments which are derived using linear units. Only Sk is
shifted towards negative values in comparison to MMCR
by 0.17 due to the truncation of the right, fast tail of the
Doppler spectrum.
A-GLS and A-LS lead to very similar results, indicating
the low variability of the A(D) relation during ISDAC, dα
values are even slightly better for A-GLS than for A-LS
for all moments but σ and Sk. For all least squares fits,
particles with D < 0.5 mm are ignored to remove shatter-
ing artifacts (Sec. 2a), but from the fact that agreement of
Sl (which is partly determined by small particles) is not
decreasing from A-MEAS to A-GLS and A-LS, it can be
assumed that representation of A for particles < 0.5 mm is
good even though they are excluded form the least squares
fit or that they have only minor impact on the radar mo-
ments.
Strikingly, the offsets of Sk and Ku are increased for A-
GLS and A-LS in comparison to A-MEAS and MMCR.
This is most likely—again—related to problems at the
right, fast side of the Doppler spectrum, because the off-
set of Sr increases from −23 dB s m−1 to −40 to −38
dB s m−1 as well. Since at the same time, W and σ change
only little, the peak becomes more asymmetric and Sk is
biased. Methods to express A(D) by a gamma relation
(similar to Eq. 20, but with γ = 1) or by two different sets
of power law coefficients depending on D did not lead to
a significant improvement (not shown).
To investigate whether the offset of Sk is caused by a
certain part of the size spectrum, A-LS is applied only to
parts of the spectrum and measurements are used other-
wise. As a result, the offset of Sk is reduced to −0.12 for
D < 0.3 mm and to −0.14 for 0.3 < D < 1 mm, but is in-
creased to −0.22 for D > 1 mm (not shown). Hence, the
effect is caused by particles larger 1 mm.
However, if noise (A-LSN) is added to A(D) estimated
with A-LS so that the scatter of A(D) around the A-GLS
line is increased (see Fig. 6c), the offsets are reduced and
dα -values for Sk and Ku are in the same order as for A-
MEAS (Fig. 8d). Only σ is slightly increased—especially
for larger Ze values (not shown). We conclude that small,
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b) General Least Squares (A-GLS, Eq. 18); F-ISDAC: 1687 obs., MMCR: 56020 obs.
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c) Least Squares (A-LS, Eq. 15); F-ISDAC: 1318 obs., MMCR: 46625 obs.
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d)  Least Squares with Noise (A-LSN, Eq. 19); F-ISDAC: 1318 obs., MMCR: 46625 obs.
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FIG. 8. Normalized histograms of the radar moments (columns) of MMCR observations (gray lines) and forward modeled ISDAC observations
(F-ISDAC, black lines) for various methods to describe A(D) (rows) when forward modeling ISDAC data. N(D) is taken from measurements,
m(D) is always approximated using the Ze−W optimal estimation with temperature (m-ZWT) method. For each data set, the number of cases is
given. The vertical lines denote the median of the distributions, the difference between both medians is denoted in the upper left corner and the
Kolmogorov – Smirnov statistic dα is presented in the upper right corner of each panel.
random deviations from the power law are mandatory to
reproduce realistic distributions of Sk. A variation of the
coefficients c or d, instead, is not sufficient because other-
wise, the difference between A-GLS and A-LS would be
larger. A possible reason could be that if both, A and m,
are expressed by power laws, the degrees of freedom of
the fall velocity relation is reduced because both, A and m,
can be expressed in terms of D. This could lead to a re-
duced variability of v(D) which apparently becomes most
evident for larger particles. Consequently, we use A-LSN
as the preferred method for A(D) in the following.
Fig. 9 shows the comparison of F-ISDAC and MMCR
using lower and higher moments for the various methods
to describe N(D). For all methods, m-ZWT and A-LSN
are used to estimate m(D) and A(D), respectively.
For N-FI (Fig. 9b), agreement of the lower moments
is similar to N-MEAS, but the offsets for Sk, Ku and Sr
are increased. This highlights the need for also investigat-
ing higher moments when comparing N(D) parameteriza-
tions. N-LSMG leads to increased offsets for all moments
(Fig. 9c). N-NG shows (Fig. 9d) that this is most likely
related to the fit type instead of being related to the use
of a gamma distribution to describe N(D). For all mo-
ments, offsets and dα values are almost identical for N-
MEAS and N-NG. We attribute this to the combination of
the least squares fit and the conservation of PSD moments
of the N-NG method. N-DIGF, which is also designed
to conserve moments, leads to increased offsets especially
for the lower moments (Fig. 9e). In addition, the number
of profiles are reduced by 1/3 for this method, mostly due
to the R2 > 0.7 condition.
e. Truncation Effects
Finally, the best methods for A(D) and N(D) are used
to investigate whether the minimum and/or maximum de-
tected particle diameter Dmin and Dmax have to be a treated
as additional parameters or whether a fixed value for Dmin
and Dmax is sufficient (Fig. 10).
To investigate how truncation effects have to be han-
dled, the minimum and maximum observed diameters of
the distribution Dmin and Dmax are estimated. Then, a)
the method applied so far (i. e., application of the param-
eterizations for m(D), A(D) and N(D) only if measured
N(D)> 0 to ensure equal treatment of measurements and
parameterizations) is compared with b) applying Dmin and
Dmax instead (i. e., interpolating gaps in-between), c) ap-
plying only Dmax and using a fixed value of 0.05 mm for
Dmin and d) using also a fixed value of 12.8 mm for Dmax
(i. e., extrapolation) which is the maximum of the mea-
surement range of the in situ probe. The difference of F-
ISDAC of b) and c) to a) are negligible. Omission of Dmin
leads to only slightly increased (i. e., steeper) values for Sl .
Hence, we conclude that smaller particles and gaps of the
particle spectrum have little impact on the radar moments.
For d), agreement of F-ISDAC to MMCR is actually bet-
ter than for a): the offset of Sk is decreased from −0.2 to
−0.08 and—even more strongly pronounced—the offset
of Sr is reduced from −31 to −6 (even though the shape
of distribution still cannot be captured correctly and dα is
only 0.21). This indicates that the problems with the right,
fast side of the spectrum were partly caused by problems
with measuring rare, fast particles with in situ probes. As
a disadvantage, agreement of σ and Sl decrease slightly.
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a) Measurements (N-MEAS); F-ISDAC: 1318 obs., MMCR: 46625 obs.
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b) Field et al. (2005) (N-FI, Eq. 22); F-ISDAC: 1191 obs., MMCR: 46625 obs.
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c) Least Squares Modified Gamma (N-LSMG, Eq. 20); F-ISDAC: 1234 obs., MMCR: 44387 obs.
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d)  Normalized Gamma (N-NG, Eqs. 23ff); F-ISDAC: 1305 obs., MMCR: 46257 obs.
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e) Discrete Incomplete Gamma Fitting Technique (N-DIGF, Eqs. 30f); F-ISDAC: 857 obs., MMCR: 28929 obs.
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FIG. 9. Comparison of MMCR observations and various methods to represent N(D) for ISDAC data, similar to Fig. 8. m(D) is always approximated
using the Ze−W optimal estimation with temperature (m-ZWT) method, for A(D), the least squares with noise (A-LSN) method is used.
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b) Dmax and Dmin ; F-ISDAC: 1305 obs., MMCR: 46257 obs.
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c) Dmax ; F-ISDAC: 1305 obs., MMCR: 46257 obs.
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d)  None; F-ISDAC: 1305 obs., MMCR: 46257 obs.
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FIG. 10. Same as Fig. 8, but for truncation effects of particle size distribution. While (a) shows only data where measured N(D) > 0, (b) uses
minimum and maximum detected particle size (Dmin and Dmax), for (c) Dmin is replaced by a fixed value of 0.05 mm. Finally, (d) a fixed value of
12.8 mm is used also for Dmax. m(D) is always approximated using the Ze−W optimal estimation with temperature (m-ZWT) method. For A(D),
the least squares with noise (A-LSN) method is used. N(D) is estimated using the normalized gamma (N-NG) approach.
The fact that omission of Dmax does not lead to de-
creased results can be explained by the shape of N(D): for
N-NG, N(D) is strongly decreasing for larger particles and
consequently N(D) is small, even for a fixed Dmax = 12.8
mm. If a method without this property would be used for
N(D), e. g., N-FI, Ze would increase by around 10 dB for a
fixed Dmax of 12.8 mm (not shown). In conclusion, for the
presented data set with the chosen parameterizations, it is
not necessary to keep Dmin and/or Dmax as additional pa-
rameters in the forward model. However, an investigation
is recommended for every data set.
5. Conclusions
In situ aircraft and MMCR radar observations obtained
during the ISDAC campaign around Barrow, Alaska, were
used to develop a consistent data set of stratocumulus ice
cloud properties such as mass m(D), area A(D) and par-
ticle size distribution N(D). For m(D), a novel method
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to derive the power law coefficients based on the func-
tional relation between effective reflectivity factor Ze and
Doppler velocity W was developed and compared to other
methods. Then, the effect of applying various parameteri-
zations to A(D) and N(D) on radar simulated observations
was investigated. For this, higher moments such as Skew-
ness Sk, Kurtosis Ku and the slopes (Sl , Sr) were also used
as a proxy for the radar Doppler spectrum. The principal
conclusions of this study are as follows:
1. m(D) can be successfully obtained from a combina-
tion of in situ and radar observations by choosing
m(D) with optimal estimation such that the Ze−W
relations of radar and forward modeled in situ data
match (Fig. 2). The found, temperature dependent,
m(D) relations are in high agreement with relations
reported in literature (Fig. 4) and also lead to a high
agreement of Ze to Doppler spectrum width (σ ) rela-
tions between observation and model (Fig. 5). From
this, we conclude that the potentially large errors in
m(D) due to forward model uncertainties can be ne-
glected.
2. Even though other methods to describe m(D) lead to
similar Ze as observed by the MMCR, they cannot
reproduce the functional relations Ze−W and—even
more pronounced—Ze−σ . From this, it is concluded
that analyzing Ze, W and σ independently is not suf-
ficient when analyzing m(D) relations (Fig. 5).
3. The presented forward model PAMTRA is able to
simulate lower and higher moments consistently on
the basis of aircraft in situ observations and the novel
method to derive m(D) (Fig. 8a). We attribute a small
offset for Sk (−0.17) and larger offsets for Sr (−22
dB s m−1) to in situ sampling issues of rare, large, and
fast-falling particles as well as to the decreasing ac-
curacy of T-Matrix scattering calculations for larger
particles.
4. Even though power law fits are well suited to de-
scribe A(D) (Fig. 6) and lead to a high agreement
of lower moments, consistent results for higher mo-
ments can be only obtained if an additional, size de-
pendent noise factor is applied to the result of the
power law (Fig. 8). We conclude that small devia-
tions from the power law for single parts of A(D) are
essential to obtain realistic Doppler spectra.
5. For the description of N(D), most consistent results
are found for a gamma distribution, if the coefficients
are estimated using a moment preserving approach
(Fig. 9). Of these, the normalized gamma distribution
approach by Testud et al. (2001), which was modified
to work with maximum dimension as size descriptor,
is identified to work best for the ISDAC data set. The
use of higher moments was also found to be a valu-
able addition.
6. For the investigated data set, the minimum and max-
imum measured particle size do not have to be
passed to the radar simulator as additional parame-
ters (Fig. 10) and fixed boundaries can be assumed
instead. Extrapolating the particle size distribution to
the maximum diameter of 12.8 mm removes the off-
set for Sk found before and improves the agreement
of Sr.
These results are robust with respect to uncertainties in
the aspect ratio as shown in Appendix B1, but the large
calibration offset of the MMCR of−9.8 dB prevents more
detailed analysis of this. While the estimation of scattering
properties with T-Matrix is sufficient for this study, more
sophisticated methods need be used for observations of
larger snowflakes and/or with radars using smaller wave-
lengths. The data set investigated in this study is rather
small and consists of only 1690 profiles. In this study, the
data set cannot be extended, because no other data sets
with observations of ice clouds are available to the au-
thors knowledge in the vicinity of a cloud radar and where
modified probe tips were used which reduce the impact of
shattering. Thus, more aircraft campaigns in the vicinity
of super sites instrumented with cloud radars are desirable
to extend the data set, to confirm the results and to in-
vestigate how the found results depend on temperature or
geographical location. In addition, the maximum distance
between aircraft and radar for the comparison could be de-
creased to enhance agreement of cloud characteristics. A
larger data set would also potentially increase the spread
of observed A(D), which does show only small variability
in this study, and would allow a more thorough investi-
gation of the temperature dependence of the mass – size
relation. Better measurements of ice water content IWC
would be also an additional, independent test of the found
m(D) relation. Analysis of Sr showed that better measure-
ments of rare, large particles by aircraft in situ probes are
also desirable for the future.
The presence of more modern cloud radars such as the
Ka-band ARM zenith radar (KAZR, Lamer et al. 2014) or
the MIRA cloud radar (Melchionna et al. 2008), which are
available at numerous ground-based sites today, can also
lead to better possibilities for the exploration of higher mo-
ments and the Doppler spectrum due to their better sensi-
tivity and larger spectral resolution. The question of why
deviations from the A(D) power law for particles greater 1
mm are essential to obtain consistent results for the higher
moments has to be investigated in greater detail in the
future. The impact of supercooled liquid water on the
Doppler spectrum e. g., via riming of ice particles, also
has to be included in future studies.
This study shows that higher radar moments are a valu-
able addition to the set of radar observables and should
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be exploited more often in the future. The advantage of
using higher moments is—besides increasing the num-
ber of observables—that they are neither affected by cal-
ibration issues (as Ze) nor biased by vertical air motions
(as W ). Furthermore, higher moments can be also used
as an independent closure test for evaluating numerical
weather models or ice cloud retrievals by forward mod-
eling their output and comparing modeled and observed
higher moments. Turbulence was very low during ISDAC
and had hence only little impact on the Doppler spec-
trum via kinematic broadening. Because turbulence tends
to make radar Doppler spectra more Gaussian, sensitivity
studies are needed to investigate whether higher moments
can be still exploited in more turbulent conditions.
This study developed a consistent set of parameteriza-
tions to describe m(D), A(D), and N(D) which can be
used in combination with the presented PAMTRA model
to investigate the potential for a retrieval of microphysi-
cal ice cloud properties based on lower and higher mo-
ments. Assuming that the ability to simulate higher mo-
ments indicates also the ability to simulate the full Doppler
spectrum consistently (except for the fastest particles), this
also allows for investigating the potential of using the full
Doppler spectrum for retrievals. Then, the information
content, which higher moments or the full radar Doppler
spectrum can provide to ice cloud retrievals can be esti-
mated using inverse retrieval methods, such as optimal es-
timation (Rodgers 2000). In addition, the impact of using
an optimized radar configuration or the addition of addi-
tional observation frequencies can be investigated.
Acknowledgments. The authors would like to thank
Edward Luke from Brookhaven National Laboratory for
providing MMCR data and supporting us with their use,
Daniel Mulally for supporting us with decoding TAM-
DAR data, and Wanda Szyrmer for her detailed com-
ments regarding the used parameterizations. Data were
obtained from the Atmospheric Radiation Measurement
(ARM) Program sponsored by the U.S. Department of
Energy (DOE), Office of Science, Office of Biological
and Environmental Research (BER), Climate and Envi-
ronmental Sciences Division. This study was carried out
within the project ADMIRARI II supported by the Ger-
man Research Association (DFG) under research grant
number LO901/5-1. Pavlos Kollias is supported by fund-
ing from the DOE Atmospheric System Research (ASR)
program. The work of Greg M. McFarquhar and Robert
C. Jackson was supported by the BER DOE grants DE-
SC00001279 and DE-SC0008500. Computing time was
gratefully allocated by the Cologne High Efficiency Oper-
ating Platform for Sciences (CHEOPS) at the University
of Cologne. The authors would like to thank the three re-
viewers for their valuable and constructive comments.
APPENDIX A
Normalization of the Gamma Distribution with
Maximum Dimension D as Size Descriptor
According to Testud et al. (2001) and Delanoe¨ et al.
(2005), the normalized N(D) is defined as
N(D) = N∗0 F(D/Dm) (A1)
or with X = D/Dm
N(X) = N∗0 F(X) (A2)
where N∗0 is the scaling parameter in the direction of the
concentration axis and Dm is the scaling parameter for the
particle size.
In contrast to Delanoe¨ et al. (2005, 2014), we chose the
ice particle’s maximum dimension instead of the equiva-
lent melted diameter as the size descriptor. Therefore, we
have to rephrase most the formulas used for the normal-
ization.
We begin with the constraint that the normalized N(D)















XbF(X)dX is supposed to be constant to put all





where M j is the jth moment of the distribution defined as
M j =
∫













using Eq. A2. Since this equation has to be valid for all X




where C is an arbitrary constant. Using C, Eq. A4 becomes













In principle, C can be chosen arbitrarily and so far the
derived equations are valid for all kinds of distributions.
We follow Delanoe¨ et al. (2005), which chose C in such a
way that N∗0 is equal to N0 of the exponential distribution.
The ith moment of an exponential distribution is defined
as



















However, Delanoe¨ et al. (2005) showed that an expo-
nential distribution is not sufficient to to give a realistic
approximation of N(D) for ice, instead, they suggested a
modified or non-modified gamma distribution. Since they
found only little difference between both variants, we de-
cided to use a gamma distribution for simplicity and to
keep the number of variables smaller. The definition of C
is simply overtaken from the exponential distribution.
For the gamma distribution, the jth moment is defined
as



















Therefore, the gamma distribution
N(D) = N0Dµ exp(−ΛD) (A18)
can be normalized by inserting Eq. A17 for N0 and










If the m(D) relation of water spheres is used (a = piρ/6
and b= 3), these equations collapse into the corresponding
ones of Testud et al. (2001) and Delanoe¨ et al. (2005).
APPENDIX B
Sensitivity to Model and Data Processing Assumptions
Here, we motivate why we 1) use an AR = 0.6 for es-
timating the scattering properties, 2) limit the aircraft to
a radius of 10 km around the ARM NSA site in Barrow
and 3) why we average aircraft data to 10 s. For this, F-
ISDAC data are statistically compared with MMCR us-
ing different aspect ratios, maximum radii and averaging
times (Fig. B1). m(D) is estimated with m-ZWT, which
was found to work best in Sec. 4d, and A(D) and N(D) are
taken from the measurements.
B1. Sensitivity to Aspect Ratio
Unfortunately, we cannot estimate AR from ISDAC data
directly, because Dshort , defined as the particle extent per-
pendicular to D (see Hogan et al. 2012), is not available in
the data set. Other studies found typical mean AR in ice
clouds of 0.6 (see Korolev and Isaac 2003; Hogan et al.
2012) or 0.65 - 0.7 (Tyynela¨ et al. 2011). If we approxi-
mate AR from A(D) and D of the ISDAC data set, we find
AR = 0.5 on average. With this method, however, we un-
derestimate AR, because A(D) is usually smaller than the
corresponding cross section of an ellipsoid (Hogan et al.
2012) which would be required to estimate the correct AR.
Consequently, the measurements indicate that AR is > 0.5
also for the ISDAC data set.
To investigate the sensitivity of the higher moments to
AR, AR values between 1.0 and 0.4 are applied to the IS-
DAC data set in steps of 0.2 and compared to MMCR mea-
surements (Fig. B1). For 1.0, scattering is estimated with
Mie instead with T-Matrix. With decreasing AR, the offset
of Ze is also decreasing, because smaller AR lead to larger
particle density due to the smaller particle volume. The
secondary peak of Ze can only be reproduced by AR≤ 0.6.
For all other moments, the impact of AR is surprisingly
low. Apparently, AR has only minor influence on all radar
moments except Ze. Results for AR of 0.4 and 0.6 are most
consistent with MMCR observations, but the value of 0.6
is chosen for the rest of the study to be in accordance with
literature and observations.
B2. Sensitivity to Maximum Distance to Barrow
If the maximum distance between the aircraft and the
radar observations is chosen too large, the data sets are not
comparable due to the spatial variability. X-band radar
observations of the stratocumulus sampled during ISDAC
showed small-scale structure and inhomogeneities in the
microphysical structure on scales on the order of 2 to 3
km (McFarquhar et al. 2011). Choosing a too small dis-
tance, instead, leads to a too little number of observations
prohibiting statistical comparisons. Fig. B1 presents his-
tograms of the radar moments of F-ISDAC and MMCR
observations for a maximum radius of 10, 5 and 1 km. A
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 -0.017 0.085   0.0013 0.072    -0.17 0.18    -0.016 0.068    -0.46 0.086      -19 0.32   
   -2.2 0.12   
c) As Reference, but Aspect Ratio 0.8; F-ISDAC: 1687 obs., MMCR: 56020 obs.
 -0.012 0.069   0.0014 0.072    -0.17 0.19    -0.018 0.07      -1.4 0.085      -21 0.35   
   -1.4 0.06   
d) As Reference, but Aspect Ratio 0.4; F-ISDAC: 1687 obs., MMCR: 56020 obs.
-0.0068 0.039   0.0019 0.088    -0.18 0.19   -0.0085 0.087     -1.3 0.092      -25 0.37   
   -1.4 0.11   
e) As Reference, but 5000 m Max. Distance; F-ISDAC: 485 obs., MMCR: 15418 obs.
   0.01 0.14   -0.00029 0.054    -0.23 0.2     -0.094 0.11      -3.4 0.073      -30 0.42   
   -1.7 0.17   
f) As Reference, but 1000 m Max. Distance; F-ISDAC: 29 obs., MMCR: 1043 obs.
 -0.031 0.24    0.0092 0.19    -0.019 0.2      -0.46 0.33      0.74 0.13       -19 0.45   
   -1.9 0.086  
g) As Reference, but 5 s Ave. Time; F-ISDAC: 3379 obs., MMCR: 58952 obs.
  -0.02 0.059   0.0024 0.061    -0.22 0.22    0.0052 0.088     -3.1 0.1        -28 0.4    
35 25 15 5 5 15
Reflectivity Ze [dBz]
 
     -2 0.079  
h) As Reference, but 30 s Ave. Time; F-ISDAC: 558 obs., MMCR: 44857 obs.
0.3 0.6 0.9 1.2
Doppler Vel. W [m s−1 ]
 
-0.0068 0.051  
0.0 0.1 0.2
Spectrum Width σ [m s−1 ]
 
 0.0059 0.11   
1 0 1
Skewness Sk [-]  
 
  -0.16 0.19   
1 2 3 4 5 6 7
Kurtosis Ku [-]  
 
  0.017 0.062  
30 60 90 120
Left Slope Sl [dB s m
−1 ]
 
   -1.9 0.11   
120 90 60 30
Right Slope Sr  [dB s m
−1 ]
 
    -17 0.3    
FIG. B11. Dependence of F-ISDAC on aspect ratio for values of (a) 0.6 vs. (b) 1.0, (c) 0.8, and (d) 0.4; on the maximum distance of the aircraft
to Barrow for radii of (a) 10 km, (e) 5 km, and (f) 1 km; and on ISDAC averaging time for (a) 10 s, (g) 5 s, and (h) 30 s. m(D) is estimated using
Ze−W optimal estimation with temperature (m-ZWT), and measurements are used for A(D) and N(D).
reduction of the radius from 10 to 5 km leads to a decrease
of the number of observations by three quarters. How-
ever, a significant change in the distribution of the mo-
ments cannot be seen. A further reduction to 1 km radius
reduces the number of observations to only 29. Slightly
increases offsets for σ and Ku are most likely related to
the sample size.
B3. Sensitivity to in situ Data Averaging Time
Averaging of the 1-s ISDAC data is required to improve
the representation of rare, large particles. A too long av-
eraging time, however, might smooth out small scale ice
cloud variability. To investigate which averaging time is
appropriate, averaging times of 5, 10 and 30 s are com-
pared (Fig. B1). The number of observations does, as ex-
pected, scale with the inverse of the averaging time. The
better representation of larger particles can be seen from
the better agreement of Sr: The offset is reduced from
around −23 dB s m−1 to −17 dB s m−1 for 30 s data, but
the greater width of Sr of F-ISDAC still indicates noisy
sampling of larger particles. σ , on the other hand is rep-
resented best with 5 s and 10 s data (offset ∼0.002 m s−1)
while for 30 s, there is an slightly increased offset of
0.006 m s−1 which is probably related to smoothing ef-
fects. Consequently, 10 s is found as a compromise be-
tween sufficient sample size and agreement of σ and Sr.
APPENDIX C
List of Symbols
A (projected) particle area
a pre-factor of mass–size relation
A-GLS general least squares fit applied to the com-
plete data set
A-LS least squares fit applied to every profile indi-
vidually
A-LSN least squares fit applied to every profile indi-
vidually with additional noise factor
A-MEAS area from in situ measurements
AR aspect ratio
α mass–size reference factor
b exponent of mass–size relation
c pre-factor of area–size relation
D maximum particle dimension
20
d exponent of area–size relation
dα Kolmogorov Smirnov statistic
∆D particle size bin width
e pre-factor of reflectivity-Doppler velocity re-
lation
f exponent of reflectivity-Doppler velocity rela-
tion
IWC ice water content
Ku kurtosis
Λ shape coefficient of exponential and (modi-
fied) gamma distribution
m particle mass
m-BF mass–size relation by Brown and Francis
(1995)
m-CL constant Λ method by Heymsfield et al.
(2004)
m-FG fractal geometry method by Schmitt and
Heymsfield (2010)
m-SA shape analysis data of Jackson et al. (2012)
m-ZW optimal estimation method using Ze−W rela-
tion
m-ZWT optimal estimation method using Ze−W rela-
tion and temperature
M j jth moment of a distribution
Mˆ j jth measured moment of a distribution
N particle size distribution
N-DIGF discrete incomplete gamma fitting technique
by Freer and McFarquhar (2008)
N-FI method by Field et al. (2005) to estimate
N(D) from temperature
N-LD normalized log-normal distribution approach
by Tian et al. (2010)
N-LSMG least squares method to estimate coefficients
of the modified gamma distribution
N-MEAS particle size distribution from in situ measure-
ments
N-NG normalized gamma distribution approach by
Testud et al. (2001)





σ Doppler spectrum width
T temperature
W mean Doppler velocity (positive means to-
wards the ground)
Ze effective radar reflectivity factor
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Here, the forward operator presented in Additional Study I is used
together with the data set developed in Publication III to investigate
the potential of higher radar moments for enhancing ice cloud re-
trievals. The data set contains parameterizations and corresponding
coefficients of ice clouds.
8.1 introduction
Even though radars offer great potential for observing ice clouds due
to their ability to penetrate ice clouds, the desired cloud properties
cannot be measured directly. Instead, radar measurements need to
be transferred from measurement space into the desired state space
using a retrieval. Commonly, radar measurements do not contain
sufficient information to constrain the state space unambiguously, re-
sulting in large uncertainties of radar retrievals. For example, this
can be seen from the great spread of empirically and theoretically
derived reflectivity-ice water content relations (Figure 5). Different
strategies are used to increase the number of independent information
pieces: some studies used radar-microwave radiometer combinations
(Grecu and Olson, 2008; Posselt and Mace, 2014), radar-lidar combina-
tions (Intrieri et al., 1993; Delanoë and Hogan, 2008), or multiple radars
operating at different frequencies (Hogan et al., 2000; Kulie et al., 2014).
For single instrument retrievals, studies propose to exploit not only
radar reflectivity Ze, but also mean Doppler velocity W (Matrosov
et al., 2002; Szyrmer et al., 2012) and Doppler spectrum width σ (Mace
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This study goes one step further and investigates the potential of
adding the higher radar moments skewness Sk and kurtosis Ku as
well as the left slope Sl and the right slope Sr to the retrieval (see
Section 3.3.4 for definitions). In contrast to reflectivity Ze, higher
moments do not depend strongly on radar calibration, and in contrast
to mean Doppler velocity W, they are not biased by the vertical wind.
Higher moments are, however, highly shaped by turbulence which
needs to be considered.
The structure of this chapter is as follows: firstly, the response func-
tions of lower and higher moments to quantities describing ice cloud
microphysics are analyzed. Secondly, the number of independent
information pieces which higher moments can add to an ice cloud
retrieval is estimated. These analyses are performed for different tur-
bulence strengths, radar configurations, and sets of radar moments.
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8.2 response functions
In order to investigate the impact of the microphysical properties on
the radar moments, response functions are estimated for all radar
moments and slopes. For this, the parameterizations, coefficients, and
data sets developed in Publication III are used. Hereby, the focus is
more on a qualitative than on a quantitative analysis in order to get
an “idea” of how radar moments depend on the various ice cloud
properties.
8.2.1 Data set
The particle size distribution N(D) is estimated using the normalized
gamma distribution approach by Testud et al. (2001) and Delanoë et al.
(2005) with maximum dimension D as size descriptor as introduced
in Publication III
N(D) = N∗0
(b+ µ+ 1)b+µ+1Γ(b+ 1)






whereN∗0 is the intercept parameter, Dm is the mass–weighted scaling
parameter, µ describes the shape of the distribution, Γ is the gamma
function, and b is the exponent of the mass-size relation. Note that
in the following, µ is replaced by µ∗ = µ + 1 + b to increase the
numerical stability of the gamma function when using it within a
retrieval. Particle mass is expressed by a normalized power law as
proposed by Szyrmer et al. (2012)
m(D) = αC0 (D/D
∗)b (32)
where D∗ and C0 describe a reference particle size and mass, respec-
tively, and α is a dimensionless factor. In accordance with Szyrmer
et al. (2012) and Publication III, D∗ and C0 are set to 1.2mm and
3× 10−5 g, respectively. In comparison to the common power law
formulation of the mass-size relation, the normalized version is more
robust to variations of the parameters, but still has two degrees of
freedom. The projected area A(D) is described with a power law
A(D) = c ·Dd (33)
with pre-factor c and exponent d. Additional noise—as proposed
in Publication III—is not applied for the sake of convenience and
because it is expected that the additional noise has only minor impact
on the response functions.
The response functions are analyzed for the seven coefficients of the
parameterizations of N(D) (N0, Dm, µ∗), A(D) (c, d) and m(D) (α,
b). As an eighth quantity, the effect of aspect ratio AR is studied. The
boundaries of the particle size distribution Dmin and Dmax are fixed to
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0.05mm and 12.8mm, respectively, because it is found in Publication
III that variable boundaries are not required.
The response functions of the coefficients of N(D) and A(D) are
estimated for a range of ±1 standard deviation around the mean
value of values found in the ISDAC data set presented in Publication
III. The coefficients of m(D) are perturbed according to the range
of temperature-dependent coefficients found in Publication III, and
aspect ratio AR is varied from 0.4 to 0.8. To obtain the radar moments,
the PAMTRA model (Additional Study I) is configured based on the
technical specifications of the MMCR radar in Barrow (Moran et al.,
1998).
The kinematic broadening of the radar spectrum σk has high impact
on the higher moments (Equation 25). For the response functions, σk
is estimated assuming a constant horizontal wind of 10m s−1 and—as
found in Publication III based on aircraft measurements—a fixed Eddy
dissipation rate  of 10−6 m2s−3 (corresponding to a turbulence broad-
ening σk of 0.01m s−1). In addition, also higher turbulence levels
1.25× 10−4 m2s−3 and 10−3 m2s−3 (corresponding to σk = 0.06m s−1
and σk = 0.11m s−1, respectively) are investigated. Though all three
turbulence levels are comparatively small (Gultepe and Starr, 1995),
they are within the range 10−7 m2s−3 to 10−3 m2s−3 found by Shupe
et al. (2012) for the Mixed-Phase Arctic Cloud Experiment (MPACE, Ver-
linde et al., 2007). This campaign also took place around Barrow and
featured cloud types similar to the ones found for ISDAC. In the fol-
lowing, the three turbulence levels are described as “low”, “medium”
and “large”, even though this applies only to Arctic stratocumulus
clouds and much higher turbulence levels can occur for e. g., convec-
tive clouds (Gultepe and Starr, 1995).
8.2.2 Results
The response functions showing the impact of the parameters on the
higher moments are presented in Figures 9 and 10 for the three tur-
bulence levels. To assess their uncertainty and to investigate whether
the moments are stable with respect to radar noise, the analysis is
repeated 1000 times. The resulting uncertainty range indicated by the
10% and 90% percentiles is shown in addition to the median value.
Reflectivity Ze (Figures 9.a and 10.a) depends strongly onDm andN∗0,
but not on the shape parameter µ∗ and not on the coefficients of the
area-size relation, because the latter only influences the fall velocity
relation, but not the scattering of the particles. Furthermore, Ze is
affected by the coefficients of the normalized mass-size relation α and
b. The aspect ratio AR has only a very small influence on Ze (less
than 1dB difference between 0.4 and 0.8) which confirms the result of
Publication III (Appendix B1) that a fixed aspect ratio can be assumed.
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Figure 9: Impact of the parameters Dm, N∗0, and µ
∗ of the normalized
gamma distribution for N(D) and the aspect ratio AR (columns) on
MMCR moments (rows) for the turbulence levels 10−6 m2s−3 (red),
1.25× 10−4 m2s−3 (green), and 10−3 m2s−3 (blue). If large enough,
the uncertainties of the higher moments (10% and 90% percentiles)
caused by radar noise are indicated as colored area around the
median values. The black vertical line denotes the mean value of
the coefficients found in Publication III.









































































































Figure 10: Same as Figure 9, but for c and d of the area-size relation as well
as for α and b∗ of the normalized mass-size relation. For A(D),
the black vertical line denotes the mean value of the coefficients
found in Publication III and for m(D) the line denotes the coeffi-
cients found in Publication III for the complete data set without
considering temperature.
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Figure 11: Same as Figure 9, but for the KAZR.









































































































Figure 12: Same as Figure 10, but for the KAZR.
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Because the influence of AR on the other radar moments is even less,
it is not further discussed.
Mean Doppler velocity W (Figures 9.b and 10.b) depends on both
mass-size and area-size coefficients via the fall velocity relation. The
response of W to the area-size coefficients is particularly strong, but
this can be considered as an artifact, because c and d are strongly
correlated, which in reality partly compensates the change of W. To
account for this, it would be possible to develop a normalized area-
size relation similar to the concept of Szyrmer et al. (2012) for the
mass-size relation. Regarding N(D), W depends only on Dm, but not
on N∗0, because scaling in the direction of number concentration and
particle size are clearly separated when using the normalized gamma
distribution approach (Publication III, Appendix A). The shape pa-
rameter µ∗ has only little impact on W.
In contrast to Ze and W, Doppler spectrum width σ (Figures 9.c
and 10.c) depends strongly on the assumed turbulence level, which
causes an offset of σ, but has only little influence on the response
functions of the various microphysical parameters. Apart from the
coefficients of the area-size and mass-size relation, σ also depends on
the shape parameter µ∗, but not on Dm and N∗0.
While the response functions of the lower radar moments to ice
cloud properties have already been exploited by other studies (e. g.,
Mace et al., 2002; Matrosov et al., 2002), to the author’s knowledge the
use of higher moments has not yet been investigated.
Skewness (Figures 9.d and 10.d) is influenced by all parameters but
N∗0. However, the response is rather small (with the exception of b) in
comparison to the other radar moments and the interval of estimated
uncertainty (~0.25) is often of similar size as the response. Only for b,
the response is greater than 1, but also very non-linear and not mono-
tonic. Because increasing turbulence leads to a more Gaussian shape
of the peak with values around zero for Sk, the response functions
are reduced for the medium turbulence level. For the high turbulence
level, the response is less than the estimated uncertainty range for all
parameters even though the uncertainty of Sk is reduced.
Kurtosis Ku (Figures 9.e and 10.e) is mainly determined by the
shape parameter µ∗ and the coefficients of the area-size and mass-size
relations leading to a response of up to 3. This is larger than the
uncertainty of Ku (~0.4). The response to b is, however, saturated
for values greater than 1.9. Similar to Sk, the response of Ku is re-
duced for the medium turbulence level. For the highest turbulence
level, Ku has—like a Gaussian distribution—generally a value of 3
and the response functions are greatly reduced and smaller than the
uncertainties.
The left slope Sl (Figures 9.f and 10.f) responds to all parameters,
but only for µ∗, b, c, and d, the response is greater than the uncer-
tainty estimate of up to 20dB s m−1. In comparison to Sk and Ku, the
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uncertainty appears larger, because the slopes are obtained from the
Doppler spectrum in logarithmic scale which increases the impact of
the radar noise. The “real” moments, contrary, are estimated from the
spectrum in linear scale. The steps in the response function are caused
by the discrete Doppler velocity bins of the radar resulting in “jumps”
of the left and right edge of the detected Doppler peak. Similar to Sk
and Ku, the response functions are reduced for the medium and high
turbulence intervals and often within or close to the noise estimate.
The uncertainty estimate is, however, reduced for the higher turbu-
lence and hence, Sl might even be better exploitable by a retrieval in
higher turbulence conditions despite the smaller response functions.
The response functions of the right slope Sr (Figures 9.g and 10.g),
which is mainly determined by the fastest falling particles, are similar
to Sl with respect to noise and with respect to steps. For the lowest
turbulence level, the response outweighs the noise for Dm, b, and c.
For the latter, the response is significant also for the highest turbulence
level.
8.2.3 Results for a more advanced radar
In order to investigate whether the uncertainty of the higher moments
can be reduced when using a more advanced radar, the response func-
tions are estimated using the technical specifications of the Ka-band
ARM Zenith Radar (KAZR) instead of the MMCR. The KAZR replaced
the MMCR in Barrow in 2011 and features a noise level reduced by
approximately 18dB. In addition, the spectrum is expected to be more
smooth, because the KAZR spectrum is averaged 20 as opposed to of
10 times (Table 2) even though its effective integration time is reduced
from 1.4 s to 1 s in comparison to the MMCR. This limits the impact
of turbulent broadening onto the radar spectrum (Equation 29).
The response functions based on the KAZR settings are shown in
Figures 11 and 12. While the new radar settings have no impact on the
lower moments (Figures 11.a-c and 12.a-c), the uncertainty estimates
of skewness Sk and kurtosis Ku are reduced and the corresponding
response functions are enlarged (Figures 11.d-e and 12.d-e). As a
consequence, it is expected that Sk and Ku are more useful for ice
cloud retrievals when using a more advanced radar. Only for the
response of Sk to b, the uncertainty estimate is strongly increased for
the KAZR which requires further investigations. In comparison to Sk
and Ku, the slopes are enhanced less with respect to uncertainty and
the response functions (Figures 11.f-g and 12.f-g), but an improvement
is visible. As a disadvantage, the steps in the response functions of
the slopes caused by the “jumps” of the edges of the peak are more
strongly pronounced—probably because they are less “hidden” by
the reduced noise level of the KAZR.
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Table 2: Specifications of the boundary layer mode of the MMCR and KAZR
radars. Information obtained from Moran et al. (1998), Kollias et al.
(2007a), and P. Kollias (personal communication).
mmcr kazr
Frequency [GHz] 35 35
Nyquist velocity [m s−1] 5.27 5.96
Noise level at 1 km [dB] -32 -50
Number of spectral averages 10 20
Number of FFT points 256 256
Effective integration time [s] 1.4 1
8.3 degrees of freedom for signal
Following the quantitative analysis presented above, optimal estima-
tion theory (Rodgers, 2000) is used here in order to quantify quali-
tatively how much information lower and higher moments can con-
tribute to ice cloud retrievals.
8.3.1 Retrieval setup
Optimal estimation is a Bayesian retrieval technique based on a Gaus-
sian statistical model which combines the observation vector y of
length M with prior information to estimate the state vector x of di-
mension N. Optimal estimation requires that the forward operator
P is moderately linear and that the probability density distributions
of state vector x and the errors of the observation vector y follow a
Gaussian shape. Then, the optimal solution of x can be found by an
iterative procedure where the updated state vector xi+1 is obtained
with











where xa is the a priori assumption for x, Sa is the a priori uncertainty
expressed as the covariance matrix of xa, Se is the uncertainty of
y expressed as the measurement covariance matrix, and Ki is the
Jacobian matrix, which linearizes the forward model P(xi). Ki is








with xj the elements of xi. Following Turner and Löhnert (2014), an
additional decreasing factor γi = 10000, 3000, 1000, 300, 100, 30, 10, 3,
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1, 1, . . . is used which enhances the stability of the retrieval: in case
of a bad first guess, γi adjusts these elements of the state vector first
which can be obtained best from the observation. Due to the Bayesian






















The prior value xa is used as starting value x1 and the iteration is
stopped when γi = 1 and the convergence criteria
(xi − xi+1)TS−1i (xi − xi+1) N (38)
is met. Then, the degrees of freedom for signal df, which describe the
number of independent pieces of information that can be obtained









after convergence. Usually, df is less than the number of observations
M, because the elements of y share redundant information.
It is shown in Publication III, that the following parameters obtained
from in situ observations are required to forward model a Doppler
spectrum:
1. The three coefficients of the normalized gamma particle size
distribution N(D) (Dm, N∗0, and µ
∗, Equation 31).
2. The two coefficients of the normalized mass-size relation m(D)
(α and b, Equation 32).
3. The two coefficients of the power law area-size relation with
additional noise A(D) (c and d, Equation 40).
4. The kinematic broadening of the Doppler spectrum σk depend-
ing on the Eddy dissipation rate  and the horizontal wind field
U (Equation 25).
Hence, these eight parameters are chosen as elements of the state
vector x. Similar to Section 8.2, the boundaries of the particle size
distribution Dmin and Dmax are set to 0.05mm and to 12.8mm, respec-
tively. Even though the Eddy dissipation rate is fixed to 10−6 m2s−3,
as found in Publication III, the kinematic broadening σk still varies be-
cause it also depends on the horizontal wind U measured by aircraft
probes (Equation 25).
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The a priori xa and the corresponding covariance Sa are estimated
from the means and the covariance, respectively, of the coefficients of
the data set obtained in Publication III for a radius of 10km around
the location of the MMCR radar in Barrow. Optimal estimation re-
quires the probability density functions (PDF) of x to follow a normal
distribution, but the elements Dm, N∗0, µ
∗, α, c, and σk of the state
vector x can be better described with a log-normal distribution. Hence,
the natural logarithms of these quantities are used as elements of x
instead.
Because an idealized retrieval is investigated, no real radar mea-
surements but simulated measurements are used for the observations
y. This has the advantage that convergence of the retrieval is less
obstructed by forward model errors and/or instrument biases. In
addition, the radar configuration can be easily changed to test the
impact of using e. g., additional frequencies. The measurement un-
certainty Se is estimated from running the forward model 1000 times
with different random perturbations (see Additional Study I) for an
exemplary profile with average characteristics. This has the advan-
tage that also the off-diagonal entries of the measurement uncertainty
matrix Se can be estimated. Because the impact of a potential insta-
bility of the radar calibration, and the impact of vertical wind on Se
are neglected as well as other uncertainty sources, this results likely
in too small elements of the measurement uncertainty matrix Se. Be-
cause there is no information available about additional sources of
uncertainty, the variability among the 1000 runs of the same profile is
increased by applying Gaussian noise to A(D) when simulating the
measurement as proposed in Publication III (see below).
The response functions (Section 8.2) confirm that the aspect ratio
AR has only very little influence on the radar moments. Therefore, AR
is set to 1.0 allowing the use of much quicker Mie instead of T-Matrix
routines for the retrieval.
It is found in Publication III that random perturbations r(D) need to
be applied to the area-size relation A(D) to achieve consistent results
A = c ·Dd · 10r(D) (40)
where r(D) is obtained from a random Gaussian distribution with
mean zero and standard deviation Astd(D). Astd(D) is taken from the
standard deviation per size bin D of the logarithmic ratio between
fitted A(D) and measured A(D)
Astd(D) = std(log10(A(D)fitted/A(D)measured)). (41)
For simulating the measurement, r(D) is obtained from a random
number generator for every profile separately, i. e., every profile of
A(D) is disturbed differently. When including the forward model
into the retrieval, the noise r(D) applied to the area-size relation and
furthermore the random perturbations required for simulation of the
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radar spectrum itself (Additional Study I) can cause problems: for
observation quantities with small response functions but a large un-
certainty, the corresponding elements of the Jacobian matrixKi might
be random as well. This would make convergence of the retrieval
difficult and might lead to results that cannot be reproduced. There-
fore, the random perturbations of the radar spectrum are fixed during
the retrieval. For A(D), an alternative method is proposed here in
order to apply fixed pseudo-random noise to the area-size power law:
Instead of obtaining r(D) from a random Gaussian distribution, it is
proposed to use a sinus function instead to obtain r(D)
r(D) = sin(D/DmaxΦ2pi) ·Astd(D) (42)
where Φ is the number of periods between 0 and Dmax, which is fixed
to 12.8mm. Due to the non-evenly distributed size bins used in this
study (originating from the bin sizes of the particle probes), this re-
sults in a quasi-random disturbance of A(D) obtained from the least
squares fit if Φ = 2000 is chosen. This allows reproducibility and
the performance of this approach can be tested in advance as it was
done for the other parameterizations of A(D) in Publication III: the
new method is applied to the ISDAC data set and the forward mod-
eled ISDAC data set is compared to MMCR observations (Figure 13.c).
For comparison, the corresponding histograms for the standard least
squares fit (Figure 13.a) and the least squares fit with Gaussian noise
(Figure 13.b—identical to Figure 10.d of Publication III) are also pre-
sented. For the sinus method, the Kolmogorov–Smirnov statistic dα
(Massey, 1951), which describes the agreement of the distributions, is
equal or even better for all moments appart from mean Doppler veloc-
ity W and left slope Sl in comparison to the method using Gaussian
noise. As a consequence, the sinus method is used as an alternative
to the Gaussian method for the idealized retrieval.
For every tenth profile of the ISDAC data set (~130 profiles), the
degrees of freedom df are calculated using different retrieval con-
figurations. Three different sets of radar moments are used for the
observation vector : Note that this is not







1. Only reflectivity Ze and mean Doppler velocity W.
2. Only Doppler spectrum width σ, skewness Sk, kurtosis Ku, and
left as well as right slope Sl, Sr (σ and higher moments).
3. All radar moments including the slopes.
While the first set is similar to other studies using reflectivity and
mean Doppler velocity (e. g., Matrosov et al., 2002; Szyrmer et al., 2012),
the second set is chosen in order to evaluate whether reflectivity (sen-
sitive to radar calibration) and mean Doppler velocity (sensitive to
vertical air motions) can be excluded from the retrieval. The radar
simulator is configured in accordance to the specifications of the more
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Figure 13: Normalized histograms of the radar moments (columns) of
MMCR observations (gray lines) and forward modeled ISDAC ob-
servations (F-ISDAC, black lines) for various methods to describe
projected area A(D) (rows) when forward modeling ISDAC data:
a) least squares fit, b) least squares fit with Gaussian random
noise, and c) least squares fit with quasi-random noise using the
sinus function. N(D) is estimated using the normalized gamma
approach, m(D) is retrieved from the functional relation between
Ze and W as proposed in Publication III, and all parameteriza-
tions are applied to the full particle size range. For each data
set, the number of cases is given. The vertical lines denote the
median of the distributions, the difference between both medians
is denoted in the upper left corner and the Kolmogorov–Smirnov
statistic dα is presented in the upper right corner of each panel.






instead of the MMCR used during ISDAC.
Some studies suggest to combine reflectivity measurements at dif-
ferent frequencies to increase the number of observables (e. g., Hogan
et al., 2000; Kneifel et al., 2011a). In order to investigate whether ad-
ditional frequencies can also contribute additional information when
using higher moments, the impact of adding observations at 13GHz
(Ku-band) and at 94GHz (W-band) to the Ka-band observation at
35GHz is investigated as well as using all three frequencies together.
Note that estimating the scattering properties at 94GHz with the Mie
(or T-Matrix) method leads to an underestimation of backscattering
cross section for particles larger than ~3mm (see Section 3.2 for dis-
cussion). For a real-world retrieval, a more sophisticated scattering
model has to be used for 94GHz. For simplicity, the KAZR radar
settings are also applied to the other frequencies.
8.3.2 Results
The percentage of the approximately 130 investigated ISDAC profiles
which converge successfully to a solution is presented in Figure 14.a.
The value varies between 40% and 75%. A profile does not converge
if either the convergence criteria (Equation 38) is not met within 30



































































































































































































































































Figure 14: Box and whisker plots showing the degrees of freedom for signal
df obtained for the investigated ~130 ISDAC profiles depending
on retrieval configuration for three fixed Eddy dissipation rates .
The colors correspond to sets of frequencies. The solid black line
denotes the percentage of retrievals which converge successfully.
iteration steps or if the retrieval iterates to a state which is either
below radar sensitivity or physically inconsistent (e. g., ice crystals
with density greater than pure ice) and which cannot be forward
modeled. Note that in general, the single-frequency retrieval is the
least converging retrieval configuration. Apparently, the information
contained in a single-frequency observations is often insufficient to
find a solution when including all eight quantities into the state vector
x. In this case, additional constrains might be required.
The degrees of freedom for signal df obtained for the successfully
converged profiles are also presented in Figure 14.a for the various
retrieval configurations. The spread of df is also indicated, because
df varies from profile to profile. Note that the largest possible value
of df is equal to the length of the observation vector y and varies with
retrieval configuration.
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When using only Ze and W, df varies between 2 for the single-
frequency and 4±1.5 for the triple-frequency configuration. For two
frequencies, df is 2.8±1 and 3.4±1 for the 13GHz & 35GHz and the
35GHz & 94GHz configuration, respectively. This shows that also
the combination of 13GHz & 35GHz is feasible even though both
frequencies are similar. In contrast to 94GHz, using 13GHz has the
advantage that the scattering properties are easier to estimate for a
real-world retrieval (Section 3.2).
It is shown that the combination of σ, Sk, Ku, Sl, and Sr of a single
frequency can already provide as many degrees of freedom for sig-
nal df (3.4±0.5) as a dual-frequency combination of Ze and W. The
observation vector y of this configuration contains, however, more
redundant information, because only 3.4 of the largest possible value
of 5 df can be obtained, while for the dual-frequency configuration
using Ze and W, up to 3.4 of 4 possible df can be exploited. However,
only 40% of the retrievals converge, which is 20 percentage points
less than for Ze and W and two frequencies. When using additional
frequencies for the combination of σ and higher moments, the ob-
tained df and the percentage of converged retrievals increase to up to
4.8±0.2 and to 75%, respectively, for three frequencies.
When using all moments together, df varies between 4.2±0.5 and
5.8±0.2, depending on the used set of moments. The percentage of
converged profiles increases from 48% to 75% with increasing number
of frequencies.
Increasing the broadening of the Doppler spectrum by using larger
values of Eddy dissipation rate  reduces the response functions of
the higher moments. To investigate the effect of this reduction on
the retrieval, increased values of 1.25× 10−4 m2s−3 (Figure 14.b) and
10−3 m2s−3 (Figure 14.c) are also used for . While this—as expected—
has no impact on the retrievals using only Ze and W, it reduces df
by 0.2 to 0.3 for the medium turbulence level and by approximately
twice the value for the larger turbulence level. In addition, the spread
of df is increased for the medium and high turbulence level in com-
parison to the low turbulence level. Surprisingly, the percentage of
converging retrievals is increased by 15 to 20 percentage points in
comparison to the lower turbulence level. A possible explanation for
this could be the reduced uncertainty of the response functions for
higher turbulence levels. Another reason could be problems with the
assumed a priori uncertainty Sa which might contain some rather
strong correlations between the elements of x caused by the limited
size of the data set. Because the impact of the quantities which de-
scribe the cloud microphysics is reduced for the larger turbulence
levels, it is expected that problems with Sa have the largest impact for
the lowest turbulence level.
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8.4 summary and discussion
The response functions and the degrees of freedom for signal df are
studied to evaluate the potential of adding higher moments to radar
retrievals. It is found that higher moments (including the slopes)
depend on the parameters describing microphysical properties such









of  have been found
(Gultepe and Starr,
1995).
The response functions of skewness Sk and kurtosis Ku are rather
small, noisy and strongly reduced for a larger Eddy dissipation rate.
The response functions of the slopes Sl and Sr are more noisy, but in
general also show larger gradients. Configuring the forward model in
accordance with a more advanced radar such as the KAZR enhances
the response functions. It is expected that future radar systems can
achieve even lower noise levels thereby further enhancing the qual-
ity of the response functions. For example, the upcoming, second
generation of the KAZR will feature a noise level reduced by 10dB
in comparison to the first KAZR generation (P. Kollias, personal com-
munication). Increasing the number of fast Fourier transformation
(FFT) points from 256 to 512 would reduce the steps which can be
seen in the response functions of the slopes and an even stronger
enhancement could be obtained by increasing the number of spec-
tral averages to make the spectrum more smooth. This, however, re-
quires in most cases longer integration times of the radar, which—as
a drawback—increases the effect of turbulence onto the radar spec-
trum. As a consequence, sensitivity studies are recommended similar
to the one presented here to find the optimal radar configuration for
exploration of higher radar moments.
Analysis of the degrees of freedom for signal df using an optimal
estimation-based retrieval shows—when configured in accordance
with the more advanced KAZR radar—that despite the small response
functions with large uncertainty, higher moments can add additional
information to ice cloud retrievals. Even if only a single frequency
is used, a retrieval exploiting only σ, Sk, Ku, Sl, and Sr can retrieve
on average 3.4 df. This is more than for a dual-frequency retrieval
using Ze and W. If all moments are used, even 4 to 6 df can be
retrieved depending on the number of used frequencies. Increasing
the turbulence level decreases the obtained df only by 0.2 to 0.6. This
highlights that despite the small response functions, higher moments
can be exploited not only for very low Eddy dissipation rates, but also
for larger Eddy dissipation rates.
Larger turbulence levels also increase the percentage of retrievals
converging to a solution. This can be attributed to the reduced un-
certainty of the response functions, but also too small errors of the
a priori uncertainty Sa matrix. As a consequence, is has to be studied
in the future how Sa can be obtained best. Furthermore, it was not
evaluated whether skewness and kurtosis or the slopes contribute
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most to the increased value of df, but this can be easily tested by re-
moving one or two elements of the observation vector and evaluating
the impact.
The next step required for evaluation of the idealized retrieval is
to explore the error characteristics of the solution. This allows to
investigate for which of the eight quantities of state x describing the
microphysical parameterizations, the a posteriori uncertainty Si has
become significantly smaller than the a priori uncertainty Sa. If no or
only little improvement can be achieved for individual quantities, it
can be tested whether the retrieval becomes more stable by excluding
these quantities from the retrieval. Further studies are also required
to adapt the retrieval to less idealized conditions, and to increase the
percentage of converged retrievals. To make the retrieval convergence
more stable, a normalization approach similar to the one proposed
by Szyrmer et al. (2012) for mass m(D), could also be applied to the
power law describing projected area A(D) which would potentially
account better for the high correlation between the coefficients of the
area-size relation.
Note that the results presented here are based on an idealized re-
trieval and only testing the concept with real measurements can con-
firm that the information content found here for the higher moments
can be exploited in real world as well. Even though is was found that
the influence of aspect ratioAR is small, the application of the retrieval
to real observations probably also requires the use of T-Matrix instead
of Mie scattering calculations. For W-band, even more sophisticated
methods need to be used which further increases the computational
costs of the retrieval.
Unfortunately, it is unlikely that the retrieval can be applied suc-
cessfully to the MMCR data obtained during ISDAC due to the rather
noisy observations of the radar. The percentage of converged ideal-
ized retrievals was greatly reduced when configuring the radar sim-
ulator with respect to the technical specifications of the MMCR in-
stead of the KAZR. To the author’s knowledge, no other data set is
available which features both, radar observations by a state-of-the-art
cloud radar (e. g., KAZR) and aircraft observations of ice clouds using
modified probe tips limiting shattering effects (Korolev et al., 2013). A
close candidate is the Global Precipitation Mission (GPM) Cold-season
Precipitation Experiment (GCPEx, Hudak et al., 2012) which took place
around Egbert, Ontario, and contains aircraft observations and cloud
radar observations. However, the zenith pointing radar of McGill uni-
versity was operating at 94GHz, which makes scattering calculations
challenging, especially because the campaign was mainly targeted at
observations of snowfall instead of ice clouds. In addition, the Dual-
Frequency Dual-Polarized Doppler Radar (D3R Chandrasekar et al., 2010)
operating at 14GHz and at 35GHz was participating in GCPEx but
its sensitivity was not sufficient for cloud detection at 35GHz and fur-
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thermore, the radar was scanning rapidly and no continuous zenith
observations were obtained.
Future studies should aim at using a larger data set, because the
ISDAC data set contains rather homogeneous cloud conditions and es-
pecially the coefficients of the area-size relation vary only little for the
ISDAC data set (Publication III). This issue could be partly addressed
for ISDAC by using not only aircraft observations obtained within a
10km radius around Barrow as in Publication III, but exploiting the
complete ISDAC data set for estimating the a priori information.
A further reason limiting the quality of the retrieval is that opti-
mal estimation requires the forward model to be “moderately linear”
(Rodgers, 2000) and that all uncertainties are described by Gaussian
distributions. Being “moderately linear” requires that the model re-
sponds linear at least for the interval used to estimate the Jacobian
matrix K. In order to test whether this is the case for the perturbation
of 0.5%, which is used to calculateK in this study, the linearity criteria
proposed by Rodgers (2000, Section 5.1) can be used, which is related
to the ratio of the error caused by linearization to the uncertainty of
the measurement.
While the state vector x and the observation vector y can be well
described by (log-)normal distributions, it can only be assumed that
the uncertainty of the solution Si can be described by a normal dis-
tribution as well. Multiple minima of Si might exist for multiple
solutions and it is not possible to investigate whether a local or global
minimum is found when using optimal estimation.
An alternative to optimal estimation are Monte Carlo-based re-
trieval approaches which also rely on a Bayesian concept and which
obtain the solution and the corresponding probability density func-
tion by random sampling of the state space. This allows the use of
arbitrary and also non-linear forward models and the use of arbitrary
PDFs to describe the error characteristics. The major disadvantage is
that the random sampling of the Monte Carlo-based methods is much
more expensive with respect to computing time than optimal estima-
tion. There are various versions of Monte Carlo-based algorithms
using different strategies to accelerate calculations. In atmospheric
science, the use of Markov chain Monte Carlo (MCMC, Metropolis et al.,
1953) methods is proposed (Posselt et al., 2008; Posselt and Mace, 2014)
while some hydrology studies suggest to use the Differential Evolution
Adaptive Metropolis (DREAM) variant of MCMC allowing massive par-
allelization (Vrugt et al., 2008, 2009). Still, MCMC-based approaches
are currently too expensive to develop an operational radar ice cloud
retrieval, especially if more realistic particle types are to be used when
estimating the scattering properties. MCMC, however, could be used
for selected profiles in order to map the solution space (Posselt and
Mace, 2014), in order to investigate whether optimal estimation con-
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verges to a global or a local minimum, and in order to assess the
information content df obtained from optimal estimation.
The agreement of the higher moments between forward model and
radar observations as presented in Publication III can also be seen
as a proxy indicating that the complete Doppler spectrum can be
realistically forward modeled as well. Building up on this, the full
Doppler spectrum could be used instead of radar moments for the
observation vector y of the retrieval. Then, it could be tested whether
this adds information to the retrieval which cannot be obtained from
the radar moments. In the future, the use of the complete Doppler
spectrum will be simplified by the advent of more advanced radar
generations featuring even better spectral data quality.
Part D
D I S C U S S I O N A N D O U T L O O K

9
D I S C U S S I O N O F T H E S T U D I E S
In the following, the principal results of Key Issue I Enhanced snowfall
observations (Publications I and II) and Key Issue II Exploiting higher
moments (Publication III and Additional Studies I and II) are summa-
rized and discussed.
9.1 publication i : improved doppler spectra processing
In Publication I (Maahn and Kollias, 2012), a new data processing
scheme for the Micro Rain Radar (MRR) is presented. In contrast to
the standard MRR processing scheme, the proposed method estimates
lower and higher radar moments directly from the observed Doppler
spectrum. Furthermore, signals from hydrometeor-free range gates
are removed and the MRR sensitivity is significantly enhanced. This
improves the detection of hydrometeors at low signal-to-noise ratios
(SNR). A dealiasing routine is developed to remove aliasing effects
caused by particles exceeding the radar Nyquist velocity range. While
the method published by Kneifel et al. (2011b) is based on the spectra
which are processed by the standard MRR software, the proposed
method relies on the non-processed raw spectra.
The method is evaluated by comparison to a Ka-band MIRA35 cloud
radar (Melchionna et al., 2008) using a data set containing 116 days
in winter and spring 2012. A comparison of reflectivity of MRR
and MIRA35 is shown in Figure 15 for the original MRR process-
ing scheme, the method by Kneifel et al. (2011b), and the proposed
scheme. In comparison to the two reference methods, firstly the off-
set between both instruments is reduced for the proposed method
and secondly the “knee” at −10dBz and −5dBz, caused by clear sky
echoes due to insufficient noise removal, is removed. By this, the sen-
sitivity of MRR for snowfall observations is improved from +3dBz
(Kneifel et al., 2011b) to −5dBz which corresponds to an enhanced
minimal detectable snowfallrate S of ∼0.01mm h−1 in comparison to
∼0.06mm h−1 for Kneifel et al. (2011b) if the Ze−S relation by Matrosov
(2007) is applied.
The improvement with respect to mean Doppler velocity W is even
stronger, as shown in Figure 16. Because the standard scheme as-
sumes a Nyquist velocity range of 0m s−1 to 11.9m s−1, the Doppler
velocity of those hydrometeors which fall very slowly or even drift
upwards (aliasing effect) is highly biased. The dealiasing routine of
the proposed processing scheme can successfully correct for aliasing
effects and the agreement of MRR to MIRA35 is distinctly improved.
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Figure 15: Scatter plots comparing effective reflectivity (Ze) of MIRA35 with
D6-based radar reflectivity (Z) derived from Metek’s standard
MRR product (top left), with effective reflectivity (Ze) of MRR
using the method by Kneifel et al. (2011b) (KN, top right), and
with Ze of MRR using the new proposed MRR method (bottom).
The black line denotes the 1 : 1 line. Adapted from Maahn and
Kollias (2012).
Furthermore, the new processing scheme can also provide additional
radar moments such as Doppler spectrum width σ, skewness Sk and
Kurtosis Ku which are not available when using the standard MRR
software.
The presented method exploits the full potential of MRR’s hard-
ware. A further increase requires modifications of the instrument
design. Publication I shows that despite MRR’s limitations due to
its low-cost design, it features a performance similar to a Ka-band
cloud radar concerning the observation of snowfall. In comparison
to a cloud radar, MRR is easier to operate in remote areas due to its
smaller dimensions, the low power consumption, and the little need
for maintenance. The new processing scheme is released as IMProToo
under an open source license online and has already been used in
several other studies (Stark et al., 2013; Colle et al., 2014; Garrett and
Yuter, 2014; Gorodetskaya et al., 2015, 2014; Misumi et al., 2014; Pokharel
et al., 2014).
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Figure 16: Same as Figure 15, but for Doppler velocity (W). Adapted from
Maahn and Kollias (2012).
9.2 publication ii : exploring radar-based snowfall sta-
tistics
In Publication II (Maahn et al., 2014), the potential of the radar onboard
the CloudSat satellite for surface snowfall detection is evaluated. For
this, the effect of the CloudSat radar’s blind zone is investigated based
on MRR observations. The blind zone affects the lowest 1200m above
ground level (agl) and is caused by contamination of the radar ob-
servations with ground clutter. It is assumed that MRR can mimic
CloudSat observations and hence vertical changes as found by MRR
are representative for CloudSat. Consequently, the MRR processing
scheme developed in Publication I is applied to one year of MRR ob-
servations at Ny-Ålesund in Svalbard, Norway (Maahn, 2010) and at Results for the third
site, Longyearbyen





the Belgian Princess Elisabeth station in East Antarctica (Gorodetskaya
et al., 2015). The MRR data set is analyzed for vertical changes within
the blind zone. Because smaller blind zones are proposed for future
satellite missions, also a reduced blind zone of 600m agl is investi-
gated. To account for the different operating frequencies of MRR and
CloudSat, a power law correction is developed to convert MRR obser-
vations of Ze at 24GHz to CloudSat’s 94GHz from the combination
of reflectivity-snowfall relations for both frequencies.
Vertical changes in the Ze distribution, the number of events, and
the mass flux are investigated based on MRR data. 2-D histograms of
136 discussion of the studies
































-5 0 5 10 15 20 25


















5 0 5 10 15 20





































-5 0 5 10




Figure 17: (a) Reflectivity vs. altitude 2D histograms (2D-H) of observed
MRR reflectivities at Princess Elisabeth Station, East Antarctica.
The median profile is denoted by the black solid line. The hori-
zontal, black line denotes the CloudSat measurement height HCS,
the horizontal, gray line a reduced blind zone height HFM. An es-
timate for the corresponding Ze at 94GHz using the coefficients
for aggregates is indicated by the additional, green scale. (b)
Detrended Quantile-Quantile (DQQ) plot of the reflectivity ob-
servations for 24GHz close to the surface (HSF) in comparison to
HCS (black) and in comparison to HFM (gray) as well as after con-
version to 94GHz (green and light-green lines). (c) Total number
of observations with Ze of MRR observations larger than −5dBz
(solid blue line). Adapted from Maahn et al. (2014).
the data sets (Figures 17.a and 18.a) reveal only small vertical changes.DQQ-plots (Thode,
2002) are similar to
quantile-quantile





difference is equal to
the distance of a
standard QQ-plot to
its 1:1 line.
The Ze distributions at the lowest CloudSat height (HCS) and the
MRR measurement height closest to the surface (HSF) are compared
using Detrended Quantile-Quantile (DQQ) plots (Figures 17.b and 18.b).
They show that the shift of distributions is below 2.5dB for Princess
Elisabeth and below 1.0dB for Ny-Ålesund. While the result is mainly
the same after transformation from 24 to 94GHz, a reduction of the
blind zone to 600m as proposed for future satellite missions (HFM)
reduces the shift in the distributions to 0.5dB at Princess Elisabeth
and to less than 0.5dB in Ny-Ålesund.
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Figure 18: Same as Figure 17, but for Ny-Ålesund, Svalbard. Adapted from
Maahn et al. (2014).
The analysis of the vertical change of number of precipitation events
detected by MRR (greater −5dBz) reveals that the number of ob-
served profiles is increased at the CloudSat measurement height HCS
in comparison to the near-surface height HSF by 5.7% for Princess
Elisabeth (Figure 17.c), but reduced by 5.2% for Ny-Ålesund (Fig-
ure 18.c). In addition, the number of observed profiles follows a belly
shaped curve for Ny-Ålesund between HSF and HCS with the maxi-
mum around HFM. For Princess Elisabeth, the belly shape is reduced,
but still visible. The belly shape is attributed to the competition be-
tween shallow precipitation and virga effects which overlap around
the reduced blind zone height HFM. This belly shape is even increased
when considering the total precipitation flux (Figure 19) by applying
reflectivity–snowfall rate relations by Kulie and Bennartz (2009). Then,
the underestimation of total precipitation—normalized to observa-
tions at HSF—changes from 11 percentage points at Princess Elisabeth
and 9 percentage points at Ny-Ålesund at HCS to an overestimation
of 3 and 19 percentage points, respectively, at HFM.
In general, the results are only valid for the vicinity of the sites.
However, results for Ny-Ålesund are in agreement with results for
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Figure 19: Contribution of various reflectivity intervals to the total precip-
itation amount in dependence on height for Princess Elisabeth
and Ny-Ålesund. The figures are normalized by total surface pre-
cipitation. HCS and HFM are denoted by black and green lines,
respectively. Figure taken from Maahn et al. (2014).
Longyearbyen which is located 110km to the southeast (see support-
ing information to Publication II for figures), so it is expected that the
results are at least representative for West-Svalbard. Due to the spatial
homogeneity of East Antarctica, it is further assumed that the find-
ings are representative for a larger region for Princess Elisabeth. Even
though it is found that the agreement of precipitation statistics at the
height of CloudSat observations HCS and the near-surface height HSF
is relatively high, the agreement of the observed number of events
and the total precipitation amount is reduced at the height of future
missions HFM. This indicates that not the same events are observed at
HCS and HSF even though they share similar statistical properties. At
the same time, this highlights that potential future precipitation radar
missions do not feature improved estimates of surface precipitation
per se by a reduction of the blind zone by 50%.
In the future, the analysis can also be applied to other ground-based
radar observations, e. g., the Greenland summit station (Shupe et al.,
2013), the ARM site North Slope of Alaska (Mather and Voyles, 2012),
or the UFS station in the German alps (Löhnert et al., 2011).
9.3 additional study i : spectral radar simulator
In Additional Study I, the PAMTRA forward model is introduced.
The forward model was originally designed for passive microwave
observations and is extended by a radar simulator which is capable of
simulating the full radar Doppler spectrum (Figure 8). The routines
developed in Publication I are used for estimating the radar moments
from the simulated radar Doppler spectrum. PAMTRA is especially
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Figure 20: (a) a and (b) b coefficients of the mass-size relation as a function
of temperature. The result for a and b for the complete data set is
marked with a solid, straight line. For comparison, various m(D)
relations from literature are presented at arbitrary yet typical tem-
peratures: radiating assemblages of plates (Mitchell et al., 1990),
densely rimed dendrites (Locatelli and Hobbs, 1974), aggregates of
side planes, (Mitchell et al., 1990), stellar crystals with broad arms
(Mitchell, 1996), and aggregates of unrimed radiating assemblages
of plates, side planes, bullets, and columns (Locatelli and Hobbs,
1974). Adapted from Maahn et al. (2015).
suited for combined radiometer-radar retrievals, but can also be used
for coupling to NWP models and GCM (e. g., for evaluation), for
development of future instruments, for the setup of radiative transfer
databases, and for forward modeling in situ observations.
9.4 publication iii : ice cloud parameterizations
The aim of Publication III (Maahn et al., 2015) is to develop a consistent
set of parameterizations for describing the microphysical properties
of ice clouds as it is required for retrieval studies. For this, in situ
observations of ice cloud properties are obtained from the data set
of the Indirect and Semi-Direct Aerosol Campaign (ISDAC, McFarquhar
et al., 2011). The data set is forward modeled using the radar simula-
tor presented in Additional Study I. The study has two main results.
Firstly, the mass-size relation m(D) is retrieved from a combination
of radar and in situ observations. Secondly, the optimal set of ana-
lytical expressions to express area A and particle size distribution N
as functions of D are found for simulating radar observations. For
this, higher radar moments are used which have not been used for ice
cloud observations before.
The mass-size relation m(D) is estimated first, because it is the only
important parameter required for PAMTRA which is not included in
the ISDAC data set. For estimating the coefficients of m(D), a novel
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method is developed based on the functional relation between Ze and
W, which is approximated by a power law
W = e Z fe (43)
with the coefficients e and f obtained by a least squares fit. Tem-
perature dependent values for e and f are obtained from combined
MilliMeter wavelength Cloud radar (MMCR, Moran et al., 1998) and
radiosonde observations during ISDAC. Due to the low turbulence
conditions it is expected that vertical air motions cancel out for the
least squares fit and have only little impact on the coefficients of the
Ze −W relation. In the forward model, the coefficients of m(D) are
chosen such that the Ze −W relation of the forward modeled ISDAC
data matches the Ze−W relation of the MMCR observations. In order
to find the optimal set of coefficients a and b for m(D), optimal esti-
mation (Rodgers, 2000) is used. That is, a and b are used as a closure
to match MMCR and ISDAC observations.
The resulting coefficients a and b for the complete data set and
as a function of temperature are presented in Figure 20. For com-
parison, pairs of a,b coefficients taken from literature (see caption)
are included at arbitrary though typical temperatures as well. While
the coefficients a and b found for the complete data set are very
similar to the ones found for aggregates of side planes (Locatelli and
Hobbs, 1974), the temperature-dependent coefficients reveal a clear
transition with increasing temperature from plates and aggregates of
columns and plates to more complex, stellar single crystals as they
are typical for temperatures between −20 °C and −10 °C. For higher
temperatures, the coefficients equal the ones for rimed dendrites. This
transition agrees well with ice habit diagrams published in literature
(Section 3.1.2). Also, comparisons of 2-D histograms of Ze to W,
and—as an independent check—to spectrum width σ reveal a good
agreement between MMCR and forward modeled ISDAC observa-
tions (see Figure 5 of Publication III). Even though other methods
for estimating m(D) can also lead to a good agreement of 1-D dis-
tributions of lower radar moments, they are unable to reproduce the
functional relations Ze−W and Ze−σ. Therefore, it is concluded that
the proposed approach to use m(D) as a closure leads to consistent
results even though the approach is potentially affected by retrieval er-
rors. Following up on this, it is recommended to investigate not only
the lower radar moments separately, but also the functional relations
among the moments when assessing mass-size relations.
ISDAC observations are forward modeled also for the second ob-
jective, the investigation of the impact of parameterizations on the
forward model. Because higher moments are used for the evaluation
of parameterizations, their performance is evaluated first. For this,
higher moments are estimated using measured projected area A(D),
measured particle size distribution N(D), and retrieved mass-size re-
lation m(D) as described above. Then, lower and higher moments
9.4 publication iii : ice cloud parameterizations 141
   -1.9 0.085  
a) Measurements (A-MEAS); F-ISDAC: 1687 obs., MMCR: 56020 obs.
-0.0091 0.052   0.0015 0.079    -0.17 0.19    -0.014 0.076     -1.3 0.084      -23 0.35   
MMCR F-ISDAC
   -1.9 0.087  
b) General Least Squares (A-GLS, Eq. 18); F-ISDAC: 1687 obs., MMCR: 56020 obs.
  -0.03 0.063  -0.0024 0.073     -0.3 0.32     -0.24 0.099     -1.8 0.075      -40 0.48   
   -1.4 0.096  
c) Least Squares (A-LS, Eq. 15); F-ISDAC: 1318 obs., MMCR: 46625 obs.
 -0.044 0.087   0.0024 0.065    -0.25 0.29     -0.36 0.19      -1.7 0.076      -38 0.51   
35 25 15 5 5 15
Reflectivity Ze [dBz]
 
   -1.4 0.096  
d)  Least Squares with Noise (A-LSN, Eq. 19); F-ISDAC: 1318 obs., MMCR: 46625 obs.
0.3 0.6 0.9 1.2
Doppler Vel. W [m s−1 ]
 
 -0.035 0.086  
0.0 0.1 0.2
Spectrum Width σ [m s−1 ]
 
 0.0064 0.09   
1 0 1
Skewness Sk [-]  
 
  -0.15 0.2    
1 2 3 4 5 6 7
Kurtosis Ku [-]  
 
  0.013 0.098  
30 60 90 120
Left Slope Sl [dB s m
−1 ]
 
    0.2 0.066  
120 90 60 30
Right Slope Sr  [dB s m
−1 ]
 
    -30 0.45   
Figure 21: Normalized histograms of the radar moments (columns) of
MMCR observations (gray lines) and forward modeled ISDAC
observations (F-ISDAC, black lines) for various methods to de-
scribe A(D) (rows) when forward modeling ISDAC data. For each
method, the first (second) number denotes the number of cases
in the F-ISDAC (MMCR) data set. The vertical lines denote the
median of the distributions, the difference between both medians
is denoted in the upper left corner and the Kolmogorov–Smirnov
statistic dα is presented in the upper right corner of each panel.
Figure taken from Maahn et al. (2015).
of forward modeled ISDAC observations are statistically compared
to MMCR observations (Figure 21.a). PAMTRA is able to produce
consistent results for kurtosis Ku and left slope Sl, but a large offset
for right slope Sr (−22dB s m−1) and a small offset for skewness Sk
(−0.17) remains. This is attributed to problems with large, rare parti-
cles at the right (fast) side of the Doppler peak which are insufficiently
sampled by in situ probes and where the scattering uncertainties are
largest.
For area, the in situ measurements of projected area A(D) are re-
placed by various parameterizations: the measured area-size relations
A(D) are fitted to a power law A(D) = cDd for both, the complete
data set, and by applying the fit to each individual profile. Com-
parison to MMCR data shows that the parameterization of A(D) has
negligible impact on the lower moments (Figure 21.b and c). For the
higher moments it is found that application of a least squares fit to
measured A(D), however, deteriorates the offsets of Sk and Sr. It
is concluded that this is caused by small deviations from the power
law which are required but missing after application of the fit. For
this, the area–size power law is modified to include a size dependent
noise term r(D) determined from observations (see Publication III or
Section 8.3 for details)
A = c ·Dd · 10r(D). (44)
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   -1.4 0.096  
a) Measurements (N-MEAS); F-ISDAC: 1318 obs., MMCR: 46625 obs.
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   0.93 0.15   
b) Field et al. (2005) (N-FI, Eq. 22); F-ISDAC: 1191 obs., MMCR: 46625 obs.
   0.02 0.085   0.0016 0.07     -0.45 0.37      0.44 0.2       -4.2 0.11       -52 0.42   
    5.1 0.23   
c) Least Squares Modified Gamma (N-LSMG, Eq. 20); F-ISDAC: 1234 obs., MMCR: 44387 obs.
  0.039 0.11     0.014 0.13     -0.66 0.47         1 0.28      -8.3 0.2        -73 0.6    
   -1.7 0.098  
d)  Normalized Gamma (N-NG, Eqs. 23ff); F-ISDAC: 1305 obs., MMCR: 46257 obs.
 -0.032 0.087    0.007 0.097     -0.2 0.22    -0.058 0.12       1.6 0.094      -31 0.46   
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e) Discrete Incomplete Gamma Fitting Technique (N-DIGF, Eqs. 30f); F-ISDAC: 857 obs., MMCR: 28929 obs.
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Figure 22: Comparison of MMCR observations and various methods to rep-
resent N(D) for ISDAC data, similar to Figure 21. Figure taken
from Maahn et al. (2015).
Application of r(D) to the power law fit improves the agreement of
the distributions of Sk and Sr between ISDAC and MMCR again
(Figure 21.d). Hence, it is concluded that small deviations from the
power law are mandatory for forward modeling of consistent higher
moments and—if higher moments are seen as a proxy for the complete
Doppler spectrum—the Doppler spectrum.
The particle size distribution N(D) is analyzed in the same way
as projected area A(D) and different methods are applied to express
N(D) as a modified gamma distribution or a gamma distribution.
A least squares fit to the modified gamma distribution is compared
to two variants which use the gamma distribution, but preserve the
moments of N(D): Firstly, the normalization approach proposed byIn Publication III,
the normalization
concept of Testud
et al. (2001) is










Testud et al. (2001) and, secondly the incomplete gamma method of
McFarquhar et al. (2014). As an independent reference, the parameter-
ization of Field et al. (2005) is used which relies on temperature and
is also used in NWP models (Reitter, 2013). Comparison of forward
modeled ISDAC and MMCR observations shows (Figure 22) that the
parameterization of N(D) has large impact on the distributions of
lower and higher moments. Among the investigated methods, the
normalized gamma approach is the only method which can repro-
duce results similar to measured N(D) for all moments. In addition,
this parameterization is found to be stable with respect to extrapola-
tion beyond the largest measured diameter. As a consequence, the
borders of N(D) are fixed to 0.05mm and 12.8mm which are the
smallest and largest size, respectively, of the in situ data set.
Both parts together form a consistent set of analytical expressions
and coefficients to describe particle mass m(D), projected area A(D),
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and particle size distribution N(D) for forward modeling with the
PAMTRA operator. The high agreement between MMCR and for-
ward modeled ISDAC observations highlights the potential of the
PAMTRA operator for simulating not only reflectivity Ze, but also
higher moments. The latter are found to be valuable additions to the
conventional observables due to their high dependence on parame-
terizations. Parameterizations, coefficients and, forward model form
the main ingredients required for a sensitivity study to test whether
higher moments can also provide additional information for ice cloud
retrievals.
However, there are also other applications for the methods devel-
oped in Publication II. The novel approach to retrieve the mass-size
relation by combining aircraft in situ and ground-based radar mea-
surements can also be applied to other data sets. Applications to other
data sets would also allow to further investigate why small deviations
from the power law area-size relation are required to obtain consis-
tent results for A(D). Also, novel parameterizations for N(D) could
be developed to test the possibility of parameterizations working even
better for remote sensing applications.
9.5 additional study ii : retrieval potential
The forward model developed in Additional Study I and the param-
eterized data set obtained in Publication III are used to analyze the
potential of higher radar moments for ice cloud retrievals. The poten-
tial is investigated both quantitatively and qualitatively.
For the quantitative analysis, the response functions describing the
dependence of the radar moments on the coefficients of the micro-
physical parameterizations are evaluated (Figures 9 and 10). They are
analyzed for the coefficients of the particle size distribution N(D) (N0,
Dm, and µ∗ of the normalized gamma distribution, see Publication
III, Appendix A), the normalized mass-size relation m(D) (α and b,
Szyrmer et al., 2012), and the area-size relations A(D) (c and d). In
addition, the uncertainty of the estimates of the moments caused by
radar noise are estimated by repeating the calculations to gain the
response functions 1000 times.
For the lowest turbulence level, it is found that Doppler spectrum
width σ depends on the size distribution shape parameter µ∗ and
the coefficients of the mass-size and area-size relations. The response
for skewness Sk is mostly below 0.5, but depends on all ice cloud
parameters apart from the intercept parameter N∗0. For the exponent
of the mass-size relation b, the response is larger than 1, but also non-
linear and not monotonically increasing. In general, the uncertainty of
the response functions for Sk is rather high (~0.2) and is often larger
than the found gradient itself. For kurtosis Ku, values between 0 and
3 are found. Similar to Sk, it depends on all coefficients but N∗0. The
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response to b is very strong, but also non-linear. For the dimensionless
pre-factor of the mass-size relation α and the mass-weighted mean
particle size Dm, the response is within the found uncertainty of ~0.4.
The slopes Sl and Sr feature a comparatively strong, but also noisy
and non-linear response to almost all parameters. More pronounced
and less noisy response functions can be obtained when configuring
the forward model in accordance to the more advanced KAZR radar
(Figures 11 and 12). This highlights the importance of using advanced
radars for obtaining higher moments.
Broadening due to turbulence leads to a more Gaussian shape of
the Doppler velocity peak which might cover the response of Sk and
Ku on cloud properties. Consequently, the analysis is repeated for two
additional higher turbulence levels typical for Arctic stratocumulus
clouds. Increasing the turbulence reduces the response functions
of the higher moments and for the highest investigated turbulence
level the response functions of the higher moments vanish almost
completely. At the same time, higher turbulence levels smooth the
spectrum as well resulting in less noisy estimates of the slopes, but
also of Ku and Sk. This means that with increased turbulence levels,
the usability of higher moments for retrieval applications might even
be enhanced despite of the reduced response functions.
For the qualitative analysis, the parameters of the particle size dis-
tribution, area-size relation and mass-size relation are included in an
idealized retrieval based on optimal estimation (Rodgers, 2000). As-
pect ratio AR is fixed to 0.6, and the Eddy dissipation rate  is set
to the same three values as for analyzing the response functions. Be-
cause the broadening of the radar spectrum σk not only depends on ,
but also on the wind as measured by the aircraft, σk is not fixed and
is included as additional quantity into the retrieval. To investigate the
information content that higher moments can contribute, the retrieval
is applied to approximately 130 profiles of the ISDAC data set and
the degrees of freedom for signal df are estimated (Figure 14). It is
shown that when using σ, Sk, Ku, Sl, and Sr of a single frequency,
already approximately 3 df can be obtained which is similar to a dual-
frequency retrieval using only Ze and W. Adding further frequencies
adds about 1 df per frequency when σ and the higher moments are
used. Another additional degree is obtained when using all moments
together. For a triple-frequency combination, almost 6 df can be ob-
tained on average, which corresponds to 75% of the length of the
state vector. Unfortunately, the percentage of successfully converging
retrievals is only 40% to 75% for the lowest turbulence level. Even
though df decreases by approximately 0.2 – 0.4 with increasing tur-
bulence, the percentage of converging retrievals is increased to up to
60% to 90% already for the medium turbulence level. This is firstly
attributed to the fact that higher moments are less noisy if turbulence
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smooths the spectrum and secondly to small errors in the estimation
of the prior uncertainty estimate.
The results have yet to be confirmed using real measurements,
but for an idealized retrieval, higher moments are found to add sig-
nificant information to ice cloud retrievals of Arctic stratocumulus
clouds. Consequently, higher moments should be used more often
when studying ice clouds.

10
O U T L O O K
In this chapter, a brief outlook is given for the two key issues discussed
in this thesis (Figure 2).
10.1 key issue i : enhanced snowfall observations
With the updated processing scheme, the Micro Rain Radar (MRR)
was found to be valuable for observations of snowfall, also in remote
regions. Even though uncertainties are high when converting reflec-
tivity into precipitation rate, MRRs are not affected by blowing snow
and wind undercatch as traditional precipitation gauges are. In ad-
dition, vertical profiles of Doppler velocity and spectrum width are
also provided which can be used e. g., to investigate particle riming





It would even be possible to combine MRR with ceilometer measure-
ments (Hogan et al., 2003) to develop a simple, low-cost combined
radar-lidar product.
Vertical profiles observed by MRR at sites in Antarctica and Sval-
bard were used to analyze the impact of the blind zone on snowfall
measurements of the CloudSat satellite. Because the spatial variabil-
ity of precipitation is high, additional studies are required to inves-
tigate the vertical variability for other regions, for example in the
mid-latitudes. The analysis in not limited to MRR observations and
also other vertically pointing radars can be used, too, for example
the MIRA35 (Melchionna et al., 2008; Löhnert et al., 2011) or the KAZR
radar of the ARM program (Mather and Voyles, 2012). The use of
more advanced cloud radars has the advantage that these feature a
better sensitivity for observation of weak precipitation and a higher
spatio-temporal resolution. The spatio-temporal resolution and the
sensitivity are the main weaknesses of MRR and an enhancement of
the hardware would be desirable for the future.
10.2 key issue ii : exploiting higher moments
Due to the flexible design of the presented PAMTRA forward model, it
can be used for many applications, e. g., online and offline coupling to
various kinds of weather or climate models, from global to large eddy
scale. Such forward operators are crucial for both kinds of model eval-
uation, model-to-observation evaluations in measurement space and—
incorporated into a retrieval—observation-to-model evaluations in the
model space. Due to its passive and active capabilities, PAMTRA is
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especially suited for development, for sensitivity studies, and for re-
trievals of combined passive-active microwave instruments. For this,
new instruments have become available recently, e. g., HAMP which
is the active-passive microwave package of the new German High Al-
titude and LOng range research aircraft (HALO, Mech et al., 2014) or
the recently launched core satellite of the Global Precipitation Measure-
ment (GPM) mission (Hou et al., 2014) which carries a dual-frequency
precipitation radar and a multi-channel (10–183 GHz) microwave im-
ager. There is also an increasing number of ground-based sites (e. g.,
Löhnert et al., 2011, 2014; Mather and Voyles, 2012; Shupe et al., 2013)
featuring radar-microwave radiometer combinations, amongst other
instruments.
One particular application of PAMTRA was presented in this thesis:
PAMTRA was used to forward model aircraft in-situ measurements
of ice clouds. This resulted in the development of a novel method
to estimate particle mass as a function of temperature. Subsequently,
various methods were used to evaluate ice cloud parameterizations
describing projected area and particle size distribution. For this, the
higher moments of the radar Doppler spectrum were found to be an
useful addition to the standard observables (i. e., the lower moments).
Unfortunately, the used ISDAC data set is rather small and older data
sets (e. g., MPACE, Verlinde et al., 2007) cannot be used, because at
that time aircraft in situ probes with the new modified tip design for
avoiding particle shattering (Korolev et al., 2013) were not yet available.
Therefore, additional collocated radar–in situ measurements of ice
clouds are needed for the future. This would e. g. allow to refine the
dependence of particle mass on temperature using smaller tempera-
ture intervals. The availability of additional measurements could also
be used to test the results for geographical dependence. The use of
an airborne instead of a ground-based radar (Wang et al., 2012) would
lead to a better match of observed volumes, but at the same time, this
would also make the measurement of the radar moments challenging
due to the movement of the aircraft (Mech et al., 2014).
Nevertheless, the found coefficients and analytical expressions can
still be included in a retrieval framework to investigate the potential of
higher radar moments for retrieving particle mass, projected area, and
particle size distribution. Even though the response functions were
found to be rather small, for an idealized retrieval it was found that
higher moments can add significant, additional information at mod-
erate turbulence levels as they are common for Arctic stratocumulus
clouds. A retrieval based on lower and higher moments obtained at a
single frequency can provide more information than a dual-frequency
retrieval based only on radar reflectivity and mean Doppler velocity.
These results highlight the great potential of higher moments which
should be exploited more often in the future. The forward model
was configured in accordance to the more advanced KAZR instead
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of the older MMCR. For the latter, the retrieval was less successful.
This highlights the great importance of the quality of radar measure-
ments. In the future, advancements of radar technology will result
in cleaner radar spectra less affected by noise and artifacts allowing
better exploitation of the spectrum and higher moments.
As a next step, it is necessary to explore the error space of the ob-
tained retrieval solutions in detail. This allows to investigate which
of the parameters to describe particle mass, projected area, and par-
ticle ice distribution can be retrieved well and for which parameters
the estimate cannot be significantly improved in comparison to the
a priori uncertainty. With upcoming future radar generations, it is
expected that the noise level is further reduced resulting in enhanced
estimates of the higher moments making the retrieval more stable.
In addition, the a priori description of the ice clouds needs to be
improved, because for optimal estimation, it is of great importance
to specify the error characteristics correctly (Ebell et al., 2010). The
description of the mass-size relation as a function of temperature
using only seven different temperature intervals could lead to unde-
sired correlations in the prior uncertainty matrix obstructing retrieval
convergence. The retrieval could also be extended such that the ob-
servation vector is composed of the full Doppler spectrum in order
to investigate whether this adds further information to the retrieval.
Another approach would be using slanted measurements in order to
exploit also polarimetric radar observations in addition to Doppler
observations (Spek et al., 2008; Dufournet and Russchenberg, 2011). This
however, greatly enhances the impact of horizontal wind on the spec-
trum which probably prohibits the use of higher moments.
Also, the use of enhanced scattering models could improve the
retrieval performance. Alternatives to the use of Mie and T-Matrix
theories could be the Rayleigh-Gans theory (e. g., Bohren and Huffman,
1983) or database supported DDA calculations (Liu, 2008b; Petty and
Huang, 2010; Tyynelä et al., 2011, 2014). For the latter, however, the
problem has yet to be solved how particle distributions following arbi-
trary mass-size and area-size relations (as it is required by retrievals)
can be obtained from a database which contains only certain particle
types with certain mass-size and area-size relations. One possibility to
solve this issue would be to select different particles from the database
(possibly in accordance with temperature) and mix them such that
the mixture matches the required microphysical properties.
Finally, other Bayesian retrieval methods such as Markov chain Monte
Carlo (MCMC) could be used (Posselt et al., 2008; Posselt and Mace,
2014; Vrugt et al., 2008, 2009). Even though they require much more
resources with respect to computing time, they can handle non-linear
forward models and arbitrary, non-Gaussian probability density func-
tions and allow a detailed investigation of the solution space.
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The found potential of higher moments for observing ice clouds
has yet to be confirmed by application of the retrieval to real measure-
ments. Unfortunately, it was found that a radar more advanced than
the MMCR is required to develop a successful retrieval. However,
to the author’s knowledge no data set is currently available which
contains both, state-of-the-art vertically pointing Doppler radar obser-
vations and in situ aircraft observations of stratus or stratocumulus
clouds using already modified probe tips as proposed by Korolev et al.
(2013). As a consequence, the realization of such a campaign is highly
desirable for the future.
A B B R E V I AT I O N S
2-d 2-Dimensional
3-d 3-Dimensional
agl Above Ground Level
arm Atmospheric Radiation Measurement program
cheops Cologne High Efficient Operating Platform for Science
d3r Dual-frequency Dual-polarized Doppler Radar
dda Discrete Dipole Approximation method
dqq Detrended Quantile-Quantile plot
dream Differential Evolution Adaptive Metropolis
fft Fast Fourier Transformation
fmcw Frequency Modulated Continuous Wave
gcm Global Climate Model
gcpex GPM Cold-season Precipitation EXperiment
gpm Global Precipitation Mission
halo High Altitude and LOng range research aircraft
hamp HALO Microwave Package
improtoo Improved Mrr PROcessing TOOl
ipcc Intergovernmental Panel on Climate Change
isdac Indirect and Semi-Direct Aerosol Campaign
iwc Ice Water Content
kazr Ka-band ARM Zenith Radar
lidar LIght Detection and Ranging
mcmc Markov Chain Monte Carlo
mpace Mixed-Phase Arctic Cloud Experiment
mrdss McGill Radar Doppler Spectra Simulator
mrr Micro Rain Radar
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152 abbreviations
nwp Numerical Weather Prediction
pamtra Passive and Active Microwave Radiative TRansfer model
pdf Probability Density Function
radar RAdio Detection and Ranging
prf Pulse Repetition Frequency
sclw SuperCooled Liquid Water
snr Signal-to-Noise Ratio
ssm/i Special Sensor Microwave Imager
tamdar Tropospheric Aircraft Meteorological Data Reports
usf Umweltforschungsstation SchneeFernerhaus
S Y M B O L S
A Projected particle area
a Pre-factor of the mass-size relation
a ′ Kolmogorov constant
AR Aspect Ratio
b Exponent of the mass-size relation
c Pre-factor of the area-size relation
C0 Reference particle mass of the normalized mass-size re-
lation
D Particle size defined as maximum extend
d Exponent of the area-size relation
D∗ Reference particle size of the normalized mass-size rela-
tion
df degrees of freedom for signal
Dm Mass-weighted mean diameter of the normalized gamma
distribution
Dmax Upper boundary of the particle size distribution
Dmin Lower boundary of the particle size distribution
e Pre-factor of the Ze −W relation
f Exponent of the Ze −W relation
HCS CloudSat observation height
HFM Observation height of potential future satellite missions




2 Dielectric factor for liquid water at cm wavelengths




Ls Largest length scale observed by the radar
Lλ Smallest length scale observed by the radar
m Particle mass
N Particle size distribution
N0 Intercept parameter of the (modified) gamma distribu-
tion and exponential distribution
N∗0 Intercept parameter of the normalized gamma distribu-
tion
nfft Number of FFT points and Doppler spectrum bins
Ni Spectral radar receiver noise power
NP Radar receiver noise power






r randomly distributed number
reff Effective particle radius
S Snowfall rate
Sa Covariance of a priori state
Se Covariance of measurements







v Particle fall velocity / spectral Doppler velocity
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vnyq Nypuist velocity
W Mean Doppler velocity
x State vector
xa A priori state vector
xi State vector at iteration i
y Observation vector
Z Radar reflectivity factor
Ze Equivalent radar reflectivity factor (mostly called “reflec-
tivity”)
α Dimensionless pre-factor of the normalized mass-size
relation
γ Shape parameter of the (modified) gamma distribution
∆D Particle size bin size
∆R Radar range resolution
η Radar reflectivity
ηD Spectral reflectivity as a function of D
ηv Spectral reflectivity as a function of v
ηv,N Spectral reflectivity as a function of v with noise
θ Half-power half-width one-way radar beam width
Λ Slope parameter of the (modified) gamma distribution
and exponential distribution
λ Wavelength
µ Shape parameter of the modified gamma distribution
and the normalized gamma distribution
µ∗ Stabilized shape parameter of the normalized gamma
distribution
ρ Effective particle density
σ Doppler spectrum width
σB Radar backscattering cross section
σk Total, kinematic spectral broadening
σs Spectral broadening due to wind shear
156 symbols
σt Spectral broadening due to turbulence
σw Spectral broadening due to horizontal wind
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