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Abstract
The goal of this research is to develop a new algorithm for the detection of subpixel
scale target materials on the hyperspectral imagery. The signal decision theory is
typically to decide the existence of a target signal embedded in the random noise. This
implies that the detection problem can be mathematically formalized by signal decision
theory based on the statistical hypothesis test. In particular, since any target signature
provided by airborne/spaceborne sensors is embedded in a structured noise such as
background or clutter signatures as well as broad band unstructured noise, the problem
becomes more complicated, and particularly much more under the unknown noise
structure. The approach is based on the statistical hypothesis method known as
Generalized Likelihood Ratio Test (GLRT). The use of GLRT requires estimating the
unknown parameters, and assumes the prior information of two subspaces describing
target variation and background variation respectively. Therefore, this research consists
of two parts, the implementation of GLRT and the characterization of two subspaces
through new approaches. Results obtained from computer simulation, HYDICE image
and AVIRIS image show that this approach is feasible.
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1. Introduction
The recent development of hyperspectral imaging spectrometers provides much
improved capability to resolve a variety of earth remote sensing problems such as
ananalysis and classification of earth surface attributes, environmental mapping, and
global change research. Specifically two such spectrometers, the Hyperspectral Digital
Imagery Collection Experiment (HYDICE) and the Airborne Visible/Infrared Imaging
Spectrometer (AVIRIS), have been important tools for the study of the distribution of
materials on the surface of the Earth in that they obtain over two hundred spectral
measurements per spatial location over the spectral range from 0.4um to 2.5|j.m. Due to
the narrow spectral bands with high spectral resolution, on the order of about 10nm,
these spectrometers produce an almost complete spectrum for every pixel of the scene
image. One benefit of these spectrometers is to provide a spectrum at each sensor
location that can be used to recognize the imaged target materials. Since a material can
be described by its intrinsic reflectance, it is possible to use the material reflectance
curve to identify where the materials are distributed in the scene image. However, the
dependence of the scene illumination upon the atmospheric and geometric conditions
causes variation in the observed sensor radiance measurements for the materials.
Radiance spectra captured on the identical materials can be significantly different from
each other under different atmospheric and geometric conditions. Hence an inversion
process from sensor radiance to surface reflectance must be performed to obtain
intrinsic surface property (i.e. reflectance of surface materials) before the detection
process. To determine the surface reflectance of a scene image with confidence, the
atmosphere must be characterized to sufficient accuracy. The electro-magnetic (EM)
waves passing through the atmosphere generally undergo two main processes
(absorption and scattering) caused by various constituents of atmosphere such as water
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vapor, aerosol particulate and atmospheric gas. Due to these processes, the spectral
radiance passing through the atmosphere may have various shapes such that radiance
energy is decreased in some absorption bands of the long wavelength region by
absorption process and is increased in the short wavelength region due to the added
radiance from scattered upwelled radiance and downwelled radiance. The geometric
conditions such as surface orientation, terrain height, and solar and sensor geometry
also can be factors causing the change of sensor reaching radiance. In order to
eliminate or reduce the effect on the sensor reaching radiance caused by atmospheric
and geometric variations, there has been much research on atmospheric and geometric
correction techniques. The best methods for characterizing atmospheric and geometric
variations rely heavily on the combination of the ground-truth measurements of target
materials in the scene and the ground-based atmospheric parameter measurements
using sun-photometers and radiosondes on very clear days. The ground truth data allow
an atmospherically corrected radiance image to be produced using a statistical
technique such as multivariate regression. However, obtaining ground truth data is an
expensive, laborious, and time-consuming task. For these reasons, in-scene techniques
have been developed to extract atmospheric parameter data directly from the
hyperspectral scene image. All such algorithms use some form of radiative transfer
model of the atmosphere. These programs make certain assumptions about important
radiometric parameters that may result in gross errors in the attributes of the corrected
image. Such algorithms, previously studied, have used techniques matching the
observed sensor radiance at known water vapor absorption features to the radiance
predicted by a radiative transfer model such as 6S and MODTRAN. Then the radiative
transfer model is used with the best estimates of the other atmospheric parameters to
generate estimates of the radiometric terms at each wavelength and finally to predict
surface reflectance. The inverted reflectance curves at each pixel of the scene image
are compared with the reflectance curves of the materials whose location we want to find
in the scene image using various matching techniques. These parameter extraction and
inversion algorithms include ATREM (ATmospheric REMoval technique) by Gao and
Goetz (1993), APDA (Atmospheric Pre-corrected Differential Absorption) by Borel and
Schlapfer (1996), and NLLSSF (Non-Linear Least Square Spectral Fit) by Green (1996).
These model-based approaches do not require any ground truth information, but they
are computationally intensive and require limiting assumptions about illumination
conditions resulting in intrinsic error. Often, the observed spectrum of a pixel is a mixture
of spectra of several different materials within the spatial coverage of the pixel (e.g. 20m
x 20m for AVIRIS). There are two types of mixture possible, linear and nonlinear. Since
Johnson et al. (1983) showed that non-linear mixing can be explained by a linear mixing
model, the linear mixture model is enough to develop the target detection algorithms. In
the linear model, a mixed spectrum is represented as a linear combination of component
or endmember spectra. Hence, if a pixel contains the target spectrum we want to detect,
the pixel spectrum would be the linear combination of the target spectrum, interfering
spectra of other endmembers, and noise spectra. If the target material is not in the pixel,
the pixel spectrum would be represented only as the linear combination of the spectra of
endmembers and noise. When a pixel is represented as an absolutely pure spectrum of
the target material, it is relatively easy to find the pixel location in a given scene image.
However, when the targets of interest are generally smaller than the spatial resolution of
hyperspectral images, it is necessary to develop subpixel scale detection techniques for
this purpose. In general, when a target detection process is performed on the reflectance
image retrieved by the atmospheric correction and inversion process, the endmember
spectra are extracted from the scene or selected from the reflectance library. Then, by
regarding the target reflectance as one of the endmembers, a mixed pixel reflectance
spectrum is decomposed into the endmembers (including target reflectance), and the
amount of target material is quantitatively predicted using the umixing process. However,
selecting endmembers with sufficient accuracy from the library or the scene is not an
easy problem. There are many other materials that can not be modeled by the selected
endmembers. The spectra of these materials should be identified using other techniques
such as residual analysis.
In this paper, an algorithm will be presented for subpixel target detection of the surface
materials on the radiance image without an atmospheric inversion process. In general, a
pixel spectrum in hyperspectral imagery is assumed to be a linear mixture of three types
of spectra which are target spectrum, the unwanted interfering spectra of other materials
such as clutter and background, and noise spectra.
The first concern is how the target spectrum is selected from the radiance scene image
when only the target reflectance is known. Many subpixel detection algorithms assume
that the component spectra are known as a priori. However, this priori information is not
easy to obtain. Alternatively, the target spectrum can be obtained directly from the scene
image and used as a component spectrum. However, as mentioned before, the target
material spectrum can not be represented as a single spectral prototype due to the
spatial variations of the atmospheric and geometric conditions on the scene image.
Hence, a material's spectral signature can vary over the scene image. The set of these
various signatures of a material can be characterized by a linear subspace in the vector
space spanned by the image data set in order to represent a material's spectral
signature. This means that a material's spectral signature is not represented as a single
spectrum but rather it is represented as a subspace of spectral vectors. To perform the
target space characterization, the only prior information required is the target reflectance
obtained from lab or field measurements. Using a governing equation for radiance
reaching the sensor and a radiative
transfer model such as MODTRAN, various
signatures of spectra for the target material are predicted. Then an orthonormal basis is
computed from the set of target component spectra using the singular value
decomposition (Slater and Healey, 1998). They also showed that these target spectra
can be represented accurately by the low dimensional linear model of the orthonormal





Data cloud in radiance space. Transformed data cloud
in orthogonal space.
Figure 1.1: Transform using SVD
In this paper, I propose a different approacg for selecting a set of basis vectors. The
basis vectors are picked directly from the target spectra such that only small number of
independent target samples is enough to represent the other target spectra. Even
though they are not orthogonal to one another, the advantage of this method is that the
basis vectors are selected from the real target spectra so that they can be used as the
spectrally pure target endmembers in the spectral processing. The methods will be
explained in detail in section 3.1.2.




In other words, the background spectra mean the spectra of non-
target materials in the scene, and the background subspace means the subspace
spanned by the background spectra. In the current research, it is assumed that no prior
knowledge about background information is available. For a given scene image, we can
usually characterize the scene image using the tools such as an endmember selecion
techniques or principal component based techniques. By the characterization, we can
obtain the information on the scene image such as a set of basis vectors and inherent
data dimensionality of the scene image. Then we should extract only background
information to build the background subspace. One of the most difficult task in this
process is to separate the background subspace from the scene image data space so
that the background subspace is linearly independent of the target subspace. While
there have been much research for estimating scene endmembers or scene basis
vectors, there are not much research on extraction of only background information from
the scene image. In this paper, the background subspace including the interfering
spectra but not target spectra is estimated directly from the scene imagery using a new
method for endmember selection named 'Maximum Distance
Method'
(MDM). Then
background subspace is separated from the scene data space as accurately as possible
to fulfill the fact that it must be independent from the target subspace. A new idea is
used for the separation.
Third, sensor noise will be modeled such that the noise is a zero mean Gaussian
random vector with covariance matrix I. The noise structure for hyperspectral sensors
has been reported to be colored (Basedow, 1992) and thus when it is needed, the
estimated covariance matrix of the dark current image will be used as the noise model. If
a dark current image is not available, noise will be estimated from the image and
modeled by its covariance matrix. Furthermore, the image data can be transformed to
noise whitened space by a proper data preprocessing such as the maximum noise
fraction (MNF) transform. In this case, the noise variance in the transformed space will
become unity for all bands, and all spectral bands will be decorrelated from each other.
Finally, I propose to use the generalized likelihood ratio test (GLRT) as the primary
target detection process. The GLRT shows a very good performance under the practical
situation with many unknown parameters even though there is no general optimality.
However, for a large data length (asymptotically), the GLRT is shown to be optimal
among all tests (detectors) invariant to the unknown parameters (Lehmann 1959).
Scharf and Friedlander (1994) implemented this concept to derive the Matched
Subspace Detector (MSD) under various classes of decision problems. In fact, the MSD
is a generalized form of the Matched Filter Detector (MFD) based on orthogonal
projection in the sense that the MSD is built on non-orthogonal or oblique projection and
uses the principle of the generalized likelihood ratio test (GLRT). In general, the target
subspace is not orthogonal to the background subspace. Therefore, the use of MSD is
capable of decreasing false alarm rates. The MSD, unlike MFD, takes subspaces (basis
vectors) as input, i.e., subspaces of the target and the background. Hence the MSD has
a better capability of extracting the target signature even if the pixel spectrum is
dominated by interference spectra of background.
2. Background
In this chapter, theoretical background of this research is presented in four
sections. The first section covers the physics of atmospheric radiation and propagation
relevant to passive remote sensing. The second section covers the background and
history of hyperspectral Imaging. The third section covers the underlying theories on
which the proposed algorithm is built, and the final section introduces the other
techniques that have been used in subpixel target detection research.
2.1 Atmospheric radiation and propagation
2.1.1 Absorption and Scattering
The effect of the atmospheric absorption and scattering on the propagating EM radiation
is one of the most critical factors affecting radiometric remote sensing. Atmospheric
absorption is the process of attenuating energy (photons) by conversion of the EM
energy to another energy form such as thermal energy. Molecular absorption caused by
the mechanism of molecules absorbing energy to induce the alteration of vibrational and
rotational energy states is of prime significance in atmospheric propagation. Although
the terrestrial atmosphere is primarily composed of nitrogen, oxygen, and argon, the
absorption in the infrared region is dominated by constituents with very low
concentrations but very active vibration and rotation bands such as water vapor, carbon
dioxide, and ozone (Liou, 1980). Of them, the strongest atmospheric absorber is water
vapor whose bands are centered approximately at 0.94 nm, 1.14 urn, 1.38|j.m, and
1.88|a.m. Water vapor concentrations usually decrease rapidly with altitude, and the
spatial and temporal variation of water vapor concentrations can be dramatic. Usually
the absorption is assumed to occur in narrow discrete spectral lines associated with an
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allowable energy transition caused by energy quantization. However, real absorption
spectra show a relatively wide range of absorption features due to the broadening effect
of the discrete lines by the Doppler and pressure effect, and the effect of cumulative
absorption spectra. The following figure shows a typical absorption feature of radiance
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Figure 2.1 : Spectra feature at water vapor absorption bands.
Atmospheric scattering is the process of a disturbance of the electromagnetic field by the
constituents in the atmosphere resulting in a change in the direction and spectral
distribution of the energy in the beam due to atmospheric molecules and aerosols. The
molecular scattering (Rayleigh scattering) effect decreases rapidly with increasing
wavelength. Above 1 ^im, the effect is negligible. The aerosol scattering (Mie scattering)
effect also decreases with increasing wavelength, but not as rapidly as the effect of the
molecular scattering. These scattering effects are most important in the shorter visible
wavelength region (< 1.0 \irr\), and the absorption effect is most important in the
wavelength region greater than 1.0 |im under clear atmospheric conditions. However,
under hazy atmospheric conditions, the scattering effect is also important in the near-
infrared region. Hence a coupling effect between the atmospheric scattering and
absorption is important in the near-infrared region.
2.1.2 Governing Equation for radiance reaching the sensor
Based on the basic concepts of atmospheric propagation and the fundamentals of
radiometry, the photons of light reaching the sensor can be thought as propagated via
various paths. In general, the photon reaching the sensor is classified into two regions in
terms of wavelength. The first portion of wavelength in which atmospheric scattering
effects dominate is often called the reflective region. This is due to the relative sizes
involved with photon wavelength and particle composition of atmospheric medium, and
surface roughness of the target. This region encompasses the visible region and part of
the near-infrared region of the spectrum. The photons in the region are usually
propagated into the sensor via four paths as shown in figure 2.2. The second is the
thermal region corresponding to
long- wave infrared (LWIR), mid-wave infrared (MWIR),
and the other part of near-infrared (NIR), where most of the atmospheric and target/light
interaction effects are based on thermal (heat) emission or absorption without scattering
effect. The photons of this region are also propagated into the sensor via four paths as
shown in figure 2.3. In cases where the sensor response is clearly in the reflective or
thermal regions, it is possible to neglect the effects due to the region outside of the
sensor's spectral response. However, in the portion of the NIR region where both
scattering and thermal effects are considerable, all of the paths shown in the two regions
must be considered in the process of deriving the fundamental governing equation of
light propagation through the atmosphere such as "Big
Equation"
of DIRS group at RIT
(Schott, 1997).
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Figure 2.2: Reflected Sources
Figure 2.3: Thermal Sources




The amount of direct sunlight onto a target is determined from the exoatmospheric
irradiance. This is the irradiance reaching the earth from the sun before it propagates
through the atmosphere. The amount of solar irradiance reaching a target is then the
exoatmospheric irradiance multiplied by the atmospheric transmission and the angle of
incidence onto the target:
EsX = E'ut,(A) cos
a'
(2.1)
where E's^is the exoatmospheric irradiance, r^A) is the spectral-dependent transmission
of the atmosphere between the sun and the target and d is the target orientation. The
radiance reaching the sensor is then a function of the target reflectance and the





where r(A) is the spectral-dependent target reflectance and r2(A) is the spectral
dependent transmission of the atmosphere between the target and the sensor.
PathB
This path corresponds to photons contributing to the downwelled irradiance. This is the
amount of light that is scattered from the atmosphere, reflects off of the target, and
reaches the sensor. Simply stated, the downwelled irradiance of a given path is the sum
of the amount of light scattered by a single element in the atmosphere along that path.
The total downwelled irradiance is then the sum of all the paths over all possible
orientations. The total downwelled irradiance is given by:
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Edx = [ LdA(cr,
(/))
cos cr- sinada dtp (2.3)
where LM is the total amount of light scattered by the atmosphere along a given path
and a and <f> are the angular descriptors of the path orientation. The amount of light
reaching the sensor is then approximately given by:
Ld>=FEdsAr-^r2{A) (2.4)
K
where rd(A) is the diffuse reflectance of the target and F is the shape factor. The shape
factor is basically the percentage of the sky that is not blocked by objects adjacent to the
target. This is an approximation since the reflectance of the target may very well depend
on the orientation and angle of incident of the light. In the case of Lambertian surfaces,
or approximately Lambertian (diffuse) surfaces, and when the sky is relatively "well
behaved,"
the above approximation is valid.
PathC
The photons that are scattered by the atmosphere and reflected in the direction of the
sensor make up the upwelled radiance term. This term is similar to the downwelled
radiance except the scattered light is directed upward towards the sensor instead of
downwards and is given by:
La = Kx \Tn{A)TL1{A)PSLa{AA)dr (2.5)
where tl1(A) is the atmospheric transmission between the sun and the scattering
element, tL2(A) is the transmission between the scattering element and the sensor, and
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psca is the scattering coefficient of the atmospheric constituents. The scattering
coefficient varies with wavelength and angle of incidence and is dependent on the
particulate in the atmosphere causing the scattering.
Path D
Here we add background effects to the equation. These photons consist of those coming
from direct solar radiation onto the surface of an object near the target. The photons
then reflect off of the object, reflect off of the target, and reach the sensor. While in many
cases this term is negligible, there are times when it is large enough to make a big
difference. The form of the equation is:
LhA=(\-F)LhxArd(A)T2(A) (2.6)
where 1-F is the portion of the sky blocked by the background object, Z_t,s^ is the radiance
reflected off of the background object, and rd(A) is the diffuse reflectance of the
background object. Here we assume that the background is not specular and that the
atmosphere is well behaved. LbsA turns out to have the same form as the target reflected
radiance (i.e. it includes direct radiation from the sun, downwelled radiance, and the
Earth as a background reflector (with reflectance equal to the surface albedo).
Big Equation
The total radiance reaching the sensor is the sum of all the terms for the paths specified
above. By collecting terms, assuming well-behaved atmospheres and
near- Lambertian





+ (\-F)LhsAr2(A)rd(A) + Ld \ ' usX
When the assumptions made so far are not applicable, this equation must be written out
in terms of all the appropriate integration and angle dependencies. It is evident from the
complexity of the problem why we would use a tool such as MODTRAN to approximate
and model the atmospheric effects as described by the big equation.
2.1.3 MODTRAN
The MODerate resolution TRANsmittance (MODTRAN) code was developed by the U.S.
Air Force Phillips Laboratory and calculates radiance and transmittance values for the
infrared, visible, and near ultraviolet spectral regions (from 0 to 50,000 cm"1) for a given




in the UV). The
program is able to utilize standard radiation atmospheres or the user may specify an
atmospheric profile by incorporating user-input data (carddeck file) such as radiosonde
measurements. Also, the code contains an atmospheric database consisting of separate
molecular profiles for thirteen minor and trace gases. The model calculates molecular
absorption as a function of temperature and pressure for major molecular species: water
vapor, carbon dioxide, ozone, nitrous oxide, carbon monoxide, methane, oxygen, nitric
oxide, sulfur dioxide, nitrogen dioxide, ammonia, and nitric acid. MODTRAN models the
atmosphere using the layer approach and calculates the transmittance and integrated
radiance reaching the sensor based on user-specified atmospheric profiles. The
transmission of each layer in the reflective region is given by an empirical approximation




where m,k is the number density of the /(-th atmospheric constituent in the /-th layer, Ck is
the spectral extinction coefficient cross-section of that constituent, and z, is the path
length for propagation through the /'-th layer. The total transmission coefficient for a given
layer is then the product of all rik 's:
T., = I I X'/>. FK (2-9)
The MODTRAN was driven by a need for higher spectral resolution than the LOWTRAN
series which are the earlier codes of MODTRAN. Except for the molecular band model
parameterization of the LOWTRAN 7, the MODTRAN has adopted all the capabilities,
including spherical refractive geometry, solar and lunar source functions, and scattering
(Rayleigh, Mie, single and multiple), and default profiles (gases, aerosols, clouds, fogs,
and rain). One of the drawbacks of old versions of MODTRAN was that they did not
calculate downwelled radiance. In order to obtain this radiance, we had to run the code
with the sensor at the ground looking into a particular direction of the sky. This has to be
done repeatedly for many angles in order to obtain the total downwelled radiance. The
result is then added to the total integrated radiance calculated by the original run.
However, the current version of MODTRAN has resolved many drawbacks as well as
this downwelled radiance problem. A major upgrade of the MODTRAN 3.7 is the
capability of users to easily define cloud and rain
descriptions. For example, clouds can
be placed anywhere within the defined atmosphere, can co-exist with aerosols, and can
have a mixed phase composition. A second major upgrade is the inclusion of molecular
band model parameters based on the spectroscopic database. MODTRAN 4.0, the
currently released version, provides a significantly improved multiple scattering model.
This model is based on a correlated-K Beer's Law implementation for direct and
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scattered radiance. This permits more accurate transmittance and radiance calculations
and greatly facilitates the analysis of hyperspectral imaging data.
2.2 Hyperspectral Imaging
The field of imaging spectrometry has undergone tremendous development in the past
two decades. Imaging spectrometry refers to the imaging of a scene over a large
number of discrete, contiguous spectral bands such that a complete reflectance
spectrum can be obtained from the ground surface being imaged. This type of imaging is
also known as hyperspectral imaging. The use of modern imaging spectrometry for
earthremote sensing application was begun at the Jet Propulsion Laboratory (JPL)
around 1980 (Goetz et al.,1985). Early remote sensing was limited to the analysis of
photographic images of the ground surface in order to extract surface information using
a few algorithmic approaches. Since Landsat 1 was launched in 1972, remote sensing
has included multispectral imaging devices which image over a small number of broad
spectral bands. The two main Landsat multispectral imaging instruments were the
Multispectral Scanner (MSS) launched aboard Landsat 1, and the Thematic Mapper
(TM), a second generation of Landsat sensor. The MSS and TM were revolutionary
instruments for their time, but due to the small number of spectral bands, they lacked
sufficient spectral resolution for more precise surface studies. The reflectance spectra of
most materials on the Earth's surface usually contain characteristic or diagnostic
absorption features. The absorption features are usually on the order of
20- 40 nm at
FWHM (Curtis and Barret, 1974). Since the Landsat instruments have spectral
resolutions ranging from 100 to 200 nm, more powerful spectral sensors have been
needed for the detection of these kinds of features. Advances in array detector
technology and digital imaging have developed a new generation of sensors called
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imaging spectrometers or hyperspectral sensors. Hyperspectral sensors with capability
of acquiring almost complete reflectance spectra over large areas offer a powerful tool
for study of the Earth and the environment. Using these sensors, reflectance spectral
absorption features can be used to identify a number of important rock forming minerals
and to discriminate geologic and man-made structures so that geologists can use it for
geologic mapping. Spectral analysis techniques can also be used for the study of
vegetation such as distinguishing differences in vegetation and chlorophyll absorption,
providing information about vegetation stress, determining leaf tissue water content, and
assessing forest fire damage.
2.2.1 Imaging Spectrometers
Airborne Imaging Spectrometer (AIS)
The Airborne Imaging System (AIS 1, AIS 2) was designed and built in the early '80s as
part of a NASA Jet Propulsion Laboratory (JPL) imaging spectrometry program (Pieters
and Englert, 1993). This instrument was designed explicitly for multispectral infrared
imaging and used a 32 x 32 element mercury cadmium telluride area detector array with
10-bit quantization. AIS used a grating spectrometer with push-broom style scan to
separate the signal into 128 contiguous bands in the spectral region from 1.2 to 2.4 pm
with spectral resolution of 9.3 nm. The spectra were sampled sufficiently fine for analysts
to identify spectral features of specific minerals for unambiguous classification. The early
success of AIS enabled NASA to upgrade the instrument (AIS II) with a 64 x 64 element
HgCdTe array that extends the spectral range up to the visible range covering 0.8 to 2.4
u.m, but the performance was limited by
7.3
FOV, low spatial resolution, and the fact
that it was not radiometrically calibrated.
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Detector
Figure 2.4: Internal schematic of the AIS
The Airborne Visible/Infrared Imaging Spectrometer (AVIRIS)
The next generation of imaging spectrometer in the NASA program was the Airborne
Visible/Infrared Imaging Spectrometer (AVIRIS). Flown first in 1987 and in current use,
AVIRIS is designed to image 224 contiguous bands in the spectral region from 0.4 um to
2.5 jam with about 0.01 \jl\t\ resolution. The increased spectral range in the visible region
and high resolution compared to AIS enable it to detect important absorption features in
vegetation and minerals such as the shifts in the chlorophyll and the kaolinite doublet at
2.2pm. AVIRIS is designed to have an altitude of about 20 km for an GIFOV of 20 m
over a swath width of 12 km (Porter, 1987). In order to cover relatively wide spectral
range and narrow spectral bandwidth, AVIRIS uses four spectrometers, one with a











Figure 2.5: The AVIRIS instrument (Vane, 1993).
The AVIRIS hyperspectral image data is composed of a 3-dimensional image cube, two
dimensions for the spatial information and one dimension for the spectral information.
Each pixel is a 224 dimensional vector in which each component is represented as the
spectral radiance at each wavelength, usually expressed in units of microwatts per
square centimeter per nanometer per steradian. The following figure 4.6 shows the
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Figure 2.6: AVIRIS image cube showing spatial and spectral dimensions (JPL).
Imaging spectrometer data from AVIRIS have been applied to many other uses in the
fields of atmospheric science, botany, hydrology, oceanography and remote sensing.
The main task is to identify, measure, and monitor constituents of the Earth's surface
and atmosphere based on molecular absorption and particle scattering signatures.
The Hyperspectral Digital Imagery Collection Experiment (HYDICE)
The next generation sensor is the Hyperspectral Digital Imagery Collection Experiment
(HYDICE) which covers the spectral range from 0.4 |am to 2.5 |^m with an average
spectral resolution of about 10 nm. It is basically designed to have altitude of 6 km,
spatial resolution of 3 m over a 936 m swath (Rickard, 1993). The HYDICE program is
being administered by the Naval Research Laboratory under the Congressional Dual
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Use Initiative which intends to transfer military technology to the civilian sector. One of
the unique features of HYDICE is its dispersing element, a double pass biprism
spectrometer. This spectrometer allows imaging over a continuous spectral range rather
than separation of the range into discrete channels. Collimated light from the entrance
slit is dispersed using a prism doublet, then focused onto the detector. HYDICE is a
nadir-viewing pushbroom imaging spectroradiometer with 320 by 240 InSb focal plane
array detector. The single detector is designed to cover the full spectral range of the
instrument, combined with the dispersing element, and allows HYDICE to use a design
of single optical path.
Fig 2.7: The HYDICE Instrument
Major improvements in spatial resolution, signal to noise ratio, and radiometric accuracy
make HYDICE an ideal instrument for various applications involved in many fields such
as environment, geology, hydrology, archaeology, agriculture, forestry, marine biology,
oceanography, and endangered species.
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2.2.2 Atmospheric Correction (Model Approach)
One of the major goals of these sensors is to develop a better understanding of the
Earth's surface environment by providing a spectrum at each sensor location that can be
utilized to recognize materials distributed on the ground surface. Unfortunately, the
intervening atmosphere between a sensor and the ground produces artifacts in the
image that must be removed or reduced. The process of atmospheric correction is the
characterization of the atmosphere at the time and place of the image acquisition. From
the process, the amounts of atmospheric constituents are closely estimated, and then
the atmospheric attenuation and some scattering effects are removed from the image
pixels to obtain a close estimate of a surface reflectance. This is accomplished by an
inversion process of the radiative transfer equation governing the propagation of light
through the earth atmosphere. In this section, an inversion algorithm based on the
radiative transfer model is presented.
Nonlinear Least Squares Spectral Fit (NLLSSF)
The NLLSSF technique developed by Green (1989) is a radiative transfer model based
algorithm performing atmospheric/geometric correction and inversion process to solve
for surface reflectance from sensor radiance. In order to characterize the atmosphere
that covers a given scene, many atmospheric and geometric parameters must be first
known such as the amounts of atmospheric constituents, geometry of observation, time
of day, latitude and longitude, radiosonde data, terrain height, sensor altitude, and
exoatmospheric irradiance. Most of these parameters can be considered as scene-wide
parameters that are fixed to the same value over the entire scene where the image is
captured. However, the atmospheric parameters such as water vapor amount and
visibility, and the geometric parameter such as elevation between sensor and ground
target can be considered as pixel-wide parameters sensitive to pixel location in the
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scene. While the scene-wide parameters can be obtained easily, the pixel-wide
parameters must be estimated pixel by pixel from the scene image. Once these
parameters are estimated with good accuracy, it is possible to calculate accurate
radiometric parameters shown in the governing radiative transfer equation using the
radiative transfer code such as MODTRAN. The NLLSSF uses the downhill simplex
nonlinear spectral curve-fitting algorithm to estimate these parameters such as water
vapor amount, visibility, and surface elevation. The algorithm provides a multivariate
solution by performing nonlinear curve fitting between the spectral radiance curve
measured by the hyperspectral sensor and a spectral radiance curve calculated by a
radiative transfer code. Each parameter has its dominating spectral band. Surface
elevation can be estimated using surface pressure elevation at the oxygen absorption
band from about 745 nm to 785 nm. Visibility is estimated using aerosol optical depth at
400 nm to 700nm where scattering effect due to aerosols is the strongest. Water vapor
amount is estimated using spectral absorption feature of water vapor from 850 nm to
1050 nm. Consider the following governing radiative transfer equation:
pU)K.AA) + Ld(A)\
\-p(A)S(A)
L^,,a0M) = lm)+ :_,.,..? <2-1)
where ^-p{X)S{X) is a gain term for the trapping effect, p\\) is the reflectance term, and
the other terms are found in section 2.1.2 of this paper. The left side of this equation is
represented as the radiance measured by sensor, and all terms of the right side except
reflectance term p(k) can be estimated by radiative transfer model if three parameters,
water vapor, visibility, and elevation, are known. Hence, when curve fitting is performed
between two radiance curves of the left and right side of the equation, the only unknown
parameters remaining in equation (2.10) are water vapor amount, visibility, elevation,
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and reflectance p(k). If the spectral region of interest is sufficiently narrow, it may be
possible to assume that the object reflectance p (A,) is linear with wavelength X. Thus, a
model of reflectance can be built:
p
= a + p?t
(2.11)
In some cases, there may be instances where a nonlinearity occurs which is caused by
some quantified physical phenomenon, such as the absorption of liquid water in
vegetation in the 0.86-1 .01 77pm water vapor band or the chlorophyll feature at 0.7pm.
This non-linear modeling can be easily added by introducing a scaled reflectance
parameter where y is the flexible scalar and pvegetation(A) is the reflectance curve of liquid
water in vegetation (or the reflectance curve of the chlorophyll band):
P
= CX+[3?l + YP vegetat.cnM
(2.12)
The ways to estimate these parameters (water vapor amount, visibility, and elevation)
using above reflectance models are introduced In the following sections
(1) Surface Elevation
The surface pressure depth is defined as multiplication of the distance z from sensor to
target and surface pressure p. Depth of the 760nm oxygen band is proportional to the
amount of oxygen in the atmosphere between sensor and target. Greater pressure
means more column oxygen amount and indicates a longer range from sensor to target.
The oxygen band strength is calibrated to surface pressure elevation using the oxygen
band model in the MODTRAN radiative transfer code. In order to estimate the surface
elevation z, the reflectance (2.11) is incorporated into the equation (2.10). Then water
vapor amount and visibility are fixed to user defined default values. Now there are three
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unknown parameters oc, p and z in equation (2.10). Using the downhill simplex nonlinear
spectral curve-fitting algorithm, the best estimates of a, p, and z minimizing the
difference in radiance on the left and right side of equation (2.10) are calculated through
an iterative method. The difference of the two radiance vectors is calculated only on the
oxygen absorption band from about 745 nm to 785 nm.
(2) Visibility
In order to estimate the visibility, the reflectance (2.12) is incorporated into equation
(2.10). Then water vapor amount is fixed to a user defined default value, and elevation is
fixed to the estimated value determined by the previous section (1). Now, there are four
unknowns in the equation (2.10), that is, a, (3, yfrom the reflectance (2.12) and visibility.
Using the downhill simplex nonlinear spectral curve fitting algorithm, the best estimates
of a, p, y and visibility minimizing the difference of the two radiance vectors in the left
and right side of equation (2.10) are calculated by the iterative method. The difference of
the two radiance vectors is calculated only between 400 nm to 700nm where scattering
effect is the strongest due to aerosols.
(3) Water Vapor amount
In order to estimate the water vapor, the reflectance (2.12) is incorporated into equation
(2.10). Then surface elevation z and visibility are fixed to the estimated values obtained
by previous sections (1) and (2). Now, there are four unknowns in the equation (2.10),
that is, a, p, yfrom the reflectance (2.12) and water vapor amount. Using the downhill
simplex nonlinear spectral curve fitting algorithm, the best estimates of a, p, y and water
vapor amount minimizing the difference of the two radiance vectors in the left and right
side of equation (2.10) are calculated by the iterative method. The difference of the two
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radiance vectors is calculated only on the water vapor absorption bands between 850nm
to 1050 nm.
Once these three parameters are estimated, these parameters are incorporated into the
input file of the MODTRAN radiative transfer code. Now, all input data of the code is set
up. Consider the governing transfer equation (2.10). All of the radiometric terms in the
right side of the equation can be determined through the MODTRAN radiative transfer
code. The left term of the equation is the known radiance measured by the sensor. The
reflectance p (X) is the only unknown term in the equation. Therefore, by solving this
equation, the reflectance p {X) can be estimated. The NLLSSF performs the parameter
estimation and the inversion process pixel by pixel over the entire scene image. In
practice, a LUT is generated from the MODTRAN to save computing time. It usually
contains the sun-ground-sensor direct radiance, the upwelled path radiance, the
scattered downwelled radiance, and the spherical albedo of the atmosphere above the
surface where all radiance spectra are the functions of surface elevation z (surface
pressure depth), visibility (aerosol optical depth), and columnar water vapor amount.
2.2.3 Spectral Signature of Image Pixel
Linear Mixture Model
The linear spectral mixing models are widely used to describe the signature of spectral
mixture of each pixel of a scene image. Due to the relatively large ground resolution of
imaging spectrometers, a pixel covers a spatially wide region of the scene. Hence the
spectral signature of a pixel is generally a mixture of spectral signatures of surrounding
materials. Suppose that r, is an / x 1 column vector associated with the /"th pixel in a
scene image, where / is the number of spectral bands, and that M is an / x p signature
matrix denoted by (mf, m2, m3, ..., mp) where my is an / x 1 column vector, which
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represents the/th signature vector resident in the pixel r, and p is the number of these
signature. These signatures are generally target signatures of interest to be detected or
classified. Let a,
= ( aih a,2, ai3, ... aip
)T
be a p x 1 abundance column vector associated
with r where oc,j denotes the abundance concentration of the /"th signature vector
resident in the pixel r,. This linear mixture model is widely used in linear unmixing by
assuming that the signatures present in a pixel are linearly superpositioned. Statistically,
it can be represented as a linear regression model as follows:
r,
=Ma, + n, (2.13)
where n, is an / x 1 column vector representing the Gaussian noise with zero mean and
/ x / covariance matrix I.
Linear Signal-Interference Mixture Model
This is the generalized form of the linear mixture model in that interfering signatures of
backgrounds are separately included in the previous model. These interferences are
regarded as unknown but unwanted signatures in the scene image. These could be
structured noises resulted from a given scene image itself other than additive white
noises, or could be endmembers of the scene image other than target
signatures or their
linear combinations. Let S = (s,, s2, s3, , s) be the interference matrix where sk is an /
x 1 column vector, which represents the /c'th interference signature vector resident in the
pixel r, and q is the number of these signature, p,
= (P,i, P,2, Po. .
P/q)r
is the q x 1
corresponding abundance vector of the interference
signature in S. Statistically, it can be
represented by a linear regression model as follows:
r =Mo,.+ Sp, + n, (2.14)
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2.3 Signal Detection Theory
2.3.1 Decision Theory
A common problem in science is the empirical verification or rejection of a hypothesis
concerning a population. The statistical hypothesis test (called decision theory in signal
processing) is the process of the decision between two competing hypotheses regarding
the population random variable. Given some data and probability distributions from
which the data might be observed, the decision process is to determine which
distribution was in effect at the time the data were observed. In general, the statistical
hypothesis test (binary case) is composed of two steps which are the determination of a
test statistic and the utilization of a sample value of the test statistic to choose between a
given hypothesis, called the null hypothesis and a competing hypothesis, called
alternative hypothesis. The test statistic (called detector in signal processing) is formally
a random variable defined as a function of random variables x^ x2, ..., xn comprising a
random sample as follow:
T = T(Xl,x2 xn) (2-15)
For any observed random samples Xi, x2, ..., xn, the test
statistic yields a realization, and
all possible realizations of the test statistic can be divided into two mutually exclusive
regions: the acceptance region, comprised of those values of T resulting in the adoption
of null hypothesis, and the critical (rejection) region, comprised of those values of T
resulting in the adoption of alternative hypothesis. Hence, for observed
random samples
xl x2, ..., xn, if T(Xi, x2 xn) falls in the acceptance region, then null hypothesis is
accepted; if T(xi, x2, ..., xn) falls in the critical region, then alternative hypothesis is
accepted. Therefore, the determination of the test statistic and the choice of these
regions are crucial to the construction of a suitable hypothesis test. However, though a
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suitable hypothesis test is constructed, there always exist inevitable errors inherent in
the random phenomena. They are the Type I error and Type II error. If we decide the
alternative hypothesis but the null hypothesis is true, then we make Type Ierror. On the
other hand, If we decide the null hypothesis but the alternative hypothesis is true, then
we make Type lienor. For example, suppose we have a binary hypothesis test for an
observed sample x, and two competing PDF's (probability density function), p0 and p, as
shown below:
H0 : x is a realization of PDF p0 = p(x; H0)
Hi : x is a realization of PDF p1 = p(x; H-,)
These errors are illustrated in figure 2.8 below.
(2.16)
Type lienor Type Ierror
Figure 2.8: Hypothesis testing errors
The probability of Type I error is then mathematically defined as P{H1 ; H0), and called
"level of
significance"
or "size of test
(a)"
The probability of Type II error is defined as
P(H0; Hi), and termed p. In particular, 1-p is termed power of test. In signal processing,
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the probability of Type I error is called the probability of false alarm (PFA), the probability
of Type II error is called the probability of miss (PM), and the power of test is called the
probability of detection (PD). If the PDF for each assumed hypothesis is completely
known, then the test is called "simple hypothesis test", and if the PDF has unknown
parameters, then it is called "composite hypothesis test". For the simple hypothesis test,
the Neyman-Pearson theorem tells us how to find the most powerful test in the sense
that the test (detector) maximizes the probability of detection (PD) for a given probability
of false alarm.
2.3.2 Neyman-Pearson theorem
As mentioned before, there are two types of unavoidable errors resulting from
hypothesis testing. It is not possible to reduce both error probabilities simultaneously. A
typical approach in designing an optimal detector is to decrease one error probability
(PM) or equivalents increase the probability of detection (PD) after fixing the other error
probability (PFa)- This is the very thing that the Neyman-Pearson theorem tells us.
Indeed, this theorem provides a criterion for determination of the optimal detector (most
powerful test) for simple hypothesis test. The following is the mathematically formal
statement of the Neyman-Pearson theorem where PFA is shown in figure 2.8 as Type I
error.
To maximize PD for a given PFA
=
a, decide H1 if
p(x;H0)
where the threshold yis found from




The function L(x) is termed the "likelihood ratio", and the Neyman-Pearson (NP) test is
also called the "likelihood ratio
test"
or "NP detector".
2.3.3 Composite Hypothesis Test
In practice, the knowledge of the PDF's under two hypotheses H0 and H1 is not
completely known. In this case, we can not use the Neyman-Pearson test directly to
design an optimal detector, since the likelihood ratio Z_(x) might include the unknown
parameters which are inherited from the PDF's. Instead, we may be able to find a
uniformly most powerful (UMP) rest, one that yields the maximum detection probability
PD for all values of the unknown parameters under a given false alarm rate PFA. The
uniformly most powerful test is such a test with size a that its detection probability is
uniformly greater than the detection probability of any other test whose size is less than
or equal to a. We can find the details about the UMP test in the reference (Lehmann,
1959). However, the uniformly most powerful test does not always exist for all detection
problems. In this case, there are in general two major approaches to find a suboptimal
detector such as the Bayesian approach, which requires a prior PDF for the unknown
parameters, and the generalized likelihood ratio test (GLRT), which requires the
evaluation of the maximum likelihood estimates (MLE's) for the unknown parameters. In
this paper, we will focus on the GLRT approach to resolve our detection problem.
2.3.4 Generalized Likelihood Ratio Test
The GLRT is a natural extension of the Neyman-Pearson test in that it replaces the
unknown parameters appearing in likelihood ratio by their MLE's. Although there is no
general optimality associated with the GLRT, it appears to work quite well in practice.








where 0: is the MLE of the unknown parameter d, of each PDF.
The calculation of the likelihood ratio L(x) of the GLRT involves the estimation problem
of a set of unknown parameters. However, it sometimes happens that only a subset of
the unknown parameters is of interest, and the remaining parameters are out of interest.
Such remaining parameters complicate the decision problems, and often degrade the
detector performance. They are referred to as nuisance parameters. For example, the
unknown noise variance (level) is the very nuisance parameter in the decision problem
of detecting the DC level of a signal embedded in the noise. One more thing we need to
indicate is about the CFAR (constant false alarm rate) property of the detector. If the
PDF under null hypothesis H0 does not depend upon any unknown parameter, we can
set the threshold y to maintain a constant false alarm rate PFA by the following
relationship between y and PFa '




The CFAR property of the detector plays a crucial role in evaluating detector
performance. For a given false alarm rate PFA, the threshold y can be selected from
(2.17). Then for such a y, the detection probability PD can be calculated and evaluated
for each unknown parameter (if any) by the following relationship:
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P = L , 1 M*^.)^. (Z18)J |a::Z.U)>y}{j (jc)
where the PDF p(x; H^ might depend on unknown parameters. The GLRT detector is
not generally the CFAR detector, but for large data records or asymptotically, the GLRT
is known to be the CFAR detector (Lehmann, 1959). The following sections will
introduce the derivations of detectors under various conditions of decision problems.
2.3.5 Matched Filter Detector
In this section, we confine our decision problem to the problem of detecting a known
deterministic signal vector s embedded in white gaussian noise (WGN) denoted by
vector n with zero mean and the known variance
o2
The problem can then be formally
stated as the following hypothesis test:
H0y = n
(2ig)
H,:y = s + n,
n~ N(0,G2I)
where y is an observation vector (measurement), and / denotes an identity matrix. The
test can be restated as a form of parametric test as follow:
or J ... n (2-20)
H,:y = vs + n,
U[
//, : v > 0











Since this decision problem is a simple hypothesis test, we can use the Neyman-
Pearson theorem to get an optimal detector (matched filter detector). Based on the
Neyman-Pearson theorem, the likelihood ratio L(y) is
iW =4^ = exp[^-^]>T, where v >0. (2.22)
p(y;H0)
o2 2o"
Taking the logarithm on both side, we have




>lny, where v >0. (2.23)a'
2o
By rearranging the inequality, we have the test statistic T(y) as follow:
r(Jo =-W >




where the term in the left hand side
o(sTs)12
is merely a normalizing factor to simplify
subsequent calculations. The test statistic T(y) is also normal with mean v(sTs) /a and
variance 1 , and it is represented as follow:
T~N
( ( T x \
v = 0, under H0
v(^ s) i where (2.25)-,1
v
a v > 0, under H^
Then finally we have the detector as follow:
fl ~ H., T{y)>i sTy ,n 9KN
<h(v) =
" * '
where T(y) = ^-^ (2-26)^ [0~H0,T(y)<y< V'; a(sTS)12





where the probability of false alarm is the probability that T(y) is greater than the
threshold under null hypothesis, and the detection probability is the probability that T(y)
is greater than the threshold under alternative hypothesis. Therefore the matched filter
detector is optimal and has the CFAR property so that the exact performance can be
evaluated.
2.3.6 CFAR Matched Filter Detector
In this section, we will be concerned about the case of a decision problem where the
noise variance
o2
is unknown but the other conditions are the same as the matched filter
detector case in section 2.3.5. Obviously, the unknown variance
a2
is a nuisance
parameter that appears in both hypotheses. Thus we can not design the detector based















































In order to evaluate the detector performance, we need to compute an asymptotic
version of the detector. It is shown as follows in the reference (Kay, 1997).
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Unfortunately, the PDF of T under H0 depends on the unknown parameter o2, and thus
the threshold can not be set. In other words, the detector is not the CFAR detector. One
way to remedy this is to restrict our attention to the class of the detector invariant to the
unknown parameter o2. The detection problem we set in this section can be restated as
an equivalent problem testing H0 : v = 0 versus Hi : v > 0 in the model oy when y is
distributed as N[ (v/o)s, I ]. This test is the same as the test in the previous section 2.1.5
except that the measurement has a scale constant a and it is unknown. Hence we
should design a test that is invariant to scaling of the measurement such that T(cy) =
T(y) for any c>0. Using the property of sufficiency and invariance, we can obtain a test






The details about sufficiency and invariance of the statistic can be found in (Lehmann,
1959) and (Scharf, 1991). Then the statistic T(y) is surely scale invariant, and thus












is the noncentrality parameter.
(2.32)
Then finally we have the detector as follow:








Therefore, the detector <p has the CFAR property so that the exact performance can be
evaluated.
2.3.7 CFAR Matched Subspace Detector
In this section, we will treat the more practical case of detection problem where the
signal is unknown but deterministic and the other conditions are the same as the CFAR
matched filter detector case described in section 2.3.6. However, it will be assumed that
the unknown signal is represented as a linear model in order to make the problem more




where matrix H is a known N x p (e.g. N: the number of basis vector, p. the number of
spectral band) full rank observation matrix that is a subspace covering all variations of
the signal s and 0is an unknown p x 1 vector parameter. In practice, H is estimated or
assumed as a priori. Then the problem can be formally stated as following hypothesis
test:
Ho y = n
(2.36)
H,.y = H9 + n, n~N(0,o2I)
where y is an observation vector (measurement),
a2
is the unknown variance and /































In this case, the MLE of 0 is the same as the least squares estimate due to the


























where PH is the projection operator to the subspace that is spanned by H. To evaluate










This is because the numerator has a quadratic form of a normal-distributed random
vector and the matrix PH is idempotent (i.e.
PH2
= Ph) with rank p. The denominator has





Since ( / PH)H=0, under any hypothesis, we
have
/(/-PjJ = -L(H0,. + )r(/-pJ(//e,. +)
a





Hence, since n ~N (0, a2) and matrix (/ - PH) is idempotent with rank N - p, we have the
PDF in (2.42). Furthermore, the two PDF's, yTPH vand yT(l-PH)y, are independent of
each other since
^[(P//)((l-P//))r]=Pwo2/(l-/>//) = a2/>w(l-Pw) = 0. (2.44)





Then the test statistic T(y) has the following F-distribution:
[ Fp v_p , under H0
Tiy) ~




Then finally we have the detector as follow:
y) = {











2.3.8 Evaluation of Detector Performance
In general, the metric used to evaluate the performance of the target detection
algorithms is the Receiver Operating Characteristics (ROC) curve. The ROC analysis
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has been a typical method for evaluating the detection performance in the field of
statistical signal processing. The ROC curve is generated plotting the detection
PD = \p.(x)dx = p(H.;H.)
r (2.49)
PFA = \pQ(x)dx = p(Ht,Hn)
r
probability PD versus the false alarm probability PFA. Since the detection process is
usually formalized as the statistical hypothesis test, two probabilities PD and PFA can be
calculated by probability density functions (PDF) corresponding to each hypothesis.
They are shown as follows:
where H0 is the null hypothesis in which no target exists, and H-i is the alternative
hypothesis in which target exists in the observation. Figure 2.8 shows the graphical view
of the relationship of the two probabilities PD and PFA. To generate the ROC curve
theoretically, we should first know the relationship between PD and PFA. This is
addressed in the Neyman-Pearson (NP) Theorem as shown in section 2.3.2.
In other words, the NP theorem tells us how to choose the critical region R, for a given
false alarm rate where Ri = {y : decide Ht or reject H0}. Over the critical region, PD and
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Figure 2.9: PD and PFA on the critical region
Therefore, for a given false alarm rate PFA, the critical region R1 is determined as the
threshold y by equation (2.50), and then the detection probability is calculated for the
threshold y by equation (2.51). Finally, the ROC curve is generated plotting the values of
(Pfa> Pd)- The ROC curve should always be above the
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line. This is because the
45
ROC curve can be obtained by a detector that bases its decision on flipping a coin,
ignoring all the data. No matter what a detector is, the ROC curve of the detector would
be above the
45
line. Furthermore, the ROC curve is non-decreasing since the




dPFA dy dPFA p0(x)
>0 (2.51)
where the second equality is resulted from equation (2.49). There is an another property
such that any ROC curve should pass through two points, (0, 0) and (1, 1). This is
because if PFA = 0, then y =+ and thus PD
= 0, and if PFA = 1 , then y = - and thus PD =
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Figure 2.10: Typical ROC curve
2.4 Subpixel scale Target Detection Algorithms
The subspace projection approach is the most widely used approach in the subpixel
scale detection problem. In this section, I will present three techniques that use the
subspace projection technique and energy minimization technique. They are all based
on a typical approach in that they try to reject or minimize the interfering background
spectra existing in the scene image.
2.4.1 Orthogonal Subspace Projection Approach
The orthogonal subspace projection (OSP) algorithm was developed by Chang and
Harsanyi (1994) for the purpose of detection of spectral signatures of interest and
reduction of data dimensionality. The basic concept is first to null the spectral
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components of unwanted signatures from each pixel vector by projecting each image
pixel vector onto the space orthogonal to the subspace spanned by the unwanted
signatures, and to project them back to the subspace spanned by spectral signatures of
interest. In summary, the OSP consists of two steps: rejecting unwanted background
spectra and then applying matched filtering. In general, a pixel vector can be described
as the linear mixture model as seen in equation (2.13) of section 2.2.3.
r =Ma. + , (2.52)
Each distinct material in the mixed pixel is called an endmember. The column vector r,
can be in digital counts (DC), radiance or reflectance depending on how endmembers
and noise are defined. Now assume that the / x p matrix M is made up of linearly
independent columns where / is the number of spectral bands and p is the number of the
signatures. These columns are denoted (m,, m2, m3 mp) where /n, is an / x 1 column
vector, which represents the/th signature vector resident in the pixel #,-. Let n, be an / x1
column vector representing additive white Gaussian noise with zero mean and / x /
covariance matrix I. In this representation, we assume r, is a linear combination of p
endmembers with the weight coefficients designated by the abundance (fraction) vector
Oi. We can rewrite the term Mai so as to separate the desired spectral signatures from
the undesired signatures. Simply put, we are separating the target from the background.
For brevity we omit the subscript / representing the calculation on a per pixel basis. In
searching for a single spectral signature we write:
Ma= dotp + Uy (2.53)
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where d is the / x1 desired signature of interest containing column vector mp, and Op is
the fraction of the desired signature. The matrix U is composed of the remaining column
vectors from M. These are the undesired spectral signatures or background information.
This is given by U= (mh m2, m3, ..., mp.t) with dimension / x (p-1) where y is a column
vector which contains the remaining (p-1) components (fraction) of a. That is y= (au a2,
a3, ... ocp.j)7". We can now develop an operator P which eliminates the effects of U, the
undesired signatures. To do this we develop an operator that projects r onto a subspace
that is orthogonal to the columns of U. This results in a vector that only contains energy
associated with the target d and noise n. This is done by using a least squares optimal
interference rejection operator. The operator used is the / x / matrix
P = I-Ulf (2.54)




The operator P maps d
into a space orthogonal to the space spanned by the uninteresting signatures in U. We
now operate on the mixed pixel r.
Pr = Pdq, + PU + Pn (2.55)
It should be noticed that P operating on U reduces the contribution of U to about zero.
Upon rearrangement we have:
Pr = PdOp + Pn (2.56)
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This is an optimal interference rejection process in the least square sense. We now want
to find an operator
xT
that will maximize the signal-to-noise ratio (SNR). The operator
xT
acting on Pr will produce a scalar.
xTPr-x1 PdOp+xT
Pn (2.57)







where {} denotes the expected value. Maximization of this quotient is the generalized
eigenvector problem:
PddT
PTx = (A cf/ctp) PPTx (2.59)
The value of
xT
which maximizes A d/(Xp can be determined in general using the
maximization of quadratic form for matrix inferred by the extended Cauchy - Schwarz
Inequality and the idempotent and symmetric properties of the interference rejection
operator. As it turns out, the value of x
T





an arbitrary scalar. This leads to an overall classification operator for a desired
hyperspectral signature in the presence of multiple undesired signatures and white noise
given by the 1 x / vector:
qT=dTP (2.60)
The OSP shows a good performance for detecting target signatures of interest when the
target signature is mixed with unwanted interfering signatures. Specifically this technique
can be applied on both spectral radiance data and the inverted spectral reflectance data.
However, in practice, the background matrix U is not known a prior information. To
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resolve this problem, Farrand and Harsanyi (1994) described "the low probability
detection
method"
based on the OSP One limitation of this method is that the number of
targets in a given scene image should be small enough for the spectral variability of
targets not to affect the spectral variability of the entire scene image. Hence this method
will be valid only on a scene image containing a very small number of targets. This
method suggests that the background matrix U can be calculated from the principal
component analysis on the scene image. By a proper cut-off of the dimensionality of
scene image, we will obtain the small number of eigenvectors covering the entire scene
variability as a set of basis vectors. Since the number of targets is small enough to
ignore, the background matrix will be determined to be the matrix composed of the
eigenvectors. The remaining procedure is the same as the previous normal OSP steps.
Another problem with OSP comes from the fact that the target is not generally
orthogonal to the subspace spanned by the unwanted background spectra but just
independent of each. This means that when a target spectrum is projected into a
subspace orthogonal to the background subspace, some of the target component might
be lost during this process. This fact results in the distortion of a target's spectral
signature and the degradation of detection performance of matched filtering. One
suggestion to alleviate the problem is to use a non-orthogonal projection (oblique
projection) approach (Behrens and Scharf, 1994) in order to prevent a leakage of the
components of the target signatures.
2.4.2 Constrained Energy Minimization Method
The Constrained Energy Minimization (CEM) Method was developed by Harsanyi and
Chang (1994) to detect subpixel size materials in the hyperspectral image data. The
CEM method constructs a linear operator that minimizes the response of the unknown
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background signatures while the response of the signatures of interest is constrained to
a desired constant level. Consider a linear operator w with vector format. Then we are
required to find w satisfying two conditions simultaneously:
(1 ) Minimize the total output energy E as follow:
E = (wry,f, (2-61)
/=o
where yis are the image pixel vectors and N is the total number of pixel vectors.
(2) Constrain output energy of the signature of interest to be unity as follow:
wTd = 1, where d is the target signature of interest. (2.62)
Then the constrained minimization problem is solved using the method of Lagrange
multipliers as follow:
>(H\y) = X(>vr.);,)2-Y(n>rfif-l) (2.63)
/=o
Then the solution vector w is obtained by calculating the variable w that minimizes the
Lagrange function h(w, y) as follow:
dTIr[d
where I is the sample covariance matrix of the image pixel vectors. The key attribute of
this method is that the performance is not subject to the number of target pixels as was
the OSP based subpixel detection algorithm described before. However, it is reported
that the CEM does not perform well in the presence of low probability background
signatures, and is very noise sensitive.
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2.4.3 Convex Geometry Approach
This technique was developed by Boardman, Kruse and Green (1993,1995) based on
the concepts of data convexity and projection technique for the purpose of automated
unmixing as well as target detection and classification. Generally, the spectral unmixing
over a complicated scene image is not easy to achieve due to the fact that there are
many unknown signature vectors in the scene other than hypothesized endmembers.
Hence the validity and accuracy of the unmixing rely heavily on the user-supplied set of
endmember spectra. In this method, it is shown that a set of endmember spectra is
estimated from the scene image without any background information, and a proper
projection is performed so that the unmixing process is readily done.
Theory
(1) Convex Geometry and Endmember
The n-dimensional convex set is defined as a set of points that are linear combinations
of some set of points where the weights are all positive and their sum is unity. This is the
same definition as linear mixture model of remotely sensed spectral signatures. See the
section 2.2.3. This is the reason why the concept of convex geometry is utilized to the
unmixing process. In the 2-dimensional case, a triangle is the convex set since all the
interior points in the triangle can be represented as the linear combinations of three
vertices such that the weights are all positive and their sum is unity. The triangle has the
simplest form in 2-d space in that it is made up of (dimension +1) points. A triangle is
called a simplex in 2-d space. In 3-dimensional space, a tetrahedron is the simplex. This
concept and definition can be generalized to n-dimensional space. In general, spectra
can be thought of as the points in an n-dimensional scatter plot where n is the number of
bands. By the definition of linear mixture model of spectra, the data cloud of a scene
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image can be regarded as a convex set. Consider the smallest simplex containing the
data cloud. The vertices of the simplex can be ideally regarded as the endmembers of
the scene.
(2) Maximum Noise Fraction (MNF) Transform
While the Principal Component (PC) transform is designed to produce components such
that it maximizes their variances, the Maximum Noise Fraction (MNF) transform is
designed to produce components such that it maximize their signal to noise (SNR)
(Green et al, 1988). Although the PC transform is designed to show decreasing image
quality with increasing component number such that first component shows best image
quality, the second shows secondly best image quality and so on, there are many
examples, especially in airborne imaging data, where SNR is not in this order. Hence,
the MNF was developed to resolve this problem with the PC transform by the method for
ordering components in terms of SNR. The following statement is the mathematical
description of the MNF transform.
Let z be a pixel vector such that z = s+n and z = (zi, Z2, -, zp) where s is the signal
vector, n is the uncorrelated noise vector, z, is the /'th component of z, and p is the total
number of bands. Then covariance matrix Cov{ z } = X = Es + Zn where Zs and I are the
covariance matrix of s and n respectively. The noise fraction of the /'th band is defined to
be Var {
,
} / Var{ zi }, the ratio of the noise variance to the total variance for the band.
The MNF transform selects linear combinations Y, = a? z, for / = 1 , 2 p such that the
Noise fraction for Yt is maximum among all linear transforms orthogonal to Yj, j
= 1, ..., /'.
Note that the transform vectors a/s are the eigenvectors of the matrix ZnZ "1. The
derivation of the transform vectors a/s is very similar to the case of PC transform. Then
the MNF components will show steadily increasing image quality in terms of SNR unlike
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the PC components. Hence, the final expression of the MNF transform in the matrix form
is :
Y=ATz, (2.65)
where Y = ( Y1t Y2, ..., Yp) and A = (a,, a2, ...,ap ). In practice, the covariance matrix I
is usually estimated using the sample covariance matrix of given image data. The noise
covariance matrix En can be estimated from the dark current image acquired or from the
noise statistics estimated from the data themselves. Very often, maximum noise fraction
is also called minimum noise fraction. The difference comes just from how the MNF
components are ordered. That is, the order of components of the maximum noise
fraction is reverse to that of components of the minimum noise fraction. The MNF
transform can be interpreted to be equivalent to a transform of the data to a coordinate
system in which the noise covariance matrix is the identity matrix, followed by the
principal components transform (Lee et al, 1990). It is referred to as a noise-adjusted
principal components (NAPC) transform. The NAPC is composed of two cascaded PC
transforms. The first transformation, based on an estimated noise covariance matrix,
decorrelates and rescales the noise in the data. This first step results in transformed
data in which the noise has unit variance and no band-to -band correlation. The second
step is a standard principal components transform of the noise-whitened data. The
following is the mathematical description of the NAPC transform. From the m x n image
data cube with p spectral bands, we can construct p x mn data matrix S in which each
column represents a p-dimensional pixel vector. Let be the covariance matrix of S and
N be the covariance matrix of the sensor noise data. From the SN, the eigenvectors are
calculated and represented as the matrix form E,\. Let AN be the matrix of eigenvalues






where -1 and T on the matrices are the inverse and transpose signs respectively. The
data matrix transformed by second step is represented as the follow:
D2=ET D,=ET A,1
/ S (2.67)
where the E is the matrix of eigenvectors of X. Therefore, D2 is the final data matrix
transformed by the MNF transform.
(3) Pixel Purity Index
The Pixel Purity Index (PPI) is a technique of finding the most spectrally pure pixels in
multispectral and hyperspectral images developed by Boardman (1995). The most
spectrally pure pixels can be considered as the vertices of the simplex of the convex set
generated by n-dimensional scatter plots of all spectral signatures of the scene image.
Then the set of the vertices corresponds to the set of endmembers. The Pixel Purity
Index is computed by repeatedly projecting n-dimensional scatter plots onto a random
unit vector generated by a random number generator. The extreme pixels in each
projection are recorded and a cumulative account is also recorded as the number of
times each pixel is found to be extreme. A Pixel Purity Index (PPI) image is created
based on the cumulative account corresponding to each pixel. The pixels with the higher
values in the PPI image indicate pixels that are nearer corners of the n-dimensional data
cloud. Hence, these pixels are estimated to be endmembers.
Method
The sensor data set is first inverted to the reflectance unit using atmospheric correction
technique such as radiative transfer model approach shown in section 2.2.2. Next, this
reflectance data set is transformed for the reduction of noise and dimensionality using
the Maximum Noise Fraction (MNF) transform (Green et al, 1988; Lee et al, 1990). By
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the MNF transform, the data are translated to have zero mean, and rotated and scaled
so the noise in each band is uncorrelated and has unit variance. From the transformed
data, a set of the purest pixels of the scene image is estimated using the PPI method.
Then it is examined which signatures of the purest pixels can be represented as the
linear combinations of the target spectral signatures. The purest pixels closely matched
to the linear combinations of the target spectral signatures are removed from the set of
purest pixels. The background subspace is built of the remaining purest pixel vectors.
The background subspace is independent of the target subspace spanned by the target
signatures. The image data are projected to the space S perpendicular to the
background subspace. On the space S, all the background spectral vectors are rejected
(nulled). Then all data in the space S are projected to the target-spanning subspace.
Finally the unmixing process is performed for the data on the target subspace.
Comment
This approach can be regarded as the extended OSP in that it performs more accurate
endmember selection and adds a projection process in the final step. This technique
was originally designed to apply only on the reflectance image cube. If this technique
can be performed directly on the sensor radiance image cube, it can save the
processing time and reduce noise inherent to inversion process. Due to the accurate
description of the background subspace of this technique, it is more desirable to utilize
oblique projection approach in order to prevent a leakage of the components of the




In hyperspectral image analysis, the spatial coverage of each pixel generally
encompasses multiple materials. This situation causes the spectral signature of a pixel
to be a mixture (linear or nonlinear) composed of target spectral signature, background
spectral signatures (interfering signatures or clutter signatures), and noise. Several
techniques, from statistical approaches such as maximum likelihood classifier to
correlation/matched filter based approaches such as spectral signature matching, spetral
matched filtering and spectral angle mapper, can not be directly utilized in mixture
analysis since they do not have the ability of decomposing the spectral signature.
Hence, a detection algorithm needs to be developed which can recognize subpixel scale
materials. Another requirement is to develop a detection algorithm that does not need an
atmospheric inversion process. In other words, the algorithm will be designed to run
directly on the radiance (or DC) image cube as well as on the reflectance image cube. In
this case, the target variation due to the atmosphere should be introduced in the
detector. The algorithm will be composed of three major steps. The first step is to
construct a target material subspace model using a radiative transfer model and an
atmospheric propagation model of radiation. This step produces a set of basis vectors
that can represent all possible forms of spectral signatures that a material can take in the
scene due to the variation of atmospheric and geometric conditions. Specifically, when a
task is concerned about detecting only pure target pixels, this step can be utilized as an
independent algorithm for finding their locations in an image. The target basis vectors
are selected based on the fact that they should be located in the extreme positions so
that they can form a simplex and encompass all the target samples. The second step is
to construct a background material subspace model directly from the scene image. It is
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assumed that we do not have any prior background information of the scene. This is the
most difficult part of this research. A poor estimation will affect the rest of the algorithm
and may result in unacceptable errors. In this step, a set of linearly independent
endmember spectra will be estimated from the scene image such that all of the image
pixel spectra are represented as the linear combination of the endmember spectra, using
a new method for endmember selection developed by the author. Then the endmember
spectra obtained are compared against the target subspace to check which endmember
contains any of target components. If an endmember contains any of target components
(in other words, if it is a target mixture), it is separated from the other endmember
spectra. A new separation technique will be introduced. Finally, a set of basis vectors is
calculated from the remaining endmember spectra, and then the background subspace
is constructed using the set of basis vectors so that the target and the background
subspaces are linearly independent of one another. The third step is to make a decision
on the existence of the target material from each image pixel based on the generalized
likelihood ratio test (GLRT). In order to perform this test, two subspace models obtained
from previous steps are incorporated into the linear signal-interference mixture model.
Then maximum likelihood estimates (MLE) of the unknown parameters existing in the
likelihood ratio function of GLRT are estimated using the oblique subspace projection
based on two subspace models. The final result would be target map in which each pixel
value is represented by likelihood ratio values. The higher likelihood ratio value would
give us the higher possibility of target existence related to maximizing detection
probability at a fixed false alarm rate so that we can decide if each pixel contains target
material. The theoretical background of each step will be presented in the following
sections in detail.
56
3.1 Target Subspace Model
In general, the spectral signature reflected from a material cannot be represented as a
single spectrum in the spectral radiance space. This is because atmospheric and
geometric conditions impacting the materials in the scene can vary significantly spatially
and temporally. Such various conditions are influential enough to change the spectral
features of materials. Hence it is more reasonable to regard a material's signature as not
a single spectrum but a subspace generated by a set of basis vectors of various spectral
signatures caused by the variation of atmospheric and geometric conditions. Slater and
Healey (1998) showed that the various spectral signatures of a single material caused
by atmospheric and geometric variation can be well approximated by a small number of
basis functions. This approach is introduced to generate a target subspace model for a
material as described in section 3.1.1. Specially, the target subspace model can be
further developed to be an independent algorithm detecting spectrally pure materials
invariant to the variation of the radiance vectors reflected from a target material due to
atmospheric and geometric conditions as shown by Slater and Healey (1998). This is
described in section 3.1.2. In section 3.1.3, an alternative method will be introduced
which selects a set of basis vectors directly from the target spectra. This method will be
an alternative way to estimate the target space model that is used in our detection
algorithm.
3.1.1 Derivation of Target subspace using SVD
Consider the governing equation for radiance reaching the sensor in equation (2.7) of
section 2.1.2. It can be expressed in a simple form over the spectral region from 0.4 pm












where the radiometric terms are found in section 2.1.2 and Rref is the reflectance of a
material. Note that all terms are functions of wavelength. In the right side of equation
(3.1), all of the radiometric terms except the reflectance Rref depend on atmospheric and
geometric properties. All possible sensor radiance spectra Lsensorof a target material can
be generated by the reflectance vector of the target material and the radiance vectors
Lgroundj L-downweii, and Lupweu determined by all possible combinations of atmospheric and
geometric parameters. Using the MODTRAN 4.0 radiative transfer code, a discrete set
of Lsensor's is generated from the radiance vectors Lground, Ldownwell, and Lupwen determined
by sufficient samples of all of the possible combinations of atmospheric and geometric
parameters. The set is intended to be a comprehensive set describing all possible
sensor radiance vectors reflected from a given target material under any atmospheric
and geometric conditions. There are many types of atmospheric/geometric parameters
that must be input to run MODTRAN 4.0 radiative transfer code. This attempt was
initially given by Healey et al. (1998) to construct target subspace invariant to
atmospheric conditions. First, there are four standard atmospheric models such as
tropical, midlatitude summer, midlatitude winter, and U.S. standard. For each standard
atmospheric model, the water vapor concentration profile and the aerosol profiles are
considered and divided independently into four step values each. For each case, eight
solar zenith angles and seven surface elevations are considered each. For each case,
visibility is considered and divided into four step values. Finally, surface orientation is
considered with six steps. Then the total number of all possible combinations of
atmospheric and geometric parameters is calculated to be 4x4x4x8x7x4x6 =
86,016 conditions. For each condition, three radiance vectors, Lground, Ldownwen, and Lupweii,
are calculated by MODTRAN, and grouped into one spectral block. Thus one spectral
block is composed of three radiance vectors, LgmUnd, Ldownwen, Lupwell, and assigned to
one specific atmospheric/geometric condition. Each spectral block is used to calculate
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one sensor radiance vector in conjunction with the reflectance of target material based
on equation (3.1). Thus 86,016 sensor radiance vectors are generated, and they are
regarded as all possible radiance vectors reflected from a target material. Let the set be
X. Then each element (radiance vector) of X can be assigned to one corresponding
spectral block, and each spectral block is assigned to one set of atmospheric and
geometric parameters. Hence one radiance vector in the set can be assigned to a
corresponding set of atmospheric and geometric parameters. The set X can be regarded
as a database that represents sensor spectra of a target material and is invariant to any
scene. However, the set X is too bulky to handle. Hence using the subspace concept,
we can reduce the dimensionality of the set X. The set X can be regarded as a p x
86,016 matrix where p is the number of spectral band of the radiance vectors. Then we
can compute an orthonormal basis for the column space of the matrix X using the
singular value decomposition (SVD). The following is the decomposition of matrix X
obtained by using the SVD.
X=UAVT
(3-2)
where A is the p x 86,016 matrix, and has the singular values of X in (/', i) entry for
i=1,2,..., p and the other entries are zero. U has p eigenvectors of XXT, and V has
86,016 eigenvectors of XTX as their columns. For the case where a subset of the basis
vectors explain most of the variance, the first n (n < p) columns of matrix U provide an
orthonomal set of basis vectors ti(X.), t2(^.), t3(A.), ..., t(A.). Let s1? s2, s3, ..., sp be the









where 77 is an allowable lower bound of the ratios of the variance of the first n basis
vectors to the total variance. Then the vectors, U(X), t2(X), t3(X), ..., tn{X), are the
orthonormal basis vectors spanning the target subspace generated by the set X, i.e.,for
any radiance vector L,(X)g X,
n
Li(k) -^(XijtjCk), for some weighting coefficients ay,. (3.4)
v'=i
Therefore, from now, the sensor radiance spectrum of a target material is represented
as the matrix T = (U(X), t2(A.), t3(A), ..., tn(X)) called target subspace.
3.1.2 Detection for spectrally pure target
In addition, for each pixel radiance vector L(X) in the scene image, consider a noise
vector such that for n < p,
n
n(X)
= L(X)-2_jaJtj(X), for some weighting coefficients a,, (3.5)
where a/s are determined using a curve fitting technique or the least squares estimate.
By assuming that the noise vector n(X) is Gaussian noise with zero-mean, we can
construct the likelihood probability of the noise vector n(X) for a material with spectral
reflectance R(X) as follow :
P(L\R) = J_ %-'*),
{ 6>
(in)
where is the covariance matrix of the noise vector n(X). Note that the covariance
matrixX can be estimated from the image data themselves or the dark current image of
sensor. The conditional probability of measuring sensor radiance vector L for the
given
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reflectance R of the material can be computed at each pixel in the image. The higher the
probability exists in equation (3.6) for a pixel, the more likely the material is in the pixel.
3.1.3 Alternative method for derivation of Target subspace
As shown in section 3.1.1, let the set X be a data set that represent all possible spectra
reaching the sensor from a target material due to the atmospheric and geometric
conditions. This section presents a method to select a set of target samples as target
basis vectors. Other than the method described in section 3.1.1, this method does not
ensure us to pick orthogonal basis vectors. Thus the requirement is to find a set of target
samples linearly independent of one another. One possible method to fulfill this
requirement is to select the linearly independent target samples located in the extreme
points of the scatter plot of X. The advantage of this method is to be able to span X with
less number of basis vectors compared to the previous method. Thus we can reduce the
dimension of target subspace, that is, target variability. The following example shows the





Figure 3.1: Fit by four eigenvectors. Figure 3.2: Fit by four sample bases.
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Figure 3.1 shows one of the target samples and its eigenvector fit based on the method
described in section 3.1.1, while figure 3.2 shows the fit by the basis vector obtained
from the new method. Both cases use all four basis vectors, but the new method shows
the much improved fitting. The disadvantage of this method is that basis vectors are not
generally orthogonal to each other, and so careful choice is required to keep their
independency.
Method
Calculate the first eigenvector e of X. Project the data X onto e, and calculate maximum
and minimum values of the projections. Select two vectors, t and
t'
corresponding to the
maximum and minimum values from the data X. Construct a difference vector t -
t'
generated by t and t'. Project the data X onto the orthogonal subspace of the vector t -
t'. Let Xi be the projected data set from X. Calculate the first eigenvector e-i of X^
Project the data Xi onto ei, and calculate maximum and minimum values of the
projections. Select two vectors, U and W corresponding to the maximum and minimum
values from the data X^ Now we have four extreme points, but there might be a case
that four extreme point vectors are coplanar, that is, linearly dependent upon each other.
In this case, only one of them (ti or tV) should be selected to keep independence. Of
course, if they (t, t', ti and t|') are independent of one another, then we keep all four as
basis vectors. The independency of four vectors (t, t', U and t/) can be examined
performing the singular value decomposition on four vectors (t, t', ti and W). If dimension
for t, t', ti and
t|'
is three, then they are independent, but if it is two, then they are linearly
dependent. The problem remains of which one should be selected. It can be resolved if









where H - [t, t'] and PH is a projection matrix to subspace H. Repeat this process on
Xi, X2, ..., Xn until collecting all extreme point vectors. Note that the number of the point
vectors is determined by the dimensionality of the data set X, which is obtained from the
singular value decomposition on X. For example, if X is N-dimensional, then the process
should be stopped when N+1 basis vectors are collected. Therefore, the target
subspace would be represented as a final matrix form H = [t,, t2, ... , tn+1].
3.1.4 Test and Validation
This section provides some test results and analysis of the target subspace obtained by
the two previous methods. The data used are the HYDICE imagery collected at the
Department of Energy (DOE) over the Oklahoma ARM site during the period of 23 to 28
June 1997 A small piece of image (e.g. 196 x 256) is cropped from the entire scene,
and used for the validation of the proposed work. In order to generate the target
subspace, I first use a 32% gray panel as my target material. The reflectance curve of
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Figure 3.3: Reflectance curve of 32% gray panel
Then I generate 840 radiance curves reflected from this panel under the variation of
three atmospheric and geometric parameters, visibility, surface elevation, and water
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vapor using MODTRAN 4.0 radiative transfer code. In this test, all of the possible
atmospheric and geometric parameters were not used to generate the radiance curves
because it is computationally very huge task and requires a very long time to generate a
super look-up-table containing all atmospheric and geometric variation. In the future
work, all parameters will be accounted for. The 840 radiance curves correspond to 840
spectral blocks generated from the triplets of 7 steps of visibility, 10 steps of elevation,
and 12 steps of water vapor. The followings show the 840 radiance curves.
Radiance
band
Figure 3.4: 840 Radiance curves
Using the singular value decomposition, we can compute a set of
basis vectors that can
reconstruct the 840 radiance vectors. The basis vectors are assumed to represent all the
possible radiance vectors that can be generated under the variation of the three
parameters, visibility, surface elevation and
water vapor. In this situation, the other
atmospheric and geometric parameters are fixed to be constants. In fact, the spectral
blocks used in this analysis were obtained from the MODTRAN look-up-table
generated
from the process of the atmosphere characterization for the given scene
imagery. In this
look-up-table, visibility, elevation and water vapor are the only
undetermined





















Figure 3.5: Four Eigen Basis vectors
The determination of the number of basis vectors is based on equation (5.3). The next
figure shows the measured radiance spectrum of a 32% gray panel obtained from the
scene image and its fit reconstructed from the four eigen basis vectors.
Fit by Eigen Bases
Figure 3.6: Measured radiance spectrum of 32% gray panel and Fit
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The next figure shows the same measured radiance spectrum of the 32% gray panel
obtained from the scene image and its fit reconstructed from the four sample basis
vectors.
Fit by Sample Bases
200 250
Band
Figure 3.7: Measured radiance spectrum of 32% gray panel and Fit
The error shown in each figure shows only error resulting from the misfit that occurred in
the process of subspace modeling. Note that the 840 radiance signals were computed
ideally using MODTRAN code without accounting for any error occurring in the sensing
process. Hence, in order to estimate the entire error, we should know the noise estimate
from the dark current image acquired with the image data, or from noise statistics
calculated from the data themselves. The obtained noise estimate must be modeled in a
form of probability distribution. Then 840 noise realizations are selected from the noise
model and are added to each 840 radiance signals. After this process, the model signals
(model fits) for each 840 sample are reconstructed from the basis vectors. Then the
difference vectors of each of 840 radiance signals and its model fit can be considered as
a sample set of error (noise) vectors between the measured target signal and its model
signal. This error vector statistics can be used to determine the threshold of the
algorithm of detecting pure pixels of only target material. Therefore, the signal vector of
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the 32% gray panel can be regarded as the subspace signal spanned by the four basis
vectors. The followings are the preliminary results for the pure pixel detection algorithm
of a target material, 32% gray panel. Figure 3.8 shows the test image in a visible band
and the location of the panel. The pure target pixels are clearly detected.
32% panel
Figure 3.8: Detected panel
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This is the result of pure pixel detection algorithm based on only target subspace. This
works well but has a limitation in the case of the subpixel scale detection problem. This
problem is expected to be resolved with our detection algorithm.
3.2 Background Subspace Model
In this section, we need to derive a background subspace that is spanned by all non-
target pixel spectra in the scene image. However, it is very hard to find all non-target
pixels directly from the scene image to compute background subspace. If it can be done,
then it would be a target detection algorithm itself since target mixture pixels are the
remaining pixels in the scene image other than all non-target pixels. Thus background
subspace should be derived by indirect techniques. To accomplish this, I propose a new
method for deriving a background subspace in this section. This method is theoretically
feasible, but practically needs a modification or a complement since it requires a very
strong assumption for the linear mixture of image data. First, scene endmembers will be
selected to estimate the scene image data space, and then background subspace will be
extracted eliminating target components from the scene data space by using the target
subspace obtained in the previous section. Section 3.2.1 develops the theoretical basis
and introduces a method for scene endmember selection based on geometrical
properties of convex sets. In section 3.2.2, it is shown how the background endmembers
are extracted from the scene endmembers in order to force the background subspace to
be independent of the target subspace. Then section 3.2.3 shows test and validation for
this method through a computer simulation and an experiment with real imagery.
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3.2.1 Maximum Distance Method
Introduction
This section presents a new method for selecting a set of endmembers in a given
hyperspectral scene image. This method is based on the fact that the hyperspectral data
set can be well approximated by a convex set made up by the linear combinations of
endmembers of a given scene image where the weight are all positive and sum to unity.
These endmembers are ideally assumed to be vertices of the smallest simplex (best
fitting simplex) that encompasses the image data in the n-dimensional scatter plot,
where n is the number of spectral bands. The estimates of the spectral endmembers are
determined as the spectral points closest to the vertices of the simplex formed by the
image data in the n-dimensional space, and thus spectrally purest points of the image
data. A similar approach was conducted by Boardman (1995) where the purest pixels in
the image data are estimated using the pixel purity index (PPI) of data projected on the
random vectors generated by the random number generator. In this section, an
alternative method will be developed using the geometrical properties of a convex set,
especially simplex. In this method, the image data are first assumed to be
an
approximated simplex of the data in n-dimensional space, and then the spectrally purest
extreme points (approximated vertices) of the data are selected as the endmember
estimates of the image data. The theoretical basis of selecting the points builds on a
simple idea such that for any given point in the simplex, a point
with maximum distance
to the given point must be one of the vertices of the simplex. Using this idea, all vertices
in the simplex can be selected in conjunction with a projection method and the singular
value decomposition (SVD). This new method will be called the Maximum Distance




This section presents several definitions and theoretical propositions on which the MDM
is built. The proofs will also be given for each proposition.
Definition 3.1. The distance || || between two spectral vectors (points) is defined as the
Euclidean distance such that
l|tf-6H=Ji>,-^)2
, (3.8)
where a, and b\ are the i-th components of vectors, a and b, and p is the number of the




for any vector a
= (ai, a2 an) e R
n
Definition 3.2. Let S = { xh x2,...,xk+1 }. The vectors xh x2 , ... ,xk+1 are called to be




x2, ... , x, xk+i (except x, x,)
are linearly independent for any vector x, in the set S. Therefore, if the vectors Xi,
X2,...,xk+i are affinely independent, then the dimension of the set S (dim S) is at least k.
Definition 3.3. If S = { Xi, x2, . . .,xk+i } and dim S
= k, then the convex set generated by S
is called a k-dimensional simplex. The points x1t x2, ... ,xk+i are called vertices of the
simplex.
70
Proposition 3.1. A vector in the simplex with maximum norm must be a vertex of the
simplex.
Figure 3.9: Vertex A with maximum norm
Proof : Suppose that a vector s in the simplex has a maximum norm, but it is not a
vertex. Then s can be represented for distinct vertices as the following:
s = c,v, +c2v2 +C3V3 +.... + cnvn , for some
2< n<p. (3.10)
where Cj's are all positive weights and sum to unity, v,'s are the vertices, and p is the
number of bands. Then the norm of s is as follows.
II* = Fl Vl + C2V2 + Ci V3 + - + CnVn ^Cl Vl + C2 \V 2 \ + - + Cn \\Vn\
< c, max"=l v; +c2 max"=l v, +... +c
max"=,|v,.
(cx + c2 + ... + cn )\\vj II
=hj , for some 1
< j < p.
(3.11)
Since 0 < c,
< 1, ||s|| < \\vj\\ for some j, where the equality holds only when all vertex





= vn. However, since the vertices are
assumed to be distinct from each other, we have ||s|| < ||v/||. But this is a contradiction of
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our assumption that s has a maximum norm. This contradiction comes from the
assumption that s is not a vertex. Therefore, a point vector in the simplex with maximum
norm must be a vertex.
Proposition 3.2. For a given vector (point) in the simplex, a vector (point) with maximum
distance from the given vector must be a vertex of the simplex.
B
Figure 3.10: Vertex B with maximum distance from P
Proof : The proof is very similar to that of proposition 1 . Suppose that a vector s in the
simplex has a maximum distance from a given vector, but it is not a vertex. Then s can
be represented for distinct vertices as the following:
s = c,v, +c2v2 +C3V3 +.... +cv, for some 2<n<p. (3.12)
where Ci's are all positive weights and sum to unity, Vi's are the vertices, and p is the
number of bands. Then the distance between s and the given vector t is as follows.
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j'-*|HI'-(ClVl +C2V2 + C3V3 +-+ CnVn)\\
(c, +c2 +c3.... + c)r-(c,v, +c2v2 +c3v3 + .... + cv;
= \\c,(t-v,) + c2(t-v2) + ci(t-vJ) + .... + cn(t-vn)\\ (313)
<
c, max"=1||f -v(.|
+ c2 max"=!||f-v,.|| + ... +< max"=1|r-v,.|
= (c, + c2 + ... + c)jt-Vj = jt-Vj L for some 1 < j < n.
Since 0 < c, < 1, || f-s || < || t-Vj \\ for somey, where the equality holds only when all
vertex vector (t-Vj)'s are equal such that t-Vi = t-v2 = ... = t-vn . However, since the
vertices are assumed to be distinct from each other, we have || t-s \\ < || t-Vj \\ for some/
But this is a contradiction of our assumption that || t-s \\ is a maximum distance. This
contradiction comes from the assumption that s is not a vertex. Therefore, for a given
vector (point) in the simplex, a vector (point) with maximum distance from the given
vector must be a vertex of the simplex.
Proposition 3.3. Let C be a k-dimensional simplex with k+1 vertices, v1t v2, ..., vk+i,




vq for some p, q. Then P(C) forms a
(k-l)-dimensional simplex with k vertices,
P(Vi), P(v2) P(vp)=P(vq), ..., P(vk+1) on the transformed space, where P(C) is the
transformed set of C by P.
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v1
Figure 3.11: Simplex and its projected simplex
Proof : Let V be a subspace spanned by the vector vp
-
vq, and OV an orthogonal
subspace of V. By the projection, the vertices of C are transformed to k+1 points, P(Vi),
P(v2), ..., P(vp) P(vq), ..., P(vk+1) in the OV. Note that P(vp) = P(vq) on the
transformed space. Hence, we have only k different points, P(Vi), P(v2), ..., P(vp), ...,
P(vq-i), P(vq+i), ..., P(vk+1) where we assume p < q. Let P(C) = { P(v?), P(v2), ..., P(vp),
..., P(vq-i), P(vq+i), ..., P(vk+i) }. Then we need to show that the convex set generated
by the set P(C) is a (k -1)-dimensional simplex with k vertices. It is enough to show that
the vectors in P(C) are affinely independent and dim P(C) is k-1 . Take any point in set
P(C). Let the point be P(vj). To show the linearly independence of k -1 difference
vectors, P(^) P(\//), P(v2)
- P{v,), .... P(vk+1) P(v,) where P(vq)
- P(vy) and P(v,) - P(v<)
do not exist, take any k -1 real number, c1t c2, ..., ck.i. Assume c^ [P(v^ P(v,)]
+ c2
[P(v2) - P(Vi)] + + cm [P(vk+1)
- P(Vi)] = 0. Then P(c1 (v1
-
v,)) + P(c2 (v2
-
v,)) + ,...,
+ P(ck.i (vk+1 - v,))
= 0, and hence P(c? (v1 v,) + c2 (v2 v,) + ... + c*.f (vk+1 vy))
= 0
since P is a linear transform. Let w = c1 (Vi - vj) + c2 (v2
-
vi) + ... + ck-i (vk+i
- */,). Then
the vector i^ is independent of vp
- vq. If not, w
=















Vi). Thus, d (Vi - V,) + c2 (V2 - V,) + ... + ck (vq- vi) +... + cM (vk+1 - vi) = ck
(Vp
- vi). This is a contradiction on the fact that the v1t v2, ..., vk+1 are affinely
independent. Hence, the vector w is independent of vp- vq. In other words, w is not in
V, the null space of P. Hence, to satisfy that P(w) = 0, w must be a zero vector, i.e., w =
Ci (Vi v,) + c2 (v2 v;) + ... + ck.i (vk+i - i/,) =0. Since v1t v2, ..., vk+1 are affinely
independent, and so v-i vit v2 -v, vk+1 - v, are linearly independent, c? = c2 = ... =
Cm =0. Hence, P(C) are affinely independent. Then dim P(C) is k -1 or k. However,
since P(vp) = P(vq), dim P(C) = k -1. Therefore, P(C) forms a (k-l)-dimensional simplex
with k vertices.
Method
This method can be applied to both a radiance spectral image and a reflectance spectral
image. The objective of this method is to find the estimates of the spectrally purest pixels
from the image data. These pixel vectors are assumed to be the vertices of a best fitting
simplex when the image data are approximated by the simplex. Let the set C be the
simplex. The method is detailed in steps.
(1)Step1
Calculate the vector norms for all pixels in the image to find a pixel with maximum norm.
This pixel vector is an estimate of one of the vertices of the image data by proposition
3.1 . Thus this pixel vector is the first estimate of the image endmember. It is denoted as
V1.
(2) Step 2
Calculate the vector norms for all pixels of the image to find a pixel with minimum norm.
This spectral vector is the second estimate of an image endmember. In general, we can
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not say that the pixel vector with minimum norm must be a vertex of a simplex. However,
the scatter plot of the hyperspectral data tend to be a shape of a convex cone radiating
away from the so-called dark point, which represents the sensor's response to an
unilluminated target (Craig, 1994; Ifarraguerri, 1999). Hence, it is reasonable to choose
the pixel with minimum norm as an estimate of one of the endmembers. It is denoted by
v2.
(3) Step 3
For two estimated vectors obtained above, make a difference vector of them such that
d = v1-v2 (3.14)
Consider the matrix operator performing the projection onto the orthogonal subspace of




where / is a identity matrix and df is the pseudo inverse of d. Project the image data
onto the orthogonal subspace defined above using the operator P By this projection, the
projected image data set is approximated by the simplex P1(C) in the projected space,
and the two points v^ v2 become one point on the projected space by the proposition
3.3. It is denoted by v12 which is one estimate of the vertices of P(C).
v12
= P(V1) = P(v2) inP(C) (3.16)
Then the distance between the two points is zero and thus is not a maximum any more
on the projected space. Calculate the distance between v12 and each pixel of the
projected image data to find a pixel with maximum distance to v12. This obtained pixel
vector is another estimate of one of the vertices of P(C) by proposition 3.2. This pixel
vector is the third estimate of the endmember. It is denoted by v3. Although v3 is selected
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in P(C), we can select v3 from C since pixel location in any image is invariant to the
projection.
(4) Step 4
For the pixel vector v12 and v3, repeat the step 3 by regarding v12 as Vi and v3as v2 in the
equation (3.16). Then the two points v12, v3 become one point on the projected space. It
is denoted by v123 that is one estimate of the vertices of P^C), and another estimate of
the vertices of P^C) is selected by finding a pixel with maximum distance to v123, which
is denoted as v4 representing fourth estimate of endmember. This process is repeated
on the continuing simplex P3(C), P4(C), ..., Pm(C) for some m until all vertices (estimates
of endmembers) are selected. The following figure shows a graphical description of how





Figure 3.12: Graphical description of MDM
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As shown in figure 3.9, suppose the point A is a vector with maximum norm and B is a
vector with minimum norm. Then by stepl and step2, the points, A and B are selected
as vertices. By projection
P1
defined using the difference vector A
- B, the points A and
B become one point in the projected space. Let the new point be AB. By proposition 3.2,
we can find the point C with maximum distance from the point AB. By projection
P2
defined using the difference vector AB
- C, the points AB and C become one point in the
next projected space. Let the new point be ABC. By proposition 3.2, we can find the
point D with maximum distance from the point ABC. Hence all points (vertices) A, B, C,
and D are selected as in-scene endmembers. The following experimental results show
the feasibility of MDM.
Test and Validation
In this subsection, two experiments are performed to validate the ability of the Maximum
Distance Method (MDM) to characterize the scene image.
(1) Experiment with simulated data
The Maximum Distance Method (MDM) was first tested for a virtual sample population
with ten thousand random mixtures created by linear combinations of five radiance
spectra. The five spectra were of different materials obtained from the HYDICE Image of
the ARM Site and they are assumed to be independent vectors. The weights
of each
spectrum to create mixtures were randomly generated from uniform
distributions. The
set where the elements are ten thousand random mixtures forms a convex
set in the
simplex specified by the five spectra. Although the set is
not exactly a simplex, it is
expected to get estimates close to the five spectra that are the vertices of the
simplex.


























0 _ _ la _^^
0 50 100 150 200
band
Figure 3.13: Five Endmember spectra
The following figures show the comparison between the five endmember spectra shown
above and their estimates obtained by the MDM technique.
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Figure 3.14: Comparison of five endmember and their estimates.
The small difference between endmembers and estimates comes from the fact that all
virtual pixels are mixtures (not pure), and the estimates are selected from the mixture
data. In another experiment with data set containing the five real endmembers, it was
shown that the five real endmembers were selected exactly as the estimates. The next
subsection shows the experiment on the real image data and comparison with the PPI.
(2) Experiment with real data
Second, the MDM was tested on the 1995 AVIRIS hyperspectral subimage data for
Cuprite, Nevada with 400 samples x 350 lines provided by the Jet Propulsion Laboratory
(JPL). This data set has 50 bands of near infrared data (1.9 pm
- 2.4 pm) and is the
Effort-Corrected ATREM calibrated apparent reflectance cube. This data is available in
the ENVI tutorial CD, and the estimates of endmembers of the image data are also
available in the CD. The estimates in the CD were first obtained using the PPI and then
the matching filter was used to select
more accurate estimates from a spectral library. In
this subsection, the result of the MDM will be compared
to the endmembers provided by




Figure 3.15: AVIRIS reflectance Image for Cuprite, Nevada
The following are the comparison of the eleven endmembers and their estimates
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Figure 3.18: Third endmember Figure 3.19: Fourth endmember
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Figure 3.26: Eleventh endmember
Some of the figures (17, 18, 19, 20, 24 and 25) show the difference of magnitude
between MDM estimates and reference endmembers (PPI estimates). The reason for
this difference is due to the fact that MDM estimates were extracted directly from the
scene image while the reference endmembers are from the spectral reflectance library.
That is, the reflectance curves that have the highest correlation with estimates obtained
by PPI are selected as the reference endmembers from the library. However, note that
the reference endmembers and their MDM estimates show almost perfect correlation.
The use of the MDM for hyperspectral imagery is a new method. As shown before, the
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performance of the MDM is comparable to the PPI. However, the MDM outperforms the
PPI in that it has faster processing time, and the entire process can be automated.
However, the determination of the number of endmembers remains as a practical issue.
The next subsection addresses these problems.
Practical Issue
To reduce data dimensionality and noise, a data preprocessing step can be used such
as the Maximum Noise Fraction (MNF) transform (Green, 1988; Lee, 1990). The
reduction of dimensionality will save processing time, and that of noise will prevent the
chance of selecting outliers of the image data. Whenever a vertex (estimate) is selected,
take a couple of points with minimum distance to the vertex (estimate) and determine
their average value as the final estimate. The objective of this process is also to remove
an outlier of data and to get more reasonable results. Another problem with noise is
associated with the isolated noises in the scene image caused by unpredicted
phenomenon such as "bad pixels", "missing pixels", outliers of dark current statistics and




noise can be such
examples. These noises have a property such that they are not gathered with other
vector points but isolated alone in the scatter plot of image data. Hence if these noises
are not accounted for properly, the MDM could produce an unexpected result. In order to
resolve the problem, it should be noted that the pixel vectors impacted by these types of
noise have enough variation to be selected as vertices by MDM. Thus these noise pixels
will be selected by the first run of MDM. If we eliminate all pixels selected by the first
pass of MDM from the scene image and apply MDM again to the scene image (as
second pass) where all pixels selected by first pass are eliminated, then we can prevent
the isolated noisy pixels from being selected as vertices. In case that an eliminated pixel
is not a noisy pixel but just estimated vertex, we do not need
to worry about it because a
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non-noise pixel selected by second pass should be very similar to the one eliminated by
the first pass. This is because many spectrally similar points exist very close to the
eliminated one. Therefore, it is expected that the cascaded MDM reduces or eliminates
the problem due to the noise sensitivity of MDM. The following example shows the
difference of the non-noise pixels obtained respectively after first pass and second pass.
20 30 40 50
20 30 40 50
20 30 40 50
Figure 3.27: Difference after first pass and second pass
As shown in above figure, in the case of non-noise vertices, the difference after each
pass is quite small, and especially their correlation is perfect. Another practical issue is
that the total number of endmembers is unknown in practice. To determine the number
of the endmembers, the least squares fit of the endmembers for the pixel vectors is
used. The process of selecting endmember is repeated until the RMS of the fit error is
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approximately the same magnitude as the sensor noise level. In conjunction with the fit
error, the singular value decomposition (SVD) method is used as an indicator of
independence of the selected endmembers. For instance, suppose we have n
independent vectors for any n>0. Consider the singular values obtained by the SVD for
the n vectors. Then the biggest n singular values explain most of the variance (almost
100%). Suppose a linearly dependent vector is added to the n vectors to generate n+1
vectors. For the singular values obtained by the SVD for the n+1 vectors, only n (not
n+1) biggest singular values explain the most of the variance (almost 100%). Based on
this fact, we can check if a newly selected endmember is independent of the previously
selected endmembers. Another practical alternative is to use subset selection method
(Draper and Smith, 1981) for a regression model. This approach was successfully
implemented in developing the stepwise unmixing algorithm and its application to image
fusion (Gross and Schott, 1996). In our problem, this approach is used to select an
optimal subset from the endmembers that are estimated from the MDM technique. First,
the original image data set is transformed to a space that has a spectrally low dimension
and noise reduction using MNF transform. Applying MDM on this space, we obtain a set
of endmenber estimates with the number that is the same as the dimension of MNF
space plus one. Then, an optimal subset is selected from the set using subset selection
technique. The following subsection shows the theory and applications of the technique.
Selection Technique for deciding the number of endmember
There are three types of techniques for subset selection, which are forward selection,
backward selection and stepwise selection. These selection techniques are sequential
algorithms for model designing based on the selection of models yielding the highest
R2
value. Given a regression model consisting of potentially independent variables, the
forward selection checks all variables not yet incorporated into the initial model in order
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to incorporate a new variable whose inclusion yields the greatest
R2
value. The algorithm
proceeds recursively until new terms are likely to be overfit to the errors. The backward
selection starts with a full regression model with all variables, and removes unnecessary
variables whose elimination yields the greater
R2
value. The stepwise selection
combines the characteristics of both forward and backward regression. At each stage of
the algorithm, the best variable is added based on forward selection, and then the
algorithm examines the possibility that the inclusion of the newly incorporated variable
might render the inclusion of an earlier selected variable unnecessary, which results
from the interrelationship among the independent variables. Based on the backward
selection, if any unnecessary variable exists, it is removed from the model. The
algorithm proceeds recursively until there is no significant degree of regression over the
prior model after the inclusion of further variables. The statistical background of the
selection techniques is the Analysis of Variance (ANOVA) of the regression model. An





h = [y, - y)-{yi - y)
This identity indicates that the residual et is the difference between two quantities, the
deviation of the observation y, from the overall mean yi , and the deviation of the fitted
value y, from the overall




















Figure 3.28: Geometrical meaning of identity (Draper and Smith, 1981)




The term on the left-hand side is the total variance, called the total sum of squares (SST
or Syy)- The first term on the right-hand side is the error sum of square (SSE). The
second term is the regression sum of square (SSR). These terms can also be
represented as a matrix form. Suppose we have a linear system for a measurement




+--- + bpxp, +e,
y2 =b0 +b,x]2 +b2x22
+--- + bpxp2 +e2 (3.19)
yN =b0+b,x,N +b2x2N
+--- + bpxpN +e.
Equivalently it can be represented as a matrix form,
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<=> f = a:z>+ (3.20)


































Table 3.1 Anova Table for Testing Significance of Regression
The benefit of the ANOVA table becomes apparent when one also makes distributional
assumptions about the errors. If the error possesses an independent white gaussian
distribution with zero mean, then SSR theoretically has a chi-square distribution with p
degree of freedom, written x2P, and SSE has also a chi-square distribution with n-p-1
degree of freedom, written x2n-p.1. Hence if the regression model is adequate, then the
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terms should be chi-square distributed, and if the model is not adequate, the terms will
not be chi-square distributed. Furthermore, since SSR and SSE are independent, the
ratio of two errors possesses an F distribution with p and n-p-1 degree of freedom under






Thus we can determine whether or not the proposed model is adequate comparing the
ratio F to a tabulated F-statistic with p and n-p-1 degree of freedom under a specified
confidence level. If the ratio F is smaller than the tabulated value, it is concluded that
there is no significant regression relative to any of the proposed variables X, and thus
the current model is adequate. However, if the ratio F is larger than the tabulated F-
statistic value, a better model is required to explain the variance, and a new variable is
incorporated into the model.
Application on MDM of Selection Technique
All estimated endmembers obtained by MDM might not be independent of each other
due to the various factors such as the incomplete simplexity of image data, the
inaccurate inherent dimensionality calculated, and a noise impact on the image data.
However, the first k estimates selected by MDM tend to be independent of each other
since MDM finds the estimate with biggest variability in each step. To find the number k
of first estimates, we would calculate a fitting error resulting from the misfit by the
estimates over the entire image data in each step. However, the use of the entire image
will be computationally intensive. Instead of the entire image, we use a classified
image
obtained by an unsupervised classification technique. Hence only representatives of
each class will be used to calculate fitting errors. Then we apply the forward selection
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technique to add more estimates with independent variability from the remaining
estimates into the first k estimates. Let E be a matrix composed of column vectors of
















Apply the forward selection to s with the initial model E to get a final model. In each step,
the fitting error is also calculated to check overfitting.
3.2.2 Derivation of background subspace
The purpose of this section is to estimate the basis vectors of the background subspace
extracted from the scene image. The background subspace is assumed spanned by a
set of pixels that do not include any portion of target spectra. That is, any pixel in the
background subspace is the mixture of only interfering background spectra not mixed by
target materials. We can divide the scene image into three groups. The first group is the
set consisting of pixels contained in the background space. The second group is
composed of the pixels with only pure target spectra not including any portion of
background spectra. The third group is composed of the pixels with both target and
background spectra, that is, a mixture of target and background spectra. Let the first
group be denoted by B, the second group T, and third group TB. In general, when the
spatial size of a target is large enough compared to the sensor's ground resolution, the
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scene image is composed of all three groups, B, T, and TB. In case where the spatial
size of a target is smaller than the size corresponding to the sensor's ground resolution
such as a small vehicle, the scene image is composed of only two groups, B and TB. To
estimate the basis vectors of background subspace, we need to separate the group B
from the scene image. Since the target space can be estimated as mentioned in section
3.1.1 and 3.1.3, the group T can be separated from the scene image using such method
as described in section 3.1.2. However, the group TB cannot be separated from the
scene image at this point. Separating the group TB from the scene image is the goal of
this section. I will introduce a couple of methods for the separation problem such as a
method using data simplexity and another method using the selection technique as
mentioned before.
A method using data simplexity
Using an indirect method, it is possible to estimate the basis vectors of background
subspace without separating the group TB from the scene image. Let M be the p
x mn
data matrix where p is the number of bands, and m and n are the number of column and
row respectively in the scene image data. Then
each column vector in M represents a
spectral vector in a pixel. Let H be the matrix of target basis vectors obtained from
section 3.1 .3 not 3.1 .1 . That is, each column vector in H represents a basis vector of the
target subspace. The reason why the target basis vectors
obtained from section 3.1.3 is
used is that they have realistic forms with spectral radiance value,
which is consistent
with the use of real image data as shown below. Construct a concatenated matrix
MH of





Apply the MDM described in section 3.2.1 to the data set MH to obtain endmembers of
MH. Then the obtained endmembers should be composed of the basis vectors
(endmembers) of the background subspace and the basis vectors of the target
subspace. That is, any obtained endmember is either in the group B mentioned before or
in the target subspace. In other words, no mixtures of target and background spectra are








(a) No pure target pixel in scene
image data.
(b) Adding target basis vector hi into
scene image data.
Figure 3.29: Simplex shapes before and after
adding target basis vectors
Note that (1) e1, e2 are basis vectors of background subspace <S>.
(2) <S> is denoted as the segment connecting e1 and e2.
(3) hi is a target basis vector.
(4) m is a mixture vector of hi and <S>.
In case there is no pixel representing pure target spectrum in the scene image, the data
scatter plot can be shown as in figure 3.29 (a). Although the scene data dimension is
over a hundred, two-dimensional description in the figure is enough to show the concept.
From this structure, three vertices, e1, e2 and m are selected as the endmembers using
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MDM. However, it is not easy to separate e1 and e2 from the three since it can be very
difficult to decide whether or not m is a target mixture. To resolve this problem, consider
a combined data set of the scene image data and the target basis vectors as shown in
formula 3.25. The figure 3.29 (b) shows this data set in the form of two dimensional
scatter plot where hi is one of the target basis vectors to be inserted in the scene image
data. From this structure, three vertices, e1, e2 and hi are selected as the endmembers
using MDM. Since hi is one of the target basis vectors, it is not difficult to distinguish hi
from the others. Hence, the background basis vectors, e1 and e2 can be easily selected
from the scene image. Furthermore, the existence of the pure target pixel such as hi in
the data does not allow any target mixture such as m to be selected as an endmember,
since the data set is assumed to be a simplex.
A method using selection technique
This method is to apply the stepwise selection technique to endmember estimates
obtained from the above method. Let E be an initial model that contains the endmember
estimates, and H a set of target bases. One of the target bases can be selected to
incorporate into initial model E based on the selection criteria. Then an unnecessary
endmember estimate is removed from the initial model E to yield better model if any.
This procedure proceeds recursively to remove all unnecessary endmember estimates
from the initial model E. Then endmember estimates remaining in E after removal will be
considered as background basis vectors.
94
3.3 Generalized Likelihood Ratio Test
In this section, the GLRT will be extended to the problem detecting target signal
embedded in structured background signatures as well as unstructured random noise.
Scharf and Friedlander (1994) derived the optimal (UMP) GLRT's for various detection
problems, which is called matched subspace detector. Based on this detector, our
detection algorithm will be implemented. The Matched Subspace Detector was
developed by to resolve the problem of detecting subspace signals in subspace
interference and broadband noise for signal processing and communication theory. The
simplest detection problem is to decide whether a signal of interest is present embedded
in noise, or if only noise is present. The MSD extends this problem to the case that a
signal could be corrupted by not only noise but interference signals. Hence, the
measurement model of the MSD is very similar to our linear signal-interference mixture
model in section 2.2.3. The theoretical background of the MSD is based on the
generalized likelihood ratio test (GLRT) and the oblique subspace projection (OBSP).
The GLRT takes an extended form of the Neyman-Pearson likelihood ratio test (NPLRT)
in that the generalized likelihood ratio (GLR) is estimated by replacing the unknown
parameters of likelihood functions of the GLR by their maximum likelihood estimates
(MLE). The OBSP is a data projection method of projecting measurements onto a
low-
rank subspace along a direction that is oblique to the subspace. In the MSD, the OBSP
is used to estimate the unknown parameters of the likelihood functions of GLR whose
parameters are replaced by the MLE's. The MSD assumes that the noise is uncorrelated
and the variance of each channel (band) is equal to each other. In this paper, the sensor
noise will be eliminated from the image data using the dark current image and MNF
preprocessing, and the error noise caused by insufficient parameter estimation will be
assumed to be a white noise with normal distribution.
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3.3.1 Detection Problem
Let y be a measured signal vector such that y
= ( y1( y2, ..., yp )T, H be a matrix whose
columns are the basis vectors of the subspace spanning signals of interest, and S be a
matrix whose columns are the basis vectors of the subspace spanning the background
spectra in the scene image. In general, <H> and <S> are not orthogonal, but linearly
independent, where <H> and <S> are defined as subspaces spanned by the column
vectors of H and S respectively. The detection problem is to determine whether or not at
least one of the signals of interest exists in the measured signal y. In the statistical point
of view, the problem can be regarded as deciding between two possible hypotheses as
follows:
H0 : y = S<|> + n
for unknown parameter vectors 8, <)>, (3.26)
H! : y
= H6 + S(|) + n
where n is assumed to be a Gaussian random noise vector with zero mean and
covariance matrix Sn. Under the hypothesis H0, y is a Gaussian random vector with
mean S<|) and covariance matrix . Under the hypothesis Hu y is a Gaussian random
vector with mean H8 + S<|> and covariance matrix Z. Hence, the detection problem can
be considered as a test of distributions :
H0 : y
~ N(S(|>o, 1)
for unknown parameter vectors <t0, <|>i, 81. (3.27)
H, : y
~ N(H9i + S^, En)







y Sfa. The likelihood function for this multivariate normal distribution for
measurement y is
/(^o^n;y)=(2^^|Znr,2exP[-In/-Vl.n0] <3-29)
which is a function of (fa, Zn) when a measurement y is given. Under the hypothesis H-i,







y H81 S<J>1. The likelihood function for this multivariate normal distribution
for measurement y is
/^l^l,Z;y)=(2^rP2|Zn|-|2exP[-in/.Sn-l.n1] (3.31)
which is a function of (81, fa, Zn) when a measurement y is given. Then the likelihood




The likelihood ratio /(y) is a function of a measurement y with five unknown parameters,
fa, fa, 81, Zno, Zni. Hence, it is expected to be greater than one whenever the parameters
(01, fa, Zni) better model y than do the parameters (fa, En0). The following section
presents a method of testing the likelihood ratio.
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3.3.2 Generalized Likelihood Ratio Test
When the unknown parameter sets (81, fa, Em) and (fa, Zn0) are replaced by their
maximum likelihood estimates (MLE's), the corresponding MLE of the likelihood ratio is





1 r a -1 - t ^ -1 - ,-, (3.33)(^
) exp[--(n, Z, n,-n0 -I0
-n0)]^ ;






When the noise covariance Z is known, there is no need to calculate their MLE's, o
and Zni- In this case, En = 2no = Em for a known Zn, and it is convenient to replace the
GLR in equation (3.33) by the logarithmic GLR as follows:
L(y) = 21n/(y) =
n0r-V'-no-
n.'-S/'-n, (3.35)
When the noise covariance Sn is unknown, its MLE's corresponding to each hypothesis






Two terms in the right side of equation (3.36) can take another forms
(Johnson and





























Then the generalized likelihood ratio test (GLRT) is defined as an extension of the






where PFA is the probability of false alarm. When the
distribution of L(y) is known under
H0, the threshold r| is set to give a desired constant false




To perform the test, the distribution of L(y) should be known. This implies that the MLE's
fa, fa, 0! should be first estimated so that the MLE's ni and n0 can be estimated. The
next section presents a method of estimating the MLE's.
3.3.3 Oblique (Subspace) Projection
The projection technique is a method widely used to detect a target signal in background
interference and noise. Specifically, the orthogonal projection operator has been utilized
as the tool providing the optimal solution for this case. These operators may be used to
enhance target signals while nulling background interference. However, target subspace
and background interference subspace are not generally orthogonal to one another but
independent. Hence, a projection operator along the oblique direction will have a better
performance than an orthogonal one. Behrens and Scharf (1994) have applied the
oblique projection to the signal processing applications. The oblique projection will give
an insight to estimate the MLE's of the unknown parameters such as fa, fa, 01 in the
general likelihood function shown in section 3.3.2. The following figures show the
geometrical descriptions for the projections.
Orthogonal Projection Oblique Projection
Figure 3.30: Two types of projections
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Mathematical Description
Let H and S be full rank matrices. Then <H> and <S> are defined as the subspaces
generated by column vectors of H and S respectively. Also, <HS> is defined as the
subspace generated by the concatenated matrix (HS) of matrices H and S. Operator EHs
is defined as the oblique projection operator onto <H> along the oblique direction to
<S>
as shown in figure 3.30. Its mathematical formula is shown as follows:
EHS=H(HTPsHrHTPs^ <3-42>
where P^ is defined as the projection operator onto the orthogonal subspace of S.
The oblique projection can be regarded as a generalized form of the orthogonal
projection in that the subspace S does not need to be orthogonal to H. In case that S is










denotes the orthogonal subspace of H. For any vector y, the orthogonal




The above orthogonal projection operator onto
<HS> is decomposed with respect to the
subspaces, <H> and
<S> in two different ways as follows:






is defined as the projection operator onto the orthogonal subspace of S.
In equation (3.45), EHS is the oblique projection into H along the oblique direction to S,
and ESH is the oblique projection into S along the oblique direction to H. The general
properties of the oblique projection operator are as follows:
EHS=H(HTPSLH)HTP^
ESH^S(STP^Sy]STPJi
EHSH = H,' HS EHSS = 0
ESHH = 0
(3.46)
where EHS and ESH have respective range spaces <H> and <S>, and respective null
spaces <S> and <H>. The following figure shows two different decompositions of the




Figure 3.31: Decompositions of y onto subspaces
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The subspace < h > is the subspace spanned by columns of the matrix PsH ;
the projector p projects onto the subspace < S
>x
. Geometrically, the subspace
i
< Ps H > is the part of <H> which is unaccounted for by the subspace <S>, when
<H> is resolved into <S> and its orthogonal subspace. The following figure shows the






Figure 3.32: Decompositions of y on <HS>:
The range of Pplff is < Ps H > ,
and the null spaces of Pp,H is <i//>x.







Then we can summarize the decomposition of PHs as
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P = F + F
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Note that rs rHs is the projection as follows:
Ps
~
Phs = Ps Pp^-H s
= Ps EHSPs (3.50)
The equation (3.49) and (3.50) will be represented as quadratic forms for measurement







Phs )y = yTpsPPtHPsy =/^^
The two equations are fundamental forms that will be utilized later to estimate the MLE's
for unknown parameters in the likelihood functions of the GLR.
3.4 Development
From our target detection problem, any pixel vector y in the scene image can be
represented by one of the following two forms:
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y
= S<|> + n
for some coefficient vectors 0, fa (3.52)
y
= H0 + S<|> + n
where H and S are defined as matrices representing target and background subspaces
respectively obtained from our target and background subspace models in section 3.1
and 3.2, and n is a sensor noise modeled by the Gaussian random vector with zero
mean and p x p covariance matrix Zn, p is the number of bands. However, since two
subspaces, H and S, are estimated, there should be some error caused by insufficient
estimation. Hence, equation (3.52) should be changed to another form as following:
y
= S0 + ns+ne
for some coefficient vectors 0, fa (3.53)
y
= HO + S0 + ns + ne
where ns is the noise due to the sensor, and ne is the noise due to the insufficient
estimation error of two spaces. As mentioned before, the sensor noise ns can be
modeled by the dark current image of the sensor. Using the proper preprocessing on the
data set such as MNF transform as mentioned in section 2.4.3, the sensor noise ns can
be eliminated from the data set. However, since ne depends on the estimation of the
target and background space, its exact statistical model is not easy to predict. Therefore,
we assume that ne follows the normal distribution with zero mean and constant variance,
a2, for all bands, and that all bands are decorrelated with each other. In this case, the
noise covariance matrix of ne is a2I where I is a p x p identity matrix. Then equation
(3.53) can be rewritten in simple form after eliminating sensor noise as follows:
for some coefficient vectors 0, fa (3.54)
y
= H0 + S0 + ne
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for some coefficient vectors 0, fa (3.55)
Under the hypothesis H0, the probability density function of vector y with dimension p is
i i 1
/(v;^<r0-) = (2^rj0-)-/'2exp[- 1| y-S<p\\2]
2a; (3.56)












which is a function of ty with the vector y. Under the hypothesis H^ the probability density
function of y is















which is a function of (0, fa for a given vector y. Then the likelihood ratio for any two













where h0 =y-S0 and ., =
y- H0-S<j> are maximum likelihood estimates.
Since
o2











Then the GLR in equation (3.61) is represented as
w=
"J
V II"' II I





L(y) = (Ky)) =\rw
(3.64)
In equation (3.64), the MLE's of n0 and n, for a vector y
are obtained using the oblique
projection as follows:
ho=y-S0 = y-P^y
= (I-Ps)y = Ps"y
h,=y-H0-S0 = (I-E.i-E.-)y
= (I-P^)y = P^y
(3.65)
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It is natural to define the GLR as L(y)
- 1 as follows:
The GLR in (3.67) can also be represented as another form as follows:
yrP1P PLy
T




When the sample size is large enough, two quadratic forms of L(y) are independent chi













where the parameter s is the dimension of the orthogonal subspace of S, i^Sj , and p
is the dimension of [Ps1^/ The parameter
Z2
















Its false alarm and detection probabilities are as follows:
PFA=1-P[FP.S-P(0)<TJ]
PD=\-P[Fps_pa2)<Tj]




4. Results and Discussion
This chapter describes the results obtained from the target detection algorithm
developed in this research. First, a computer simulation is described. For the simulation,
1000 simulated mixture reflectance signatures are generated, and given a specific
atmospheric condition to create a radiance or DC image cube. Then various scales of
target mixture are also generated for testing. Second, the algorithm is tested on the real
HYDICE with a target panel. This target panel is not a subpixel scale material in this
scene, and so the image is modified averaging pixels so that the panel becomes a
subpixel scale material in the modified image. Then the algorithm is tested on this
modified image. Finally, a real AVIRIS image is used to test the algorithm. In this test,
the surface of a tennis court in the scene is used as a target material. The court seems
to be a relatively big target material, but it might be divided into several subpixel scale
materials due to the fairly big ground coverage of AVIRIS sensor (20m x 20m). The
results show that the approach is feasible on the real hyperspectral images.
4.1 Simulation
The detection algorithm was first tested on a simulated data set composed of one
thousand image pixels with 224 spectral bands. First, seven different reflectance curves
were chosen from USGS spectral library, and they were used as the endmembers of
background spectra. In addition, one reflectance curve was also chosen from USGS
spectral library for the endmember of target














Figure 4.1: Seven reflectance curves (Background)
Figure 4.2: Target reflectance curves
Second, 992 background mixture pixels were created by linear combinations of the
seven interfering reflectance curves. The corresponding weights of the mixtures were
randomly generated from uniform distributions. The remaining 8 pixels were used for
subpixel target mixtures, 2 for 25%, 2 for 10%, 2 for 5% and 2 for 1% abundance. Third,
the reflectance curves were converted to sensor reaching radiance curves by setting a
specific atmospheric condition on the image data set. Especially, two target pixels with
same amount (%) were set on two different atmospheric conditions (two different look-up
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tables describing two different season's atmospheres) generated by three different
atmospheric parameters such as water vapor, aerosol optical depth and surface
elevation. The following table shows the information of target pixels.
Target pixel pixel 1 pixel 2 pixel 3 pixel 4 pixel 5 pixel 6 pixel 7 pixel 8
Atmosphere A B A B A B A B
Target (%) 25% 25% 10% 10% 5% 5% 1% 1%
Background (%) 75% 75% 90% 90% 95% 95% 99% 99%
Table 4.1: Eight target pixels under different conditions
Fourth, using the dark current noise reference of the AVIRIS sensor, one thousand noise
realization spectra were generated and added to each pixel. The following figure shows















Figure 4.3: 1000 noise spectra
Finally, the target subspace and the background subspace were estimated using the
method described in section 3.1.3 and section 3.2 respectively. The result is shown in
the following figure, which is based on the method
















Figure 4.4: Detection result
As shown in figure 4.4, the total pixels are arranged in x-axis from position 1 to position
1000. Two pixels with 25% target abundance are located in positions 100, 150. Two
pixels with 10% target abundance are located in positions 350, 400. Two pixels with 5%
target abundance are located in positions 600, 650. Two pixels with 1% target
abundance are located in positions 850, 900. The presence of the targets is detectable
in all but one of the pixels at 5% and the pixels with 1 % abundance. It seems that their
powers are too small to be detected compared to noise power. In case of the 5% pixel
not detected, its spectral power was decreased equivalent to that of 1% due to the type
B of atmospheric condition. Note that there is no pixel indicating false alarm. The
detection result shows the performance is fairly good. However, note that this simulation
did not account for the non-linear mixing process for material mixtures. Furthermore,
there are many materials that cannot be covered by target subspace or background
subspace such as man-made objects, clutters and so on. These factors will degrade the
detection performance when we deal with real imagery.
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4.2 HYDICE Image
In this section, the HYDICE imagery is used to test the algorithm. The imagery was
collected over the DOE ARM site in Oklahoma June 24, 1997. There are many test
target panels shown in the image, and one of them is chosen as target panel for our
algorithm test.
Reflectance of Target Panel
Figure 4.5: HYDICE Image and Target Panel
The panel is not subpixel scale in the image, and thus the image is spatially averaged
with 5x5 average kernel to make the panel subpixel scale as follow:
Figure 4.6: Test Image and Target fractions
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The original panel is divided into four pixels containing small fractions of the panel. Thus
the target panels are subpixel scale in the test image. The estimated fraction
percentages are shown in figure 4.6. The following figures show the target detection
results represented by detection image and its 2-dimensional profile. The four adjacent
target subpixels are clearly detected.
L(y)
Pixel #
Figure 4.7: Detection Image and its Profile
It is shown that the detection result is fairly good. There are two factors resulting in good
detection result in this experiment. First, the original scene has a low spatial variability,
which means that the scene is not spatially complicated, and thus has a low intrinsic
dimensionality. This fact ensures the low variability of background subspace. Second,
the target signature has a relatively high contrast compared to the background spectra,
which leads the high ratio of signal to interference and noise. These facts are the very
factors enough to lead to good detection result. Hence, the next experiment will be
performed on the scene where the spatial variability is relatively high, and with a target
that has a relatively low (or medium) spectral contrast.
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4.3 AVIRIS Image
In this section, the AVIRIS imagery is used to test the algorithm. The imagery was
collected over the Ontario Lake area in Rochester, NY May 20, 1999. In particular, this
scene image has a high spatial variability containing houses, parking lots, facilities,
roads, trees, soil, water, beach, and so on. The surface of a tennis court is used as a
target material. The target is divided into several subpixel scale materials due to the big
ground coverage of AVIRIS sensor (20m x 20m). The location and the reflectance curve
of the target are shown in figure 4.8.
Figure 4.8: Test Image and Target Information (location
and ground truth)
The following figure shows the result of target
detection map. The brighter pixels indicate
the more probable existence of the target material.
116
Figure 4.9: Target Map
The following figure shows the 2-dimensional profile representation of a target map. In
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Figure 4.10: Profile of Target Map
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After thresholding, the most probable target locations are shown in the following figure.
* 3... .-,-:!
Figure 4.11: Estimated Target Locations
The three locations circled in the above figure were compared to high-resolution photo
images taken in this area, and proved that they match the exact locations of tennis
courts. The other two locations were not identified with the photo since they are out of
the photo scene. Regarding the threshold, it cannot be determined theoretically based
on the formula (3.73). The relationships among the detection probability PD, false alarm
rate PFA and threshold 77 are valid only in the case where target and background
subspaces are perfectly described in the detection problem. However, in practice, two
subspaces are approximated as their estimates in most of cases. The relationships are
just criteria for detector designers to evaluate the performance of the detector itself.
Hence a practical way to build the relationship should be introduced to evaluate the
performance of the algorithm in practice. A simple way to do this is to collect a large
number of samples (groundtruth). Then for a fixed threshold y, we can calculate PFA by
counting the false-alarmed pixels and dividing the number by total number of entire
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image pixels, and PD by counting the number of pixels detected from the groundtruths
and dividing the number by the number of all pixels of the groundtruths. By varying the
threshold, a lot of sample pairs (PFa, Pd) would be generated to give a relationship.




Detecting a subpixel scale target material in a complicated scene is a difficult task due to
various factors. First, the signature of the target radiance reaching the sensor varies
significantly due to the variability of atmospheric and geometric conditions. There are
two approaches to account for this variability. One is to use an atmospheric calibration
method, and the other is to employ the linear model to describe the variability. There is a
tradeoff in choosing one of two approaches. Second, there is little prior information about
background spectral signatures in practice. Such information should be extracted directly
from the scene image without any knowledge. In particular, hyperspectral imagery has
relatively large ground coverage that is a tradeoff of high spectral resolution. Thus a
target pixel is usually corrupted by not only major background spectra but minor clutters
such as man-made small materials, unidentifiable materials that are trivial but enough to
change target signature, and so on. These clutters may result in insufficient estimation of
background subspace, and thus play a critical role increasing false alarm. Third, it is very
difficult to extract only background subspace without containing any of target variability
from the scene image. If there is an overlap between target and background subspaces,
then it cannot ensure the independency between them. This fact would also increase the
false alarm. Hence the algorithm was developed to address these factors. The following
section shows the graphical summaries of each subspace extraction.
5.1 Summary





























Figure 5.1: Generation of Target Subspace
The first step is to parameterize all realistic atmospheric and geometric conditions.
Second, a set of parameters corresponding to a specific atmosphere is input into
MODTRAN to generate a set of radiometric terms such as downwell radiance, path
radiance, transmission, and so on. These radiometric terms and target reflectance are
input into the linear model of radiance reaching the sensor to generate a radiance curve
corresponding to the specific atmosphere. This process is repeated until all realistic
target radiance samples are collected. Finally, the target subspace is generated based
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on the samples. The following figure shows the steps involved in how the background
subspace is generated from the scene image.
Target MDM
Subspace











Figure 5.2: Generation of Background Subspace
The first step is to combine target basis vectors into the scene image data, and then
apply MDM to the combined data set to prevent target mixtures from being selected.
Second, remove the target basis vectors from the results of first step if any. Finally apply




There are several limitations in the algorithm, which degrade its performance. First,
insufficient estimation of target samples due to the inherent MODTRAN error. In
particular, the errors tend to prevail in visible region due to the insufficient compensation
for scattering effect resulted from aerosol type and amount. This fact leads to insufficient
estimation of target subspace. Second, the MDM was initially designed to work perfectly
with a perfect simplex. However, although scene image data is well approximated by a
simplex, its real shape tends to deviate from the shape of simplex due to the impact of
atmosphere and the absence of pure endmembers. This fact makes it difficult to
determine exact endmembers and to decide how many endmembers are enough to
describe the entire scene image. Finally, the unknown noise statistics used in the GLRT
detector is assumed to be white gaussian noise. However, the hyperspectral imagery
has a noise structure with high correlation among the spectral bands. The next section
will present several approaches to reduce these limitations.
5.3 Future Works
For the MODTRAN inherent error, I suggest building a statistical transformation bridging
between two data sets generated from ground truth measurement and its MODTRAN fit
respectively. The statistical transformation is intended to minimize or fix the intrinsic
mismatch between sensor observed spectrum and its MODTRAN simulation
(estimation). Since the MODTRAN error is mainly resulted from insufficient modeling of
scattering effect, the downwell radiance (sky light) will be one of the informative sources
enough to describe the scattering effect. I know there is a very useful
database that is a
set of 7,258 ground irradiance spectra collected under various atmospheric conditions in
Boulder, Colorado during 1997 (Pan, 2000). For each irradiance spectrum, we can find a
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MODTRAN fit closely matching it. Then we can construct a set of 7,258 MODTRAN fits
corresponding to each of 7,258 ground irradiance spectra. For two databases
constructed, one of the regression techniques can be applied to build a transformation
matrix bridging them. The regression techniques are such as ordinary least squares,
principal component regression and canonical correlation regression. Therefore, we can
obtain more accurate target samples using this method. There was a similar research
done by Goetz et al (Goetz, 1998).
The MDM is designed to find the spectrally purest pixels in the scene image. Thus the
simplex constructed by these pixel points cannot encompass all the image data into





developed by Naval Research Lab
(Bowles, 1998) are well known techniques such that they find the vertices of an optimal
simplex wrapping all the image data. The tradeoff is that the algorithms are
computationally intensive, and time consuming.
Regarding the GLRT under the unknown colored noise, it is suggested to employ the
adaptive matched subspace detector (Scharf, 1996). This detector extends the MSD to
unknown colored noise structure and provides a suboptimal GLRT. This approach will
provide more practical environment for the detection problem.
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