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Abstract
The classical concept of a finite state automaton (FSA) has long been used in com-
puter science to classify formal languages regarded as sets of strings. This paper sur-
veys and unifies recent results on strings recognized by FSA defined by labeled directed
graphs, and highlights several interesting open questions. In particular, one of our open
questions deals with a new method of applying a related construction to classification
of strings.
1 Introduction
Labeled graphs and diverse objects derived from them are most important essential tools of
computer science. Various applications of labeled graphs have been actively investigated by
many researchers. We refer to [13] for a dynamic survey on graph labeling available online
from the Electronic Journal of Combinatorics. Many interesting results concerning graph
labelings have appeared in the literature recently, see [2, 3, 4, 29, 30, 32, 33, 40, 43, 44, 45,
47, 48].
The first aim of this paper is to survey and unify recent results devoted to the investigation
of combinatorial properties of strings recognized by FSA defined by labeled directed graphs.
Secondly, we raise and highlight several interesting open questions. In particular, one of our
open questions deals with a new method of applying a related construction to classification
of strings.
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2 Preliminaries
We use standard concepts on algorithms and graphs, following [9] and [42]. Likewise, for
the background terminology and notation of automata and languages theory we refer the
readers to [12, 36, 39, 50]. As it is customary in the literature, we say that a question is
decidable if there exists a combinatorial algorithm which finds the answer.
Throughout the word graph means a finite directed graph without multiple edges but pos-
sibly with loops. Let X be an alphabet, i.e., a finite set of elements called letters. A string
over X is a finite ordered sequence x1, . . . , xn, where x1, . . . , xn ∈ X. The set of all (non-
empty) strings over X is denoted by X+. It is often convenient to include into consideration
the empty string without letters. It will be denoted by 1. The set X∗ = X+ ∪ {1} of all
strings over X is called the free monoid generated by X, see [12].
Classification of data is important in data mining, see [49] and also, for example, [10], [11],
[28], [37]. One of the standard well-known methods of classifying strings uses the notion of
a finite state automaton (FSA). As a binary classifier, each FSA accepts some strings and
rejects others. The set of all strings accepted by an FSA is called the language recognized
by the automaton, see [12].
Several new ways of defining classical finite state classifiers have been considered in the
literature, and a general concept based on graph labelings has been introduced in [21]. Now
it is possible to unify different results and determine how properties of the classifiers depend
on the properties of the original graph labeling.
Let D = (V,E) be a graph, ` : X → {+,−} and f : X → V any mappings, and let T be a
subset of V ∪ {1}. The finite state automaton Atm(D,T, f, `) of the graph D is the finite
state binary classifier with
(DA1) the set of states V ∪ {1};
(DA2) the initial state 1;
(DA3) the set of terminal states T ;
(DA4) the next-state function given by
a · x =
{
f(x) if `(x) = + and (a, f(x)) ∈ E, or if a = 1,
a if `(x) = − and (f(x), a) ∈ E,
for a state a and x ∈ X.
Thus the edges of the transition diagram of Atm(D,T, f, `) are also edges or reversed edges
of the graph D.
Let D be a class of graphs and let X = X+∪˙X− be an alphabet. Denote by G(D, X+, X−)
the class of sets of strings recognized by automata Atm(D,T, f, `) of graphs of class D over
the alphabet X with the given labeling `(X+) = {+} and `(X−) = {−}. In the case when
D is the class of all directed graphs we denote this class of sets of strings by G = G(X+, X−).
The sets of strings recognized by automata Atm(D,T, f, `) have interesting combinatorial
properties.
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3 Combinatorial properties
This section is devoted to combinatorial properties of sets of strings recognized by the finite
state automata Atm(D,T, f, `) of graphs.
Theorem 1 ([21]) For every set L of strings over an alphabet X, the following conditions
are equivalent:
(i) there exists a directed graph D and a finite state automaton Atm(D,T, f, `) such that
L is recognized by this automaton;
(ii) there exist two disjoint subsets X− and X+ of X such that X = X−∪˙X+ and, for all
x ∈ X+, y ∈ X−, z ∈ X and u, v ∈ X∗, the following implications hold:
(a) zxu ∈ L implies xu ∈ L,
(b) xu, zxv ∈ L implies zxu ∈ L,
(c) zyu ∈ L implies zy∗u ∈ L,
(d) zv, zyu ∈ L implies zyv ∈ L,
(e) xyu ∈ L if and only if yxu ∈ L.
A detailed description of all sets of strings recognized by automata Atm(D,T, f, `) with
Im(f) = {+} is given by the following theorem in terms of combinatorial properties of
strings.
Theorem 2 ([22]) For any language L over an alphabet X, the following conditions are
equivalent:
(i) L is recognized by a finite state automaton Atm(D,T, f, `) with Im(f) = {+};
(ii) at least one of the following two conditions is satisfied for all x, y ∈ X, and u, v ∈ X∗:
(a) xyu ∈ L implies yu ∈ L, and
xu, yxv ∈ L implies yxu ∈ L;
(b) yu ∈ L implies xyu ∈ L, and
yxu ∈ L implies xu ∈ L or yxv ∈ L.
4 Regular expressions
This section deals with descriptions of sets of strings recognized by finite state automata
Atm(D,T, f, `) of graphs in terms of regular expressions for these sets or their complements.
Given a relation R ⊆ X ×X, put
R−1 = {(x, y) | (y, x) ∈ R}.
95
Theorem 3 ([21]) For every set L of strings over an alphabet X, the following conditions
are equivalent:
(i) there exists a directed graph D and a finite state automaton Atm(D,T, f, `) such that
L is recognized by this automaton;
(ii) there exist a subset XT of X, disjoint subsets X− and X+ of X, and relations R1 ⊆
X+ ×X+, R2 ⊆ X− ×X−, and R3 ⊆ X− ×X+ such that X = X−∪˙X+ and the set
X+ \ L of strings has the following regular expression
(XN ∩X−)X∗− +X∗(XN ∩X+)X∗− + (1)∑
(xi,xj)∈R1∪R−13
X∗xiX∗−xjX∗ +
∑
(xi,xj)∈R2∪R3
xiX
∗−xjX∗,
where XN stands for X \XT .
Note that a set L of strings is accepted by Atm(D,T, f, `) if and only if L \ {1} is accepted
by Atm(D,T \ {1}, f, `).
A detailed description of all sets of strings recognized by automata Atm(D,T, f, `) with
Im(f) = {+} is given by the following theorem in terms of regular expressions.
Theorem 4 ([22]) For any language L over an alphabet X, the following conditions are
equivalent:
(i) L is recognized by a finite state automaton Atm(D,T, f, `) with Im(f) = {+};
(ii) there exist disjoint subsets X1, X2 of X and a relation R ⊆ X × X such that the
language L \ {1} or X+ \ L has the following regular expression
X∗X1X∗ +X∗X2 +
∑
(xj ,xi)∈R
X∗xixjX∗. (2)
Theorem 5 ([22]) It is decidable whether a regular language belongs to the class G.
Denote by Ga the subclass of G containing the sets of strings over X satisfying condition (a)
of Theorem 4 and by Gb the subclass of G containing the sets of strings over X satisfying
condition (b). Let G˜i = {L ⊆ X∗ | L = X∗ \ L ∈ Gi}, for i = a, b.
Theorem 6 ([22]) The classes Ga and Gb satisfy equalities G˜a = Gb and G˜b = Ga. A set L
of strings belongs to the class Ga ∩ Gb if and only if there exists a subset X2 of X such that
L \ {1} is given by the regular expression X∗X2.
In particular, the class Ga ∩ Gb contains the sets of strings ∅, {1}, X+, and X∗.
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Theorem 7 ([22]) The class Ga contains all regular sets of strings given by the regular
expressions of the form
X1X
∗
2X3X
∗
4 · · ·X∗2nX2n+1, (3)
where X1, X2, . . . , X2n+1 ⊆ X ∪ {1}, and Xi ∩Xj = {1}, for all 1 ≤ i < j ≤ 2n+ 1.
It is easily seen that all sets of strings in the class Gb, except ∅ and {1}, are infinite. On the
other hand, the class Ga contains some finite sets of strings, but not all, as the following
theorem shows.
Theorem 8 ([22]) Let L be a finite language over an alphabet X, where |X| = n. If L ∈ Ga,
then |L| ≤ 2n.
It is well-known that all finite sets of strings are regular. Hence we see that many regular sets
of strings are not recognized by finite state automata Atm(D,T, f, `) with Im(f) = {+}.
Proposition 1 ([22]) There exists a set of strings which belongs to Ga but cannot be defined
by a regular expression of the form (3).
We say that a language on X is trivial if it is equal to ∅ or X+. Obviously, trivial languages
can be recognized by automata Atm(D,T, f, `) with Im(f) = {−}. The next theorem
characterizes all nontrivial languages recognized by automata Atm(D,T, f, `) with Im(f) =
{−}.
Theorem 9 ([24]) A nontrivial language L ⊆ X+ is recognized by the automaton Atm(D,T, f, `)
of some graph with Im(f) = {−} if and only if the letters of X can be reordered and denoted
by
X = {x11, . . . , x1k1 , . . . , x`1, . . . , x`k` , y11, . . . , y1m1 , . . . , y`1, . . . , y`m` ,
z11, . . . , z1n1 , . . . , z`1, . . . , z`n` , u1, . . . , up, w1, . . . , wt},
so that either L or X+ \ L has the following regular expression
(u1 + · · ·+ up)+
+ (x11 + · · ·+ x1k1 + y11 + · · ·+ y1m1)(x11 + · · ·+ x1k1 + z11 + · · ·+ z1n1)∗
+ · · ·
+ (x`1 + · · ·+ x`k` + y`1 + · · ·+ y`m1)(x`1 + · · ·+ x`k` + z`1, . . . , z`n`)∗,
where p, `, t, k1, . . . , k`, n1, . . . , n`,m1, . . . ,m` ≥ 0; `+ p ≥ 1 and if ki = 0, then mi 6= 0 and
ni = 0.
5 Grammars
A complete description of all grammars generating sets of strings recognized by automata
Atm(D,T, f, `) with Im(f) = {+} is given by the following theorem.
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Theorem 10 ([22]) For any language L over an alphabet X, the following conditions are
equivalent:
(i) L is recognized by a finite state automaton Atm(D,T, f, `) with Im(f) = {+};
(ii) there exist subsets Q ⊆ X and P ⊆ X ×X such that the language L \ {1} or X+ \ L
is generated by the right linear grammar with the alphabet X, the set W = {x′ | x ∈
X} ∪ {s0} of nonterminal symbols, the start symbol s0, and productions
s0 → xx′ for all x ∈ X, (4)
x′ → yy′ for all (y, x) ∈ P,
x′ → 1 for all x ∈ Q.
6 Closure properties
Closure properties of sets of strings play one of the central roles in solutions to various
problems. It has been established that G contains certain fairly large known subclasses, is
a proper subclass of the class of sets of strings recognizable by finite state automata, and
is closed under the Kleene ∗-operation and complement. Although the whole class G is
not closed for union, intersection, and product, it has been represented as a union of two
subclasses Ga and Gb such that Ga is closed under intersection and left derivative, and Gb is
closed under union and right derivative.
Theorem 11 ([22]) The class of sets of strings recognized by finite state automata Atm(D,T, f, `)
with Im(f) = {+} is not closed under union, intersection, or product.
For any language L and string u ∈ X∗, let Lu−1 = {w ∈ X∗ | wu ∈ L} and u−1L = {w ∈
X∗ | uw ∈ L}. A class L of sets of strings is said to be closed under left (right) derivative
if L ∈ L implies u−1L ∈ L (respectively, Lu−1 ∈ L).
Theorem 12 ([22]) The class G is closed under complement, Ga is closed under intersec-
tions and left derivative, and Gb is closed under union and right derivative.
Theorem 13 ([22]) The classes Ga and Gb are closed under the Kleene ∗-operation.
Theorem 14 ([20]) For every labeling X = X+ ∪ X− of the alphabet, the class G =
G(X+, X−) is closed under intersection.
Theorem 15 ([20]) The class G(X+, ∅) is closed under the Kleene ∗-operation, but the
class G(∅, X−) is not.
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Theorem 16 ([20]) Let D be any class consisting of complete graphs. Then the following
conditions are equivalent:
(i) L ∈ G(D, X+, X−);
(ii) there exist subsets Y1 ⊆ X+ and Y2 ⊆ X− such that X+ \ L has the following regular
expression
Y2X
∗
− +X
∗Y1X∗− (5)
(iii) there exist subsets Y1 ⊆ X+ and Y2 ⊆ X− such that L has a regular expression of the
form (5) or (6):
1 + Y2X∗− +X
∗Y1X∗− (6)
Theorem 17 ([20]) Let D be any class consisting of complete graphs. Then the class
G(D, X+, X−) is closed under intersection, union and the Kleene ∗-operation.
The in-neighbourhood and the out-neighbourhood of a vertex u of a graph D = (V,E) are,
respectively, the sets
In(u) = {w ∈ V | (w, u) ∈ E} and Out(u) = {w ∈ V | (u,w) ∈ E}.
Denote by Kn the complete graph with n vertices and all loops. A null graph Nk is a graph
on k vertices without edges. Let K ′1,1 be the graph with the set {a, b} of vertices and the set
{(a, a), (b, a)} of edges. Put K1,1 = K ′1,1+(b, b). Let K be the set of the four graphs on the
same set {a, b, c} of vertices such that each graph of K has the edges (a, a), (b, b), (b, a), (b, c),
it may contain the loop (c, c), and it may simultaneously contain the edges (a, b) and (a, c).
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Figure 1: The set K
Theorem 18 ([20]) Let |X| ≥ 3. The class G(D, ∅, X−) is closed under the Kleene ∗-opera-
tion if and only if one of the following conditions is satisfied:
(1) not all graphs in D are null, and each graph of D either is isomorphic to one of the
graphs K2, K1,1, K ′1,1, or is a disjoint union of some copies of K1 and N1;
(2) the following two conditions hold:
(i) for every graph D = (V,E) of D, the out-neighbourhood Out(v) of each vertex
v ∈ V , is equal to one of the sets V, {v}, or ∅;
(ii) the class D contains a graph with a subgraph isomorphic to one of graphs of K.
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7 Combinatorial algorithms
There are three major methods of transforming regular expressions into finite automata,
which can be used in the algorithms of this section (see [51], §3.2). Similarly, the com-
putation of a minimal automaton can be carried out in several ways. For instance, the
reduction algorithm due to Moore starts with a given automaton and computes successive
approximations of the Nerode equivalence (see, for example, [5]). A careful implementation
of this algorithm has been proposed by Hopcroft [1], who proves that it can be carried out
in time O(N logN) for N -state automaton. Let us begin with a general result.
Theorem 19 ([21]) It is decidable whether a regular language is recognizable by finite state
automata Atm(D,T, f, `) of graphs.
The first algorithm of this section verifies whether a set of strings defined by a regular
expression is recognized by an automaton Atm(D,T, f, `) with Im(f) = {−}.
Algorithm 1
// Input: A regular expression R defining a language L.
// Output: Minimal automaton Atm(D,T, f, `) with Im(f) = {−} recognizing this lan-
guage, if it exists.
Step 1. Find an automaton A recognizing L.
Step 2. Reduce A and find an equivalent minimal automaton M.
Step 3. IfM recognizes a nontrivial language, then check whetherM is of the form shown
in Figures 2 or 3 up to notation of letters of the alphabet. If not, then the language is not
recognised by automata Atm(D,T, f, `) with Im(f) = {−}, and we stop. Otherwise, we go
to the next step.
Step 4. In order to construct a graph for the required automaton Atm(D,T, f, `) with
Im(f) = {−} , we use parameters p, `, t, k1, . . . , k`, n1, . . . , n`, m1, . . . ,m` explained in
Figure 2. We may assume that these numbers are ordered so that m1 = · · · = mr2 =
0, mr2+1, . . . ,m` ≥ 1, n1 = · · · = nr1 = nr2+1 = · · · = nr3 = 0 and nr1+1, . . . , nr2 ,
nr3+1, . . . , n` ≥ 1, for some 1 ≥ r1 ≥ r2 ≥ r3 ≥ `. We define all connected components of
the required graph D using the numbers p, r1, r2 and r3. If p > 0, then one of the connected
components of the required graph D is an isolated vertex c0 without edges. The graph D
has r1 connected components isomorphic to K1, r2 − r1 connected components isomorphic
to K2, r3 − r2 connected components isomorphic to K11 and ` − r3 connected components
isomorphic to K12 . Then the language L is recognized by the automaton Atm(D,T, f, `)
with Im(f) = {−} of the graph D.
The next algorithm verifies whether a regular language is recognized by the automaton
Atm(D,T, f, `) of an undirected graph with Im(f) = {−}.
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Figure 2: Alphabet X =
⋃`
i=1
(Xi ∪ Yi ∪ Zi) ∪ U ∪ W , where Xi =
{xi1, . . . , xiki}, Yi = {yi1, . . . , yimi}, Zi = {zi1, . . . , zini}, U = {u1, . . . , up},W =
{w1, . . . , wt}, p, `, t, k1, . . . , k`, n1, . . . , n`,m1, . . . ,m` ≥ 0; `+ p ≥ 1 and if ki = 0, then
mi 6= 0 and ni = 0.
Algorithm 2
// Input: A regular expression R defining a language L.
// Output: Undirected graph with a minimal automaton Atm(D,T, f, `) with Im(f) = {−}
recognizing this language, if it exists.
Step 1. Find an automaton A recognizing L.
Step 2. Reduce A and find an equivalent minimal automaton M.
Step 3. IfM recognizes a nontrivial language, then check whetherM is of the form shown
in Figures 4 or 5 up to notation of letters of the alphabet. (Note that these automata are
simpler than those on Figures 2 and 3). If M is not of this form, then the language is not
recognised by automata Atm(D,T, f, `) with Im(f) = {−} of undirected graph, and we
stop. Otherwise, go to the next step.
Step 4. In order to define a graph D with Im(f) = {−} and Atm(D,T, f, `) recognising
L, we use notation p, `, t, n1, . . . , n`, k1, . . . , k` explained in Figure 4. We may assume that
these numbers are ordered so that n1, . . . , nr = 0 and nr+1, . . . , n` ≥ 1 for some r. Let us
define all connected components of the graph D. If p > 0, then one connected component
of D is an isolated vertex without edges. The graph D also has r connected components
isomorphic to K1, and ` − r connected components isomorphic to K2. Then it follows
from Theorem 9 that the language L is recognized by the automaton Atm(D,T, f, `) with
Im(f) = {−} of the undirected graph D.
For k ≥ 1 and u ∈ X+ such that |u| ≥ k, denote by prek(u) and sufk(u), respectively,
the prefix and the suffix of length k of u. Likewise, denote by intk(u) the set of all proper
subwords of length k of u. A language L ⊆ X+ is said to be k-testable if and only if, for any
strings u, v ∈ X+, the equalities prek(u) = prek(v), sufk(u) = sufk(v), and intk(u) = intk(v)
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Figure 3: Alphabet and all sets of letters as in Fig. 2.
imply that u ∈ L if and only if v ∈ L. A language is said to be locally testable if it is
k-testable for some integer k ≥ 1.
Theorem 20 ([24]) All languages recognized by finite state automata Atm(D,T, f, `) with
Im(f) = {−} are 1-testable.
8 A new method for classification of strings
Let us define a classifier CL(V,E, `, r) as a quadruple
CL(V,E, `, r) = (V,E, `, r), (7)
where V = {v1, . . . , vn} is the set of vertices and E is the set of edges of a graph G = (V,E)
with multiple edges allowed and with each edge e labeled by a letter `(e) of the alphabet
X and a real number r(e). In other words, there are two functions
` : E → X and r : E → R. (8)
The state (or current state) of the classifier CL(V,E, `, r) is a labeling of all vertices by real
numbers, i.e., a function
s : V → R. (9)
Potentially the classifiers CL(V,E, `, r) can be used for both classification and clustering. A
classification of any given set of DNA sequences is a partition of these sequences into several
classes. Classifiers obtain classifications via various algorithms for supervised learning. In
this way the classification is known for the given set of data. The problem is to construct a
classifier that will produce this classification, so that it can then be used to determine class
membership of new sequences. Initial partition is usually communicated by a supervisor
to a machine learning process constructing the classifier. A different problem is that of
clustering data. It deals with dividing a set of given sequences into classes not known
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Figure 4: Alphabet X = X1 ∪ · · · ∪ X` ∪ Z1 ∪ · · · ∪ Z` ∪ U ∪ W , where Xi =
{xi1, . . . , xiki}, Zi = {zi1, . . . , zini}, U = {u1, . . . , up},W = {w1, . . . , wt}, p, `, t, n1, . . . , n` ≥
0; `+ p ≥ 1; k1, . . . , k` ≥ 1.
initially, but determined according to certain measures of similarities between sequences.
This is usually accomplished via a process of unsupervised learning, see [49].
Now suppose that we want to use a classifier CL(V,E, `, r) to analyze a string
u = x1, x2, . . . , xN , (10)
where x1, . . . , xN ∈ X. The initial state s0 : V → R can be chosen arbitrarily depending on
practical implementation. Then we use the labeled graph to recursively process all letters
of the sequence u and modify the state of the graph. Suppose that after we have considered
the first i ≥ 0 letters of u the state of the graph is
si : V → R.
Then we can determine the next state si+1 with recursion
si+1(v) =
∑
w∈V,(w,v)∈E
r((w, v))si(w). (11)
After the whole sequence u has been processed, for every vertex v ∈ V , we know the final
value sN (v) ∈ R.
Let us now define the standard partitions which we are going to use in classification of
DNA sequences. The following standard partitions will be associated with the classifier
CL(V,E, `, r). For every 1 ≤ k ≤ N , we define the classification Kk as the one which
divides all given DNA sequences into classes C1, . . . , Ck, by including the sequence u into
the class Ci = C
(k)
i , where i is chosen so that 1 ≤ i ≤ k, and
sN (vi) = max{sN (v1), . . . , sN (vk)}.
Obviously, for k > 1, every classification Kk can be obtained from Kk−1 by selecting certain
elements in all classes
C
(k−1)
1 , C
(k−1)
2 , . . . , C
(k−1)
k−1
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Figure 5: Alphabet and all sets of letters as in Fig. 4.
of Kk−1 and including them in the new class C(k)k . Thus, every previous classification can be
regarded as a simplified version of the next one, and every next classification is a refinement
of the preceding one.
This new concept has been introduced in [19]. Our intention is to attract the attention
of other researchers to this interesting and promising new notion. We are planning to
investigate this construction further in the framework of our work on IRGS grant allocated
by the University of Tasmania for the study of combinatorial algorithms for classifying DNA
data collected by the School of Plant Science and CRC for Sustainable Production Forestry.
It is always essential to verify that a new model is suitable for handling sufficiently general
classes of problems.
Proposition 2 ([19]) For each set S of DNA sequences and every given partition
S = S1∪˙S2∪˙ · · · ∪˙Sk (12)
one can find a classifier CL(V,E, `, r)
C = CL(V,E, `, r) = (V,E, `, r) (13)
which produces classification
K : X∗ = C1∪˙C2∪˙ · · · ∪˙Ck (14)
such that the classes of partition (12) are determined by the classes of classification (14) so
that Si = S ∩ Ci for all i = 1, . . . , k.
Thus, the classifiers CL(V,E, `, r) can handle all classification problems for DNA datasets
given sufficient computing time.
This new model has some similarities with the concept of a finite state automaton and that
of a neural network, but is different from them. The notion of a classifier CL(V,E, `, r)
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has been carefully chosen from the very beginning to combine the generality of finite state
automata and the flexibility of neural networks.
Neural networks can be represented with similar labeled graphs. In this case the vertices
are called neurons, and the labels of the edges are called weights. Edge labels are modified
while a neural network is being trained. After that during the operation of the network the
labels remain unchanged. Each neuron of the network takes a weighted sum of its inputs
and passes it through a threshold function, usually the sigmoid function. The classifiers
CL(V,E, `, r) are different from neural networks and finite state automata.
The major difference is that neural networks and the classifiers CL(V,E, `, r) are designed to
solve substantially different types of problems. Neural networks cannot be directly applied
to classification of DNA sequences without collections of some additional data, for example,
from microarrays. The reason for this is that the operation of every neural network depends
on a relatively small number of input parameters, represented as continuous real values.
Small changes to the values of these parameters are not generally supposed to create changes
to the classification outcome. Hence it is impossible to encode whole long DNA sequences
in this way. In contrast, classifiers CL(V,E, `, r) can process all base pairs of a given DNA
sequence in succession.
Sophisticated continuous threshold functions used in neural networks lead to another seri-
ous difference (see [31], Section 11). Although the current state of a classifier CL(V,E, `, r)
appears similar to the state of a neural network, the transition to the next state is accom-
plished in a completely different fashion.
In conclusion let us briefly review how strings occur in analysis of DNA sequences. Recall
that Watson and Crick discovered the structure of DNA in 1953. DNA molecule is a
double helix consisting of two strands. Each strand is a string of 4 nucleotides or bases:
A (adenine), C (cytosine), G (guanine), and T (thymine). According to the Watson-Crick
complementarity each nucleotide in one strand is crosslinked to a complementary nucleotide
in another strand, and together they form a base pair. In each DNA molecule, A and T
always complement each other: A in one strand is linked to T in the second spiral. Similarly,
C and G complement each other. Therefore the sequence of base pairs in every DNA
molecule can be represented with just one string of letters A,C,G,T. Thus, the problem
of classifying DNA molecules is equivalent to that of classifying strings of letters over the
alphabet X = {A,C,G, T}.
9 Open Questions
Problem 1 ([20]) Describe all sets of strings accepted by the automata Atm(D,T, f, `) with
the graph labeling satisfying known combinatorial properties, see [13].
Problem 2 ([20]) For each automaton Atm(D,T, f, `), find a regular expression describing
the set of strings recognized by the automaton.
Problem 3 ([22]) For each automaton Atm(D,T, f, `), describe all grammars generating
sets of strings recognized by the automaton.
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Problem 4 ([20]) Find conditions necessary and sufficient for a class of sets of strings
recognised by automata Atm(D,T, f, `) of bipartite graphs (or other important special types
of graphs) is closed under intersection, union, complement, concatenation and the Kleene
star operation.
In the special case, where each current state of the classifier CL(V,E, `, r) is a characteristic
function of one of the vertices, the classifier can be regarded as an FSA, and a standard
minimization algorithm applies (see [12]).
Problem 5 Develop minimization algorithms for the general classifiers CL(V,E, `, r) with
arbitrary current state functions.
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