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Abstract
Let W be a Wiener process. For r > 0 and T > 0 let IW (T, r)
2 denote the minimal value
of the energy
∫ T
0
h′(t)2dt taken among all absolutely continuous functions h(·) defined on
[0, T ], starting at zero and satisfying
W (t)− r ≤ h(t) ≤W (t) + r, 0 ≤ t ≤ T.
The function minimizing energy is a taut string, a classical object well known in Variational
Calculus, in Mathematical Statistics, and in a broad range of applications. We show that
there exists a constant C ∈ (0,∞) such that for any q > 0
r
T 1/2
IW (T, r)
Lq−→ C, as r
T 1/2
→ 0,
and for any fixed r > 0,
r
T 1/2
IW (T, r)
a.s.−→ C, as T →∞.
Although precise value of C remains unknown, we give various theoretical bounds for it, as
well as rather precise results of computer simulation.
While the taut string clearly depends on entire trajectory of W , we also consider an
adaptive version of the problem by giving a construction (called Markovian pursuit) of a
random function h(t) based only on the values W (s), s ≤ t, and having minimal asymptotic
energy. The solution, i.e. an optimal pursuit strategy, turns out to be related with a classical
minimization problem for Fisher information on the bounded interval.
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1
Introduction
Given a time interval [0, T ] and two functional boundaries g1(t) < g2(t), 0 ≤ t ≤ T , the taut
string is a function h∗ that for any (!) convex function ϕ provides minimum for the functional
Fϕ(h) :=
∫ T
0
ϕ(h′(t)) dt
among all absolutely continuous functions h with given starting and final values and satisfying
g1(t) ≤ h(t) ≤ g2(t), 0 ≤ t ≤ T.
The list of simultaneously optimized functionals includes energy
∫ T
0 h
′(t)2dt, variation
∫ T
0 |h′(t)|dt,
graph length
∫ T
0
√
1 + h′(t)2dt, etc.
The first instance of taut strings that we have found in the literature is in G. Dantzig’s
paper [6]. Dantzig notes there that the problem under study and its solution was discussed
in R. Bellman’s seminar at RAND Corporation in 1952. The taut strings were later used in
Statistics, see [16] and [7]. In the book [20, Chapter 4, Subsection 4.4], taut strings are considered
in connection with problems in image processing. Quite recently, taut strings were applied to a
buffer management problem in communication theory, see [21].
In this article, we study the energy of the taut string going through the tube of constant
width constructed around sample path of a Wiener process W , i.e. for some r > 0 we let
g1(t) :=W (t)− r, g2(t) :=W (t) + r, see Fig. 1.
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Figure 1: A fragment of taut string accompanying Wiener process.
We focus attention on the behavior in a long run: we show that when T → ∞, the taut
string spends asymptotically constant amount of energy C2 per unit of time. Precise assertions
are given in Theorems 1.1 and 1.2 below. The constant C shows how much energy an absolutely
continuous function must spend if it is bounded to stay within a certain distance from the non-
differentiable trajectory of W .
Although precise value of C remains unknown, we give various theoretical bounds for it in
Section 4, as well as the results of computer simulation in Section 6. The latter suggest C ≈ 0.63.
If we take the pursuit point of view, considering h(·) as a trajectory of a particle moving
with finite speed and trying to stay close to a Brownian particle, then it is much more natural to
consider constructions that define h(t) in adaptive way, i.e. on the base of the knownW (s), s ≤ t.
Recall that the taut string depends on the entire trajectory W (s), s ≤ T , hence it does not fit
the adaptive setting. In view of Markov property of W , the reasonable pursuit strategy for
h(t) is to move towards W (t) with the speed depending on the distance |h(t) −W (t)|. In this
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class of algorithms we find an optimal one in Section 5. The corresponding function spends in
average pi2 ≈ 1.57 units of energy per unit of time. Comparing of two constants shows that we
have to pay more than double price for not knowing the future of the trajectory of W . To our
great surprise, the search of optimal pursuit strategy boils down to the well known variational
problem: minimize Fisher information on the class of distributions supported on a fixed bounded
interval.
We conjecture that the provided algorithm is the optimal one in the entire class of adaptive
algorithms.
In Section 7 we establish some connections with other well known settings and problems.
First, we recall that the famous Strassen’s functional law of the iterated logarithm (FLIL)
and its extensions handling convergence rates in FLIL actually deal exactly with the energy of
taut strings. Not surprisingly, we borrowed some techniques for evaluation of this energy from
FLIL research. Yet it should be noticed that FLIL requires very different range of parameters r
and T than those emerging in our case. The FLIL tubes are much wider, hence the taut string
energy is much lower than ours. This is why Strassen law with its super-slow loglog rates is
so hard to reproduce in simulations, while our results handling the same type of quantities are
easily observable in computer experiment.
Second, we briefly look at the taut string as a minimizer of of variation
V(h) :=
∫ T
0
|h′(t)|dt.
Since | · | is not a strictly convex function, the corresponding variational problem typically has
many solutions. In [14, 17] another minimizer of V(h) is described in detail, a so called lazy
function. As E. Schertzer pointed to us, the relations between the taut strings and lazy functions
are yet to be clarified.
Finally, we briefly describe a discrete analogue of our problem thus giving flavor of eventual
applications.
As a conclusion, Section 8 traces some forthcoming or possible developments of the treated
subject.
1 Notation and main results
Throughout the paper, we consider uniform norms
||h||T := sup
0≤t≤T
|h(t)|, h ∈ C[0, T ],
and Sobolev-type norms
|h|2T :=
∫ T
0
h′(t)2dt, h ∈ AC[0, T ],
where AC[0, T ] denotes the space of absolutely continuous functions on [0, T ]. It is natural to
call |h|2T energy.
Let W be a Wiener process. We are mostly interested in its approximation characteristics
IW (T, r) := inf{|h|T ;h ∈ AC[0, T ], ||h −W ||T ≤ r, h(0) = 0}
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and
I0W (T, r) := inf{|h|T ;h ∈ AC[0, T ], ||h −W ||T ≤ r, h(0) = 0, h(T ) =W (T )}.
The unique functions at which the infima are attained are called taut string, resp. taut string
with fixed end.
Our main results are as follows.
Theorem 1.1 There exists a constant C ∈ (0,∞) such that if r√
T
→ 0, then
r
T 1/2
IW (T, r)
Lq−→ C, (1.1)
r
T 1/2
I0W (T, r)
Lq−→ C, (1.2)
for any q > 0.
We may complete the mean convergence with almost sure convergence to C.
Theorem 1.2 For any fixed r > 0, when T →∞, we have
r
T 1/2
IW (T, r)
a.s.−→ C,
r
T 1/2
I0W (T, r)
a.s.−→ C.
2 Basic properties of IW and I
0
W
We prepare the proofs of the main results given below in Subsections 3.2 and 3.3 by exploring
scaling and concetration properties of the taut string’s energy.
2.1 Scaling
Given two functions W (t) and h(t) on [0, T ], let us rescale them onto the time interval [0, 1] by
letting
X(s) :=
W (sT )√
T
, g(s) :=
h(sT )√
T
, 0 ≤ s ≤ 1.
Then
||g −X||1 = ||h−W ||T√
T
and
|g|21 =
∫ 1
0
g′(s)2ds =
∫ 1
0
(
h′(sT )T√
T
)2
ds = T
∫ 1
0
h′(sT )2ds =
∫ T
0
h′(t)2dt = |h|2T .
The boundary conditions are also transformed properly: namely, h(0) = W (0) is equivalent
to g(0) = X(0), while h(T ) = W (T ) is equivalent to g(1) = X(1). Therefore, h belongs
to the set {h : h ∈ AC[0, T ], ||h − W ||T ≤ r, h(0) = 0} iff g belongs to the analogous set
{g : g ∈ AC[0, 1], ||g −X||1 ≤ r√T , g(0) = 0}.
Recall that if W is a Wiener process on [0, T ], then X(s) := W (sT )√
T
is a Wiener process on
[0, 1]. We conclude that
IW (T, r)
d
= IW
(
1, r√
T
)
.
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Similarly,
I0W (T, r)
d
= I0W
(
1, r√
T
)
. (2.1)
Therefore, assertions (1.1) and (1.2) may be rewritten in a one-parameter form
ε IW (1, ε)
Lq−→ C, as ε→ 0, (2.2)
ε I0W (T, ε)
Lq−→ C, as ε→ 0.
2.2 Finite moments
We will show now that both IW (T, r) and I
0
W (T, r) have finite exponential moments. Yet in the
following we only need that
D(T,R) := E IW (T, r)
2 <∞, (2.3)
D0(T,R) := E I0W (T, r)
2 <∞. (2.4)
Let v be an even integer. Then δ := 2v is inverse to an integer, and we may cut the time interval
[0, 1] into δ−1 intervals of length δ. Let Wδ be the linear interpolation of W based on the knots
(jδ,W (jδ)), 0 ≤ j ≤ δ−1. Clearly, we have either ||Wδ−W ||1 > r or I0W (1, r) ≤ |Wδ|1. It follows
that
P
(
I0W (1, r)
2 > v
) ≤ P (||Wδ −W ||1 > r) + P (|Wδ|21 > v) . (2.5)
Notice that
||Wδ −W ||1 = max
0≤t≤1
|Wδ(t)−W (t)|
= max
0≤j<δ−1
max
jδ≤t≤(j+1)δ
|Wδ(t)−W (t)|
d
= max
0≤j<δ−1
√
δ max
0≤t≤1
|Bj(t)|, (2.6)
where (Bj) are independent Brownian bridges, and
|Wδ|21 =
∫ 1
0
W ′δ(t)
2dt
= δ−1
∑
0≤j<δ−1
(W ((j + 1)δ) −W (jδ))2 =
∑
0≤j<δ−1
η2j , (2.7)
where (ηj) are i.i.d. standard normal random variables.
Now we may evaluate the probabilities in (2.5). By using (2.6), we obtain
P (||Wδ −W ||1 > r) ≤ δ−1 P
(
||B||1 > r
δ
)
≤ δ−1 P
(
||W ||1 > r
δ
)
≤ v
2
· 2 · exp
(
− r
2
2δ
)
= v exp(−r2v/4).
On the other hand, by using Crame´r–Chernoff theorem and (2.7),
P
(|Wδ|21 > v) = P
 ∑
0≤j<v/2
η2j > v
 ≤ exp{−c1v}
5
for all v and some universal constant c1. It follows that
P
(
I0W (1, r)
2 > v
) ≤ v exp(−r2v/4) + exp{−c1v}.
Hence,
E exp
(
c I0W (1, r)
2
)
<∞,
whenever 0 < c < min{ r24 , c1}. By scaling we also have
E exp
(
c I0W (T, r)
2
)
<∞,
for any r, T > 0 and sufficiently small positive c. It follows from the definitions that
IW (T, r) ≤ I0W (T, r) ∀T, r > 0. (2.8)
Hence, the exponential moment of IW (T, r) is finite, too.
2.3 Relations between IW and I
0
W
We already noticed in (2.8) that IW (T, r) ≤ I0W (T, r). We will show now that a kind of converse
estimate is also true.
Proposition 2.1 For all positive T, r, δ it is true that
E IW (T, r)
2 ≥ E I0W (T + 1, r + δ)2 − E I0W (1, δ)2 − r2. (2.9)
Proof: Let us fix for a while the time interval [0, 1] and let us approximate the trajectory of
Wiener process W by functions starting from some arbitrary point ρ ∈ R. Let δ > 0 and let
h(·) be the taut string with fixed end at which I0W (1, δ) is attained. Then we have h(0) = 0,
h(1) =W (1), ||h−W ||1 ≤ δ, |h|1 = I0W (1, δ). Let
H(t) := ρ+ h(t)− ρt, 0 ≤ t ≤ 1.
Then H(0) = ρ+ h(0) = ρ, H(1) = ρ+ h(1)− ρ = h(1) =W (1),
||H −W ||1 ≤ ||h−W ||1 + |ρ| max
0≤t≤1
|1− t| ≤ δ + |ρ|, (2.10)
and
|H|21 =
∫ 1
0
H ′(t)2dt =
∫ 1
0
(h′(t)− ρ)2dt
=
∫ 1
0
h′(t)2dt+ ρ2 − 2ρ
∫ 1
0
h′(t)dt
= |h|21 + ρ2 − 2ρ(h(1) − h(0)) = I0W (1, δ)2 + ρ2 − 2ρW (1). (2.11)
Now we pass to the lower bound for IW (T, r). Let us fix r, δ, T and produce an approximation
for W on [0, T + 1] with the fixed end. First, let ĥ(t), 0 ≤ t ≤ T , be the taut string at which
IW (T, r) is attained. The end point is not fixed, thus ρ := ĥ(T ) − W (T ) need not vanish.
Nevertheless we still have
|ρ| ≤ ||ĥ−W ||T ≤ r.
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Now we approximate the auxiliary Wiener process
W˜T (s) :=W (T + s)−W (T ), 0 ≤ s ≤ 1,
by the function H(·) defined above and let
ĥ(T + s) :=W (T ) +H(s), 0 ≤ s ≤ 1.
At the boundary point T the first definition yields the value ĥ(T ) = W (T ) + ρ, the second
definition yields ĥ(T ) := W (T ) +H(0); the two values coincide by the definition of function H.
Moreover,
ĥ(T + 1) =W (T ) +H(1) =W (T ) + W˜T (1) =W (T ) +W (T + 1)−W (T ) =W (T + 1).
Therefore, the extended function ĥ(·) provides an absolutely continuous approximation with
fixed end to W on [0, T + 1]. Furthermore, by (2.10) for 0 ≤ s ≤ 1 we have
|W (T + s)− ĥ(T + s)| = |W˜T (s) +W (T )−W (T )−H(s)| = |W˜T (s)−H(s)| ≤ δ + |ρ| ≤ δ + r.
Finally, by (2.11),∫ T+1
T
ĥ′(t)2dt =
∫ 1
0
Ĥ ′(s)2ds = |H|21 = I0W˜T (1, δ)
2 + ρ2 − 2ρW˜T (1).
We conclude that
I0W (T + 1, r + δ)
2 ≤ |ĥ|2T+1
= |ĥ|2T +
∫ T+1
T
ĥ′(t)2dt ≤ IW (T, r)2 + I0W˜T (1, δ)
2 + r2 − 2ρW˜T (1) (2.12)
and turn this relation into the desired bound
IW (T, r)
2 ≥ I0W (T + 1, r + δ)2 − I0W˜T (1, δ)
2 − r2 + 2ρW˜T (1).
Notice that ρ and W˜T (1) are independent and E W˜T (1) = 0. By taking expectations we get the
desired relation (2.9). 
2.4 Concentration
We first notice an almost obvious Lipschitz property of the functionals under consideration.
Proposition 2.2 For any T, r > 0, any w ∈ C[0, T ], g ∈ AC[0, T ] we have∣∣I0w+g(T, r)− I0w(T, r)∣∣ ≤ |g|T (2.13)
and
|Iw+g(T, r)− Iw(T, r)| ≤ |g|T (2.14)
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It is remarkable that the Lipschitz constant in the right hand side does not depend on r and
T .
Proof: Let h be the taut string at which I0w(T, r) is attained. Then the function ĥ := h + g
satisfies the boundary conditions ĥ(0) = (w + g)(0), ĥ(T ) = (w + g)(T ) as well as
||ĥ− (w + g)||T = ||(h+ g)− (w + g)||T = ||h− w||T ≤ r.
Therefore,
I0w+g(T, r) ≤ |ĥ|T ≤ |h|T + |g|T = I0w(T, r) + |g|T .
By applying the latter inequality to w˜ := w + g and g˜ := −g in place of w and g we obtain
I0w(T, r) ≤ I0w+g(T, r) + |g|T ,
and (2.13) follows. The proof of (2.14) is exactly the same. 
In the rest of the subsection parameters T and r are fixed, and we drop them from our
notation, thus writing I0W instead of I
0
W (T, r), etc. Let m
0 be a median for the random variable
I0W . The famous concentration inequality for Lipschitz functionals of Gaussian random vectors
(see [15, Section 12]) asserts that for any ρ > 0
P
(
I0W ≥ m0 + ρ
) ≤ P (N ≥ ρ) ,
P
(
I0W ≤ m0 − ρ
) ≤ P (N ≥ ρ) ,
where N is a standard normal random variable.
It follows that
V arI0W = infy
E (I0W − y)2 ≤ E (I0W −m0)2 = 2
∫ ∞
0
ρP(|I0W −m0| ≥ ρ) dρ
≤ 2
∫ ∞
0
ρP(|N | ≥ ρ) dρ = E |N |2 = 1.
Moreover,
|E I0W −m0| ≤ E |I0W −m0| ≤
√
E (I0W −m0)2 ≤ 1
and
E I0W ≤
√
E [(I0W )
2] =
√
[E I0W ]
2 + V arI0W ≤
√
[E I0W ]
2 + 1 ≤ E I0W + 1.
Finally, we infer
m0 − 1 ≤
√
E [(I0W )
2] ≤ m0 + 2. (2.15)
We will also need that for any q > 0
E |I0W −m0|q = q
∫ ∞
0
ρq−1 P(|I0W −m0| ≥ ρ) dρ
≤ q
∫ ∞
0
ρq−1 P(|N | ≥ ρ) dρ = E |N |q. (2.16)
Similarly, for the median m of IW we obtain
m− 1 ≤
√
E [(IW )2] ≤ m+ 2.
and
E |IW −m|q ≤ E |N |q. (2.17)
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3 Asymptotics
3.1 Asymptotics of the second moments and medians
Recall that D(T,R) := E IW (T, r)
2 and D0(T,R) := E I0W (T, r)
2 are the second moments. We
prove the following.
Proposition 3.1 There exists a constant C ∈ [0,∞) such that if r√
T
→ 0, then
r2
T
D(T, r)→ C2, (3.1)
r2
T
D0(T, r)→ C2. (3.2)
Proof: In proving (3.1), the following sub-additivity property plays the key role. For any
r, T1, T2 > 0 we have
I0W (T1 + T2, r)
2 ≤ I0W (T1, r)2 + I0W˜T1 (T2, r)
2, (3.3)
where W˜T1(s) :=W (T1+s)−W (T1) is a Wiener process. This means that we may approximate
W by taut strings with fixed ends separately on the intervals [0, T1] and [T1, T1 + T2] by gluing
them at T1 due to the fixed end condition imposed on the first string.
Notice that IW (·, r) does not possess such a nice subadditivity property.
By taking expectations in (3.3), we obtain
D0(T1 + T2, r) ≤ D0(T1, r) +D0(T2, r). (3.4)
Since I0W (1, ε) is a decreasing random function w.r.t. argument ε, the function D
0(1, ε) =
E I0W (1, ε)
2 is also decreasing in ε. By the scaling argument (2.1) we observe that for any fixed
r > 0
D0(T, r) = D0
(
1, r√
T
)
(3.5)
is an increasing function w.r.t. the argument T .
Fix any T0 > 0. By using monotonicity of D
0(T, r) in T and iterating subadditivity (3.4) we
obtain
lim sup
T→∞
D0(T, r)
T
= lim sup
k→∞
max
0≤τ≤T0
D0(kT0 + τ, r)
kT0 + τ
≤ lim sup
k→∞
D0((k + 1)T0, r)
kT0
≤ lim
k→∞
(k + 1)D0(T0, r)
kT0
=
D0(T0, r)
T0
.
By optimizing over T0 we find
lim sup
T→∞
D0(T, r)
T
≤ inf
T>0
D0(T, r)
T
≤ lim inf
T→∞
D0(T, r)
T
.
It follows that there exists a finite limit
lim
T→∞
D0(T, r)
T
= inf
T>0
D0(T, r)
T
:= Cr.
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By using the scaling (3.5) we find the limit
C2 := lim
ε→0
ε2D0(1, ε)
= r2 lim
T→∞
D0(T, r)
T
= Cr r
2.
Now the relation (3.2) with varying r follows by another application of the scaling argument
(3.5).
Now we pass to (3.1). For fixed r > 0 it follows from (2.8) and (3.2) that
lim sup
T→∞
D(T, r)
T
≤ lim
T→∞
D0(T, r)
T
= Cr = C2 r−2.
Conversely, for any fixed δ > 0 it follows from (2.9) that
lim inf
T→∞
D(T, r)
T
≥ lim
T→∞
D0(T, r + δ)
T
= C2 (r + δ)−2.
By letting δ → 0 we infer
lim
T→∞
D(T, r)
T
= C2 r−2.
which is (3.1) for fixed r. The case of varying r in (3.1) follows by the same scaling arguments
as above. 
Remark: We will show later in Subsection 4.3 that C > 0.
We may complete the convergence of second moments with convergence of medians.
Corollary 3.2 Letm0(T, r), resp. m(T, r), be a median of I0W (T, r), resp. IW (T, r). If
r√
T
→ 0,
then
r√
T
m(T, r)→ C, (3.6)
r√
T
m0(T, r)→ C. (3.7)
Proof: Indeed (2.15) writes as
m0(T, r)− 1 ≤
√
D0(T, r) ≤ m0(T, r) + 2.
Therefore, (3.7) follows immediately from (3.2). Relation (3.6) follows from (3.1) in the same
way. 
3.2 Lq-convergence
Proof of Theorem 1.1. Let q > 0. We have to prove that if r√
T
→ 0, then
r√
T
IW (T, r)
Lq−→ C, (3.8)
r√
T
I0W (T, r)
Lq−→ C. (3.9)
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In view of (3.7) the proof of (3.9) reduces to
r√
T
(
I0W (T, r)−m0(T, r)
) Lq−→ 0.
Indeed by (2.16) we have(
r√
T
)q
E |I0W (T, r)−m0(T, r)|q ≤
(
r2
T
)q/2
E |N |q → 0
and (3.9) follows.
Relation (3.8) follows from (3.6) and (2.17) in the same way. 
3.3 Almost sure convergence
Proof of Theorem 1.2. For any fixed r > 0, when T →∞, we must prove
r
T 1/2
IW (T, r)
a.s.−→ C, (3.10)
r
T 1/2
I0W (T, r)
a.s.−→ C. (3.11)
Consider first an exponential subsequence Tk := a
k with arbitrary fixed a > 1. By moment
estimate (2.17) and Chebyshev inequality, for any ε > 0 we have
∞∑
k=1
P
(
T
−1/2
k |IW (Tk, r)−m(Tk, r)| > ε
)
≤ ε−q
∞∑
k=1
T
−q/2
k E |IW (Tk, r)−m(Tk, r)|q
≤ ε−qE |N |q
∞∑
k=1
T
−q/2
k <∞.
Borel–Cantelli lemma yields
lim
k→∞
T
−1/2
k (IW (Tk, r)−m(Tk, r)) = 0 a.s.
Taking the convergence of medians (3.6) into account, we obtain
lim
k→∞
r
T
1/2
k
IW (Tk, r) = C a.s.
Since the function IW (·, r) is non-decreasing, for any T ∈ [Tk, Tk+1] we have the chain
rIW (Tk, r)
(aTk)1/2
=
rIW (Tk, r)
T
1/2
k+1
≤ rIW (T, r)
T 1/2
≤ rIW (Tk+1, r)
T
1/2
k
=
rIW (Tk+1, r)
(Tk+1/a)1/2
.
It follows that
a−1/2C ≤ lim inf
T→∞
r
T 1/2
IW (T, r) ≤ lim sup
T→∞
r
T 1/2
IW (T, r) ≤ a1/2C a.s.
By letting aց 1 we obtain (3.10).
The inequality (2.8) yields now the lower bound in (3.11), namely,
lim inf
T→∞
r
T 1/2
I0W (T, r) ≥ lim
T→∞
r
T 1/2
IW (T, r) = C a.s.
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The proof of the upper bound in (3.11) requires more efforts because the monotonicity of
I0W (·, r) is missing. By using (2.12), for any r > 0, δ > 0 we have
lim sup
T→∞
r2
T
I0W (T + 1, r + δ)
2 ≤ lim sup
T→∞
r2
T
(
IW (T, r)
2 + I0
W˜T
(1, δ)2 + r2 + 2r|W˜T (1)|
)
≤ C2 + lim sup
T→∞
r2
T
I0
W˜T
(1, δ)2 + 2r lim sup
T→∞
r2
T
|W˜T (1)|.
Now we show that both remaining limits vanish. Indeed, It is well known that
lim sup
T→∞
|W˜T (1)|√
2 ln T
= lim sup
T→∞
|W (T + 1)−W (T )|√
2 lnT
= 1,
hence,
lim sup
T→∞
|W˜T (1)|
T
= 0.
Now write
lim sup
T→∞
I0
W˜T
(1, δ)2
T
= lim sup
k→∞
sup
k≤T≤k+1
I0
W˜T
(1, δ)2
k
:= lim sup
k→∞
Vk(W )
2
k
,
where Vk(W ) are identically distributed random variables satisfying Lipschitz condition due to
(2.13). Let m be the common median of Vk. By concentration inequality it follows that for any
x > 0
P{Vk(W ) > m+ x} ≤ P(N > x) ≤ exp{−x2/2}.
Borel–Cantelli lemma yields now that
lim sup
k→∞
Vk(W )√
2 ln k
≤ 1,
Hence,
lim sup
k→∞
Vk(W )
2
k
= 0.
We conclude that
lim sup
T→∞
r2
T
I0W (T + 1, r + δ)
2 ≤ C2
and by letting δ → 0 we are done with proving upper bound in (3.11). 
4 Quantitative estimates and algorithms
In this section we provide several theoretical lower and upper bounds for C.
4.1 Isoperimetric and small deviation bounds
This subsection closely follows the ideas of Griffin and Kuelbs [9]. Let c > 0. Then for any ε > 0
we have
P (ε IW (1, ε) ≥ c) = P
(
IW (1, ε) ≥ c ε−1
)
= P
(
W 6∈ εU + c ε−1K)
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where U := {x : ||x||1 ≤ 1} and K := {h : |h|1 ≤ 1}. According to the Gaussian isoperimetric
inequality (cf. [1, 23], or e.g. [15, Section 11]),
P
(
W 6∈ εU + c ε−1K) ≤ 1− Φ (c ε−1 +Φ−1 (P(W ∈ εU)) ,
where Φ(·) is the distribution function of the standard normal law. It is well known that
Φ−1(p) ∼ −√2| ln p|, as p → 0. On the other hand, by the classical small deviation estimate,
following from the Petrovskii formula of the distribution of ||W ||1 (cf. [18] or e.g. [15, Section
18])
lnP(W ∈ εU) = lnP(||W ||1 ≤ ε) ∼ −pi
2
8
ε−2, as ε→ 0.
Hence,
Φ−1 (P(W ∈ εU)) ∼ −pi
2
ε−1, as ε→ 0.
It follows that
P
(
W 6∈ εU + c ε−1K) ≤ 1− Φ(c ε−1 − pi
2
ε−1(1 + o(1))
)
→ 0, as ε→ 0,
whenever c > pi2 . Since ε IW (1, ε)
P→ C by (2.2), we end up with the bound
C ≤ pi
2
.
4.2 Free knot approximation: constructive approach
Here we provide a more constructive approach to building strings having the right order of
energy and properly approximating Wiener process. Let ε > 0 and let W (s), 0 ≤ s ≤ 1, be a
Wiener process. Consider a sequence of stopping times τj defined by τ0 := 0 and
τj := inf{t ≥ τj−1 : |W (t)−W (τj−1)| ≥ ε/2}, j ≥ 1.
By continuity of W we clearly have
|W (τj)−W (τj−1)| = ε
2
.
Let g(·) be the linear interpolation of W (·) built upon the knots (τj,W (τj)). We stress that
the knots are random, since they depend on the process trajectory W (·). This randomness is
typical for free knot approximation, cf. [4, 5].
We have a good approximation of W by g in the uniform norm, since for any t ∈ [τj−1, τj ] it
is true that
|W (t)−W (τj−1)| ≤ ε
2
,
|g(t) −W (τj−1)| ≤ |W (τj)−W (τj−1)| = ε
2
,
hence
||g −W ||1 ≤ ε. (4.1)
Let us now evaluate Sobolev norm |g|1. First, we determine the required number of knots Nε
from the condition
τNε−1 < 1 ≤ τNε .
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Then
|g|21 =
∫ 1
0
g′(s)2ds
≤
Nε∑
j=1
(W (τj)−W (τj−1))2
τj − τj−1 =
Nε∑
j=1
(ε/2)2
∆j
where ∆j := τj − τj−1 are independent random variables identically distributed with (ε/2)2θ
and
θ := inf{t > 0 : |W (t)| = 1}.
Therefore,
|g|21 ≤
Nε∑
j=1
θ−1j (4.2)
where θj are independent copies of θ. Recall that E1 := E θ < ∞ and E2 := E (θ−1) < ∞. By
applying the law of large numbers we show that Nε has order of growth ε
−2 = n, and that, by
the same argument, the sum in the right hand side of (4.2) also has the same order. Indeed, let
c > 0. Then
P
(
Nε > c ε
−2) = P
c ε−2∑
j=1
∆j < 1
 = P
(ε2/4) c ε−2∑
j=1
θj < 1

= P
 1
c ε−2
c ε−2∑
j=1
θj <
4
c
→ 0,
whenever 4c < E1. Furthermore, for any v > 0
P
c ε−2∑
j=1
θ−1j ≥
v2
ε2
 = P
 1
c ε−2
c ε−2∑
j=1
θ−1j ≥
v2
c
→ 0,
whenever v2 > cE2.
By (4.1), we have IW (1, ε) ≤ |g|1. Therefore, by using (4.2) and subsequent estimates, we
have
P (εIW (1, ε) ≥ v) ≤ P (ε|g|1 ≥ v) = P
(|g|21 ≥ v2ε−2)
≤ P
 Nε∑
j=1
θ−1j ≥ v2ε−2

≤ P (Nε > c ε−2)+ P
c ε−2∑
j=1
θ−1j ≥
v2
ε2
 .
It follows that
P (εIW (1, ε) ≥ v)→ 0, as ε→ 0,
whenever 4c < E1 and v
2 > cE2. By letting v
2 ց cE2, cց 4E1 , we obtain
P (εIW (1, ε) ≥ x)→ 0, as ε→ 0,
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whenever x > 2
√
E2/E1. Since ε IW (1, ε)
P→ C by (2.2), it follows that
C ≤ 2
√
E2/E1. (4.3)
It is of interest to calculate the constants E1 and E2 in this bound. By Wald identity,
1 = EW (θ)2 = E θ = E1.
Next, let Mt := sup0≤s≤t |W (s)|. Then for any r > 0
P(θ−1 ≥ r) = P(θ ≤ r−1) = P(Mr−1 ≥ 1) = P(r−1/2M1 ≥ 1) = P(M21 ≥ r).
Therefore, θ−1 and M21 are equidistributed. The distribution of M1 is still inconvenient for
calculations. However, it is convenient to work with Mτ , where τ is a standard exponential
random variable independent of W . Indeed, by [3, Formula 1.15.2] we have for any a > 0
P(Mτ ≥ a) = [cosh(
√
2a)]−1,
hence, by using [8, Formula 860.531],
EM2τ =
∫ ∞
0
2 aP(Mτ ≥ a) da =
∫ ∞
0
2a
cosh(
√
2a)
da
=
∫ ∞
0
x
cosh(x)
dx ≈ 1.832.
On the other hand,
EM2τ =
∫ ∞
0
EM2t e
−t dt =
∫ ∞
0
EM21 t e
−tdt = EM21 .
We conclude that
E2 = E θ
−1 = EM21 = EM
2
τ ≈ 1.832.
Thus numerical bound from (4.3) becomes C ≤ 2√1.832 ≈ 2.7.
4.3 Oscillation lower bound
Fix an arbitrary x > 0 (to be optimized later on). Let n be a positive integer and let denote
ε := xn−1/2. Let us split the interval [0, 1] into n intervals ∆j := [j/n, (j + 1)/n] of length n−1.
Let
Yj :=
(
max
s∈∆j
W (s)− min
t∈∆j
W (t)− 2ε
)
+
= (W (tj)−W (sj)− 2ε)+
where sj , tj are the points where the maximum and the minimum of W are attained. Notice
that by the standard properties of Wiener process (self-similarity, independence and stationarity
of increments) the variables Yj are independent and identically distributed with n
−1/2 Yx, where
Yx :=
(
max
0≤s≤1
W (s)− min
0≤t≤1
W (t)− 2x
)
+
≥ 0.
Take any function h ∈ C[0, 1] such that ||h−W ||1 ≤ ε. We have
h(sj)− h(tj) ≥ W (sj)− ε− (W (tj) + ε) =W (sj)− (W (tj)− 2ε;
|h(sj)− h(tj)| ≥ (W (sj)−W (tj)− 2ε)+ = Yj .
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Furthermore, by Ho¨lder inequality,
|h|21 =
∫ 1
0
h′(t)2dt =
n−1∑
j=0
∫
∆j
h′(t)2dt
≥
n−1∑
j=0
∫ tj
sj
h′(t)2dt ≥
n−1∑
j=0
(∫ tj
sj
|h′(t)|dt
)2
|sj − tj |
≥
n−1∑
j=0
|h(sj)− h(tj)|2
|sj − tj| ≥ n
n−1∑
j=0
Y 2j =
n−1∑
j=0
[Y (j)]2,
where Y (j) are i.i.d. copies of Yx. It follows that
IW (1, ε)
2 ≥
n−1∑
j=0
[Y (j)]2,
thus
ε2IW (1, ε)
2 ≥ ε2
n−1∑
j=0
[Y (j)]2 = x2n−1
n−1∑
j=0
[Y (j)]2
Since ε2 IW (1, ε)
2 P→ C2 by (2.2), and by the law of large numbers n−1∑n−1j=0 [Y (j)]2 P→ EY 2x ,
we infer that
C2 ≥ x2EY 2x > 0.
Let us explore what does it mean numerically. Recall that Yx = (R− 2x)+ where R is the range
of Wiener process on the unit interval of time. According to [3, Formula 1.15.4(1)], R has the
following distribution function,
P(R ≤ y) = 1 + 4
∞∑
k=1
(−1)k Erfc
(
ky√
2
)
,
where Erfc(x) := 2√
pi
∫∞
x e
−u2du. It follows that R has a density
pR(y) = 4
√
2/pi
∞∑
k=1
(−1)k+1k2 exp{−k2y2/2} .
Then
EY 2x =
∫ ∞
2x
(y − 2x)2pR(y)dy = 4
√
2/pi
∞∑
k=1
(−1)k+1k2
∫ ∞
2x
(y − 2x)2 exp{−k2y2/2} dy
= 4
√
2/pi
∞∑
k=1
(−1)k+1
[
(4kx2 + 1k )
√
2pi Φ̂(2kx) − 2x exp{−2k2x2}
]
,
where Φ̂(·) stands for the tail of standard normal distribution. The series is so rapidly decreasing
in k that mostly the first term k = 1 is relevant. By making numerical optimization in x we
find the best values near x ≈ 0.5 where we obtain x2EY 2x ≈ 0.145, thus
C ≥ x
√
EY 2x ≈ 0.381.
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5 Markovian pursuit
In practice, it is often necessary to build an approximation to the process adaptively, i.e. in
real time, because as parameter (viewed as time) advances, we may only know the trajectory of
approximated process (Wiener process in our case) up to the current instant.
In this setting, approximation problem becomes a pursuit problem. One may think of a person
walking with a dog along one-dimensional path. Wiener process represents the disordered dog’s
walk, while the person tries to keep the dog on a leash of given length by moving with finite
speed and expending minimal energy per unit of time.
We will construct an absolutely continuous approximating process x(t) such that
|x(t)−W (t)| ≤ 1, t ∈ R.
In view of Markov property of Wiener process, the reasonable strategy is to determine the
derivative x′(t) as a function of the distance to the target,
x′(t) := b(x(t)−W (t))
where the odd function b(·) defined on [−1, 1] explodes to −∞ at 1 and to +∞ at −1, thus
preventing the exit of x(t)−W (t) from the corridor [−1, 1].
In this section we will find an optimal speed function b(·). As a by-product, this will give us
another upper bound on C.
Let X(t) := x(t)−W (t). In our setting, X(·) is a diffusion process satisfying a simple SDE
dX = b(X)dt − dW (t).
Recall some important facts about the univariate diffusion, cf. [2, Chapter IV.11], [3, Chapter
2].
Let
B(x) := 2
∫ x
b(s)ds.
We stress that B is defined as an indefinite integral, i.e. up to an additive constant. Let
p0(x) := e
B(x).
If ∫
−1
dx
p0(x)
=
∫ 1 dx
p0(x)
=∞, (5.1)
then the boundaries ±1 belong to the entrance type and do not belong to the exit type in Feller
classification. This means that diffusion remains inside the corridor [−1, 1] all along its infinite
horizon of life. Moreover, the normalized density
p(x) := Q−1p0(x),
where Q :=
∫ 1
−1 po(x)dx is the normalizing factor, is the density of the stationary distribution of
diffusion X considered as a mixing Markov process. We conclude that at large intervals of time
[0, T ]∫ T
0
x′(t)2dt =
∫ T
0
b(X(t))2dt ∼ T
∫ 1
−1
b(x)2p(x)dx
= T
∫ 1
−1
(
ln p
2
)′
(x)2p(x)dx =
T
4
∫ 1
−1
p′(x)2
p(x)
dx :=
I(p)
4
T, as T →∞,
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where, quite unexpectedly, Fisher information I(p) shows up in the asymptotics.
The next step is to solve the variational problem
min
{
I(p)
∣∣ ∫ 1
−1
p(x)dx = 1
}
over the set of even densities concentrated on [−1, 1] and satisfying (5.1).
Although the solution is well known (see the references below), we recall it here for complete-
ness. For Lagrange variation (with one indefinite multiplier) we have, for any smooth function
δ(·) supported by (−1, 1)
I(p + δ)− λ2
∫ 1
−1
(p + δ)(x)dx −
(
I(p)− λ2
∫ 1
−1
p(x)dx
)
=
∫ 1
−1
[
(p′(x) + δ′(x))2
p(x) + δ(x)
− p
′(x)2
p(x)
− λ2δ(x)
]
dx
∼
∫ 1
−1
[
2p′(x)δ′(x)
p(x)
− p
′(x)2δ(x)
p(x)2
− λ2δ(x)
]
dx
=
∫ 1
−1
[
−2
(
p′
p
)′
(x)− p
′(x)2
p(x)2
− λ2
]
δ(x)dx, as δ → 0.
We obtain variational equation,
2
(
p′
p
)′
(x) +
p′(x)2
p(x)2
+ λ2 = 0.
By letting β(x) := (ln p)′(x) = p
′
p (x), we have 2β
′ + β2 + λ2 = 0 which yields dββ2+λ2 =
−dx
2 and
1
λ
arctan(β/λ) = c− x
2
.
Since by symmetry p′(0) = 0, we have β(0) = 0, thus c = 0 and
1
λ
arctan(β/λ) = −x
2
,
or, equivalently,
β(x) = −λ tan(λx/2).
Furthermore, since p(·) should vanish on the boundary ±1, β should explode, i.e. β(±1) = ∓∞,
we obtain λ = pi. Hence,
β(x) = −pi tan(pix/2).
Next,
ln p(x) =
∫
(ln p)′(x)dx =
∫
β(x)dx
= −pi
∫
tan(pix/2)dx = c+ 2 ln cos(pix/2).
Therefore, the density of the optimal invariant measure is
p(x) = c1 cos
2(pix/2).
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Since ∫ 1
−1
cos2(pix/2) dx =
1
2
∫ 1
−1
(1 + cos(pix)) dx = 1,
we have c1 = 1, thus
p(x) = cos2(pix/2).
This distribution, as a minimizer of Fisher information on an interval, can be also found in
[10, 13], [19, p.63]. Luckily for us, this p(·) satisfies∫ 1 dx
p(x)
=
∫
−1
dx
p(x)
=∞,
so that (5.1) is satisfied, and we really have entrance boards for the optimal regime.
It remains now to calculate the optimal Fisher information,
I(p) =
∫ 1
−1
p′(x)2
p(x)
dx =
∫ 1
−1
b(x)2p(x) dx
= pi2
∫ 1
−1
tan2(pix/2) cos2(pix/2)dx = pi2
∫ 1
−1
sin2(pix/2)dx
= pi2 .
The optimum is attained at the speed strategy
b(x) =
β(x)
2
= −pi
2
tan(pix/2);
see an example of its implementation in Fig. 2.
We conjecture that the provided algorithm is the optimal one in the entire class of adaptive
algorithms.
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Figure 2: Optimal Markovian pursuit accompanying Wiener process
As a by-product we get a bound for non-Markovian asymptotic bound,
C ≤ I(p)
1/2
2
=
pi
2
,
surprisingly the same as the bound obtained in Subsection 4.1 by completely different method.
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Figure 3: Histogram for taut string energy constant C.
6 Some simulation results
We simulate a path of Wiener process W (t) on the interval [0, T ] with N + 1 uniformly
distributed knots, i.e. (iT/N,W (iT/N)), i = 0, 1, ..., N . For each simulated path we consider
the tube of radius 1 and compute the discrete taut string with fixed end and Markovian pursuit
functions.
Let us describe the computation of the discrete Markovian pursuit. The stochastic differential
equation
h′(t) := −pi
2
tan
(pi
2
(h(t)−W (t))
)
.
is discretized with a backward finite difference method which result in the equations
h
(
iT
N
)− h( (i−1)TN )
T
N
= −pi
2
tan
(
pi
2
(
h
(
(i− 1)T
N
)
−W
(
(i− 1)T
N
)))
(6.1)
for i = 1, ..., N together with the initial condition h(0) = 0. If h(iT/N) is close to the bound-
aries W (iT/N)± 1 we might experience numerical instability at subsequent time points due to
tan(pix2 )→ ±∞ when x→ ±1∓. To avoid this, we constrain h(iT/N) to the interval[
W
(
iT
N
)
− 0.99,W
(
iT
N
)
+ 0.99
]
.
If the computed value of h(iT/N), given by (6.1), is outside this interval we set h(iT/N) equal
to the nearest endpoint of the interval.
From the discrete taut string and Markovian pursuit functions, piecewise linear functions
h(t) on [0, T ] are constructed by joining consecutive pair of the computed knots
(iT/N, h(iT/N)) , i = 0, 1, ..., N
with line segments. The (square root of) energy |h|T can then be computed according to
|h|T := 1
T 1/2
(∫ T
0
h′(t)2dt
)1/2
=
N1/2
T
(
N∑
i=1
(
h
(
iT
N
)
− h
(
(i− 1)T
N
))2)1/2
.
We simulated 3000 independent paths of the Wiener process on the interval [0, T ] with
T = 1000 and N = 1000000. For this sample, the mean of |h|T for the taut string with fixed end
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was approximately 0.63, see Fig. 3 for the corresponding histogram. Using the same sample of
paths, the mean of |h|T for the Markovian pursuit was approximately 1.62, see Fig. 4, which is
reasonably close to the theoretical constant pi2 ≈ 1.57 when T →∞.
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Figure 4: Histogram for Markovian pursuit energy constant.
7 Some related problems
By different reasons, taut strings and similar objects already appeared, sometimes implicitly,
in probabilistic problems. Therefore, it seems reasonable to place our results into a historical
context.
7.1 Strassen’s functional law of the iterated logarithm
Strassen’s functional law of the iterated logarithm [22, 15] claims that
lim sup
T→∞
inf
|h|1≤1
∥∥∥∥ W (·T )√2T ln lnT − h
∥∥∥∥
1
= 0 a.s.
Grill and Talagrand [12, 24] independently established the optimal convergence rate in this law
by proving that for some finite positive constants c1, c2 it is true that
c1 < lim sup
T→∞
(ln lnT )2/3 inf
|h|1≤1
∥∥∥∥ W (·T )√2T ln lnT − h
∥∥∥∥
1
< c2 a.s.
Due to scaling properties of the function IW (·, ·), the latter statement just means that
lim sup
T→∞
IW (T, c1(2T )
1/2(ln lnT )−1/6)
(2 ln lnT )1/2
> 1,
lim sup
T→∞
IW (T, c2(2T )
1/2(ln lnT )−1/6)
(2 ln lnT )1/2
< 1.
Grill [11] and Griffin and Kuelbs [9] showed a similar lim inf result asserting that for some c3 > 0
and any c4 >
pi
8 it is true that
c3 < lim inf
T→∞
(ln lnT ) inf
|h|1≤1
∥∥∥∥ W (·T )√2T ln lnT − h
∥∥∥∥
1
< c4 a.s.
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which means, in our notations, that
lim inf
T→∞
IW (T, c3(2T )
1/2(ln lnT )−1/2)
(2 ln lnT )1/2
> 1,
lim inf
T→∞
IW (T, c4(2T )
1/2(ln lnT )−1/2)
(2 ln lnT )1/2
< 1.
We may conclude that the tubes relevant to the Strassen law are much larger than ours.
Accordingly, the respective minimal energy is much lower.
7.2 L1-optimizers: lazy functions
By its definition, the taut string is the unique minimizer of
∫ T
0 h
′(t)2dt among the functions
whose graphs pass through the corresponding tube. It is well known, however, that when
both endpoints are fixed, the taut string also is a minimizer for any functional
∫ T
0 ϕ(h
′(t))dt
whenever ϕ(·) is a convex function. In the recent literature, much attention was payed to the
case ϕ(x) = |x|, i.e. to the minimization of variation
V(h) :=
∫ T
0
|h′(t)|dt,
see [14, 17]. Notice that since | · | is not a strictly convex function, the corresponding variational
problem typically has many solutions. Moreover, since the variation is well defined not only on
absolutely continuous functions, the natural functional domain for optimization becomes wider.
In [17] another minimizer of V(h) is described in detail, a so called ”lazy function”. When
possible, this function remains constant; otherwise, it follows the boundary of the tube. Notice
that lazy function need not be absolutely continuous; it only has a bounded variation.
For the case when the tube is constructed around a sample path of Wiener process, [17]
suggests a description of lazy function as an inverse to appropriate subordinator. Although the
taut string and lazy function both solve the same variational problem, the relations between
them are yet to be clarified.
7.3 A related discrete applied problem
We describe in this section an interesting discrete applied problem coming from information
transmission that turns out to be related with discrete taut string construction. This problem
actually was an initial motivation for our research.
Consider the following information transmission unit represented on Fig. 5.
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information
flow
✲
S
r ✲ Transmission
Channel
✲
C
 
  ✒
Buffer
of size B
❍❍❥
❅
❅
❅❅❘ Loss L
Figure 5: Information transmission unit.
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We have the discrete time count: j = 1, 2, 3, . . . . At each time j an amount of information
Sj enters the system and should be transmitted through a channel. The channel’s transmission
capacity Cj varies upon the time (for example, the channel may be shared with other tasks
external to our information flow). We are interested in the situation when the channel capacity
is insufficient for transmission, i.e. Sj ≥ Cj . We may place a part of the excessive information
into a buffer of given size B and drop (loose) the remaining part. Let Lj denote the loss size.
This variable remains under our partial control, yet within buffer size limitations. Let Bj denote
the amount of information stocked in the buffer. One necessarily has
0 ≤ Bj ≤ B. (7.1)
Given ϕ : [0, 1] 7→ R+ – an increasing convex penalty function, define the penalty functional by
the formula
F :=
n∑
j=1
ϕ
(
Lj
Sj
)
Sj.
Given (Sj), (Cj), and B, we are interested to minimize F by controlling Lj. It is important to
notice that eventual non-linearity of ϕ(·) is a natural feature because a small loss of information,
e.g. of a graphical one, is more likely to be repaired by interpolation methods than a large loss.
The process of system work may be analyzed through the buffer balance equation. We clearly
have
Bj = Bj−1 + (Sj −Cj − Lj) .
Therefore,
Bk =
k∑
j=1
(Sj − Cj)−
k∑
j=1
Lj .
Now the buffer bounds (7.1) mean that
k∑
j=1
(Sj − Cj)−B ≤
k∑
j=1
Lj ≤
k∑
j=1
(Sj − Cj) .
In other words, the accumulated loss curve
∑k
j=1 Lj must go within a (random) band of fixed
width B, see Fig. 6. Note that on the picture we use the operational time, i.e. the accumulated
entrance flow
∑k
j=1 Sj instead of the usual time j.
Therefore the minimum
F = F (L) =
n∑
j=1
ϕ
(
Lj
Sj
)
Sj =
∫ S
0
ϕ(L′(s))dsց min
where S :=
∑n
j=1 Sj, is attained at the corresponding taut string.
The greedy FIFO strategy (”first in, first out”) which consists in keeping the buffer full all the
time corresponds to the accumulated loss graph going along the lower border of the admissible
corridor. It is usually non-optimal at all.
Assuming that information excess Sj − Cj is a sequence of identically distributed random
variables, we arrive to the problem of construction of taut string accompanying sums of i.i.d.
random variables with positive drift.
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Figure 6: Transmission unit work graph.
8 Final remarks
After energy evaluation for the taut strings accompanying Wiener process, many similar ques-
tions arise.
Within the same framework, it would be natural to study more general functionals of taut
string by replacing energy with the functionals
∫ T
0 ϕ(h
′(t)) dt with more or less general convex
function ϕ. Since in the long run the derivative of accompanying taut string seems to be close
to an ergodic stationary process, characterized by its invariant distribution, say µ, it is natural
to expect that an ergodic theorem holds in the form
1
T
∫ T
0
ϕ(h′(t)) dt a.s.−→
∫
R
ϕ(x)µ(dx)
thus extending our Theorem 1.2.
It is natural to explore the energy and similar characteristics of the taut strings accompanying
other processes. The fractional Brownian motion is the first obvious candidate, but in general,
the class of processes with stationary increments including non-Gaussian Le´vy processes seems to
be a natural framework for this extension. Notice that the energy we handled here has a special
relation to Wiener process, because it coincides with the squared norm of the corresponding
reproducing kernel. This makes our proofs easier but we hope that handling energy for other
processes is still possible.
One can also modify the form of the tube that defines required closeness between the string
and the process. For example if we measure the distance between the string and the process in
L2-norm instead of the uniform one, then all calculations become explicit, and the analogue of
constant C may be calculated precisely. This will be a subject of forthcoming publication.
Acknowledgement. The authors are much indebted to Professor Natan Kruglyak for pro-
viding strong motivation for this research and for useful discussions. They are also grateful to
Z. Kabluchko and E. Schertzer for enlightening comments.
The first named author work was supported by grants RFBR 13-01-00172 and SPbSU
6.38.672.2013.
24
References
[1] Borell, C. The Brunn–Minkowski inequality in Gauss space. Invent. Math., 1975, 30, 207–
216.
[2] Borodin, A.N. Random Processes. Lan’, St.Petersburg, 2014 (in Russian).
[3] Borodin, A.N., Salminen, P. Handbook of Brownian motion. Facts and Formulae.
Birkha¨user, Basel, 1996.
[4] Creutzig, J., Lifshits, M.A. Free-knot spline approximation of fractional Brownian motion.
In: Monte-Carlo and Quasi-Monte Carlo Methods 2006. Proc. Conf. Ulm, 2007, Springer,
195–204.
[5] Creutzig, J., Mu¨ller-Gronbach, T., Ritter, K. Free-knot spline approximation of stochastic
processes. J. Complexity, 2007, 23, 867–889.
[6] Dantzig, G.B. A control problem of Bellman, Management Science. Theory Series, 1971,
17, No. 9, 542–546.
[7] Davies P.L., Kovac, A. Local extremes, runs, strings and multiresolution, Ann. Statist.,
2001, 29, No. 1, 1–65.
[8] Dwight, H.B. Tabbles of Integrals and Other Mathematical Data, MacMillan, N.Y., 1961.
[9] Griffin, P., Kuelbs, J. Some remarks on a question of Strassen. Probab. Theory Relat.
Fields, 1996, 104, 211–229.
[10] Huber, P.J. Fisher information and spline interpolation. Ann. Statist., 1974, 2, 1029–1033.
[11] Grill, K. A lim inf result in Strassen’s law of the iterated logarithm. Probab. Theory Relat.
Fields, 1991, 89, 149–157.
[12] Grill, K. Exact rate of convergence in Strassen’s law of iterated logarithm. J. Theoret.
Probab., 1992, 5, 197–205.
[13] Levit, B.Ya. On asymptotic minimax estimates of the second order. Theor. Probab. Appl.,
1981, 25, 552–568.
[14] Lochowski, R.M., Mi los´, P. On truncated variation, upward truncated variation and down-
ward truncated variation for diffusion. Stoch. Proc. Appl., 2013, 123, 446–474.
[15] Lifshits, M.A. Gaussian Random Functions. Kluwer, Dordrecht, 1995.
[16] Mammen, E., van de Geer, S., Locally adaptive regression splines. Ann. Statist., 1997, 25,
No. 1, 387–413.
[17] Mi los´, P. Exact representation of truncated variation of Brownian motion. Preprint
arXiv:1311.2415.
[18] Petrovskii, I.G. U¨ber das Irrfahrtsproblem. Math. Ann., 1934, 109, 425–444.
[19] Shevlyakov, G., Vilchevskii, N. Robustness in Data Analysis. VSP, 2002.
[20] Scherzer, O. et al. Variational Methods in Imaging, Ser. Applied Mathematical Sciences,
Vol. 167, Springer, New York, 2009.
[21] Setterqvist, E., Forchheimer R., Application of ϕ-stable sets to a buffered real-time commu-
nication system. Submitted to the 10th Swedish National Computer Networking Workshop.
[22] Strassen, V. An invariance principle for the law of the iterated logarithm. Z. Wahrsch. Verv.
Geb., 1964, 3, 211–226.
25
[23] Sudakov, V.N., Tsirelson, B.S. Extremal properties of half-spaces for spherically invariant
measures. J.Sov. Math. 1978, 9, 9–18 (translation from Russian original Zap. Nauchn.
Semin. LOMI, 1974, 41, 14-24).
[24] Talagrand, M. On the rate of clustering in Strassen’s law of the iterated logarithm. In:
Probab. in Banach Spaces, VIII, Birkhauser, Boston, 1992, 339–351.
26
