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Finite Satisfiability of the Two-Variable Guarded Fragment with
Transitive Guards and Related Variants
Emanuel Kieron´ski, University of Wrocław
Lidia Tendera, Opole University
We consider extensions of the two-variable guarded fragment, GF2, where distinguished binary predicates
that occur only in guards are required to be interpreted in a special way (as transitive relations, equivalence
relations, pre-orders or partial orders). We prove that the only fragment that retains the finite (exponential)
model property is GF2 with equivalence guards without equality. For remaining fragments we show that the
size of a minimal finite model is at most doubly exponential. To obtain the result we invent a strategy of
building finite models that are formed from a number of multidimensional grids placed over a cylindrical
surface. The construction yields a 2-NExpTime-upper bound on the complexity of the finite satisfiability
problem for these fragments. We improve the bounds and obtain optimal ones for all the fragments con-
sidered, in particular NExpTime for GF2 with equivalence guards, and 2-ExpTime for GF2 with transitive
guards. To obtain our results we essentially use some results from integer programming.
Categories and Subject Descriptors: F.4.1 [Mathematical Logic]: Finite model theory
General Terms: Theory
Additional Key Words and Phrases: two-variable logic, guarded fragment, equivalence relation, transitive relation, finite
satisfiability problem, computational complexity
1. INTRODUCTION
The two-variable fragment of first-order logic, FO2, and the two-variable guarded fragment,
GF2, are widely investigated formalisms whose study is motivated by their close connections to
modal, description and temporal logics. It is well-known that FO2 enjoys the finite model prop-
erty [Mortimer 1975], and that its satisfiability (= finite satisfiability) problem is NEXPTIME-
complete [Gra¨del et al. 1997]. Since GF2 is contained in FO2, it too has the finite model property;
however, its satisfiability problem is slightly easier, namely EXPTIME-complete [Gra¨del 1999].
It is impossible, in FO2, to write a formula expressing the condition that a given binary relation
symbol denotes a transitive relation. This can be shown by giving examples of infinity axioms, i.e.,
satisfiable sentences that have only infinite models (see Section 2.2). Transitivity, combined with
various additional conditions, is used in modal logics to restrict the class of Kripke frames, e.g. to
transitive structures for modal logic K4, transitive and reflexive—for S4, or equivalence structures—
for S5. In temporal logic various orderings are used to model time flow. Hence, the question arises
as to whether such a feature like transitivity (or related properties like orderings and equivalence
relations) could be added at a reasonable computational cost.
In the past years various extensions of FO2 and GF2 were investigated in which cer-
tain distinguished binary relation symbols are declared to denote transitive relations, equiva-
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lence relations, or various orderings. It turns out that the decidability of these fragments de-
pends on the number of the distinguished relation symbols available. Namely, the following
fragments are undecidable for both finite and unrestricted satisfiability: GF2 with two tran-
sitive relations [Kieron´ski 2005], GF2 with one transitive relation and one equivalence rela-
tion [Kieron´ski et al. 2014], GF2 with three equivalence relations [Kieron´ski and Otto 2012], GF2
with three linear orders [Kieron´ski 2011]. Decidability of the satisfiability and finite satisfiabil-
ity problems for many of the remaining cases has been recently established involving several
papers not mentioned above [Otto 2001; Schwentick and Zeume 2012; Manuel and Zeume 2013;
Bojan´czyk et al. 2011; Kieron´ski et al. 2014; Zeume and Harwath 2016; Kieron´ski et al. 2017].
The above mentioned undecidability results motivated the study of fragments of GF2 with dis-
tinguished relation symbols, with an additional restriction that the distinguished symbols may
appear only in guards [Ganzinger et al. 1999]. This restriction comes naturally when embed-
ding many expressive modal logics in first-order logic or when considering branching tempo-
ral logics. Two notable examples in this category are the two-variable guarded fragment with
transitive guards, GF2+TG, and the two-variable guarded fragment with equivalence guards,
GF2+EG, where all distinguished symbols are requested to be interpreted as transitive and, re-
spectively, equivalence relations. In this case, the satisfiability problem for GF2+EG remains NEX-
PTIME-complete [Kieron´ski 2005], while the satisfiability problem for GF2+TG is 2-EXPTIME-
complete [Szwast and Tendera 2004; Kieron´ski 2006], for any number of special relation symbols
used. We remark in passing that allowing as guards conjunctions of transitive guards leads to an
undecidable fragment [Kazakov 2006].
The lack of the finite model property for the above mentioned fragments naturally leads to
the question, whether their finite satisfiability problems are decidable. This was addressed in
Szwast and Tendera [2005] where it is shown that the finite satisfiability problem for GF2+TG with
one transitive relation is 2-EXPTIME-complete, and later in Kieron´ski and Tendera [2007] where
2-EXPTIME and 2-NEXPTIME upper bounds for GF2+EG and, respectively, GF2+TG were given.
This paper can be considered as a full, improved and expanded version of
Kieron´ski and Tendera [2007]. In particular, we give tight complexity bounds for the finite
satisfiability problems for the extensions of GF2 with special guards, where some binary relation
symbols are required to be interpreted as transitive relations, pre-orders, partial orders or equiva-
lence relations, but all these special symbols are allowed to appear only in guards. The main results
of the paper are as follows: (i) GF2+EG without equality has the exponential model property and is
NEXPTIME-complete; (ii) the finite satisfiability problem for GF2+EG with equality is decidable
in NEXPTIME; (iii) the finite satisfiability problem for GF2+TG with equality is decidable in
2-EXPTIME, cf. Table I. The upper bounds given in (ii) and (iii) correspond to the lower bound for
GF2+EG with one equivalence relation [Kieron´ski 2005], and the lower bound for GF2 with one
partial order [Kieron´ski 2006]. The above results allow us also to establish tight complexity bounds
for the finite satisfiability problems for extensions of GF2 with other special guards of the above
mentioned form.
The related case with linear orderings can be seen as an exception, because the undecidability
result for FO2 with three linear orders can be adapted to the case when the order relations are
used only as guards [Kieron´ski 2011]. This is, however, not so surprising, as the presence of a
linear ordering no longer allows one to construct new models by taking disjoint copies of smaller
models—a technique widely applied in guarded logics, and also in this paper.
In this paper we show that every finitely satisfiable GF2+EG-formula and every finitely satisfi-
able GF2+TG-formula has a model of at most double exponential size. The restriction of special
symbols to guards suggests that one cannot enforce models where an (unordered) pair of two distinct
elements belongs to distinct special relations, as e.g. the formula ∀xy(Sxy → S′xy) contains the
atom S′xy in a non-guard position. Indeed, the constructions of our paper show that every (finitely)
satisfiable formula has a ramified model that satisfies the above-described property. This in partic-
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Table I. Overview of GF2 over restricted classes of structures.
Special symbols I Decidability and Complexity
EG without = FMP, NEXPTIME-complete this paper
EG with = NEXPTIME-complete, Sat:[Kieron´ski 2005] FinSat: this paper
1 equivalence r. (∗) FMP, NEXPTIME-complete [Kieron´ski and Otto 2012]
2 equivalence r. 2-EXPTIME-complete, Sat:[Kieron´ski 2005] FinSat: [Kieron´ski et al. 2017]
3 equivalence r. undecidable [Kieron´ski and Otto 2012]
TG 2-EXPTIME-complete Sat: [Szwast and Tendera 2004] FinSat: this paper
1 transitive r. 2-EXPTIME-complete Sat: [Kieron´ski 2005] FinSat: this paper
2 transitive r. undecidable [Kieron´ski 2005; Kazakov 2006]
1 trans. + 1 equiv. undecidable [Kieron´ski et al. 2014]
1 linear order (∗) NEXPTIME-complete [Otto 2001]
2 linear orders (∗) Sat: ? FinSat in 2-NEXPTIME [Zeume and Harwath 2016]
3 linear orders undecidable [Kieron´ski 2011]
The upper bounds in the results marked with (∗) are actually obtained for full FO2. The corresponding
lower bounds, if present, hold for GF2.
ular allows us to build models for GF2+EG-sentences as multidimensional grids (the number of
dimensions equals the number of equivalence relations) where intersections of equivalence classes
of distinct special relations have at most one element.
The restriction of special symbols to guards does not, however, prevent us from enforcing pairs
of elements connected by the same special relation in both direction, i.e., such that Sab ∧ Sba
holds (cf. Example 2.5 in Section 2.2; see also the proof of Lemma 2 in Kieron´ski [2005], where
it is shown how to enforce in GF2+TG a transitive relation to be an equivalence). Hence, when
constructing a model for a GF2+TG-formula we first construct a model for the symmetric part
of the formula that have the above described properties of models for GF2+EG-formulas. And
then, we place a number of such models over a cylindrical surface and connect them in a regular
way, using only non-symmetric special connections. This way we obtain a structure satisfying both
the non-symmetric and the symmetric parts of our formula. In case when the special symbols are
required to be partial orders, the construction simplifies, as the symmetric part of the formula is
essentially empty. We refer the reader to Section 2.3, where the intuition concerning symmetric and
non-symmetric parts of the formula is formalized.
Our results give also a trivial, double exponential upper bound on the size of a single equivalence
class in a finite model of a GF2+EG-formula. We argue that this bound is optimal, which contrasts
with the case of general satisfiability, where it can be shown that every satisfiable GF2+EG-sentence
has a (possibly infinite) model with at most exponential equivalence classes.
The established bounds on the size of minimal models yield 2-NEXPTIME-upper bounds on the
complexity of the finite satisfiability problem for these fragments. We work further and improve
the bound for GF2+EG to NEXPTIME, and for GF2+TG to 2-EXPTIME; as discussed above, these
bounds are optimal. To obtain them we do not work on the level of individual elements, but rather
on the level of equivalence classes of models, or, more precisely, on their succinct representations
in the form of counting types (cf. Definition 3.1 in Section 2) that give the number of realisations
of each 1-type in a class. In fact, we first show that it suffices to count the number of realizations of
1-types up to some fixed number depending only on the size of the signature, so that the number of
all relevant counting types becomes bounded as well.
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It is perhaps worth mentioning that there is another interesting extension of the guarded
fragment, namely GF with fixpoints, that has been shown decidable for satisfiability
[Gra¨del and Walukiewicz 1999] and of the same complexity as pure GF. Decidability of the finite
satisfiability problem for this fragment and exact complexity bounds have been recently shown by
Ba´ra´ny and Bojan´czyk [2012].
We also remark that tight exponential complexity bounds for GF2 with counting quantifiers for
both satisfiability and finite satisfiability have been established by Pratt-Hartmann [2007], and the
interplay between transitive guards and counting for unrestricted satisfiability has been studied by
Tendera [2005].
The structure of the article is as follows. In Section 2 we introduce various extensions of GF2
with special guards and formulate a ‘Scott-type’ normal form for formulas in these logics. There,
in Subsection 2.2, we also present several examples showing the expressive power of the various
fragments. In Section 3 we introduce the main technical notions and give first important observation
concerning counting types based on properties of FO2. In Section 4 we show that GF2+EG without
equality has the finite model property. In Section 5 we proceed to GF2+EG with equality, where we
prove the main model theoretic and complexity results concerning GF2+EG, and also prepare for
the case of GF2 with transitive guards studied in Section 6. We conclude with a discussion on the
complexity of related extensions and list a few open questions.
Related work. There are natural decidable fragments beyond GF. They often allow one to use
conjunctions of guard atoms instead of atomic guards. Since arbitrary conjunctions of guards lead
easily to undecidability, additional restrictions are imposed on the conjunctions to retain decid-
ability (cf. loosely guarded [van Benthem 1997], clique guarded [Gra¨del 1999], packed fragment
[Marx 2001]). In the case with two-variables these restrictions boil down to disallowing guards of
the form Px ∧ Qy expressing the cross product of two unary relations. The impact of using cross
products in GF has been recently studied by Bourhis et al. [2017].
Transitivity has been observed to easily lead to undecidability both in the description logics world
and in database-inspired reasoning problems. Therefore, various syntactic restrictions are introduced
to ensure decidability; the restriction to special guards as studied in this paper is one possible way.
The standard description logic allowing one to express transitivity of roles is the DL logic S that
enjoys the finite model property, even when extended with inverses of roles. Finite model property
is lost when additionally roles hierarchies and number restrictions are added, like in SHIQ (see,
e.g., Tobies [2001]). The combination of role hierarchies and transitive roles is expressible in GF2
with transitive relations but not directly expressible in GF2+TG. The logic SHIQ is subsumed
by even more expressive DL logic SROIQ, where roles can be declared transitive, (ir)reflexive,
(anti)symmetric or disjoint. (Finite) satisfiability of SROIQ has been shown decidable and 2-
NEXPTIME-complete by Kazakov [2008] by an exponential-time reduction to the case of the two-
variable fragment with counting.
Compatibility of transitivity with existential rules, aka Datalog±, has been recently studied,
e.g., by Gottlob et al. [2013], Baget et al. [2015] and Amarilli et al. [2016], who showed in particu-
lar how fragile some of the conditions are and how easily slight changesmight lead to undecidability.
We also point out that even though in this paper we discuss fragments for which it required
more care to prove decidability of the finite satisfiability problem than to prove decidability of the
satisfiability problem, this by no means is a general rule. In particular, there are logics such that
Sat(L) is undecidable and FinSat(L) is decidable, or vice versa (see, e.g., Michaliszyn et al. [2012]
for a family of examples from the elementary modal logics).
2. PRELIMINARIES
We employ standard terminology and notation from model theory throughout this paper (see,
e.g., Chang and Keisler [1990]). In particular, we refer to structures using Gothic capital letters,
and their domains using the corresponding Roman capitals.
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We denote by GF2 the guarded two-variable fragment of first-order logic (with equality),
without loss of generality restricting attention to signatures of unary and binary relation sym-
bols (cf. Gra¨del et al. [1997]). Formally, GF2 is the intersection of FO2 (i.e., the restriction of
first-order logic in which only two variables, x and y are available) and the guarded fragment,
GF [Andre´ka et al. 1998]. GF is defined as the least set of formulas such that: (i) every atomic for-
mula belongs to GF; (ii) GF is closed under logical connectives ¬,∨,∧,→; and (iii) quantifiers
are appropriately relativised by atoms. More specifically, in GF2, condition (iii) is understood as
follows: if ϕ is a formula of GF2, ζ is an atomic formula containing all the free variables of ϕ,
and u (either x or y) is a free variable in ζ, then the formulas ∀u(ζ → ϕ) and ∃u(ζ ∧ ϕ) belong
to GF2. In this context, the atom ζ is called a guard. The equality symbol = is allowed in guards.
We take the liberty of counting as guarded those formulas which can be made guarded by trivial
logical manipulations, e.g. ∀x∀y(Ryx ∧ ϕ→ ψ) ∈ GF2, for any binary predicate symbol R in the
signature and any ϕ, ψ ∈ GF2.
2.1. Special Guards
In this paper we work with relational signatures containing a distinguished subset of special binary
relation symbols, often denoted by S, S1, S2, . . ., required to be interpreted in a special way (as
transitive relations, transitive and reflexive relations, equivalences or partial orders). For a given
signature σ, a σ-structure is special, if all the special relation symbols are interpreted in the required
way. A GF2-formula ϕ with special relation symbols is (finitely) satisfiable, if there exists a special
(finite) model of ϕ.
The two-variable guarded fragment with special guards is the extension of GF2 where the special
symbols are allowed to appear only in guards. In particular, formulas of the form ∀x∀y(Sxy →
S′xy) are not allowed. 1 Since the computational complexity of the (finite) satisfiability problem for
GF2 with special guards depends on the properties required for the special symbols, we distinguish
more specific fragments indicating the properties required from the special relations.
GF2+TG: all special relations are required to be interpreted as transitive relations; this fragment
is usually called GF2 with transitive guards.
GF2+TRG: all special relations are required to be pre-orders, i.e., transitive and reflexive,
GF2+TSG: all special relations are required to be partial equivalences, i.e., transitive and sym-
metric,
GF2+EG: all special relations are required to be equivalences,
GF2+PG: all special relations are required to be partial orders, i.e, transitive, reflexive and weakly
antisymmetric.
Obviously, reflexivity of a special binary relation T can be expressed using equality in guards:
∀x(x = x → ∃y(Txy ∧ x = y)) (note that the atom Txy occurs as a guard). Similarly, a formula
∀x∀y(Txy∧Tyx→ x = y) expressing that T is weakly antisymmetric can be simulated using an-
other (non-special) binary relationR and writing a conjunction∀x∀y(Txy → Rxy)∧∀x∀y(Rxy →
(¬Ryx ∨ x = y)).
Taking the above observations into account we have the following inclusions
GF2+EG ⊆ GF2+TSG and GF2+PG ⊆ GF2+TRG ⊆ GF2+TG.
On the other hand a GF2-formula ∀x∀y(Txy → Tyx) expressing that a binary relation T is
symmetric cannot be used to define symmetry when T is a special symbol, because the atom Tyx
occurs outside guards. However, there is a simple linear reduction from GF2+EG to GF2+TG pre-
serving both finite and unrestricted satisfiability [Kieron´ski 2005] (Lemma 2, p. 315). The reduction
1For technical reasons we later also allow special guards of the form Sxy ∧ Syx, Sxy ∧ ¬Syx, or Syx ∧ ¬Sxy (cf. Dis-
cussion after Definition 2.7).
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can be easily modified to work from GF2+TSG. We observe additionally that GF2+TG reduces to
GF2+TRG, and that the same reduction works from GF2+TSG to GF2+EG.
LEMMA 2.1. There is a linear time reduction transforming any GF2+TG sentence ϕ over a
signature σ into a GF2+TRG-sentence ϕ′ over a signature σ′ such that ϕ and ϕ′ are satisfiable
over the same domains and σ′ consists of σ together with some additional unary and (non-special)
binary relation symbols.
PROOF. Let ϕ be GF2+TG formula over σ and let T1, . . . , Tk be the transitive relation symbols
in σ. We translate ϕ to ϕ′ over a signature σ′ consisting of σ together with fresh binary relation
symbols R1, . . . , Rk and fresh unary relation symbols U1, . . . , Uk. Let χ be the conjunction of all
formulas of the following form, for every 1 ≤ i ≤ k,
∀xy(Tixy → Rixy)
∀x(x = x→ (¬Uix→ ∀y(Rixy → (¬Riyx ∨ x = y))))
Let ϕ¯ be the formula obtained from ϕ by replacing, for every i (1 ≤ i ≤ k), every atom Tiuu for
u ∈ {x, y} by the formula (Tiuu∧Uiu) and every binary atom ζ(x, y) containing Ti by the formula
(ζ(x, y) ∧ (x 6= y ∨ Uix)). The formula ϕ′ is a conjunction of χ ∧ ϕ¯. Note that ϕ′ is guarded and
the transitive relation symbols appear only as guards.
Now, let A |= ϕ. We define A′, a model of ϕ′, taking A, keeping the interpretation of all non-
special symbols, adding reflexive pairs to the interpretation of the transitive relation symbols:
TA
′
= TA ∪ {(a, a) | a ∈ A}
defining RA
′
i = T
A
′
i and setting the interpretation of each Ui as the set of elements on which Ti is
reflexive in A:
UA
′
i = {a ∈ A | A |= Tiaa}.
It is readily verified that A′ |= ϕ′ and every Ti is reflexive and transitive in A′.
Similarly, let A′ be a model of ϕ′ where every Ti is reflexive and transitive. Define A as the
reduct of A′ to σ, where additionally the interpretation of the transitive relation symbols contains a
reflexive pair of elements only if they were marked by Ui in A
′. Formally,
TAi = T
A
′
i \ {(a, a) | A
′ |= ¬Uia}.
We show that after this operation Ti remains transitive. Suppose A |= Tiab ∧ Tibc ∧ ¬Tiac for
some a, b, c ∈ A. Since Ti is transitive in A′ we have A′ |= Tiab ∧ Tibc ∧ Tiac. Defining the
interpretation of Ti in A we only removed some reflexive pairs from T
A
′
i , hence we have a = c and
A′ |= ¬Uia. Then since A′ |= χ we have that A′ |= Riab∧Riba and, hence, a = b. But this implies
A′ |= Tibc ∧ ¬Tibc, a contradiction.
One can verify that indeed A |= ϕ.
The same reduction applies when ϕ ∈ GF2+TSG; then ϕ′ ∈ GF2+EG.
2.2. Examples
Below we present a few examples demonstrating the expressive power of GF2 with equivalence
guards or with transitive guards. To justify our study over finite structures we present satisfiable
formulas having only infinite models. We also illustrate some difficulties arising when dealing with
finite models, in particular we present formulas whose finite models have at least doubly exponen-
tially many elements.
Example 2.2 (Enforcing infinite models in GF2+EG with equality). If we restrict the number
of equivalence symbols to one, then the finite satisfiability coincides with satisfiability, since
even whole FO2 with one equivalence relation has the finite (exponential) model property
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[Kieron´ski and Otto 2012]. However, in the presence of two equivalence symbols, there are sat-
isfiable GF2+EG formulas whose all models are infinite. Let us recall a simple example of such a
formula from Kieron´ski and Otto [2012]. Consider the conjunction λ of the following formulas:
∃x (Px ∧ Sx) ∧ ∀x (Sx→ ¬∃y (E2xy ∧ x 6= y))
∀x (Px→ ∃y (E1xy ∧ x 6= y ∧Qy)) ∧ ∀x (Qx→ ∃y (E2xy ∧ x 6= y ∧ Py))
∀xy (E1xy → ((Px ∧ Py)→ x = y)) ∧ ∀xy (E2xy → ((Qx ∧Qy)→ x = y))
The formula says that S ∩ P 6= ∅; the E2-class of any element of S is trivial (a singleton); every
element of P is E1-equivalent to one in Q; every element of Q is E2-equivalent to one in P ; each
E1-class contains at most one element from P ; each E2-class contains at most one element fromQ.
P PP , S Q Q Q
E1 E2
Fig. 1. An infinite model of λ.
It is easy to see that the infinite chain depicted in Figure 1 on which P andQ alternate is a model
of λ and that every model of λ must embed such an infinite chain as a substructure. Indeed, the
∀∃-conjuncts always require fresh elements as witnesses, as an attempt of reusing one of the earlier
elements leads to a violation of one of the ∀∀-conjuncts (or the conjunct stating that the E2-classes
of elements in S are singletons).
Example 2.3 (Enforcing large finite models in GF2+EG with equality). Let us now observe,
that finite models for GF2+EG have different properties from infinite models. In the following
example we show how to construct a family of finitely satisfiable formulas {λn}n∈N with only two
equivalence relation symbols, such that every finite model of λn contains at least one equivalence
class of size at least doubly exponential in n, and |λn| is polynomial in n. This is in contrast to
the (unrestricted) satisfiability: as we mentioned, Kieron´ski [2005] observed that every satisfiable
GF2+EG-formula ϕ has a model, in which all equivalence classes have size at most exponential in
|ϕ|. The following example is a refinement of the example from Szwast and Tendera [2005] which
used several transitive relations.
Let us assume that E1 and E2 have to be interpreted as equivalence relations. We construct a
finitely satisfiable formula λn, such that its every model contains some number of full binary trees
of depth 2n, whose every leaf requires a root in its E2-class. Trees will have to be disjoint, so there
will always be 22
n
leaves per one root, which will guarantee the existence of at least one large
E2-class.
Except for E1 and E2, we use only a number of unary relation symbols. Symbols P0, . . . , Pn−1
encode in each element a number from {0, . . .2n − 1} which is the depth of the element in the
tree (the number of the level to which the element belongs). Let us denote by Li the i-th level,
i.e., the set of elements a, with the encoded number i. Symbol R indicates roots, symbol L is
used to distinguish the left successors from right successors. The formula λn consists of conjuncts
expressing the following conditions (cf. Figure 2):
(1) There exists an element satisfying R.
(2) Every element satisfying R belongs to L0.
(3) For each element a from L2i there exist two elements in L2i+1 connected to a by E1. One of
them satisfies L, the other ¬L.
(4) For each element a fromL2i+1 (for 2i+1 < 2n−1) there exist two elements in L2i+2 connected
to a by E2. One of them satisfies L, the other ¬L.
(5) Every element in L2n−1 is connected by E2 to an element satisfying R.
(6) If two distinct elements belong to a level L2i for some i, then they are not connected by E1.
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(7) If two distinct elements belong to a levelL2i+1 (for 2i+1 < 2n−1), then they are not connected
by E2.
L0
L1
L2
L2n−2
L2n−1
R
· · ·
...
...
R
· · ·
...
...
R
· · ·
...
...
Fig. 2. Doubly exponential E2-class: thin lines correspond to E1 connections, thick lines—to E2; grey regions depict
E2-classes.
It is not difficult to formulate the above sentences in GF2+EG, and to see, that each A |= λn
has a desired large E2-class. Indeed, suppose A |= λn. By (1) and (2) there is an element a ∈ A
on level 0 such that A |= Ra. Then, (3) implies that there exist b, b′ ∈ A on level 1 such that
A |= E1ab ∧ Lb ∧ E1ab′ ∧ ¬Lb′. Hence, b 6= b′ and A |= E1bb′. Moreover, by (7) A |= ¬E2bb′.
Now, by (4) there exists c, c′ ∈ A such thatA |= E2bc∧Lc∧E2bc
′∧¬Lc′ and there exists d, d′ ∈ A
such that A |= E2b′d∧Ld∧E2b′d′∧¬Ld′. Again, we have c 6= c′, d 6= d′ andA |= E2cc′∧E2dd′.
Note that c 6= d and c′ 6= d′ as b and b′ are not in the same E2-class by (7). Repeating the argument
for elements at next levels one can show that each root element induces a binary tree with doubly
exponentially many leaf nodes (elements on level 2n−1). Moreover, trees induced by different root
elements do not overlap. Indeed, suppose v, v′ are distinct elements on, say, level 2i and u is an
element on level 2i+ 1 such that A |= E1vu ∧E1v
′u. Then, A |= E1vv
′ but this is a contradiction
with (6). In case v, v′ are on level 2i+ 1 we get a contradiction with (7).
Now, condition (5) ensures that all leaf nodes are connected by E2 to some root element. Hence
they are partitioned into at most k E2-classes, where k is the number of root elements. Since the
number of leaf nodes is at least k22
n−1, some of the E2-classes have at least 2
2n−1 elements.
Observe that to express the last two properties in the example above we need the equality symbol.
As we will see in Section 4 this is crucial.
Example 2.4 (Enforcing infinite models in GF2+TG or GF2+TRG without equality). In
GF2+TG we can easily enforce infinite models even without equality, by the following formula
saying that every element in P has a T -successor in P and T is irreflexive.
∃xPx ∧ ∀x(Px→ ∃y(Txy ∧ Py)) ∧ ¬∃xTxx.
The same task is only slightly harder in GF2+TRG. We construct λ∗ as the conjunction of the
following formulas, using an auxiliary unary symbol U and a binary, non-special symbol R:
∃x(Px ∧ Ux) ∧ ∀x(Px→ ∃y(Txy ∧ Py ∧ (Ux↔ ¬Uy)))
∀xy(Txy → Rxy ∨ (Ux↔ Uy))
∀xy(Rxy → ¬Ryx)
This formula is satisfied in the model whose universe consists of natural numbers, P is true ev-
erywhere, U is true precisely at even elements, T is the less-than-or-equal relation and R is the
strictly-less relation.
Now, let A |= λ∗. The first conjunct says that P ∩ U 6= ∅ and that each element in P has another
element in P connected by T such that only one of them is in U . So, we have at least two elements
a0, a1 ∈ A such that A |= Ua0 ∧ ¬Ua1 ∧ Ta0a1. The second conjunct ensures A |= Ra0a1. The
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last two conjuncts allow for a symmetric T -connection between two elements only when they do
not differ with respect to U . Hence,A |= ¬Ta1a0 and a1 has a new witness a2 for the first conjunct.
It follows that A |= Ua2 ∧ Ta1a2 ∧ ¬Ta2a1. Repeating the argument one can see that no element
from the T -chain a0, a1, . . . , ak constructed as above can be used as a witness of the first conjunct
for the element ak. Hence, all models of λ
∗ must be infinite.
Example 2.5 (Enforcing large finite models in GF2+TG or in GF2+TRG, without equality).
We now explain how to construct a family {λ∗n}n∈N of finitely satisfiable GF
2+TG formulas
without equality employing one transitive symbol T such that every model of λ∗n contains 2
2n
T -cliques (for a formal definition of a T -clique see the beginning of Section 3) forming an
alternating pattern depicted in Figure 3. Since our intended models are reflexive, we can also treat
λ∗n as GF
2+TRG formulas.
0
D0
1
D1
2
D2
3
D3
22
n
− 2 22
n
− 1
D2 D3
T
Fig. 3. An alternating chain of T -cliques
We partition all elements into four sets distinguished by unary predicates D0, . . . , D3. This way
each clique is able to distinguish its successor clique from its predecessor clique. We employ also
unary predicates P0, . . . , Pn−1 and think that for every element they encode its local coordinate in
the range [0, 2n − 1]. In a standard fashion we can write the following quantifier-free formulas:
— succ(x, y), saying that the local coordinate of y is greater by 1 (addition modulo 2n) than the local
coordinate of x,
— less(x, y), saying that the local coordinate of x is smaller than the local coordinate of y, and
— equal(x, y), saying that the local coordinates of x and y are equal.
We enforce the existence of the cliques by the following formulas:
∀x(Dlx→ ∃y(Tyx ∧Dly ∧ succ(y, x))) (for even l)
∀x(Dlx→ ∃y(Txy ∧Dly ∧ succ(x, y))) (for odd l).
They guarantee that in any model, starting from any element in Dl we can find in Dl a T -chain
of elements with all possible local coordinates. As we work with finite models such a chain must
eventually form a loop on which all possible local coordinates appear.
We endow each T -clique so obtained with a global coordinate in the range [0, 22
n
− 1] by re-
garding its elements as indices of binary digits encoded by an additional unary predicate B. We
assume that every element with local coordinate i encodes the i-th bit of such global coordinate.
The consistency of this encoding can be enforced in a natural way, by writing for all l:
∀xy(Txy → (
∧
l(Dlx↔ Dly) ∧
∧
i(Pix↔ Piy))→ (Bx↔ By)).
We further say that there exists a clique inD0 with global coordinate 0:
∃x(D0x ∧ ∀y(Tyx→ (D0y → ¬By))),
and that each element with local coordinate 0: in a clique of typeDl with global coordinate k < 2
2n
is joined by a T -edge, oriented right if k is even and oriented left if k is odd, to an element with
local coordinate 0 inDl+1(mod 4).
This alternating pattern of T -connections provides guards precisely for the pairs of elements
belonging either to the same clique or to two consecutive cliques. This allows us now to complete
λ∗n by saying that each clique has global coordinate greater by one than its predecessor clique. This
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can be done as in the proof of Theorem 7.1 from Kieron´ski et al. [2014] where a similar counting to
22
n
is organized in GF2 with two equivalence relations (not restricting the equivalence symbols to
guard positions) using non-trivial intersections of equivalence classes. For the sake of completeness
we give some details below.
We take the predicate B1 to mark in each clique the least significant position satisfying B, and
we take B0 to mark the least significant positions not satisfying B. To this end we write for all l the
following GF2+TG formulas:
∀x
(
B1x↔ (Bx ∧ ∀y(Txy → (Dlx↔ Dly ∧ less(y, x)→ ¬By))
)
,
∀x
(
B0x↔ (¬Bx ∧ ∀y(Txy → (Dlx↔ Dly ∧ less(y, x)→ By))
)
,
We further use Bc to mark positions with local coordinates greater than the local coordinate of the
elements marked B0:
∀xy(Txy → (Dlx ∧Dly ∧B0y ∧ less(y, x)→ Bcx)).
Finally we say that for two consecutive cliques, positions marked, respectively, with B0 and B1
have the same local coordinates, and that the values ofB from positions marked with Bc in the first
clique are copied to the corresponding positions of the second clique. We here show formulas for
the case when the first clique is in D0:
∀xy(Txy → (D0x ∧D1y ∧B
0x ∧ equal(x, y)→ B1y)),
∀xy(Txy → (D0x ∧D1y ∧ equal(x, y) ∧Bcx→ (Bx↔ By))
Analogous formulas have to be written for the cases when the first clique is in D1, D2 and D3,
remembering that for the cases ofD1 andD3 the guard Tyx instead of Txy should be used.
It is readily verified that the structure illustrated in Figure 3 is indeed a model of the outlined
formula λ∗n, and moreover it must be a substructure of any model of λ
∗
n.
What is interesting, λ∗n has infinite models with only singleton cliques. To force infinite models
of our formula to contain cliques of at least exponential size we can use equality, and say that there
is no pair of nodes in the sameDl having the same local coordinate and joined by T .
Returning to finite structures we finally observe that each finite model of λ∗n has doubly-
exponentially many T -cliques that are distinguished by the sets of atomic 1-types realized by its
elements (for a formal definition of a 1-type see next section). This contrasts with the case of equiv-
alence relations: soon we will see that for any finitely satisfiable GF2+EG formula one can find a
finite model for which the collection containing for every equivalence class the set of 1-types real-
ized in this class is bounded exponentially. This is possible even though, as we saw in Example 2.3,
we must take into consideration classes of at least doubly exponential size.
2.3. Normal forms
In this paper, as in many other studies concerning two-variable logics, it is useful to consider ‘Scott-
type’ normal forms, allowing us to restrict the nesting of quantifiers to depth two. We will adapt the
normal form introduced for GF2+TG in Szwast and Tendera [2004]. There, a GF2+TG-formula is
in normal form if it is a conjunction of formulas of the following form:
(∃) ∃x(ξ(x) ∧ ψ(x))
(∀∀) ∀x∀y(ζ(x, y)→ ψ(x, y))
(∀∃) ∀x(ξ(x) → ∃y(ζ(x, y) ∧ ψ(x, y)))
where ξ and ζ are guards and ψ is a quantifier-free formula containing no special relation symbols.
We adopt the following convention for writing guard formulas: ξ(x) denotes a guard with exactly
one variable x, ζ(x, y) denotes a guard with both variables x, y. Otherwise, we assume that x and y
are allowed (but not required) to appear in ψ(x, y).
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Below we recall Lemma 2 from Szwast and Tendera [2004] that justifies the above normal form.
We remark that the proof applies without changes to cases where the special relations symbols are
required to satisfy other axioms, as considered in this paper.
LEMMA 2.6. Let ϕ be aGF2-sentence with special guards over a signature σ. We can compute,
in exponential time, a disjunction Ψ =
∨
i∈I ψi of normal form sentences over a signature σ
′
extending σ by some additional unary symbols such that: (i) |= Ψ → ϕ; (ii) every model of ϕ
can be expanded to a model of Ψ by appropriately interpreting the additional unary symbols; (iii)
|ψi| = O(|ϕ| log |ϕ|) (i ∈ I).
Since our upper bounds are at least NEXPTIME this lemma allows us to concentrate on normal
form formulas. Indeed, when necessary, we can computeΨ and non-deterministically guess one of
its disjuncts. Also since ϕ and Ψ are satisfiable over the same domains, the same remark applies to
bounds on the size of minimal finite models, since in this paper these bounds are at least exponential
in the length of the formula.
Below we adapt the above normal form to fit our future purposes.
Definition 2.7. We say that a GF2-formulaϕwith special guards over a signature σ with special
relation symbols S1, S2, . . . Sk is in normal form if it is a conjunction of formulas of the following
form:
(∃) ∃x(ξ(x) ∧ ψ(x))
(∀∀s) ∀x∀y(η(x, y) → ψ(x, y))
(∀s) ∀x(Sixx→ ψ(x))
(∀∀) ∀x∀y(ζ(x, y) → ψ(x, y))
(∀) ∀x(ξ(x) → ψ(x))
(∀∃s) ∀x(ξ(x) → ∃y(η(x, y) ∧ ψ(x, y)))
(∀∃) ∀x(ξ(x) → ∃y(ζ(x, y) ∧ ψ(x, y)))
where ξ(x) and ζ(x, y) are guards not using special symbols, η(x, y) is one of the conjunctions
Sixy ∧ Siyx, Sixy ∧ ¬Siyx or Siyx ∧ ¬Sixy, and ψ is a quantifier-free formula not containing
special relation symbols.
When equality is available in the signature, we assume that conjuncts of types (∀s) and (∀) in the
above definition are rewritten as conjuncts of type (∀∀s) and (∀∀). The subscript in (∀s), (∀∀s) and
(∀∃s) indicates the conjuncts that essentially use special relation symbols.
One can argue that the normal form formula is not in GF2 with special guards, as the subformulas
η(x, y) in (∀∃s)-conjuncts admit special symbols in positions that are not strictly guards. However,
having η(x, y) in the above defined way allows us to present our constructions in a more structured
and transparent way. Moreover, this is not a restriction: one can imagine that in the process of
transforming a given GF2-formula ϕ with special guards to its normal form, when Sxy is a guard
of some quantifierQ we first replace Sxy in ϕ by an equivalent formula Sxy ∧ (Syx∨¬Syx), and
appropriately rearrange the resulting formula using propositional tautologies and distribution laws
for quantifiers. This process gives a GF2-formula where the special relation symbols are restricted
to guard positions of the forms Sxy ∧ Syx, Sxy ∧ ¬Syx or Syx ∧ ¬Sxy. Naturally, Lemma 2.6
remains true for our adaptation of the normal form from Szwast and Tendera [2004].
We note that the upper bounds in the paper are obtained when we allow this slightly extended
syntax but for the corresponding lower bounds atomic guards suffice. Hence, by courtesy in the
sequel when we write GF2 with special guards we refer to the logic with the slightly extended
syntax, and we refer to the conjunctions denoted by η(x, y) as guards.
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For a normal form formula ϕ as in Definition 2.7 we group together various conjuncts of ϕ and
write:
ϕ∀ :=
∧
{ψ | ψ is a conjunct of ϕ of type (∀∀s), (∀s), (∀∀), or (∀)}
ϕSi
↔
:= ϕ∀ ∧
∧
{ψ | ψ is a conjunct of type (∀∃s) where η(x, y) = Sixy ∧ Siyx}
ϕ
↔,∃
:=
∧
i
ϕSi
↔
∧
∧
{ψ | ψ is a conjunct of ϕ of type (∃)}
ϕeq := ϕ↔,∃ ∧
∧
{ψ | ψ is a conjunct of ϕ of type (∀∃)}.
A special guard η(x, y) is called symmetricwhen η(x, y) = Sixy∧Siyx, otherwise, when η(x, y) =
Sixy ∧¬Siyx, or Siyx∧¬Sixy, it is called non-symmetric. Using the above notation we can write
equivalently:
ϕ := ϕeq ∧
∧
{ψ | ψ is a conjunct of ϕ of type (∀∃s) with a non-symmetric guard}
Note also that if ϕ is a GF2+EG normal form formula then ϕ = ϕeq .
To get some intuition behind ϕSi
↔
consider first the case where Si is an equivalence relation. In
this case our intention is to gather in ϕSi
↔
those conjuncts of ϕwhich describe what must be satisfied
in every equivalence class of Si. And indeed, conjuncts of type (∃) are excluded from ϕ
Si
↔
since
they need to be satisfied only in some Si-classes; conjuncts of type (∀∃s) with guards Sj , i 6= j, are
excluded since as mentioned above we will always be able to build ramified models, in which every
pair of distinct elements is connected by at most one special relation; finally, conjuncts of type ∀∃
are excluded since for every element we will always be able to provide witnesses for such conjuncts
outside its Si-equivalence class. If Si is not an equivalence but just an arbitrary transitive relation
then ϕSi
↔
describes what must happen in every Si-clique.
Our notation also outlines a general scheme of model constructions in this paper: in order to build
a model for ϕ we start by building a model for ϕ
↔,∃
, then use it to construct a model for ϕeq , and
then proceed to build the final model for ϕ.
In next sections we often denote the special relation symbols required to be interpreted as equiv-
alence relations using the letter E (possibly with some decorations), and those required to be inter-
preted as transitive relations using the letter T .
3. TYPES AND COUNTING TYPES
In this Section we introduce the main technical notions. We start with the standard notion of types.
An atomic 1-type over a signature σ is a maximal consistent set of atomic or negated atomic
formulas over σ in variable x. An atomic 2-type is a maximal consistent set of atomic or negated
atomic formulas in variables x, y, containing x 6= y. We often identify a type with the conjunction
of its elements. Each l-type is a complete description of a unique (up to isomorphism) σ-structure
with l-elements. Let A be a σ-structure with universe A, and let a, b ∈ A, a 6= b. We denote by
typeA(a) the unique atomic 1-type realized in A by the element a, i.e., the 1-type α(x) such that
A |= α(a); similarly by typeA(a, b) we denote the unique atomic 2-type realized in A by the pair
(a, b), i.e., the 2-type β(x, y) such that A |= β(a, b).
Let A be a σ-structure and let P be a binary relation symbol in σ. A P -clique in A is a maximal
and non-empty set C ⊆ A such that for all a, b ∈ C we have A |= Pab ∧ Pba. If PA is an
equivalence relation in A then the notion of a P -clique coincides with the notion of an equivalence
class. If C is a P -clique in A then the substructure A↾C is called P -class. In particular, if A is a
P -clique in A then the whole structure A is a P -class.
For a given GF2-formula ϕ we denote by σϕ the signature consisting precisely of the relation
symbols used in ϕ, with S1, . . . , Sk denoting the special symbols in σϕ. We denote by |ϕ| the
length of ϕ measured in a standard way, as the number of symbols used to write ϕ; obviously
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|ϕ| ≥ |σϕ| ≥ k. We denote byαϕ the set of all atomic 1-types, and by βϕ—the set of all atomic
2-types over σϕ. Observe that |αϕ| and |βϕ| are at most exponential in |ϕ|.
We say that a special structure A is ramified, if for every distinct special relation symbols
S, S′ there are no two distinct elements a, b ∈ A such that A |= (Sab ∧ S′ab) ∨ (Sab ∧ S′ba).
Szwast and Tendera [2004] show that every satisfiable GF2+TG-formula has a ramified model. The
constructions of our paper will imply that also every finitely satisfiable GF2-formula with special
guards has a ramified model; in particular distinct equivalence classes will have at most singular
intersections.
Below we introduce the crucial notions for this paper. They will be used in contexts in which a
normal form formula ϕ is fixed, the letter S will always denote a special relation symbol from σϕ.
Definition 3.1. A counting type (over σϕ) is a function θ : αϕ → N not everywhere zero. If
for n > 0 a counting type has all its values in {0, 1, . . . , n} then it is called an n-counting type. An
atomic type α ∈ αϕ appears in a counting type θ if θ(α) > 0.
(i) Let θ be a counting type and n > 0. The cutting of θ to n (or the n-cutting of θ) is the unique
n-counting type θ′ such that for every α ∈αϕ, θ′(α) = min(θ(α), n).
(ii) We say that a counting type θ′ extends a counting type θ if for every α ∈ αϕ, θ′(α) ≥ θ(α),
if θ(α) > 0, and θ′(α) = θ(α) = 0, otherwise. We say that θ′ safely extends θ if θ′ extends θ
and additionally θ′(α) = θ(α) if θ(α) = 1.
(iii) We say that a finite class C realizes (has) a counting type θ if for every α ∈ αϕ, θ(α) is
the number of realizations of α in C. Occasionally we use the definition for infinite structures
where we allow θ(α) =∞.
Note that a given class C realizes precisely one counting type, denoted ctype(C).
Definition 3.2. Let ϕ be a normal form formula as in Definition 2.7. We say that α ∈ αϕ
(β ∈ βϕ) is ϕ∀-admissible, if it is realized in some special one-element (two-element) σϕ-structure
satisfying ϕ∀. We say that a counting type θ is ϕ
S
↔
-admissible, if there exists an S-class C whose
counting type is θ and C |= ϕS
↔
. Such an S-class C is sometimes also called ϕS
↔
-admissible.
Note that if A |= ϕ then every 1-type and every 2-type realized in A is ϕ∀-admissible; moreover,
when S is transitive in A then every S-class C in A and its counting type are ϕS
↔
-admissible.
The following fact justifies the notions introduced above.
FACT 3.3. Let ϕ be a normal form GF2+TRG-formula and let A be a special σϕ-structure.
Then A |= ϕ
↔,∃
if and only if the following conditions hold:
(i) A |=
∧
{γ | γ is a conjunct of ϕ of type (∃)},
(ii) every 1-type and every 2-type realized in A is ϕ∀-admissible,
(iii) for each special symbol Si in σ, each Si-class in A is ϕ
Si
↔
-admissible.
PROOF. Straightforward.
We remark that the above fact remains true also when we do not require the special symbols to be
reflexive, but we will use the fact only under this assumption.
Our intended models constructed in this paper will be ramified; below we introduce the notions
of an S-splice for a 2-type and for an S-class that give objects that can be realized in such models.
Let β ∈ βϕ. We say that β is binary-free, if it contains negations of all binary atoms with two
variables x and y. Let P be a binary relation symbol (special or not). By β↾P we denote the P -splice
of β, namely the unique 2-type obtained from β by replacing each atomic formula of the form Sixy
and Siyx, where 1 ≤ i ≤ k, Si is special and Si 6= P , by its negation.
For an S-class C we denote by CS the S-splice of C, i.e., the class obtained from C by replacing
every 2-type β realized in C by β ↾S. We remark that this operation does not change 1-types of
elements; in particular we do not remove self-loops.
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We note that for formulas where special relation symbols are restricted to guards the above oper-
ations on 2-types and S-classes do not change their admissibility as shown in the following fact.
FACT 3.4. If β ∈ βϕ is ϕ∀-admissible then β ↾P is ϕ∀-admissible, where P is any binary
relation symbol in σϕ. If α, α
′ ∈ αϕ are ϕ∀-admissible, then the unique binary-free 2-type β′
containing α(x) and α′(y) is ϕ∀-admissible. Moreover, for every ϕ
Si
↔
-admissible Si-class C, the
Si-splice of C is also ϕ
Si
↔
-admissible.
Given a normal form formula ϕ we setMϕ = 3|αϕ||ϕ|3. Note that the value ofMϕ is at most
exponential in the size of ϕ. We establish some crucial properties of counting types in the following
lemma: parts (i) and (ii) say that admissibility transfers from counting types to their (safe) exten-
sions; part (iii) says that admissibility of counting types with potentially large values transfers to
theirMϕ-cuttings.
LEMMA 3.5. Let ϕ be a normal form GF2-formula with special guards, let S be a special
relation symbol in σϕ, and let θ be a ϕ
S
↔
-admissible counting type.
(i) If ϕ does not use equality and θ′ is a counting type extending θ then θ′ is ϕS
↔
-admissible.
(ii) If θ′ is a counting type safely extending θ then θ′ is ϕS
↔
-admissible.
(iii) If θ′ is the cutting of θ toMϕ then θ
′ is ϕS
↔
-admissible.
PROOF. Let C be an S-class of counting type θ such that C |= ϕS
↔
. The formula χ = ϕS
↔
∧
∀xySxy can be treated as a normal form FO2 formula and we can use techniques known from FO2.
In particular, to prove (i) and (ii) it suffices to notice that we can extend C to a new model C′ of χ
by adding a realization of any α ∈ αϕ such that, in case (i), θ(α) ≥ 1, and in case (ii), θ(α) ≥ 2.
Part (iii) can be seen as a reformulation of the small model property for FO2. We briefly recall the
crucial details below.
Case (i). Let θ(α) ≥ 1. Choose any a ∈ C realizing α. Extend C by a new element a′ defining
typeC
′
(a′) = α and for every b ∈ A, b 6= a define typeC
′
(a′, b) = typeC(a, b). Complete C′
setting, for every binary relation symbol Q ∈ σϕ, C′ |= Qaa′ iff C |= Qaa and C′ |= Qa′a iff
C |= Qaa.
Case (ii). Let θ(α) ≥ 2. As before, choose any a ∈ C realizing α. Extend C by a new element
a′ defining typeC
′
(a′) = α and for every b ∈ A, b 6= a, define typeC
′
(a′, b) = typeC(a, b). To
complete C′, find c ∈ C such that a 6= c and typeC(c) = α, and define typeC
′
(a, a′) = typeC(a, c).
It is routine to check that in both cases C′ |= χ.
By adding a sufficient number of realizations of required 1-types, we obtain a ϕS
↔
-admissible
S-class that has counting type θ′.
To prove (iii) let θ′ be the cutting of θ = ctype(C) toMϕ and let h be the number of conjuncts of
the form (∀∃s) in ϕS↔ (note that in such conjuncts we have η(x, y) = Sxy ∧ Syx). W.l.o.g. assume
h ≥ 2.
We proceed by first selecting a sub-structure C0 ⊆ C of bounded size having a counting type θ0
such that θ′ safely extends θ0, and then modifying C0 to obtain a structure C1 |= χ of the same
counting type θ0. Admissibility of θ
′ will then follow from part (ii) of our lemma.
For each 1-type α that appears in θ mark h distinct realisations cα,1, . . . , cα,h of α in C (or all
such realisations if α is realised less than h times). Let B0 be the set of all elements marked in this
step. We mark additional elements to form C0.
For each a ∈ B0 and each conjunct γ of the form (∀∃s) in ϕS↔ , γ = ∀x(ξ(x) → ∃y(Sxy∧Syx∧
ψ(x, y))), if C |= ξ(a) ∧ ¬ψ(a, a), then find a witness b ∈ C such that C |= ψ(a, b), and mark
the element b. Let B1 be the set of all elements marked in this step. Thus, witnesses have now been
found for all elements of B0.
Similarly, for all conjuncts of the form (∀∃s) in ϕS↔ we find witnesses for all elements from B1
and mark them forming a set B2.
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Let C0 = C↾(B0 ∪ B1 ∪ B2) and let θ0 = ctype(C0). Obviously, θ safely extends θ0 and, since
|B0 ∪B1 ∪B2| ≤ |αϕ|(h+ h2 + h3|) ≤Mϕ, also θ′ safely extends θ0.
We now modify C0 to yield a structure C1 with the same domain, where only some 2-types
between elements from B2 and B0 are redefined in order to ensure that all elements from B2 find
witnesses for all conjuncts of the form (∀∃s) in B0; in particular the 1-types of all elements are
preserved, hence, also the counting type.
More precisely, consider any conjunct γi (1 ≤ i ≤ h) of the form (∀∃s), γi = ∀x(ξ(x) →
∃y(Sxy ∧ Syx ∧ ψ(x, y))), and any element a ∈ B2 such that C0 |= ξ(a) ∧ ¬∃yψ(a, y). Since
C |= γi there is bi ∈ C such that C |= ψ(a, b); let α = typeC(b) and β(x, y) = typeC(a, b). Our
choice of B0 ensures that cα,1, . . . , cα,h ∈ B0 are realizations of α in C0; otherwise, there are less
than h realizations of α in C, and C0 |= ξ(a) ∧ ∃yψ(a, y). We can, therefore, replace in C0 the 2-
type typeC0(a, cα,i) by β(x, y), providing a witness of γi for a inB0 without violating any conjunct
from ϕ∀, as β is ϕ∀-admissible, and without disturbing other witnesses defined for a for conjuncts
γj with j 6= i. Moreover, by the choice ofB1 the element cα,i does not require any witnesses inB2,
hence the replacement of typeC0(a, cα,i) by β does not destroy any essential witness for cα,i.
Denote the structure obtained by the above described modification by C1. From the construction
it is clear that C1 is an S-class, ctype(C1) = θ0, and C1 satisfies all conjuncts of the form ϕ
S
↔
,
hence, C1 is ϕ
S
↔
-admissible. Since θ′ safely extends θ0, applying part (ii) of our lemma to θ
′ and θ0
the claim follows.
Part (iii) of Lemma 3.5 implies in particular the following.
Remark 3.6. Let ϕ be a GF2-formula with special guards in normal form and S be a special
symbol in σϕ. IfA |= ϕ then for every S-class C in A theMϕ-cutting of ctype(C) is ϕS↔ -admissible.
4. EQUIVALENCE GUARDS. THE CASE WITHOUT EQUALITY
We now show that for GF2+EG the presence of the equality symbol is crucial both for enforcing in-
finite models (cf. Example 2.2) and enforcing finite models of doubly exponential size (cf. Example
2.3). This section can also be treated as a warm-up before more involved Section 5. We show:
THEOREM 4.1. Every satisfiable GF2+EG formula without equality has a finite model of ex-
ponentially bounded size.
PROOF. Let ϕ be a satisfiable normal form GF2+EG-formula without equality, E1, . . . , Ek be
the equivalence relation symbols in σϕ, and letB be a (not necessarily finite) model of ϕ. Recall that
in ϕ the special guards η(x, y) in conjuncts of the form (∀∃s) are symmetric and can be simplified
to η(x, y) = Eixy for some i.
We show how to construct a finite, exponentially bounded model A |= ϕ. First, we show how to
build a model A0 |= ϕ↔,∃, i.e., a structure that can be partitioned into ϕ
Si
↔
-admissible equivalence
classes (for i = 1, . . . , k). Then, a model A |= ϕ, will be obtained by taking an appropriate number
of copies of A0 and setting the 2-types joining these copies in a simple way.
Letα0 be the set of 1-types realized in B. For each i (1 ≤ i ≤ k) choose a minimal collection
Ci1, . . . ,C
i
li
of Ei-classes of A such that for each α ∈α0 there is j such that α is realized in Cij . For
each class Cij from this collection let θ
i
j be theMϕ-cutting of ctype(C
i
j); by Remark 3.6 each θ
i
j is
ϕEi
↔
-admissible.
We now define a base domain, which is a non-empty set of elements with their 1-types predefined.
To built A0 we will then use some number of copies of the base domain. For every α ∈ α0 let
nα = maxi
∑li
j=1 θ
i
j(α). We put nα copies of realizations of each α into the base domain. Let
a0, . . . , al−1 be an enumeration of the elements of the so obtained base domain. Note that l is
bounded byMϕ|α0|2 ≤Mϕ|αϕ|2, exponentially in |ϕ|.
Let us now observe that for each i (1 ≤ i ≤ k) the base domain can be partitioned into subsets on
which ramifiedϕEi
↔
-admissibleEi-classes can be built. Fix 1 ≤ i ≤ k. By the choice of the numbers
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nα we have enough elements of every 1-type in the base domain to construct sets P
i
1 , . . . , P
i
li
, such
that P ij contains precisely θ
i
j(α) realizations of α, for every α ∈α0. After this step some elements
of the base domain (call them redundant) may be not assigned to anyP ij . For each redundant element
a, assuming its predefined 1-type is α, choose a set P ij containing a realization of α and join a to
P ij . After this step, the sets P
i
j form a partition of the base domain. Let θ
i
j be the counting type
such that θ
i
j(α) is the number of elements of 1-type α in P
i
j . Obviously, θ
i
j extends θ
i
j , so by part
(i) of Lemma 3.5 θ
i
j is ϕ
Ei
↔
-admissible, and we can expand P ij to a ϕ
Ei
↔
-admissible class (c.f.,
Definition 3.2). Finally, due to Fact 3.4 each such class can be replaced by its Ei-splice, without
affecting its ϕEi
↔
-admissibility.
We emphasise that it is the step of adjoining redundant elements to the sets P ij in which the
absence of equality is crucial. Indeed, with equality we can forbid more than one realization of a
1-type in a class, e.g., by saying ∀xy(Eixy → (Px ∧ Py → x = y)). Thus, for the case with
equality (Section 5) we will need a more careful strategy of building finite models. In particular,
instead of part (i) we will use a less convenient part (ii) of Lemma 3.5.
To form A0 we put copies of elements from the base domain into the nodes of a k-dimensional
grid: at location (x1, . . . , xk), for 0 ≤ xi < l, we put an element whose 1-type equals the 1-type
of as, where s = (x1 + . . . + xk) mod l. This way each line of the grid (set of tuples having the
same coordinates on all but one position) consists precisely of a copy of the base domain. Figure 4
presents the arrangement of elements for l = 5 and k = 2.
a0
a1
a2
a3
a4
a1
a2
a3
a4
a0
a2
a3
a4
a0
a1
a3
a4
a0
a1
a2
a4
a0
a1
a2
a3
Fig. 4. Arrangement of elements on the two-dimensional grid and an illustrative division into classes. E1-classes are dark
grey, E2-classes are light grey.
Now, horizontal lines of the grid are partitioned to form ramified ϕE1
↔
-admissible E1-classes,
which is possible, as explained above. Similarly, vertical lines are partitioned to form ramified ϕE2
↔
-
admissible E2-classes, lines going in the third dimension – to form ramified ϕ
E3
↔
-admissible E3-
classes, and so on (cf. Figure 4). We complete the definition of A0 by setting all 2-types for pairs of
distinct elements not belonging to the same class as binary-free types. These types areϕ∀-admissible
and do not affect the equivalence classes defined.
It is probably worth remarking why we use a grid instead of a single copy of the base domain.
An attempt of forming a model just of a single copy of the base domain would require joining some
pairs of distinct elements by more than one equivalence relation, i.e., to form a model which is not
ramified. This however may be forbidden, e.g., in the presence of two equivalences, by conjuncts
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∀xy(E1xy → x 6= y → Rxy) ∧ ∀xy(E2xy → x 6= y → ¬Rxy), where R is a non-special binary
symbol. On the other hand, it follows from our construction that every finitely satisfiable sentence
has a ramified model.
Observe that the structure A0 satisfies conditions (i)-(iii) of Fact 3.3. Indeed, conditions (ii) and
(iii) hold, as explained, and condition (i) holds as every α ∈ α0 is realized in A0 (by the choice of
the collection of classes at the beginning of the construction). Hence, A0 |= ϕ↔,∃.
To construct A we take three sets of copies of A0, each consisting of h elements, where h is the
number of conjuncts of ϕ of the form (∀∃) (and thus the maximal number of witnesses an element
may require for (∀∃)-conjuncts); w.l.o.g., we can suppose h > 0. This step is reminiscent of the
construction of the small model for FO2 from Gra¨del et al. [1997]. In this step we provide witnesses
for all conjuncts of type (∀∃) of ϕ without changing the Ei-classes defined in the copies of A0; this
will ensure that A |= ϕ.
Let A = A0 × {0, 1, . . . , h − 1} × {0, 1, 2}. We set type
A(a, i, j) := typeA0(a) and
typeA((a, i, j), (b, i, j)) := typeA0(a, b), for all i, j (0 ≤ i < h, 0 ≤ j < 3). Witnesses
for all elements in A for conjuncts of ϕ of the form (∀∃) are provided in a circular way: el-
ements from A0 × {0, 1, . . . , h − 1} × {j} find witnesses in A0 × {0, 1, . . . , h − 1} × {j′},
where j′ = j + 1 mod 3. Consider an element (a, i, j). Let δ0, . . . , δh−1 be all conjuncts of ϕ
of the form (∀∃), δm = ∀x(ξ(x) → ∃y(ζ(x, y) ∧ ψ(x, y))). Find in A an element b such that
typeA(b) = typeA0(a). For 0 ≤ m < h, ifA |= ξ(b)∧¬(ζ(b, b)∧ψ(b, b)), choose a witness bm ∈ A
such that A |= ξ(b)→ (ζ(b, bm)∧ψ(b, bm)). Let αm = type
A(bm) and let βm = type
A(b, bm)↾Q,
whereQ is the relation symbol of the atom ζ(x, y). Let bm be an element of type αm in A0. We set
typeA((a, i, j), (bm,m, j + 1 mod 3)) := βm.
This circular scheme guarantees no conflict in setting 2-types, since a 2-type for a pair of elements
in A is defined at most once. Moreover, in this step we use only splices of 2-types from the original
model that do not affect the equivalence classes and by Fact 3.4 are ϕ∀-admissible. We complete
the structure by setting 2-types for all remaining pairs of elements. Let (a, i, j), (a′, i′, j′) be such a
pair. Let α = typeA0(a), α′ = typeA0(a′). Let β be the unique binary-free 2-type containing α(x)
and α(y). We set typeA((a, i, j), (a′, i′, j′)) := β.
This finishes our construction of A. To see that A is indeed a model of ϕ note that conjuncts of
the form (∃) are satisfied since A realizes all the 1-types realized in the original modelB, conjuncts
of the form (∀∃s) are satisfied since all Ei-classes (i = 1, . . . , k) in A are ϕEi↔ -admissible, the
conjuncts of the form (∀∃) are taken care about in the two previous paragraphs, and conjuncts of
the form (∀∀) are satisfied since all 2-types inA are either explicitly required to be ϕ∀-admissible or
are binary-free. Note that |A0| ≤ (Mϕ|α0|2)k and thus the size ofA is bounded by 3h(Mϕ|αϕ|2)k,
exponentially in |ϕ|.
Having Theorem 4.1 proved we can state the following.
COROLLARY 4.2. The (finite) satisfiability problem for GF2+EG without equality is
NEXPTIME-complete.
PROOF. The lower bound follows from the lower bound for the fragment with one equivalence
relation (that enjoys the finite model property) which holds without equality [Kieron´ski 2005]. The
procedure justifying the upper bound takes a formula ϕ, converts it to normal form ϕ′, guesses an
exponentially bounded structure and verifies that it is a model of ϕ′.
5. EQUIVALENCE GUARDS. THE CASE WITH EQUALITY
In this section we show that every finitely satisfiable GF2+EG-formula has a model of bounded
(double exponential) size and that the finite satisfiability problem for GF2+EG is NEXPTIME-
complete. We remark here that the case of finite satisfiability is much more complicated than that of
general satisfiability. Indeed, every satisfiable formula has a (usually infinite) tree-like model with
equivalence classes bounded exponentially. To check if a given normal form formula has a model
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it suffices to guess a set of 1-types which are going to be realized, verify that for a realization of
each 1-type one can build its (small) Ei-classes (independently for different i), and check some
additional simple conditions. Kieron´ski [2005] discusses details of this construction. For finite sat-
isfiability we need to develop a different and more involved approach. Recall in particular, that we
have to take into consideration equivalence classes of doubly exponential size, as shown in Exam-
ple 2.3. Since we are aiming at an NEXPTIME upper bound, similarly as in the previous section we
approximate counting types of classes by their Mϕ-cuttings (where Mϕ is the number defined in
Section 3 that admits application of part (iii) in Lemma 3.5). However, the number ofMϕ-counting
types is doubly exponential, so we cannot work on this level of abstraction directly and we reduce
the finite satisfiability problem to linear/integer programming. The proof is presented in two parts.
In Subsection 5.1 we identify conditions of tuples of sets ofMϕ-counting types that obviously hold
when these sets are taken from models of GF2+EG-formulas. These conditions are formulated in
terms of linear inequalities. In Subsection 5.2 we show the core part of the reduction, namely that
checking solutions of these inequalities is sufficient for finite satisfiability.
The idea of reducing the (finite) satisfiability problem of a logic to linear (integer) programming is
not new. It was, e.g., employed by Calvanese [1996], Lutz et al. [2005] and Pratt-Hartmann [2005;
2007] to establish the complexity of some fragments of the two-variable logic with counting quanti-
fiers. On the other hand the apparatus of counting types and theirMϕ-cuttings was introduced in the
conference version of this paper [Kieron´ski and Tendera 2007] and it was later adopted (after some
changes in terminology) in Kieron´ski et al. [2014] and Kieron´ski et al. [2017] to deal with related
logics with equivalence relations.
Let us now recall some notions and results concerning linear and integer programming.
A linear equation (inequality) is an expression t1 = t2 (t1 ≥ t2), where t1 and t2 are linear
terms with coefficients in N. We are going to work with systems containing both equations and
inequalities; for simplicity we will call them just systems of inequalities, as any equation can be
presented as two inequalities in an obvious way. Given a system Γ of linear inequalities, we take the
size of Γ to be the total number of bits required to write Γ in standard notation; notice that the size
of Γ may be much larger than the number of inequalities in Γ.
The problem linear (integer) programming is as follows: given a system Γ of linear inequalities
decide if Γ has a solution over Q (over N). It is well-known that liner programming is in PTIME
[Khachiyan 1979] and integer programming is in NP [Borosh and Treybig 1976]. We recall the fol-
lowing useful bound on solutions of systems of linear inequalities.
PROPOSITION 5.1 ([PAPADIMITRIOU 1981]). Let Γ be a system of m linear inequalities
in n unknowns, and let the coefficients and constants that appear in the inequalities be in
{−a, . . . , a− 1, a}. If Γ admits a non-negative integer solution, then it also admits one in which the
values assigned to the unknowns are all bounded by n(m · a)2m+1.
5.1. Systems of linear inequalities
We assume that E1, . . . , Ek are equivalence relation symbols available in the signature σϕ of a
normal form GF2+EG-formula ϕ. Recalling the notation after Definition 2.7 we note that we have
now ϕ = ϕeq .
We work with tuples of sets of n-counting types (for some n > 0) of the form Θ =
(ΘE1 ,ΘE2 , . . . ,ΘEk). We say that an atomic type α ∈ αϕ appears in ΘEi if α appears in some
θ ∈ ΘEi , and α appears in Θ if α appears in ΘEi for some i. We denote byαΘ the set of 1-types
that appear in Θ .
Definition 5.2. Let Θ = (ΘE1 ,ΘE2, . . . ,ΘEk) be a tuple of non-empty sets of n-counting
types (for some n > 0) and ϕ—a normal form GF2+EG formula. We say that Θ is ϕ-admissible if
the following conditions hold:
(i) each θ ∈ ΘEi is ϕEi
↔
-admissible, (i = 1, . . . , k)
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(ii) for every conjunct δ of ϕ of the form (∃), δ = ∃x(ξ(x) ∧ ψ(x)) there is α ∈ αΘ such that
α |= ξ(x) ∧ ψ(x),
(iii) for every conjunct δ of ϕ of the form (∀∃), δ = ∀x(ξ(x) → ∃y(ζ(x, y) ∧ ψ(x, y))), for
every α ∈ αΘ such that α |= ξ(x) and α 6|= ζ(x, x) ∧ ψ(x, x) there is α′ ∈ αΘ such
that for some ϕ∀-admissible 2-type β ∈ β such that α(x) ⊆ β, α′(y) ⊆ β, we have β |=
ζ(x, y) ∧ ψ(x, y) ∧ ¬E1xy ∧ ¬E1yx ∧ . . . ∧ ¬Ekxy ∧ ¬Ekyx.
RecallMϕ = 3|αϕ||ϕ|3. The following observation is straightforward (cf. Remark 3.6).
CLAIM 5.3. Let ϕ be a GF2+EG-formula ϕ in normal form, A be a finite model of ϕ and
Θ = (ΘE1 ,ΘE2, . . . ,ΘEk), where ΘEi is the set of theMϕ-cuttings of the counting types realized
in A by Ei-classes. Then Θ is ϕ-admissible.
Given a tuple of sets of Mϕ-counting types Θ = (Θ
E1 ,ΘE2 , . . . ,ΘEk), we say that α ∈ αϕ
is royal for Ei-classes, if α appears in Θ
Ei and, for every θ ∈ ΘEi , we have θ(α) < Mϕ. In our
constructionwe will be adding realizations of non-royal 1-types to someϕEi
↔
-admissibleEi-classes,
without affecting their admissibility. This will be possible due to part (ii) of Lemma 3.5. For readers
familiar with the classical paper on FO2 by [Gra¨del et al. 1997] it is worth commenting that our
definition of royal types might seem excessive as the obvious candidates for royal types are those
that do not occur more than once in Ei-classes. Our definition, however, allows us not to bother
with some details, and is sufficient for the complexity bounds we want to show.
We associate with Θ a system of linear inequalities ΓΘ defined below describing conditions that
hold when Θ contains the Mϕ-cuttings of all counting types realized in some finite model of ϕ.
The solutions of the constructed system will suggest the number of elements (and their 1-types) in a
base domain. Models constructed in the next subsection will be built using some number of copies
of the base domain, as in the case without equality.
For each i and each θ ∈ ΘEi we use a variableXEiθ , whose purpose is to suggest the number of
all Ei-classes C such that the Mϕ-cutting of ctype(C) equals θ, and, for each α ∈ αΘ , we use a
variable Y Eiα to count howmany elements of 1-typeα are required to form the suggestedEi-classes.
For every α ∈ αΘ and every i (1 ≤ i ≤ k), we put to ΓΘ the following equations and inequali-
ties:
— Y Eiα is the suggested number of realizations of α in Ei-classes:
Y Eiα =
∑
θ∈ΘEi
θ(α) ·XEiθ , (E0)
— if α is royal for Ei-classes, then there is an Ei-class in which α appears:
Y Eiα ≥ 1, (E1a)
— if α is not royal for Ei-classes, then there is an Ei-class in which α appears at leastMϕ-times:
∑
θ∈ΘEi ,θ(α)=Mϕ
XEiθ ≥ 1, (E1b)
— if α is royal for Ei-classes, then, for every j 6= i, the suggested number of realizations of α in
Ei-classes is at least equal to the suggested number of realizations of α in Ej -classes:
Y Eiα ≥ Y
Ej
α . (E2)
The intuition behind the inequalities (E2) is as follows: when a 1-type appears inΘEi and is royal
for Ei-classes then Y
Ei
α corresponds to the exact number of realisation of α in Ei-classes. When α
is not royal, then Y Eiα is just a lower bound, as in this case inequality (E1b) will enforce our model
to contain an Ei-class C with at leastMϕ-realizations of α, and we will then be allowed to extend it
by additional realizations of α (which will not affect theMϕ-cutting of ctype(C)). Please note that
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if α is royal for both Ei-classes and Ej-classes (i 6= j) then we write two inequalities of the form
(E2) that give Y Eiα = Y
Ej
α .
One can easily check that the following holds.
PROPOSITION 5.4. Letϕ be aGF2+EG-formulaϕ in normal form,A be a finite model ofϕ and
Θ = (ΘE1 ,ΘE2 , . . . ,ΘEk), where ΘEi is the set of theMϕ-cuttings of the counting types realized
in A by Ei-classes. Then ΓΘ has (in particular) the following non-negative integer solution:
XEiθ = r
Ei
θ = |{C | C is an Ei-class in A and θ is theMϕ-cutting of ctype(C)}|,
Y Eiα =
∑
θ∈ΘEi θ(α) · r
Ei
θ .
Our aim now is to show that solutions of ΓΘ correspond to certain neat models of ϕ, defined
below.
Definition 5.5. Let ϕ be a GF2+EG-sentence in normal form. A special ramified structure
A |= ϕ is a neat model for ϕ if the following conditions hold
(i) the number of distinctMϕ-cuttings of counting types realized in A is bounded by f(|ϕ|), for a
fixed exponential function f.
(ii) the size of A is at most doubly exponential in |ϕ|.
One could refer at this point to Example 2.5, where it is shown that condition (i) of the above
definition could not be obtained if the special symbols of ϕ were not declared to be equivalences,
but rather arbitrary transitive relations.
For technical reasons we additionally distinguish an equivalence relation Ei and a single Mϕ-
counting type θ ∈ ΘEi that will be required to appear in a model (as theMϕ-cutting of the counting
type of some Ei-class). This will become important in Section 6. Accordingly, let ΓΘ(i, θ) be the
system of linear inequalities obtained from ΓΘ by adding the inequality:
XEiθ ≥ 1. (E3)
Observe that the number of inequalities in ΓΘ (i, θ) is polynomial in |αϕ|, and the number of
variables is bounded by |αϕ|+ (Mϕ + 1)|αϕ| (i.e., doubly exponential in |ϕ|). Let us also make a
small observation concerning solutions of ΓΘ(i, θ) in the lemma below.
LEMMA 5.6. The following conditions are equivalent
(i) ΓΘ(i, θ) has a non-negative integer solution.
(ii) ΓΘ(i, θ) has a non-negative rational solution.
(iii) ΓΘ(i, θ) has a non-negative integer solution with at mostm non-zero unknowns and in which
all values are bounded bym(m ·Mϕ)2m+1, wherem is the number of inequalities in ΓΘ(i, θ).
PROOF. (i)⇒ (ii) and (iii)⇒ (i) are obvious.
(ii) ⇒ (iii): It follows from basic facts of algebra that if ΓΘ (i, θ) has a non-negative rational
solution, then it has one in which the number of non-zero unknowns is not greater than the number
of inequalities (see, e.g., Paris [1994], Chapter 10). Additionally, observe that all equations and
inequalities in ΓΘ(i, θ) are actually either of the form
∑
i cixi = 0 or
∑
i cixi ≥ b, with b ≥ 0.
So, if ΓΘ(i, θ) has a rational solution, one can get an integer solution by multiplying the rational
solution by the product of all the denominators. LetX be such a solution. Consider now the system
Γ′ obtained from ΓΘ (i, θ) by inserting zeroes for all unknowns that have value zero in X . Γ
′ has
now at mostm unknowns. Obviously, the above solution of ΓΘ (i, θ) restricted to the unknowns of
Γ′ is a solution of Γ′. Applying Proposition 5.1, Γ′ has a solution Y where all values are bounded as
required. Y can be extended to a solution of ΓΘ(i, θ) by adding zero values for all unknowns that
do not appear in Γ′.
5.2. Neat model construction
Now we proceed with the main task.
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LEMMA 5.7. Let ϕ be a GF2+EG-formula ϕ in normal form. Let Θ = (ΘE1 ,ΘE2 , . . . ,ΘEk)
be a ϕ-admissible tuple of sets of Mϕ-counting types. Let θ ∈ ΘEi for some Ei. If the system
ΓΘ(i, θ) has a non-negative integer solution, then there is a neat model A |= ϕ such that
(i) for every Ei, for every Ei-class C of A theMϕ-cutting of ctype(C) is in Θ
Ei ,
(ii) θ equals theMϕ-cutting of ctype(C) for some Ei-class C of A.
PROOF. LetXEiθ = r
Ei
θ and Y
Ei
α = r
Ei
α , (1 ≤ i ≤ k, θ ∈ Θ ) be a bounded non-negative integer
solution of ΓΘ (i, θ) as promised by part (iii) of Lemma 5.6. We denote by B the maximum value
from the solution; it is ensured that B is doubly exponential in |ϕ|. We will build a model A for
ϕ in which for each i and θ ∈ ΘEi there will be an Ei-class having a counting type which cut to
Mϕ equals θ, only if r
Ei
θ > 0. This will ensure that the number of distinctMϕ-cuttings of counting
types realized in A will be properly bounded, as required by part (i) of Definition 5.5.
The construction of the required model A |= ϕ comprises of similar steps as the construction in
the proof of Theorem 4.1.
We first build a model A0 |= ϕ↔,∃. Again as in Theorem 4.1 we will construct A0 out of some
number of copies of a base domain, which will be a set of elements with their 1-types predefined.
Here, the number nα of realizations of a 1-type α in the base domain is obtained from the solution
of ΓΘ(i, θ): nα = max
i
{rEiα }, for every α ∈ αΘ . Inequalities (E0) and (E1a) or (E1b) ensure that
nα > 0.
Observe that the base domain can be partitioned for every i into ϕEi
↔
-admissibleEi-classes. First,
let us see that for every i, the base domain can be partitioned into
∑
θ∈ΘEi
rEiθ disjoint parts, so that
for each part P there exists a counting type θ′, safely extending some θ ∈ ΘEi , such that the
number of elements of every atomic 1-type α in P equals θ′(α). The desired partition is obtained as
follows. We create rEiθ parts for every θ ∈ Θ
Ei . To each of this parts we put exactly θ(α) elements
of type α, for every α ∈ αΘ . Note, that, because of the choice of the numbers nα, we have enough
copies of elements of every type α. After this step we may have some elements remaining, call them
redundant. Observe that none of the types of the redundant elements is royal forEi-classes. Indeed,
if α∗ is royal forEi-classes then due to the inequalities of the form (E2) the value of nα∗ equals r
Ei
α∗ ,
and since by (E0) we have rEiα∗ =
∑
θ∈ΘEi θ(α
∗)·rEiθ , all elements of type α
∗ from the base domain
are required to build the suggested Ei-classes. All the redundant elements of type α are joined to
a part which contains at leastMϕ elements of α. Note that such a part exists due to inequalities of
the form (E1b). To define the structure on each of the classes we use the fact that each variableXEiθ
in the system corresponds to a ϕEi
↔
-admissibleMϕ-counting type θ
Ei and, (if necessary) part (ii) of
Lemma 3.5. Moreover, to ensure that the model is ramified each of the Ei-classes is defined to be
an Ei-splice of the structures given by Definition 3.2.
Now, exactly as in Theorem 4.1 and using the above observations, we form a ramified k-
dimensional grid structure A0 |= ϕ↔,∃ that satisfies conditions (i)-(ii) of our lemma.
Finally, we construct A taking three sets of copies of A0, each consisting of h elements, where h
is the number of conjuncts of ϕ of the form (∀∃), A = A0 × {0, 1, . . . , h− 1} × {0, 1, 2}; we can
suppose h > 0 and provide witnesses for all elements in A for conjuncts of ϕ of the form (∀∃) in a
circular way, as in the proof of Theorem 4.1. We argue that this is always possible.
Let us take for example an element (a, i, j). Let δ0, . . . , δh−1 be all conjuncts of ϕ of the form
(∀∃), δm = ∀x(ξ(x) → ∃y(ζ(x, y) ∧ ψ(x, y))). Let α = type
A0(a). For 0 ≤ m < h, if A0 |=
ξ(a) ∧ ¬(ζ(a, a) ∧ ψ(a, a)), we choose α′m ∈ αΘ , and βm ∈ β, whose existence is ensured
by condition (iii) from Definition 5.2 of ϕ-admissibility of Θ . By an appropriate inequality of the
form (E1a) or (E1b), α′m is realized in A0, say, by an element bm. We set β((a, i, j), (bm,m, j +
1 mod 3)) := βm. The type βm contains ¬Eixy or ¬Eiyx for every i, so it does not affect the
equivalence relations already defined.
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We complete A by setting binary-free 2-types for all remaining pairs of elements. This step also
does not affect the equivalence classes transferred to A from A0, so A evidently is a ramified struc-
ture that satisfies conditions (i) and (ii) of our lemma. To see that A is indeed a model of ϕ note that
conjuncts of the form (∃) are satisfied due to condition (ii) from Definition 5.2 of ϕ-admissibility
of Θ , conjuncts of the form (∀∃s) are satisfied due to condition (i) from the same definition, for
conjuncts of the form (∀∃) we take care in the paragraph above, and conjuncts of the form (∀∀) are
satisfied since we use in A 2-types which are either explicitly required to be ϕ∀-admissible or are
binary-free.
Finally, note that |A| = 3h(B|αϕ|)k , hence it is doubly exponential in |ϕ|, satisfying condition
(ii) of Definition 5.5. So, A is a neat model as required.
COROLLARY 5.8. Every finitely satisfiable GF2+EG-sentence ϕ has a model of size at most
doubly exponential in |ϕ|.
PROOF. By Lemma 2.6 it suffices to consider ϕ in normal form. SupposeA |= ϕ, A is finite. Let
Θ = (ΘE1 ,ΘE2 , . . . ,ΘEk), where ΘEi is the set of the Mϕ-cuttings of counting types realized
in A by Ei-classes. By Remark 3.6 every element of every Θ
Ei is ϕEi
↔
-admissible. Additionally,
fix some θ ∈ ΘE1 . Then the system ΓΘ (i, θ) has a non-negative integer solution (e.g. the one
corresponding to the model of A, cf. Fact 5.4). So, Lemma 5.7 ensures that ϕ has a neat model, that
in particular, has the required size.
THEOREM 5.9. The finite satisfiability problem for GF2+EG is NEXPTIME-complete.
PROOF. The lower bound follows from the complexity of the fragment without equality, estab-
lished in Corollary 4.2.
By Corollary 5.8 every finitely satisfiable GF2+EG-formula ϕ has a neat model. Recall that in a
neat model the number of Mϕ-cuttings of the counting types realized by equivalence classes is at
most m, where m is the number of inequalities in ΓΘ (i, θ); in turn m is bounded polynomially in
the number of 1-types and thus exponentially in the length of ϕ. As we argue below, this allows us
to check existence of a neat model in nondeterministic exponential time.
First, we nondeterministically choose a tuple Θ of sets of ϕ-admissibleMϕ-counting types con-
taining at most m Mϕ-counting types. Admissibility of each element of the guessed sets can be
checked nondeterministically by guessing appropriate structures; recall that the sizes of relevant
structures are bounded exponentially, since they contain at mostMϕ realizations of every 1-type.
Then we distinguish anMϕ-counting type θ from one of these sets, say Θ
Ei , write the system of
inequalities ΓΘ(i, θ), and check if it has a non-negative integer solution. The system ΓΘ(i, θ) has
exponential size. Since integer programming is in NP, we can nondeterministically check the exis-
tence of a non-negative integer solution of ΓΘ(i, θ) in time polynomial w.r.t. the size of ΓΘ(i, θ).
All these gives a non-deterministic procedure working in exponential time.
In fact, we could simplify the last step of the above procedure, as by Lemma 5.6, ΓΘ (i, θ) has
a non-negative integer solution if and only if it has a non-negative rational solution. So, it suffices
to look for a non-negative rational solution that can be done deterministically in time polynomial
w.r.t. the size of ΓΘ(i, θ).
6. TRANSITIVE GUARDS
In this section we show that every finitely satisfiable GF2+TRG formula ϕ has a model of size
at most doubly exponential in |ϕ| and that the finite satisfiability problem for GF2+TRG is 2-
EXPTIME-complete.
6.1. Basic notions and outline of the bounded size model construction
Recall that for a given transitive and reflexive special symbol T , a T -clique in a structure A is a
maximal set C ⊆ A, such that for all a, b ∈ C we have A |= Tab ∧ Tba; if C is a T -clique in A
then C = A↾C is a T -class.
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In the previous section we considered counting types of equivalence classes. In this section we
will analogously work with counting types of classes formed by transitive cliques. Moreover, to
be able to provide witnesses for conjuncts of the form (∀∃s) with non-symmetric special guards,
we enrich the notion of the counting type with two subsets of 1-types, A and B, corresponding to
1-types of elements located in A above, respectively below, the elements of the clique.
Definition 6.1. An enriched counting type is a tuple θˆ = (θ,A,B), where θ is a counting type
and A,B are sets of 1-types. We say that a T -class C in a structure A realizes (or has) an enriched
counting type θˆ = (θ,A,B) if:
(i) ctype(C) = θ,
(ii) A = {α | ∃a ∈ C, b ∈ A such that typeA(b) = α ∧ A |= Tba ∧ ¬Tab},
(iii) B = {α | ∃a ∈ C, b ∈ A such that typeA(b) = α ∧ A |= Tab ∧ ¬Tba}.
In this case we also say that the enriched counting type θˆ enriches the counting type θ. Enriched
counting types whose θ-components are n-counting types are called enriched n-counting types. For
an enriched counting type θˆ = (θ,A,B), the cutting of θˆ to n (or the n-cutting of θˆ) is the enriched
n-counting type θˆ′ = (θ′,A,B), where θ′ is the cutting of θ to n.
Similarly to the previous section, we usually work in contexts in which a normal form ϕ is fixed
and then we are interested in Mϕ-cuttings of enriched counting types, where Mϕ = 3|αϕ||ϕ|3.
Before introducing the next notion let us recall the definition of ϕT
↔
and introduce onemore fragment
of the formula ϕ denoted by ϕT below.
ϕT
↔
:= ϕ∀ ∧
∧
{ψ | ψ is a conjunct of type (∀∃s) where η(x, y) = Txy ∧ Tyx}
ϕT := ϕ∀ ∧
∧
{ψ | ψ is a conjunct of type (∀∃s) where η(x, y) ⊢ Txy ∨ Tyx}
To simplify notation we occasionally allow ourselves to treat a counting type θ as a set consisting
of those 1-types which appear in θ; this applies in particular to expressions like α ∈ θ or A∪ θ, for
A ⊆αϕ.
Definition 6.2. We say that an enriched counting type θˆ = (θ,A,B) is ϕT -admissible if
(i) θ is ϕT
↔
-admissible in the sense of Definition 3.2,
(ii) (a) for any α ∈ θ and α′ ∈ B there is a ϕ∀-admissible 2-type β such that β(x, y) |= Txy ∧
¬Tyx ∧ α(x) ∧ α′(y);
(b) analogously, for any α ∈ θ and α′ ∈ A there is a ϕ∀-admissible 2-type β such that
β(x, y) |= ¬Txy ∧ Tyx ∧ α(x) ∧ α′(y);
(iii) (a) for every α ∈ θ, if α(x) |= ξ(x) then for every conjunct of ϕT of the form (∀∃s) of
the shape ∀x(ξ(x) → ∃y(Txy ∧ ¬Tyx ∧ ψ(x, y))) there is α′ ∈ B and a ϕ∀-admissible
2-type β such that β(x, y) |= Txy ∧ ¬Tyx ∧ ψ(x, y) ∧ α′(y);
(b) analogously, for every α ∈ θ, if α(x) |= ξ(x) then for every conjunct of the form (∀∃s)
of the shape ∀x(ξ(x) → ∃y(Tyx ∧ ¬Txy ∧ ψ(x, y) there is α′ ∈ A and a ϕ∀-admissible
2-type β such that β(x, y) |= Tyx ∧ ¬Txy ∧ ψ(x, y) ∧ α′(y).
Let A be a finite model of ϕ. Our plan is to extract from A a certificate for finite satisfiability of
ϕ, collect its important properties, and argue that these properties allow us to build a ramified model
B |= ϕ of bounded size.
One of the crucial steps will be an application of some results obtained in the case of GF2+EG.
Indeed, if we remove fromA non-symmetric transitive connections then, in the obtained structure Aˆ,
transitive and reflexive relations become equivalences and transitive cliques behave like equivalence
classes. It can be easily seen that Aˆ |= ϕeq . For every enriched counting type θˆ = (θ,A,B) realized
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in A by a T -class we use Lemma 5.7 to produce a neat model of ϕeq containing a distinguished T -
class of counting type θ′ such that theMϕ-cuttings of θ and θ
′ are identical. These structures are the
building blocks for the construction ofB. We arrange some number of copies of these structures on
a cylindrical surface, and provide non-symmetric transitive witnesses in a regular manner, enforcing
the enriched types of the distinguished T -classes to have a form θˆ′ = (θ′,A′,B′), for some A′, B′
such that A′ ⊆ A and B′ ⊆ B.
Below we describe the construction in detail.
6.2. Certificates of finite satisfiability
Below we define the notion of a certificate of finite satisfiability for a normal form GF2+TRG
formula ϕ and we observe that such a certificate can be easily extracted from an existing model of
ϕ.
Definition 6.3. We say that a tuple (Θˆ ,F), where
— Θˆ = (ΘˆT1 , . . . , ΘˆTk) is a list of non-empty sets of enrichedMϕ-counting types, and
—F = (F1, . . . ,Fk) is a list of functions, such that for each θˆ ∈ ΘˆTi , Fi returns a finite structure
FTi
θˆ
,
is a certificate of (or certifies) finite satisfiability for a normal form GF2+TRG formula ϕ if the
following conditions hold:
(i) for each θˆ = (θ,A,B) ∈ ΘˆTi :
(a) θˆ is ϕTi -admissible
(b) for every α ∈ B there is θˆ′ = (θ′,A′,B′) in ΘˆTi such that:
— α ∈ θ′; α 6∈ B′;
—B′ ∪ θ′ ⊆ B; A ∪ θ ⊆ A′
(c) symmetrically, for every α ∈ A there is θˆ′ = (θ′,A′,B′) in ΘˆTi such that:
— α ∈ θ′; α 6∈ A′,
—B ∪ θ ⊆ B′; A′ ∪ θ′ ⊆ A
(ii) for every FTi
θˆ
:
(a) all special symbols are interpreted as equivalences,
(b) FTi
θˆ
is a neat model of ϕeq (cf. Definition 5.5),
(c) for every special Tj , for every Tj-class C in F
Ti
θˆ
, there is θˆ′ ∈ ΘˆTj enriching the Mϕ-
cutting of ctype(C),
(d) assuming θˆ = (θ,A,B) for someA, B, there is a Ti-class in F
Ti
θˆ
whose counting type cut
toMϕ equals θ.
The following observation follows directly from the definition.
CLAIM 6.4. For every certificate (Θˆ ,F) the size of each ΘˆTi and the sizes of structures re-
turned by each Fi are bounded doubly exponentially in the size of the signature. Thus the size of a
description of a certificate is bounded doubly exponentially in the size of the signature.
Let us see how, given a finite model of ϕ, to construct a tuple (Θˆ ,F) certifying finite satisfiability
of ϕ.
LEMMA 6.5. If ϕ is a finitely satisfiable normal form GF2+TRG formula then it has a certifi-
cate for finite satisfiability.
PROOF. Let A be a finite model of ϕ. We first construct Θˆ = (ΘˆT1 , . . . , ΘˆTk). Let ΘˆTi be the
set of theMϕ-cuttings of the enriched counting types of Ti-classes of A. Let us take any θˆ ∈ ΘˆTi ,
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θˆ = (θ,A,B). It is clear that θˆ is ϕTi -admissible. Consider condition (i)(b) of Definition 6.3 and
take any α′ ∈ B. Choose any Ti-class C of type θˆ from A. Since α′ ∈ B there is an element a′ ∈ A
of type α′ such that for any a ∈ C we haveA |= Taa′∧¬Ta′a. Finiteness ofA guarantees that there
is a minimal such a′ (that is such a′ that for any a′′ of 1-type α′ we haveA 6|= Ta′a′′∧¬Ta′′a′). Let
θˆ′ = (θˆ,A′,B′) be the Mϕ-cutting of the enriched counting type of the Ti-class of a′. Obviously
θˆ′ ∈ ΘˆTi . It is readily verified that θˆ′ is as required, in particular α′ 6∈ B′ due to the minimality of
a′. Analogously we can check that condition (i)(c) is satisfied.
Let us now construct F = (F1, . . . ,Fk). Consider the structure Aˆ—a modification of A in
which, in all 2-types, for all transitive symbols T we substitute Txy ∧ ¬Tyx or Tyx ∧ ¬Txy with
¬Txy ∧ ¬Tyx, for all transitive T . This way, each T is an equivalence relation in Aˆ. Obviously,
Aˆ |= ϕeq . Moreover, since ϕeq uses only symmetric guards in conjuncts of type (∀∃s), it may be
treated as a GF2+EG formula. For each special symbol T , let ΘT be the set of the Mϕ-cuttings
of counting types realized in Aˆ by the T -classes, and let Θ = (ΘT1 , . . . ,ΘTk). For each Ti, for
each θˆ ∈ ΘˆTi , θˆ = (θ,A,B), consider the system of inequalities ΓΘ (i, θ), as defined in Section
5. Note, that ΓΘ(i, θ) has a non-negative solution: the one corresponding to the model Aˆ. Take a
neat model guaranteed now by Lemma 5.7 as FTi
θˆ
= Fi(θˆ). It is readily verified that it meets the
required conditions (ii)(a)-(ii)(d). In particular condition (ii)(c) is satisfied since the Mϕ-cuttings
of all counting types of Ti-classes realized in F
Ti
θˆ
are members of ΘTi , and the counting types
from ΘTi are obtained just by dropping the components A and B from enriched types from ΘˆTi .
Condition (ii)(d) is satisfied due to inequality (E3).
6.3. Construction of a bounded size model
Now we show that given a certificate of finite satisfiability for a normal form GF2+TRG formula ϕ
we can build its bounded finite model.
LEMMA 6.6. If (Θˆ ,F) certifies finite satisfiability of ϕ then ϕ has a finite model.
The rest of this section is essentially devoted to the proof of the above lemma.
Let (Θˆ ,F) be a certificate of finite satisfiability of a normal form GF2-formula ϕ. We define
an auxiliary choice function cc which for every FT
θˆ
, assuming θˆ = (θ,A,B), returns one of its
T -classes whose counting type cut to Mϕ equals θ. The role of cc(F
T
θˆ
) will be to provide non-
symmetric witnesses for some elements external to FT
θˆ
. We define another auxiliary function enr
which for each structure FT
θˆ
, and each T ′-class C of FT
θˆ
returns an enrichedMϕ-counting type from
ΘˆT
′
, enriching theMϕ-cutting of ctype(C). Namely, if T
′ = T and C = cc(FT
θˆ
) then enr(C) = θˆ;
otherwise we choose an arbitrary type meeting the requirement. At least one appropriate type exists
in ΘˆT
′
due to condition (ii)(c) of Definition 6.3. The purpose of enr(C) is to say, elements of which
1-types are allowed to be connected to the T ′-clique C by the transitive relation T ′ from above and
from below. We remark that (though it would be possible) we will not try to make theMϕ-cutting
of the enriched type of a class C in our final model to be exactly equal to enr(C), but rather, if
enr(C) = (θ,A,B) then we make it equal θˆ = (θ,A′,B′), for some A′, B′ such that A′ ⊆ A and
B′ ⊆ B.
We split the construction of the desired modelB |= ϕ into a few steps.
Universe. Let K = 2|αϕ| + 1. Let mil be the number of conjuncts of type (∀∃s) with guards
Tixy ∧ ¬Tiyx, and miu the number of conjuncts of type (∀∃s) with guards Tiyx ∧ ¬Tixy. Let
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mi = max{mil,m
i
u} and letm = maxim
i. We define the universe ofB to be
B = {0, . . . ,K − 1} × {0, . . . , 3} × {1, . . . ,m} ×
·⋃
1≤i≤k;θˆ∈ΘˆTi
FTi
θˆ
We can think that B consists ofK rows and 4 columns, and that the intersection of each row and
each column containsm disjoint copies of each FT
θˆ
. We imagine that rowK − 1 is glued to row 0,
and thus a cylindrical surface is obtained.
Initially, we impose appropriate structures on the copies of each FT
θˆ
. For all i, j, l, and a ∈ FT
θˆ
let us set typeB((i, j, l, a)) := typeF
T
θˆ (a), and for a, b ∈ FT
θˆ
, typeB((i, j, l, a), (i, j, l, b)) :=
typeF
T
θˆ (a, b). We also transfer the values of the functions cc and enr from the structures FT
θˆ
to their
copies.
Non-symmetric witnesses. Now we provide, for all elements, witnesses for all conjuncts of type
(∀∃s) with non-symmetric guards. This is done in a regular manner. Elements from row i find their
lower witnesses, i.e., witnesses for conjuncts with η(x, y) = Txy∧¬Tyx, in the row i+1(mod K),
and their upper witnesses, i.e., witnesses for conjuncts with η(x, y) = Tyx ∧ ¬Txy, in the row
i − 1(mod K). Elements from column j look for their lower witnesses in column lower(j) and
for their upper witnesses in column upper(j), where lower, upper : {0, 1, 2, 3} → {0, 1, 2, 3}
are defined as follows: lower(0) = lower(2) = 0, lower(1) = lower(3) = 1, upper(0) =
upper(3) = 3, upper(1) = upper(2) = 2.
This strategy guarantees two important properties, which will allow us to carry our construction
out without conflicts. First, there will be no pair of elements a, b such that a use b as a lower witness
and b use a as an upper witness (since both upper ◦ lower and lower ◦upper have no fixed points).
Second, none of the cliques will be used as a source for both a lower witness and an upper witness
(since upper and lower have disjoint images).
Let us consider explicitly the case of, say, providing lower T -witnesses for element a =
(5, 1, 3, a0), where a0 ∈ FT
′
θˆ′
.
Let α be the 1-type of a0. Let C be the T -clique of a0 in F
T ′
θˆ′
. Let θˆ = (θ,A,B) = enr(C). The
outlined strategy says that lower witnesses should be looked for in row 6, column 1. Let δ1, . . . , δl
be the list of the conjuncts of ϕ of the form (∀∃s) guarded by Txy ∧ ¬Tyx, δi = ∀x(ξi(x) →
∃y(Txy ∧ ¬Tyx ∧ ψi(x, y))). Note that l ≤ m.
For each 1 ≤ i ≤ l, if α(x) |= ξi(x) then take α′i ∈ B and βi guaranteed by condition (iii)(a)
of Definition 6.2. Let θˆ′i = (θ
′
i,A
′
i,B
′
i) ∈ Θˆ
T be the enriched Mϕ-counting type guaranteed by
condition (i)(b) of Definition 6.3 for α′i, i.e., α
′
i ∈ θ
′
i, α
′
i 6∈ B
′
i, B
′
i∪θ
′ ⊆ B andA∪θ ⊆ A′i. Choose
an element a′i of 1-type α
′
i in the T -class cc({6} × {1} × {i} × F
T
θˆ′i
).
Set typeB(a, a′i) := βi↾T .
In a similar way, in accordance with the outlined strategy, we provide lower and upper witnesses
for all elements inB.
Transitive closure. During the previous step of providing witnesses we defined 2-types containing
non-symmetric transitive connections between some pairs of elements belonging to consecutive
rows.
Let C, C′ be a pair of T -cliques in B. We write C′ <BT C if for all a ∈ C
′, b ∈ C, B |=
Tab ∧ ¬Tba. We say that there exists a T -path from C′ to C in (the current, non-fully specified,
version of) B if there exists a sequence of T -cliques C = C0, C1, . . . Cl−1, Cl = C
′ such that
for every pair Ci, Ci+1 we defined a lower T -witness for an element from Ci in Ci+1 or an upper
T -witness for an element from Ci+1 in Ci.
In order to complete the definition of T we have to ensure that for every transitive T , for every
pair of T -cliquesC, C′ in B, if there is a T -path from C′ to C, then C′ <BT C.
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Let us note basic properties of the above defined T -paths in (the current version of)B.
CLAIM 6.7. For every transitive symbol T , a T -path from a T -cliqueC to a T -cliqueC′ has the
form C1, . . . , Cs, Cs+1, . . . , Cl (one of the fragments C1, . . . , Cs or Cs+1, . . . , Cl may be empty),
where
(i) two consecutive cliques Ci, Ci+1 belong to rows j, (j + 1) mod K , for some j,
(ii) C1, . . . , Cs belong to the same column (2 or 3); similarly, Cs+1, . . . , Cl belong to the same
column (0 or 1),
(iii) each of the cliques from the considered T -path, except for possible at most one of Cs, Cs+1,
belongs to a copy of FT
θˆ
(for some θˆ); one of Cs, Cs+1 may belong to a copy of F
T ′
θˆ
(for some
θˆ and T ′ 6= T ),
(iv) s ≤ |αϕ|+ 1, l − s ≤ |αϕ|+ 1. Moreover, l ≤ 2|αϕ|+ 1.
PROOF. Conditions (i)-(iii) follow directly from our strategy of finding non-symmetricwitnesses
(in the next row, in the column given by functions upper and lower, in a copy of an appropriate FT
θˆ
structure). For (iv) let θˆi = (θi,Ai,Bi) = enr(Ci). Due to our strategy, for i = 1, . . . , s−1we have
Ai ( Ai+1. Similarly, for i = s, . . . , l − 1 we have Bi+1 ( Bi. Since |Ai|, |Bi| ≤ |αϕ| the claim
about the length of each of the two fragments follows. The claim about the length of the whole path
follows from the observation that also one of the containmentsAs ⊆ As+1 or Bs+1 ⊆ Bs must be
strict, since either one of the elements of Cs+1 is a T -witness for an element of Cs, or the other way
round.
Suppose now that C and C′ are T -cliques in B and there exists a T -path, for some transitive T ,
from C to C′, C = C1, C2, . . . , Cl−1, Cl = C
′. We describe below how to make C′ <BT C.
C′ <BT C: For every a
′ ∈ C′, a ∈ C, if the 2-type for a′ and a is not defined, then let α be
the 1-type of a and α′ the 1-type of a′. Let θˆ = (θ,A,B) = enr(C), θˆ′ = (θ′,A′,B′) = enr(C′).
Observe that θ′ ⊆ B. Indeed, denoting θˆi = (θi,Ai,Bi) = enr(Ci), we have by our construction
θ′ = θl ⊆ Bl−1 ⊆ . . . ,B1 = B. We have that α ∈ θ, and, by the remark above, α′ ∈ B. We take a
2-type β guaranteed by condition (ii) of Definition 6.2 and set typeB(a, a′) := β↾T .
Now we use the above procedure for every transitive Ti ∈ σ, and for every Ti-cliques C, C′ in
B, such that there is a Ti-path from C to C
′. This step ensures that the interpretation of each Ti
is transitive in B. The following claim shows that setting 2-types in the above step can be done
without conflicts.
CLAIM 6.8. Let a ∈ B belongs to a T -cliqueD, b ∈ B belongs to a T -cliqueD′ and there is a
T -path from D toD′. Let T ′ 6= T , let C be the T ′-clique of a and C′ the T ′-clique of b. Then there
is no T ′-path from C to C′ nor from C′ to C.
PROOF. Assume first that there is a T ′-path from C to C′. We consider two cases. In the first,
let the T -path from D to D′ stay in the same column. Then the T ′-path from C to C′ must also
stay in this column. If it is column 0 or 1 then C′ must belong to a copy of structure FT
′
θˆ′
for some
θˆ′ andD′ - to a copy of structure FT
θˆ
for some θˆ. But these copies are disjoint and C′ andD′ share
the element b; contradiction. Analogously if this column is 2 or 3 then C must belong to a copy of
structure FT
′
θˆ′
and D - to a copy of structure FT
θˆ
; contradiction. Assume now that the T -path from
D to D′ changes the column. As an example consider a subcase in which it starts in column 2 and
ends in column 0. Then the T ′-path from C to C′ also starts in column 2 and ends in column 0.
Both paths change the column for the same reason: one of the elements from column 2 looks for its
lower witness in column 0. Thus all cliques from the fragment of the T -path from column 0 must
belong to copies of structures FT
θˆ
for some types θˆ and all cliques from the fragment of the T ′-path
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from column 0 must belong to copies of structures FT
′
θˆ′
for some types θˆ′. Again, it follows that C′
andD′ are disjoint; contradiction. The other subcases can be treated analogously.
Observe now that there is no T ′-path fromC′ toC. Assume to the contrary that such a path exists.
From Claim 6.7 it follows that both this path and the T -path from D to D′ must stay in the same
column. From the same claim we have then that each of these paths consists of at most |αϕ| + 1
cliques. This is however not enough to round our whole structure consisting of K = 2|αϕ| + 1
rows. (Recall that a single step on each of the paths goes from row i to row i+ 1 mod K).
Remaining 2-types For every pair of elements a, a′ ∈ B for which we have not defined a 2-type
yet, we set it to be the unique binary free type containing the 1-types of a and a′. This step completes
the construction of the structureB.
Let us now see that indeed:
CLAIM 6.9. B |= ϕ.
PROOF. First note that all special symbols are indeed interpreted as transitive and reflexive rela-
tion: they are equivalences when restricted to copies of FT
θˆ
structures, the non-symmetric connec-
tions appearing in step Non-symmetric witnesses are transitively closed in step Transitive closure.
We take care for witnesses for conjuncts of type (∃), (∀∃), and conjuncts of type (∀∃s)with symmet-
ric special guards when the structures FT
θˆ
are built (recall that each FT
θˆ
|= ϕeq), and for witnesses
for conjuncts of type (∀∃s) with non-symmetric special guards in step Non-symmetric witnesses.
The universal conjuncts of type (∀∀s) and (∀∀) are satisfied since any 2-type appearing inB is ϕ∀-
admissible (it is either a 2-type realized in a copy of one of the structures FT
θˆ
, a 2-type guaranteed
by parts (ii)-(iii) of Definition 6.2, or a binary-free type).
This finishes the proof of Lemma 6.6. Combining it with Lemmas 2.6, 6.5 and Claim 6.4 we get
the following tight bound on the size of finite models.
THEOREM 6.10. Every finitely satisfiable GF2+TRG formula ϕ has a model of size at most
doubly exponential in |ϕ|.
We remark that our construction yields ramified models. Indeed, structures FTi
θˆ
are constructed as
models for GF2+EG formulas in Section 5 which were ramified. In steps Non-symmetric witnesses
and Transitive closurewe use T -splices of 2-types, and in step Remaining 2-typeswe use binary-free
types.
6.4. Complexity
Theorem 6.10 immediately gives 2-NEXPTIME-upper bound on the complexity of the finite satisfi-
ability problem. We however work further to obtain the tight complexity bounds.
THEOREM 6.11. The finite satisfiability problem for GF2+TRG is 2-EXPTIME-complete.
The lower bound can be obtained in the presence of just one transitive symbol, as shown in
Kieron´ski [2006] where the (unrestricted) satisfiability problem is considered. The proof there is
by an encoding of alternating Turing machines working in exponential space. Actually, it involves
infinite tree-like models, since the machines are allowed to loop and thus to work infinitely. It is
however easy to adapt the proof to the case of finite models: it suffices to consider only machines
which stop after doubly exponentially many steps, which can then be naturally encoded by finite
trees.
Remark 6.12. The intended models in the proof from Kieron´ski [2006] do not contain non-
singleton cliques, thus, the proof works also for GF2 with one partial order and the (finite) satisfia-
bility problem for GF2+PG is 2-EXPTIME-hard.
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To justify the upper bound we design an alternating algorithm working in exponential space.
The 2-EXPTIME-bound follows then from a well known result that 2-EXPTIME = AEXPSPACE
[Chandra et al. 1981]. In the description of the algorithm we use short phrases of the form guess an
object A such that conditionB holds. In a more formal description it would be replaced with guess
an objectA of the appropriate shape, verify that it meets conditionB and reject if B is not satisfied.
Algorithm GF2+TG-FINSAT. Input: a normal form GF2+TG formula ϕ.
(1) Counter := |{(i, θˆ) | 1 ≤ i ≤ k and θˆ is an enrichedMϕ-counting type}|
(2) guess a ϕT1 -admissible enrichedMϕ-counting type θˆ
∗ = (θ∗,A∗,B∗); set s := 1
(3) guess a tuple of sets of Mϕ-counting types Θ = (Θ
T1 , . . . ,ΘTk), each of the sets of size
bounded exponentially by f(|ϕ|) (for the function f from Definition 5.5), such that
— θ∗ ∈ ΘTs
—every element of ΘTi is ϕTi
↔
-admissible
— the system of inequalities ΓΘ (s, θ
∗) has an integer solution in which all the unknowns have
non-zero values.
(4) universally choose either to stay in θ∗ or to move to some other counting type appearing in Θ .
In the latter case:
(a) universally choose s ∈ {1, . . . , k} and θ∗ appearing in ΘTs different from the current θ∗
(b) guess A∗ and B∗ such that θˆ∗ = (θ∗,A∗,B∗) enriches θ∗ and is ϕTs -admissible
(5) universally choose to go Down or Up
(6) if Down has been chosen then if B∗ = ∅ then accept; otherwise universally choose a 1-type
α ∈ B∗ and guess an enrichedMϕ-counting type θˆ′ = (θ′,A′,B′) such that:
— θˆ′ is ϕTs -admissible
— α ∈ θ′; α 6∈ B′
—B′ ∪ θ′ ⊆ B∗;A∗ ∪ θ∗ ⊆ A′
if Up has been chosen then proceed symmetrically
(7) θˆ∗ := θˆ′
(8) Counter := Counter − 1; if Counter = 0 then accept; else goto Step (3)
It is not difficult to see that the algorithm uses only exponential space. Indeed, the value of the
variableCounter is bounded doubly exponentially, thus it can be written using exponentially many
bits. Also, an (enriched)Mϕ-counting type can be described using exponentially many bits, and the
algorithm needs to store at most exponentially many such types. Let us now argue that the output of
the algorithm is correct.
CLAIM 6.13. The Algorithm GF2+TG-FINSAT accepts its input normal form GF2+TG for-
mula ϕ iff ϕ has a finite model.
PROOF. Assume that ϕ has a finite model. We show how the guesses in our algorithm can be
made to obtain an accepting run on ϕ. By Lemma 6.5 there is a certificate (Θˆ ,F) for finite satis-
fiability of ϕ, Θˆ = (ΘˆT1 , . . . , ΘˆTk). In Step (2) we choose θˆ∗ to be any element of ΘˆT1 . We next
explain that the following loop invariant is ensured for the loop (3)-(8): whenever it is entered with
s and θˆ∗ such that θˆ∗ ∈ ΘˆTs then we can go through it and either accept or reach Step (8) with s
and θˆ∗ such that again θˆ∗ ∈ ΘˆTs . Since the condition on the Counter variable in Step (8) ensures
that the procedure eventually stops, this will guarantee the existence of an accepting run.
For Step (3) consider the structure FTs
θˆ∗
= Fs(θˆ∗). For each i we guess ΘTi to be the set ofMϕ-
cuttings of counting types realized in FTs
θˆ∗
by Ti-classes. This way θ
∗ ∈ ΘTs . Since by condition
(ii)(b) of Definition 6.3 FTs
θˆ∗
|= ϕeq it follows that every element of ΘTi is ϕTi -admissible. By Fact
5.4, the system ΓΘ (s, θ
∗) has an appropriate solution corresponding to FTs
θˆ∗
.
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In Step (4b) we take θˆ∗ ∈ ΘˆTs guaranteed by condition (ii)(c) of Definition 6.3. In Step (6) take
θˆ′ ∈ ΘˆTs guaranteed by condition (i)(b) or (i)(c) of Definition 6.3. Since in (7) this θˆ′ is substituted
for θˆ∗ our loop invariant is retained.
Assume now thatGF2+TG-FINSAT acceptsϕ. We explain how to construct a certificate (Θˆ ,F),
Θˆ = (ΘˆT1 , . . . , ΘˆTk), F = (F1, . . . ,Fk) of finite satisfiability of ϕ (cf. Definition 6.3). Consider
an accepting run pi of the procedure, and w.l.o.g. assume that this run is regular, i.e., if the procedure
enters the loop (3)-(8) several times with the same values of θˆ∗ and s it always makes the same
guesses. By a run we mean here a tree in which every node is labelled by a step number and values
of all the variables, having a single outgoing edge from the nodes representing steps with existential
guesses (or steps without guesses) and multiple outgoing edges from the nodes representing steps
with universal choices (corresponding to all possible choices).
For each i, let ΘˆTi consists of the enrichedMϕ-counting types θˆ
∗ with which pi leaves Step (4)
with s = i on some of its branches. Note that this in particular covers the types θˆ∗ guessed in Step
(2). Moreover this also covers the types θˆ′ guessed in Step (6). To see this consider such θˆ′ and
assume that the corresponding value of s is i′. In Step (7) we make θˆ∗ = θˆ′. Now, there are two
possibilities in Step (8): either we jump to Step (3) or accept and stop. In the former case, we can
choose to stay in Step (4) in θ∗ and leave (4) with the values of s and θˆ∗ unchanged. In the latter,
we have Counter = 0 which means that in the current branch of pi the beginning of the loop (Step
(3)) was entered twice with the same values of θˆ∗ and s. Due to our assumption on the regularity of
pi this means that there is a branch in pi in which θˆ′ is guessed with s = i′ at a moment when the
value of Counter > 0; on this branch Step (3) is then entered with s = i′ and θˆ′, and, as previously
we can keep these values in Step (4).
Condition (i)(a) of Definition 6.3 is satisfied since every time we construct an enriched Mϕ-
counting type it is explicitly required to be ϕ-admissible. Conditions (i)(b) and (i)(c) are taken care
of in Step (6).
Now we define F . It is readily verified that for each enrichedMϕ-counting type θˆ = (θ,A,B) ∈
ΘˆTi there is a node in pi labelled with Step (3), in which Θ with θ ∈ ΘTi is guessed. We set
Fi(θˆ) to be the structure corresponding to the solution of ΓΘ(s, θ∗) from the last condition in Step
(3), guaranteed by Lemma 5.7. This construction immediately ensures condition (ii) of Definition
6.3.
7. DISCUSSION
In Section 5 we showed that the finite satisfiability problem for GF2+EG is NEXPTIME-complete.
In the previous section we showed that the finite satisfiability problem for GF2+TRG is 2-
EXPTIME-complete. Recall Remark 6.12 that the 2-EXPTIME lower bound applies already to
GF2+PG. This fragment is subsumed by both GF2+TG and GF2+TRG, hence the 2-EXPTIME
lower bound transfers also to these fragments. Owing to the reduction from Lemma 2.1 also the fi-
nite satisfiability problems for GF2+TG and GF2+TRG are 2-EXPTIME-complete. Moreover, also
the finite satisfiability problem for the combined fragment GF2+EG+TSG is NEXPTIME-complete,
and for other combined variants, where at least one special symbol is required to be only transitive,
transitive-reflexive or a partial order, —2-EXPTIME-complete.
We also remark that essentially the same technique as in Section 6 can be used to show that the
finite satisfiability problem for GF2 with one transitive relation that is not restricted to guards is
decidable in 2-EXPTIME. As the first step one can transform the formula in such a way that the
binary guards in conjuncts of type (∀∀) and (∀∃) have the form ζ(x, y)∧¬Txy∧¬Tyx. Inspection
of our constructions shows that when we require new witnesses for these conjuncts, we always
provide them using 2-types not containing positive atoms of the form Txy or Tyx. Hence, we can
state the following corollary.
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COROLLARY 7.1. The finite satisfiability problem for GF2 with one transitive relation is 2-
EXPTIME-complete.
Finally, we mention a few interesting open questions. First there are several closely related frag-
ments, for which the complexity bounds of the satisfiability problem have already been established
but it is not know if the same applies to the finite satisfiability problems. These include:
(1) GF2 with one-way transitive guards. In this variant we assume that if the formulas of the form
∃vψ(u, v) (∀vψ(u, v)), where {u, v} = {x, y}, employ a transitive guard, then it is of the form
Tuv, i.e., the quantified variable occurs in the second position. (Kieron´ski [2006] shows that the
satisfiability problem for GF2 with one-way transitive guards is EXPSPACE-complete).
(2) Full GF (with unbounded number of variables) with transitive guards.
(Szwast and Tendera [2004] show that the satisfiability problem for this logic is 2-EXPTIME-
complete).
(3) GF2 with conjunction of transitive guards but without equality. In this variant we allow, e.g.,
guards of the form T1xy ∧ T2yx. (Kazakov [2006] shows that the satisfiability problem for this
extension of GF2+TG remains 2-EXPTIME-complete).
(4) GF2 with transitive closure operators in guards. (Michaliszyn [2009] shows 2-EXPTIME-
completeness of the satisfiability problem).
More importantly, it would be interesting to extend the results for GF2 with special guards (and
also for the above mentioned fragments) by additionally allowing constants that play an important
role in some application areas. So far constants have been carefully avoided in perhaps all decid-
able extensions of the guarded fragment with transitivity, as their presence no longer allows one to
construct ramified models where pairs of distinct elements are members of at most one transitive
relation. Nevertheless, we believe that the techniques of this paper can be expanded to the case of
GF2 with special guards and constants. The case with an unbounded number of variables might
require additional insights.
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