T h e performance of DF-based beamformers is seriously degmded 
Introduction
All methods for direction-finding (DF) and DF-based beamforming rely on the availability of information about the array response, and assume the signal wavefronts have perfect spatial coherence. Depending on the degree to which the actual response or wavefronts differ from their nominal values, DF and beamformer performance may be significantly degraded. To account for these types of perturbations, a slightly generalized model for the array response will be considered in this paper. The response will be parameterized not only by the directions of arrival (DOAs) of the signals, but also by a vector of perturbation or "nuisance" parameters that describe deviations of the response from its nominal value. These parameters can include, for example, displacements of the antenna elements from their nominal positions, uncalibrated receiver gain and phase offsets, etc.. With such a model, a natural approach is to attempt to estimate the unknown nuisance parameters simultaneously with the signal parameters. Such methods a r e referred to as auto-calibration techniques, and have been proposed by a number of authors, including [l, 2, 3, 41 among many others.
When auto-calibration techniques are employed, it is critical to determine whether both the signal and nuisance parameters are identifiable. In certain cases they are not; for example, one cannot uniquely estimate both DOAs and sensor phase characteristics (unless of course additional information is available, such as sources in known locations, etc.). The identifiability problem can be alleviated if the perturbation parameters are assumed to be drawn from some known a priori distribution. While this itself represents a form of additional information, it has the advantage of allowing an optimal maximum a posteriori (MAP) solution to the problem to be formulated. In [4] it is shown that, by using an asymptotically equivalent approximation to the resulting MAP criterion, the estimation of the signal and nuisance parameters can be decoupled, leading to a significant simplification of the problem.
Presumably, any of the above auto-calibration methods would provide not only improved DOA estimates, but also calibration information that would be useful in beamformer implementation. In this paper, beamformer performance is investigated for the case where the optimal MAP perturbation parameter estimates of [4] are used to update the array calibration. Simulations demonstrate that such an approach can result in a significant performance improvement, measured using either interference rejection capability or mean-squared error. In addition, for simple additive unstructured calibration errors, the MAP approach is shown in certain cases to yield a beamformer similar to the subspace corrected algorithms described in 15, 61.
Mathematical Model and Algorithms
The response of an arbitrary array of m sensors for a given DOA 8 will be denoted by the m-vector a(O,p), which is parameterized by a vector p E RP that describes the array perturbation. The array output is then modeled by the following familiar equation:
where s ( t ) and n(t) represent the received signals and noise, respectively. It will be assumed that for a given collect, N samples are taken from the array. Both s(t) and n(t) are assumed to be temporally white zero-mean complex Gaussian random processes, with covariances given by a21 and P, respectively. The perturbation term p is also assumed to be drawn from a Gaussian distri-bution with known mean po (correspo.nding to the nominal, unperturbed array response) and! covariance s2.
Given the above, the covariance of the array output and its eigendecomposition may be written as R = A(9, p)PA*(O, p ) +-u2 I = E,A.,ES + u2 E,Et, where A, contains the d largest eigenvalues, and the columns of the m x d matrix E, are the corresponding unit-norm eigenvectors. Similarly, the columns of E, are the m -d eigenvectors correspondling to u2.
An Asymptotic MAP Estimator
In [4] , it is shown that estimates of 8' and p asymptotically equivalent to those from the exact MAP estimator may be obtained by setting' 
(7)
and where c2 and A are "consistent" estimates determined from some initial estimation step. The above approach is quite general in that, by proper choice of p, it can be applied to arbitrary types of model errors. Another key advantage is that estimation of 9 and p is decoupled; a search is required on1,y for the d DOA parameters in 9 , and not for p (which is calculated directly given e). Other properties of t8he algorithm are outlined in [4].
Optimal Beamformers weights are easily shown to be
The minimum mean squared error (MSE) beamformer w,,, = R -~R , , = R -' A ( @ ,~) P . just a scaled version of the so-called minimum variance distortionless response (MVDR) beamformer:
In the general case where the signal and interference are correlated, the optimal weights depend on the signals themselves through R,, or P, and thus they cannot be used directly (Le., without a training sequence, for example). In the approach of [8] , the quantities P and R in (9) are replaced by their structured ML estimates:
where A L O = A(b,po), (.)t denotes a (left) pseudoinverse, (and R is a sample estimate of R.
Since (calibration errors were not addressed in [8] , the nominal model po was used to calculate the beamformer weights. Nevertheless, the method performs well when calibratilcm errors are present, as recently demonstrated in [9] . 011 the other hand, the MVDR approach is well known to be hyper-sensitive to array perturbations, especially a i high SNR. While ad hoc methods employing artificial noise injection have been used to combat this problem, other techniques based on subspace corrected (SC) weights have found success in experimental systems [5, 61. In these approaches, the R-' term in (10) is replacled by E,A;'E:. This is equivalent to projecting a(d) onto the signal subspace prior to forming the MVDR weights.
One of the goals of this paper is to study the improvement that results from using the method of [8] with  A(6,d) rather than A(8, p o ) , where i, is obtained from the MA]? estimator in (4). This approach will be referred to as the MAP beamformer in the sequel. In the next sectaon, an interesting connection is made between the MAP beamformer and the SC-MVDR method. In particular, it is shown that for simple unstructured array error:; and uncorrelated signals, the SC-MVDR and MAP weights have a very similar form. 
Some Special Cases

(13)
This model corresponds to an additive, circularly symmetric complex array perturbation that is uncorrelated from sensor t o sensor, but possibly 8-dependent. It is easy t o verify that under these assumptions, the covariance of p is given by
where the 2, kth element of the matrix Y is V ; k .
It is interesting t o examine the form of the MAP estimate p for this case. To begin with, note that for the above model po = 0 and Dp = [I $1, where I is md x md. Thus, p = -I'-'f, and
Using the fact that, for any invertible matrix Z,
Re{Z) -Im{Z} 
The key point of interest is that, if Y-'/N --$ 0, then the MAP estimate of the array response converges to a subspace corrected version of the nominal response:
Furthermore, if the estimated MAP array response is used in (lo), the MVDR beamformer (10) will converge to the SC-MVDR approach. The condition Y 1 / N -+ 0 occurs either with a large data sample, or when the array perturbation is large. In either case, the information provided by the prior distribution of p is of little value, and is essentially ignored by the MAP criterion. This observation provides some theoretical justification for the SC-MVDR technique, which previously had been derived using ad hoc (but well motivated) reasoning. However, in cases where the prior cannot be neglected, using SC response vectors for beamforming will not be optimal and significant degradation can result. This is seen in the simulation examples described later.
Gain a n d Phase Errors
For arrays composed of nominally identical elements, a common approach used to describe deviations in the array response attempts to model the non-uniform gain and phase effects of the receiver electronics behind each antenna element. In this model, the nominal response is perturbed by an unknown complex diagonal matrix:
where g = diag{G}. The mean of the distribution for p in this case is given by po = [eT 0IT, where e is an m x 1 vector of ones. For simplicity, in this discussion the covariance of p will be assumed t o be S2 = (g2/2)1, which implies that the individual gain and phase errors are all mutually independent and identically distributed.
The derivation of the MAP estimate of p and hence g is straightforward but somewhat cumbersome, and thus will not be presented here. However, the result is quite simple, and is given by
where '1Lki is the IC, ith element of U, denotes conjugation, and 0 an element-wise (Hadamard) product. Note that for very small gain/phase errors where (T, + 0, g + e and hence G --+ I as expected.
Simulation Results
In this section, the performance of the MAP beamformer is studied by means of a number of simulation examples. The first example involves a nominally unitgain uniform linear array perturbed by an unstructured calibration error in the form of equation ( When the signals arriving at the array are highly correlated, interference rejection is no longer an appropriate performance criterion. In such cases, an optimal beamformer will attempt to combine correlated arrivals with the desired signal to improve the quality of the resulting estimate, as measured using (for example) meansquared error. To examine beamformeir performance for the case of correlated signals, a two-ray multipath channel was simulated for various relative delays. A miscalibrated 5-element linear array was assumed to receive a random QPSK signal from -6", as well as a slightly delayed copy of the signal from 6". Both arrivals had an SNR of 0 dB, and the array was again perturbed according to (11)-(14) with Y = 0x1 and (T, = 0.15. For each trial, MAP DOA estimates were obtained based on 75 samples from the array, and normalized RMS signal errors were computed. The results are plotted in Figure 2 for various relative delays between the two arrivals. The "uncompensated" approach corresponds to the method of [8] implemented with A(6, p o ) rather than A ( i 9 p ) as in the MAP b e a m f o r m e r . The m i n i m u m MSE curve waa obtained using a known 75-sample training sequence to compute the optimal weights, and was included to give While the SC-MVDR approach can to some degree compensate for array perturbations, it cannot eliminate signal cancelation due to the presence of a correlated arrival, and its performance in this case is quite poor. For small delays, correcting for calibration errors yields a 25-30?4 improvement in RMS error. which translates into a reduction in symbol error rate of approximately a factor of 6 (from .041 to .007) for this example.
