Abstract. We study positive solutions of equation (E) −∆u + u p |∇u| q = 0 (0 < p, 0 ≤ q ≤ 2, p + q > 1) and other related equations in a smooth bounded domain Ω ⊂ R N . We show that if N (p + q − 1) < p + 1 then, for every positive, finite Borel measure µ on ∂Ω, there exists a solution of (E) such that u = µ on ∂Ω. Furthermore, if N (p + q − 1) ≥ p + 1 then an isolated point singularity on ∂Ω is removable. In particular there is no solution with boundary data δ y (=Dirac measure at a point y ∈ ∂Ω). Finally we obtain a classification of positive solutions with an isolated boundary singularity.
Introduction
In this paper, we are concerned with the boundary data measure problem associated to the equation ( 
1.1)
− ∆u + H(x, u, ∇u) = 0
in Ω where Ω is a domain in R N and H is a Caratheodory function defined in Ω × R × R N . When H depends only on u, much works on the boundary value problem for equation (1.1), especially for the following typical equation (1.2) − ∆u + u p = 0 with p > 1, have been studied by Le Gall [6] , Gmira and Véron [5] , Marcus and Véron [14] , [15] , [21] , [22] . It was shown that equation (1.2) admits a critical value
For any 1 < p < p c , if µ is a bounded Radon measure on ∂Ω, then there exists a unique solution of (1.2) with boundary data µ. Moreover isolated boundary singularities of solutions of (1.2) can be completely described. More precisely, when 1 < p < p c , if u ∈ C 2 (Ω) ∩ C(Ω \ {0}) is a nonnegative solution of (1.2) vanishing on ∂Ω \ {0} then either u behaves like kP Ω (., 0) near 0 with some k ≥ 0 and P Ω (., 0) being the Poisson kernel in Ω, or u(x) ≈ ρ(x) |x| − q+1 q−1 as x → 0 where ρ is the distance function to ∂Ω. When p ≥ p c , the isolated singularities are removable, namely if u ∈ C 2 (Ω) ∩ C(Ω \ {0}) is a nonnegative solution of (1.2) vanishing on ∂Ω \ {0} then u ≡ 0. More general results can be found in [16] , [17] .
The case H depends only on ∇u has been recently investigated by P.T. Nguyen and L. Véron [19] . Many results have been extended to quasilinear equations of the form (1.4) − ∆u + g(|∇u|) = 0
in Ω. Under suitable conditions on g, if µ is a bounded Radon measure on ∂Ω, they proved existence of a positive solution of (1.4) with boundary data µ. In the power case, namely g(|∇u|) = |∇u| q with 1 ≤ q ≤ 2, they showed that the critical value for (1.4) is (1.5) q c = N + 1 N and analogous phenomena occur for isolated boundary singularities. Notice that when q > 2, by [9] if u ∈ C 2 (Ω) is a positive solution of (1.4) then u is bounded in Ω, therefore there is no singularity on the boundary.
Motivated by the above papers, we study boundary singularities of positive solutions of (1.1) in the case that H depends on both u and ∇u. We are interested in the case of subquadratic growth in the gradient and concentrate in particular on two model cases (1.6) H(x, u, ξ) = u p |ξ| q ∀(x, u, ξ) ∈ Ω × R + × R N where p > 0, 0 ≤ q ≤ 2 and (1.7) H(x, u, ξ) = u p + |ξ| q ∀(x, u, ξ) ∈ Ω × R + × R N where p ≥ 1, 1 ≤ q ≤ 2. Concerning the above types of nonlinearity, there have been many works on large solutions, namely solutions that blow up on the boundary. When H satisfies (1.6), there exists no large solution to equation (1.1) . When H satisfies (1.7) there exists a large solution to (1.1); moreover large solution is unique if 1 < p < q ≤ 2 (see [1] , [2] ). To our knowledge, up to now, no study dealing with the boundary value problem with measure data for these types of nonlinearity has been published. We list below results concerning existence of solution with boundary data as Radon measure, classification of Following is the main existence result in the subcritical case. Theorem A. Assume either H satisfies (1.6) with 0 < N(p + q − 1) < p + 1 or H satisfies (1.7) with m p,q < p c . Then H is subcritical. Moreover, let {µ n } be a sequence of positive bounded measures on ∂Ω which converges to a positive bounded µ in the weak sense of measures and {u µn } be a sequence of corresponding solutions of (1.8) with µ = µ n . Then there exists a subsequence such that {u µn k } converges to a solution u µ of (1.8) in L 1 (Ω) and {H(x, u µn k , ∇u µn k )} converges to H(x, u, ∇u) in L 1 ρ (Ω). Remark. The method used is classical, using the estimates in weak L p space and compactness of approximating solutions. Due to this approach, the results stated in Theorem A can be extended to the following cases: (1.11) 0 ≤ H(x, u, ξ) ≤ a 1 (x)u p |ξ| q ∀(x, u, ξ) ∈ Ω × R + × R N where p > 0, q ≥ 0, 0 < N(p + q − 1) < p + 1 , a 1 ∈ L ∞ (Ω) and a 1 > c > 0; (1.12) 0 ≤ H(x, u, ∇u) ≤ a 2 (x)f (u) + a 3 (x)g(|ξ|) ∀(x, u, ξ) ∈ Ω × R + × R N where a i ∈ L ∞ (Ω), a i > c > 0 (i = 3, 4), f and g are positive, nondecreasing, continuous functions in R + , satisfying f (0) = g(0) = 0 and
The uniqueness of the problem remains open. However, if µ is concentrated at a point on the boundary and the functions a i (i = 1, 2, 3) are positive constants, we prove that the solution of (1.8) is unique.
Theorem B.
Assume either H satisfies (1.6) with 0 < N(p + q − 1) < p + 1 or H satisfies (1.7) with m p,q < p c . Then for any k > 0, there exists a unique positive solution to (1.8) with µ = kδ 0 , denoted by u Ω k,0 , where δ 0 is the Dirac mass concentrated at the origin 0. Moreover,
and there exists d k > 0 such that
The solutions u Ω k,0 are called weakly singular solutions. It follows from (1.13) that the sequence {u Ω k,0 } is increasing. Hence, it is interesting to study the limit of this sequence. In order to state the result involving the limit, we define the class of strongly singular solutions (see the definition of the boundary trace tr ∂Ω in section 3.2) (1.15) U . Denote by ∇ ′ and ∆ ′ the covariant derivative on S N −1 identified with the tangential derivative and the Laplace-Beltrami operator on S N −1 respectively. When H satisfies (1.6), by plugging u = r −β ω(σ) into (1.16) we deduce that
where
locally uniformly on S − ∆u + |∇u| q = 0 in Ω, tr ∂Ω (u) = ({0}, 0).
As a consequence, we provide a full characterization of isolated singularities at the origin 0.
Theorem E Assume either H satisfies (1.6) with 0 < N(p + q − 1) < p + 1 and p ≥ 1 or H satisfies (1.7) with m p,q < p c . Let
, the unique element of U Ω 0 , and the asymptotic behavior of u near 0 is given either in (1.24) or in (1.25) according to the assumptions on H.
On the contrary, we show that isolated boundary singularities are removable in the critical and supercritical case. More precisely, Theorem F Assume either H satisfies (1.6) with N(p + q − 1) ≥ p + 1 or H satisfies (1.7) with m p,q ≥ p c . If u ∈ C(Ω \ {0}) ∩ C 2 (Ω) is a nonnegative solution of (1.1) vanishing on ∂Ω \ {0} then u ≡ 0.
When H satisfies (1.6), the proof of Theorem F is divided into three cases. The case N(p + q − 1) > p + 1 is treated due to a priori estimate for solutions with isolated singularity at 0. The critical case is more delicate: we first prove removability result for Ω = R N + and then by using regularity results up to boundary (see [7] ) we get the assertion when Ω is bounded. Finally, when q = 2, thanks to a change of unknown, we deduce that u ≡ 0. When H satisfies (1.7), the removabilty result for (1.1) is derived from the one for (1.2) and (1.4).
The paper is organized as follows. In section 2, we establish some estimates on positive solution of (1.1) and its gradient, and recall some estimates concerning weak L p space which play a key role in proving the existence of solutions with bounded boundary measure data in the subcritical case. Section 3 is devoted to the proof of Theorem A and to investigate the notion of boundary trace. In section 4, we provide a complete description of isolated singularities (Theorem B, Theorem C, Theorem D and Theorem E). Finally, in section 5, we give proof of removability result (Theorem F).
Throughout the present paper, we denote by c, C, c 1 , c 2 ,...positive constants which may vary from line to line. If necessary the dependence of these constants will be made precise.
Preliminaries
The following comparison principle can be found in [4, Theorem 9.2].
Proposition 2.1. Assume H : Ω × R + × R N → R + is nondecreasing with respect to u for any (x, ξ) ∈ Ω × R N , continuously differentiable with respect to ξ and H(x, 0, 0
Next, for δ > 0, we set
Since Ω is of class C 2 , there exists δ 0 > 0 such that i) For every x ∈ Ω δ 0 , there exists a unique point σ(x) ∈ ∂Ω such that x = σ(x) − ρ(x)n σ(x) where n σ(x) is the outward unit normal vector to ∂Ω at σ(x).
ii) The mappings x → ρ(x) and x → σ(x) belong to C 2 (Ω δ 0 ) and C 1 (Ω δ 0 ) respectively. Moreover, lim x→σ(x) ∇ρ(x) = −n σ(x) and |∇ρ| = 1 in Ω δ 0 .
As a consequence of Proposition 2.1, we deduce a priori estimate
) and and set
Then max{u 0 (y) : y ∈ B 2 (y 0 )} = 1 and u 0 satisfies
Therefore, we deduce (2.3).
By an analogous argument, we obtain
Remark. If H satisfies (1.7) with p ≥ q 2−q then (2.5) can be improved. Indeed, it follows from Keller-Osserman estimate that there exists a constant C N,p depending only on N and p such that
Denote by G Ω (resp. P Ω ) the Green kernel (resp. the Poisson kernel) in Ω, with corresponding operators G Ω (resp. P Ω ). We also denote by M ρ α (Ω), α ∈ [0, 1], the space of Radon measures µ on Ω satisfying 
, the weak L p space defined as follows: a measureable function f in Ω belongs to this space if there exists a constant c such that
The function λ f is called the distribution function of f (relative to τ ).
is not a norm, but for p > 1, it is equivalent to the norm (2.9)
The following usefull estimates involving Green and Poisson operators can be found in [3] (see also [18] , [21] and [22] ).
Proposition 2.4. For any α ∈ [0, 1], there exist a positive constant c 1 depending on α, Ω and N such that
for any ν ∈ M ρ α (Ω) and any µ ∈ M(∂Ω) where
3. Boundary value problem with measures and boundary trace 3.1. The Dirichlet problem. We first prove a regularity result in the subcritical case.
Proof. We provide here the proof in the case H satisfies (1.6). The case H satisfies (1.7) follows by some modifications.The proof is based on bootstrap argument. We put f = −u p |∇u| q . Let s 1 > 1 (s 1 will be determined later on) and K ⊂⊂ Ω. By Holder inequality, for r 1 > 1 (will be made precise later),
We will choose s 1 and r 1 such that (N − 1)ps 1 r 1 ≤ N + 1 and Nqs 1 r
It is sufficient to choose s 1 and r 1 such that
Next, let s 2 > 1 (will be determined later on). By Holder inequality, for r 2 > 1 (will be made precise later), (3.1) remains true with s 1 and r 1 replaced by s 2 and r 2 respectively. We will choose s 2 and r 2 such that (N − 2s 1 )ps 2 r ≤ Ns 1 and (N − s 1 )qs 2 r ′ ≤ Ns 1 . It is sufficient to choose s 2 and r 2 such that
We can choose s 2 close
. Next by iterating the process, we can define a sequence {s k } such that u ∈ W 2,s k loc (Ω) and
Hence we can find k 0 large enough such that
We now turn to the Proof of Theorem A. We deal with the case when H satisfies (1.6).
The case H satisfies (1.7) is simpler and can be treated in a similar way. Let {µ n } be a sequence of positive functions in C 1 (∂Ω) such that {µ n } converges to µ in the weak sense of measures and µ n L 1 (∂Ω) ≤ c 2 µ M(∂Ω) for all n, where c 2 is a positive constant independent of n. Consider the following problem
It is easy to see that 0 and −P Ω [µ n ] are respectively supersolution and subsolution of (3.2). By [10, Theorem 6.5] there exists a solution
By the maximum principle, such solution is the unique solution of (3.3). 
where c 4 is a positive constant independent of n. From Proposition 2.4 and by noticing that
(Ω) and u n satisfies −∆u n = f n in Ω, u n = 0 on ∂Ω. Again, from Proposition 2.4 and (3.5), we derive that
where c ′ 4 is a positive constant depending only on Ω and N. Thus the assertion 1 follows from (3.6) and (3.7).
By regularity results for elliptic equations [13] , there exist a subsequence, still denoted by {u n }, and a function u such that {u n } and {|∇u n |} converges to u and |∇u| a.e. in Ω.
Hence {u n } is uniformly integrable. Therefore the assertion 2 follows from Vitali's convergence theorem.
where (3.10)
We first notice that (3.11)
Next put A n (t) = {x ∈ Ω : u n > t}, t > 0 and a n (t) =
ρdx.
(Ω; ρdx) . By (2.8) and (2.10), we get a n (t) ≤ t
Combining the above inequality with (2.12) yields (3.12) a n (t) ≤ t
By integration by part and (3.12), we obtain
Similarly, we get (3.14)
Fix r such that 
For any ε > 0, since p(N − 1) + qN < N + 1, we fix ℓ large enough that the second term on the right-hand side of (3.17) is smaller than ε 2
. Therefore,
Thus the assertion 3 is a consequence of Vitali's convergence theorem.
For every ζ ∈ C 2 0 (Ω), we have
From assertion 2 and assertion 3, by taking into account that |ζ| ≤ cρ in Ω, we can pass to the limit in each term in (3.18) and obtain (1.9); so u is a solution of (1.
Next, let {µ n } be a sequence of positive bounded measures on ∂Ω which converges to a positive bounded µ in the weak sense of measures and {u µn } is be a sequence of corresponding solutions of (3.3). Then by using the same argument as in assertion 2 and assertion 3, we deduce that there exists a subsequence such that {u µn k } converges to a solution
A variant of the stability result in theorem A is the following Corollary 3.2. Assume either H satisfies (1.6) with 0 < N(p+q−1) < p + 1 or H satisfies (1.7) with m p,q < p c . Let {δ n } be a decreasing sequence converging to 0, µ is a bounded positive measure on ∂Ω and {µ n } is a sequence of bounded positive measure on Σ δn converging to µ in the weak sense of measures and {u µn } be a sequence of corresponding solutions of (3.3) in D δn . Then there exists a subsequence such that
Proof. As above, we consider the case H satisfies (1.6) because the case H satisfies (1.7) follows by similar argument. We extend u µn and |∇u µn | by zero outside D δn and still denote them by the same expressions. By regularity results for elliptic equations [13] , there exist a subsequence, still denoted by {u νn }, and a function u such that {u µn } and {|∇u µn |} converges to u and |∇u| a.e. in Ω. Let G ⊂ Ω be a Borel set and put G n = G ∩ D δn . By using similar argument as in assertion 2 in the proof of theorem A, thanks to the estimate
Hence, {u µn } is uniformly integrable. Therefore, due to Vitali's convergence theorem, up to a subsequence,{u µn } converges to u in L 1 (Ω). Set ρ n (x) := (ρ(x)−δ n ) + . By using a similar argument as in Assertion 3 of the proof of Theorem A and taking into account that Gn ρ n dx ≤ G ρdx, we obtain that for any ε > 0 there exists ℓ > 0 large enough, independent of n, such that
Therefore, by Vitali's convergence, up to a subsequence, {u
(Ω) we denote by ζ n the solution of (3.21)
By letting n → ∞, we deduce that u is a solution of (1.8).
Remark. Let µ ∈ M + (∂Ω) and u is a positive solution of (1.8). It follows from Proposition 2.2 that there exists a constant c depending on N, p, q, Ω and µ M(∂Ω) such that ii) There exists µ ∈ M + (∂Ω) such that u is a solution of (1.8).
iii) u is bounded from above by an harmonic function in Ω.
Definition 3.7. Assume µ ∈ M(Σ) and µ δ ∈ M(Σ δ ) for each δ ∈ (0, δ 0 ). We say that µ δ → µ as δ → 0 in the sense of weak convergence of measures if
A function u ∈ C(Ω) of (1.1) possesses a measure boundary trace
Similarly, if A is a relatively open subset of Σ, we say that u possesses a trace µ on A in the sense of weak convergence of measures if µ ∈ M(A) and (3.27) holds for every φ ∈ C c (A).
By adapting the proof of [17, Cor 2.3] to (1.1), we obtain Proposition 3.8. Let u ∈ C 2 (Ω) be a positive solution of (1.1). Suppose that for some z ∈ ∂Ω there exists an open neighborhood U such that
Then u ∈ L 1 (K ∩ Ω) for every compact set K ⊂ U and there exists a positive Radon measure ν on Σ ∩ U such that
Definition 3.9. Let u ∈ C 2 (Ω) be a positive solution of (1.
Proposition 3.10. Let u ∈ C 2 (Ω) be a positive solution of (1.1) with the singular boundary set S(u). If z ∈ S(u) is such that there exists an open neighborhood U of z such that u ∈ L 1 (U ∩ Ω), then for every neighborhood V of z there holds
Theorem 3.11. Assume either H satisfies (1.6) with 0 < N(p + q − 1) < p + 1 or H satisfies (1.7) with m p,q < p c . If u ∈ C 2 (Ω) is a positive solution of (1.1), then (3.30) holds for every z ∈ S(u).
Proof. By translation we assume z = 0 ∈ S(u) and (3.30) does not hold. We proceed by contradiction, assuming that there exists an open neighborhood G of 0 such that
It follows from Proposition 3.10 that if U is a neighborhood of z then Ω∩U u dx = ∞, which leads to lim sup δ→0 Σ δ ∩U u dS = ∞. For each n ∈ N * , we take U = B 1 n (0). Then there exists a sequence {δ n,m } m∈N tending to 0 as m → ∞ such that lim m→∞ Σ δn,m ∩B 1
Then, for any k > 0, there exists m k := m n,k ∈ N such that
udS ≥ k and m n,k → ∞ when n → ∞. In particular there exists t := t(n, k) > 0 such that Lemma 4.1. Assume u ∈ C(Ω\{0})∩C 2 (Ω) is a nonnegative solution of (1.1) in Ω which vanishes on ∂Ω \ {0}. i) Assume H satisfies (1.6). Then
ii) Assume H satisfies (1.7). Then
Proof. The proof is an adaptation of [19, Lemma 3.3 and Lemma 3.4]. We deal only with the case where H satisfies (1.6) since the case H satisfies (1.7) can be treated in a similar way. For ǫ > 0, we set
and let u ǫ be the extension of P ǫ (u) by zero outside Ω. There exists R 0 such that Ω ⊂ B R 0 . Since 0 ≤ P ′ ǫ (r) ≤ 1 and P ǫ is convex, u ǫ ∈ C 2 (R N ) and it satisfies −∆u ǫ + u
Since u ǫ vanishes on ∂B R and is finite on ∂B ǫ it follows u ǫ ≤ U ǫ,R in B R \ B ǫ . Letting successively ǫ → 0 and R → ∞ yields to (4.1).
For 
The existence of a solution to (4.7) is guaranteed by Theorem A. The uniqueness is obtained due to the following lemma. 
Proof. We prove (4.8) in the case H satisfies (1.6). The case H satisfies (1.7) can be treated in a similar way.
Assertion: For every x ∈ Ω, there hold
where Λ 5 is a positive constant depending on N, p, q, Ω. Indeed, since u is a solution of (4.7), it follows from the maximum principle that u ≤ kP Ω (., 0) ≤ kc N |x| 1−N in Ω where c N is a positive constant depending on N and Ω. By adapting argument in Lemma 4.1, we obtain (4.9).
Next, it follows from Lemma 4.3 that
Since G Ω (x, y) ≤ c 9 ρ(x) |x − y| −N min{|x − y| , ρ(y)} for every x, y ∈ Ω, x = y where c 9 = c 9 (N, Ω) (see [18] ), we deduce, for ǫ 0 ∈ (0, 1), that
The above estimate, joint with (4.10), implies that (4.12)
We fix ε 0 such that 0 < ε 0 < min {1, N + 1 − (N − 1)p − Nq}. By the following identity (see [8] ), (4.13)
where c 11 = c 11 (N, ε 0 ), we obtain
Since N + 1 −(N −1)p −Nq > 0, by letting x → 0, we obtain (4.8).
Proof of Theorem 4.2. Let u be a solution of (4.7) then u(
. From (4.8), we obtain (4.14) 
Proof. The second inequality follows straightforward from comparison principle. In order to prove the first inequality, put A = {d > 0 :
Suppose by contradiction that A = ∅. Then for each n ∈ N, there exists a point x n ∈ Ω such that
We may assume that {x n } converges to a point x * ∈ Ω. We deduce from (4.16) that x * / ∈ Ω. Thus x * ∈ ∂Ω. By Theorem 4.2, x * ∈ ∂Ω \ B ǫ (0) for some ǫ > 0. Following the notations in Section 2, denote by σ(x n ) the projection of x n on ∂Ω. It follows from (4.16) that
.
By letting n → ∞, we obtain Proof. If ∂Ω is compact, for each n ∈ N large enough, ∂Ω ⊂ B n (0). We set Ω n = Ω ∩ B n (0) and denote by u −∆u + H(x, u, ∇u) = 0 in Ω n u = kδ 0 on ∂Ω n .
Then by the maximum principle,
Thus {u
Ωn k,0 } increase to a function u * which satisfies
By regularity theory, {∇u Ωn k,0 } n converges locally uniformly in Ω \ B ǫ (0) for any ǫ > 0 when n → ∞, and thus u * ∈ C(Ω \ {0}) is a positive solution of (4.7) in Ω vanishing on ∂Ω\{0}. The estimate (4.19) implies that the boundary trace of u * is a Dirac measure at 0, which is in fact kδ 0 due to (4.14) for Ω n , (4.18) and (4.19) . Uniqueness also follows from these estimates. 
Proposition 4.6. Let v ∈ C(Ω\{0})∩C 2 (Ω) be a nonnegative solution of (1.1) vanishing on ∂Ω \ {0}. 
If H satisfies (1.7) with p < 
where Γ t 1 ,t 2 := B t 2 (0) \ B t 1 (0) with 0 < t 1 < t 2 . Notice that M and γ are independent of ℓ ∈ (0, 1) because the curvature of ∂Ω ℓ remains uniformly bounded when 0 < ℓ < 1. Thus there exists a sequence {ℓ n } and a function v
which is a solution of Proof.
then by uniqueness of strongly singular solution (see [17] and [19] 
We next study structure of the classes E i (i = 1, 2, 3, 4) (E i is defined in (1.23) ).
ii) Assume either H satisfies (1.6) with 0 < N(p + q − 1) < p + 1 or H satisfies (1.7) with m p,q < p c . Then E i = ∅ with i ∈ 1, 4 determined in the statement i). Proof. Notice that when H satisfies (1.7) with p = q 2−q , the statement i) and ii) have been proved in [17] and [19] . Moreover, if m p,q = p c then
. So we are left with the case when H satisfies either (1.6) or H satisfies (1.7) with p = q 2−q and we only give the proof for the case H satisfies (1.6). Proof of statement i). Denote by ϕ 1 the first eigenfunction of −∆ ′ in W 
then there exists no positive solution of (1.18).
Proof of statement ii).
The proof is based on construction a subsolution and a supersolution to (1.18) . By a computation, we can prove that
1 is a positive subsolution of (1.18) with θ 1 > 0 small and 1 < θ 2 <
. Next, it is easy to see that ω = θ 4 , with θ 4 > 0 large enough, is a supersolution of (1.18) and ω > ω in S N −1 + . Therefore by [10] there exists a solution ω *
The structure of E i (i = 1, 2) is analyzed in the following theorem.
Proof. We give below only the proof of statement i) because the statement ii) can be treated in a similar way. Suppose that ω 1 and ω 2 are two positive different solutions of (1.18) and by Hopf lemma 
Set ω 1,τ 0 := τ 0 ω 1 , then ω 1,τ 0 is a positive supersolution to problem (1.18) When R N + is replaced by a general C 2 bounded domain Ω, the role of ω * i is crucial for describing the strong singularities. In that case we assume that 0 ∈ ∂Ω and the tangent plane to ∂Ω at 0 is ∂R
is a solution of (1.16) and we say that u is self-similar if T 31) lim
Proof. Case 1: H satisfies (1.6). Since the proof is close to the one of [19, Proposition 3.22] , we present the main ideas.
We first note that T 
Notice that u 34) u
Furthermore there also holds for ℓ, ℓ 37) u
by letting ℓ → 0 we obtain (4.31). 
Since 0 < ℓ < 1 and p > q 2−q , by comparison principle, we get
in Ω ℓ where u . By similar argument in case 3 and results in [19] , we derive (4.32) with i = 4.
We next construct the maximal strongly singular solution at 0. lim lim
Proof. Case 1: H satisfies (1.6).
Step 1: Construction maximal solution. Let u is a positive solution of (1.1) which vanishes on ∂Ω \ {0}. Since 0 < N(p + q − 1) < p + 1, there exists a radial solution of (1.1) in R N \ {0} of the form
and dominates u in Ω. For 0 < ǫ < max{|z| : z ∈ Ω}, we construct a decreasing smooth sequence
in Ω \ B ǫ (0). Owing to Corollary 3.2, {u ǫ,n } converges to the solution u Ω ǫ of (4.44)
Letting ǫ to zero, {u and then we proceed as above to construct the maximal solution.
Step 2: Proof of (4.40). Assume H satisfies (1.6) with p ≥ 1. We first take into account that U . The proof is smilar to the one in case 1. 
We introduce the new variable y = Φ(x) with y ′ = x ′ and y N = x N − φ(x ′ ), with corresponding spherical coordinates in R N , (r, σ) = (|y|, y |y| ). Let u is a positive solution of (1.1) in Ω vanishing on ∂Ω\{0}. We set u(x) = r −β 1 v(t, σ) with t = − ln r ≥ 0, then a technical computation shows that v satisfies with n = y |y| (4.52)
( v(t, .) C 2,γ (S
for any γ ∈ (0, 1) and t ≥ T + 1. Moreover lim t→∞ S
is a non-empty, connected and compact subset of the set of E 1 . By the uniqueness of (1.18), Γ
For any ε > 0, by the comparison principle,
in Ω. . In this case, we use the transformation t = − ln r for t ≥ 0 andũ(r, σ) = r −β 2 v(t, σ) and obtain the following equation instead of (4.52) (4.55) (1 + ǫ 
Removability
In this section we deal with removable singularities in the case that H is critical or supercritical.
Proposition 5.1. Assume either H satisfies (1.6) with N(p + q − 1) > p + 1 or H satisfies (1.7) with m p,q > p c . If u ∈ C(Ω \ {0}) ∩ C 2 (Ω) is a nonnegative solution of (1.1) vanishing on ∂Ω \ {0} then u cannot be strongly singular solution.
Proof. We consider a sequence of functions ζ n ∈ C ∞ (R N ) such that ζ n (x) = 0 if |x| ≤ 1 n , ζ n (x) = 1 if |x| ≥ 2 n , 0 ≤ ζ n ≤ 1 and |∇ζ n | ≤ c 13 n, |∆ζ n | ≤ c 13 n 2 where c 13 is independent of n. We take ξζ n as a test function (where ξ is the solution to (3.4)) and we obtain (5.1) Ω (u + H(x, u, ∇u)ξ)ζ n dx = Ω u (ξ∆ζ n + 2∇ξ.∇ζ n ) dx = J 1 + J 2 .
Set O n = Ω ∩ {x : Hence u is a moderate solution of (1.1). Therefore the boundary trace of u is a bounded measure. Since u = 0 on ∂Ω \ {0}, the boundary trace of u is kδ 0 for some k ≥ 0. Since v c and P R N + (., 0) are respectively subsolution and supersolution of (4.28), there exists a solution w n of the problem (4.28) satisfying 0 ≤ w n ≤ P R N + (., 0) in Q n . Hence, by comparison principle 0 ≤ w n+1 ≤ w n ≤ P R N + (., 0) in Q n for each n ∈ N. Therefore,w := lim n→∞ w n ≤ P R N + (., 0) in R N + . Again, by [7] , we obtain (4.27) with v ℓ replaced by w n and Ω ℓ replaced by Q n . Thusw is a solution of (4.28). On one hand, by the definition ofṽ,w ≤ṽ. On the other hand,ṽ ≤ w n in Q n for every n, and consequentlyṽ ≤w in R N + . Thusṽ =w. For every ℓ > 0, we set w ℓ = T 
