ABSTRACT Visual place recognition (VPR) in changing environments is an urgent challenge for long-term autonomous navigation. One recent ConvNet landmark-based approach exploits region landmarks coupled with ConvNet features to match images, and the approach has shown promising results under significant environmental and viewpoint changes. In this paper, we propose a robust ConvNet landmark-based system for VPR in changing outdoor roadway environments by extension of this approach from the following two aspects. First, our method utilizes more discriminative landmarks obtained by a novel refinement method called SemLandmarks, which leverages roadway scene semantic information to screen landmarks directly detected by an existing object proposal method. Second, our method improves the accuracy of image matching by introducing consistent spatial constraints based on the use of geometry-preserving landmark pairs. Experimental results demonstrate that our method significantly improves the state of the art in VPR in terms of recognition accuracy on three challenging benchmark data sets with various environmental and viewpoint changes.
I. INTRODUCTION
Visual place recognition (VPR) answers the question of ''where am I?''. Specifically, it determines whether the current view of a robot or a mobile device comes from a place or location that has been visited in the past. With the ability to recognize a place visually, VPR can serve as a crucial component in solving many problems in computer vision and robotics, such as content-based image retrieval, loop closure detection, and visual SLAM. In particular, recent interest in autonomous mobile robots, such as self-driving vehicles, has created a strong need for VPR techniques that can operate in challenging environments. However, as in many computer vision problems, significant differences in image appearance are usually unavoidable due to varying in the camera viewpoint, the time of day, season, and weather conditions, etc. Therefore, two properties, i.e., condition invariance and viewpoint invariance, must be obtained for a VPR solution to be practical.
Though the problem of VPR has been extensively investigated over the last decade, most of the previous methods [1] - [12] use hand-crafted local and global visual features, such as SIFT [13] , SURF [14] and Gist [15] . In spite of the significant progress, invariance properties remain a considerable issue for existing solutions. In order to achieve both condition invariance and viewpoint invariance, a ConvNet landmark-based method has been proposed in [16] . Instead of using hand-crafted features (local or global), this method makes use of the outstanding discriminating power of ConvNet features, which are computed by a pre-trained convolutional neural network (ConvNet or CNN) on the landmarks detected in an image. Compared with previous approaches that use hand-crafted features, this method improves place recognition in changing environments due to the following two reasons [16] , [17] . First, viewpointinvariance is achieved by describing an image with its landmarks, a compromise of global and local fashions. Second, ConvNet features, rather than hand-crafted visual features, are used to describe the detected landmarks, and this leads to higher recognition accuracy in VPR [18] , [19] . As a result, this method has demonstrated the state-of-the-art performance, superior to traditional methods such as FAB-MAP [3] and SeqSLAM [8] under conditions of significant viewpoint and environmental changes [16] . Therefore, this method is considered to be a promising technique for VPR in changing environments [17] . Despite this, there is plenty of room for improvements. In this paper, we propose two simple yet effective improvements to this method.
Our work is motivated by the two following problems observed in the experimental results produced by [16] . First, a considerable number of landmarks of [16] are directly detected by an existing object proposal method developed in computer vision from regions of an image with dynamic objects (such as vehicles, pedestrian and bicyclist) or ground surfaces (such as road, pavement and roadmarking). These regions are common in images and uninformative in discriminating images. Inclusion of these regions as landmarks can cause serious perceptual aliasing and incorrect recognition. Second, the image matching method used in [16] neglects the spatial arrangement of the detected landmarks in an image, and treats them independently. And consequently, it is incapable of eliminating incorrect matched landmarks that are acceptable when they are matched independently although their relative positions are clearly inconsistent between a pair of images. Despite this, their similarities of such matched landmarks are still added into the overall similarity of the query and reference images. Apparently, this problem affects the recognition accuracy.
To tackle these problems, in this paper we propose an improved ConvNet landmark-based method for VPR in changing outdoor roadway environments by extension of the method of [16] . Fig. 1 illustrates the overall pipeline of our method (see details in Section IV-A). As can be seen, our method provides two main contributions: 1) a landmark refinement method based on roadway scene semantic information, namely SemLandmarks, which provides a way to select more discriminative landmarks for VPR (Section IV-B), and 2) a novel way of incorporating in the matching process the spatial consistency of matched landmark pairs, namely Geometry-preserving Landmark Pairs (GLP), in order to remove the incorrectly matched landmark pairs and improve matching accuracy (Section IV-C).
To validate the effectiveness of our method for VPR, we conduct experiments on three standard and challenging benchmark datasets with different environmental and viewpoint changes. Experimental results show that our method effectively improves a state-of-the-art method of [16] by a large margin. Compared with [16] , our refined landmarks are more discriminative, and the spatial distribution of matched landmark pairs produced by our GLP is more consistent. As a result, the recognition accuracy of our method is much higher than that of [16] in some cases. In particular, the superiority of our method becomes obvious when multiple changes are involved into the environmental conditions. The rest of this paper is organized as follows. First, related literature is briefly reviewed in Section II. Then, the details of our proposed method are provided in Section IV. Next, extensive experimental results are presented in Section V. Finally, the work is concluded in Section VI.
II. RELATED WORK
Visual place recognition is an extensively studied area both in computer vision and robotics [17] . Although existing techniques have enjoyed tremendous success for VPR in environments without significant appearance changes, it is still an unsolved problem for long-term autonomous navigation since drastic environmental changes often occur when long duration operations are required. In this section we briefly review representative works in VPR research.
As discussed previously, traditional methods based on hand-crafted features hardly achieve both properties of condition invariance and viewpoint invariance. Previous local invariant feature-based methods, e.g., FAB-MAP [3] , RTABMap [20] , [21] and ORBSLAM [22] , often fail to perform well when the environment suffers significant appearance variations caused by illumination, weather and seasons. The main reason for this failure is that these local keypoint descriptors such as SIFT [13] , SURF [14] and ORB [23] are only partially condition invariant, and this causes perceptual aliasing and reduces the discriminative power of local descriptors. Considering this issue, a lot of research in VPR has moved from using local features to using global features, since the later has shown better conditional invariance than the former. For example, some global featurebased methods [5] - [7] simply use Gist features [15] , which encode the responses of Gabor filters at different orientations and frequencies into a global descriptor, to represent an image in VPR. In addition, some of the global feature-based approaches, such as SeqSLAM [8] and its variants [9] - [11] , [24] , have shown that instead of using a single image, leveraging temporal information and consistency of sequence images can provide significant performance boost under significant environmental changes. Despite better conditional invariance, global feature-based approaches are shown to offer less robustness to viewpoint change and occlusion. It is generally agreed that traditional methods of using hand-crafted features are difficult to achieve satisfactory performance in environments that experience a combination of illumination, weather, season, viewpoint, and other changes.
Recent advances in CNNs motivate researchers to investigate ConvNet features as a promising alternative to handcrafted features for a more precise VPR. Therefore, exploring ConvNet feature-based approaches is attracting more and more attention in VPR. As expected, ConvNet features have demonstrated in [18] a better discrimination capacity than that of hand-crafted features such as Gist [15] , Fisher vector (FV) [25] and VLAD [26] for VPR under environments with illumination change. Furthermore, the superiority of ConvNet features under environments with a wider range of changes also has been validated in the work of [19] , which conducted a systematic evaluation of the performance of the various layers of a ConvNet. To make full use of the superior discriminative ability, some recent works [27] , [28] replaced hand-crafted features used in existing methods with ConvNet features for better recognition accuracy. For example, the very simple global features of SeqSLAM, i.e., down-sample raw image pixels, were replaced by ConvNet features in [27] . Although the robustness against environmental changes has been improved, a common weakness of all these approaches is that they are sensitive to viewpoint variation. The reason is that ConvNet features were used as a global image descriptor in these methods.
To achieve both condition invariance and viewpoint invariance, a ConvNet landmark-based method was proposed by [16] . This method combines the power of ConvNet features and landmark-based features to improve the robustness towards viewpoint changes. It has been demonstrated not only impressive environmental invariance but also satisfactory viewpoint invariance, especially in changing environments. Furthermore, it has achieved state-of-the-art recognition accuracy that outperforms FAB-MAP [3] and SeqSLAM [8] by a large margin. Therefore, it has become a popular direction of VPR research [17] although there is plenty of space for improvement. For instance, as alreadly disscussed in the introduction, such a state-of-the-art method [16] ignores the use of semantic information to select discriminative landmarks and the consideration of spatial constraints among the landmarks for image matching. The two problems have motivated our current work, with the aim of providing a more robust life-term VPR method based on refined landmarks and improved image matching.
III. REVIEW OF A STATE-OF-THE-ART ConvNet LANDMARK-BASED METHOD [16]
For the purpose of understanding and convenience in the later sections, in this section we briefly review the principle of a state-of-the-art ConvNet landmark-based method [16] . For more details regarding this method, the reader is referred to [16] .
In VPR, we are usually given a query image, I q , and a set of M reference images, I r = {I r m , m = 1, 2, . . . , M }. The goal of a VPR system is to find the reference image, I q r in I r , which was captured at the same place of I q . To achieve this goal, a ConvNet landmark-based system makes use of ConvNet features to match detected landmarks between images to find I q r . In particular, such a system consists of the following three major steps, which are enumerated with Roman numerals, i.e., (I), (II) and (III), respectively, in • ConvNet feature extraction. For each detected landmark, one ConvNet feature is then extracted using a ConvNet. In addition, all extracted ConvNet features are performed dimensionality reduction, in order to improve the efficiency in the subsequent image matching and storage. We denote the dimension-reduced ConvNet features of I q and I r as F q = {F i q } and F r = {F i r m }, respectively.
• Image matching. Finally, based on (B q , F q ) and (B r , F r ), the reference image I q r corresponding to the same place of I q is found from I r with an appropriate method. In [16] , a bidirectional matching based on nearest neighbour (NN) search was used to calculate the similarity between I q and I 
, where w i , h i , w j and h j are the width and height of the bounding boxes of matched landmarks. (c) Overall similarity. By simultaneously considering the feature similarity d ij and the shape similarity s ij , the overall similarity S (I q ,I r ) between two images I q and I r is defined as:
For a query image I q , the reference image with the highest overall similarity to I q is considered as the matching reference image.
IV. OUR PROPOSED METHOD
A. OVERVIEW OF THE PROPOSED FRAMEWORK Fig. 1 illustrates an overview of our proposed framework for ConvNet landmark-based VPR. As can be seen, our framework is made up of five major steps, which are enumerated with Arabic numerals (1)-(5). Here we describe the pipeline of our framework, by following the flowchart in Fig. 1 .
(1) Initial landmarks are detected within an input image and they are all retained. (2) The initial landmarks detected in Step (1) are refined with roadway scene semantic information, using our proposed method of SemLandmarks. Thus, N refined landmarks are obtained to describe the input image. For clarity of the differences of our work, we also give the original framework of a state-of-the-art method [16] , which is made up of the three steps enumerated with Roman numerals: (I)→(II)→(III). It can be clearly seen that our method and [16] share three similar steps: 1) landmark detection; 2) ConvNet feature extraction; and 3) bidirectional matching. However, our method and [16] are different in two improvements, i.e., Steps (2) and (5) that are added behind Steps (I) and (III), respectively.
Step (2) refines the landmarks initially detected after Step (I) by use of roadway scene semantic information, and
Step (5) improves the image matching accuracy after Step (III) by introducing spatial constraints based on geometry-preserving landmark pairs (GLP). Landmarks in (a) were detected by a method called BING [29] , our refined landmarks are shown in (c). The final matched landmarks and images produced by [16] and our method are shown in (b) and (d), respectively. Note that, in (b) and (d), the bounding boxes of matched landmark pairs are shown with the same color. Best seen in color.
(3) The ConvNet features of refined landmarks are extracted and dimensionally reduced. (4) Based on extracted ConvNet features, the refined landmarks are initially matched using a similar matching method to that of [16] . However, the differences are twofold: (a) our method performs only the first two steps, i.e., bidirectional matching on landmarks and shape similarity measurement, without calculating the overall similarity; (b) we take the matched landmarks and their similarity, 1 − d ij , as the input of next step. (5) The results initially matched in Step (4) are improved by introducing spatial constraints based on the proposed GLP, in order to accurately find the best match of the query.
As illustred in Fig. 1 , three of our steps, i.e., Steps (1), (3) and (4), are similar to those of the method of [16] , i.e., Steps (I), (II) and (III), respectively, and two steps including Steps (2) and (5) represent our improvements. Details and motivations for our two improvements are provided in subsequent sections.
B. SemLandmarks: REFINING LANDMARK DETECTION WITH ROADWAY SCENE SEMANTIC INFORMATION
To select discriminative landmarks for VPR, we propose a novel refinement method, namely semantic-landmarks (SemLandmarks), to screen the landmarks directly detected by an existing object proposal method. In essence, our screening principle is conceptually intuitive yet reasonable: if a FIGURE 2. Illustration of extracting roadway scene semantic information for the method of our SemLandmarks. In Step (A), roadway scene semantic segmentation is performed on the query and reference images, and the results are shown in (a).
Step (B) merges the semantic segments into a semantic mask. This mask indicates if a region is discriminative for landmark detection. As shown in (b), the indiscriminative region is filled with black color and the discriminative region is marked with white color. In the proposed method of SemLandmarks, these landmarks are refined by a simple yet effective rule: if the most area of a landmark (such as B q , B r , C q , C r ) falls into the black region, it will be filtered out; otherwise, it will be retained (such as A q and A r ). For ease of understanding and clarity, we use different alphabets (i.e., A q , A r , B q , B r , C q , C r ) to represent different landmarks. Best viewed in color.
landmark is mostly fall into the ground surface or located around dynamic objects, it will be filtered out; otherwise, it will be retained. The reasons for excluding ground surface and dynamic objects is that they are usually common in images and uninformative in discriminating images. With this kind of screening, we aim to relieve the issue of [16] in the step of landmark detection.
To achieve this goal, we utilize the process of roadway scene semantic segmentation in this paper. Fig. 2 illustrates our idea by an example. A result of roadway scene semantic segmentation is shown in Fig. 2(a) . In our work, an image captured in outdoor roadway are typically classified into 12 categories, including sky, building, pole, roadmarking, road, pavement, tree, signsymbol, fence, vehicle, pedestrian and bicyclist. Among them, three categories including road, pavement and roadmarking belong to the ground surface, and dynamic objects also include three categories, i.e., vehicle, pedestrian and bicyclist. In this paper, we denote these six categories as C removed = {road, pavement, roadmarking, vehicle, pedestrian, bicyclist}, and the other six categories as C retained = {sky, building, pole, tree, signsymbol, fence}. Given a landmark B i and its semantic category C B i , we screen it as the following rule:
According to the above rule, the landmarks of B q and B r in Fig. 2(a) , which are located around the vehicles, and the landmarks of C q and C r , which mostly fall into the road surface, will be filtered out, whereas the landmarks of A q and A r will be retained.
To efficiently implement this refinement, our method proceeds in three major steps as follows.
• First, we perform roadway scene semantic segmentation on an input image using an appropriate method (see details in Section V-A3), in order to obtain the semantic segments as shown in Fig. 2(a) .
• Second, we merge the obtained segments into a semantic mask, which indicates if a region is discriminative for detecting landmarks in the context of VPR applications. Specifically, the merged semantic mask contains two kinds of regions: the indiscriminative regions, which are merged with those segments semantically belonging to C removed , and the discriminative regions, which are merged with the other segments. Fig. 2(b) shows such a semantic mask in which the indiscriminative regions are filled with black color and the discriminative regions are white color.
• Finally, we select discriminative landmarks from the initial landmarks. With the merged semantic mask, the screening rule in Eq. 1 is simplified as: if more than 50 percent of the area of a landmark falls into the indiscriminative regions, we remove it; otherwise, we retain it. We repeat this screening until an expected number of landmarks are obtained.
C. GLP: ENHANCING IMAGE MATCHING WITH GEOMETRY-PRESERVING LANDMARK PAIRS
In this section, we present an improvement to enhance the image matching by incorporating spatial constraints on the matched landmarks. To implement this, we define an novel concept, namely geometry-preserving landmark pairs (GLP), to refer to a group of matched landmark pairs that manifest consistent spatial relationships. The proposed concept is essentially derived from visual phraselet, a visual concept that refers to the spatial consistent group of co-occurring visual word pairs, also known as visual phrases. The concept of visual phraselet was proposed in [30] , where the visual phraselet was used to encode strict spatial information for improving the performance of image search. Although inspired by the visual phraselet, our GLP is with the important difference that it is built on matched landmark pairs instead of visual phrases. By using GLP, we are able to introduce the spatial constraints on matched landmark pairs and remove the landmark pairs that are matched but are of significantly inconsistent spatial relationships. Fig. 3 illustrates the idea of our GLP. Our method is made up of the following five steps.
• First, our method quantizes the space of a 640×480 image into 16×12 bins, as shown in Fig. 3(a) and (b), in order to accommodate image deformation and localization error of landmarks.
• Second, for each landmark in a matched landmark pair, its coordinates, (r q i , c q i ) or (r r i , c r i ), with respect to the quantized bins are computed. The table in Fig. 3(c) lists the coordinates of all matched landmark pairs. For example, the coordinates of two landmarks in the matched pair of A are (2,4) in the query image and (4,2) in the reference image.
• Third, the offset, ( r i , c i ), of two matched landmarks is calculated by subtracting the coordinates of the landmark in the reference image from that in the query image: r i = r q i − r r i , c i = c q i − c r i . For the matched pair of A, its offset is (−2,2).
• Fourth, a vote is generated in the offset space at ( r i , c i ), as shown in Fig. 3(d) . In this simple manner, the spatial information of matched landmark pairs are effectively recorded in the offset space: the votes corresponding to the matched landmark pairs with consistent spatial relationships tend to be concentrated in the offset space. In other words, votes near the bin with the highest value of the offset space correspond to spatial consistent landmark pairs, while those far apart are inconsistent landmark pairs. Therefore, we consider the matched landmark pairs within the 24-neighborhood of the bin with the highest vote as the GLP. As shown in Fig. 3(d) , the bin with the highest vote is filled with green and its 24-neighborhood is green boxed, so the GLP consists of the matched landmark pairs of A-H. Thus, the landmark pairs of R and S are filtered out because they are regarded to be spatially inconsistent as measured by GLP. As can be seen, they are falsely matched landmark pairs due to perceptual aliasing.
• Finally, we only employ the retained landmark pairs in GLP to calculate the overall similarity, S (I q ,I r ) , between the query and reference images.
V. EXPERIMENTS AND RESULTS
To evaluate the performance of our proposed method for VPR, we have conducted extensive experiments. In this section, the experimental setup is first provided. Then, experimental results are presented and analyzed.
A. EXPERIMENTAL SETUP 1) BENCHMARK DATASETS
Three public available benchmark datasets of roadway scene in the VPR community were used to evaluate the performance of our proposed method. These datasets were collected under different conditions during various time spans so they exhibit VOLUME 5, 2017 typical challenges presenting in real-world VPR applications. Main properties of these benchmark datasets are summarized in Table 1 . More details of these datasets are provided along with corresponding experimental results in subsequent sections.
2) EVALUATION METRICS
In our experiments, we quantitatively and qualitatively evaluated the performance of a method: (a) To quantitatively assess recognition accuracy for VPR, we draw the precision-recall curve, which is a standard criterion [17] ; (b) To qualitatively evaluate the rationality of detected landmarks and the spatial consistency of matched landmark pairs, we show intuitive examples for each dataset.
3) IMPLEMENTATION DETAILS
Most of implementation details have already been presented when describing our method and the method of [16] . In this section, we give the unexplained details, in order to clear our implementation. They mainly involves the following three aspects.
a: LANDMARK DETECTION
In the experimets, we detected landmarks using BING [29] instead of EdgeBoxes [34] , which was used as a landmark detector in [16] . They are both object proposal methods developed by the object detection community. However, here we prefer BING for the following three reasons: (a) it has been demonstrated that BING has better repeatability than EdgeBoxes, and better repeatability usually brings better recognition accuracy; (b) our preliminary evaluation has shown that the recognition accuracy achieved by BING is comparable with -or in some cases even better than -EdgeBoxes in the presence of severe environmental changes; and (c) BING has significant speed superiority over EdgeBoxes, which is a crucial consideration for real-time VPR applications. In our test, BING is one order of magnitude faster than EdgeBoxes, with an execution time of 24 ms per image on a desktop PC.
b: ConvNet FEATURE EXTRACTION
In common with [16] , we used a ConvNet known as AlexNet [35] to perform feature extraction. The difference is that we extracted features from the pool5 layer instead of the conv3 layer, which was used in [16] . As we know, the pool5 layer has more pooling operations than the conv3 layer, and the pooling operation is commonly used to obtain better invariance to image transformations including translation caused by viewpoint change. Therefore, it is reasonable to believe that the features from the pool5 layer are better at handling the localization errors of detected landmarks than those features from the conv3 layer, and that this superiority of the pool5 layer will bring better recognition accuracy in ConvNet lamdmark-based VPR. In addition, we applied Gaussian Random Projection (GRP) [36] , [37] , again in common with [16] , to reduce the dimensionality of all extracted ConvNet features to 1024-D.
c: ROADWAY SCENE SEMANTIC SEGMENTATION
Although numerous techniques have been developed for semantic segmentation, in this work we choose a deep architecture called SegNet [38] , [39] , since it provides a satisfactory performance for roadway scene semantic segmentation. SegNet is an encoder-decoder architecture based on the convolutional layers of VGG-16 [40] . This architecture is symmetrical, i.e., the encoder is a succession of non-linear processing convolutional layers and the decoder has the same number of convolutions followed by a pixelwise classifier. For further details of SegNet see [38] , [39] . In this work, we use the public available webdemo model 1 of SegNet, which was pre-trained on the CamVid dataset of roadway scenes [41] . Fig. 2(a) shows the semantic segments of a query image and a reference image. As listed in Fig. 2(a) , this dataset consists of 12 roadway scene categories, which are same as those we described in Section IV-B. Note that our method could easily be adapted to other techniques or deep architectures for roadway scene semantic segmentation and are not specific to SegNet.
4) COMPARISON METHODS
The goal of our work is to improve the performance of ConvNet landmark-based VPR. As we discussed before, the method of [16] is the state-of-the-art of ConvNet landmarkbased VPR, and has shown state-of-the-art recognition accuracy under different challenging environments. In order to determine how well we have accomplished our goal, we therefore compared our method with the method of [16] in this paper. For simplicity, we denote the method of [16] as BING-CNL. 2 To clearly evaluate the effect of each improvement proposed in this paper, we implemented three versions of our proposed VPR method. Corresponding to BING-CNL, the first version is denoted as SemBING-CNL, which only employs our method of SemLandmarks to refine the landmarks detected by BING. Similarly, the second one is denoted as BING-CNL-GLP, which only introduces GLP-based spatial constraint to improve image matching. Finally, the full version of our proposed method is SemBING-CNL-GLP, which integrates our two improvements at the same time. In the following experimental results, we present the performance comparison between three versions of our proposed method (SemBING-CNL-GLP, SemBING-CNL, BING-CNL-GLP) and the state-of-the-art method, i.e., BING-CNL.
B. RESULTS ON THE St. Lucia DATASET (ILLUMINATION CHANGE)
The robustness of our proposed method to illumination change was validated on the St.Lucia dataset [31] . This dataset was collected by a forward facing web camera mounted on a car in the Brisbane suburb of St. Lucia in Australia. In particular, the car was driven through the same route at five different times during two days, in order to capture the difference in appearance between early morning and late afternoon. This dataset exhibits several challenges including appearance variations caused by illumination and shadow changes at various times of a day, slight viewpoint variations due to route deviations. Two subsets of this dataset, which were collected at 08:45 on September 10, 2009 and at 15:45 on September 11, 2009 respectively, were used in our experiments. For the efficiency of the experiment, we used only 1,000 images uniformly sampled from each of the two subsets. The recorded GPS data was used to generate the ground truth for performance evaluation. Experimental results for VPR over the St.Lucia dataset are illustrated in Fig. 4 . The quantitative performance comparison in terms of the precision-recall curve is shown in Fig. 4a . Despite that BING-CNL works well on this dataset, all of three versions of our proposed method outperform it. In addition, the comparison between BING-CNL-GLP and SemBING-CNL indicates that our GLP-based spatial constraint is more helpful than the proposed SemLandmarks on this dataset. When combining both improvements together, the full version of the proposed method, i.e., SemBING-CNL-GLP, achieves the best recognition accuracy.
To qualitatively assess the matched results, two intuitive examples are presented in Fig. 4b . We show two matched images and corresponding matched landmarks in each example. It can be seen that the illumination change, shadow, strong backlighting and dynamical objects such as vehicles in Fig. 4b caused significant appearance change. Despite all this, our proposed method is able to correctly match the corresponding landmarks and then accurately find the image pairs corresponding to the same place, while BING-CNL fails. This success of our method is attributed to two reasons. First, the discrimination capacity of our refined landmarks is higher than that of the competitor. As shown in the bottom images of Fig. 4b , our landmarks are more focused on discriminative areas such as buildings and trees. However, the top images of Fig. 4b show that a considerable amount of landmarks detected by the competitor fall into areas with similar appearances such as roads and vehicles, which easily cause strong perceptual aliasing. Second, introducing GLPbased spatial constraint is helpful to remove the incorrect matched landmark pairs caused by perceptual aliasing, and finally improve the accuracy of image matching. In this regard, the spatial distribution of matched landmark pairs produced by our method is more consistent than that of the competitor, as shown in the bottom images of Fig. 4b . In summary, these qualitative results demonstrate that our proposed method achieves superior performance over BING-CNL under environments with illumination change and other challenges including shadow and strong backlighting.
C. RESULTS ON THE MapillaryHK DATASET (VIEWPOINT CHANGE)
In this section, we show the experimental results on evaluating the robustness of our proposed method to viewpoint change. The experiments were conducted a dataset that VOLUME 5, 2017 FIGURE 5. Experimental results on the MapillaryHK dataset. The comparison in terms of the precision-recall curve in Fig.5a shows that three versions of our proposed method significantly outperform BING-CNL. merged the Halenseestraße dataset and the Kurfürstendamm dataset used in [16] . These two datasets were downloaded from Mapillary [42] , which is a service similar to Google Street View. In this paper, we name the combined dataset as MapillaryHK for denoting the source of the datasets. In the Halenseestraße dataset, 157 images were collected from a bike lane and 67 images were captured from a car road. In the Kurfürstendamm dataset, 201 images were collected from the upper deck of a bus and 222 images were captured from a bike lane. The images collected from the bike lane of the Halenseestraße dataset and the bus of the Kurfürstendamm dataset were used as the reference images in our experiments, and the rest of images were the query images. As described in [16] , this dataset contains extreme viewpoint change, as well as appearance variations caused by dynamic objects including vehicles, bikers and pedestrians and moderate illumination change. Since the GPS data attached in each image is inaccurate, we first created the initial ground truth with the GPS data and then refined it manually, in order to obtain an accurate ground truth for performance evaluation.
Experimental results for VPR over the MapillaryHK dataset are provided in Fig. 5 . The quantitative result in Fig. 5a shows the recognition accuracy comparison in terms of the precision-recall curve. Similar to the results on the St. Lucia dataset, all three versions of our method achieve consistently superior place recognition accuracy over BING-CNL. Moreover, the superiority of our method on this dataset is much more obvious than that on the St. Lucia dataset. More specifically, our BING-CNL-GLP outperforms BING-CNL by a large margin, and our SemBING-CNL obtains much higher recognition accuracy than BING-CNL-GLP. This underscores the importance of the proposed method of SemLandmarks and GLP-based image matching for ConvNet landmark-based VPR under scenarios with significant viewpoint changes. By integrating our two improvements, the full version of our method, SemBING-CNL-GLP, achieves the best performance as shown in Fig. 5b . It is clearly observed that our proposed method is able to well match landmark pairs and recognize the same locations. As shown in Fig. 5b , compared with the results in Fig. 4b , many landmarks detected by BING-CNL are located around the vehicles in the images. However, our method of SemLandmarks can effectively alleviate the problem. For this reason, SemLandmarks is able to significantly improve the recognition accuracy. Furthermore, the spatial distribution of matched landmark pairs produced by our SemBING-CNL-GLP is more consistent than that of BING-CNL. In summary, these quantitative and qualitative results present the same conclusion as in the St. Lucia experiment that our SemBING-CNL-GLP significantly outperforms BING-CNL, with increased robustness against significant appearance change caused by viewpoint variation and dynamic objects.
D. RESULTS ON THE OXFORD ROBOTCAR DATASET (COMPLEX CHANGES)
The robustness of our method to complex changes was validated on the Oxford Robotcar dataset [33] . The visual data in this dataset was collected from six cameras mounted to the Oxford RobotCar platform, which is an autonomous-capable Nissan LEAF. In this paper, we used the centre visual data from the Bumblebee XB3 trinocular stereo camera. For the research of long-term roadway vehicle autonomy, a route was repeatedly traversed 100 times in central Oxford, UK over the period of May 2014 to December 2015. Therefore, this dataset presents complex changes caused by a combination of illumination, weather, season, traffic, pedestrians, construction and roadworks. Two subsets of this dataset, collected at 09:14 on December 16, 2014 and at 13:37 on July 8, 2015 respectively, were used in our experiments. These two subsets were recorded across different seasons, so their images contain seasonal changes caused by vegetation and illumination variations. In addition, some parts of these two subsets suffered strong backlighting, which causes dramatic appearance variation. These situations make the VPR extremely challenging. Similar with the previous experiments, we used only 3,000 images uniformly sampled from each of the two subsets. The recorded GPS data was used to generate the ground truth for performance evaluation.
Experimental results for VPR on the Oxford Robotcar dataset are illustrated in Fig. 6 . The quantitative results obtained by three versions of our proposed method and the comparison with BING-CNL are illustrated in Fig. 6a . We can observe the same conclusion as that in the MapillaryHK experiment, that is, all of three versions of our proposed method outperform BING-CNL by a large margin. Fig. 6b shows that our proposed method of SemBING-CNL-GLP can accurately match images with complex changes and the landmarks within these images.
VI. CONCLUSIONS
In this paper, we have proposed a novel robust method for ConvNet landmark-based visual place recognition in changing outdoor roadway environments, by building upon two improvements. First, our method refines the landmark detection with roadway scene semantic information so that the obtained landmarks are more discriminative. Second, our method exploits spatial constraints between groups of matched landmark pairs via the use of the proposed geometry-preserving landmark pairs and it is able to remove the incorrect matched landmark pairs, in order to improve the accuracy of image matching.
The effectiveness of our method has been experimentally verified on three popular benchmark datasets with various environmental and viewpoint changes. Qualitative results have shown that our method is able to match landmark pairs accurately and recognize the places under significant appearance changes caused by different variation combinations of illumination, season and dynamic objects. Quantitative results have demonstrated that both of our proposed improvements, SemLandmarks and geometry-preserving landmark pairs, have a major positive impact on performance and our method achieves the state-of-the-art place recognition accuracy.
Like the state-of-the-art ConvNet landmark-based method [16] , our system in its current stage is not able to perform large-scale visual place recognition in real time. A key limiting factor is that the runtime of the linear search-based bidirectional matching used in both methods is proportional to the number of previously visited places. We are planning to introduce fast nearest neighbor search to speed up this matching process. In fact, compared with [16] , the increased runtime is mainly attributed to the process of roadway scene semantic segmentation, which employed the SegNet in this current stage. Utilizing more efficient neural networks can potentially overcome this challenge to achieve real-time performance. For instance, ENet [43] , a recent neural network for semantic segmentation, has achieved real-time performance while providing similar accuracy to SegNet. We leave it as part of our future work to improve the efficiency of the proposed method on large-scale environments.
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