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Abstract
We consider a linear heat equation on a half line with an additive noise chosen properly in such a
manner that its invariant measures are a class of distributions of Le´vy processes. Our assumption on the
corresponding Le´vy measure is, in general, mild except that we need its integrability to show that the
distributions of Le´vy processes are the only invariant measures of the stochastic heat equation.
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1. Introduction
This paper presents a new attempt for the stochastic partial differential equations (SPDEs) in
relation to the invariant measures. The equations discussed here are linear and of simple form,
but their invariant measures will be specified explicitly.
We are concerned with the stochastic heat equation:
∂u
∂t
(t, x) = 1
2
∂2u
∂x2
(t, x)+ N˙ (t, x), x ∈ R◦+
u(t, 0) = 0, t > 0,
u(0, x) = u0(x),
(1.1)
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on a half line R+ = [0,∞), where R◦+ = (0,∞) and N˙ is a certain noise. It is well-known
that, if N˙ is the space-time Gaussian white noise, the Wiener measure µ starting at 0 is invariant
under the SPDE (1.1), see for example [5] at least on a finite interval (and Lemma 4.4). It is
therefore natural to ask whether one can find a proper noise N˙ in such a manner that, instead
of µ, the distribution µ(a,b,ν) of the one dimensional Le´vy process starting at 0 with generating
triplet (a, b, ν) (see for example [18]) is invariant under the SPDE (1.1), where a ≥ 0, b ∈ R
and ν is a Le´vy measure on R, i.e., ν is a Borel measure on R satisfying
ν({0}) = 0 and
∫
R
(ξ2 ∧ 1)ν(dξ) <∞. (1.2)
For the sake of the construction of a proper noise N˙ , we first consider a Poisson random
field ℘ on R × R+ × W0 with an intensity measure dνdydµ, which is defined on a probability
space (Ω ,F ,P), where W0 is the family of all w = {w(t); t ≥ 0} ∈ C([0,∞),R) such that
w(0) = 0 and µ is the Wiener measure on W0. It is well known that ℘ has a countable support
{(ξi , yi , wi ); i = 1, 2, . . .}, i.e., it has a representation:
℘ =
∞∑
i=1
δ(ξi ,yi ,wi ). (1.3)
Roughly speaking, we will introduce a signed measure-valued process:
M(t, dx) = −
∞∑
i=1
ξi
∫ t
0
δBi (s)(dx)dwi (s), (1.4)
and define the noise N˙ as an independent sum of M˙ and a1/2W˙ , where Bi is the reflecting
Brownian motion on R+ starting at yi determined from wi , and W˙ is a space-time Gaussian
white noise. A precise definition of M(t, dx) together with a concrete construction of ℘ will be
given in the next section.
It is widely known that the Poisson random field ℘¯ =∑i δyi on R with the intensity measure
dy is invariant under the system of infinitely many independent Brownian particles on R, see for
instance [14,12]. If we restrict such a system in R+ by introducing a reflecting boundary at 0
and count the number of particles in the interval [0, x], we can construct a time evolution having
µ(0,0,ν) with ν = δ1 (i.e., the distribution of the Poisson process) as its invariant measure, since
the distribution of {℘¯([0, x]), x ∈ R+} is µ(0,0,ν). This simple observation is our starting point.
It is worth pointing out that lots of papers have been published recently on the investigation
of SPDEs driven by noises of Le´vy type, see [1,4,15–17] and the references therein. However,
our interest is totally different and the results obtained here are not directly connected with these
studies, see Remarks 2.1, 3.3 and 4.3.
The contents of this paper are now briefly summarized. We will first construct the noise N˙ in
Section 2, and then establish the existence and uniqueness for the SPDE (1.1) in Section 3 under a
mild condition on the Le´vy measure ν. In Section 4, the distribution of a Le´vy process is proved to
be invariant under the SPDE (1.1). Further, the class of all invariant measures of the SPDE (1.1) is
characterized under a more restrictive integrability condition (4.2) on ν. For convenience, C will
denote a positive constant which may change from one formula to another throughout the paper.
The present paper deals with linear SPDEs only. However, our results can be extended to the
non-linear situation where the invariant measures are perturbations of µ(a,b,ν) with densities of
certain type. This will be discussed in a subsequent paper [10].
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2. Construction of noise
For r > 0, let us denote by C∞0,r (R+) the collection of all smooth functions φ onR+ satisfying‖φ‖r := supx∈R+ |φ(x)|er x <∞ and φ(0) = 0.
2.1. Noise corresponding to jumps
Consider a Poisson random field ℘ on R × R+ × W0 with an intensity measure
dνdydµ introduced in Section 1. For convenience of formulation, we will use the following
representation, see for example Section 1.9 in [11] or [16,17]. We first divide R \ {0} into a
disjoint union of regions {An; n = 1, 2, . . .} defined by
A1 = {ξ ∈ R; |ξ | ≥ 1} and An =
{
ξ ∈ R; 1
n
≤ |ξ | < 1
n − 1
}
, n = 2, 3, . . . .
Then, since ν(An) <∞ for each n ≥ 1, in the representation (1.3), the set {yi ; ξi ∈ An} ⊂ R+
is locally finite, P-a.s. Therefore, we can enumerate {(ξi , yi , wi ); ξi ∈ An} in an increasing
order in yi for each n. This can be formulated in other words as follows: Let {ξni , τ ni , wni ; i, n =
1, 2, . . .} be a family of mutually independent random variables such that wni is the standard one
dimensional Brownian motion, ξni is the real valued random variable with the distribution
P(ξni ∈ dξ) =
ν(dξ ∩ An)
ν(An)
,
and τ ni is a non-negative random variable with the distribution density ν(An)e
−ν(An)y, y ≥ 0,
respectively. Then we easily see that
℘ =
∞∑
i,n=1
δ(ξni ,y
n
i ,w
n
i )
is the required Poisson random field, where yni = τ n1 + · · · + τ ni , i = 1, 2, . . . .
For t ≥ 0, the map Φt : R+ × W0 → R+ is defined by Φt (y, w) := B(t) where B(t) is the
unique solution of the Skorohod equation:
dB(t) = dw(t)+ d`(t), t ≥ 0,
B(0) = y, y ∈ R+,
B(t) ≥ 0,
∫ ∞
0
B(s)d`(s) = 0, and `(t) is non-decreasing with `(0) = 0.
(2.1)
In fact, B(t) admits an explicit formula:
B(t) = y + w(t)+ `(t) with `(t) = sup
0≤s≤t
{(−y − w(s)) ∨ 0}.
Let Ft be the σ -field generated by {ξni , τ ni , wni (s); i, n = 1, 2, . . . , 0 ≤ s ≤ t} and let us
introduce an {Ft }-adapted (signed) random measure M(t, dx) on R+ at least as a formal series:
M(t, dx) = −
∞∑
i,n=1
ξni
∫ t
0
δBni (s)
(dx)dwni (s), (2.2)
where Bni (t) = Φt (yni , wni ). It will be regarded as one part of the noise N˙ in the SPDE (1.1). To
be precise, M is defined as an independent sum:
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M(t, dx) = M (1)(t, dx)+ M (2)(t, dx),
where
M (1)(t, dx) = −
∞∑
i=1
ξ1i
∫ t
0
δB1i (s)
(dx)dw1i (s),
M (2)(t, dx) = −
∞∑
n=2
∞∑
i=1
ξni
∫ t
0
δBni (s)
(dx)dwni (s).
Similarly to a Le´vy process, M (1) and M (2) are the components corresponding to the large and
small jumps respectively.
It is the main task of this section to show that the random measure M(t, dx) given by (2.2) is
meaningful. More precisely speaking, we show that for each φ ∈ C∞0,r (R+),
M (1)(t, φ) = −
∞∑
i=1
ξ1i
∫ t
0
φ(B1i (s))dw
1
i (s) (2.3)
and
M (2)(t, φ) = −
∞∑
n=2
∞∑
i=1
ξni
∫ t
0
φ(Bni (s))dw
n
i (s) (2.4)
are well defined in an appropriate way. This will be investigated in the next two subsections.
Unlike the stochastic integral with respect to a Le´vy type noise, our difficulty comes mainly
from M (1). To handle it, some mild constraint on ν is required. For M (2), it is proved to be an
orthogonal martingale measure (non-Gaussian one) and this allows us to introduce the stochastic
integral with respect to it according to the theories initially studied by [19], see also [2] for details
and applications.
Remark 2.1. Contrary to the Le´vy type noise L(t), M(t) is continuous in t ; recall that the Le´vy
type noise is ca`dla`g in time, see [17]. Furthermore, L(t) has independent increments, while M(t)
has a memory.
2.2. Noise for large jumps
This subsection shows the convergence of the series defining M (1)(t, φ) for φ ∈ C∞0,r (R+),
under some restriction on ν, see Proposition 2.2. However, the restriction is mild and in fact most
interesting cases are included.
Lemma 2.1. (1) There exists C > 0 independent of i such that
E
[
e−2r B1i (s)
]
≤ Ce−c(r)i , i = 1, 2, . . . , 0 ≤ s ≤ T, (2.5)
where c(r) is a positive constant depending only on r > 0 and ν(A1).
(2) For every 0 < γ ≤ 2, i = 1, 2, . . . and φ ∈ C∞0,r (R+),
E
[
sup
0≤t≤T
∣∣∣∣∫ t
0
φ(B1i (s))dw
1
i (s)
∣∣∣∣γ
]
≤ C‖φ‖γr e−
γ c(r)i
2 . (2.6)
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Proof. For s > 0, by B1i (s) = Φs(y1i , w1i ), we obtain
E
[
e−2r B1i (s)
]
=
∫
R+
∫
R+
q(s, x, y)e−2r ydyµy1i (dx), (2.7)
where
q(t, x, y) = 1√
2pi t
[
exp
{
− (x − y)
2
2t
}
+ exp
{
− (x + y)
2
2t
}]
, x, y ∈ R+,
is the transition probability of the reflecting Brownian motion B(t) hereafter and µy1i
denotes the
distribution of y1i (indeed, µy1i
is the Gamma distribution with parameter i and ν(A1)). Noting
that there exists a constant CT,r such that∫
R+
q(s, x, y)e−r ydy ≤ CT,r e−r x , x ∈ R+, 0 ≤ s ≤ T, (2.8)
we get by (2.7)
E
[
e−2r B1i (s)
]
≤ CT,2rE[e−2r y1i ] = CT,2r (E[e−2rτ 11 ])i = CT,2r e−c(r)i , (2.9)
with c(r) = log( 2r+ν(A1)
ν(A1)
) > 0 for 0 ≤ s ≤ T , which shows the assertion (1).
To prove (2), we apply Burkholder’s inequality to have
E
[
sup
0≤t≤T
∣∣∣∣∫ t
0
φ(B1i (s))dw
1
i (s)
∣∣∣∣γ
]
≤ CγE
[(∫ T
0
φ2(B1i (s))ds
)γ /2]
. (2.10)
Since γ ∈ (0, 2], Jensen’s inequality is applicable and we see that the right hand side of (2.10) is
bounded from above by
Cγ
(
E
[∫ T
0
φ2(B1i (s))ds
])γ /2
. (2.11)
However, since φ ∈ C∞0,r (R+) fulfills |φ(x)| ≤ ‖φ‖r e−r x , x ∈ R+, we have
E
[∫ T
0
φ2(B1i (s))ds
]
≤ ‖φ‖2rE
[∫ T
0
e−2r B1i (s)ds
]
.
The proof of (2) is completed by (1) and (2.10) and (2.11). 
To establish the convergence of the series (2.3), we will impose a certain mild condition on the
Le´vy measure ν, which will be assumed throughout the paper.
Assumption A. There exist K > 1, κ > 1 and C¯ > 0 such that
ν({ξ ; |ξ | ≥ x}) ≤ C¯(log x)−κ , for all x ≥ K . (2.12)
Remark 2.2. The Assumption A is mild and satisfied by a wide class of Le´vy measures
including, for instance, α stable Le´vy measure with α ∈ (0, 2) and relativistic β stable Le´vy
measure with β ∈ (0, 2), see [18] or [16] for more information.
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Proposition 2.2. Suppose the Assumption A is satisfied. Then, for every φ ∈ C∞0,r (R+), we have
∞∑
i=1
sup
t∈[0,T ]
∣∣∣∣ξ1i ∫ t
0
φ(B1i (s))dw
1
i (s)
∣∣∣∣ <∞, a.s.
In other words, the series (2.3) defining M (1)(t, φ) converges absolutely and uniformly in
t ∈ [0, T ], and furthermore M (1)(t, φ) is continuous in t, a.s.
Proof. For t > 0 and i = 1, 2, . . ., set
Yi (t) =
∫ t
0
φ(B1i (s))dw
1
i (s).
Then, taking α > 1 and c˜ ∈ (0, c(r)/2), we have
P
(
sup
t∈[0,T ]
∣∣∣ξ1i Yi (t)∣∣∣ > i−α
)
≤ P
(
sup
t∈[0,T ]
|Yi (t)| > i−αe−c˜i
)
+ P
(
|ξ1i | > ec˜i
)
.
Therefore, from Lemma 2.1(2) and the Assumption A, it follows that there exists a constant
C > 0 such that
P
(
sup
t∈[0,T ]
∣∣∣ξ1i Yi (t)∣∣∣ > i−α
)
≤ C
(
iγαeγ (c˜−c(r)/2)i + (c˜i)−κ
)
(2.13)
holds for all large enough i . However, since κ > 1, the right hand side of (2.13) is summable in
i = 1, 2, . . . Thus the Borel–Cantelli’s lemma shows that
sup
t∈[0,T ]
∣∣∣ξ1i Yi (t)∣∣∣ ≤ i−α for all but finitely many i, a.s.,
and this implies the conclusion by recalling α > 1. 
2.3. Noise for small jumps
In this subsection, we deal with M (2). We will show that it is an orthogonal martingale measure
and discuss the stochastic integral with respect to M (2). Let us begin with the lemma.
Lemma 2.3. For n = 2, 3, . . . and each integrable function φ(t, x) on [0, T ] × R+,
∞∑
i=1
E
[∫ t
0
φ(s, Bni (s))ds
]
= ν(An)
∫ t
0
∫
R+
φ(s, x)dxds, 0 ≤ t ≤ T . (2.14)
Proof. Since Bni is a reflecting Brownian motion starting at y
n
i , we deduce
E[φ(s, Bni (s))] = E
[∫
R+
φ(s, y)q(s, yni , y)dy
]
.
Noting that limx→∞ q(s, x, y) = 0, we obtain
E[q(s, yni , y)] = −
∫
R+
qx (s, x, y)P(yni ≤ x)dx,
T. Funaki, B. Xie / Stochastic Processes and their Applications 119 (2009) 307–326 313
where qx = ∂q/∂x . Consequently by Fubini’s theorem, the sum in the left hand side of (2.14) is
equal to
−
∫ t
0
ds
∫
R+
φ(s, y)dy
∫
R+
qx (s, x, y)
∞∑
i=1
P(yni ≤ x)dx .
However, since
∑∞
i=1 P(yni ≤ x) = ν(An)x , by the integration by parts, we easily see that this
can be further rewritten as
−ν(An)
∫ t
0
ds
∫
R+
φ(s, y)dy
∫
R+
qx (s, x, y)xdx = ν(An)
∫ t
0
∫
R+
φ(s, y)dyds.
Therefore the proof of the lemma is completed. 
Proposition 2.4. In our framework, {M (2)(t, A), A ∈ B(R+), t ≥ 0} is a continuous
orthogonal martingale measure with the quadratic variational process
〈M (2)(·, A)− M (2)(·, B)〉(t) =
∞∑
n=2
∞∑
i=1
(ξni )
2
∫ t
0
δBni (s)
(A ∩ B)ds, A, B ∈ B(R+).
Proof. We first claim that for each bounded Borel set A ⊂ R+, M (2)(t, A) is square integrable
and
E[M (2)(t, A)2] = t |A|
∫
|ξ |<1
ξ2ν(dξ), (2.15)
where |A| stands for the Lebesgue measure of A. In fact, since ξni , τ ni , wni , i = 1, 2, . . . , n =
2, 3, . . . are mutually independent, we have
E[M (2)(t, A)2] = E
[ ∞∑
m,n=2
∞∑
i, j=1
ξmi ξ
n
j
∫ t
0
1A(Bmi (s))dw
m
i (s)
∫ t
0
1A(Bnj (s))dw
n
j (s)
]
=
∞∑
n=2
∞∑
i=1
E[(ξni )2]E
[∫ t
0
1A(Bni (s))ds
]
=
∞∑
n=2
∫
An
ξ2ν(dξ)
ν(An)
∞∑
i=1
E
[∫ t
0
1A(Bni (s))ds
]
.
However, from Lemma 2.3 applied for φ(t, x) = 1A(x), the last sum in i is equal to tν(An)|A|
and this proves (2.15).
Analogously, we can prove that M (2)(t, A) is the limit as m → ∞ in L2(Ω ,F ,P) of the
continuous martingales
M (2)m (t, A) = −
m∑
n=2
∞∑
i=1
ξni
∫ t
0
1A(Bni (s))dw
n
i (s).
Therefore M (2) is continuous, since the space of continuous martingales is closed.
The second claim of the proposition is obvious, since∫ t
0
1A(Bmi (s))dw
m
i (s)
∫ t
0
1B(Bnj (s))dw
n
j (s)−
∫ t
0
1A(Bmi (s))1B(B
n
j (s))δi jδnmds
is a continuous {Ft }-martingale, for each i, j,m, n and A, B ∈ B(R+). 
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By Proposition 2.4, we can define the stochastic integral
∫ t
0
∫
R+ φ(s, x)M
(2)(dsdx) for
an appropriate class of predictable processes φ(t, x) as introduced by Walsh [19]. But for
our purpose, it is sufficient to discuss the stochastic integrals for deterministic integrands.
Furthermore by Lemma 2.3 and Proposition 2.4, we have the following elementary properties
of the stochastic integrals with respect to M (2).
Lemma 2.5. For any (deterministic) function φ on [0,∞)× R+ satisfying∫ t
0
∫
R+
φ2(s, x)dxds <∞,
for each t > 0, the stochastic integral∫ t
0
∫
R+
φ(s, x)M (2)(dsdx)
is well-defined as a continuous square integrable {Ft }-martingale and the Itoˆ’s isometry holds:
E
[(∫ t
0
∫
R+
φ(s, x)M (2)(dsdx)
)2]
=
(∫
|ξ |<1
ξ2ν(dξ)
)∫ t
0
∫
R+
φ2(s, x)dxds.
Moreover, we have
lim
m→∞ supt∈[0,T ]
E
∣∣∣∣∣
∫ t
0
∫
R+
φ(s, x)M (2)(dsdx)+
m∑
n=2
∞∑
i=1
ξni
∫ t
0
φ(s, Bni (s))dw
n
i (s)
∣∣∣∣∣
2
 = 0.
2.4. Construction of the noise
To complete the construction of the noise N˙ , we take a cylindrical Brownian motion W (t, dx)
on L2(R+) which is adapted with respect to {Ft } (or some extended filtration if necessary) on
(Ω ,F ,P), such that it is independent of ℘. The desired noise N˙ is defined as:
N (t, dx) = M(t, dx)+ a1/2W (t, dx), a ≥ 0.
Then from Propositions 2.2 and 2.4, for each φ ∈ C∞0,r (R+), we can write
N (t, φ) = M(t, φ)+ a1/2W (t, φ), (2.16)
where W (t, φ) denotes the usual Itoˆ’s integral for the cylindrical Brownian motion, see [3] or [5]
for its definition and properties.
Remark 2.3. Another possible way to define the noise M(t, dx) on R+ is the following: Instead
of using Skorohod equation, we first simply consider Brownian motions Bi (t) = yi + wi (t)
on R and introduce M(t, dx) on R by the formula (2.2). Then, we define M(t, dx) on R+ by
restricting it on R+.
Remark 2.4. To find a solution of the SPDE (1.1) in a usual function space, not in a generalized
functions’ space, the noise M˙ (2) forces us to require the space dimension equals to one as is the
case with the Gaussian white noise, see [19] or [3].
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3. Existence and uniqueness for the SPDE
The aim of this section is to give a precise meaning to the SPDE (1.1) and discuss the existence
and uniqueness of its solutions. We denote by L2r (R+), r > 0, the family of all Borel measurable
functions u on R+ satisfying
|u|2L2r :=
∫
R+
|u(x)|2e−2r x dx <∞,
equipped with the topology determined from the norm | · |L2r . This will serve as the state space
of the solutions u(t) of the SPDE (1.1).
Definition 3.1. We call a random function {u = u(t, x), t ≥ 0, x ∈ R+} a weak solution of the
SPDE (1.1) with an initial value u0 ∈ L2r (R+) if it is {Ft }-adapted and fulfills the following two
conditions:
(1) u ∈ C([0,∞), L2r (R+)), a.s.,
(2) For every ϕ ∈ C∞0,c(R+), the following is satisfied
〈u(t), ϕ〉 = 〈u0, ϕ〉 + 12
∫ t
0
〈u(s), ϕ′′〉ds + N (t, ϕ), ∀t > 0, a.s.,
where 〈u, ϕ〉 = ∫R+ u(x)ϕ(x)dx , N (t, ϕ) is understood as in (2.16) and C∞0,c(R+) is the
family of all functions ϕ ∈ C∞(R+) satisfying ϕ(0) = 0 and having compact supports.
We say that the uniqueness of the weak solution of the SPDE (1.1) holds if for arbitrary two weak
solutions u(1) and u(2) of the SPDE (1.1) with respect to the same filtration (Ω ,F , {Ft }t≥0,P),
we have u(1)(t, x) = u(2)(t, x), a.s. for all t ≥ 0 and almost every x ∈ R+. It is clear that the
notion of uniqueness is slightly different from the usual one.
An {Ft }-adapted L2r (R+)-valued process {u(t), t ≥ 0} is said, as usual, to be a mild solution
of (1.1) with the initial value u0 ∈ L2r (R+) if the following holds
u(t, x) = U (t, x; u0)+
∫ t
0
∫
R+
p(t − s, x, y)N (dsdy), (3.1)
where p(t, x, y), x, y ∈ R+ is the fundamental solution of the heat equation on R+ with
Dirichlet 0-boundary condition at x = 0, i.e.,
p(t, x, y) = 1√
2pi t
[
exp
{
− (x − y)
2
2t
}
− exp
{
− (x + y)
2
2t
}]
,
and
U (t, x; u0) =
∫
R+
p(t, x, y)u0(y)dy. (3.2)
The second term in right hind side of (3.1) is defined as a stochastic integral N (t, φ) with
φ(s, y) = p(t − s, x, y) for each t, x and called a stochastic convolution. In the following,
we will show that the unique weak solution is just expressed as (3.1), see Theorem 3.3. Such
simplicity comes, needless to say, from the linearity of our equation.
Remark 3.1. The boundary condition u(t, 0) = 0, t > 0, is automatically satisfied by the weak
solution u(t) from the formula (3.1).
316 T. Funaki, B. Xie / Stochastic Processes and their Applications 119 (2009) 307–326
By the definition of the noise N˙ and the linearity of the SPDE (1.1), it suffices to establish the
existence of the solution relative to each of three parts of the noise respectively. The first task is
to establish the continuity of the stochastic convolution appearing in (3.1) for M (1) in place of N
as an L2r (R+)-valued process.
Lemma 3.1. Let
X (1)(t, x) =
∫ t
0
∫
R+
p(t − s, x, y)M (1)(dsdy).
If the Assumption A holds, then the series defining {X (1)(t, x), t ≥ 0, x ∈ R+} converges
absolutely and uniformly in C([0, T ], L2r (R+)) a.s. for each fixed T > 0, and especially X (1)(t)
has a version in C([0,∞), L2r (R+)).
Proof. Set
X i (t, x) =
∫ t
0
p(t − s, x, B1i (s))dw1i (s), i = 1, 2, . . . .
As a first step, we will prove the following estimate for each i : for m > 4,
E[|X i (t)− X i (s)|2mL2r ] ≤ Ce
−c(mr)i |t − s|m/2−1, 0 ≤ s < t ≤ T, (3.3)
where c(mr) is the constant appeared in Lemma 2.1 with mr instead of r . To this end, we first
see that
E
[∣∣∣∣∫ t
s
p(t − τ, ·, B1i (τ ))dw1i (τ )
∣∣∣∣2m
L2r
]
≤ CE
[(∫ t
s
|p(t − τ, ·, B1i (τ ))|2L2r dτ
)m]
≤ CE
[(∫ t
s
e−2r B1i (τ )√
t − τ dτ
)m]
≤ C
(∫ t
s
(t − τ)− m2(m−1) dτ
)m−1 ∫ t
s
E
[
e−2mr B1i (τ )
]
dτ
≤ Ce−c(mr)i |t − s|m/2, (3.4)
where the first inequality follows from Burkholder’s inequality, the second is from (2.8)
combined with p(t − τ, x, y) ≤ C/√|t − τ |, the third is by Ho¨lder’s inequality and the last
is from Lemma 2.1(1). On the other hand, since
|p(t − τ, x, y)− p(s − τ, x, y)| ≤ C
∫ t−τ
s−τ
τ ′−3/2dτ ′, x, y ∈ R+
and using Lemma 2.1(1) again, we have for m > 4
E
[∣∣∣∣∫ s
0
(p(t − τ, ·, B1i (τ ))− p(s − τ, ·, B1i (τ )))dw1i (τ )
∣∣∣∣2m
L2r
]
≤ CE
[(∫ s
0
∫ t−τ
s−τ
τ ′−3/2e−2r B1i (τ )dτ ′dτ
)m]
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≤ C
(∫ s
0
∫ t−τ
s−τ
τ ′−
3m
2(m−1) dτ ′dτ
)m−1
sup
τ∈[0,T ]
E
[
e−2mr B1i (τ )
]
≤ Ce−c(mr)i |t − s|m/2−1. (3.5)
Hence the estimate (3.3) is shown from (3.4) and (3.5).
Thus (3.3) combined with the Kolmogorov regularization theorem for a Banach-space valued
process (see, for instance, Corollary 1.2 in [19] or Theorem 1.4.1 in [13]) yields that, for every
0 <  < 1/4 − 1/m, there exist a sequence of positive random variables Zi and a positive
constant C independent of i such that
E[|Zi |2m] ≤ Ce−c(mr)i ,
and
|X i (t)− X i (s)|L2r ≤ Zi |t − s| . (3.6)
Noting that X i (0) = 0, i = 1, 2, . . ., we obtain
E
[
sup
t∈[0,T ]
|X i (t)|2mL2r
]
≤ Ce−c(mr)i .
Then the uniform convergence of the series defining X (1)(t) in L2r (R+) can be verified under the
Assumption A as in the proof of Proposition 2.2, since
sup
t∈[0,T ]
|X (1)(t)|L2r ≤
∞∑
i=1
|ξ1i | sup
t∈[0,T ]
|X i (t)|L2r .
The existence of a continuous version of X (1) is straightforward, since X i ∈ C([0,∞), L2r (R+))
a.s. for each i from (3.6). 
We now move to the study of the stochastic convolution in (3.1) for M (2) in place of N . For
this case, the Kolmogorov regularization theorem can be applied directly.
Lemma 3.2. Let
X (2)(t, x) =
∫ t
0
∫
R+
p(t − s, x, y)M (2)(dsdy).
Then X (2)(t) has a version in C([0,∞), L2r (R+)).
Proof. By Proposition 2.4 and Burkholder’s inequality, for 0 ≤ s < t ≤ T
E
[∣∣∣X (2)(t)− X (2)(s)∣∣∣2m
L2r
]
≤ CE
[(∫ s
0
∫
R+
∞∑
n=2
∞∑
i=1
(ξni )
2(p(t − τ, x, Bni (τ ))
− p(s − τ, x, Bni (τ )))2e−2r x dxdτ
)m]
+CE
[(∫ t
s
∫
R+
∞∑
n=2
∞∑
i=1
(ξni )
2 p2(t − τ, x, Bni (τ ))e−2r x dxdτ
)m]
.
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Then by the same arguments as in Lemma 3.1, we see for m > 4
E
[∣∣∣X (2)(t)− X (2)(s)∣∣∣2m
L2r
]
≤ C |t − s|m/2−1 sup
τ∈[0,T ]
E
[( ∞∑
n=2
∞∑
i=1
(ξni )
2e−2r Bni (τ )
)m]
.
(3.7)
Hence, by virtue of the Kolmogorov regularization theorem, it is enough to show
sup
τ∈[0,T ]
E
[( ∞∑
n=2
∞∑
i=1
(ξni )
2e−2r Bni (τ )
)m]
<∞. (3.8)
However, by the invariance of the Poisson property under the system of independent reflecting
Brownian motions on R+,
∞∑
n=2
∞∑
i=1
δ(ξni ,B
n
i (τ ))
is a Poisson random field on {|ξ | < 1} × R+ with the intensity measure dνdy for each τ ≥ 0.
Especially, the characteristic function of the random variable in the expectation (3.8) can be
explicitly computed as
E
[
exp
{√−1 ∞∑
n=2
∞∑
i=1
(ξni )
2e−2r Bni (τ )
}]
= exp
{∫
|ξ |<1
∫
R+
(
exp
{√−1ξ2e−2r y}− 1) ν(dξ)dy} .
Accordingly, there exists an m-th order polynomial g such that
E
[( ∞∑
n=2
∞∑
i=1
(ξni )
2e−2Bni (τ )
)m]
= g(x1, . . . , xm),
where xk =
∫
|ξ |<1 ξ
2kν(dξ)
∫
R+ e
−2rkx dx, k = 1, . . . ,m. Consequently the desired estimate
(3.8) is obtained. 
Remark 3.2. It is apparent from the above proofs that
∫ t
0
∫
R+ p(t − s, x, y)N (dsdy) is locally
α-Ho¨lder continuous in t as an L2r (R+)-valued process for any 0 < α < 1/4, see for instance
[7] for the SPDE driven by cylindrical Brownian motions.
Let C1,∞0,r ([0, T ] × R+) be the collection of all functions φ(t, x) on [0, T ] × R+, which are
C1 in t and C∞ in x such that φ(t, 0) = 0, t ∈ [0, T ] and
sup
t∈[0,T ]
{‖φ(t, ·)‖r , ‖φt (t, ·)‖r } <∞,
where φt = ∂φ/∂t . Now let us state the main result in this section, which asserts the existence
and uniqueness for the SPDE (1.1).
Theorem 3.3. Suppose the Assumption A holds. If u0 ∈ L2r (R+), a.s., then the SPDE (1.1) has
a unique weak solution.
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Proof. Step 1. (Existence) Let u(t, x) be the random function given by the formula (3.1). It is
then easy to show that u(t, x) is a weak solution of the SPDE (1.1). In fact, by Lemmas 3.1
and 3.2 and Remark 3.2 for the stochastic convolution for a1/2W˙ , it is enough to prove (2) in
Definition 3.1. To this end, by the semigroup property, for all ϕ ∈ C∞0,r (R+) and 0 ≤ s ≤ t
U (t − s, y;ϕ) = ϕ(y)+ 1
2
∫ t
s
∫
R+
p(τ − s, x, y)ϕ′′(x)dxdτ. (3.9)
Then using the stochastic Fubini’s theorem for martingale measures, Theorem 2.6 in [19] or [7],
we can deduce the identity (2) if N = M (2)+a1/2W . Therefore we state the proof for N = M (1)
only. Without loss of generality, we may assume u0 ≡ 0. Multiplying both sides of (3.1) by ϕ
and by the absolute convergence shown in Lemma 3.1, we have
〈u(t), ϕ〉 = −
∫
R+
( ∞∑
i=1
ξ1i
∫ t
0
p(t − s, x, B1i (s))dw1i (s)
)
ϕ(x)dx
= −
∞∑
i=1
ξ1i
∫
R+
∫ t
0
p(t − s, x, B1i (s))dw1i (s)ϕ(x)dx . (3.10)
Then (3.9) and the stochastic Fubini’s theorem imply that∫
R+
∫ t
0
p(t − s, x, B1i (s))dw1i (s)ϕ(x)dx
=
∫ t
0
ϕ(B1i (s))dw
1
i (s)+
1
2
∫ t
0
∫ τ
0
∫
R+
p(τ − s, x, B1i (s))ϕ′′(x)dxdw1i (s)dτ. (3.11)
Combining (3.10) and (3.11) and applying Lemma 3.1 again, we obtain the result.
Step 2. (Uniqueness) To prove the uniqueness, let us first extend (2) for ϕ ∈ C∞0,c(R+) in
Definition 3.1 to φ(s, x) ∈ C1,∞0,r ([0, t]×R+). Plainly, we claim that if u(t, x) is a weak solution
of the SPDE (1.1), then the following holds for each φ(s, x) ∈ C1,∞0,r ([0, t] × R+):
〈u(t), φ(t)〉 − 〈u0, φ(0)〉
=
∫ t
0
〈
u(s), φs(s, ·)+ 12φxx (s, ·)
〉
ds +
∫ t
0
∫
R+
φ(s, x)N (dsdx), a.s., (3.12)
where φxx = ∂2φ/∂x2. By the linearity and independence, we may assume N (t, dx) =
M(t, dx), since this assertion is well known if N (t) is a cylindrical Brownian motion, see [19]
and the reference therein for details.
Let ∆ be a division of the interval [0, t] with 0 = t0 < t1 < · · · < tn−1 < tn = t
and let ∆(s) = ∑ni=1 ti−11[ti−1,ti )(s) and ∆(s) = ∑ni=1 ti 1[ti−1,ti )(s). By the condition (2) in
Definition 3.1, we see at once that
〈u(t), φ(t)〉 − 〈u0, φ(0)〉
=
∫ t
0
(
〈u(∆(s)), φs(s, ·)〉 +
〈
u(s),
1
2
φxx (∆(s), ·)
〉)
ds
+
∫ t
0
∫
R+
φ(∆(s), x)N (dsdx), a.s. (3.13)
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Letting the mesh |∆| = max1≤i≤n |ti − ti−1| go to 0, we can easily check that the first term in
the right hand side of (3.13) tends to that of (3.12), with the help of the continuity of the weak
solution in t . Hence the proof of the claim can be completed by showing that the second term in
the right hand side of (3.13) converges to the corresponding part in (3.12) in probability. Indeed,
we will establish
lim
|∆|→0
P
(∣∣∣∣∫ t
0
∫
R+
(
φ(∆(s), x)− φ(s, x))M (k)(dsdx)∣∣∣∣ > δ) = 0 (3.14)
for every δ > 0 and k = 1, 2. To prove (3.14) for k = 1, set
Y∆i =
∫ t
0
(φ(∆(s), B1i (s))− φ(s, B1i (s)))dw1i (s).
Since φ ∈ C1,∞0,r ([0, t] × R+), there exists a constant C such that sups∈[0,t] |φs(s, x)| ≤ Ce−r x ,
x ∈ R+. Then applying Lemma 2.1(1) we can conclude that for each i
E
[∣∣∣Y∆i ∣∣∣2] = ∫ t
0
E
[(
φ(∆(s), B1i (s))− φ(s, B1i (s))
)2]
ds
≤ C |∆|2
∫ t
0
E
[
e−2r B1i (s)
]
ds
≤ C |∆|2e−c(r)i . (3.15)
Therefore, the probability in (3.14) with k = 1 is bounded from above by
P
( ∞∑
i=1
∣∣∣ξ1i Y∆i ∣∣∣ > δ
)
≤
∞∑
i=1
P
(∣∣∣ξ1i Y∆i ∣∣∣ > δci−2)
≤
∞∑
i=1
{
P
(∣∣∣Y∆i ∣∣∣ > δci−2|∆|1/2e−c˜i)+ P (∣∣∣ξ1i ∣∣∣ > |∆|−1/2ec˜i)} ,
(3.16)
where c = (pi2/6)−1 and we take c˜ ∈ (0, c(r)/2). However, by Chebyshev’s inequality and
(3.15), the sum of the first term in the right hand side of (3.16) tends to 0 as |∆| → 0. For the
sum of the second term, we can apply the Assumption A and show that it tends to 0 as |∆| → 0.
This proves (3.14) for k = 1.
On the other hand, from Lemma 2.5, we have
E
[(∫ t
0
∫
R+
(
φ(∆(s), x)− φ(s, x))M (2)(dsdx))2]
=
(∫
|ξ |<1
ξ2ν(dξ)
)∫ t
0
∫
R+
(φ(∆(s), x)− φ(s, x))2dxds, (3.17)
which implies obviously (3.14) for k = 2. This completes the proof of (3.12).
Let us proceed to prove the uniqueness. For each ϕ ∈ C∞0,c(R+), define
φ(s, x) = U (t − s, x;ϕ), s ∈ [0, t].
Then we have φ ∈ C1,∞0,r ([0, t] × R+) with φ(t, x) = ϕ(x) and φs(s, x) + 12φxx (s, x) = 0.
Assume v(t, x) is an arbitrary weak solution of the SPDE (1.1). Inserting φ(s, x) and v(s, x)
into (3.12) and using the stochastic Fubini’s theorem, we see that
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〈v(t), ϕ〉 =
∫
R+
∫
R+
p(t, x, y)u0(x)ϕ(y)dxdy
+
∫ t
0
∫
R+
∫
R+
p(t − s, x, y)N (dsdx)ϕ(y)dy, a.s. (3.18)
Hence, by the density of the test functions ϕ, we see that v(t, x) equals to u(t, x) defined by the
Eq. (3.1), which implies the uniqueness of the solution. 
Remark 3.3. (1) The solution u(t) of the SPDE (1.1) with the noise N˙ constructed in the last
section is non-Markov, except when ν = 0. However, if we think of {ξi , yi } deterministic,
which is indeed determined from the initial value u0 as in the formula (4.6) except the
continuous part, and define the noise N˙ as in the last section based on the non-random {ξi , yi }
and the random {wi ,W }, the solution u(t) of the SPDE (1.1) with such noise is Markov, at
least if the jump points of u(t) are locally finite. In fact, disregarding the continuous part,
the formula (4.7) suggests that the random flow determined by u(t) is equivalent to the flow
{yi } 7→ {Bi (t)} of the independent reflecting Brownian motions, which is certainly Markov.
(2) The Markov semigroups associated with the linear SPDEs driven by the Le´vy type noise
L˙(t) (cf. Remark 2.1) are called the generalized Mehler semigroups, see [4].
4. Invariant measures
Let P(L2r ) be the class of all Borel probability measures on the space L2r (R+), on which the
solutions of the SPDE (1.1) are defined. We consider the following subclass of P(L2r ):
S = {µ ∈ P(L2r ); invariant under the SPDE (1.1)};
recall that µ is called invariant or stationary, if the solution u(t) of the SPDE (1.1) with µ-
distributed random initial value u0 is also µ-distributed for all t > 0.
The goal of this section is to study the structure of S; notice that the noise N˙ of the SPDE
(1.1) defined by (2.16) is determined from a ≥ 0 and a Le´vy measure ν. Throughout this section,
besides the assumption A, we assume the following assumption B on ν, which is thoroughly
natural and unavoidable in our setting.
Assumption B. The sample paths of the Le´vy process with the generating triplet (0, 0, ν) are in
L2r (R+) a.s.
Remark 4.1. The assumption B is satisfied, for instance, if
β = sup{β¯ : lim sup
θ→∞
θ β¯h(θ) = 0} > 0,
where
h(θ) =
∫
|ξ |>θ
ν(dξ)+ 1
θ2
∫
|ξ |≤θ
ξ2ν(dξ)+ 1
θ
∣∣∣∣b + ∫
1<|ξ |≤θ
ξν(dξ)
∣∣∣∣ , θ > 1,
see Proposition 48.10 in [18]. In particular, if ν is α stable Le´vy measure, then β = α for each
α ∈ (0, 2) and therefore the above condition is satisfied.
We denote, under the Assumption B, the distribution on the space L2r (R+) of the Le´vy process
starting at 0 with the generating triplet (a, b, ν) by µ(a,b,ν) ∈ P(L2r ) and the convex hull of
{µ(a,b,ν), b ∈ R} by C ≡ C(a, ν).
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Given a and ν, and under the Assumptions A and B, our main results of this section are
summarized in the following two theorems.
Theorem 4.1. We have C ⊂ S.
In particular, µ(a,b,ν) is invariant under the SPDE (1.1) for every b ∈ R. For showing the
converse of Theorem 4.1, we need an additional technical condition on µ ∈ S. To describe it, we
introduce a subclass of P(L2r ) by restricting their supports:
L = {µ ∈ P(L2r );µ(L`(R+)) = 1},
where L`(R+) is the family of all functions u ∈ L2r (R+) for which the limits
b(u) = lim
x→∞
u(x)
x
∈ R (4.1)
exist. We show the partial converse of Theorem 4.1 under the condition∫
|ξ |>1
|ξ |ν(dξ) <∞. (4.2)
Theorem 4.2. Under the additional condition (4.2), we have S⋂L = C.
Remark 4.2. (1) The condition (4.2) is equivalent to the integrability condition Eµ[|u(1)|] <∞
forµ = µ(a,b,ν), see Theorem 25.3 in [18]. Moreover, this condition implies thatµ(a,b,ν) ∈ L
by the law of large numbers and thus C ⊂ L, see Theorem 36.5 in [18].
(2) A natural subclass of L can be introduced as follows. Set X = L2r (R+) ∩ D(R+,R) ∩
{u; u(0) = 0} and let I1 be the class of all µ ∈ P(X ) such that u(x) under µ has stationary
increments (that is, the distribution of {u(·+ y)−u(y)} onX are common for every y ∈ R+),
Eµ[|u(x)|] <∞ for every x ∈ R+ and Eµ[supx∈[0,] |u(x)|] <∞ for some  > 0. Then, we
have I1 ⊂ L (and also C ⊂ I1 under the condition (4.2)). Indeed, one may assume  = 1 by
scaling, and since µ is invariant under the shifts τx on X defined by τx u(·) = u(·+x)−u(x),
Birkhoff’s individual ergodic theorem applied for the function f (u) = u(1) on X shows that
u(n)/n =∑n−1k=0 f (τku)/n converges to some f¯ (u) as n →∞ (µ-a.s.). Birkhoff’s theorem
applied for g(u) = supx∈[0,1]|u(x)| again shows that ∑nk=1 g(τku)/n converges to some
g¯(u), which implies that g(τnu)/n converges to 0 as n →∞ (µ-a.s.). Thus, we see that the
limits in (4.1) exist for µ-a.s. u for every µ ∈ I1.
Remark 4.3. An invariant measure of the generalized Mehler semigroup (cf. Remark 3.3)
defined on a Hilbert space H is always self-decomposable and the family of all self-
decomposable distributions on H is a strict subclass of all infinitely divisible distributions on
H , Theorem 3.1 of [4] and [2]. It is easy to see that our µ(a,b,ν) is infinitely divisible on
H = L2r (R+), but not necessarily self-decomposable.
The proofs of Theorems 4.1 and 4.2 will be divided into several steps.
Lemma 4.3. If f ∈ L`(R+), we have
lim
t→∞U (t, x; f ) = b( f )x,
for every x ∈ R+, where U (t, x; f ) and b( f ) are defined in (3.2) and (4.1), respectively.
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Proof. The proof is easy. Indeed, we may decompose U (t, x; f ) into the sum of integrals
over [0, K ] and (K ,∞) taking K > 0 such that | f (y)/y − b| ≤  on (K ,∞), where
b = b( f ). As t → ∞, the integral over [0, K ], which can be rewritten as U (t − 1, x; g) with
g(y) = U (1, y; f 1[0,K ]) for t > 1, tends to 0 by noting that g is bounded, while the limsup and
liminf of the integral over (K ,∞) are bounded by (b + )x from above and by (b − )x from
below, respectively. 
The invariant measures of the SPDE (1.1) with N˙ = a1/2W˙ are studied in the next lemma,
which might be known, but we give the proof for completeness.
Lemma 4.4. If ν = 0 and a > 0, then µ(a,b,0) ∈ S for every b ∈ R.
Proof. Once µ(a,0,0) ∈ S is shown, we immediately see that µ(a,b,0) ∈ S for every b ∈ R.
Indeed, by the invariance of the identity function:∫
R+
yp(t, x, y)dy = x, (4.3)
if u(t, x) is a solution of (1.1), u(t, x)+ bx is also a solution. This implies the above assertion.
We now prove µ(a,0,0) ∈ S based on an approximating procedure. In fact, for each  > 0, we
consider the SPDE (1.1) with N˙ = W˙ by adding −u in the right hand side:
∂u
∂t
(t, x) = 1
2
∂2u
∂x2
(t, x)− u(t, x)+ W˙ (t, x), x ∈ R◦+, (4.4)
under the same boundary condition u(t, 0) = 0 at x = 0. Then, the SPDE (4.4) has a unique
invariant measure µ = N (0,A−1 ), which is a centered Gaussian measure with covariance
operator A−1 , where A = −∂2/∂x2 + 2 with 0-boundary condition at x = 0 (more precisely,
its Friedrichs extension) is a positive operator on L2(R+), see Propositions 6.1 and 5.2 in [6]
(these results are for the whole space Rd , but the proof is the same). However, u(t, x) has a
representation:
u(t, x) =
∫
R+
e−t p(t, x, y)u0(y)dy +
∫ t
0
∫
R+
e−(t−s) p(t − s, x, y)W (dsdy).
Moreover, under µ , {u(x), x ∈ R+} is the Ornstein-Uhlenbeck process starting at 0 described
by du(x) = dw(x) −
√
2u(x)dx (regarding x as a time parameter). Letting  ↓ 0, we can
prove µ(1,0,0) ∈ S when a = 1 (i.e., N˙ = W˙ ). For general a > 0, the usual change of the scale
implies the conclusion. 
Remark 4.4. Our equation describes a kind of massless model, which is a limit of massive one
as its mass  ↓ 0, cf. Remark 4.5 and [8].
Lemma 4.5. If ν satisfies an auxiliary condition∫
|ξ |<1
|ξ |ν(dξ) <∞, (4.5)
then µ(a,b,ν) ∈ S for every b ∈ R and therefore C ⊂ S.
Proof. By the linearity of the SPDE (1.1) and the independence of the noise, we may assume
a = b = 0 in view of Lemma 4.4. Then, under the condition (4.5) on ν, the corresponding Le´vy
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process has a representation:
X (x) =
∞∑
i=1
ξi 1{yi≤x} + b0x, x ∈ R+, (4.6)
where b0 = −
∫
|ξ |<1 ξν(dξ) and {(ξi , yi , wi ); i = 1, 2 . . .} is the support of the Poisson random
field considered in the last sections, see Theorem 19.2 in [18] or [11]. In other words, we need
not introduce the compensator under the condition (4.5). We may further consider removing b0
from X (·) in (4.6) by the invariance property (4.3). If we take such X (·) as the initial value of
the SPDE (1.1), then by Theorem 3.3, the unique weak solution is given by
u(t, x) =
∫
R+
∞∑
i=1
ξi 1{yi≤y} p(t, x, y)dy −
∞∑
i=1
ξi
∫ t
0
p(t − s, x, Bi (s))dwi (s)
=
∞∑
i=1
ξi
[∫ ∞
yi
p(t, x, y)dy −
∫ t
0
p(t − s, x, Bi (s))dwi (s)
]
;
note that X (·) is F0-measurable. However, the last sum is equal to ∑∞i=1 ξi 1{Bi (t)≤x}. In fact,
setting p˜(t, x, y) = ∫∞y p(t, x, z)dz, Itoˆ’s formula implies that
ds p˜(t − s, x, Bi (s))
= p˜y(t − s, x, Bi (s))dBi (s)+
(
− p˜s + 12 p˜yy
)
(t − s, x, Bi (s))ds
= −p(t − s, x, Bi (s))dwi (s),
since − p˜s + 12 p˜yy = 0 and p(t − s, x, Bi (s))d`i (s) = 0 from p(t − s, x, 0) = 0, where `i (s) is
the non-decreasing function in the Skorohod equation (2.1) for w = wi . This proves that
p˜(0, x, Bi (t))− p˜(t, x, yi ) = −
∫ t
0
p(t − s, x, Bi (s))dwi (s).
Noting that p˜(0, x, y) = 1{y≤x}, we have shown that
u(t, x) =
∞∑
i=1
ξi 1{Bi (t)≤x}. (4.7)
However, {(ξi , Bi (t)); i = 1, 2 . . .} is a Poisson random field on R × R+ with intensity dνdy.
This completes the proof of the lemma. 
We will complete the proof of Theorem 4.1 by removing the condition (4.5) from Lemma 4.5.
Let M (2)n (t, dx), n ≥ 2, be the noise corresponding to the jumps’ size in {ξ ; 1/n ≤ |ξ | < 1}, i.e.,
M (2)n (t, dx) = −
n∑
k=2
∞∑
i=1
ξ ki
∫ t
0
δBki (s)
(dx)dwki (s).
Define
Xn(x) =
n∑
k=2
∞∑
i=1
ξ ki 1{yki ≤x} − x
∫
1
n≤|ξ |<1
ξν(dξ),
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and denote by un(t, x) the unique solution of the SPDE (1.1) with initial value Xn replaced N˙
by M˙ (2)n , that is
un(t, x) = U (t, x; Xn)+
∫ t
0
∫
R+
p(t − s, x, y)M (2)n (dsdy). (4.8)
Proof of Theorem 4.1. Without loss of generality, as in the proof of Lemma 4.5, we may take
a = b = 0. Similarly, by the linearity and independence, we may only consider the SPDE (1.1)
driven by M (2). Indeed, Lemma 4.5 applied for ν1(dξ) = ν(dξ ; |ξ | ≥ 1) implies that the SPDE
(1.1) driven by M (1) admits µ(0,0,ν1) as its invariant measure. Set
X (x) =
∞∑
k=2
( ∞∑
i=1
ξ ki 1{yki ≤x} − x
∫
Ak
ξν(dξ)
)
.
Then it is a Le´vy process with generating triplet (0, 0, ν0), where ν0(dξ) = ν(dξ ; |ξ | < 1). Let
us consider the solution u(t, x) of the SPDE (1.1) with u(0, x) = X (x). We will show that un in
(4.8) tends to u as n→∞ in the following sense:
lim
n→∞ supt∈[0,T ]
E[|un(t)− u(t)|2L2r ] = 0. (4.9)
In fact, by Schwarz’s inequality and (2.8),
E
[
sup
t∈[0,T ]
|U (t, ·; Xn)−U (t, ·; X)|2L2r
]
≤ E
[
sup
t∈[0,T ]
∫
R+
∫
R+
p(t, x, y)(Xn(y)− X (y))2e−2r x dxdy
]
≤ CE
[∫
R+
(Xn(y)− X (y))2e−2r ydy
]
. (4.10)
Then (4.10) and Lemma 2.5 yield (4.9), recalling that the last term in (4.10) tends to 0 as n→∞,
cf. the proof of Lemma 20.6 in [18].
From (4.9), we conclude that un(t) weakly converges to u(t) as n →∞ for every t ≥ 0. On
the other hand, by Lemma 4.5, un(t) is stationary, i.e., un(t) has the same distribution as un(0).
Therefore, letting n → ∞, we see that u(t) has the same distribution as u(0) and thus u(t) is
invariant under the SPDE (1.1) replaced N˙ by M˙ (2). 
Proof of Theorem 4.2. In view of Theorem 4.1 and Remark 4.2(1), the proof is concluded once
S∩L ⊂ C is shown. To this end, letµ ∈ S∩L be given. Then, there exists a solution v(t, x) of the
SPDE (1.1) such that v(t, ·) is µ-distributed for every t ≥ 0. Since v(t, x) has the representation
(3.1) with the initial value v0 := v(0, ·), it can be written by means of u(t, x) considered in the
proof of Theorem 4.1 (adding the terms coming from M˙ (1) and a1/2W˙ ) as
v(t, x) = u(t, x)+U (t, x; v0)−U (t, x; X). (4.11)
Since b(u(t, ·)) = γ (:= Eµ(a,0,ν) [u(1)] ∈ R, cf. Remark 4.2(1)) and b(U (t, ·; f )) = b( f ) for
f ∈ L, (4.11) first implies that the value b(v(t, ·)) is constant in t and therefore v(t, ·) stays on
the space {u ∈ L`(R+); b(u) = const}. Since u(t, ·) is µ(a,0,ν)-distributed for all t ≥ 0, noting
326 T. Funaki, B. Xie / Stochastic Processes and their Applications 119 (2009) 307–326
that U (t, x; v0)→ b(v0)x and U (t, x; X)→ γ x as t →∞ from Lemma 4.3, by letting t →∞
in (4.11), we see that µ is the superposition of µ(a,b(v0)−γ,ν) with µ-distributed v0, namely,
µ(·) =
∫
µ(a,b(v0)−γ,ν)(·)µ(dv0) ∈ C.
This completes the proof. 
Remark 4.5. Theorem 4.2 shown by a coupling argument has a common aspect to the results
in [9] (especially, Theorems 2.1, 3.1 and 3.3), in which the field defined as tilts of a field over
Zd was characterized. In our setting, the parameter b ∈ R plays a role of (average) tilts of the
functions u(·).
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