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Abstract 
Finned tube heat exchangers are important because of their direct impact on energy and 
material use in petrochemical, power, transportation, and HV AC/R systems. The design of 
effective heat exchangers has direct social, economic, and environmental ramifications. Design 
improvements rely on a clear understanding of the flow and heat transfer interactions in the 
complex flowfields which exist in heat exchangers. In this thesis, results are presented from 
experiments conducted to develop a more complete understanding of heat exchanger 
performance. Using a novel adaptation of the naphthalene sublimation method, optically 
measured sublimation depths are used to determine local mass transfer coefficients with very 
high spatial resolution. Local and average heat transfer data are inferred through the heat and 
mass analogy. These heat transfer data are also used to numerically compute true fin 
efficiencies. These true efficiencies are compared to the analytical solution of Gardner, which 
assumes a constant heat transfer coefficient over the entire fin surface. Pressure drop data are 
also presented, and thus a complete measure of heat transfer and pumping power performance for 
each finned tube arrangement is provided. Four different annularly finned tube banks are 
examined in a Reynolds number range from 5,000 to 30,000: a conventional single-row 
exchanger, a baffled single-row exchanger, a staggered two row exchanger and an inline two row 
device. The heat transfer results are compare quite well to several existing bundle correlations. 
In contrast to earlier work, these experiments indicate that Gardner's solution is a very good 
approximation to the true fin efficiency over a wide range of conditions. Reasons for this 
discrepancy between the current study and previous work are presented. The data for the inline 
and staggered tube banks surprisingly indicate that the inline configuration may be superior to 
the staggered arrangement for high profile fins. Justification for this conclusion is provided by 
comparison to other studies and analysis of the local heat/mass transfer data. Finally, this study 
provides the first pressure drop data for gull-wing baffling. The results indicate that the 
unbaffled geometry provides nearly the same heat transfer with only 20 to 25% of the pressure 
drop penalty in the Reynolds number range of interest. 
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k thermal conductivity 
ks tube arrangement factor in eqn. 1.6 
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2 fin parameter (eqn. 4.13) 
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IX 
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p* dimensionless pressure defined in Appendix A 
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ST transverse tube spacing 
s fin spacing 
T temperature 
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Ui velocity component 
* ui dimensionless velocity component defined in Appendix A. 
W A uncertianty in quantity A 
* Xi dimensionless coordinate defined in Appendix A 
z coordinate perpendicular to the fin surface 
Greek Symbols: 
L1 indicates change of a quantity during the experiment 
D fin thickness 
DH hydrodynamic boundary layer thickness 
Dr thermal boundary layer thickness 
x 
Oc concentration boundary layer thickness 
Osb local sublimation depth 
8 average rate of naphthalene surface height change due to natural sublimation 
"'8 average natural sublimation depth 
11 a similarity coordinate defined in Appendix B 
110 overall surface efficiency 
11 f fin efficiency 
o dimensionless temperature (T - T oolTb - Too) 
Ox,Oy laser beam projection angles (see sect. 2.3) 
J.l 
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dynamic viscosity 
kinematic viscosity 
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Pa,w 
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percent deviation of true fin efficiency from Gardner's solution 
density of saturated naphthalene vapor 
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density of solid naphthalene 
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dimensionless mass fraction (ill A - ill A,oo / ill A,b - ill A,oo ) 
ill A =mass fraction of species A 
Subscripts; 
A species A 
a property of air 
b property evaluated at the fin base 
c property evaluated in the minimum free flow area, or "core" , of the heat exchanger 
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f property of the fin material 
I Integrated average (see table 4.1) 
i photodetector coordinate (see sect. 2.3) 
o object coordinates (see sect. 2.3) 
s light source coordinate (see sect. 2.3), or a quantity evaluated at a surface 
w weight or mass averaged quantity (see table 4.1), or a quantity evaluated at the wall 
00 property evaluated in the free stream 
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1. Introduction 
1.1 Background 
The efficient use of energy resources is a significant challenge facing our society, with 
direct social, economic, and environmental impact. Heat exchangers are widely used in 
industrial, commercial, and residential energy conversion systems and, therefore, their 
performance is important to the efficient use of our energy resources. Furthermore, increased 
competitiveness makes manufacturing cost an important issue. The desire for energy efficiency 
and lower manufacturing cost often clash in heat exchanger design. 
One particularly important type of heat exchanger, due to its common use, is the finned 
tube bank. Two common finned tube geometries, the plate fin (a) and the annular fin (b), are 
shown in Figure 1.1. During the past 50 years, this geometry has been extensively studied, and 
numerous heat transfer and pressure drop correlations have been developed. According to Webb 
[1], "all correlations are empirical ... [and] differ in their definition of the possible dimensionless 
groups and of the characteristic dimension." As such, a correlation should be regarded as an 
interpolation formula for a particular tube bank rather than as a generalization valid for all tube 
banks and flow conditions. Indeed, the mathematical representation of experimental data may 
ignore the physics, and the usefulness of such information should be carefully evaluated. 
(I) (b) 
Fig. 1.1 - Typical finned tube geometries 
Finned tube banks are most often used for liquid-to-gas heat transfer. The finned surface 
outside of the tubes is in contact with a flowing gas, and a liquid flows within the tubes. In many 
heating, ventilating, air-conditioning, and refrigeration (HV ACIR) applications, the flowing gas 
is air, and the liquid condenses or evaporates as it flows within the tubes. Because the heat 
transfer coefficient, h, on the air side is usually much lower than the tube-side heat transfer 
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coefficient, the air side is finned to reduce its relative heat transfer resistance. Nevertheless, the 
air-side resistance frequently limits heat exchanger performance in HV ACIR systems. The air-
side resistance is given by 
1 R =---
g h1JoA 
(1.1) 
From this expression it is clear that improved heat transfer performance may be pursued 
by: (1) increasing the surface area, (2) increasing the heat transfer coefficient, h, or (3) increasing 
the overall surface efficiency, 1Jo' Simply adding heat exchanger area incurs the costs associated 
with added material. Therefore, heat exchanger design focuses on air-side convection and 
overall surface efficiency, and these two parameters are coupled (as explained in more detail 
later). Further complicating the fin design, an increase in area or convection coefficient will 
likely be accompanied by a commensurate increase in the pressure drop associated with the air 
flow through the tube bank. The pressure drop is directly related to the power required to force 
the air through the heat exchanger. Thus, increasing the heat transfer efficiency may increase 
the power required to operate the system. 
The tradeoffs between heat transfer, surface area, and pressure drop, present the designer 
with a difficult optimization problem. To meet this challenge the engineer must understand the 
flow and heat transfer to pursue air-side heat transfer enhancement. 
Flow t Finned Tube 
In-Line. Baffled, Finned-Tube Bundle Baffle 
Fig. 1.2 - Baffled, annularly finned tubes [2] 
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This research is directed at understanding the flow and heat transfer in the annular finned 
geometry shown in Figure 1 b, at using baffles as an enhancement method, and at quantifying the 
coupling between the convection coefficient and the surface efficiency. A deeper understanding 
of the flow and heat transfer will allow the intelligent pursuit of enhancement methods. The 
particular enhancement method that will be examined, the use of wake-reducing baffles, is 
shown in Figure 2. Experimental evidence suggests that baffling may be an effective way to 
enhance air-side heat transfer performance [2]. The coupling between the convection coefficient 
and the surface efficiency has been quantified under the assumption that the convection 
coefficient is uniform over the entire fin [3]; however, several detailed studies have shown that 
this assumption is invalid [4]-[6]. There is a need for further study ofthis coupling. 
The relevant literature on annular finned tube bundles will be reviewed in the next 
section. Following that, the detailed objectives of this study will be discussed. 
1.2 Literature Review 
This literature survey is organized in the following manner... First, local convective 
behavior is discussed. This discussion includes an overview of experimental techniques and a 
survey of the previous measurements of local variations in h on the surface of circular (annular or 
spiral) fins. The work is reviewed with attention to fin efficiency effects when possible. The 
second portion of this survey deals with literature on the average heat transfer coefficient from 
circular finned tubes and many of the attempts at formulating a generalized correlation for the 
heat transfer data. A discussion of the literature available for pressure drop across finned tube 
banks concludes this literature review. 
1.2.1 Local convective behavior 
An excellent review of local convective behavior and its effect on fin efficiency was given 
by Hu [2], in which she classified the techniques used to measure heat transfer coefficients in the 
complex flows associated with heat exchangers. These techniques were the total heating, point 
heating, and mass transfer methods. 
The total heating method involves heating the entire surface of the fin by a flux through the 
fin base and then measuring temperatures and heat fluxes locally on the fin surface. This entails 
placing temperature probes and heat flux gages on the fin surface. However, these instruments 
are a significant intrusion into flow adjacent to the surface and/or the conductive environment 
inside the fin. The advantage to the total heating method is that the thermal boundary conditions 
at the fin surface are very realistic. The main disadvantage to this technique is the intrusion into 
the fluid flow and the heat conduction paths inside the fin. The impact of these intrusions is 
difficult if not impossible to quantify. 
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Neil and Hitchcock [7] performed a detailed experimental study using the total heating 
method. This was done by placing 36 thermocouples and "miniature disc heat transfer 
coefficient meters" [8] on the surface of an annular fin. These experiments were then 
augmented with flow visualization. Neil and Hitchcock concluded that the true fin efficiency 
was lower than the value calculated by using Gardner's solution. However, the details of the 
efficiency calculation and the quantitative results were not given. In addition to lacking 
quantitative detail, the effect of the intrusion caused by the thermocouples and heat flux gages 
was not considered. 
Legkiy et aZ. [9] used the total heating technique for a single annular fin on a single tube. 
Six heat flux sensors and four thermocouples were embedded on the surface of the fin. Results 
were given for two different Reynolds numbers with local coefficients given at 5 radial locations 
and 44 different angles. No fin efficiency results were given and the effects of the intrusions on 
the fin surface could, again, not be determined. 
The point heating method entails providing a uniform flux through a small strip on the 
surface of the fin. Temperature measuring devices, typically thermocouples, are placed on the 
surface. The local heat transfer coefficient can then be readily determined from the local flux 
and temperature. This method can lead to serious errors because the experiment is conducted 
with thermal boundary conditions that are completely different from those found in application. 
The hydrodynamic boundary layer begins developing at the fin tip, as in a real heat exchanger, 
but the thermal boundary layer does not begin to develop until the heated portion is reached. 
Thus, the point heating method provides an unheated starting length. 
Stasiulevicius and Skrinska [10] presented an analytical study which compared the heat 
transfer distributions that would be obtained using the point heating and total heating methods 
for laminar flow over a cylinder. A schematic of the problem and the graphical results are 
shown in Fig. 1.3. The solid curve is for point heating and the dashed curve for total heating. 
Note that the distribution for the point heating method overestimates the local heat transfer 
coefficient by more than 100% at some locations. This is because the thermal boundary layer is 
started locally for the point heating method; whereas, in the full heating method, the thermal 
boundary layer begins to grow at the leading edge. The full heating method clearly provides 
boundary conditions that are much more realistic. 
Zukauskas et aZ. [4], performed a study of circular, helical fins using the point heating 
method. A heated strip, supplying a constant flux was placed on the fin surface. The strip 
covered a region spanning the fin root to the fin tip. Five thermocouples were then placed a 
different locations along the fin radius. Results were presented for fins in the fifth and seventh 
rows of a staggered tube bank. Local heat transfer data were presented at each of the 5 radii 
where the thermocouples were placed and at 9 different angles over the surface of the fin. The 
variation in angle was obtained by rotating the tube in situ.. Hu [8] explains that these data may 
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Fig. 1.3 - Results of an analytical study comparing the point heating and total heating methods. 
(a) problem schematic, (b) heat transfer distributions [10]. 
have some qualitative value but, since they were obtained using the point heating method, the 
quantitative results are unrealistic. Zukauskas et al. also compared the efficiency of the 
experimental fins to the efficiency of a Gardner fin. However, this was not done by using the 
local data obtained from the point heating method. Instead the value of the h110 product, or the 
"reduced heat transfer coefficient" and of h alone were calculated from experimental data. The 
fin efficiency was then computed from knowledge of these two quantities. These experimental 
efficiencies were found to be less than the Gardner efficiencies with the difference becoming 
larger at lower fin efficiencies. These results will be discussed in more detail after the results of 
the present study are presented. 
More recently, Sparrow and Chastain [11] have studied the effects of angle of attack on the 
heat transfer performance of annular fins by using the naphthalene sublimation technique. This 
technique is explained in detail in Appendix A. It essentially uses the well known analogy 
between heat and mass transfer to infer heat transfer coefficients, or Nusselt numbers, from the 
experimentally determined mass transfer coefficients, or Sherwood numbers. Sparrow and 
Chastain used a pie shaped naphthalene sensor on the fin surface creating the mass transfer 
analog of the point heating method; the naphthalene concentration boundary layer was 
developing behind the hydrodynamic boundary layer. The authors also performed excellent 
flow visualization experiments using the oil and lampblack technique. This technique involved 
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(al 
(b) 
Fig. 1.4 - Flow visualization results (a) with leading edge separation 
(b) without separation [11] 
painting the surface of the fin with a mixture of lampblack powder and oil. When the fin was 
exposed to the flow, surface pressure and shear forces moved the mixture, generating an image 
of the surface flow patterns. These results, presented in Fig. 1.4, showed the surface flow 
characteristics very well for fins with and without leading edge flow separation. However, the 
experiments were performed with a single fin on a single tube and were limited to a single 
Reynolds number. Hence, the flow patterns shown below may give a good representation of the 
flow over a fin in the first row of a tube bank at the given Reynolds number, but fins in deeper 
rows and at different Re may show different flow patterns. 
The mass transfer method for measuring local heat transfer coefficients, as described in [2], 
requires coating the entire surface of a specimen with a substance that will sublime easily into the 
flow. Local mass transfer coefficients can then be determined by measuring the surface contour 
before and after an experiment to determine the local mass transfer rate. Since no surface 
measurements are required during the test, the method has the advantage of being non-intrusive. 
The naphthalene sublimation technique is the most common implementation of the mass transfer 
method. This technique provides a developing concentration boundary layer over the entire fin 
surface and its surface boundary condition of constant naphthalene vapor density is analogous to 
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an isothermal fin. This boundary condition does not occur in a real heat exchanger but it is 
believed that the conjugate problem need not be solved in order to obtain accurate transport 
coefficients. The use of this method assumes that the local heat transfer coefficient, to leading 
order, is a property of the flow over the fin surface and not the conductive environment in the 
solid. This idea is often expressed in terms of dimensionless groups as 
Nu = f{Re,Pr) (1.2) 
If conduction effects were important, the characteristic temperature difference between 
the fin base and the free stream air would influence the distribution of h , and different 
distributions would result for a given value of Re and Pr. This would present a scenario in 
which an intractable amount of data would be required to characterize the behavior of even a 
single tube bank. Furthermore, experimental methods have, to date, assumed conduction effects 
to be negligible. Therefore, one may conclude that the isothermal fin boundary condition is 
realistic enough to provide accurate heat transfer data. 
The naphthalene sublimation technique is a powerful tool for obtaining local heat transfer 
coefficients. It has an advantage over other conventional methods when applied to determine 
the surface average behavior, enabling the experimenter to determine the heat transfer 
coefficient directly without having to separate it from the surface efficiency. In other words, 
methods in which heat is transferred during the experiment only permit the determination of the 
h1Jo product. The heat transfer coefficient must then be separated using analytical methods, 
such as the solutions of Gardner. If a mass transfer technique is used, then h may be determined 
directly. 
Hu [2] gave the results from her study of an annular fin in a single row tube bank in the 
form of local Sherwood number distributions for Re from 3000 to 12,000 for the unbaffled case 
(Fig. - 1.5). She also provided limited results for finned tubes with baffles (Fig. - 1.6). The 
spatial resolution of the work provided valuable insights pertaining to local flow structures. Fin 
efficiencies were calculated by solving the fin heat equation with a finite difference technique. 
The results showed the same trends found by Zukauskas et al. [4]: the Gardner fin efficiency 
consistently over-predicted the true fin efficiency, with the differences becoming greater at lower 
. 
fin efficiencies. However, there was a mistake in data interpretation and its effect on the 
comparison between the true fin efficiency and Gardner's solution will be discussed in detail with 
the results of the current work. 
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Fig. 1.S - Local Sherwood number distributions for an annular fin in a 1 row bundle [2] 
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"": 
o 
Fig. 1.6 -Local Sherwood number distributions for an annular fin in a 1 row bundle (baffles) [2] 
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1.2.2 Average heat transfer behavior 
An understanding of the local heat transfer behavior can help the engineer design better 
fins, but average heat transfer coefficient data are needed to calculate the perfonnance of a given 
configuration. When combined with an accurate value for the fin efficiency, this will enable the 
designer to calculate the gas side resistance. Many average heat transfer and bundle pressure 
drop correlations are available in the literature. The more prevalent works will be reviewed in 
this subsection, and the interested reader is referred to papers by Webb [1] and Nir [12] for 
excellent reviews of the overall body of literature. 
A comprehensive study of the average heat transfer behavior of finned tube bundles in a 
staggered arrangement was conducted by Zukauskas, Stasiulevicius, and Skrinska [10]. This 
study covered an extremely broad range of Reynolds numbers (based on the tube diameter as the 
characteristic length scale), 2x104 ~ Red ~ 1.3x106. This range was broader than in any of 
the other work that could be located. The authors gave the following heat transfer correlations 
in terms of an average Nusselt number for two different Reynolds number regimes. 
(1.3) 
( J
O.2 018 -014 
NUd =0.0067 ~: (~). (=) . Re2·9s (1.4) 
The effects of fin height, fin pitch, and the longitudinal and transverse tube pitches are 
reflected in the correlations, which were obtained for air flowing over 21 different seven row, 
staggered finned tube banks. These correlations were obtained for a deep bundle, and no tenn is 
included that would compensate for the effects of bundle depth. 
The effects of bundle depth for circular finned tube banks were reported by Yudin and 
Tochtarova [13]. The Reynolds number range of this work was 103 ~ Red ~ 2x104 • The 
following correlations were given for air flow over both staggered and inline tube banks 
respective I y. 
(d)-O·S4(h)-O.l4 Nus = 0.23kztp°.2 -; -; Re~·65 (staggered) (1.5) 
(inline) (1.6) 
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Fig. 1.7 - Shallow bundle correction factors for (a) staggered and (b) inline tube banks [13] 
It should be noted that the characteristic length scale here is the fin spacing, s , and that the 
parameter kz is a factor accounting for the bundle depth. The values of kz are plotted in Fig. 
1.7. The factor ks accounts for the longitudinal spacing of the finned tubes and was taken as 
unity here. All other terms in these correlations are defined in the nomenclature. It is also 
significant that there are no terms present in these equations which account for the effects of tube 
placement within the bundle, Le. the transverse and longitudinal tube pitches. The values of kz 
given in Fig. 1.7 indicate that the average heat transfer performance of a bundle increases with a 
decreasing number of rows for an inline arrangement while it decreases for a staggered tube 
bank. This suggests that the heat transfer coefficient in the initial rows of an inline bundle is 
higher than for deeper rows and that the deeper rows outperform the first row for the staggered 
case. It is also noteworthy that the average bundle performance seems to reach a constant value 
by row 4 for inline bundles while a much deeper tube bank is required before depth effects are 
important in a in staggered bank. This is the only work located that provides generalized, 
quantitative information on the effect of bundle depth. However, it has been suggested [14] that 
correction factors similar to those shown here be applied to deep bundle correlations for banks of 
unfinned tubes. It therefore seems reasonable to assume that the correction factors developed by 
Yudin and Tochtarova can be applied to other correlations. 
A similar study by Schmidt [15] provided yet another set of correlations for inline and 
staggered tube banks. These correlations took the effect of the Prandtl number into account and 
are expected to be applicable to flows other than air. Other than the Reynolds and Prandtl 
numbers, the only parameter deemed important was the ratio of the total heat transfer surface 
area per tube to the exposed base area per tube. The correlations, developed for 
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103 ~ Red ~ 4x104 , are given in eqns. 1.7 and 1.8 for staggered and inline tube banks, 
respectively. 
( J
-0:375 
NUd = 0.45 ~ Re~·625 Prl/3 (staggered) (1.7) 
( J
-O.375 
NUd = 0.30 ~ Re ~.625 Pr1/3 (inline) (1.8) 
Perhaps the most widely used heat transfer correlation for circular finned tubes is that of 
Briggs and Young [16]. This equation, based on test data for air flow over 14 equilateral 
triangular (staggered) finned tube banks, is in terms of the Colburn j factor. The recommended 
Reynolds number range for this equation is 1.1x103 ~ Red ~ 1.8x103 and this expression takes 
the following form. 
(staggered) (1.9) 
It is noteworthy that no terms appear in eqns. 1.7 through 1.9 to account for the effects of 
tube spacing in the bundle. Also, eqns. 1.4 through 1.6 show only a weak dependence of 
Nusselt number on tube spacing. This may indicate that tube spacing is not an important factor 
in bundle performance. 
Kuntysh and Stenin [17] have recently studied the optimum bundle arrangement for 
circular finned tubes. They concluded that the maximum heat transfer rate was obtained for a 
configuration somewhere between the inline and staggered arrangements. Heat transfer data 
were presented in the form of the h1]o product on an average basis for a 4 row bundle and on a 
per row basis. The data showed that the heat transfer was indeed higher for downstream rows 
than for the first row for the staggered tube configuration and that the highest heat transfer rates 
were in the first row of tubes for the in line bundle. These data also showed that the row h1]o 
stabilized in the second row for both arrangements. Unfortunately, the heat transfer coefficient 
and the surface efficiency were not separated and it is difficult to make quantitative comparisons 
to the above correlations. 
The work discussed to this point universally suggests that a staggered arrangement 
provides a higher heat transfer coefficient than in an inline arrangement for a given tube 
geometry. This idea is prevalent in virtually all of the literature and in design practice. 
However, a 1978 paper by Weierman et al. [18], in which a study on circular segmented fins was 
presented, suggests that the superior performance of staggered tube banks may be artificial. The 
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authors measured temperature and velocity profiles in the wake of in line and staggered tube 
banks and found that the flow through a staggered tube bundle was much more thermally mixed. 
The temperature distribution that was measured across the wake was found to be uniform for a 
staggered bundle but highly non-uniform for the inline case. The regions directly downstream 
of the tube exhibited much higher temperatures, while the flow behind the fin tips was cooler by 
as much as 25%. Weierman et al. suggested that the assumption of a standard log-mean 
temperature difference may not be appropriate to characterize the heat transfer from inline tubes 
due to the fact that the use of the LMID assumes a uniform air temperature distribution at cross 
sections transverse to the flow direction. A quantitative comparison of bundle performance was 
given by showing that a 4 row staggered and 7 row inline bank of geometrically similar tubes 
will deliver the same heat duty for virtually identical pressure drops. So the staggered 
arrangement was again determined to be superior. However, the difference may not be in the 
heat transfer coefficients as much as it is in a nonuniform distribution of the driving potential. 
The work cited above provide recommended correlations for the average air-side heat 
transfer coefficient over circular finned tube bundles without wake reducing baffles. Baffled 
tubes of the type shown in Fig. 1.2 were studied by Idem and Goldschmidt [19] and Jacobi and 
Goldschmidt [20]. The authors found as much as a 48% increase in Colburn j factor for baffled 
tubes as compared to geometrically similar tubes without baffles. The Reynolds number range 
of this work was 300 ~ Re ~ 1400. The length scale in these Reynolds numbers was chosen as 
the equivalent diameter of Kays and London [21]. Hu [2] used the naphthalene sublimation 
technique to provide a preliminary measure of the local and average heat/mass transfer behavior 
of baffled tubes at higher Reynolds numbers in the range 4500 ~ Re ~ 8500. The results of her 
study indicated that baffles offered no significant heat transfer enhancement in this range of Re. 
No pressure drop data were presented in any of these works despite the fact that the baffles did 
present a significant flow obstruction. 
1.2.3 Pressure Drop correlations 
The above correlations seem to suggest that the tube spacing, i.e. transverse and 
longitudinal tube pitches, do not have a large effect on the average heat transfer from finned tube 
banks. This has generally not been the case when considering pressure drop. Jameson [22] 
studied the effect of tube spacing on pressure drop in staggered tube banks. The relevant 
qualitative findings of this study were: 1) pressure drop was directly proportional to the number 
of rows; 2) the pressure drop decreased as the transverse tube pitch increased; and 3) the Fanning 
friction factor was minimized for staggered tube banks which were in an equilateral triangle 
arrangement. 
The recommended friction factor correlation for design use is that of Robinson and Briggs 
[23]. For staggered banks of circular tubes, Robinson and Briggs recommend this prediction. 
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-0 927( )0.515 ~ = 18.93(2~c )( d)' :: Re1.316 (staggered) (1.10) 
The factor Ac / A was not used as a correlating factor in the original work of Robinson and 
Briggs. Its appearance is a consequence of converting this expression from the Robinson and 
Briggs definition of the friction factor to the definition used in the present study. The factor 
ST / d accounted for the transverse tube spacing and the ST / S D factor accounted for the effect of 
longitudinal tube spacing on the pressure drop. Nir [12] compared his experimental results and 
those of other authors to the predictions of this equation and found that it was not an accurate 
predictor, differing from the data by as much as 100%. He suggested that the ratio Ac/ A was 
indeed an important factor and then suggested a correlation of the fonn 
( )
-().8 
L = 3.0 ~ K Re-O,'15 N A z,p 
c 
(staggered) (1.11) 
Where Kz.p is a factor accounting for the tube spacing which depends on the ratio of the 
diagonal flow area to the frontal flow area of a tube bank, I\J/ Ac' Nir claimed that when this 
ratio was greater than 1.3, Kz.p was equal to one and that the friction factor did not depend on 
tube spacing. In the range 1.0 ~ Kz,p ~ 1.3, Kz,p is given by the relation shown below. 
Kz,p = 1 (Ad/ Ac > 1.3) (1.12 a) 
K"p ; 2.08 - O,83( ~ ) (1 ~ Ad/ Ac ~ 1.3) (1.12 b) 
The correlation given by eqns. 1.11 and 1.12 was compared to the data banks of several authors 
and was found to be within 10% of the majority of the data. 
1.3 Objectives 
The objectives of this study are to develop a better understanding flow and heat transfer in 
bundles of circular finned tubes. This understanding will allow for a clear interpretation of heat 
transfer and fin efficiency in this complicated flow and will provide answers to questions 
regarding the importance of bundle configuration, local heat transfer, and heat exchanger 
baffling. The study was undertaken through experimental observations of the local and average 
heat transfer and pressure drop behavior of several conventional and baffled finned tube banks. 
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The Reynolds number range of this study was 5000 ~ Re ~ 30,000, where the characteristic 
length scale is the equivalent diameter of Kays and London. Heat transfer data were gathered 
using the naphthalene sublimation technique. Average heat transfer data are presented in the 
form of Colburn j factors for single row banks of baffled and unbaffled tubes and for 2 row 
staggered and inline bundles. Local Sherwood numbers are presented for fins in a 1 row baffled 
tube bank and in row 2 of staggered and inline bundles. Pressure drop data are reported for flow 
over all configurations in the form of the Fanning friction factor. The true fin efficiency is 
computed by numerically solving the fin heat equation using a finite difference scheme. 
Gardner's solution is then compared to the true efficiencies. 
15 
2. Experimental Apparatus 
2.1 Wind Tunnel and Test Section 
Mass transfer experiments were conducted in the large, open circuit wind tunnel shown 
schematically in Fig. 2.1. The apparatus consisted of 4 sections: an inlet contraction, test section, 
expansion, and a discharge. A large, 14.9 kW, 3 phase electric motor supplied power to the 
wind tunnel blower. The contraction ratio at the inlet was approximately 32:1, with test section 
dimensions of 381 mm by 381 mm. Velocity profiles were mapped at 3 different speed settings 
using a pitot-static tube and a manometer. These profiles were found to be flat to within 5 
percent for all three settings with the exception of the points taken with the pitot tube pressed 
directly against the wind tunnel wall. A sample profile is shown in Fig. 2.2. The free stream 
turbulence intensity in the test section was mapped using a hot wire anemometer for test section 
velocities of 1 to 25 mls. The frequency response of the anemometer was 3 kHz and the 
turbulence intensity was found to be less than 1 % over then entire range of velocities. 
The test section could be configured for different finned tube arrangements. Aluminum 
tube bundles as much as 3 rows deep could be placed in the test section in either inline or 
staggered arrangements. Static pressure taps were placed upstream and downstream of the heat 
exchanger core to measure the pressure drop across the bundle. A schematic of the test section 
design is provided in Fig. 2.3. A single naphthalene fm was used in most the experiments, this 
fin could be placed in the center of either the fIrst or second row of a fmned tube bundle. The 
remainder of the core was "unheated" or uncoated with naphthalene and simply supplied the 
proper flow conditions. The test fin was mounted in the center of a test tube that could be 
separated into halves as shown in Fig. 2.4. The assembly was clamped together by tightening 
the handle on a screw that extended from the bottom half of the tube, up through the top portion. 
Two naphthalene fins were used in some experiments in order to make sure that the effects of the 
adjacent fin were negligible. The reader is referred to Appendix F for the results of these two fm 
experiments. 
Four different heat exchanger cores were tested: single row, double row staggered, double 
row in-line, and a single row with baffles. The staggered bundle was placed in an equilateral 
triangle arrangement as this configuration was thought to be the most efficient. Both double row 
configurations had the naphthalene fin placed in the second row. All 4 confIgurations used 
identical, aluminum finned tubes with the following dimensions: fin diameter, dF= 76.2 mm, 
tube outside diameter, d=38.1 mm, fin thickness, 8 =1.02mm, and fin pitch, SF=139.1 mol. The 
transverse tube spacing, Sr, was equal to the fin diameter for all 4 bundles tested. The 
longitudinal tube spacing, SL ' was equal to 76.2 mm for the inline bundle and 66 mm for the 
staggered configuration. All four bundle arrangements are shown in Fig. 2.5. 
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Fig. 2.1 - Schematic of wind tunnel apparatus: (1) 32:1 area contraction, (2) test section, 
(3) control panel, (4) diffuser, (5) blower, (6) motor, (7) discharge. 
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Fig. 2.2 - Free stream velocity profile in wind tunnel test section. 
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FLOW 
(a) 
TEST TUBE 
(b) 
TEST TUBE 
EQUILATERAL TRIANGLE 
ALL SIDES 76.2mm 
(c) 
TEST TUBE 
(d) 
TEST TUBE 
Fig. 2.5 - Finned tube bundle configurations, (a) one row plain tubes, (b) one row baffled tubes 
(c) two row staggered tubes, (d) two row inline tubes. 
20 
2.2 Test Section Instrumentation and Data Acquisition 
Temperatures were recorded upstream of the finned tube bank and near the surface of the 
naphthalene fin using calibrated platinum RTD's. The error associated with each RTD was less 
than 0.1 C. For a detailed description of the calibration procedures and determination of 
uncertainty, the reader is directed to Appendices D and E. Free stream velocity was measured 
with a pitot-static tube and an electronic manometer (Dwyer model #1430, 0 to 500 Pa, +/-0.12 
Pa), and static pressure drop across the core was determined with a calibrated differential 
pressure transducer (Omega# PX653, 0 to 1250 Pa +/- 21 Pa). Pressure drop and temperature 
data were logged at 333 Hz throughout each experiment with a personal computer (Gateway 
2000, 286/16) and a 12 bit resolution AID card (Cyber Research # CYDT-74LA). The 
temperature and pressure drop were simultaneously time averaged over the entire run and these 
values were used in the data reduction equations. 
2.3 Laser Profilometer 
Sublimation depths on the naphthalene test fin were measured using a non-contact, optical 
technique, known as laser triangulation. Triangulation systems, such as the one pictured in Fig. 
2.6, map surface contours by focusing a laser beam on the surface to be measured. The beam is 
partially reflected from the surface through a receiving lens to a photodetector where an image of 
the reflected beam is created. Different surface heights correspond to different locations of the 
reflected beam image on the photodetector. The triangulation system used to perform these 
measurements was a Cyber-Scan 206 profilometry system (Cyber Optics Corp.), illustrated in 
Fig. 2.7. System components include point range sensor (probe), vibration isolation table, x and 
y axis (in the plane of the naphthalene specimen) translation stages with optical linear encoders 
capable of 88.9 mm of translation in each direction, stepper motors, a micrometer to adjust in the 
z-axis (2.5 pm div.), a 254 mm x 254 mm measurement platform, and a Dell 486/33 personal 
computer with a math coprocessor and all appropriate interface cards for sensor and stage 
controls. 
A simple description of the workings of this system follows the explanation given in a 
more comprehensive treatment of triangulation systems given by Jalkio et al. [24]. The 
coordinate directions are as depicted in Fig. 2.6, with the origin located at the center of the 
receiving optics lens. The position of the laser source and the measurement site in question are 
specified by (xs,ys,zs) and (xo,yo,zo) respectively. A single laser beam is projected at fixed 
angles Ox and Oy relative to the z-axis in the x and y directions. From this information, we can 
write the x and y coordinates of the measurement site in terms of the fixed parameters of the 
triangulation system as follows. 
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Fig. 2.6- Working schematic of the laser triangulation technique [24]. 
22 
(2.1) 
(2.2) 
One can use the concept of similar triangles to represent the x and y locations of the image spot 
on the photodetector array. 
x, =F(::J 
y, =F(~:J 
(2.3) 
(2.4) 
For large distances, ZO' between the measurement site and the receiving optics lens, F is 
essentially equal to the focal length of the lens. Equations 2.3 and 2.4 can be substituted into 2.1 
and 2.2 respectively to obtain relationships for the coordinates of the image in terms of the fixed 
parameters F , (xs,Ys,zs), Ox, and 0y, and the surface height, Zoo 
(2.5) 
(2.6) 
With eqns. 2.5 and 2.6, one can calibrate to a reference height, ZREF' noting that a point at ZREF 
will produce an image on the detector at (Xi,REF' Yi,REF ). Distances between images created by 
points at an arbitrary surface height and the reference height can be related using eqns. 2.5 and 
2.6 to get the following equations. 
(2.7) 
(2.8) 
Either 2.7 or 2.8 can then be rearranged to solve for the surface height relative to the datum at 
Z REF> eqn. 2.7 is chosen here. 
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(2.9) 
With this expression, the height at any point on the measurement surface can be computed from 
the output of the photodetector. 
The published accuracy of the sensor is +/- 1% of its range, or 4 J.lm. However, 
experience has shown that the error associated with using this probe is somewhat higher and the 
author felt comfortable with assigning an accuracy of +/- 6 J.lm . This estimate was obtained by 
observing scans of the stainless steel hub of the test specimen before and after each experiment. 
When the difference of the before and after values were observed at each point, the standard 
deviation of the scatter was typically about 3 J.lm . The primary cause of error in using this 
technique was the thermal drift associated with the heat that was transferred from the stepper 
motors into some of the aluminum components of the base of the measurement table. 
24 
0.37 m 
I 
, 
, 
, 
, 
, , 
, ') 
------7 
1~ .. ------0.37 m------...-l~l 
5 
,--
R 
,----, 1--
-I .---J 
f----' , , f------J 
0 
, , 
! 
, 
0 
_.J 
'--
.-t I 
0 
"" 
[2 1-3 
, (---\ ' 
'\ )' , , 4 
Fig. 2.7 . Cyber Scan laser profilometer. (1) stepper motors, (2) x,y positioning table, 
(3) laser focal point, (4) vibration isolation table, (5) z-axis micrometer. 
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3. Procedure 
3.1 Preparation of Naphthalene Specimens 
Annular fins with a naphthalene surface were prepared by pouring molten naphthalene onto 
a stainless steel substrate and then mechanically removing the excess until a flat surface was 
obtained. The stainless steel fin substrate, shown in Fig. 3.1, was 1.02 mm thick and had a 
diameter of 76.2 mm. A 0.5 mm deep annular depression of inner radius 19.05 mm and outer 
radius of 37.6 mm was machined out of the disk. This left a small, 0.5 mm, lip at the edge of 
the fin. 
Scintillation grade naphthalene (99+% pure) was heated above its melting point of 80.2 C 
in a clean beaker. Tape was then placed over the two holes on the substrate. These holes were 
an artifact of an alternate procedure in which the specimens were cast in a mold. In preparing 
specimens for use in mass averaged experiments, the pure, molten naphthalene was simply 
poured onto the annular depression until it was overflowing. A clean, steel blade was then used 
to scrape away the excess. To ensure a flat surface, the blade was pressed against both the outer 
lip and the center portion of the steel piece. This served to flatten the blade and create a surface 
level with the lip and center, which were approximately the same height. Care was taken so that 
this procedure produced no burrs on the edges of the fin, which could artificially influence the 
flow during the experiments. Upon completion of this process, the specimens were inspected 
for voids and burrs, and any defective fins were discarded. 
This fabrication process usually resulted in an amorphous, dull, semi-transparent surface; 
however, at times the structure exhibited regions that were crystalline in appearance. The effect 
of these types of microstructures on the thermophysical properties of naphthalene is suspected to 
be very small but it has yet to be investigated. It was noted that the cooling rate of the 
naphthalene controlled the type of structure that was obtained in the solid state. The amorphous 
structure could be obtained only with rapid quenching of the liquid. This type of structure was 
desired as the laser profilometer was found to be more effective with these types of surfaces. 
Casting required the heating of a mold with a relatively large thermal mass, which resulted in 
very low cooling rates and the corresponding crystalline surface. The simpler pouring process, 
described previously, could be done at room temperature, and resulted in a much more 
amorphous microstructure. 
Specimens for which-local sublimation depths were to be obtained were fabricated in 
essentially the same manner except that a small amount of laser dye was dissolved in the liquid 
naphthalene. This improved the performance of the point range sensor by eliminating any 
reflections from planes beneath the surface of the naphthalene. These types of reflections 
resulted in noisy, and sometimes multiple, images on the receiving optics 
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Fig. 3.1 - Stainless steel backing of naphthalene test fm. 
array of the sensor. In order to eliminate this, an iodine based laser dye (Exciton HITCI) that 
absorbed effectively at the 750 nm wavelength of the coherent sensor beam was used. This 
was very successful in reducing noise. The vast majority of the portion of the beam that 
penetrated beneath the naphthalene surface was absorbed by the dye, and enough of the incident 
beam was reflected to generate a sufficiently strong signal. The laser dye was added in a 
concentration, of approximately 10-3 gmol per liter and, any effect on the thermophysical 
properties of the naphthalene was assumed to be negligible. This assumption was confmned by 
the close agreement of the mass averaged results between specimens with and without laser dye. 
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3.2 Mass Averaged Experiments 
The averaged mass transfer behavior of each configuration was determined by weighing the 
naphthalene coated fin before and after each experiment. A precision balance (Mettler# AE 200, 
0-100 g, +/- 0.0001 g) was used to obtain the mass of the specimen. The balance, wind tunnel, 
and data acquisition system were allowed to warm up for at least an hour before each 
experiment. After this warm up period, the specimen was weighed and mounted in the test tube. 
The test tube was then placed in the test section and the wind tunnel blower was started along 
with a stop watch to record the wind tunnel exposure time. Barometric pressure and relative 
humidity were recorded just after starting and just before stopping the wind tunnel, and the 
values used in data reduction were taken to be the average of these two readings. Divisions of 
the barometer were 1 mmHg and the relative humidity was recorded using an Omega #RH20-C 
hygrometer (+/- 2.0% R.H.). The pressure difference across the pitot-static tube was recorded 
using an electronic manometer (Dwyer #1430,0-500 Pa, +/- 0.12 Pa) at 4 different times during 
each run and this value was taken as the arithmetic mean of the four readings. 
From the above observations, the Reynolds number, average mass transfer coefficient, 
average Sherwood number, Colburn j factor (finned surface only), and friction factor (entire 
bundle) were then obtained from the following expressions. 
Re= UCdH 
v 
. Sh J = ----,-.",-
ReSc1/ 3 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
An attempt was made to correct for the mass loss due to natural sublimation while the test fin 
was being weighed and placed in the wind tunnel, this time was typically less than 2 minutes. 
Typical wind tunnel exposure times were on the order of 40-50 minutes. The rate of natural 
sublimation was estimated by removing the test fin from the chamber of the balance, leaving it 
exposed to the laboratory environment, and then reweighing it again after a time of roughly 5 
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minutes. The mass losses estimated using this method were typically less than 0.5% of the total 
mass loss and the corrections to the average Sherwood number were significantly less than the 
uncertainty of the measurement. Therefore, this correction was neglected for the average 
measurements. 
The uncertainties in the average mass transfer coefficient and Sherwood number were 
determined to be +/-3.1 % and +/-4.3%, respectively. The uncertainty values associated with 
the Reynolds number, Colburn j factor, and Fanning friction factor were found to be +/-1 %, +/-
4.4%, and +/-5%, respectively. The reader is directed to Appendix E for the details of all 
uncertainty estimates that are made in this report 
3.3 Local Mass Transfer Experiments 
Experiments in which local Sherwood numbers were desired were performed in a similar 
manner to the average data runs. However, these runs involved a significant correction for 
natural sublimation and the use of the laser profIlometer to measure the sublimation depths. 
Sublimation depths were obtained on a measurement grid that consisted of 31 evenly 
spaced radii and angular increments of 4 degrees. This represented a total of 2790 local 
measurement sites over the naphthalene covered surface area of 3301 mm2 • The stepper 
motors which controlled the x and y-axis stages were allowed to warm up for approximately 5 
hours before each experiment. This long warm up period was deemed necessary due to the 
significant thermal drift that was encountered as heat was transferred from these motors to the 
aluminum components of the measuring stand base. 
Following this warm-up period, the test fin was scanned using a coarse 25 x 25 rectangular 
grid. This was done to determine the overall flatness of the specimen. A specimen was 
deemed satisfactory if the highest and lowest points of the surface, including the stainless steel 
hub, were no more than 250 )lm apart. The reasoning behind this fmal inspection was to assure 
that all parts of the fin would remain inside the 400 )lmrange of the point range sensor. This 
would be assured if the datum of the sensor was set so that the highest point on the surface was 
located at or near the top of the range. Once this was accomplished, the entire surface would 
then be in range before and after the test, provided that no sublimation depths exceeded 150 )lm, 
or 15% of the fin thickness. This then served as an upper limit on the sublimation depths that 
could be obtained during a run and, in fact, the majority of sublimation depths were less than 100 
)lm, or 10% of the fin thickness. 
After this flatness check,-the naphthalene test fin was mounted on the stainless steel fixture 
shown in Fig. 3.2. The mounting surface and the back of the test fm were then wiped clean of 
any dust particles so that the specimen could be mounted in a consistent manner. Four reference 
points were chosen on the stainless steel hub of the test fin and the point range sensor output at 
each of these locations was noted. The metal hub was then scanned using 10 radial locations at 
every 4 degrees. Following this, the naphthalene surface was measured and the time it took for 
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this scan was recorded. The test fm was then placed inside a paraftlm covered beaker with solid 
naphthalene lining its bottom. This was done in an attempt to limit natural convection from the 
surface during transport of the test fm to the wind tunnel by creating a saturated environment 
inside the beaker. 
The test fin was weighed and placed in the test section, and the time that the specimen was 
out of the beaker and exposed to a natural sublimation environment (weighing, placing in the test 
section) was recorded. Once the naphthalene specimen was weighed and mounted in the test 
section, the wind tunnel was started and the test fm was exposed to forced convection. Typical 
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POSITIONING THE 
STAINLESS STEEL 
BACKING 
Fig. 3.2 • Stainless steel mounting fixture for naphthalene test fin 
during surface contour measurements. 
wind tunnel exposure times ranged from 20 minutes to 45 minutes, depending on the Reynolds 
number and the lab temperature. This variation in exposure times was necessary to control the 
magnitude of the sublimation depths that were to be obtained. Higher Reynolds numbers 
resulted in larger mass fluxes, hence tests at high values of Re were conducted for shorter periods 
30 
of time. In addition to this effect, the vapor pressure of naphthalene was observed to be a strong 
function of temperature. According to Hu [2], ale change at room temperature can cause as 
much as a 10 percent change in the naphthalene vapor pressure. This resulted in higher mass 
transfer rates on warm days and resulted in shorter runs. 
After the lab conditions were recorded and the wind tunnel stopped, the test fin was 
removed and weighed. It was then placed in the saturated beaker and transported back to the 
laser profilometer. The 4 reference points were checked to determine whether or not the laser 
profilometer had drifted and to make sure that the specimen was oriented in the same manner as 
in the before scan. This process was also timed. Once the specimen was mounted 
satisfactorily, the naphthalene surface was scanned twice with the time of the scans being 
recorded. The first measurement was used to determine the sublimation depths that resulted 
from the experiment. The second scan was performed to correct for the effects of natural 
convection by using a procedure similar to the one described in reference [2], which is explained 
in the following paragraphs. 
The time period between successive height measurements in which a given point on the 
naphthalene surface was subject to natural convection while on the x-y table was equal to one 
scan time, 't". A "scan time" is defined as the time it takes for the entire naphthalene surface 
profile to be mapped once, which was approximately 12 minutes. Natural sublimation depths 
were computed by subtracting the height data from the third surface profile, Z3' from the data of 
the second height profile, Z2' An average rate of surface height change was then calculated by 
computing the average natural sublimation depth and dividing it by the scan time. 
N 
• l~z2·-z3· o=-~ I' " 
N i=l 't" 
(3.6) 
This rate was multiplied by the total time that a point on the test fin was exposed to natural 
convection during the experiment, which was on the order of 15 to 20 minutes, in order to obtain 
an average natural convection sublimation depth, "8. This value was subtracted from the raw 
sublimation depths, which were obtained by subtracting the second surface profile from the first, 
in order to obtain a corrected sublimation depth, 0ab' 
(3.7) 
The local mass transfer coefficient and Sherwood number were obtained at each point using 
the following equations 
(3.8) 
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(3.9) 
Finally, a redundant check was performed on each of the local data runs by comparing the 
integrated average Sherwood number to the weight average Sherwood number. The mass 
average Sherwood number was calculated from eqn. 3.3, and the integrated average value was 
given by the following expression. 
= 1 N 
Sh = -A I ShjMj 
f j=l 
(3.10) 
Where AI is the total area of the naphthalene covered surface and M j is the area of the jth 
element of the grid. The two values of Sh were seen to compare quite favorably. All tests 
showing a 10% or less difference between the integrated and mass averaged Sh were deemed 
acceptable. Of these acceptable data sets, the majority showed less than 5% deviations. A table 
containing the results of this redundant check is located in section 4.3 of this thesis. 
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4. Results and Discussion 
4.1 Single Row Tube Bank: Conventional and Bamed 
Average heat/mass transfer and pressure drop data are shown in Fig. 4.1 in the form of 
Colburn j factors and Fanning friction factors. The Reynolds number range for the unbaffled 
bundle is 5000::;; Re ::;; 30,000, while the range for the baffled tube bank is more restricted at 
5000::;; Re::;; 13,000 due the significantly larger pressure drop across this bundle. 
Fig. 4.1 - Colburn j and Fanning friction factors for 1 row tube banks 
It is assumed that the average heat transfer coefficient on the tube is equal to that of the fin. 
The j and f factors are calculated using the minimum free flow area of the conventional tube 
bank as a common reference. This follows the convention used in earlier studies of this 
geometry [19,20], and it allows a proper comparison of the conventional and baffled 
performance. The two bundles exhibit comparable j factors, but the pressure drop for the baffled 
tube bank is 4 to 5 times higher than for the unbaffled bundle. 
Power law equations were fit to each data set in order to provide a prediction of the heat 
transfer and pressure drop for these particular finned tube bundles. These prediction equations 
are as follows: 
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j = 0.0265 Re-D·220 (conventional) (4.1) 
f = 0.2316Re-D·250 (conventional) (4.2) 
j = O. 0895 Re-D·355 (baffled) (4.3) 
f = 0.2573 Re -D.067 (baffled) (4.4) 
The trends in heat/mass transfer, shown in Fig. 4.1, differ from those reported in the earlier 
studies [19,20], performed at lower Reynolds numbers ( 300 ::;; Re ::;; 1400) for a bank with 2 rows 
of baffled tubes. The earlier conclusions were that baffles provided as much as a 48% 
enhancement in j factor. The current data compare quite well qualitatively with the data of Hu, 
which are in the same range of Re as the current study. Hu presented limited data which showed 
that baffled tubes provided Sherwood numbers roughly equal in both cases. Apparently, baffles 
offer a significant heat transfer enhancement only at low Reynolds numbers. The power law 
curve fits of the present study show that the j factor for the baffled tube bank was higher until 
approximately Re = 8400. At Re = 5000 the baffled j factor was about 7% higher and at the 
high Reynolds number limit of 13,000 the unbaffled bundle had a j factor which was roughly 
5.8% higher. Fig. 4.2 shows the trend in the data quite nicely. 
Consideration of the local heat/mass transfer behavior gives more insight into the reasons 
why the baffles do not enhance heat transfer in the range 5000 ~ Re ~ 13,000. Local Sherwood 
number distributions for fins in the one row baffled tube bank are presented in Fig. 4.3 alongside 
plots of the dimensionless temperature distributions that were obtained by numerically solving 
the fin heat equation. These Sherwood numbers can be compared to Hu's earlier conventional 
and baffled tube results in Figs. 1.5 and 1.6. 
Fins in both conventional and baffled tube banks show high transport coefficients near the 
tips over the front half of the fin ( -900 ~ ¢J ~ 900 ). This can be attributed to the developing 
boundary layers over these portions of the fin. The heat/mass transfer is lower close to the fin 
root, due to the thickening of these boundary layers. For the unbaffled tubes of Fig. 1.5, some of 
the plots show this tip region enhancement to be pushed back slightly from the edge, possibly 
due to a small zone of boundary layer separation and subsequent reattachment. This behavior 
was not as evident in the baffled tube data of the present study. 
Closer to the fin root and for -900 ~ ¢J ~ 900 , both cases exhibit high transport, attributable 
to the presence of a horseshoe vortex system of the type described by Baker [25]. Baker states, 
"when a cylinder is placed into a developing boundary layer flow it produces pressure gradients 
in its vicinity. The approaching boundary layer is then in a region of adverse pressure gradient 
and, at some distance upstream of the cylinder, the boundary layer will undergo a three 
dimensional separation. This separated boundary layer then rolls up downstream of the 
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Fig. 4.2 - Trend in heat transfer behavior with Reynolds number for 1 row banks of plain and 
baffled tubes (results for Re $ 5000 are extrapolated from high Re data) 
separation line to form a system of vortices, which are swept around the base of the cylinder and 
assume the characteristic shape which have led to the name - horseshoe vortex." These types 
of vortices are presumed to have resulted in significant mixing of the flow and associated high 
transport coefficients. 
The unbaffled data, contained in Fig. 1.5, show that the downstream portion of the vortex 
system, i.e. the "legs" of the horseshoe, is quite evident. These plots indicate that the horseshoe 
vortex system separates from the tube somewhere close to l/J ;;:: .±90° , with the separation point 
moving slightly backward with increasing Reynolds number. From this separation point the 
vortex system propagates downstream, leaving a recirculating wake region behind the tube. 
This recirculation zone is quite evident in the flow visualization results of [11], contained in Fig. 
1.4. In this wake region, the flow is stagnant and the local Sherwood numbers are subsequently 
low compared to the values in the horseshoe vortex system and fin tips. The baffles were 
expected to enhance the tube wake region by forcing the flow to accelerate and exit directly 
behind the tube. 
35 
0.0 
0.0 
20.0 40.0 
Sh 
60.0 
50.0 100.0 
Sh 
Re=5520 
80.0 0.00 0.20 0040 0.60 0.80 1.00 
() 
Re=7550 
150.0 0.00 0.20 0040 0.60 0.80 1.00 
() 
Fig. 4.3 (a) - Local Sherwood numbers and dimensionless temperature profiles (k=46 W/m.K) 
for fins in the first row of a baffled tube bank. 
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Fig. 4.3 (b) - Local Sherwood numbers and dimensionless temperature profiles (k=46 W /m.K) 
for fins in the first row of a baffled tube bank. 
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Sherwood number distributions for baffled tubes from [2] and the present study show 
enhanced transport behind the tubes at the expense of the increased Sherwood numbers in the 
horseshoe vortex legs. The downstream portions of the horseshoe vortex system seem to be 
destroyed by the flow that is accelerating into the constricted baffle passage. In addition to this 
effect, there are also some small regions of high transport in the tube wake region of un baffled 
fins, apparently due to some sort of backwash into the wake due to the highly recirculating flow 
pattern. Apparently, at higher Reynolds numbers, the combined heat/mass transfer due to the 
legs of a horseshoe vortex system and a tube wake with a small backwash provide equivalent 
heat/mass transfer to an enhanced rearward region without the remnants of the vortex structure. 
From the local behavior of unbaffled fins, it is apparent that the Sherwood numbers in the 
legs of the horseshoe vortex structure are relatively low compared to the values found in the 
upstream portions of the vortex system at low Reynolds numbers. But, as Re increases these 
downstream Sherwood numbers gradually approach the values seen upstream. Hence, at higher 
Reynolds numbers the downstream portions of the fin have higher heat/mass transfer in relation 
to the upstream portions so that baffles may not be needed. But at lower Re the downstream 
portions exhibit relatively lower transport so that the flow acceleration provided by baffles serves 
to enhance the overall performance of the fin. This would explain the trends in the average data 
that were presented above. 
With the heat transfer behavior of baffled tubes now well explained, the pressure drop 
characteristics of these types of bundles must be explored in order to effectively decide whether 
or not to use wake reducing baffles in heat exchangers. From Fig. 4.1, it is seen that the Fanning 
friction factor associated with baffled tube banks is approximately 4 to 5 times as high as the 
value associated with plain tube banks. It is also interesting to observe that the power of Re in 
the friction factor curve fit for the baffled tubes has a very low magnitude, indicating that the 
friction factor was almost independent of Reynolds number. While it is difficult to discern if this 
type of Reynolds number dependence would persist at lower Re, it is reasonable to assume that 
the pressure drop for finned tube bundles with baffles would be significantly higher than for 
unbaffled tubes in this regime. There may be some critical Re below which the use of baffled 
tubes becomes economical, but quantifying this in a general sense is difficult because no pressure 
drop data were recorded below Re = 5000. In addition, it also should be remembered that the 
data of this study were taken for a single tube geometry. The data would have been 
quantitatively different if the tube dimensions were altered but the qualitative trends in the data 
would have most likely remained the same. 
In conclusion, wake reducing baffles in the 1 row heat exchanger of this study provide 
slightly increased heat transfer over unbaffled tubes in the Reynolds number range 
5000::; Re::; 8400. However, the introduction of baffles also increases the pressure drop by a 
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factor of 4 to S over the entire range of the present work. Previous studies for 2 row tube banks 
at Re ~ 1400 indicate that baffles provide significant heat transfer enhancement in this regime, 
but no pressure drop data were given. Therefore, we may conclude that the use of baffles offers 
some merit at very low Re, but the designer should be wary of potentially large pressure drop 
penalties. At high Reynolds numbers baffles are essentially of no use because the associated 
pressure drop is 400 to SOO percent higher than for an unbaffled tube bank while the heat transfer 
is essentially the same for both cases. 
4.2 Double Row Tube Banks: Inline and Staggered 
The average Colburn j factors for tubes in the second row and Fanning friction factors for 
the entire tube bank for double row bundles with inline and staggered tube configurations are 
presented in Fig. 4.4. The tube heat transfer coefficient is again assumed to be equal to the value 
obtained on the fin. As in the case for the conventional and baffled tube banks, a common 
reference minimum free flow area is chosen for comparison of the j and f factors so that these 
values properly reflect the magnitudes of the heat transfer and pressure drop for a given 
Reynolds number. This reference area was chosen as the A corresponding to the single row 
bundle without baffles. This value is the same reference used in the j and! computations for the 
single row tube banks. The Reynolds numbers themselves are based on the actual hydraulic 
diameters of the two bundles. In this case the calculated Reynolds numbers differ by about two 
percent for a given approach velocity. The j and f data were fit to the following power laws. 
j =0.023SRe-D.172 
! = 0.061SRe-D.177 
j = 0.0464 Re-D·242 
! = 0.3437 Re-D·323 
(inline) 
(in line) 
(staggered) 
(staggered) 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
The j factors for the entire tube banks are estimated by taking the area weighted average of 
the j factors obtained from eqn. 4.1 and either 4.S or 4.7. Since the fmned tubes in both cases 
have the same dimensions, this simply amounts to taking the arithmetic mean of the appropriate 
equations. These data are presented in Figs. 4.5 and 4.6 in the form of Nusselt numbers so that a 
comparison to other correlations is facilitated. The power law fits to the bundle j factors are the 
following for inline and staggered tubes respectively. 
j = 0.0244Re-O.192 
j = 0.0363Re-O·233 
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Fig. 4.4 - Colburn j (row 2 only) and Fanning friction factors for 2 row inline and staggered 
tube banks 
The bundle j factors for the staggered and inline bundles, are essentially equal over the 
entire range of Re. Only at Re less than about 10,000 did the j factor data for the staggered 
bundle seem to become noticeably higher, by about 20% at a Reynolds number of roughly 5000. 
This is contrary to published data. There are three possible reasons for this discrepancy. 
The first explanation is that shallow bundles were studied. Much of the data in the 
literature is for deep tube banks of 6 or more rows. The results of Yudin and Tochtarova [13] 
give the shallow bundle correction factors in Fig. 1.7. These suggest that the average bundle j 
factor varies inversely with bundle depth for an in line tube bank, while it increases with the 
number of tube rows for a staggered bundle. It was suggested earlier, in section 1.2, that these 
types of correction factors may be applied as an approximation to many of the deep bundle 
correlations available in the literature. This procedure was followed in preparing Figs. 4.5 and 
4.6. 
When these corrections are made, the data of the present study for staggered bundles 
compare well to the predictions of Zukauskas et al. (eqn. 1.3) and, at low Reynolds numbers, the 
present study also compares favorably with the widely used Briggs and Young correlation. 
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Fig. 4.5 . Nusselt number data for 2 row staggered fInned tube bundles 
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Fig. 4.6 . Nusselt number data for 2 row in-line finned tube bundles 
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Zukauskas et al. predict that the Nusselt number will show a Reo.8 dependence while the 
present data were fit to ReO.767 • The two correlations differed by no more than 8% over the 
entire Reynolds number range. It was believed that the good agreement of the staggered tube 
data of this work with these recommended equations validates the current study. However, the 
inline bundle data of the present work do not compare as well to existing predictions. The 
current inline data are higher than what is predicted using the correlations of Yudin and 
Tochtarova (eqn. 1.5) and Schmidt (eqn. 1.8), differing by as much as 17% and 41 % 
respectively. Both of these earlier papers give results which indicate that the inline Nusselt 
numbers are significantly lower than in staggered configurations, even when the shallow bundle 
factors are applied. Hence, bundle depth, while certainly closing the gap between the two 
arrangements, could not completely account for these curious results. 
Weierman et al. [18] present a second reason for the counter-intuitive results of the inline 
bundle study. As explained in section 1.2, Weierman et al. put forth the argument that the use of 
a standard log-mean temperature difference for inline bundles may not be appropriate due to 
large variations in air temperature along planes transverse to the flow direction. Plots of the 
velocity and temperature distributions in the wakes of inline and staggered fmned tubes from 
[18] are presented in Fig. 4.7. The straight dashed line drawn acros~ these plots is the mean 
outlet air temperature measured downstream of the last tube row. The temperature profiles for 
inline tubes show that the temperature directly behind the tubes is significantly higher than 
behind lateral portions of the fin, and in the gaps between the fms. This is likely a result of low 
velocity in the tube wake. These cross-stream temperature gradients are larger for the upstream 
rows as is the case for the shallow bundles of the current study. The staggered tube bank 
exhibits a cross stream temperature profile that was remarkably uniform in comparison to its 
inline counterpart. Weierman et al. claim that since the use of the LMTD assumes that this 
temperature profile is uniform, its use is most likely appropriate for staggered tube bundles but 
not for inline configurations. 
Weierman et al. claim that the calculated LMTD for the inline tube banks overestimates 
the true mean temperature difference for the distributions shown below. This leads to an 
underestimation of the UA product and a resultant under prediction of the air side j factor. Since 
the current research is based on the heat and mass transfer analogy, it is free from these types of 
errors. In addition, any error associated with separating the fin efficiency from the mean heat 
transfer coefficient is also eliminated due to the experimental boundary conditions, which are the 
mass transfer analog of an isothermal fin. 
The local heat/mass transfer distributions suggest a third factor contributing to the high 
results for the inline bundle j factor. Local Sherwood number and dimensionless temperature 
distributions for fins in the second row of inline and staggered tube banks are shown in Figs. 4.8 
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Fig. 4.7 - Temperature and velocity profiles in wakes of inline and staggered tubes [18] 
and 4.9 respectively. Local behavior for the first rows of these bundles can be inferred from the 
single row data located in Fig. 1.5. It is assumed that the local heat/mass transfer from tubes in 
the first row is not influenced by any of the rows downstream. Hence, the behavior of the fIrst 
row of tubes will be the same, regardless of the arrangement. This assumption was checked by 
placing a naphthalene test fin in the first row of a 2 row staggered bank. The average j factor 
forthis test was in good agreement with the conventional finned tube data of Fig. 4.1. In 
addition to this, the local Sherwood number distribution was similar to those shown in Fig. 1.5. 
A schematic depicting the bulk flow patterns through inline and staggered banks of annular 
fins is presented in Fig. 4.10. This sketch shows a more evenly distributed flow over the fins in 
the staggered tube bank in contrast to the inline bundle, where the bulk of the flow passes over 
only the lateral portions of the fins. The figure also shows, in areas with no dashed lines, the 
regions of the fin surface in .which there is likely to be a more slowly moving, or even 
recirculating flow and lower transport coefficients. For fins in the staggered tube bundle this 
"dead" zone is confmed to the tube wake region. For inline fms, the low velocity region covers 
the bulk of the surface because most of the fin surface is in the wake of the tubes of the preceding 
row. 
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The fins pictured in Fig. 4.10 are low fms. These types of surfaces are commonly used in 
practice because lower fms typically have better fm efficiency. The fins that are used in the 
current study have a ratio of tip to base radii of R = 2. This is a higher fm than those which are 
commonly used. The bulk: flow patterns for R=2 and R=4 are presented in Figs. 4.11 and 4.12. 
When these geometries are compared to the low fm case depicted above, it is realized that as R 
increases the "dead" regions cover less of the total fin area for fms in the inline arrangement. A 
higher percentage of the fin surface is exposed to the high speed stream that passes between the 
tubes. Therefore, higher fins may very well have improved mean heat transfer coefficients in 
an inline arrangement. 
In addition to the fin height effect described above, the area available for the flow to 
impinge upon the fin and begin a newly developing boundary layer is larger for inline fms of the 
present study. Fig. 4.10 shows the area available for the flow to impinge on the fms. In an 
inline tube bank, the flow impinges at the lateral fin tips while the impingement zone for fms in 
the staggered configuration is near the mid-line. The relative surface areas of these 
impingement zones may be important as this is where boundary layer development initiates and 
high local heat/mass transfer coefficients are found. 
Figs. 4.8 and 4.9 show that the inline fins exhibit enhanced heat/mass transfer at the lateral 
fin tips as far back as f/J = ±90· . This type of boundary layer formation at the lateral fm tips is 
not possible in the staggered arrangement, because the flow can only impinge directly at the 
front of the fin. Therefore, the boundary layer flow over the lateral fm tips is more developed 
for the staggered tube case leading to lower transport in these areas. From this argument and the 
previous discussion associated with bulk: flow patterns, one may conclude that the average heat 
transfer coefficient over the surface of the fins in an inline bundle may become comparable to 
the values obtained for a staggered arrangement for sufficiently high fins. This type of 
configuration may be desirable due to the lower pressure drops associated with inline tubes. 
Fig. 4.4 demonstrates that the friction factor for the inline bundle is lower, while the j factors are 
comparable for both configurations. 
The local heat/mass transfer and flow interaction over downstream portions of these 
surfaces is also important. While the inline fins exhibit higher Sherwood numbers near the 
foreword tips of the fm, the staggered surfaces show better transport characteristics near the fin 
root. Mass transfer due to the previously mentioned horseshoe vortex structure seems to be 
more evident for fins in a staggered arrangement. This behavior is a result of the fact that the 
tubes in a staggered bundle-are outside of the low velocity "dead" region of influence of the tubes 
in the preceding row. Hence, a higher velocity boundary layer flow collides with the staggered 
tubes. The inline tubes are located within this dead region and the flow that does encounter the 
tube does not have as much momentum, resulting in weaker vortex structures. The plots for 
inline tubes show a horseshoe vortex system in place, especially at the l,ower Reynolds numbers. 
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But as Re increases, the regions exhibiting local enhancement near the fin root become less 
prominent than in the staggered arrangement. At higher Reynolds numbers, the enhanced 
heat/mass transfer due to the legs of a horseshoe vortex is less obvious for the inline case and 
possibly nonexistent. The legs of the horseshoe vortex system were either destroyed or lifted 
from the surface of the fin. The inline fins also exhibit somewhat higher wake heat/mass 
transfer. Perhaps the existence of the legs of the horseshoe vortex isolates the region directly 
behind the tubes and when these flow structures are weakened or removed the transport there 
improves. 
4.3 Effects of Local Behavior on Fin Efficiency 
An accurate understanding of the true fm efficiency will enable the air side resistance given 
in eqn. 1.1 to be calculated with greater accuracy. The fin efficiency, 111' allows us to compare 
the heat transfer from a real fin of finite thermal conductivity to an ideal, isothermal fm of 
infinite conductivity. If the average tube heat transfer coefficient is assumed to be equal to the 
value associated with the fin, 111 can then be used to calculate the overall surface efficiency, 110' 
using:. 
(4.11) 
Calculation of the fin efficiency first involves a knowledge of the fin temperature 
distribution. This can be obtained through experimental measurements, such as in the total or 
point heating methods, or by solving the governing boundary value problem for 2-D, steady, 
constant property heat conduction in the fin. For an annular fin of constant thickness the 
dimensionless governing equation is of the following form. 
(4.12) 
Where m2 is the dimensionless fin parameter defined as 
2(. ) 2h(r·,</1)r; 
m r,</1 = k 0 
f 
(4.13) 
In order to derive the equation 4.12, it is assumed that conduction through the thickness of the 
fin is negligible (thin fin approximation). If it is further assumed that the heat transfer from the 
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Fig. 4.8 (a) - Local Sherwood numbers and dimensionless temperature profiles (k=46 W/m.K) 
for fins in the second row of an inline tube bank. 
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Fig. 4.8 (b) - Local Sherwood numbers and dimensionless temperature profiles (k=46 W/m.K) 
for fins in the second row of an in line tube bank. 
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Fig. 4.9 (a) - Local Sherwood numbers and dimensionless temperature profiles (k=46 W/m.K) 
for fins in the second row of a staggered tube bank. 
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Fig. 4.9 (b) • Local Sherwood numbers and dimensionless temperature profiles (k=46 W/m.K) 
for fins in the second row of a staggered tube bank. 
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Fig. 4.10 - Schematic of bulk flow through staggered and in line tube banks with low fins. [18] 
Fig. 4.11 - Schematic of bulk flow through staggered and in line tube banks, R=2. 
Fig. 4.12 - Schematic of bulk flow through staggered and in line tube banks, R=4. 
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tip of the fin is negligible, and that the base of the fin is isothennal, we may then prescribe the 
following boundary conditions. 
O(I,t/J) = 1 
::. (r' = R) = 0 
O(r',O) = O(r',2n) 
(4.14) 
(4.15) 
(4.16) 
Once the temperature distribution is known, the efficiency can be calculated in two ways. 
The first option is to compute the following quotient of integrals. 
(4.17) 
The numerator of this expression represents the convective heat transfer from the surface of the 
fin, while the denominator is associated with the heat transfer from an isothennal fin. 
The second option is to calculate the fin heat transfer by considering the conduction 
through the base of the fm. The heat transfer from the idealized fm is again calculated using the 
expression in the denominator of eqn. 4.18, which had to be multiplied by 2 in order to account 
for the convection from both sides of the fin. This second expression takes the following fonn. 
(4.18) 
Gardner [3], in 1945, solved this problem by making the additional assumption that the 
convective heat transfer coefficient was equal to a constant, averaged value over the surface of 
the entire fin. This assumption simplifies eqn. 4.12 by making m2 equal to a constant, causing 
the problem to become axisymmetric so that the temperature distribution is a function only of the 
radial coordinate. Eqn. 4.12 reduces to a modified Bessel equation to which there is a well 
known solution. The Gardner temperature distribution is then a simple set of concentric rings 
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and depends upon the coordinate r* and the parameters m and R, as given in eqn. 4.19. The fm 
efficiency is likewise a function only of the parameters m and R, and is given by eqn. 4.20. 
e(r*'m R)= K1{mR)Io(mr*) + /1 (mR)Ko(mr*) 
" 10 {m)K1 (mR) + Ko{m)I1{mR) (4.19) 
(4.20) 
Detailed studies of the impact of local variation in heat transfer coefficient on the fm 
efficiency have been published by Zukauskas et al. [4], Hu and Jacobi [5], and Huang and Shah 
[6]. All of these studies indicate that the final Gardner assumption of a constant heat transfer 
coefficient can lead to significant errors in calculating the fm efficiency. With this in mind, the 
true efficiencies of the fins in the current study were computed by numerically solving eqn. 4.12 
using a finite difference scheme. The difference equations that were used for the interior control 
volumes were: 
e·· 1 -2e .. +e·· 1 2(r):-L1r;).j2)e· 1·-e .. ),1+ ),1 ),1- + ,)- ,I ),1 
* 2 * * * r j {L1t/J) L1r/,j+L1rb,i L1rb,i 
2(r;+L1r;,d2)ej+1,j-ej,j 2 (4r;+L1r;,j-L1r;,jJ _ 
+ * * * -mj j ej j - 0 L1rf . + L1rb . L1rf . ' 4 ' ,) ,J ,J 
(4.21) 
and for the control volumes at the fm tip: 
ej,i+1 -2ej,i + ej,i_1 +2(r: -L1r* ./2) ej_1,i -ej,i -m~.(r: -L1r* .j4)e .. =0 
~(L1",)2 ,b" (* )2 "I, b" "I r, 'I' L1rb,j (4.22) 
By definition, L1r ;,j = r;+1 - r; and L1r ;,j = r; - r ;-1 were the discretized forward and backward 
steps in the radial direction. 
This system of equations is solved using a successive over relaxation method on a 
computational grid consisting of 33 different radial locations and 90 values of the angle t/J for a 
total of 2970 grid points. There are two more radial locations on the computational grid than on 
the grid used for the measurement of the local Sherwood numbers. The two extra radial node 
locations are necessary in order to satisfy the boundary conditions at the tip and base where no 
local Sh were measured. This was done in order to ensure that no data were taken off of the 
naphthalene surface due to small alignment errors. These boundary nodes are assigned the Sh 
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values of their nearest neighbors. Since the computational grid is so fme, this is assumed to 
introduce negligible error. 
Local and average heat transfer coefficients are obtained using the heat and mass transfer 
analogy in the following forms. 
h .. = (~)Sh .. Lelf3 
},J d "J 
H 
(4.23) 
= 1L h=- h.M. 
A " f . 
(4.24) 
) 
From these values the local and fm averaged m2 are calculated from eqn. 4.13. Gardner fin 
efficiencies are computed from eqn. 4.20 using FORTRAN subroutines from Numerical Recipes 
[27] to compute the appropriate modified Bessel functions. 
The fmite difference code was rigorously checked using a global energy balance and 
comparisons with two different analytical solutions. The energy balance was performed by 
calculating the fin efficiency from both eqns. 4.17 and 4.18 and these values were found to differ 
by no more than 0.5%. The results of the numerical computation were also within 1 % of the 
Gardner solution and a solution involving h DC r-2 • With these checks satisfied, fin efficiencies 
were numerically computed with confidence. 
True fin efficiencies were initially calculated using a fm conductivity of kf = 46 W 1m· K. 
This value was representative of a low conductivity steel and was chosen in order to drive m2 
into the regime were the reported data had shown significant deviations from the Gardner 
efficiency. The data are summarized in the table 4.1. 
The results presented by Zukauskas et. al are more difficult to explain. The fms used in by 
these researchers, with R=1.21, were much lower than the high, R = 2 fms used in the present 
work. The discussion pertaining to the local heat/mass transfer behavior of fms in inline and 
staggered configurations shows that differences in R can have significant effects on fin heat 
transfer. Figs. 4.8 and 4.9 show that the enhanced tip regions where flow impingement and 
boundary layer development have an effect are separated from the high transport in the horseshoe 
vortex system by a region of relatively lower Sh. This is attributable to the presence of a thick 
boundary layer. In lower fins, the boundary layers may not have a chance to develop to the 
point where the transport diminishes significantly. Hence, there is a possibility that these newly 
developing boundary layers could merged with a less intense horseshoe vortex system, leaving 
the majority of the front portion of the fin with very high local heat/mass transfer. There is also 
less area on the lateral sides of the fin and in the tube wake for lower fins. Therefore, a 
significantly larger portion a low fin could have locally enhanced heat transfer. This kind of 
local phenomenon points to importance of the ratio R in correlating heat transfer data as well as 
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Arrangement 
Baffled 
Baffled 
Baffled 
Baffled 
Inline 
Inline 
Inline 
Inline 
Inline 
Staggered 
Staggered 
Staggered 
Staggered 
Staggered 
Table 4.1- Results of fin efficiency study for kf = 46W/m· K 
Re Shw Sh[ m2 11[ 
5520 31.8 30.36 0.920 0.699 
7550 37.0 37.8 1.09 0.671 
9500 43.4 43.4 1.27 0.634 
11,600 47.4 43.75 1.27 0.649 
7575 48.7 52.51 1.47 0.628 
14,600 90.5 87.9 2.69 0.491 
15,675 93.3 89.1 2.70 0.480 
19,650 112.7 121.0 3.66 0.417 
27,340 138.8 125.8 3.82 0.410 
7450 55.1 55.9 1.71 0.568 
10,450 71.5 72.3 2.19 0.520 
15,025 87.5 81.8 2.48 0.497 
19287 112.2 110.9 3.35 0.432 
24200 137.2 129.1 3.90 0.407 
E[%] 
2.91 
2.32 
3.24 
0.90 
-0.42 
1.95 
-0.04 
1.52 
1.84 
3.52 
2.85 
2.00 
2.35 
0.78 
to the perils that could be involved in scaling heat exchanger correlations. It is difficult to 
determine how similar the surface flows in the two studies are and if a comparison of the data 
between high and low integral fins is warranted at all. 
These results disagree with the previous work (plotted in Fig. 4.13). It is surprising to find 
that the true fin efficiency did not deviate significantly from Gardner's analytical solution despite 
the extreme variations in h. The analytical solution provides an excellent approximation of the 
true fin efficiency over a broad range of the fin parameter, with the vast majority of the 
deviations being less than 3% and the mean deviation being 1.8%. One data point shows a 
deviation from the analytical solution of 6%, but this is considered to be an outlier and is not 
used in computing the mean deviation. 
It was also discovered that the discrepancies from the previously published results were not 
without reason. An error was found in the data reduction code of Hu and Jacobi. The Lewis 
number was taken to be unity when the heat and mass transfer analogy was applied to compute 
local heat transfer coefficients. However, the correct value of Le=O.3 was used to calculate 
Gardner's efficiency. This caused the local fin parameters, mJ.i' as they appear in eqns. 4.21 and 
4.22 to be overestimated on a consistent basis. Therefore, the numerically computed true fin 
efficiency was always smaller than the Gardner efficiency. The error is such that the 
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Fig. 4.13· Percent deviations of true fm efficiency from Gardner's solution [4,5]. 
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Fig. 4.14 . Comparison of experimental data to the analytical solution of Gardner [3]. 
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discrepancies in m2 become larger as the magnitude of this parameter is increases, and so the 
differences in 11 become larger. The data of Hu and Jacobi were corrected and plotted with the 
current results in Fig. 4.14, where it is demonstrated that the two studies agree. 
However, it should also be mentioned that Zukauskas et al. used a different experimental 
technique than Hu and Jacobi and the present study. Zukauskas et al. used full tube calorimeters 
placed in a fully heated, staggered tube bank. Two values were then computed from the 
experimental data. The fIrst was quantity termed the "reduced heat transfer coefficient", which 
was identical to the h110 product. This was computed from the following formula. 
(4.25) 
The mean heat transfer coefficient and its defming characteristic temperature difference were 
calculated from these two expressions. 
(4.26) 
(4.27) 
Where the subscript FT refers to the area of and heat flux from the fms and the tube and T m was 
assumed to be an appropriate mean temperature difference. 
The experimental value of the true fin efficiency was then computed using the following 
expression. 
(4.28) 
These results were then compared to the values obtained using Gardner's solution in eqn. 4.20. 
A function describing the ratio of true efficiency to Gardner's efficiency was then fit to a line. 
This function was used in computing the curve seen in Fig. 4.12. These data were observed to 
exhibit the same qualitative trend as the results of Hu and Jacobi, which were earlier shown to be 
in error. 
While some of the discrepancies in the data of Zukauskas et al. from the current results 
may be due to the geometric differences in the fms that were studied, it is also believed that the 
approach that they used is inherently flawed. The use of eqn. 4.28 to compute the true fin 
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efficiency requires that both the "reduced heat transfer coefficient" ,hl1o' and the "mean" heat 
transfer coefficient, h, be computed for the case of a real fm with local variations in h. It can 
be shown that the mean temperature defined in eqn. 4.27 only applies if one assumes the 
distribution of h to be a constant over the entire surface, i.e. a Gardner heat transfer coefficient, 
ho · 
To begin, the total rate of heat transfer from the fm and tubes is given by this integral. 
QFr = f f h(T. -T.)dAFr (4.29) 
ApT 
If the heat transfer coefficient is a Gardner coefficient then we may pull h out of the integral. 
We can then split this integral into two parts and rearrange to get this equation. 
(4.30) 
We can then define h in terms of an appropriate mean temperature difference, T m' and Newton's 
law of cooling to get this equality. 
(4.31) 
In comparing eqns. 4.30 and 4.31, we can see that Tm is indeed given by the expression used by 
Zukauskas et al. in eqn. 4.27. However, this expression was obtained by making Gardner's 
assumption that the heat transfer coefficient was constant over the entire fin surface. If one is to 
consider variations in h over the fin then eqn. 4.27 is not an appropriate mean temperature. 
We can use a similar argument to find the appropriate mean temperature in terms of Qrr , 
T _, and an integral involving Ts and the local heat transfer rate, dQrr. We can begin by noting 
that the total heat transfer is still given by eqn. 4.29 and by also recalling that the mean heat 
transfer coefficientis.given by this relation. 
(4.32) 
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The local surface heat transfer, dQpI" is simply equal to the integrand in eqn. 4.29. 
(4.33) 
When one rearranges this to solve for h and then substitutes the result into eqn. 4.32, we get this 
expression for Ii. 
(4.34) 
Now eliminate h by equating eqns. 4.31 and 4.34. Solving for T m yields the following relation. 
(4.35) 
Therefore, in order to calculate the true fm efficiency using the method outlined above, it is 
necessary to have knowledge of not only the local temperature but also the local heat transfer 
rate. This was not measured in the experiments of Zukauskas et al. and, if these data were 
recorded, it would have involved placing instrumentation at the fin surface and making extra 
intrusions into the flow. Hence, the use of this method to determine 171 would be very difficult. 
In summation, the fm efficiency results of Zukauskas et al. were rendered dubious due to 
an inappropriate definition of the mean temperature. However, it is still undetermined if there 
was any significant difference between the true fin efficiency and the Gardner value. It is 
suspected by this author that no significant deviations would be present. This conjecture is 
based upon the fact that the experimental results of the current study agreed well with Gardner's 
solution through virtually the entire range of fm efficiencies regardless of the distribution of the 
heat transfer coefficient. Therefore it is likely that the fm efficiency is independent of the 
distribution of h. Lower fins will be more efficient and have a somewhat different h 
distribution but, if the data presented here are indicative of any sort of trend, then none of these 
differences will matter and Gardner's solution should be a reliable design tool. 
4.4 Conclusions 
Heat/mass transfer and pressure drop data have been presented for 4 different annularly 
finned tube banks. Distributions of the local heat transfer coefficient, obtained using the 
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naphthalene sublimation technique, were used in numerically computing the true fin efficiency 
of the fins used in this study. The experimental results showed: 
1. Wake reducing baffles in single row tube banks do not significantly improve the heat transfer 
performance in the Reynolds number range 5000 S Re S 13,000. The pressure drop associated 
with baffled tubes is 4 to 5 times higher than for unbaffled tubes. Baffles may provide some 
enhancement at lower Reynolds numbers. 
2. The local heat transfer coefficient distribution on the surface of fms in the first and second 
rows is extremely complex. A strong interaction exists between the local heat transfer and flow 
structures. Important details of the flow are boundary layer development, flow impingement 
regions, the horseshoe vortex system formed at the fin-tube junction, and the tube wake. 
3. High fins in an inline arrangement may out perform geometrically similar fmned tubes in a 
staggered arrangement. For R = 2, the j factors for both configurations were virtually equal 
while the pressure drop associated with the inline tube bundle was substantially lower. The 
parameter R is important in correlating heat transfer data. 
4. Bundle depth may be an important factor in determining the average heat transfer coefficient 
for finned tube banks. 
5. Local variations of the heat transfer coefficient do not have a significant impact on the fin 
efficiency for the high fins of the present study. Gardner's solution is a good predictor of 111 
over a broad range of the fin parameter for all the heat transfer distributions obtained. From this 
result it is likely that the fin efficiency effects of augmentation methods are unimportant for this 
geometry. 
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Appendix A - The Heat and Mass Transfer Analogy 
The naphthalene sublimation technique is an experimental method used to observe local 
heat transfer coefficients in convection flows. The foundation of this technique is the heat and 
mass transfer analogy. This analogy enables the experimentalist to obtain heat transfer data by 
performing a mass transfer experiment. The foundations of this technique are best explained by 
looking at the differential equations describing the conservation of mass, momentum, energy, 
and species and making certain judicious assumptions. 
Consider an external flow of a Newtonian fluid over a flat surface that may be encountered 
in practice. In many heat exchanger applications, the flow is laminar and consists of the familiar 
boundary layer and free stream regions. For moderate temperature gradients, one may also 
assume that the flowing fluid has constant thermophysical properties and that buoyant forces are 
negligible as compared to the inertia and pressure forces which drive the flow. Also assumed is 
that the fluid is a dilute solution of species A dissolved in species B and that the flow is steady, 
with negligible conversion of mechanical energy into heat through viscous dissipation. Under 
these conditions we have the following set of dimensional equations. 
(A-I) 
(A-2) 
(A-3) 
(A-4) 
These equations are subject to the following boundary conditions. 
UdX2 =0) =0 (A-5a) 
lim u· =U· I ',00 (A-5b) 
X2 -?oo 
T(X2 =0) =Tw (A-6a) 
lim T = Too (A-6b) 
X2 -?oo 
IDA(XZ = 0) = IDA,w (A-7a) 
lim IDA = IDA 00 (A-7b) 
.%2 ~oo • 
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For each dependent variable, one must also prescribe two boundary conditions each in Xl 
and X3 that may have various forms depending upon the physical situation at hand. For an 
analogy to hold between heat and mass transfer, all boundary conditions on temperature and 
species, as well as the governing equations, must be of the same mathematical form. In addition 
to this, one must also assume that the transverse velocity component at the wall is negligible so 
that the boundary condition A-5a will hold for cases involving heat and mass transfer and the 
same solution for u, is then used in both eqns. A-3 and A-4. This assumption, along with the 
dilute solution assumption, is justified in Appendix B. 
With the appropriate equations and boundary conditions now described, the heat and mass 
analogy is best explained by introducing the following dimensionless quantities. 
U. 
u.=-' 
, U .. 
()= T-Tw 
T .. -Tw 
Q = (J) - {J)A,w 
(J) A,,, - (J) A,w 
p.=~ 
pU:, 
• x. 
x.=-' 
, L
ref 
This yields the following set of dimensionless equations and boundary conditions, with the 
earlier requirement that the conditions in Xl and X3 be similar for the mass fraction and 
temperature profiles. 
* au~ = 0 
ax· I 
* * 2 * * aUj ap 1 a Uj 
U·-* =---* +- * * } ax· ax· Re ax ·ax· } I } } 
* a() 1 a2 () 
U·-*= * * } ax· RePr ax ·ax· } } } 
* aQ 1 a2Q 
U·-* =-- * * } ax· ReSc ax ·ax· } } } 
* * Uj (X2 =0) =0 
lim u~ = I . , 
X2~OO 
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(A-8) 
(A-9) 
(A-lO) 
(A-ll) 
(A-12a) 
(A-12b) 
(A-13a) 
* D A (X2 =0) =0 
lim .QA = 1 
X2~OO 
(A-l3b) 
(A-14a) 
(A-14b) 
Note that eqns. A-8 and A-9, the continuity and momentum equations, respectively, are 
decoupled from the energy equation, (A-lO), and the species conservation equation, (A-ll). 
Therefore, the three velocity components and the pressure gradient can be solved for initially and 
then be used to find the temperature and species concentration distributions. Equations A-lO 
and A-II are also of the exact same form and have identical boundary conditions. Thus, the 
solutions to the thermal and species problems have the same functional form with the parameters 
Pr and Sc taking analogous roles. These solutions can be expressed in the following manner. 
() = F(x; ,x;,x;,ap·jax; ;Re,Pr) 
() = F(x; ,x;,x;, ap· j ax;; Re,Pr) 
(A-15a) 
(A-15b) 
One may now define heat and mass transfer coefficients based on the driving potential 
differences between the wall and the region outside of the boundary layer or "free stream". 
(16a) 
... 
h = mA 
m p( (J) A,w - (J) A,,,,,) (l6b) 
Surface energy and species balances are now performed equating the conductive heat flux to the 
convective heat transfer from the surface and the mass flux given by Fick's law to the convective 
mass transfer. The solution must be dilute so that Fick's law is valid in order for an analogy 
between heat and mass transfer to exist. This is because Fick's law is mathematically similar to 
Fourier's law of heat conduction. This requirement is also necessary for the governing energy 
and species equations to be analogous. For most experimental flows encountered using the 
naphthalene sublimation technique the dilute assumption is valid, as is shown in Appendix B. 
For a dilute solution, dimensionless quantities can be introduced to yield these expressions for 
local Nusselt and Sherwood numbers. 
(A-17a) 
(A-17b) 
, dF 
where F =-,.. 
dX2 
For boundary layer flows, Nu and Sh are generally proportional to powers of Pr and Sc so 
that we may write: 
(A-18a) 
(A-18b) 
For external boundary layer flows, the exponent n is has been determined to be 1/3 for 
large and moderate Prandtl and Schmidt numbers and 1/2 for small Prandtl and Schmidt 
numbers. The flows of this study are expected to be external boundary layer flows since, as 
shown in Appendix F, the flow never approaches developed conditions in a fin passage. One 
obtains the functional relationship between local heat and mass transfer by dividing eqn. A-18a 
by eqn. A-18b and rearranging to get: 
(A-19) 
Average Nusselt and Schmidt numbers can be obtained by integrating eqns. A-18a and A-
18b over x; and x;. Nu and Sh still have similar functional forms and the analogy of eqn. A-
19 is valid for the average coefficients as well. 
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Appendix B - Validation of Transverse Velocity and Dilute Solution 
Assumptions 
As explained in Appendix A of this report, the heat and mass transfer analogy is valid when 
one assumes a dilute solution and a negligible transverse velocity at the subliming surface. The 
purpose of this appendix is to verify that both of these assumptions are valid. 
In order for the Sherwood number to have an analogous functional form to the Nusselt 
number and, for the species and energy equations to be of similar form, Fick's law of binary 
diffusion must be valid in a form similar to Fourier's law of heat conduction. This will be true if 
the binary mixture, usually naphthalene in air, is dilute. For the general case of a non-dilute 
solution the flux of naphthalene, species A, at the solid surface is given by: 
(B-1) 
If {VA «1, i.e. a dilute solution, then the first term in brackets is equal to one and the surface 
mass flux is then given by Fick's equation, which is mathematically similar to Fourier's Law. 
(B-2) 
If one assumes a mixture of ideal gases, each at their own partial pressure then the mass 
fraction of naphthalene is given by this expression. 
(B-3) 
A typical value of this mass fraction on a warm day (T=305 K, P=I00 kPa) would be about 
0.0009. This low value certainly lends credibility to the assumption of a dilute solution. 
The second assumption to be validated here is the neglection of the transverse wall velocity 
component due to the sublimation of naphthalene into the free stream. This assumption is 
necessary so that the velocity profile used in the decoupled energy and species equations is the 
same in both cases. 
In order to observe the effects of a transverse, or "blowing", velocity with regard to its 
effects on the boundary layer flow conditions, the simple geometry of the flow over a 
naphthalene wedge was studied. This problem was first analyzed by Hartnett and Eckert [28] 
for transverse wall velocities that were much higher than those observed in most experiments 
using the naphthalene sublimation technique. A computer program was written to reproduce the 
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results given in [28] and to calculate the effects of blowing on heat and mass transfer for the 
wedge geometry with mass fluxes characteristic of the current experimental work. The details 
ofthis problem follow. 
The flow schematic is shown below. Laminar, two dimensional, constant property flow 
with negligible buoyant driving forces and viscous dissipation assumed. 
U 
Fig. B-1 - Flow over a wedge of angle f3n 
Potential flow theory dictates that the free stream velocity profile must take this form 
U.Jx) = AxM 
where the constant m depends upon the wedge angle, f3n, in the following manner. 
m=~ 
2-f3 
(B-4) 
(B-5) 
A similarity solution is sought where the similarity variable and governing equations are as 
follows: 
(B-6) 
(B-7) 
(B-8) 
(B-9) 
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Where I is the dimensionless stream function and (J and Q are the dimensionless temperature 
and mass fraction respectively. These governing equations are subject to the following 
boundary conditions 
dl (1J = 0) = 0 
d1J 
lim dl (1J) = 1 
1/~~ d1J 
2 v ro::-I( 1J = 0) = ---LVRe" m+lU~ 
B( 1J = 0) = 0 
lim B( 1J) = 1 
1/~~ 
Q(1J = 0) = 0 
lim Q(1J) = 1 
1/~~ 
(B-lOa) 
(B-lOb) 
(B-IOc) 
(B-lla) 
(B-l1b) 
(B-12a) 
(B-12b) 
A FORTRAN code was written to solve the above problem for a variety of surface blowing 
parameters and wedge angles. The "blowing parameter" appears in the boundary condition (B-
lOc) and is defined as: 
BP=~ IRe U~ v.l. .... v" (B-13) 
The solution is typical of most similarity problems. The shooting method is used, with a fourth 
order Runge-Kutta integration scheme, to solve the hydrodynamic problem. The resulting 
numerical solution for I is then fit to a third order polynomial, using the double precision IMSL 
library routine DRCURV. The value of 1J at which the integration is terminated varied as the 
boundary layer thickness changed significantly with wedge angle. Care was taken to ensure that 
the maximum value of 1J was sufficiently large for each case. The integration stepsize is 0.01 
for thicker boundary layers and 0.005 for the thinner boundary layers encountered as the wedge 
angle and pressure gradient become larger. 
Blowing parameters that reflected wall conditions typically encountered in naphthalene 
sublimation experiments are computed in the following manner. For a similarity solution to 
(m-l),{ 
exist, vw(x), the transverse wall velocity must vary as x 2. Substituting this result along 
with eqn. B-4 into the definition of the blowing parameter in eqn B-13 yields this result for the 
proportionality constant in an expression for vw(x). 
K=BP(Avi~ (B-14) 
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This constant is then found in terms of mass flow rate, mixture density, and wedge 
dimensions by noting that the total mass flow rate from the hypothetical wedge is given by the 
following integral. 
m = 1 pvw(x)dA = pw 1 Kx (m-1Xdx (B-15) 
o 0 
Upon performing this integration, subsequently solving for K, and using equation B-14 to 
solve for the blowing parameter one obtains this result. 
BP=(m+l) m (A )-]1 
2 (m+l)/ V pWL 72 
(B-16) 
We are left with a system of two equations, B-14 and B-15, and three unknowns K,A, and 
BP. However, a good estimate of the blowing parameter can be made if the constant A is taken 
as the value of the free stream speed, U . 
(B-17) 
Substituting this expression into equation B-16 and rewriting in terms of a mass flow rate per 
." unit area or mass flux, m , produces this working expression with which to calculate blowing 
parameters representative of the naphthalene sublimation technique . 
. "
BP = (m+ 1) m (Uv)1/2 2 pL(m-l)/2 (B-19) 
Representative blowing parameters are calculated for wedge angles varying from 0 (flat 
plate) to 180 degrees (plane stagnation flow). Thermophysical properties are taken at a 
temperature of 305 K. The wedge length is taken to be 76.2 mm, the diameter of the 
naphthalene test fin. Mass flux and leading edge velocity are taken from an actual experiment at 
a Reynolds number of 5000. These blowing parameters are of the order 10-4 and the results are 
shown below in the form of the ratio of Nusselt numbers obtained for flows with blowing to 
those obtained with none. 
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Fig. B-2 - Comparison of Nu with and without blowing 
From this plot it is obvious that the transverse velocity component at the wedge surface is 
so small that it has a negligible effect on the heat transfer. The greatest deviation shown here is 
approximately .013 percent. 
In addition to the above study it is desired to determine what type of blowing parameters 
would be encountered over the Reynolds number range of the experimental data. This is done 
by using the above procedure for determining a representative value of the blowing parameter, 
for the flat plate geometry, using the data from eight experiments at different Reynolds numbers. 
This study shows that BP is not likely to be a strong function of Re but is instead better 
.. 
correlated with m ,the average mass flux from the fin. Evidence of this can be seen in equation 
.. 
B-19. Here we can see that BP is proportional to m but only varies inversely with the square 
root of the approach velocity, U,. Since the vapor pressure of naphthalene changes 
exponentially with temperature, the sublimed mass flux will vary greatly depending upon the 
daily temperature in the lab. However the kinematic viscosity is not nearly as sensitive to 
temperature. Hence, for a given approach velocity one will observe essentially the same 
Reynolds number while also seeing significant differences in the mass flux, depending on the 
daily temperature in the laboratory. With these different values of the mass flux the blowing 
parameter would then be affected appreciably. This is shown in the next figure. For the 
maximum calculated BP, the difference between the Nusselt numbers is .024 percent. 
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Fig. B-3 - Blowing parameter vs. average mass flux 
These blowing parameters are all of the same order of magnitude as the values plotted in 
constructing figure B-2. Hence, the same types of negligible errors in calculated Nusselt 
numbers are to be expected over the range of naphthalene mass fluxes seen in the wind tunnel. 
From these results one can clearly see that the magnitude of the transpiration velocities 
encountered in using the naphthalene sublimation technique are not large enough to cause 
significant error in the inferred heat transfer coefficients. 
In summation, the assumptions of a dilute solution and negligible transverse wall velocity 
have been validated in this Appendix. Experimental data have been used to show that typical 
wall mass fractions are negligible. A similarity analysis of flow over a wedge was used to show 
that the wall velocities seen in the wind tunnel experiments of the current study caused a 
negligible effect on the boundary layer flow. Therefore, we may conclude that these two 
assumptions are very reasonable and that the heat transfer data inferred from the mass transfer 
experiments is accurate. 
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Appendix C - Data Reduction Equations 
This appendix provides a more detailed explanation of the reduction of the experimental 
data, especially with regards to definitions and the sources of thermophysical property data. 
Many of the important equations contained in the body of this thesis have been repeated here in 
order to maintain continuity. The experimental data presented in this work are in the form of 5 
different parameters, namely Re, Sh, j, t, and Sh. Hence, it is appropriate to divide this 
appendix into 5 sections describing the calculation of each of these parameters. Any symbols 
which were not explicitly defined here are defmed in the nomenclature section. 
Reynolds number calculation 
The Reynolds number is defined in terms of the hydraulic diameter as 
Re = UCdH 
v 
(C-l) 
The kinematic viscosity, v, is simply the dynamic viscosity, f.l, divided by the density of dry 
air, Pa • This density is obtained by combining the ideal gas equation of state and the relative 
humidity to get this expression. 
(C-2) 
Where Psat is the saturation pressure of water vapor at the temperature read by the upstream 
RID and l/J is the relative humidity measured at the inlet to the wind tunnel contraction. The 
dynamic viscosity is given by this expression [21]. 
f.l = l.805 X 10-5 + 4.8 x 1O-8(T - 290.0) [:'2SJ (C-3) 
Where T is the temperature recorded by the upstream RID in Kelvins. 
The velocity, U C' upon which Re is based is the velocity at the minimum free flow area. 
This is calculated from the constant density, steady state conservation of mass in terms of the 
free stream velocity, U _, the minimum free flow area, Ac, and the frontal area of the exchanger 
core, Afr , by this equation. 
72 
(C-4) 
The free stream velocity is calculated by assuming a steady, constant density, frictionless 
flow away from the wind tunnel walls. Bernoulli's equation is then valid and solved for the 
velocity, yielding this equation. 
(C-5) 
The density of the air vapor mixture is given by 
(C-6) 
The hydraulic diameter follows the definition of Kays and London [21]. 
(C-7) 
The total heat transfer area is represented by A and L is termed the effective length of the heat 
exchanger. 
Mass ayera~ed Sherwood number calculation 
The mass averaged Sherwood number is defined as 
(C-8) 
The average mass transfer coefficient is given by 
- !lm h=---
m AfPn,v!J.t 
(C-9) 
The density of saturated naphthalene vapor is evaluated at the fin surface temperature, using the 
ideal gas law. The vapor pressure is computed using the correlation of Ambrose et al. [29]. 
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(C-lO) 
(C-ll) 
In this expression Es{x) is the Chebyshev polynomial in x of degree s, x being defined by 
(C-12) 
Where Tmax=344 K and T min=230 K and the constants ao' Ot, Oz, and ~ have the values of 
301.6247, 791.4937, -8.2536, and 0.4043 respectively. 
Diffusion coefficient data are calculated using the correlation proposed by Cho et al. [30], 
with the fin surface temperature and barometric pressure being employed. 
(C-13) 
Po is the pressure of the standard atmosphere (101.3 kPa). 
Local Sherwood number calculation 
The local Sherwood number for a given measurement site is defined by 
(C-14) 
Where the local mass transfer coefficient is given by 
(C-15) 
and the corrected sublimation depth is calculated as per the procedure outlined in section 3.3. 
The density of solid naphthalene is taken to be Pn.s = 1162.0 kg/m 3 [2]. From these local 
Sherwood numbers, local Nusselt numbers and heat transfer coefficients can be obtained for use 
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in fin efficiency calculations by using the heat and mass transfer analogy outlined in Appendix-
A. 
Colburn j factor Calculation 
The mass transfer Colburn j factor, quantifying the total mass transfer from the surface of a 
single fin at a given location inside an exchanger is, taking n=lf3 
=' 
. Sh 
J= ReScl/3 
(C-16) 
When the heat and mass transfer analogy is employed one can also easily see that the mass 
transfer Colburn j factor is equal to the heat transfer Colburn j factor, j = Nul Re Prlf3 • The 
values used for the Schmidt number are given by the correlation in reference [30]. 
Sc = 8.0743T-O·2165 (C-17) 
The temperature used in computing Sc is the fin surface temperature. 
Fanning friction factor calculation 
The Fanning friction factor was determined using the method described by Kays and 
London [21]. These authors suggest that the pressure drop across a heat exchanger core be 
given by this relation. 
(C-18) 
In this expression, the subscripts 1,2 and m refer to the inlet, outlet and mean densities 
respectively. The ratio of the minimum free flow area to the frontal area is represented by a. 
The so-called "mass velocity" is denoted by 
(C-19) 
The first term in the square brackets in eqn. C-18 represents pressure drop due to the 
contraction and expansion effects that are associated with non-isothermal variable density flows. 
The flow in the experimental apparatus is essentially isothermal and of a constant density so that 
this term accounted for none of the pressure drop that was measured. With this in mind, the 
7S 
entire pressure drop can be seen as being caused by effective friction (form drag is included) and 
the effective Fanning friction factor is easily obtained from eqn. C-18. 
(C-20) 
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Appendix D - Calibration Procedure 
The RIDs used to measure the temperature in the wind tunnel test section were carefully 
calibrated to ensure minimal error in the calculation of the Reynolds number and naphthalene 
vapor pressure. A NeesLab isothermal bath was used in conjunction with NIST traceable 
calibrated, ASTM certified, mercury in glass thermometers. The thermometers were of the total 
immersion type, hence the average stem temperature was also estimated and a stem temperature 
correction applied. 
The calibration range was 19.5 to 35 C and three different thermometers were used to cover 
this interval. An ASTM-116C (18.9 to 25.1 C, 0.01 C div.) was used to calibrate from 19.5 to 
25 C. The 25.5 to 30.0 C range was covered using an ASTM-117C (23.9 to 30.1 C, 0.01 C div.) 
and the interval from 30.0 to 35.0 C was calibrated using an ASTM-56C (19.0 to 35.0 C, 0.02 C 
div.). The mean stem temperature was estimated by attaching a type-T thermocouple to the 
midpoint of the exposed portion of the stem. The thermocouple temperature was obtained using 
an Omega model HH21 microprocessor thermometer (+/- 0.5 C). 
The procedure for RID calibration involved covering the calibration range in 0.5 C 
increments, allowing at least 30 minutes for the isothermal bath to reach equilibrium conditions 
at each step. The thermometer reading was recorded using a magnifying glass to ensure an 
accurate record. The voltage output of the NO board (Cyber Research CYDT-74LA, 12 bit 
resolution) was also recorded at each step. The AID board had an output range of 1 to 5 V and 
the computer monitor display had a resolution of 1.0 m V. Linearizing RID transmitters output 
a signal which ranged from 4-20 rnA corresponding to a 0 to 100 C temperature band. A 
precision 250 ohm resistor was placed across the terminal block of the AID converter. This 
ensured a voltage output of 1 to 5 V over the 100 C range. The associated temperature 
resolution during calibration was then easily calculated to be 0.025 C. 
The ambient temperature differed from that of the isothermal bath, thus conduction effects 
along the stem had to be accounted for using the following procedure. A stem correction factor 
was first computed from the following equation. 
SCF=(T - t)0.00016°C x N 
T=Bath temperature 
t=A verage temperature of the stem 
N=Number of degrees emergent on thermometer 
(D-l) 
This correction factor was then added to the temperature recorded during calibration to obtain the 
best estimate of the true temperature. 
With this correction complete, calibration curves could be calculated. The data for both 
the upstream and fin surface RIDs were extremely linear, as shown in the plots in figures D-l 
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Fig. D-l - Calibration curve for naphthalene surface RID 
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Fig. D-2 - Calibration curve for upstream RID 
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and D-2. The least squares line fits to both plots had values of r2 equal to 0.99999. The error 
associated with a single temperature measurement was estimated to be +/- 0.09 C, as explained in 
Appendix E. 
The other laboratory instrument in need of calibration was the differential pressure 
transducer (Omega model # PX653, 0-1245 Pa range, +/- 0.25% FS published accuracy) used to 
measure static pressure drop across the finned tube bundle. This calibration was performed with 
a Pitot-static tube and two different manometers. A Dwyer, model # 1430, micro manometer (0-
498 Pa, +/- 0.062 Pa) was used to cover the range below 500 Pa. The manometer used to 
calibrate the 500-1245 Pa range was a Dwyer model 424-5 inclined-vertical manometer. The 
vertical portion of the device was used. This section had 24.9 Pa divisions. The transducer 
calibration curve was placed in figure D-3. The data were linear with a least squares coefficient 
of determination, r2, of 0.99982. 
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Fig. D-3 - Calibration curve for transducer used to measure core pressure drop 
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Appendix E - Uncertainty Analysis 
El Errors in the Laboratory Measurements 
All of the desired quantities for data presentation, namely Re, Sh, Sh, j, f, were calculated 
from eight basic laboratory measurements and from thermophysical properties. The basic 
measurements included wind tunnel temperatures, core pressure drop, pitot tube pressure 
difference, specimen mass change, barometric pressure, relative humidity, wind tunnel exposure 
time, and naphthalene sublimation depths. Hence, to determine the uncertainty in the results of 
the experiment, a discussion of the error in the laboratory measurements is warranted. 
The error in temperature measuremept consisted of a bias, or fixed, error and a precision, or 
random, error. Contributions to the bias error were due to the finite resolution of the AID card, 
the error incurred due to using a curve fit to the calibration data, the error associated with reading 
the thermometers during calibration, and conduction and radiation error. The bias contributions 
due to curve fit and AID resolution were estimated by substituting the voltages recorded at each 
of the calibration points into the equation of the calibration line. These error contributions at 
each point were equal to the difference between the temperatures calculated from the curve fits 
and the temperatures recorded during calibration. These bias components could then be viewed 
using a scatter plot similar to the one provided below in Fig. El. 
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Fig. E-l - Deviation of curve fit from ASTM calibration thermometer readings 
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The bias contributions due to conduction and radiation error were estimated using the 
technique outlined by Figliola and Beasley [31]. The conduction error calculation involved 
modeling the RID as a straight pin fin of constant cross section. Constant material properties, 
steady state conditions, I-D conduction and an adiabatic tip condition were assumed. The heat 
equation was essentially a balance of energy conducted along the probe and energy convected 
away from the probe. This equation was solved subject to the adiabatic tip and isothermal base 
boundary conditions and the probe tip temperature was determined. The average heat transfer 
coefficient was obtained from a correlation for flow over a circular cylinder due to Zukauskas 
[32]. 
NUD = 0.26Re~6 Pr°.37 (B-1) 
The worst case scenario of a low Reynolds number flow of roughly 5000 was assumed. The 
conduction error was then defined as the difference between the free stream temperature and fin 
tip temperature. This error was calculated to be approximately zero (a hand calculator gave an 
answer of 0) and was neglected. 
Radiation error was calculated by a similar simplified model. The probe was modeled as 
an isothermal bar. The modeling assumptions were: steady state, thermodynamic equilibrium 
conditions, black and isothermal surroundings, Kirchoffs law valid, and a non-participating 
medium. An energy balance shows an equality of convective transfer from the probe and 
radiative transfer to the RID. The heat transfer coefficient calculated in the above conduction 
analysis was used and the temperatures of the probe and surroundings were taken to be 
representative of the laboratory environment. This yielded a radiation error of approximately 
0.08 C, which was seen to be comparable to the scatter seen in Fig. E-l and had to be taken into 
consideration. 
The total bias error was then estimated by summing the squares of the maximum deviation 
from Fig. E-l and the radiation error and then taking the square root of this sum. This yielded an 
estimate for the bias contribution of 0.09 C. 
The random contribution was caused by any fluctuations in the electronics of the PC and 
AID card. The magnitude of this error was defined as the 95% confidence interval of the 
readings taken at a given temperature. An estimation of this value was obtained by sampling a 
number of points with the RIDs in an isothermal bath in equilibrium. This procedure was 
performed at three different bath settings. The sample mean and standard deviation were 
calculated from these formulas. 
_ 1 N 
T=-"lTi 
N i=l 
(E-2) 
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[
IN _ 2]~ Sr= -I,(T;-T) 
N -1 ;=1 
(E-3) 
The ANSI/AS ME Standard on measurement uncertainty suggests that the 95% confidence 
interval be given by two sample standard deviations, Sr, provided that the number of samples in 
the measurement is larger than 31. This was the case for all three sampled temperatures. The 
random contribution to the total error was taken as the mean value of the estimates from the three 
sampled distributions. This value was an order of magnitude less than the bias contribution and, 
when the bias and random errors were root sum square added, the total error associated with the 
RIDs was essentially equal to the bias contribution of +/-0.09 C. 
The error associated with the 0-1245 Pa differential pressure transducer was calculated by a 
procedure analogous to the RID error estimate. The bias contribution due to curve fit etc. was 
taken as the maximum absolute value in this scatter plot plus half of the largest manometer 
division. 
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Fig. E·2 - Deviation of curve fit from manometer readings 
Since two different manometers were used to calibrate the pressure transducer, two 
different bias error estimates were in order. For the low range of 0 to 500 Pa, one half of a 
manometer division was 0.012 Pa. From Fig. E2, the maximum deviation associated with the 
curve fit, below 500 Pa, was approximately 5 Pa. Hence the maximum bias error was roughly 
+/- 5 Pa for the lower portion of the range. Manometer divisions for the upper portion of the 
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range, 500 to 1245 Pa, were 25 Pa. When half of this division is added to the maximum 
deviation from Fig. E-l, above 500 Pa, of approximately 8.5 Pa, the maximum bias contribution 
for the high range is +/-21 Pa. 
The corresponding random error contribution was, again, an order of magnitude lower than 
the maximum bias contributions. Hence, the maximum total error associated with the pressure 
transducer was estimated at +/-5 Pa for 0 Pa:5;; M>:5;; 500 Pa and +/-21 Pa for 
500 Pa:5;; M> :5;; 1245 Pa. 
The remaining device errors were much simpler to estimate. These instruments were 
either calibrated at the factory or, as in the case of the micromanometer, served as calibration 
standards themselves. Therefore, the errors associated with these devices were either given by 
the manufacturer's published accuracy or by one half of the devices scale division. The 
accuracies of the micromanometer and barometer were then given by one half division of +/-
0.25 Pa and 13.32 Pa respectively. The accuracy of the precision balance was estimated in a 
similar manner to be +/- 5 x 10-5 g. The accuracy in the relative humidity measurement was 
published at +/-2% R.H. The published accuracy of the PRS-40 sensor was 1 % of its range or 4 
J.lm. However, as explained earlier in this report, it was believed the true value was closer to 
+/-6 J.lm. 
E2 Error Propagation and Uncertainty in the Reduced Data 
Propagation of these errors into the uncertainty in the reduced data, Re, Sh, Sh, j, f, was 
determined by applying the method of Kline and McClintock [33] to the data reduction equations 
given in Appendix C. All properties were estimated at conditions representative of the 
laboratory . 
The uncertainty in Reynolds number was given by 
(E-4) 
Where the uncertainty in the maximum velocity was given by a more complex expression 
(E-5) 
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For the experiments reported in this thesis, equations (E-4) and (E-5), together with the data 
reduction equations for p and J1, yielded uncertainties in Re of less than 1 %. 
From equations C-8 and C-9, the uncertainty in Sh was determined from a relation of the 
form 
(E-6) 
The published accuracies of the correlations for PIl,V and Dna' were estimated from information 
given in references [28] and [29] to be very close to +/-3% for both equations. When these 
values were substituted into (E-6) and the uncertainty in Sh was estimated at 4.3%. 
The uncertainty in the local Sherwood numbers was given by a similar expression, which 
was obtained by applying the method of Kline and McClintock to equations C-14 and C-15. 
(E-7) 
The evaluation of this expression was complicated by the presence of the term concerned with 
Osb' i.e. the fIrst term contained in the square brackets. The magnitude of this value depended 
upon the size of the sublimation depth at the point in question. The range of sublimation depths 
in a typical run could vary anywhere from around 30 J1m up to over 100 J1m in regions of high 
mass transfer. Hence the uncertainty in the value of Sh will vary from point to point. The 
average value of the mean uncorrected sublimation depths (i.e. Zz - Zl) was found to be roughly 
65 J1m. Thus, an uncertainty value based on a mean sublimation depth was obtained to be +/-
10%. In a region of high mass transfer, such as in the horseshoe vortex system, sublimation 
depths were often seen to be in excess of 100 J1m. The uncertainty in local Sherwood number 
based on this value was estimated at +/- 7%. Finally, in regions of relatively low mass transfer, 
such as the tube wake, a typical sublimation depth was on the order of 30 J1m. This yielded an 
uncertainty of +/- 20%. 
The expression for the uncertainty in Colburn j factor was derived from equation C-16. 
(E-8) 
The magnitudes of the first two terms in square brackets were obtained from the results discussed 
above. The value of the Schmidt number term was estimated from thb information in reference 
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[30] to be roughly as reliable as the diffusion coefficient data from which Sc was obtained. 
Hence the uncertainty in Sc was estimated as equal to the uncertainty in Dna at +/-3%. With 
this assumption, the uncertainty in Colburn j factor was estimated at +/-4.4%. 
Equation C-20 was used to find this equation for the uncertainty in the Fanning friction 
factor. 
(E-9) 
This value was driven primarily by the uncertainty associated with the differential pressure 
transducers. The total uncertainty in f varied depending upon the magnitude of the pressure 
drop across the core. For the majority of the data reported in this thesis, the uncertainty in 
friction factor was less than 5%. 
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Appendix F - Results of Dual Naphthalene Fin Study 
The majority of the experiments perfonned in this study used a single naphthalene test fin. 
This procedure is satisfactory provided that the naphthalene concentration boundary layer on the 
surface of the test fin is sufficiently thin so that the flow in a passage between two fins does not 
become fully developed. One must also estimate the thickness of the thennal boundary layer 
that would occur if a real heat exchanger were operating to detennine if the "real" flow would be 
thennally fully developed. Another concern is that the coherent flow structures that provide 
macroscopic mixing of the flow do not interact with the structures generated on the surface of the 
opposing fin. In order to determine whether or not these conditions were met, an analytical 
boundary layer thickness approximation was perfonned and experiments using two opposing 
naphthalene surfaces were conducted. 
The thicknesses of the thennal and concentration boundary layers on the surface of the fins 
used in this study are estimated using the Blasius solution for a flat plat in zero pressure gradient. 
The calculation was perfonned at Re=5000, the low end of the Reynolds number range of 
interest. The equivalent length of a flat plate was taken as the diameter of the fin, L=76.2 mm. 
The equivalent free stream velocity was detennined to be the heat exchanger core velocity at 
typical laboratory conditions and the Prandtl and Lewis numbers were 0.7 and 0.3 respectively. 
Thickness of the hydrodynamic boundary layer is detennined from Blasius' result. 
(F-l) 
Thennal and concentration boundary layer thicknesses are estimated using these relations. 
(F-2) 
(F-3) 
From this analysis the three boundary layer thicknesses are detennined to be oT=2.1 mm, 
oH=1.8 mm, and oc=1.4 mm. With a fin spacing of 6.2 mm, we can see that none of these 
boundary layers will merge so that fully developed flow should not occur. 
Because there was no simple way to analytically estimate whether or not the coherent flow 
structures from opposing fins would interact, dual fin experiments were conducted to observe if 
the presence of a second naphthalene coated test fin would alter the mass transfer data. A plot of 
the results of this study is provided in Fig. F-l. The results of four runs with dual naphthalene 
fins are compared to tests at approximately equal Reynolds numbers. All dual fin experiments 
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Fig. F·l . Results of experiments using dual naphthalene test fins 
were conducted with the baffled tube bank in the test section since this geometry was expected to 
provide the most macroscopic mixing of the bundles studied. The uncertainty in average 
Sherwood number is reported at +/- 4.3%. In observing the data in Fig. F-l, one can see that the 
difference between the dual fin data and the single fin data are all within this range of 
uncertainty. Therefore, the use of a single naphthalene coated test fin is acceptable in 
experiments performed on the finned tube geometry of this study. If smaller fin spacings are to 
be observed then a similar analysis is necessary in order to determine if interaction between fins 
is important. 
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