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Abstract-In this paper, the dependence of uncorrelated statistics is studied. Examples of un- 
correlated L-statistics are given. Some new messures of dependence are also proposed. 
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1. INTRODUCTION 
Let f(z, 0) be the density function of the independent sample elements X1, X2, . . . , X,, 
(e = (elre2,..., ek) is a parameter vector). Under some regularity conditions (see e.g., I 
[l, Theorem 6.4.1]), the maximum likelihood estimator (MLE) B (n) of the parameter vector 0 is 
asymptotically normal, more precisely 
fi (J(n) - 0) +N(O,C) asn+co. 
Thus, if the covariance matrix C is diagonal, then the coordinates of 8 (n) are asymptotically 
independent,. (Note, however, that if only the marginals of the limit distributions are known 
to be normal and C is diagonal, then the components of e(n) are not necessarily independent 
asymptotically, in fact, their maximal correlation can be any given number as it was proved by 
Sarmanov [2] .) 
A typical example where the above mentioned regularity conditions do not hold is the uniform 
distribution v(a, b). Here, the MLE of the location and scale parameters 01 = (a + b)/2 and 02 = 
b-aare&= iL+& /2,&=b-&where&=minXi,b=maxXi. Althoughcov &,& =O, 
( > ( > 
one can easily see that 61 and & are not independent. In this paper, we shall study the dependence 
of these types of uncorrelated estimators. 
2. RESULTS 
Denote by X(l), X(2), . . . , Xc,), the ordered sample and let 
i=l 
and Lz = 2 biX(i). 
i=l 
*Research partly supported by the FRC Major Grant, BGSU. 
29 
Typ-t by -Q.&W 
30 A. K. GUPTA et al 
PROPOSITION 1. If ai = u,-~ and bi = -b,_i, then cov(L1, L2) = 0. 
REMARK 1. If CyC1 ai = 1, then L1 is an equivariant estimator of location. If ~~=, bi = 0, then 
L2 is an invariant estimator of scale. In case the sample comes from a uniform distribution, we 
have cov &,I!& = 0. 
( > 
PROPOSITION 2. When sampling from a uniform distribution, & and & are not independent, 
even asymptotically. 
REMARK 2. Independence of L-statistics was considered by Tanis [3] especially in the case when 
the sample elements are exponentially distributed (see also [4,5]). 
There are several ways to measure dependence of (uncorrelated) random variables X and Y. 
Denote their marginal and joint cumulative distribution functions, by F, G, and H, respectively, 
and denote the corresponding densities by f, g, and h. 
One can define many measures of dependence, see e.g., [6] on maximal correlation, [7,8]. Here 
is a short list of some well-known measures. 
p = 12 JJ (H - FG)fgdxdy (Spearman), 
7=4 JJ Hhdxdy - 1 (Kendall), 
p = 90 JJ (H - FG)2fgdxdy (Hoeffding), 
Q = 4H (x1/2, N/Z) - 1 (Blomquist), 
where xi/s, yi/2 are the medians of F, G, respectively, and 
K = 4sup IH(x,y) - F(x)G(y)j (Kolmogorov). 
Z>Y 
In this paper, we shall use the measure K, although other measures can be equally informative, 
e.g., if both F and G have finite supports and they are uncorrelated, then Sethuraman [9] proved 
that the limiting distribution of fi~*(y* is the empirical maximal correlation) is the distribution 
of & where Xi is the maximum eigenvalue of W(I$,,.) distributed matrix, and T 2 s is the 
number of points in the supports of F and G. 
PROPOSITION 3. K = K (&,I!&) M 0.26. 
There are nontrivial (nonconstant) functions of ai and & which are independent. This is a 
consequence of the following general result. 
PROPOSITION 4. If at least one of F and G is continuous, then there always exist nonconstant 
functions Q and 0 such that o(X) and p(Y) are independent. 
These functions Q, ,B cannot be one-to-one if X and Y are not independent. Typically, LY and fl 
completely destroy the &‘structure” of X and Y. Therefore, we might want to approach the 
problem from another angle. Given H, 
i$$H(x, Y) - F(~x))W(Y))I 
’ > 
provides univariate distributions whose product approximates H(x, y) better than F(x) G(y). AS 
a first step, we may suppose that Q, p are linear functions, and we have 
K' =h”bf~~lH(x,y)-F(~)G(~)l. 
c.d 
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We could not find any simple example where K* can be evaluated analytically. An interest- 
ing problem is the following. If H is a bivariate normal distribution function with correlation 
coefficient T and standard normal marginals F and G, then what is the value of K* and the 
corresponding optimal values of a, b, c, d? 
IfF(4x)) G@(y)) is not a good approximation for H(z, y), and e.g., H(z, y) is positively quad- 
rant dependent i.e., H(z, y) > F(z) G(y), (see [8]), th en using H(z, y) 5 min(F(z), G(y)), which 
holds for all H, we can approximate it by a linear combination of F(z) G(y) and min(F(z), G(y)). 
In other words, we want to find 
K** = &‘,i s$H(s,y) - (A min(F(z), G(Y)) + (1 - W’(~)G(Y))I. 
We can, of course, combine our two methods and put F(cx(x)), G@(y)) instead of F(z) G(y) and 
minimize jointly in o,,6, and X. 
In case of positive quadrant dependence, it is known that uncorrelatedness implies independence 
(see [8]), therefore, this is not our main concern here. We can, however, mention that the 
Hoeffding type analogue of K”, namely 
fm fm 
H** = ,inf,, {H(z, Y) - P(min(F(zL G(y)) + (1 - ~P(~P(Y)II~ . f(x) s(y) da: dy - - II -m --oc) 
can be evaluated much easier than K**, and e.g., a simple calculation shows that H** < .0028 
always holds. 
Applications 
If F and G are known, and are smooth, but H is unknown, then the two-dimensional empirical 
c.d.f. H,(z, y) can be approximated by a smooth function. For applications to testing, see [lo]. 
3. PROOFS 
PROOF OF PROPOSITION 1. If C denotes the covariance matrix of (X(i), Xc2), . . . , Xc,,), then 
cov(Lr, Lz) = aTCb, which is 0 for many pairs (a, b), e.g., if a, b are different eigenvectors of C 
or if ai = a,_i, and bi = -b,_i. 
REMARK 3. If Cy__, ai = 1, then Li is an equivariant estimator of location. If Cz, bi = 0, 
then Lz is an invariant estimator of scale. 
PROOFS OF PROPOSITION 2. 
(a) First proof: & = min Xi and b = max Xi are asymptotically independent, exponentially 
distributed random variables, more precisely 
n(iL - a) and n(b - 6) 
are asymptotically independent exponential random variables. Thus, by a well known 
theorem of Bernstein (see e.g., [ll]), th eir sum and difference, hence, & and & cannot be 
independent (Bernstein’s theorem states that for independent random variables X and Y, 
the sum X + Y and difference X - Y are independent iff X and Y are normal). 
(b) Second proof: We can, of course, compute the limit distributions of 
xu) + xw a+b x(n) - x(1) 
2 2 > 
and 
> b-a ’ 
and also their joint limit distribution as n -+ co . The resulting densities are as follows: 
fi14(m) = e- 214 , (-cc <m < cm), gR(r) = TeC(r- 2 0), 
h4,r(m r) = e-‘, 0 < 1274 < r < co, 
thus, the limiting distributions are not independent. 
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PROOF OF PROPOSITION 3. The marginal c.d.f. of M, R and the joint c.d.f. of (A4, R) are given 
by 
e2m 
FM(m) = 2 12_ r -co<miO, l-27 O<mloo, 
Gdr) = 
0, - r < 0, 
1 - e-’ - reeT, r > 0, - 
and 
I 0, m 5 0, r 5 -2m, (e2m _ me-r - e-r - re-T He-’ +ie+) m 5 0, -2m 5 r 5 00, ffM,dm, r) = 1 _ (e-2m + + e+ 
2 
m < o 2m < r < o. 
> -> 7 
1 - emr - remT, m>O, OIrI2m. 
Thus, one can easily compute 
suplH(m r) - F(m)G(r)l. 
m,r 
The sup is taken where 
(1 + r) 
1+r = erz 
(1) 
and m = - log(1 + r)/2 . Since both sides of (1) are convex functions, they have at most two 
common values: r = 0 and r = 1.5366. The second one gives the maximum, that is 0.065, thus, 
K x 0.26. 
PROOF OF PROPOSITION 4. Suppose that F is continuous and G is nondegenerate. Then there 
exists an event B such that 0 < P(Y E B) = b < 1. On the other hand, denote by q(t) a 
t-quantile of X : P(X < q(t)) = t, (q(0) = -co, q(1) = +co). Thus, P(X E (q(t), q(t + l/2)) = 
l/2 for all 0 5 t 5 l/2. The joint probability P(X E (q(t), q(t+1/2), Y E B) varies continuously 
from some initial value IC to b - 2. Therefore, there exists to such that the corresponding value 
is b/2 and thus, {X E (q(to),q(to + l/2))} and {Y E B} are independent. Thus, letting a,/3 be 
the indicator functions of these events, the proof of the proposition is completed. 
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