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New technological advances such as the Internet of Things (IoT), robotics, Artifi-
cial Intelligence, among others, have driven a fourth industrial revolution, in which
the data obtained from sensors located in product manufacturing machines are trans-
mitted to data centers, where they can be analyzed in order to extract knowledge that
allows improving manufactured products and adding innovation in manufacturing
processes, as well as predicting future behavior and avoiding failures in said pro-
cesses. An additional impetus in said fourth revolution may come from the use of
semantic technologies to represent domain knowledge in an integrated, structured,
and interconnected manner; in such a way that it can be interpreted by both humans
and computers, thus allowing cooperative work.
In this research work, the use of Semantic technologies is promoted, in the Indus-
try 4.0 environment, through three contributions focused on topics corresponding to
intelligent manufacturing: the enriched descriptions of components, the data visual-
ization and analysis, and the implementation of Industry 4.0 in SMEs.
The first contribution is an ontology called ExtruOnt, which contains semantic
descriptions of one type of manufacturing machine (the extruder). This ontology de-
scribes the components, their spatial connections, their features, their three-dimensional
representations and, finally, the sensors used to capture the data. The second contri-
bution corresponds to a visual query system in which the ExtruOnt ontology and a
2D representation of the extruder are used to make it easier for domain experts to vi-
sualize and extract knowledge about the manufacturing process quickly and simple.
The third contribution consists of a methodology for the implementation of Industry
4.0 in SMEs, oriented to the customer life cycle and enhanced by the use of Semantic
technologies and 3D rendering technologies.
iv
The contributions have been developed, applied and validated under a real man-
ufacturing scenario. This scenario is representative in the manufacturing sector for
which the application of the contributions may be relevant.
v
Resumen
Los nuevos avances tecnológicos como el internet de las cosas (IoT), la robótica,
la inteligencia artificial entre otros, han impulsado una cuarta revolución industrial,
en la que los datos obtenidos de los sensores localizados en máquinas de fabrica-
ción de productos, son transmitidos a centros de datos, donde pueden ser analizados
con el fin de extraer conocimiento que permita mejorar los productos fabricados y
añadir innovación en los procesos de fabricación, así como también predecir el com-
portamiento futuro y evitar fallos en dichos procesos. Un impulso adicional en dicha
cuarta revolución puede provenir del uso de tecnologías semánticas para representar
el conocimiento del dominio de una forma integrada, estructurada e interconectada;
de tal forma que pueda ser interpretable tanto por los humanos como por las compu-
tadoras, permitiendo así el trabajo cooperativo.
En este trabajo de investigación se promueve la utilización de las tecnologías se-
mánticas, en el entorno de la Industria 4.0, a través de tres contribuciones enfocadas
en temas correspondientes a la fabricación inteligente: las descripciones enriqueci-
das de componentes, la visualización y el análisis de los datos, y la implementación
de la Industria 4.0 en PyMEs.
La primera contribución es una ontología llamada ExtruOnt, la cual contiene des-
cripciones semánticas de un tipo de máquina de fabricación (la extrusora). En esta
ontología se describen los componentes, sus conexiones espaciales, sus característi-
cas, sus representaciones en tres dimensiones y, finalmente, los sensores utilizados
para capturar los datos. La segunda contribución corresponde a un sistema de con-
sulta visual en el cual se utiliza la ontología ExtruOnt y una representación en 2D de
la extrusora para facilitar a los expertos de dominio la visualización y la extracción
de conocimiento sobre el proceso de fabricación de una manera rápida y sencilla. La
vi
tercera contribución consiste en una metodología para la implementación de la In-
dustria 4.0 en PyMEs, orientada al ciclo de vida del cliente y potenciada por el uso de
tecnologías Semánticas y tecnologías de renderizado 3D.
Las contribuciones han sido desarrolladas, aplicadas y validadas bajo un escena-
rio de fabricación real. Este escenario es representativo en el sector manufacturero
para el cual la aplicación de las contribuciones puede ser relevante.
vii
Laburpena
Aurrerapen teknologiko berriek, hau da, gauzen internet (IoT), robotika eta adi-
men artifiziala, besteak beste, laugarren industria-iraultza bultzatu dute. Produktuak
fabrikatzeko makinetan kokatutako sentsoreetatik lortutako datuak datu-zentroetara
transmititzen dira eta bertan aztertu daitezke, fabrikatutako produktuak hobetzea eta
fabrikazio-prozesuetan berrikuntza gehitzea ahalbidetzen duen ezagutza ateratzeko,
eta baita etorkizuneko portaera aurreikusteko eta aipatutako prozesuetan hutsegi-
teak ekiditeko ere. Teknologia semantikoen erabilerak bultzada gehigarri bat eman
diezaioke laugarren iraultzari, domeinuko ezagutza modu integratu, egituratu eta el-
karri lotuta irudikatuz, gizakiek zein ordenagailuek interpretatu ahal izateko moduan,
eta era honetan lan kooperatiboa ahalbidetuz.
Ikerketa lan honetan teknologia semantikoen erabilera sustatzen da 4.0 Indus-
triaren ingurunean, fabrikazio-adimendunari dagozkion gaietan oinarritutako hiru
ekarpenen bidez: osagaien deskribapen aberastuak, bistaratzea eta datuen analisia,
eta 4.0 Industriaren inplementazioa ETEetan.
Lehen ekarpena ExtruOnt izeneko ontologia da, fabrikazio-makina mota baten
(estrusio-makina) deskribapen semantikoak biltzen dituena. Ontologia honek osa-
gaiak, haien konexio espaziala, haien ezaugarriak, hiru dimentsiotako irudikapenak
eta, azkenik, datuak jasotzeko erabilitako sentsoreak deskribatzen ditu. Bigarren ekar-
pena ikusizko kontsulta-sistemari dagokio, ExtruOnt ontologia eta estrusio-makinaren
2D irudikapena erabiltzen dituena, domeinuko adituei fabrikazio-prozesuari buruz-
ko ezagutza-erauzketa eta bistaratzea era azkar eta xamur batean egitea ahalbidetuko
diena. Hirugarren ekarpena 4.0 Industria ETEetan inplementatzeko metodologia bat
da, bezeroaren bizi-ziklora zuzenduta eta teknologia semantikoen eta 3D errendatze-
teknologien erabilerarekin hobetua.
viii
Ekarpenak fabrikazio-agertoki erreal batean garatu, aplikatu eta balioztatu dira.
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Industry is known as the part of the economy that produces highly mechanized
and automated material goods [LFK+14]. It has undergone considerable technologi-
cal leaps, even since the beginning of industrialization. These leaps have led to multi-
ple paradigm shifts over time and have been known as industrial revolutions. The first
industrial revolution included mechanization, which greatly influenced the prolifer-
ation of the nascent industry and the reduction of production times. The second fo-
cused on the exploitation of new energy sources such as gas and electricity, as well as
the inclusion of new materials such as steel and oil. The third included the advances
in information and communication technologies, the use of renewable energies and
the development of the intelligent electrical energy distribution network (Smart Grid)
[Mow09]. Today, we are witnessing the emergence of a fourth industrial revolution,
which is the result of the convergence of a number of exponential technologies such
as additive manufacturing, augmented reality, Artificial Intelligence, Big Data, and
Internet of Things (IoT) among others, which are erasing the divisions between the
digital and the physical.
1.1 Industry 4.0
The term Industry 4.0 refers to the so-called Fourth Industrial Revolution, which is
born from the technological evolution driven by the development of embedded sys-
tems, their connectivity and the timely convergence of the virtual and physical world.
It provides capabilities for the integration of things, information and people which
can lead to a qualitative leap in the production and use of goods and services. This
term (Industry 4.0) appears for the first time with the presentation of the document
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“Recommendations for implementing the strategic initiative Industry 4.0”, published
in April 2013 [KWH13], and responds to a German strategy that seeks to continue
leading the supply of equipment and solutions for industrial production and their
application in industrial environments through the integration of value chains and
the digitization of the entire production process.
From that moment on, many countries and regions have been working aligning
efforts and policies to take advantage of the opportunities offered by this new sce-
nario. In parallel, in the field of manufacturing and related to this movement, Europe
is promoting the so-called “Factories of the Future” through the EFFRA1 (European
Factories of the Future Research Association) as a public-private collaboration for the
development of innovative projects, an initiative that was launched in 2008.
1.1.1 Impact of Industry 4.0
The Industry 4.0 initiative has been driven by a new type of economy derived
from this fourth industrial revolution, where the data obtained from the intercon-
nection of ubiquitous sensors and Internet of Things (IoT) devices are transformed
into manufacturing intelligence in order to achieve meaningful improvements in all
aspects of manufacturing. As in Europe, this data-driven economy is being imple-
mented around the world through different initiatives, among which we can find
“Smart Manufacturing” in USA, “Made in CHINA 2025” and “Future Manufactur-
ing” in UK [Kus18]. These initiatives enable important business opportunities for the
manufacturers, having a greater impact in three key areas: product, supply chain and
customer.
Regarding the product, the use of technologies such as sensors, machine learning
or robotics can transform the way in which products are manufactured. In addition,
the compilation of manufacturing files with structured data on the characteristics,
quality, history and status of the products allows the application of methods and tools
for the exploitation of these data in order to allow manufacturers to manage, plan and
predict specific circumstances that positively affect production. The application of
Big Data technologies allows managing the enormous amount of data received from
the production process in order to fully monitor them in real time, allowing opera-
tors to check the status of products throughout their manufacture. It is well known
1https://www.effra.eu/
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that the data pre-processing and analysis phases consume most of the data process-
ing efforts, therefore it is important to have efficient tools for the presentation and
explanation of the results based on visualization metaphors and intelligent visual in-
teraction paradigms. With respect to the supply chain, advanced forecasting tech-
niques relying on internal (e.g. demand) and external (e.g. market trends) data can
allow for a faster delivery time [ARS16]. Moreover, real-time information about the
supply network and the logistics capabilities can allow for a more flexible planning
and inventory processes, which can react to changing demand or supply situations.
Finally, in the case of the customer, technologies derived from Industry 4.0 can help
to obtain a better understanding of the customers, their purchasing habits and their
preferences, transforming this knowledge into a better experience when selecting the
right product as well as offering a better post-sale service.
1.1.2 Industry 4.0 adoption challenges in SMEs
Although the adoption of Industry 4.0 for large organizations has led to an im-
provement in sales results and productivity, most Small and Medium-sized Enter-
prises (SMEs) face new challenges in order not to lose position compared to their
competitors. These challenges materialize in the form of barriers of various kinds2:
• Technical: There is a wide range of technologies that can be implemented, so
the selection of the most suitable one can be overwhelming, which in turn en-
tails a considerable effort. On the other hand, most of the factories are located
in areas far from large urban centers, making the coverage of communication
networks limited.
• Economical: Transforming a factory into a smart factory involves a consider-
able economic investment.
• Cultural: The fact that machines are becoming more and more important can
have psychological repercussions on workers, who may feel displaced, a sec-
ondary actor that is nothing more than an extension of technology.
• Legal: The regulation of the technological aspects involved in Industry 4.0 has
always lagged behind progress in this field. To solve the problem of standard-
2https://www.viafirma.do/barreras-pymes-industria-4-0/
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ization, organizations such as the International Organization for Standardiza-
tion (ISO) and the International Electrotechnical Commission (IEC) have been
working for years on drafting standards related to the different aspects of In-
dustry 4.0, such as cybersecurity, connectivity and robotics, among others.
1.1.3 Industry 4.0 scenario for this research work
This research work has been carried out in a real world scenario, using real data
provided by Savvy Data Systems enterprise3 in partnership with Urola Solutions en-
terprise4. It considers the initiative of implementing a data-driven servitization strat-
egy in an extrusion-based manufacturing sector distributed around the world.
Savvy Data Systems enterprise is an information technology service provider (ITS
provider) that supplies smart services to various Smart Manufacturing scenarios. It
has been accompanying its clients globally in their digitization processes for 10 years,
transforming the data of their production processes into valuable information, speed-
ing up decision-making and generating digital products and services. Its objective is
to encourage its clients to adopt digital technologies and strategies.
Urola Solutions is a Capital Equipment Manufacturer (CEM) that creates advanced
solutions for the packaging industry by utilizing blow moulding technology. Among
the products they provide, there exist various types of extruders based on their pro-
duction capacity and the type of plastic used for packaging.
1.2 Semantic technologies
Semantics is defined as the branch of linguistics and logic concerned with mean-
ing 5. Some research date the use of semantics in computer science from the 60’s
[Für16], with works like the one shown in [Flo67] where semantics was used for the
description of non-deterministic algorithms.
Over the years, technological advances led to the emergence of the Internet and
the World Wide Web, whose content was intended exclusively for human consump-
3https://www.savvydatasystems.com/
4https://www.urolasolutions.com/
5Taken from the Google’s English dictionary provided by Oxford Languages
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tion. However, in 2001 Tim Berners-Lee presented his vision of what he would call
the “Semantic Web”, an evolution of the World Wide Web where information would
be represented and interconnected in such a way that it was not only interpretable by
humans but also by computers, thus allowing cooperative work between these actors
[BLHL01].
Some of the main Semantic technologies that have helped to implement the Se-
mantic Web and whose application has also been proven in different sectors (energy,
manufacturing, medicine, etc.) are presented below.
1.2.1 Resource Description framework
The Resource Description Framework (RDF) [MM04] is a collection of World Wide
Web Consortium (W3C) standards that were initially developed as a data model for
metadata but are now used to describe deeply integrated data. Representing the data
in RDF allows the information to be identified, disambiguated and interconnected
by software and systems agents, facilitating its reading and analysis. Each RDF state-
ment has a three-part structure (subject, predicate and object) that is made up of re-
sources, where each resource is identified by an IRI (Internationalized Resource Iden-
tifier). IRIs are a superset of URIs (Uniform Resource Identifiers) that are intended to
replace URIs in defining resources where the Universal Coded Character Set is sup-
ported. An RDF statement can state facts, relationships and data by linking resources
of a different kind. Hence, using its uniform structure, just about anything can be
expressed.
For example, in figure 1.1 is represented the fact that “An extruder is a type of man-
ufacturing machine” as an RDF statement where “An extruder” is the subject of the




Figure 1.1: Example of an RDF triple
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RDF can be serialized in a variety of formats, the most well-known is RDF/XML
since XML serialization already existed at the time of RDF development and, there-
fore, several programs were able to parse, store, and serialize XML by design. How-
ever, RDF/XML is conceptually difficult and highly verbose compared to other stan-
dards, which makes it difficult for humans to read. Another format is Notation3 (N3),
introduced by Tim Berners-Lee in 2011, which adds functional predicates, logical im-
plication and variables to the RDF data model, as well as offering an alternative tex-
tual syntax different to RDF/XML. One of the most easily readable format is Turtle,
which eliminates some of the syntactic characteristics of N3 making it simpler and
therefore more popular. This format also simplifies editing by hand. The next is N-
Triples, a very basic subset of Turtle that lacks prefixes and other fancy features. How-
ever, the style is lengthy and difficult to read due to the absence of prefixes and short-
hands. Lastly, JSON-LD (JavaScript Object Notation for Linked Data) is a JSON-based
method for encoding linked data. One of their targets was to make it as easy as possi-
ble for developers to convert their current JSON to JSON-LD. This enables data to be
serialized in a similar manner to standard JSON. Table 1 shows examples of the dif-
ferent named serialization formats to describe an individual of class Frequency, from
OM ontology [RvAT13], representing the frequency of a motor.
1.2.2 SPARQL Protocol and RDF Query Language
SPARQL (SPARQL Protocol and RDF Query Language) [C+13] is an RDF query
language and protocol. SPARQL includes a basic communication protocol, created
by the W3C RDF Data Access Working Group (DAWG), that clients can use to issue
SPARQL queries against endpoints, as well as a syntactically SQL-like language for
querying RDF graphs via pattern matching [VC11]. It uses a method based on WSDL
2.0 for transmitting SPARQL queries to a SPARQL query processing service and re-
turning the query results to the corresponding entity.
A SPARQL query is composed of five parts: prefix declarations (optional), a query
result clause, FROM or FROM NAMED clauses (optional), a WHERE clause, and query
modifiers (optional). Furthermore, a SPARQL query can have four forms: ASK, CON-
STRUCT, DESCRIBE and SELECT. As if the SPARQL query were an SQL query executed
against a relational database, SELECT queries return results in tabular format. The ASK
form determines whether the SPARQL endpoint can return at least one result; if it can,















2 terms:description "Frequency" ;
3 om-2:hasValue :_0MotorFrequencyMeasure01 ;
4 a om-2:Frequency, owl:NamedIndividual ;
5 rdfs:comment "Frequency of a motor" ;


































16 { "@value": "Frequency of a motor" }
17 ],
18 "http://www.w3.org/2000/01/rdf-schema#label": [
19 { "@value": "_MotorFrequency01" }
20 ]
21 }]
Table 1.1: Examples of different RDF serialization formats
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the query is answered YES; otherwise, it is answered NO. The CONSTRUCT method is
almost identical to the SELECT form, but it returns an RDF graph as the response to
the query. The DESCRIBE type is designed to extract data of one or more resources
from a SPARQL endpoint without the need to know their underlying structure, result-
ing in an RDF graph. The FROM or FROM NAMED clauses are optional and specify the
dataset on which the query is run.
A SPARQL query revolves around the WHERE clause. It is described in terms of a set
of triple patterns, which are used to choose the triples that make up the final result.
Finally, before generating the result, the set of optional query modifiers is applied to
the triples chosen by the WHERE clause. The ORDER BY clause orders the results set,
and the LIMIT and OFFSET clauses allow to get results in blocks, just like in SQL [VC11].
In figure 1.2 the structure of a SPARQL query to obtain the components that overlaps
with the barrel BAR01 of an extruder is shown.
PREFIX   : <http://bdi.si.ehu.es/bdi/ontologies
    /ExtruOnt/Extruder01#>
PREFIX om: <http://bdi.si.ehu.es/bdi/ontologies





   {?component s4e:overlaps :BAR01}
   UNION















Figure 1.2: Structure of a SPARQL query
1.2.3 Web Ontology Language
The W3C Web Ontology Language (OWL) [MVH+04] is a Semantic Web language
for representing rich and complex knowledge about things, set of things, and their re-
lationships. OWL is a computational logic-based language that allows computer pro-
grams to exploit knowledge expressed using it, for example, to make implicit knowl-
edge explicit or to check the accuracy of that knowledge. OWL is part of the W3C’s
Semantic Web technology stack, which includes RDF, RDFS, SPARQL, etc (see figure
1.3).


























User interface and applications
Figure 1.3: Semantic Web stack
The W3C OWL Working Group developed the current version of OWL, also known
as “OWL 2”, and released it in 2009, with a Second Edition published in 2012. OWL 2
is an expansion and modification of the W3C Web Ontology Working Group’s original
version of OWL, which was released in 2004. The OWL 2 specification includes a Doc-
ument Overview6, which acts as an introduction to OWL 2, outlines the relationship
between OWL 1 and OWL 2, and provides a Documentation Roadmap7 as an entry





Figure 1.4: Relation between OWL 2 profiles
There are trimmed versions of OWL 2 (figure 1.4), also called profiles, fragments
or sublanguages, that limit the power of expressiveness to improve the efficiency of




• OWL 2 EL: Useful for describing concepts with a large number of properties,
relationships and individuals. There are reasoning algorithms for this profile
which have shown high scalability when implemented.
• OWL 2 QL: It is designed for applications that work with a lot of instance data
and where query answering is the most important activity. Rewriting requests
to a traditional relational domain language may also be used to enforce query
answering.
• OWL 2 RL: Oriented to applications that can sacrifice a bit of expressive power
in exchange for scalable reasoning. It fits for those descriptions with a large
number of individuals but very few concepts.
The choice of which profile is the most suitable for an application, depends on
the structure to be used to describe the concepts and the reasoning tasks to be imple-
mented.
1.2.4 Ontologies
In 1993, Thomas R. Gruber defined an ontology as “an explicit specification of a
conceptualization” [Gru93]. However, in 1997 and using the definition given by Gru-
ber, Willem N. Borst defined an ontology as “a formal specification of a shared con-
ceptualization” emphasizing the fact that there must be agreement on the concep-
tualization that is specified [BB97]. Finally, Rudi Studer et al. in 1998 [SBF98], de-
fined an ontology as “a formal, explicit specification of a shared conceptualisation” as
a consensus between the previous definitions and also, specifying the meaning of the
keywords in the definition:
• Formal: refers to the ontology’s ability to be read by machines.
• Explicit: means that the types of definitions used and the conditions under
which they can be used are well specified.
• Shared: reflects the idea that an ontology contains consensual wisdom. For
example, knowledge that is not exclusive to a single individual but is agreed by
a group.
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• Conceptualization: refers to an abstract model of a real-world phenomenon
that defines the relevant concepts for that phenomenon.
Ontologies are created to provide a machine-processable semantics of data sources
that can be shared among agents (software and humans). Furthermore, ontologies
can be published on the Internet and can refer to or be related to other ontologies.
An ontology uses concepts, relations, instances and axioms to represent a certain
phenomenon, topic, or subject area:
• Concepts: they are the basic ideas that are intended to formalize. The concepts
can be classes of objects, methods, plans, strategies, reasoning processes, etc.
• Relations: represent the interaction and link between the concepts of the do-
main. For example: subclass-of, part-of, exhaust-part-of, connected-to, etc.
• Instances: they are used to represent certain objects (individuals) of a concept.
• Axioms: theorems on relationships that elements of ontology must satisfy. For
example: “An Extruder has exactly 1 Drive System”, “A Drive System has minimum
1 Motor”, and so on.
Ontologies can be classified according to their level of generality. For example, in
[Gua97], ontologies are classified in:
• Top-level ontologies. Those ontologies describe very broad concepts such as
action, event, object, matter, time, space, and so on, which are unaffected by a
particular problem or domain.
• Domain ontologies and task ontologies. By specializing the concepts belong-
ing to top-level ontologies, they describe the vocabulary related to a specific do-
main (such as manufacturing or agriculture) or a generic activity or task (such
as prediction or visualization).
• Application ontologies. Those ontologies describe concepts that are depen-
dent on both a domain and a task, and are frequently specializations of rele-
vant ontologies. These concepts frequently refer to the roles that domain enti-
ties play while performing a specific activity, such as replaceable unit or spare
component.
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There are a large number of Top-level ontologies available on the Web like the
Dublin Core (DC) ontology8, a light weight RDFS vocabulary for describing generic
metadata; The Friend Of A Friend (FOAF) ontology9, used to describe people and
social relationship on the Web; the Dolce+DnS Ultralite (DUL) ontology10, an adap-
tation in OWL of the Descriptive Ontology for Linguistic and Cognitive Engineering
(DOLCE), and other domain ontologies that are focused on a particular field, for ex-
ample: in medicine, the NCI Thesaurus ontology11 developed by the US National
Cancer Institute’s Center for Bioinformatics and the SNOMED Clinical Terms ontol-
ogy12, developed at Department of Information and Communication Engineering of
the Inha University; in energy, the EEPSA ontology13 focused on energy eficiency and
thermal comfort in tertiary buildings; and in agriculture, Agrontology14 which pro-
vides a set of domain properties to the AGROVOC thesaurus, etc. There exist several
ontologies in the manufacturing domain which are presented in section 3.
1.2.5 RDF data storage systems
RDF data storage systems are specially designed for the storage and retrieval of
RDF triples through semantic queries. Those systems keep and retrieve informa-
tion through a query language (like SPARQL) just like a relational system (in this case
with SQL language). In addition to queries, triples can be imported/exported in Re-
source Description Framework (RDF) and other formats. Some RDF data storage sys-
tems were built as database engines from the ground up, while others were based
on commercial relational database engines (such as SQL-based engines) or database
engines that are document-oriented (No SQL). Furthermore, there are general pur-
pose database engines with triple storage capabilities. On the DB-Engines website15,
a ranking of the most popular RDF storage systems is shown, some of them are de-
scribed below.
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Data Integration Middleware, and HTTP Application Server Platform for administer-
ing data represented as tables (tabular relations) and/or RDF graphs (sentence collec-
tions). It has an open-source edition with most of the characteristics from the com-
mercial version, however, the custom inference rules capability (using SPIN language)
is missing. A 1-month evaluation license is available for the commercial edition (Vir-
tuoso Universal Server).
RDFox17 is an in-memory RDF triple store and semantic reasoning engine that is
highly scalable. Moreover, it supports shared memory parallel reasoning. It is a cross-
platform C++ software with a Java wrapper that makes it simple to integrate with any
Java-based solution. It runs on Windows, Mac OS X, and Linux and, instead of using
disk space, it stores data in Random Access Memory (RAM). This feature speeds up
data loading compared to other RDF stores, but it comes at a cost in terms of memory
usage due to poor compression. Oxford Semantic Technologies developed RDFox,
and a one-month trial license can be obtained from the company’s website.
Stardog18 is a Knowledge Graph platform that combines virtualization and graph
storage for cost-effective and flexible data integration. It supports a graph data model
based on RDF and has the OWL2-DL Pellet reasoner embedded. Stardog has a free
edition and also includes Stardog Studio, an Integrated Development Environment
(IDE) for data modelers, developers and administrators to build and manage their
knowledge graphs.
Neo4j19 is a native graph database platform. It stores the relationships between
data records, providing a flexible structure in contrast to traditional databases, which
store data in rows, columns and tables. Neo4j performs faster queries with complex
connections, and with more depth, than other databases. Although Neo4j does not
support RDF natively, it offers a plugin named NeoSemantics (n10s) that enables the
use of RDF and its associated vocabularies like: OWL, RDFS, SKOS and others.
In the development of this research work, different versions of the RDF storage
systems mentioned above were used and compared. They were selected by taking
into account the performance results shown in [Add19b] and [Add19a]: Virtuoso (ver-
sion 08.03.3314), RDFox (Version 2.1.1) and Stardog (Version 7.1.1). Also, the Neo4j





1.3 Industry 4.0 powered by Semantics technologies
Semantic technologies have proven to be useful in the integration of different do-
mains, functions, and processes. Industry is one of these domains where Semantic
technologies can be used to support interoperability, collaboration and improvement
of manufacturing processes. In [JSH+20], six stages in the development of a factory
are presented, that reflect its degree of maturity with respect to the implementation of
Industry 4.0 (figure 1.5). The first two correspond to pre-requisites (computerization
and connectivity) that factories must accomplish to begin with an Industry 4.0 trans-
formation and the other four (visibility, transparency, predictive capacity and adapt-
ability) are part of Industry 4.0. Next, the contribution that Semantic technologies can
make to each of these last four stages is described. Moreover, two more key requisites





















Figure 1.5: Stages in the Industry 4.0 development path [JSH+20]
Visibility refers to the fact of showing what is happening in the production chain.
The design and integration of real-time dashboard systems create not only visibility
but big concerns: who can visualize the data? how should be the data presented on
screen? Which data is relevant for the data annalist? A domain ontology that fully
describes the production chain processes (including the relevant data, the employee
profiles that can access the data and the best visualization format) can help to retrieve
the appropriate components enhanced with relevant information to the visualization
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tool, improving operational performance and monitoring.
Transparency means understanding why something is happening and using this
information to improve processes. Generating this understanding requires the pro-
cessing of very large volumes of data, for which it is necessary to use big data paradigms.
Although Semantic technologies were not created for Big Data, they provide several
advantages such as their ability to describe and integrate heterogeneous data and
to infer new knowledge [TS15]. The maintenance of rule-based systems presents a
big challenge when, over the years, a large set of rules has been accumulated. Hav-
ing the ability to perform automated reasoning allows the development of validation
schemes that help with those maintenance challenges. That automated reasoning
can be achieved modeling the data and rules as ontologies using OWL 2 DL [GLDK12].
Predictive capacity refers to the company’s ability to fully understand its pro-
cesses and be able to foresee its behaviours in the future. This requires the integra-
tion of simulation modeling paradigms. The introduction of probabilistic algorithms
of machine learning has improved the performance in the execution of simulation
models, however, there is the problem of the black box, making machine decisions
non-transparent and incomprehensible. The solution to that problem relies in cre-
ating context adaptive systems as a combination of ontologies with probabilistic ma-
chine learning [HKWT18], adding explanation to machine decisions.
Adaptability means using real-time data to make the best decision in the shortest
time, which can be simple or highly complex. Unplanned events disturb manufactur-
ing processes and require a quick rescheduling of the affected operations. However,
rescheduling planning processes are complex tasks, in which the employee has to be
supported. In [BLK18], an approach for an event-driven PPC (Production Planning
and Control) based on a manufacturing ontology is presented. The implementation
has been tested on an assembly line and validated with good results.
Modularity allows to reconfigure systems by exchanging resources and compo-
nents to achieve an adaptive and responsive production. For the automation of re-
configuration decisions, it is essential to create a model that describes all the char-
acteristics of the resources (capabilities, properties, functionalities, constraints, etc).
Ontologies like MaRCO [JSHL19] supports the representation and inference of com-
bined capabilities based on the description of simple capabilities of resources.
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Interoperability refers to the ability of cooperating and sharing heterogeneous
information between different systems in order to optimize their performance. By
means of ontologies is possible to address the interoperability issue, describing the
necessary semantics mappings to establish the correct communication between sys-
tems. Although there are many ontologies that have been developed for the industrial
manufacturing domain, these ontologies are focused on specific characteristics of the
manufacturing processes and turn out to be incompatible with each other. To solve
this problem, the Industrial Ontology Foundry (IOF)20 has been formed to create a set
of reference ontologies that span the entire domain of industrial manufacturing. In
this way, promote interoperability between the different disciplines of manufactur-
ing, engineering and supply chain.
1.4 Contributions of this research work
This research work is aimed at promoting the use of Semantic technologies in the
Industry 4.0 environment. For that purpose it provides on the one hand, artifacts that
allow adding value to the processes present in smart manufacturing, and on the other
hand, it offers a roadmap to facilitate the implementation of Industry 4.0 in SMEs
where, for reasons of various kinds (economic, cultural, technological, etc.), there are
barriers that prevent this industrial evolution. To this end, each of the contributions
of this research work is explained below.
C.1 An ontology for describing a type of manufacturing machine for Industry 4.0
systems (an extruder). This ontology provides sound descriptions over: main
components, spatial connections, main features, 3D representations and the
great variety of sensors that belong to this type of manufacturing machine.
C.2 A Visual Query System based on semantics descriptions. This system provides
a 2D digital representation of a manufacturing machine and dynamically cus-
tomized forms to formulate queries. In this way, domain experts can gain value
and insights out of the captured data as rapidly as possible, minimizing the
need to contact Information Technology experts.
C.3 A methodology for the implementation of Industry 4.0 in SMEs. Oriented
to the customer’s life cycle and enhanced by the use of Semantic technologies
20https://www.industrialontologies.org/
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and 3D digital technology, this methodology can help software engineers of
SME manufacturing scenarios to achieve a successful transformation towards
Industry 4.0. Moreover, the methodology has been applied step by step in a
real manufacturing enterprise, showing how to generate a series of services that
positively affect the relationship with the customer in two of the three phases
of the customer life cycle.
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2. Research method
For the development of the contributions presented in this research work, it was
necessary to follow a research method that would allow to obtain a better understand-
ing of the context in which the research work is supported (Industry 4.0 and seman-
tic technologies) and identify relevant previous works that leave open the possibility
of improvement and, therefore, the generation of important contributions. Conse-
quently, the research method of this work is designed combining the key element of
two research methodologies with solid conceptualizations: Design Science Research
[HMPR04, Hev07] and Case Study Research [Eis89].
Design Science Research (DSR) is a rigorous research approach that proposes the
construction of artifacts to provide a useful and effective solution to a problem in a
given domain. The artifact must be an innovative solution to a non-trivial problem.
The development of the artifact involves a cycle of design-build-evaluation activities,
which iterate as many times as necessary before the artifact is finally validated and
communicated for use.
Case Study Research (CSR) is based on a descriptive inquiry, usually with experi-
mental material collected over a period of time from a well-determined case to offer
a study of the environment and related processes in the phenomenon. In [Yin94], a
case study is defined as an experimental investigation activity that, through the use
of versatile experimental material collected in many different ways, reviews a specific
event or action of today in a limited area. The purpose of the case analysis is to make
an intense inquiry about a specific case, such as a subject, a group, an institute or a
society.
The integration and application of these methodologies in the research work has
allowed to:
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Frame the context where this research work has been focused. On the one hand,
large and solid enterprises that have already made their transition to Smart Manufac-
turing (contributions C.2 and C.1) and, on the other hand, Small and Medium-sized
Enterprises (SME) with the intention of making their transition but that encounter
different barriers that do not allow it (contribution C.3).
Interact with relevant actors belonging to the defined context, generating syner-
gies to identify and overcome the problems, challenges and opportunities that arise.
Domain experts, R&D directors and IBDS (Industrial Big Data Services) provider exec-
utives have been consulted for the development of the contributions in this research
work.
Identify drawbacks that can be solved with the use of Semantic technologies. It is
the case of the limited data analysis that domain experts can do due to the few infor-
mation obtained from predefined dashboards (contribution C.2); the lack of sound
descriptions of manufacturing machines that happen to be accessible, interopera-
ble, and reusable (contribution C.1); the lack of a well defined methodology to SMEs
in which the transition to Industry 4.0 can be carried out using minimal economic
resources and taking advantage of technologies that were not previously accessible
(contribution C.3).
Review the existing knowledge base to identify the related literature and previ-
ous contributions that lead to opportunities for improvement. The compilation of
antecedents, previous investigations and theoretical considerations on which this re-
search work is based are exposed in section 3.
Develop the necessary artifacts to solve the identified drawbacks. For the pur-
pose of this research, four artifacts were created: ¬ an ontology to describe a type of
manufacturing machine (contribution C.1); ­ a VQS system supported by semantics
(contribution C.2); ® a methodology to ease the process of implementing Industry
4.0 in SMEs (Contribution C.3); and ¯ a series of services oriented to the customer
life cycle and developed following the methodology (Contribution C.3).
Define the case study where the artifacts were tested to validate their effective-
ness. The contributions have been materialized for a real smart manufacturing sce-
nario (in particular, a plastic bottle production factory that follows an extrusion pro-
cess) in different scopes (i.e., production line, supply chain, data analysis, customer
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management) and have been tested by domain experts.
22 2. Research method
3. Antecedents and previous
work
In this section, different previous works and referenced sources in the context
where this research work takes place are addressed. This includes the semantic repre-
sentation of machines and processes, the visual exploration of data, and the different
initiatives existing within SME and the Industry 4.0 environment.
Related to the semantic representation of machines and processes, several on-
tologies related to the Smart Manufacturing area can be found. Those ontologies were
defined with distinct purposes and, therefore, describe different types of informa-
tion related to that area. For example, the PSL (Process Specification Language) on-
tology [Grü09] includes fundamental concepts for representing manufacturing pro-
cesses. The foundational elements of the core of the PSL ontology are four primi-
tive classes (activity, activity-occurrence, timepoint, object), three primitive relations
(participates-in, before, occurrence-of ) and two primitive functions (beginof, endof ).
The MASON (Manufacturing’s Semantics Ontology) ontology [LSDS06] is an upper
ontology for representing what authors consider the core concepts of the manufac-
turing domain: products, processes and resources. As a result, the main classes of
MASON are Entity (for specifying the product), Operation (for describing all processes
linked to manufacturing) and Resource (for representing concepts regarding machine-
tools, tools, human resources and geographic resources). The SIMPM (Semantically
Integrated Manufacturing Planning Model) ontology [SS19] is an upper ontology that
models the fundamental constraints of manufacturing process planning: manufac-
turing activities and resources, time and aggregation. MaRCO (Manufacturing Re-
source Capability Ontology) [JSHL19] defines capabilities of manufacturing resources.
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Its main class is Capability, which is specialized to cover both, simple capabilities
(e.g. Fixturing, SpinningTool) and combined capabilities (those that require a com-
bination of two or more simple capabilities, e.g. PickAndPlace, which requires Fin-
gerGrasping or Vacuum Grasping, Moving and Releasing). The MSDL (Manufactur-
ing Service Description Language) ontology [AD06] allows to describe manufacturing
services. More precisely, a Manufacturing Service is seen as a Service that is provided
by a Supplier and that has some Manufacturing Capability, which is enabled by some
Manufacturing Resource and delivered by some Manufacturing Process. The P-PSO
(Politecnico di MilanoProduction Systems) ontology [GF12] considers three aspects
in the manufacturing domain: the physical aspect (the material definition of the sys-
tem), the technological aspect (the operational view of the system) and the control
aspect (the management activities), for information exchange, design, control, sim-
ulation and other applications. Thus, its main classes are component, operation and
controller, which model the aforementioned three aspects, as well as part, operator
and subsystem. OntoSTEP (ONTOlogy of Standard for the Exchange of Product model
data) [BKS+12] allows the description of product information mainly related to ge-
ometry. MCCO (Manufacturing Core Concepts Ontology) [UYC+11] focuses on in-
teroperability across the production and design domains of product lifecycle. It pro-
vides some core classes in categories such as ManufacturingProcess, Manufacturing-
Facility, ManufacturingResource and Feature. Finally, SAREF4INMA [ETS17] pursues
favouring interoperability with industry standards. Some of its main classes are Pro-
ductionEquipment, Factory, Item and MaterialCategory. In this thesis, an ontology to
describe a type of manufacturing machine is introduced. Unlike other manufacturing
ontologies, this ontology depicts a manufacturing machine (specifically an extruder)
in fine-grained detail, with descriptions for main components, spatial relations, fea-
tures, 3D representations, and sensors.
In terms of visual data exploration, Key Performance Indicator (KPI) dashboards
have been widely used in a variety of industries, including manufacturing. For in-
stance, [RLS20] shows a digital control room with multitouch and multiuser-based
annotation dashboards for analyzing manufacturing data. The issues and outliers
that occur during the manufacturing process are visualized and identified using a cal-
endar view in [CCL+16]. A machine learning-based technique is used in [ILM+20] to
assist real-time visualization of data.
However, visualization tools must also support a customization functionality of
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various user-defined discovery scenarios and preferences based on research require-
ments [BPP19]. Visual Query Systems has a proven track record in this field. They
have been used for querying databases [CCLB97], for retrieving data from the Web
[Llo17] and also for visual exploration of time series. In this last case, there are ap-
proaches that advocate for the use of example-based methods such as [EF13], and
[CPS+19], which proposes a multilevel map-based visualizations of geolocated time
series.
Different proposals can also be found among systems that deal with semantic
data, such as SparqlFilterFlow [HLBE14], which employs a diagram-based approach
to represent the queries, and Rhizomer [BGA13], which employs a form based ap-
proach. Moreover, OptiqueVQS [SKZ+18] is a semantic-based visual query system
that exploits ontology projection techniques to enable graph-based navigation over
an ontology during query construction and sampled data to enhance selection of data
values for some data attributes. It shows all the classes defined in the loaded domain
ontology to the users as a starting point for queries formulation. This forces domain
experts to gather experience in the ontology before using the system. Other works
such as [AV18] focus on tools such as OWLViz4 or LODLive [CMA12] for visualizing
the content of ontologies and knowledge bases in the form of a graph but not for
querying them, or on tools that allow querying but require a good knowledge of the
underlying ontology (e.g., [LNHE16]). This thesis proposes a semantic-based visual
query system based on two main considerations: the lack of visual query systems for
smart manufacturing scenarios and the desire to incorporate semantics techniques
into those scenarios.
Finally, regarding the implementation of Industry 4.0, there exists several tech-
nologies that contribute to this end, such as Internet of Things (IoT), Cloud Com-
puting, Cybersecurity, Big Data and Analytics, Additive Manufacturing, Simulation,
and Robotics. In the specialized literature, several projects and case studies consider
the incorporation of Industry 4.0 technologies interesting in the context of manu-
facturing SMEs. For example, project ESMERA (European SMEs Robotic Applications
[IWZ+18]) of the European Commission’s Horizon 2020 Research and Innovation Pro-
gramme aims to boost robotics innovation for European SMEs by funding projects
such as REFLECT [CAS20], which tackles the assembly of deformable parts in dish-
washers by using a robotic system. Also under the Horizon 2020 Programme, project
CloudiFacturing [Clo20] aims to optimize production processes and producibility in
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SMEs using Cloud/HPC-based modeling and simulation. More precisely, it supports
projects such as 3D-CPAM (3D Clothing Production by Additive Manufacturing [TDS+20]),
which uses advanced HPC/Cloud services and modern 3D printing technologies to
optimize the 3D fashion design manufacturing process, or D2Twin [D2L20], which
uses big data analytics to improve quality control and maintenance. This thesis out-
lines a methodology for implementing Industry 4.0 in SMEs. The methodology aims
to develop a set of services that companies can use throughout the customer life cy-
cle to build stronger, longer-lasting relationships with customers. These services are
supported by the use of semantic and 3D digital technologies.
Regarding 3D digital technologies, Virtual Reality (VR), Augmented Reality (AR)
and Mixed Reality (MR) are considered relevant technologies for the new generation
of intelligent manufacturing [ZLLY19]. Virtual reality is a high-end human-computer
interface that allows interaction with simulated environments in real time and through
multiple sensorial channels [LSS19]. The users believe to be inside a reality that does
not exist in truth, but they act like in the real world [Sla09]. Augmented Reality has
been defined as a system which supplements the real world with virtual objects (com-
puter generated) that appear to coexist in the same space as the real world [BV19,
ME19]. It provides benefits especially in designing products and production systems.
While VR requires inhabiting an entirely virtual environment, AR uses existing nat-
ural environment and overlays virtual information on top of it. Finally, Mixed Re-
ality like augmented reality, places digital or virtual objects in the real world. How-
ever, with mixed reality, users can quickly and easily interact with those digital ob-
jects to enhance their experience of reality or improve efficiency with certain tasks
[GFPC+17]. These technologies can been used for several purposes in the indus-
trial and manufacturing environment, for example in the process of product design
[MZV18, GZC+18], for assembly simulations [TLL21, AAAAD16], for training purposes
[ORGS15, TLL+19], for factory layout planning [GBB+19, HRR+18] or for improving
maintenance services [RSP+21, Aba20]. Moreover, since 3D modeling has shown a re-
alistic description of manufactured products by generating high-quality textures and
proper lighting, it can be used for showcasing purposes. In this sense, it can be seen
how some companies such as Schneider Electric1 or Reid Supply2 show their techni-




4. Hypothesis and objectives
Once some concepts about Industry 4.0 and Semantic technologies related to the
work carried out in this thesis have been exposed, an overview of the contributions
has been shown and previous works have been reviewed, the hypothesis and the ob-
jectives on which this research work is based are presented. Each of them is detailed
below.
4.1 Hypothesis and general objective
The hypothesis of this research work has been defined as:
The use of Semantic technologies helps to generate value in the Smart
Manufacturing processes where they are applied.
The confirmation of this hypothesis has been based on the achievement of the
following general objective:
Creation of a series of artifacts that demonstrate the positive influence of the use of
Semantic technologies when applied to a real Smart Manufacturing scenario (defined
in section 1.1.3)
It should be mentioned that the previous objective may be too broad since it cov-
ers all possible applications within Smart Manufacturing. Hence, it is necessary to
define specific objectives, which have been considered in the research work.
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4.2 Specific objectives
The specific objectives have been defined taking into account three selected top-
ics: enriched descriptions of Smart Manufacturing components, data visualization
and analysis, and implementation of Industry 4.0 in SMEs. These objectives are spec-
ified below.
1. Create an ontology that provides sound, accessible, interoperable, and reusable
descriptions of a type of manufacturing machine (addressed in publication 7.1).
2. Create a semantic-based artifact that enables experts to visualize and analyze
data. The artifact must include rich annotations that aid in the identification
of patterns and insights, resulting in a better understanding of the data and
facilitating the analysis of the data. (addressed in publication 7.2).
3. Create a methodology that provides a guide for the creation of services oriented
to the customer life cycle for the implementation of Industry 4.0 in Small and
Medium-sized Enterprises (SMEs) using Semantic and 3D technologies (ad-
dressed in publication 7.3).
4. Create a proof-of-concept artifact following the steps of the proposed method-
ology to validate its effectiveness (addressed in publication 7.3).
With the achievement of these specific objectives, it is possible to confirm that the
established hypothesis is valid and, therefore, that Semantic technologies can be used
in the Smart Manufacturing environment to improve data analysis and positively af-
fect the customer life cycle.
5. Research work summary
This section outlines the tasks that were completed in order to achieve each of
the above-mentioned specific objectives. Furthermore, the tests carried out and the
results obtained as part of the creation process of the artifacts are also specified.
5.1 An ontology to describe a type of manufacturing ma-
chine that performs an extrusion process
As mentioned above, this research work is based on a real manufacturing sce-
nario. In this scenario, the data extracted from the sensors embedded in the manu-
facturing machines are transferred to an ITS provider for storage, visualization and
analysis. However, the data obtained from a sensor are presented in a disconnected
and independent way, since it comes in timestamp-value tuples, preventing impor-
tant information from being used for knowledge extraction, such as: type of sensor
(e.g., temperature, pressure ), units of the observation value (e.g., Fahrenheit, Kelvin),
optimal sensor operating ranges, etc. As a first approximation, an ontology was cre-
ated in which the sensors and observations that were produced from an extruder were
modeled. This ontology reuses concepts from the SOSA/SSN ontology [HJC+18] and
adds a specialization on the types of sensors and observations, allowing in this way
query formulation and visualization of enriched data. Nevertheless, the sensors were
expressed in the ontology as independent elements belonging to a simple individual
(i.e., Machine), lacking the corresponding descriptions that identify this type of man-
ufacturing machine: type and quantity of components, characteristics of these com-
ponents, spatial relations between components, location of the sensors along the ma-
chine, etc. Ontologies such as MaRCO, present a specialization of various machines
29
30 5. Research work summary
used in manufacturing processes (see figure 5.1). However, to the best of our knowl-
edge, there is no an ontology for describing specific industrial machine types with a
fine-grained detail, and more particularly, extruder machines. For this reason, it was
decided to create an ontology to compensate for this deficiency.
Figure 5.1: machine description in MaRCO ontology
Different methodologies were reviewed for the development of the ontology, with
the NeOn methodology being chosen due to the variety of scenarios it considers and
the detailed description of the activities to be followed. Following the NeOn method-
ology, the Ontology Requirements Specification Document (ORSD) was defined in-
cluding the competency questions that the ontology must answer, which where clas-
sified in five different dimensions: the components of an extruder, the spatial connec-
tions between those components, their features, their 3D description and the sensors
that capture information about several indicators.
Existing ontological resources were consulted for each of these dimensions in
order to favor reuse, and if these ontological resources could not be found, non-
ontological resources such as existing literature were consulted. In this way, the de-
scription of the components of an extruder were extracted mainly from a non-ontological
resource [GMW04] which allocated a complete chapter for this purpose. For the spa-
tial connections between the components, the GeoSPARQL ontology [PH12] was used,
which contains the descriptions of the Region Connection Calculus [CBGG97, RCC92],
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specifically the RCC8 relationships. To describe the characteristics of the compo-
nents, a research work was taken into account that evaluated different ontologies of
measurements [KS18], among which the QUDT [HK11] and OM [RvAT13] ontologies
stand out. Finally it was decided to use an excerpt of the OM ontology since the QUDT
had many errors and fewer concept descriptions than OM. Related to the 3D repre-
sentation of the components, the 3D Modeling Ontology (3DMO) [Sik17] was used
because it maps the entire XSD-based vocabulary of the industry standard X3D1 to
OWL 2. Finally, to describe the sensors that capture information about the indica-
tors, the ontology created initially as a first approximation was used, which reuses
concepts from the SOSA/SSN ontology.
Each of the aforementioned dimensions was expressed as an independent mod-
ule in a main ontology called ExtruOnt (see figure 5.2), which provides the necessary
interconnections between these modules. Other types of manufacturing machines
can be described using this modular configuration by simply replacing the module
containing the extruder’s own specifications (i.e., components) with a module con-
taining the descriptions inherent to the new type of machine and modifying the con-
nections with other modules in the main ontology.
The evaluation of the ontology was carried out with the help of three experts: A
R&D director of a company that design and produce extruder machines, a director of
an IBDS (Industrial Big Data Services) Provider company and an expert in developing
and managing ontologies who works in a technology center specialized in the indus-
trial domain. Two approaches in the evaluation were considered: Domain coverage
and Quality of the modeling.
Regarding Domain coverage, the experts suggested adding alignments with up-
per ontologies such as DUL2 and MASON [LSDS06]. In the final version of the Ex-
truOnt ontology, 95% of the related vocabulary extracted from ontological and non-
ontological resources was included, the remaining 5% corresponds to terms out of the
ontology scope or without significant value (e.g., parts of obsolete extruder models).
For Quality of the modeling, the ontology metrics were extracted and compared with
the metrics from other well-known manufacturing domain ontologies. Moreover, the
ontology was evaluated using the Ontology Pitfall scanner (OOPS!) [PVGPSF14]. The
detected flaws were corrected, however, two minor pitfalls belonging to external on-
1http://www.web3d.org/what-x3d-graphics
2http://ontologydesignpatterns.org/wiki/Ontology:DOLCE+DnS_Ultralite
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Figure 5.2: ExtruOnt ontology diagram (from publication 7.1)
tology imports remain.
5.2 A semantic-based artifact for data visualization and
analysis
For the development of this specific objective, the creation of a Visual Query Sys-
tem (VQS) based on semantics has been chosen, since this type of system offers high
customization capabilities. Visual Query Systems have been used to extract infor-
mation from the web, consult databases, and perform visual exploration of time se-
ries. However, its application in the industrial environment is limited, and finding
semantic-based VQS systems is even rarer.
The developed system is supported by the ExtruOnt ontology, specifically by the
sensors module. The data extracted from the sensors installed in the extruders are
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Figure 5.3: VQS system overview (from publication 7.2)
annotated using the terms included in the ontology and stored in an RDF store (see
figure 5.3). For user interaction with the system, a 2D representation of the extruder
was designed where the different sensors belonging to an extruder were obtained
from the existing descriptions in the RDF store and displayed dynamically. In this
way different types of extruders with different sensor configurations can be visual-
ized. Through the 2D representation of the extruder, those sensors on which the user
wishes to obtain data can easily be selected. Although the final ontology supports
the three-dimensional description of the components of an extruder, at the time of
developing the VQS this information was not available.
For data exploration, three types of queries were designed in collaboration with
domain experts: information queries, relation queries and anomalies queries. Each
of these queries has an individual form that is dynamically created depending on the
annotated descriptions of the selected sensors. For example, aggregation functions
are only available for those sensors that record numerical values such as temperature
sensors. Information queries are the simplest queries, in which the data related to one
or more sensors are obtained, limited by the different constrains selected (e.g., date,
34 5. Research work summary
time, aggregation functions). Relation queries are used to ask for the observations
made by some specific sensors when certain values hold in the observations made
at the same timestamp by some other sensors. Anomalies queries indicate certain
correlations between the values of different sensors that are supposed to hold under
normal conditions. The system allows users to run customized or predefined anoma-
lies queries. Once the form corresponding to the selected type of query is filled, a
SPARQL query is generated and executed against the stored data. In addition, a mod-
ule was included for the download of enriched data with which it is possible to carry
out additional analysis of the data using external tools (e.g., Tableau, PowerBI).
A visualization module has been developed and imported into the sensors mod-
ule of the ontology, where several recommendations for data visualization have been
described, in order to select the most appropriate representation depending on the
nature of the query and the sensors involved. This visualization module uses terms
from the Semanticscience Integrated Ontology3 (SIO) to describe graph and chart
types (e.g., pie chart, bar graph, scatter plot, line graph).
Finally, in the context of the case study, an empirical evaluation was conducted
from the perspectives of usability and behavior. For the quantitative usability evalua-
tion of the system,users were asked about how intuitive was the system for perform-
ing the queries that they wanted. They provided positive responses with regard to
the intuitiveness of the system for performing queries. They also commented on the
speed and suitability of the visualization of the results. The system was found to be
very intuitive and easy to use with a high degree of customization.
For the evaluation of the behavior, three different RDF storage systems where
selected: Virtuoso (version 08.03.3314), Stardog (Version 7.1.1) and RDFox (Version
2.1.1). Also, the Neo4j (Version 4.1.3) graph database engine was considered. They
were tested on the same hardware specifications over two metrics: data storage space
and query response time. For data storage space, when compared to Stardog and RD-
Fox, Virtuoso provides better space management, reducing the amount of space re-
quired to store the series by 37.99% and 78.4%, respectively. Related to query response
time, Virtuoso and RDFox were the fastest for information and relation queries, re-
spectively. Anomalies queries need to use the rule-based inference capabilities of
RDF storage systems. In this sense, RDFox shows a remarkable performance as it ma-
terializes these inferences. Nevertheless, Virtuoso shows a noteworthy performance
3https://bioportal.bioontology.org/ontologies/SIO
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even using the query rewriting method. A complete description of the data storage
space and query response time evaluations, including the amount of data and query
types used, is detailed in publication 7.2.
5.3 A methodology for the implementation of Industry
4.0 in SMEs
When it comes to making the transition to Industry 4.0, Small and Medium-sized
Enterprises (SMEs) run into a variety of problems. This type of enterprises is hesi-
tant to adopt this change due to economic, technical, and cultural barriers, among
other factors. One of the objectives of this research work is to give these companies
a structured guide in the form of a methodology so that they can achieve closer and
longer-lasting customer relationships through the implementation of new services
aligned with the four industrial revolutions (Industry 4.0). The proposed method-
ology takes into account the phases of a typical information system’s life cycle, but
what sets it apart are the detailed instructions it provides for incorporating semantic
descriptions and 3D visualization. Moreover, in order to provide a thorough explana-
tion of the methodology, it is divided into stages, which are then divided into phases,
which in turn are made up of activities (see figure 5.4).
The methodology consists of six main stages:
• Definition of objectives and goals. The aim of this stage is to define a roadmap
for the introduction of new services based on the company’s interest in imple-
menting Industry 4.0 to improve customer relationships.
• Build of semantic descriptions. In this stage, the activities concerning the
search and reuse of ontological resources are explained. Activities are also ad-
dressed for the creation of ontologies (if there is no suitable one) and for the se-
lection and evaluation of the knowledge platforms where the information will
be stored.
• Build of the 3D visualization. This stage deals with the activities concerning
the search or creation of the 3D representations of the products, as well as the
evaluation and selection of the most suitable rendering interface.
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Figure 5.4: Methodology diagram (from publication 7.3)
• Architecture design. The activities related to the definition of an architecture
to support the semantic descriptions and the 3D rendering interface are pre-
sented. The definition of the architecture takes into account a number of fac-
tors, including the identification of available information resources, the effect
on existing infrastructure, and the final location of selected architecture (own
datacenter or in the cloud).
• Implementation and testing of customer services The implementation and
testing of the services defined in the Definition of objectives and goals stage are
carried out in this stage. These services must be targeted at ensuring an im-
provement in the consumer life cycle by incorporating the technologies chosen
in previous stages.
• Deployment in production and maintenance. In this last stage, the activities
about the deployment in production of software artifacts are described, such as
the verification of the functionality, the correction of bugs, the periodic gener-
ation of statistics and the monitoring and maintenance tasks.
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Additionally, the expected inputs and outputs are specified for each stage. They
represent the necessary prerequisites to achieve the desired result by carrying out the
activities outlined in each stage of the proposed methodology.
5.4 A proof-of-concept artifact to validate methodology
effectiveness
For the evaluation of the methodology effectiveness, a case study was carried out
in a real manufacturing company where the detected faults related to the customer’s
life cycle were addressed applying the proposed methodology.
In the first stage (Definition of objectives and goals), an analysis of the customer
relationship with the company was done. In this, it was observed that the company’s
website offered limited information about products and, due to a lack of context
about the case when requesting help, remote assistance had delays. Taking into ac-
count those faults, it was decided to improve the customer experience in two phases
of the customer life cycle (i.e., Discover & Shop and Use & Service) through the cre-
ation of three services: catalogue, searching module and virtual technician. Further-
more, a feasibility study was conducted and the activity planning was done.
The definition of the competency questions was made in the second stage (Build
of semantic descriptions). The competency questions were intended to describe the
main products of the company (i.e., extruders) and represent the questions that cus-
tomers can ask about those products when using the new services. Next, The Ex-
truOnt ontology was assessed in relation to the competency questions, making ap-
propriate modifications and additions to correctly answer all questions. It then pro-
ceeded to select the knowledge platform where the ontology and descriptions cor-
responding to the individuals to be modeled would be stored after the ontology had
been selected and validated. Three RDF storage systems were considered for this:
Virtuoso, Stardog, and RDFox, with Virtuoso winning out due to its quick response
times and the possibility of an open-source version. Finally, Virtuoso was deployed in
a Google Cloud virtual machine, where its correct operation was verified.
The company’s ability to create 3D models of its products via CAD application was
verified in the third stage (Build of the 3D visualization). However, the CAD applica-
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tion’s license was very expensive, and the free update period had expired. It was then
decided to migrate to a cloud-based CAD application for creating, modifying, and
storing product 3D models. Among the options considered, Onshape was chosen be-
cause it offered a free version (ideal for this proof of concept) and an API for model ex-
traction. The next step was to choose a rendering framework for the OnShape models
that had been extracted. Three.js was chosen from among the evaluated frameworks
because it had a short learning curve and a large and well-structured library. Finally, a
test application was used to conduct communication tests between the OnShape API
and the rendering framework.
The available hardware resources were examined in the fourth stage (Architecture
design). Because production resources are outsourced, the decision was made to use
a development environment based on Google Cloud that the company already had.
The 3-Tier architecture was chosen due to the project’s tier separation requirements.
FireBase, as a hosting service; React, for the presentation layer; and NodeJs and Ex-
pressJs, for the application layer, are among the frameworks and libraries used in the
architecture.
In the fifth stage (Implementation of customer services), three services were im-
plemented that guarantee an improvement in the customer life cycle and integrate
the technologies chosen in the previous stages. A catalog, a search module, and a
virtual technician are included. The first two services are related to the Discover &
Shop phase of the customer life cycle, while the last one is related to the Use & Service
phase. Before moving forward with the design of the services, the methodology re-
quired an analysis of similar services. The results of this activity provided important
guidelines on how to approach new services, taking into account the characteristics,
benefits, and drawbacks of the service types examined. The detailed description of
the created services is exposed in publication 7.3. The company is currently conduct-
ing usability analysis and testing of functionality, integration, interoperability, and
user acceptance at the time of writing this dissertation. As a result, once the fifth stage
is completed, the activities corresponding to the sixth stage (Deployment in produc-






The development of new technologies such as the Internet of Things (IoT), ubiq-
uitous systems, Big Data, and Artificial Intelligence among others, has led to a new
industrial revolution where the barriers between the physical and the digital have
been reduced considerably. This new revolution, named Industry 4.0, has allowed the
generation of a new economy based on data and the implementation of Smart Man-
ufacturing, where the data obtained through the sensors installed in the manufac-
turing machines can be transmitted to large data centers where they are treated and
analyzed in order to extract knowledge to predict and improve all aspects of the pro-
duction chain. Numerous contributions based on these new technologies have been
produced, aimed at improving the analysis of data in Smart Manufacturing. However,
the use of Semantic technologies has not been promoted as strongly as other tech-
nologies such as Artificial Intelligence and Big Data, leaving a wide spectrum to be
explored. On the other hand, the implementation of Industry 4.0 has been elusive for
those Small and Medium-sized enterprises (SMEs) where, due to various economic,
social, technical obstacles, etc., there exist great challenges for its implementation.
Through the contributions presented in this research work, the use of Semantic
technologies in the field of Smart Manufacturing is promoted, taking into account
aspects such as the generation, visualization and analysis of enriched data. In addi-
tion, the problem of the implementation of Industry 4.0 in SMEs is also addressed,
but focusing on the customer life cycle, since most of the contributions found in the
literature are product-oriented, leaving this area aside. The conclusions regarding the
contributions of this research work are presented below.
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6.1 ExtruOnt: An ontology for describing a type of man-
ufacturing machine for Industry 4.0 systems (publi-
cation 7.1)
The aim of this contribution is to introduce the ExtruOnt ontology, which includes
terminology for describing a type of manufacturing machine used for extrusion pro-
cesses (extruder). It is made up of five modules: components4ExtruOnt for repre-
senting the components of an extruder, spatial4ExtruOnt for representing spatial re-
lationships among those components, OM4ExtruOnt for representing the features of
those components, 3D4ExtruOnt for representing 3D models of the components, and
sensors4ExtruOnt to reflect data collected by sensors. While the ExtruOnt ontology is
focused to describe extruders, it has been designed in such a way that it can be cus-
tomized to describe other forms of manufacturing machines.
The ExtruOnt ontology’s descriptions will allow various types of users to become
more acquainted with the extrusion process, to easily collaborate with other manu-
facturing companies, to create personalized 3D images of extruder machines, and to
assist in the exploration of data collected by sensors.
The ExtruOnt ontology has been documented and made publicly accessible. It
was evaluated by humans and software artifacts based on two assessment goals: do-
main scope and modeling accuracy. The evaluation demonstrates that ExtruOnt can
answer the specified competency questions, meeting the proposed specifications and
proving that its modules are correctly designed. It is also compatible with similar on-
tologies, allowing for easier interoperability.
6.2 A Semantic Approach for Big Data Exploration in In-
dustry 4.0 (publication 7.2)
A problem that is being considered in manufacturing scenarios is the creation
of software tools that support customization capabilities that enable data discovery
and visualization for different users based on their research needs. Furthermore, the
exploration and visualization of recorded time-series data leads to a better under-
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standing of the indicators used in system monitoring. A semantic-based visual query
system is presented in this contribution, which allows domain experts to formulate
queries involving dynamically generated forms and a customized digital representa-
tion of the manufacturing machine. The system also allows users to export data that
has been enriched. Furthermore, depending on the nature of the data, it offers a cus-
tomized visualization. The entire process is assisted by the ExtruOnt ontology that
describes the machine’s key components and sensors.
Despite the fact that disk space is an important consideration in big data scenar-
ios, the advantages of semantic data annotation for data analysis are not compara-
ble to the limited information derived directly from raw data. As a result, the addi-
tional storage required as a result of semantic annotation is tolerable, and the query
response times obtained are manageable.
6.3 Towards the implementation of Industry 4.0: a method-
ology based approach oriented to the customer life
cycle (publication 7.3)
In this contribution, a novel methodology centered on the customer life cycle
to help Small and Medium-sized Enterprises in conventional manufacturing sectors
adopt Industry 4.0, despite their limited resources and the high level of uncertainty
that this entails, is presented.
This methodology promotes the use of Semantic technologies and 3D visualiza-
tion, both of which have been thoroughly researched separately but, to our knowl-
edge, have not been combined. On the one hand, Semantic technologies, such as
ontologies, allow for a great deal of versatility in the representation of information,
as well as inference and reasoning capabilities that conventional databases struggle
to achieve. 3D modeling technologies, on the other hand, offer a more enhanced vi-
sual representation with better graphics and navigation controls, enabling the user to
have a more immersive and improved experience. All of these benefits aimed at the
customer, can strengthen the relationship between the customer and the company
over their life cycle, resulting in a high level of loyalty.
An additional contribution is a system that was implemented as a proof of concept
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in a real manufacturing organization, and uses the previously mentioned methodol-
ogy to produce a set of services that positively impact the customer relationship in
two of the three phases of the customer life cycle. This system is based on the Ex-
truOnt ontology that allows for the accurate and versatile description of extrusion
machines.
6.4 Future work
With regard to future work, we have identified two main research directions: ¬
Introduction of improvements in the system created in the proof of concept, and ­
Exploration of the benefits of using Semantic technologies in the learning process of
probabilistic models.
Concerning the system created using the proposed methodology, it is necessary
to look at the improvements that can be made in the second phase of the customer
life cycle, Buy & Install. The objective pursued is to extend the number of provided
services by including new channel partner services (for dealers or distributors), such
as visualizing and analyzing real-time data that can help them to make better opera-
tional decisions.
Regarding the benefits of using Semantic technologies in the area of Machine
Learning, within the scope of this thesis, a research line is open on the one hand,
in the explicability problem by extracting the rules of Machine Learning models (e.g.,
Decision Tree, Random Forest) and replacing them with SWRL semantic rules that
allow describing the explanation of the results. On the other hand, related to the im-
provement of probabilistic models for time-series multi-class classification, the work
progress is oriented to use additional Semantic information extracted from time se-
ries. The insertion of this information in the layers of Deep Learning models (Con-
volutional Neural Networks that only use the values of the observations) has shown a
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Abstract. Semantically rich descriptions of manufacturing machines, offered in a machine-interpretable code, can provide inter-
esting benefits in Industry 4.0 scenarios. However, the lack of that type of descriptions is evident. In this paper we present the de-
velopment effort made to build an ontology, called ExtruOnt, for describing a type of manufacturing machine, more precisely, a
type that performs an extrusion process (extruder). Although the scope of the ontology is restricted to a concrete domain, it could
be used as a model for the development of other ontologies for describing manufacturing machines in Industry 4.0 scenarios.
The terms of the ExtruOnt ontology provide different types of information related with an extruder, which are reflected in
distinct modules that constitute the ontology. Thus, it contains classes and properties for expressing descriptions about compo-
nents of an extruder, spatial connections, features, and 3D representations of those components, and finally the sensors used to
capture indicators about the performance of this type of machine. The ontology development process has been carried out in
close collaboration with domain experts.
Keywords: Ontology, extruder, Industry 4.0, Smart Manufacturing
1. Introduction
Different initiatives and strategies are emerging in
the 4th Industrial revolution (Industry 4.0) that is cur-
rently being experienced in the manufacturing sector.
Mainly they address, on the one hand, the compila-
tion of manufacturing records of products, with data
about their history, state, quality and characteristics,
and on the other hand, the application of manufactur-
ing intelligence to those records, so that the exploita-
tion of those data allows manufacturers to predict, plan
and manage specific circumstances in order to opti-
*Corresponding author. E-mail: victorjulio.ramirez@ehu.eus.
mize their production. Those initiatives enable impor-
tant business opportunities for the manufacturers.
Moreover, the appropriate design and implemen-
tation of such initiatives requires an innovation ef-
fort by deploying, among others, mechatronics for ad-
vanced manufacturing systems, manufacturing strate-
gies, knowledge-workers and modelling, simulation
and forecasting methods and tools [8]. Concerning
modeling, a lack of sound descriptions of manufactur-
ing machines that happen to be accessible, interoper-
able, and reusable can be identified nowadays. Thus,
in order to alleviate that existing shortage we have de-
veloped an ontology for providing detailed descrip-
tions of a real manufacturing machine type (called ex-
1570-0844/20/$35.00 © 2020 – IOS Press and the authors. All rights reserved
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truder) that performs an extrusion process.1 We have
not found any other ontology concerning extruders,
however, we believe that the ontology-based descrip-
tion of different manufacturing machine types can con-
tribute significantly to the development of the Indus-
try 4.0.
The purpose of this paper is to present the Ex-
truOnt ontology. It includes terms to describe (1) the
main components of an extruder (e.g. the drive sys-
tem), (2) the spatial connections between the extruder
components (e.g. the filter is externally connected to
the barrel), (3) the different features of the compo-
nents (e.g. the power consumption of the motor is
40.5 kWh), (4) the 3D description of the position of
the components (e.g. the feed hopper is located at point
q(0,0,-1) in a 3D canvas), and, (5) the sensors that need
to be used to capture indicators about the performance
of that extruder (e.g the temperature sensor that cap-
tures the melting temperature of the polymer).
The ExtruOnt ontology has been implemented us-
ing OWL 22 and the Protégé3 [23] development en-
vironment. ExtruOnt is in line with concepts included
in an ontology-based context model for industry pre-
sented in [13] and is aligned with several ontologies:
the DUL4 ontology, which models physical contexts;
the MASON ontology, an upper ontology for repre-
senting the core concepts of the manufacturing domain
[20]; SAREF4INMA [6], a SAREF [9] extension for
semantic interoperability in the industry and manufac-
turing domain; the GeoSPARQL ontology, which in-
corporates descriptions about Region Connection Cal-
culus (RCC) [24]; the OM5 ontology, the largest unit
ontology [27]; the 3D Modeling Ontology (3DMO),
which maps the entire XSD-based vocabulary of the
industry standard X3D6 (ISO/IEC 19775-19777) to
OWL 2 [30] and with the SOSA/SSN, which defines
general concepts about sensors [15].
Apart from the interest that the ExtruOnt ontol-
ogy has in itself, the main contributions of the Ex-
truOnt ontology are the following: (1) Reusability.
Its modular design facilitates the task of developing
1In which some material is forced through a series of dies in order








other ontologies for different types of manufacturing
machines. The module that describes the components
of an extruder could be replaced by another module
that would describe another type of manufacturing ma-
chine, while alignments with other modules should
be adapted to meet the requirements of the new type
of machine. Moreover, the defined alignments of Ex-
truOnt ontology with upper ontologies such as DUL
and MASON facilitate the task of modeling differ-
ent manufacturing operations (e.g. customer orders,
production plans); (2) Expressiveness of Spatial Con-
nections. It incorporates a hierarchical description of
possible relations in Region Connection Calculus and
some custom-defined ones. Dealing with all those de-
scriptions, more specific spatial relations can be de-
fined and thus fine-grained results for questions can be
provided.
Finally, the use of the ExtruOnt ontology as the
core element of ontology-based systems, developed for
Smart Manufacturing scenarios, can bring several ben-
efits. For example, the development of an ontology-
based Visual Query System will bring the following
benefits to the different types of workers of a manufac-
turing plant:
– Novice workers. The 3D rendering of an extruder
machine obtained from descriptions in the on-
tology will allow novice workers to familiarize
themselves with the extrusion process due to its
similarity to reality.
– Product Designers. The descriptions referring to
the components of the extruder as well as the con-
straints regarding their spatial connections, po-
sitioning and features contained in the ontology
will facilitate product designers the task of creat-
ing customized 3D images of extruder machines.
– Domain experts. Ontology-based annotation of
data captured by sensors will allow domain ex-
perts to perform an assisted exploration of data.
In the rest of this paper, we present first, distinct ap-
proaches that have been defined in the literature, re-
lated to two aspects considered during the develop-
ment process of ExtruOnt: existing ontologies and on-
tology evaluation techniques. Then, we show some
methodologies that have been proposed to adequately
develop ontologies. Next, we illustrate the steps that
we followed to develop the ExtruOnt ontology using
the NeOn methodology [32] and the modules that con-
stitute ExtruOnt. Later, we show the results of the eval-
uation process carried out considering two goals: do-
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main coverage and quality of modeling. We finish with
some conclusions and future work.
2. Related work
In the specialized literature several ontologies re-
lated to the Smart Manufacturing area can be found.
Those ontologies were defined with distinct purposes
and, therefore, describe different types of informa-
tion related to that area. For example, the PSL (Pro-
cess Specification Language) ontology [14] includes
fundamental concepts for representing manufacturing
processes. The foundational elements of the core of
the PSL ontology are four primitive classes (activity,
activity-occurrence, timepoint, object), three primitive
relations (participates-in, before, occurrence-of ) and
two primitive functions (beginof, endof ). The MASON
(Manufacturing’s Semantics Ontology) ontology [20]
is an upper ontology for representing what authors
consider the core concepts of the manufacturing do-
main: products, processes and resources. As a result,
the main classes of MASON are Entity (for specifying
the product), Operation (for describing all processes
linked to manufacturing) and Resource (for represent-
ing concepts regarding machine-tools, tools, human re-
sources and geographic resources). The SIMPM (Se-
mantically Integrated Manufacturing Planning Model)
ontology [31] is an upper ontology that models the fun-
damental constraints of manufacturing process plan-
ning: manufacturing activities and resources, time and
aggregation. MaRCO (Manufacturing Resource Capa-
bility Ontology) [18] defines capabilities of manufac-
turing resources. Its main class is Capability, which is
specialized to cover both, simple capabilities (e.g. Fix-
turing, SpinningTool) and combined capabilities (those
that require a combination of two or more simple ca-
pabilities, e.g. PickAndPlace, which requires Finger-
Grasping or Vacuum Grasping, Moving and Releas-
ing). The MSDL (Manufacturing Service Description
Language) ontology [1] allows to describe manufac-
turing services. More precisely, a Manufacturing Ser-
vice is seen as a Service that is provided by a Supplier
and that has some Manufacturing Capability, which
is enabled by some Manufacturing Resource and de-
livered by some Manufacturing Process. The P-PSO
(Politecnico di MilanoProduction Systems) ontology
[11] considers three aspects in the manufacturing do-
main: the physical aspect (the material definition of
the system), the technological aspect (the operational
view of the system) and the control aspect (the man-
agement activities), for information exchange, design,
control, simulation and other applications. Thus, its
main classes are component, operation and controller,
which model the aforementioned three aspects, as well
as part, operator and subsystem. OntoSTEP (ONTOl-
ogy of Standard for the Exchange of Product model
data) [2] allows the description of product informa-
tion mainly related to geometry. MCCO (Manufactur-
ing Core Concepts Ontology) [34] focuses on interop-
erability across the production and design domains of
product lifecycle. It provides some core classes in cate-
gories such as ManufacturingProcess, Manufacturing-
Facility, ManufacturingResource and Feature. Finally,
SAREF4INMA [9] pursues favouring interoperability
with industry standards. Some of its main classes are
ProductionEquipment, Factory, Item and MaterialCat-
egory.
Although some of the mentioned ontologies con-
tain some general terms for representing the con-
cept of industrial machine (e.g. Machine-tool in MA-
SON, Device in MarCO, ProductionEquipment in
SAREF4INMA), further specialization and character-
ization are needed for fitting our goal, that is, for de-
scribing specific industrial machine types with a fine-
grained detail, and more particularly, extruder ma-
chines. The search on different ontology repositories
(e.g. LOV [35], Swoogle [7], ODP [10]) for an on-
tology that covered this domain yielded unsuccessful,
and for that reason we built the ExtruOnt ontology fol-
lowing a well-established methodology.
Furthermore, considering the relevance of evaluat-
ing the quality and correctness of an ontology once
it has been built, several evaluation approaches have
been proposed in the specialized literature depend-
ing on the evaluation goal. The NeOn guidelines for
carrying out the ontology evaluation activity [28] iden-
tify the following goals of evaluation: domain cover-
age, quality of modeling, suitability for an applica-
tion/task and adoption and use. Then, specific eval-
uation approaches need to be chosen depending on
the selected goals. These approaches include, among
others, comparing to a gold standard ontology [22],
comparing to unstructured or informal data [3], using
human assessments [21], and using reasoners to as-
sess the logical correctness of the ontology [17]. An-
other relevant work in the area of ontology evalua-
tion is the one in [36], where a common framework
that considers quality criteria for aspects of ontology
evaluation is presented. More precisely, it identifies
the following criteria: accuracy, adaptability, clarity,
completeness, computational efficiency, conciseness,
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consistency and organizational fitness. In the case of
the proposed ExtruOnt ontology, some aspects consid-
ered in those works were taken into account during the
evaluation process (see Section 6).
3. Design methodologies
Different methodologies such as On-To-Knowledge
[33], Diligent [25] and NeOn [32] can be found in the
literature to adequately develop well-founded ontolo-
gies. On-To-Knowledge proposes a knowledge meta
process consisting of five steps: feasibility study to de-
termine whether to begin the actual development of the
ontology; kickoff, where the requirements are specified
and a semi-formal ontology description is developed;
refinement, where the target ontology is obtained by
refining and formalizing the semi-formal one; evalu-
ation, where the evaluation of the ontology is done;
and application and evolution, where the ontology is
applied in the target system and maintained. On-To-
Knowledge suggests reusing ontologies in the kickoff
step if available, but does not provide any guidelines
for it. Moreover, it does not deal with non-ontological
resources nor other ontological resources such as on-
tology design patterns. Diligent proposes a process
for a distributed development of ontologies that com-
prises five main steps: build, where an initial version
of the ontology is built by different stakeholders such
as domain experts, users, and knowledge and ontology
engineers; local adaptation, where users adapt the on-
tology for their own purposes; analysis, where a con-
trol board analyses the local versions to detect similar-
ities and decide which changes and requests are added
to the next shared version of the ontology; revision,
where the board revises the new version of the shared
ontology; and local update, where users can update
their local ontologies with information from the new
version. This methodology does not detail the series of
activities that should be followed during the build step,
and moreover, it does not include guidelines for us-
ing neither ontological nor non-ontological resources
in the development process. The NeOn methodology
describes a set of nine scenarios that may occur when
building an ontology, along with a list of activities that
should be carried out in each scenario. Tightly related
to those scenarios, it presents two ontology network
life cycle models (waterfall and iterative-incremental)
with several versions. The basic version is the Four-
phase model, which includes the following phases: ini-
tiation, where the requirements are specified; design,
where both an informal and a formal model of the
ontology are created; implementation, where the for-
mal model is implemented in an ontology language;
and maintenance, where the ontology is used until er-
rors or missing knowledge are detected. The NeOn
methodology places special emphasis on reusing and
re-engineering both ontological and non-ontological
knowledge resources. Thus, more detailed versions of
the basic model (e.g Five-phase model, Six-phase +
Merging model) include as well one or more of the
following phases, resulting in a variety of paths to de-
velop an ontology: reuse, where existing ontological
or non-ontological resources are added to the model;
re-engineering, where those resources are modified to
serve to the intended purpose; and merging, where
ontologies are merged or alignments are established
among ontological resources. The methodology in-
cludes thorough guidelines on how to perform all the
mentioned activities.
4. Development of the ExtruOnt ontology
In order to develop the ExtruOnt ontology we se-
lected the NeOn methodology. In our opinion, NeOn
beats the other methodologies in these two aspects: on
the one hand, the variety of scenarios that it takes into
account, which results in a more flexible methodology,
and on the other hand, the great detail in the descrip-
tion of the activities that need to be carried out when
building the ontology. Furthermore, due to the require-
ments of ExtruOnt, which include reuse of ontological
and no-ontological resources, re-engineering, merg-
ing, aligning with domain ontologies, implementation
and evaluation among others, its development process
fits with the Six-Phase + Merging Phase Waterfall On-
tology Network Life Cycle Model. In Fig. 1 the phases
of the aforementioned life cycle model along with sce-
narios, activities and modules of the ExtruOnt ontol-
ogy involved in each scenario are indicated. These
modules and their purpose are explained in Section 5.
The different phases of the life cycle model are ex-
plained below.
4.1. Initiation
In collaboration with the R&D director of a com-
pany that manufactures extruder machines, we cre-
ated the Ontology Requirements Specification Docu-
ment (ORSD) that contains among others, the purpose
of the ExtruOnt ontology, its scope and the Compe-
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Fig. 1. The Six-Phase + Merging Phase Waterfall Ontology Net-
work Life Cycle Model along with scenarios, activities and ExtruOnt
modules.
tency Questions (CQs), see Table 1. After a detailed
analysis of those questions, it was noticed that they
referred to five different dimensions regarding infor-
mation related to extruders. Thus, the questions were
classified in the following five groups, one for each
dimension: the components of an extruder, the spatial
connections between those components, their features,
their 3D description and the sensors that capture infor-
mation about several indicators (Scenario 1).
4.2. Reuse
Due to the fact that the search for an ontology
that covered all these dimensions was unsuccessful,
we focused on searching both ontological and non-
ontological resources for each dimension.
In this subsection, we present the non-ontological
and ontological resources used to describe the afore-
mentioned dimensions.
– Components of an extruder: In order to describe
the components, we relied on the one hand, on
non-ontological resources existing in the special-
ized literature and mainly in a full chapter ded-
icated to the extruder and its equipment that ap-
pears in [12]. Moreover, due to the complexity
of the extrusion head, another non-ontological re-
source was used as a reference to represent the
features of this component. In [29], a thorough
explanation of the extrusion head design and ap-
plications is presented, categorizing the extrusion
head depending on the position and the type of ex-
trudate obtained (Scenario 2). On the other hand,
the PartOf7 ontology design pattern was selected
in order to specify parthood between the extruder
and its components, as well as between different
parts that constitute each component (Scenario 7).
– Spatial connections between components: In the
specialized literature can be found the Region
Connection Calculus (RCC) [5,26], which is in-
tended to represent the spatial relations between
objects and facilitate reasoning over those rela-
tions. There are multiple representations of the
RCC. The main one is RCC8, which consists of
8 basic relations that are possible between two
regions. Different ontologies have tried to rep-
resent the RCC descriptions (GeoSPARQL[24],
Spatial Relations Ontology,8 NeoGeo Spatial On-
7http://ontologydesignpatterns.org
8http://data.ordnancesurvey.co.uk/ontology/spatialrelations/
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Table 1
Summary of the Ontology Requirements Specification Document for ExtruOnt
1. Purpose
The purpose of the ExtruOnt ontology is to provide a reference model for the physical representation of extruder
machines and the time series data gathered from their sensors, allowing to describe the extruder components, their
position with respect to other components and the data obtained from sensing devices.
2. Scope
The ontology will focus on general purpose extruder machines.
3. Implementation language
The ontology has to be implemented in a formalism that allows classification of classes and realization between
instances and classes.
4. Intended users
– User 1: Novice workers.
– User 2: Product designers.
– User 3: Domain Experts.
5. Intended uses
– Use 1: To describe different models of extruders.
– Use 2: To help the process of identifying the extruder components and their location.
– Use 3: To help to select the optimal extruder for a specific product.
– Use 4: To recognize differences between extruder models.
– Use 5: To improve user interaction with the different sensing devices in the extruder and the gathered data.
6. Ontology requirements
(6.a) Non-functional requirements (not applicable)
(6.b) Functional requirements: Groups of competency questions
– CQG1: Extruder components-related competency questions:
* CQ1.1: How many heater bands does the extruder E01 have?
* CQ1.2: What kind of extrusion head does the extruder E02 have?
* CQ1.3: Is the machine E03 a single or double screw extruder?
* CQ1.4: Is the extruder E04 powered by an AC motor?
* CQ1.5: Is this extruder E05 suitable to process plastic pellets?
* CQ1.6: Can the extruder E06 process multiple polymers?
* . . .
– CQG2: Spatial connections-related competency questions:
* CQ2.1: With which components are the filters FIL01 connected?
* CQ2.2: Which components overlap the barrel BAR01?
* CQ2.3: Which components are disconnected from the motor M01?
* CQ2.4: Which components are monitored in the drive system DS01?
* CQ2.5: How many sensors does the barrel BAR02 have?
* . . .
– CQG3: Features-related competency questions:
* CQ3.1: What is the diameter of the barrel BAR03?
* CQ3.2: What are the optimal operating conditions of the screw SCR01?
* CQ3.3: What is the maximum torque produced by the motor M02?
* CQ3.4: Does the extruder E07 fit in a space 3 meters wide by 5 meters long?
* CQ3.5: What is the bottles-per-hour production rate of the extruder E08?
* . . .
– CQG4: 3D positioning-related competency questions:
* CQ4.1: Which components of extruder E11 can not be located in a 3D canvas?
* CQ4.2: What are the modeling and position of the feed hopper FH01?
* . . .
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Table 1
(Continued)
– CQG5: Sensors and observations-related competency questions:
* CQ5.1: What properties are observed by the sensors located in the extrusion head EH01?
* CQ5.2: What is the unit of measurement used by the motor consumption sensor MCS01?
* CQ5.3: Where is the melting temperature sensor located in extruder E08?
* CQ5.4: What is the identifier of the temperature sensor in extrusion head EH02?
* CQ5.5: When was the first and last observation made by sensor SN01?
* CQ5.6: What was the average, maximum and minimum value of the observations in a day for the sensor SN02?
* CQ5.7: How many observations from torque sensor SN03 are outside the optimal values?
* CQ5.8: how long was the maximum period of extruder E09 inactivity during the last week?
* CQ5.9: At what times during August 21st, 2018 and August 22nd, 2018 did the melting temperature exceed the
maximum optimal operational value in extruder E10?
*. . .
7. Pre-glossary of terms
Extruder, feed system, observation, sensor, tangential proper part, measure, 3D canvas . . .
tology9). We selected the GeoSPARQL ontology,
which models the RCC8 relations, because it is
the base for the other spatial ontologies (Sce-
nario 3).
– Features of the components: Based on a work
that evaluates ontologies of measurements [19],
two ontologies were considered: QUDT10 [16]
and OM11 [27]. QUDT is the result of a NASA-
sponsored initiative to formalize Quantities, Units
of Measure, Dimensions and Types, and it is cat-
egorized as a medium sized ontology. OM is an
ontology that allows to model concepts and rela-
tions in the context of food research and it was the
largest unit ontology compared. In the aforemen-
tioned evaluation, multiple issues were found in
QUDT ontology like reasoning impossibility, du-
plicated units, wrong specifications, typing errors,
etc. Moreover, only English labels were added
and, according to the article, the reported issues
remain unsolved. On the other hand, OM shared
some issues with QUDT like reasoning impossi-
bility, wrong dimension values, typing errors, but
the reported issues have been corrected and la-
belling can be found in Dutch and Chinese for
a subset of individuals. Equally important, more
concepts can be found in OM, so this was the se-
lected ontology (Scenario 3).
– 3D representation of components: We selected





this ontology maps the entire XSD-based vocab-
ulary of the industry standard X3D12 (ISO/IEC
19775-19777) to OWL 2. Therefore, it can be
used for the representation, annotation, and effi-
cient indexing of 3D models (Scenario 3).
– Sensors for capturing information about indica-
tors: We did not find any ontological resource
that defines the specific types of sensors that
are used to monitor extruders. However, the well
known SOSA/SSN[15] ontology defines general
concepts about sensors, which can be specialized
with information obtained from non-ontological
resources about extruders [12] to reflect the speci-
ficities of the extrusion domain (Scenario 3).
4.3. Merging
To guarantee semantic interoperability, the Ex-
truOnt ontology is aligned with other domain ontolo-
gies such as: (1) DUL, an upper ontology created to
provide a set of concepts to facilitate interoperabil-
ity among ontologies; (2) MASON, an upper ontology
for representing the core concepts of the manufactur-
ing domain and (3) SAREF4INMA, a SAREF exten-
sion for industry and manufacturing (Scenario 5). The
selection of these ontologies was carried out taking
into account different key factors such as domain, use,
maintenance, acceptance, popularity and coverage. For
example, in the selection of MASON, other different
ontologies were considered: MaRCO, whose approach
is oriented to machine capabilities and, thus, out of
our scope; MSDL, with a large amount of concepts fo-
12http://www.web3d.org/what-x3d-graphics
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cused on processes and resources but leaving products
aside; SIMPM, with few concepts and focused only
on the processes; and finally, PSL, P-PSO, MCCO
and OntoSTEP whose OWL definitions could not be
found. On the contrary, MASON defines a meaningful
categorization of products, processes and resources, it
has been widely reviewed [4] and it is currently avail-
able. The terms used in the ontology alignment are
presented in Section 5.1.
Concerning to the spatial connection between com-
ponents, we realized that using only the GeoSPARQL
ontology was not sufficient for answering competency
question CQ2.2. Thus, a twofold approach was used:
in addition to the GeoSPARQL ontology, information
about other RCC spatial relations obtained from the
aforementioned non-ontological RCC resources was
incorporated (Scenario 5).
4.4. Re-engineering
A re-engineering process was carried out to trans-
form the non-ontological resources mentioned previ-
ously into conceptual models, analyzing the structure
of the resource (chapters, subsections, connections, or-
der, etc.). Once the conceptual model for each resource
had been created, they were used as input of the design
phase. (Scenario 2).
4.5. Design
The modularization of ontologies facilitates the de-
velopment, reuse and maintenance of an ontology.
In addition, it conforms to the dimensionality ap-
proach obtained from the ORSD analysis. There-
fore, each of the five dimensions was represented
through a module: the components of an extruder
(components4ExtruOnt), the spatial connections be-
tween those components (spatial4ExtruOnt), their fea-
tures (OM4ExtruOnt), their 3D description (3D4Extru-
Ont) and the sensors that capture information about
several indicators (sensors4ExtruOnt), which alto-
gether form the ExtruOnt13 ontology (Scenario 1). The
key features of each module are presented in depth in
Section 5.
OM, SOSA/SSN and 3DMO ontologies contain a
wide range of concepts that belong to the domains
they represent, however, due to the specific domain we
wanted to model, a pruning process was carried out for
13http://bdi.si.ehu.es/bdi/ontologies/ExtruOnt/ExtruOnt.owl
these ontologies keeping only those concepts and de-
scriptions that are relevant, favoring lightness, clean-
liness and maintenance of the ontology (Scenario 8).
Additionally, the pruned SOSA/SSN ontology was en-
riched with specialized concepts drawn from the con-
ceptual model (see Section 5.5).
4.6. Implementation
A formal model expressed in a Description Logic
was generated and implemented in OWL 2 DL Web
Ontology Language using Protégé [23] (Scenario 1).
Later, a wide evaluation of the ontology was done
which is presented in Section 6, describing the differ-
ent considered approaches.
4.7. Maintenance
The maintenance phase is currently undergoing.
Once an error is detected, the ontology will be taken
to the design phase to be corrected, as stipulated in the
Waterfall ontology network life cycle model.
5. Ontology modules
As said before, ExtruOnt is divided in five mod-
ules aiming to describe several characteristics of an ex-
truder machine (see Fig. 2).
In the following, the key features of each module are
presented.
5.1. components4ExtruOnt
The components4ExtruOnt14 module is the main
module of the ExtruOnt ontology and is intended to
describe the components of an extruder. According to




– Screw, barrel and heating system.
– Head and die assembly.
– Control system.
Moreover, the components of each one of these sys-
tems are explained. For instance, the drive system is
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Fig. 2. ExtruOnt ontology diagram showing the reuse of terms from other domain ontologies.
bearing; and the head and die assembly contains the
head, die/nozzle, breaker plate and filters/screens. This
analysis of the components of the extruder was used as
base to create the components4ExtruOnt module.
A new main class called Extruderwas created for
representing the extrusion machine, while the connec-
tions between the extruder and its systems and compo-
nents were made using the hasPart object property
of the PartOf15 ontology design pattern. Moreover,
custom-made specializations of hasPart were cre-
ated to relate specific components, e.g., hasBarrel,
hasScrew and hasHeaterBand. The parthood re-
lations of the extruder and its components are shown
in Fig. 3. To facilitate integration with other domain
ontologies, the terms saref4inma:Production-
Equipment16 and MASON:Machine-tool17 were




Moreover, the specialization of each component was
represented using rdfs:subClassOf relations. An
example is illustrated in Fig. 4.
With respect to the extrusion head, the classification
that can be found in [29] was used to provide a detailed
representation of this component. Figures 5 and 6 ex-
emplify this representation.
Among others, the following competency questions
are resolved with the components4ExtruOnt module:
– CQ1.1: How many heater bands does the extruder
E01 have?
– CQ1.2: What kind of extrusion head does the ex-
truder E02 have?
– CQ1.3: Is the machine E03 a single or double
screw extruder?
– CQ1.4: Is the extruder E04 powered by an AC
motor?
– CQ1.5: Is this extruder E05 suitable to process
plastic pellets?
– CQ1.6: Can the extruder E06 process multiple
polymers?
7.1. ExtruOnt: An ontology for describing a type of manufacturing machine for
Industry 4.0 systems 57
896 V.J. Ramírez-Durán et al. / ExtruOnt: An ontology for describing a type of manufacturing machine for Industry 4.0 systems
Fig. 3. Some components of an extruder.
Fig. 4. Excerpt of the class hierarchy of the components.
A SPARQL query to answer the competency ques-






18We assume that the query is executed after inferences are pro-




ASK { :E04 p:hasPart ?motor01.
?motor01 a c4e:AC_motor
}
As a result, the description of the extruder in the
components4ExtruOnt module will help novice work-
ers to recognize its different sections and components.
Moreover, it will help domain experts to formulate
queries, according to their needs, related to the amount
of components and their types.
5.2. spatial4ExtruOnt
The main representation of RCC is RCC8, which
consists of 8 basic relations that are possible between
two regions: Equal (EQ), Disconnected (DC), Exter-
nally Connected (EC), Partially Overlapping (PO),
Tangential Proper Part (TPP), Non-Tangential Proper
Part (NTPP), Tangential Proper Part inverse (TPPi)
and Non-Tangential Proper Part inverse (NTTPi).
A stripped down version of RCC8 is RCC5, which
consists of 5 relations: Equal (EQ), Discrete (DR), Par-
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Fig. 5. Definition of the Extrusion head for profiles.
Fig. 6. Subclasses of Extrusion head.
tially Overlapping (PO), Proper Part (PP) and Proper
Part inverse (PPi). The graphical representation of
RCC5 and RCC8 relations with their mappings are
shown in Fig. 7.
For the spatial4ExtruOnt19 module, a submodule of
the GeoSPARQL ontology was used, which contains
the SpatialObjectmain class and the object prop-
erties referencing to the RCC8 relations. To encour-
age semantic interoperability, the term Physical-
Object from DUL ontology20 was included as a
superclass of SpatialObject. Moreover, a hier-
archical object property representation was made in-
cluding RCC8 relations connected to RCC5 ones, and





Fig. 7. RCC5 and RCC8 relations.
ample, rcc8tpp (tangential proper part) is a sub-
property of rcc5pp (proper part) and, in the same
way, rcc5pp is a subproperty of the custom-made
overlapsNotEquals object property. Another ex-
ample is the following: when two objects overlap,
three possible situations can occur: (1) A is equal
to B, (2) A partially overlaps B and (3) A overlaps
but is not equal to B. This is represented with the
overlaps object property and three subproperties:
rcc8eq (equals), rcc8po (partially overlapping)
and overlapsNotEquals (overlaps but not equal).
This hierarchy allows a fine-grained classification of
spatial relations and can provide detailed results to
general questions, e.g., the answer to the question
about the objects that overlaps object X will return
those objects that are equals, partially overlapping and
proper part of object X. The object property hierarchy
is shown in Fig. 8.
RCC8 also defines a composition table where the
possible relations between an object A and an object
C are indicated based on the relation between object A
and B, and the relation between object B and C. How-
ever, the OWL 2 DL expressivity level is not sufficient
to represent the full table, and for that reason, in spa-
tial4ExtruOnt only compositions that yield a single re-
7.1. ExtruOnt: An ontology for describing a type of manufacturing machine for
Industry 4.0 systems 59
898 V.J. Ramírez-Durán et al. / ExtruOnt: An ontology for describing a type of manufacturing machine for Industry 4.0 systems
Fig. 8. Object property hierarchy in spatial4ExtruOnt.
sult for the type of relation between objects A and C
have been defined in the ontology, more precisely by
means of property chains (see Fig. 9).
Once the spatial4ExtruOnt module was added to
ExtruOnt, it was possible to describe the spatial con-
nections between the components of the extruder. The
classes that describe single components were declared
as subclasses of the SpatialObject class and the
relations between components were made. For exam-
ple: the filter is externally connected to the barrel and
the breaker plate, and it is a tangential proper part of
the extrusion head (Fig. 10).
With the spatial4ExtruOnt module, it is possible to
answer several competency questions. These are some
of them:
– CQ2.1: With which components are the filters
FIL01 connected?
– CQ2.2: Which components overlap the barrel
BAR01?
– CQ2.3: Which components are disconnected with
the motor M01?
– CQ2.4: Which components are monitored in the
drive system DS01?
– CQ2.5: How many sensors does the barrel BAR02
have?
The CQ2.2 competency question is resolved with











The spatial4ExtruOnt module will allow novice
workers to understand the spatial connections between
the different components of an extruder. Furthermore,
it will help product designers and domain experts to
define the distribution of the components, e.g., the po-
sition of the sensors in the head and die assembly.
5.3. OM4ExtruOnt
The objective of the OM4ExtruOnt21 module is to
provide the terms that are necessary to describe the
features of the components. This is an important step
in the representation of the extruder, as single com-
ponents could have different characteristics: a barrel
could have different dimensions and manufacturing
materials.
A submodule of the OM ontology was used to cre-
ate OM4ExtruOnt, where only the concepts useful for
characterizing the components of the extruder and pro-
cess were taken into account. As stated before, due
to the fact that OM is an ontology in the context
of food research, it is common to find concepts like
NumberColor1 and NumberRottenFlowers to
refer to the avocado color and flower status respec-
tively. Consequently, these concepts were removed
keeping only concepts like temperature, speed, size,
etc.
The elements of the OM4ExtruOnt module can be
connected to the elements of the components4Extru-
Ont module by means of the object property has-
Phenomenon, which links a measure made for a fea-
ture with the object to which the measure applies.
For example, in Fig. 11 a measure (ex:Voltage-
Measure01) of the motor voltage (ex:Motor-
Voltage01) of a specific motor (ex:Motor01) is
represented, which in this case takes the value of 220
volts.
Once the features of the components are defined us-
ing the OM4ExtruOnt module, it is possible to answer
more competency questions, such as:
– CQ3.1: What is the diameter of the barrel
BAR03?
– CQ3.2: What are the optimal operating conditions
of the screw SCR01?
– CQ3.3: What is the maximum torque produced by
the motor M02?
– CQ3.4: Does the extruder E07 fit in a space 3 me-
ters wide by 5 meters long?
21http://bdi.si.ehu.es/bdi/ontologies/ExtruOnt/OM4ExtruOnt.owl
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Fig. 9. Property chains defined in spatial4ExtruOnt.
Fig. 10. Excerpt of the Filter class description.
– CQ3.5: What is the bottles-per-hour production
rate of the extruder E08?








SELECT ?motorTorque01 ?torqueMeasure ?value ?unit






On the one hand, the definition of the features of
the components made on the OM4ExtruOnt module
will contribute to the novice workers’ awareness of the
maximum operating condition of the components. On
the other hand, it provides a tool for domain experts to
annotate the features of the components, gathered from
the design process facilitating the preparation of their
specification.
Fig. 11. Example of definition of a measure for the feature Motor
voltage.
5.4. 3D4ExtruOnt
The graphic representation of an extruder permits
to visually understand/observe the positioning of each
component that is part of it. Many images of extrud-
ers can be found in books, articles, brochures and web-
sites. However, the limitations of a 2D environment
makes it difficult to visualize the exact position of the
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Fig. 12. 2D representation of the components of an extruder.
Fig. 13. 3D representation of the components of an extruder.
components. Thus, the understanding of an extruder is
limited due to the lack of interaction, and the viewer is
restricted to the bi-dimensional expressiveness of the
author (Fig. 12). On the contrary, a 3D representation
of an extruder allows to improve the viewer’s interac-
tion, facilitating to move, rotate, zoom in and zoom
out. This advantage provides each user with a person-
alized experience (Fig. 13).
The purpose of the 3D4ExtruOnt22 module is to pro-
vide terms for describing the position of each single
component in the extruder, in a way that each single
component model can be located in a 3D canvas.
X3D is a royalty-free open standards file format and
run-time architecture to represent and communicate
3D scenes and objects, which is approved for the Inter-
national Standards Organization (ISO). With a set of
rich features, X3D can be used in scientific visualiza-
tion, CAD and architecture, training and simulation,
etc. and supports:
22http://bdi.si.ehu.es/bdi/ontologies/ExtruOnt/3D4ExtruOnt.owl
Fig. 14. Definition of motor model location in a 3D canvas.






The selected 3DMO ontology contains a complete
X3D definition. To build the 3D4ExtruOnt module,
only the section referring to the 3D object position-
ing was selected. To connect the elements of the
3D4ExtruOnt module with the elements of the compo-
nents4ExtruOnt module, a new has3DRepresen-
tation object property was included, whose range
is the X3D Transform class and the domain is
the SpatialObject class, previously mentioned.
Transform class provides the translation prop-
erty where the x, y and z coordinates, referring to the
position of a 3D model in a canvas, can be specified.
The Inline class allows to load different external 3D
file formats (obj, stl, collada, fbx, etc.) by using the
url property to specify the path to the resource loca-
tion. An example of the 3D positioning of the motor is
shown in Fig. 14.
Now, it is possible to answer competency questions
referring to 3D object positioning, for example:
– CQ4.1: Which components of extruder E11 can
not be located in a 3D canvas?
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– CQ4.2: What are the modeling and position of the
feed hopper FH01?
The following SPARQL query can be used to an-








SELECT ?position ?nameSpace ?id ?url









The 3D4ExtruOnt module will help domain experts
in the design process of components, by providing the
required information to position 3D models of compo-
nents in a scene. Moreover, the detection of faults or
collisions will be facilitated. Furthermore, it will help
novice workers to understand the physical appearance
of single components and recognize them in real-world
scenarios.
5.5. sensors4ExtruOnt
This module is intended to enable domain experts
to gain a greater value and insights out of the captured
data from the sensors of the extruders, in order to keep
trace of the performance of the extruder and allowing
to detect possible future faults.
The sensors4ExtruOnt23 module imports the SOSA/
SSN [15] and OM4ExtruOnt ontologies. The class
Sensor was created as a specialization of sosa:
Sensor. Two properties were added to this class:
indicatorId (the identifier of the sensor) and
sensorName (the name of the sensor). Moreover,
two main subclasses of Sensor were defined:
BooleanSensor and DoubleValueSensor to
represent sensors that capture true/false data and nu-
merical data respectively. Finally, these two subclasses
were specialized for describing more specific type of
sensors, more precisely sensors for observing: whether
a resistor is on or off, whether a fan is on or off, the
level and composition of the additive, the number of
23http://bdi.si.ehu.es/bdi/ontologies/ExtruOnt/sensors4ExtruOnt.
owl
bottles made in a shift, the feed rate of the polymer, the
melting temperature of the polymer, the power con-
sumption of the motor, the pressure in the pressurized
zones of the extruder, the speed of the rotational com-
ponents, the temperature, the thickness of the extrudate
and the viscosity of the extrudate.
The observable property for each sensor type is indi-
cated by sosa:observes. For example, the observ-
able property of a MotorConsumptionSensor is
Power (imported from OM4ExtruOnt) and its unit
is Watt, an individual of PowerUnit. Each sensor
type is related to the type of observation that it makes
through the sosa:madeObservation property.
For each observation, its value and timestamp are indi-
cated by properties sosa:hasSimpleResult and
sosa:ResultTime respectively. The annotations
made in the data and the descriptions in the mod-
ule can be used to generate a customized and seman-
tically enriched chart to visualize the data. For ex-
ample, when a sensor is defined as an individual of
MotorConsumptionSensor class, it can be in-
ferred that it captures values in Watts, its symbol is W
and its optimal operational values are between 15,600
and 20,000 units. This information can be used to se-
lect the most convenient visual representation of the
data, improving the analysis and user experience. An
excerpt of the module can be found in Fig. 15.
In order to indicate the spatial location of a sen-
sor in the extruder the terms described in the mod-
ule spatial4ExtruOnt can be used. In addition, the
parts of the extruder (described in the module com-
ponents4ExtruOnt) that host sensors can be seen as
sosa:Platforms, and linked to them via the object
property sosa:hosts. Finally, the feature of interest
of the observations of each type of sensors has been in-
dicated using the property sosa:hasFeatureOf-
Interest. For example, in the case of a Motor-
ConsumptionSensor the motor of the extruder is
both its platform and its feature of interest, while in the
case of a MeltingTemperatureSensor the plat-
form is the barrel of the extruder and its feature of in-
terest is the polymer used in that extrusion process (see
Fig. 16).
With the addition of this module, a selection of com-
petency questions can be solved, among others:
– CQ5.1: What properties are observed by the sen-
sors located in the extrusion head EH01?
– CQ5.2: What is the unit of measurement used by
the motor consumption sensor MCS01?
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Fig. 15. Excerpt of the sensors4ExtruOnt module showing some classes and properties related to sensors.
Fig. 16. Excerpt of the descriptions of classes Motor, MotorConsumptionSensor, Barrel and MeltingTemperatureSensor.
– CQ5.3: Where is the melting temperature sensor
located in extruder E08?
– CQ5.4: What is the identifier of the temperature
sensor in extrusion head EH02?
– CQ5.5: When was the first and last observation
made by sensor SN01?
– CQ5.6: What was the average, maximum and
minimum value of the observations in a day for
the sensor SN02?
– CQ5.7: How many observations from torque sen-
sor SN03 are outside the optimal values?
– CQ5.8: How long was the maximum period of ex-
truder E09 inactivity during the last week?
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– CQ5.9: At what times during August 21st, 2018
and August 22nd, 2018 did the melting temper-
ature exceed the maximum optimal operational
value in extruder E10?
A SPARQL query to answer the CQ5.9 competency












?barrel a c4e:Barrel .




?obs sosa:hasSimpleResult ?resultValue ;
sosa:resultTime ?resultTime .







The sensors4ExtruOnt module allows domain ex-
perts to analyze and keep trace of sensors data in a
structured way, retaining important relations and prop-
erties between the data, sensors and components of an
extruder, which can be valuable in a future failure pre-
diction process.
6. Evaluation
Once the ExtruOnt ontology was developed, in or-
der to check its quality, two evaluation goals were con-
sidered: Domain coverage to see in which extent it
covered the considered extrusion domain, and Qual-
ity of the modeling in terms of the design and devel-
opment process and in terms of the final result. The
third goal identified by NeOn (Suitability for an appli-
cation/task) will be considered once software artifacts
whose core element is the ExtruOnt ontology (see Sec-
tion 7) are built. Moreover, the passing of time will
allow to evaluate the ontology regarding the goal of
Adoption and use. During the evaluation process, the
ontology was also assessed by three types of persons:
(1) A R&D director of a company that develops ma-
chines that produce bottles based on an extrusion pro-
cess, who we work closely with. This person also pro-
vides us real data captured from the machines devel-
oped by his company. (2) A director of an IBDS (In-
dustrial Big Data Services) Provider company. IBDS
is an ITS (Information Technology Supplier) company
that supplies manufacturers with the required technol-
ogy and services to smartize their manufacturing busi-
nesses. Thus, IBDS Providers constitute a fundamen-
tal agent in industrial scenarios where there is an in-
terest in adopting Smart Manufacturing approaches.
(3) An expert in developing and managing ontologies
who works in a technology center specialized in the
industrial domain.
6.1. Domain coverage
Using the non-ontological resources and reusing
some other existing ontologies related to the dimen-
sions considered in the ontology, a first version of Ex-
truOnt ontology was built. Then, after a rigorous dis-
cussion process with the three experts, who evaluated
the correctness and usefulness of the described infor-
mation in the ontology, it was redefined and some new
terms were incorporated and some others were elimi-
nated. Thus, R&D director of the company, based on
his knowledge about the extrusion process, evaluated
the semantic quality of the ontology. For example, he
suggested to eliminate the three types of categories that
we defined related to type of heads (that appear in the
non-ontological resource regarding extrusion heads)
and refer them through the definition of new features
in the existing extrusion head term (for example, shape
of profile and quantity of plates) in order to avoid some
ambiguities in the representation.The director of an
IBDS, based on his acquired knowledge by provid-
ing smart manufacturing services to different types of
manufacturing companies, evaluated to what extent the
ontology could be adapted and used in other manufac-
turing scenarios. Considering his comments we saw in-
teresting to deal with two upper ontologies: DUL and
MASON (the last one focused on the manufacturing
domain), because they contain terms that could be rel-
evant in other scenarios, for example process and op-
eration terms to describe the logistics, schedule and
maintenance operations in a factory. Finally, the ex-
pert on ontologies evaluated the quality of the align-
ments with existing ontologies. In this sense, he sug-
gested the alignments with SAREF4INMA instead of
SAREF, as was our first approach. In the final version
of the ExtruOnt ontology, regarding the main concepts
described in the non-ontological resources, 125 terms
were included, and regarding those related to the extru-
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sion head, 32 were included; covering the 95% of the
vocabulary. The remaining 5% corresponds to terms
out of the ontology scope or without significant value
(e.g., parts of obsolete extruder models). Evaluation
against a gold standard was not possible because after
performing a thorough search we could not find a gold
standard source to compare. Nevertheless, we will con-
tinue with the search process and, as soon as we find
it, an additional evaluation step will be performed to
reinforce the adaptability and reuse tests made to the
ontology.
6.2. Quality of the modeling
This evaluation goal focuses on the quality of the
ontology and can be assessed using a wide range of ap-
proaches. In this section we focus on ontology metrics,
in common pitfalls in the ontology development pro-
cess and in the contrast of some defined criteria used
for the evaluation of the ontology during the develop-
ment process. We selected these approaches because,
using all three, a fairly accurate picture of the ontology
quality can be obtained.
6.2.1. Ontology metrics
The basic ontology metrics, including amount of ax-
ioms, classes, properties and individuals in the ontol-
ogy, were extracted from Protégé. They are listed in
Table 2. A schema and graph metrics comparison with
other ontologies of the manufacturing domain is listed
in Table 3. The data was extracted using OntoMet-
rics.24 As it can be seen, the metrics for ExtruOnt re-
main in the range of values of other well-known man-
ufacturing domain ontologies. Some metrics like In-
heritance Richness and Equivalence Ratio present a
moderate high value due to the semantic interoperabil-
ity level achieved, i.e., the amount of reused ontolo-
gies. However, comparing specific metrics like tCar-
dinality, Depth and xtBreadth would be unfair since
the level of abstraction of the compared ontologies dif-
fers.
6.2.2. OOPS! evaluation
The Ontology Pitfall scanner (OOPS!) evaluates an
ontology by searching for design pitfalls considered
from a catalogue of 41 common pitfalls in the ontol-
ogy development process, classified in a three level
scale: critical, important and minor. Most of them (33
out of 41 pitfalls) can be identified semi-automatically
24https://ontometrics.informatik.uni-rostock.de/ontologymetrics/
index.jsp
by OOPS!. The initial evaluation of ExtruOnt yielded
some flaws that were corrected, nonetheless, 2 mi-
nor pitfalls remain due to external ontology imports.
Table 4 presents the evaluation summary made by
OOPS!.
6.2.3. Evaluation criteria during the development
process
Criteria defined in [36] were used for the evaluation
of the ontology during the development process. These
criteria are listed below with an explanation of their
application in ExtruOnt.
– Accuracy: The ontology development process
was assisted by three experts. Moreover, the mod-
ules of ExtruOnt were designed using well sup-
ported ontological and non-ontological resources.
As evidence, components4ExtruOnt was created
using two non-ontological resources [12,29], spa-
tial4ExtruOnt is based in the Region Connec-
tion Calculus relations, OM4ExtruOnt uses a
submodule of the well known OM ontology,
3D4ExtruOnt uses concepts from the 3DMO
ontology, which follows an ISO open standard
(X3D) and finally, sensors4ExtruOnt imports def-
initions from SOSA/SSN ontology.
– Adaptability: Each module of ExtruOnt can be
used individually. Thus, it provides reusabil-
ity and extensibility, making the ontology eas-
ily adaptable to describe other different indus-
trial machines. For example, to describe a wire
drawing machine,25 a new main ontology should
be created (e.g. WidraOnt), importing on it four
modules from ExtruOnt, more precisely, the spa-
tial4ExtruOnt, OM4ExtruOnt, sensors4ExtruOnt
and 3D4ExtruOnt modules, which do not have
to be modified since the terms in these mod-
ules describe information related to general man-
ufacturing machines. Therefore, only the com-
ponents4ExtruOnt module should be redefined
(e.g. components4WidraOnt), incorporating to it
terms referring to the new components (such as
puller, coiling roller, capstan, wire, etc.) that be-
long to the new machine, importing some terms
from components4ExtruOnt (such as motor, gear-
box, etc.) that are shared between both ma-
chines and leaving out some other terms (such
as extrusion head, barrel, hopper, etc.) that do
25A machine that reduces the diameter of a wire by pulling it
through a single or a series of drawing dies.
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Table 2
Ontology metrics
Components Spatial OM Sensors 3D ExtruOnt
Metrics
Axiom 1010 378 3740 775 111 6021
Logical axiom count 506 88 1946 199 36 2779
Declaration axioms count 167 40 477 113 25 822
Class count 80 1 107 52 8 248
Object property count 60 15 17 38 1 131
Data property count 0 0 11 9 13 33
Individual count 17 0 308 7 0 332
Annotation Property count 19 28 39 21 8 115
DL expressivity SHOIQ ALRI+ ALCHON(D) ALCROIN(D) ALC(D) SROIQ(D)
Class axioms
SubClassOf 302 0 148 146 6 602
EquivalentClasses 25 0 47 0 0 72
DisjointClasses 11 0 0 3 2 16
GCI count 0 0 0 0 0 0
Hidden GCI Count 1 0 47 0 0 48
Object property axioms
SubObjectPropertyOf 52 15 1 1 0 69
EquivalentObjectProperties 0 0 0 0 0 0
InverseObjectProperties 25 3 0 14 0 42
DisjointObjectProperties 0 0 0 0 0 0
FunctionalObjectProperty 0 0 1 2 0 3
InverseFunctionalObjectProperty 0 0 0 1 0 1
TransitiveObjectProperty 2 3 0 0 0 5
SymmetricObjectProperty 0 9 0 0 0 9
AsymmetricObjectProperty 0 0 0 0 0 0
ReflexiveObjectProperty 0 1 0 0 0 1
IrrefexiveObjectProperty 0 0 0 0 0 0
ObjectPropertyDomain 35 15 15 2 1 68
ObjectPropertyRange 36 15 16 2 1 70
SubPropertyChainOf 0 27 0 4 0 31
Data property axioms
SubDataPropertyOf 0 0 0 0 0 0
EquivalentDataProperties 0 0 0 0 0 0
DisjointDataProperties 0 0 0 0 0 0
FunctionalDataProperty 0 0 1 0 0 1
DataPropertyDomain 0 0 11 7 13 31
DataPropertyRange 0 0 10 8 13 31
Individual axioms
ClassAssertion 21 0 407 7 0 435
ObjectPropertyAssertion 0 0 1007 0 0 1007
DataPropertyAssertion 0 0 282 2 0 284
NegativeObjectPropertyAssertion 0 0 0 0 0 0
NegativeDataPropertyAssertion 0 0 0 0 0 0
SameIndividual 0 0 0 0 0 0
DifferentIndividuals 1 0 0 0 0 1
Annotation axioms
AnnotationAssertion 319 229 1315 410 50 2323
AnnotationPropertyDomain 0 0 0 0 0 0
AnnotationPropertyRangeOf 0 0 0 0 0 0
7.1. ExtruOnt: An ontology for describing a type of manufacturing machine for
Industry 4.0 systems 67
906 V.J. Ramírez-Durán et al. / ExtruOnt: An ontology for describing a type of manufacturing machine for Industry 4.0 systems
Table 3
Schema and Graph metrics comparison
ExtruOnt MaRCO MASON MSDL SAREF4INMA
Schema metric
Attribute richness 0.129921 0.535484 0.073171 0.007418 0.297297
Inheritance richness 2.531496 3.312903 1.199187 1.135015 1.810811
Relationship richness 0.255787 0.529115 0.111446 0.477816 0.309278
Attribute class ratio 0 0 0 0 0
Equivalence ratio 0.291339 0.009677 0 0.010386 0
Axiom/class ratio 24.192913 12.43871 5.926829 30.317507 9.081081
Inverse relations ratio 0.325758 0.011494 0.212766 0.152411 0.178571
Class/relation ratio 0.293981 0.142137 0.740964 0.460068 0.381443
Graph metric
Absolute root cardinality 45 8 15 3 7
Absolute leaf cardinality 148 219 166 472 15
Absolute sibling cardinality 186 310 244 666 25
Absolute depth 478 1520 1385 5766 58
Average depth 2.489583 4.367816 5.54 8.479412 2.230769
Maximal depth 6 8 8 15 4
Absolute breadth 192 348 250 680 26
Average breadth 4.682927 3.702128 3.164557 3.4 2.363636
Maximal breadth 45 38 15 36 7
Ratio of leaf fan-outness 0.582677 0.706452 0.674797 0.700297 0.405405
Ratio of sibling fan-outness 0.732283 1 0.99187 0.988131 0.675676
Tangledness 0.153543 0.403226 0.113821 0.106825 0.216216
Total number of paths 192 348 250 680 26
Average number of paths 32.0 43.5 31.25 45.333333 6.5
Table 4
Summary of the OOPS! minor pitfalls for ExtruOnt
Code P02: Creating synonyms as classes.




Code P04: Creating unconnected ontology elements.
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not belong to the new machine. The main class
WireDrawingMachine, which represents the
new machine that we want to describe, should
be defined as a subclass of MASON:Machine-
tool and SAREF4INMA:ProductEquip-
ment to favour interoperability. The new com-
ponents should be incorporated under the owl:-
Thing class in the components4WidraOnt mod-
ule and linked to the spatial4ExtruOnt module as
subclasses of SpatialObject. Moreover, the
connections between the machine and its compo-
nents should be made using the hasPart object
property or new custom-made subproperties of
hasPart. In this way, it is possible to describe
the spatial and parthood relations between com-











C4W:Casptan geo:rcc8ec some C4E:Motor.
Which means that the wire drawing machine has
the capstan and the motor as parts, and the cap-
stan is externally connected to the motor. Finally,
some other minor adaptations should be carried
out regarding the linking of the new terms to the
concepts defined in the other imported modules,
as it was explained for ExtruOnt.
– Clarity: The custom terms defined in all modules
of ExtruOnt contain non-ambiguous names, la-
bels and comments facilitating the human read-
ability and avoiding confusions and difficulty
when the creation of individuals is carried out.
– Completeness: The ExtruOnt Ontology can an-
swer all the competency questions specified in the
ORSD document, representing correctly the do-
main for which it was created.
– Efficiency: Although the submodule extraction
process from extensive ontologies such as OM
and the utilization of specific terms in the context
reduce the size of ExtruOnt, the reasoner execu-
tion time keeps too long when multiple extruders
are described containing several data from sen-
sors. However, the annotation and querying pro-
cess can be carried out seamless.
Conciseness: The knowledge contained in the
modules components4ExtruOnt and spatial4Ex-
truOnt was retrieved from sources that are spe-
cific to the domains of extrusion and spatial re-
lations respectively, thus avoiding irrelevant in-
formation. Moreover, for the remaining modules,
submodules from OM, SOSA/SSN and 3DMO
were extracted in the Design phase so that Ex-
truOnt incorporates only the concepts and de-
scriptions from those ontologies that are relevant
for our domain.
– Consistency: No inconsistencies were found in
ExtruOnt when reasoning was performed. The
reasoner used was Fact++.26
We did not evaluate the criterion of Organizational fit-
ness because the ontology has not been deployed yet.
7. Conclusion and future work
The purpose of this paper is to present the Ex-
truOnt ontology, which contains terms to describe a
type of manufacturing machine for performing extru-
sion processes (extruder). It is constituted by five mod-
ules: components4ExtruOnt for representing the com-
ponents of an extruder, spatial4ExtruOnt for repre-
senting spatial relationships among those components,
OM4ExtruOnt for representing the features of those
components, 3D4ExtruOnt for representing 3D mod-
els of the components, and sensors4ExtruOnt for rep-
resenting the data captured by sensors. Although the
ExtruOnt ontology is focused on extruders, it has been
defined in such a way that it can be used as a model for
describing other types of manufacturing machines by
customizing or replacing some of its modules.
The descriptions contained in the ExtruOnt ontol-
ogy will allow different types of users to familiarize
themselves with the extrusion process, to interoperate
with other manufacturing companies in an easy way,
to create customized 3D images of extruder machines
and an assisted exploration of data captured by sensors.
The ExtruOnt ontology has been documented and
is available online. It has been evaluated according to
two evaluation goals: domain coverage and quality of
modeling, and has been assessed by humans and soft-
ware artifacts. The evaluation shows that ExtruOnt can
provide the answers to the competency questions de-
fined, satisfying the proposed requirements and, there-
fore, proving that its modules are correctly developed.
26http://owl.man.ac.uk/factplusplus/
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Furthermore, it is aligned with related ontologies, fa-
cilitating interoperability.
Finally, in addition to the necessary task of main-
tenance, we will mainly focus the future work on the
development of two software artifacts whose core ele-
ment will be the ExtruOnt ontology, in order to mea-
sure its performance in practical scenarios. The first ar-
tifact will be a Visual Query System, that will provide
those advantages that we have mentioned through the
paper to distinct types of users that work in the con-
sidered smart manufacturing scenario. The second ar-
tifact will be a recommender system that taking into
account, on the one hand, the requirements of clients
interested in buying an extruder machine and, on the
other hand, the information described in the ExtruOnt
ontology, will propose the most suitable extruder and
the possible customizations that can be incorporated
into it.
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The growing trends in automation, Internet of Things, big data and cloud computing technologies 
have led to the fourth industrial revolution (Industry 4.0), where it is possible to visualize and 
identify patterns and insights, which results in a better understanding of the data and can improve 
the manufacturing process. However, many times, the task of data exploration results difficult for 
manufacturing experts because they might be interested in analyzing also data that does not appear 
in pre-designed visualizations and therefore they must be assisted by Information Technology experts.
In this paper, we present a proposal materialized in a semantic-based visual query system developed for 
a real Industry 4.0 scenario that allows domain experts to explore and visualize data in a friendly way. 
The main novelty of the system is the combined use that it makes of captured data that are semantically 
annotated first, and a 2D customized digital representation of a machine that is also linked with semantic 
descriptions. Those descriptions are expressed using terms of an ontology, where, among others, the 
sensors that are used to capture indicators about the performance of a machine that belongs to a Industry 
4.0 scenario have been modeled. Moreover, this semantic description allows to: formulate queries at a 
higher level of abstraction, provide customized graphical visualizations of the results based on the format 
and nature of the data, and download enriched data enabling further types of analysis.
© 2021 Elsevier Inc. All rights reserved.
1. Introduction
We are witnessing a digital transformation era in which ubiqui-
tous sensors and Internet of Things (IoT) devices enable the datafi-
cation of virtually any aspect of digitally connected individuals and 
machines [1]. Thus a new kind of economy that is based on data 
has emerged, coining the concept of data-driven economy [2]. One 
sector where data-driven economy is being implanted all over the 
world is the manufacturing industry. The fourth industrial revo-
lution has given rise to what is called Smart Manufacturing, ad-
dressing the use of modern Information Technologies (IT) to trans-
form the acquired data into manufacturing intelligence in order to 
achieve meaningful improvements in all aspects of manufacturing. 
The term Smart Manufacturing includes different initiatives, among 
which we can find “Smart Manufacturing” in USA, “Made in CHINA 
2025”, “Future Manufacturing” in UK and “Industry 4.0” in Europe 
[3]. These initiatives enable important business opportunities for 
the manufacturers.
In general, the deployment of Smart Manufacturing approaches 
demands the introduction of data-related Information Technolo-
* Corresponding author.
E-mail addresses: idoia.berges@ehu.eus (I. Berges), victorjulio.ramirez@ehu.eus
(V.J. Ramírez-Durán), a.illarramendi@ehu.eus (A. Illarramendi).
gies and digital platforms supporting it. Moreover, the design and 
implementation of such technologies and platforms faces diverse 
research and innovation challenges. These include, among others, 
improved methods of gathering valuable machine data and data 
integration across different sources of heterogeneous nature, im-
plementation of advanced data analytics technologies and meth-
ods, and visualizing data to provide the right information, to the 
right person, at the right time.
While it is known that the data pre-processing and analytics 
phases consume most of the effort to be made in the whole data 
process, there is a remaining effort that must be devoted to the 
visualization and explanation of the results. One way to tackle this 
effort is to rely on efficient visualization metaphors and in smart 
visual interaction paradigms [4].
Regarding visualization, in [5] a survey of visualization tech-
nologies tailored for Smart Manufacturing scenarios can be found. 
Focusing on visual surveillance of all the captured raw data, many 
proposals rely on the use of a technology to compose observabil-
ity dashboards1 that allow experts in the manufacturing process 
to find relevant information in the data. Those types of technolo-
gies also support different data stores that provide SQL-like query 
language for interacting with stored data. However, many times, 
1 https://logz .io /blog /grafana -vs -kibana/.
https://doi.org/10.1016/j.bdr.2021.100222
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domain experts of those Smart Manufacturing scenarios, interested 
in analyzing data belonging to particular domains, which have spe-
cific meanings, have limited programming skills. As a result, they 
might find it difficult to analyze data that is not visualized in the 
dashboards.
Considering that limitation, in this paper we present an alter-
native that can be complementary to the use of dashboards, and 
which is based on the use of a semantic-based Visual Query Sys-
tem (VQS) tailored to Industry 4.0 scenarios.
In general, VQSs use a visual representation to depict the do-
main of interest and provide interaction mechanisms in order to 
formulate requests to the data stores by means of visual expres-
sions [6].
The VQS that we propose provides a 2D digital representation 
of a manufacturing machine and dynamically customized forms to 
formulate queries. In this way domain experts can gain value and 
insights out of the captured data as rapidly as possible, minimizing 
the need to contact Information Technology experts. Both the digi-
tal representation and the forms are linked with semantic descrip-
tions. The handling of semantic descriptions for data exploration 
and visualization tasks is what constitutes a novel technical contri-
bution of the proposal. Those semantic descriptions are expressed 
using terms of different ontologies2 such as the Semantic Sensor 
Network Ontology SOSA/SSN [7], the Ontology of units of Measure 
OM [8], the Semanticscience Integrated Ontology SIO3 and of one 
ontology that we have built for an Industry 4.0 scenario, called Ex-
truOnt [9]: an ontology for describing a type of manufacturing ma-
chine. ExtruOnt imports terms from already developed ontologies 
and incorporates specific terms regarding the components of an 
extruder machine, their characteristics and spatial connections, and 
those related to sensors (e.g., MotorConsumptionSensor) used 
to capture observations about the performance of a machine (e.g.,
DoubleValueObservation) in order to favor interoperability 
issues. Although ExtruOnt focuses on extruders, it is straightfor-
ward to consider other types of machines due to the nature of the 
ontology (see section 3). The semantic descriptions incorporated in 
the ontology can be stored in a knowledge platform (e.g., Virtu-
oso). The proposed system provides the following benefits in the 
data exploration and visualization process:
1. Possibility of querying the monitored data at a higher level 
of abstraction. The system facilitates domain experts to for-
mulate queries by operating on a 2D digital representation of 
a machine and then customizing them through forms. Those 
forms are dynamically generated by making use of stored se-
mantic descriptions.
2. Possibility of downloading semantically enriched data. Do-
main experts of smart manufacturing scenarios can download, 
in an easy way, specific semantic descriptions related to do-
main data through a form. Using tools they already know (e.g., 
Excel) they have the possibility to perform new types of anal-
yses with those semantic descriptions that they can not do 
dealing only with raw data.
3. Possibility of incorporating on-the-fly semantic annotations 
in the visualization of results. The results obtained for the 
queries are shown using tailored graphical representations 
customized according to the nature of the data domain. More-
over, they can be enriched with semantic description such as 
information related to outliers, incorporated to the raw data 
captured by sensors.
2 Here the term ontology refers to the knowledge base composed of the con-
ceptual level (i.e., axioms for classes and properties) and the instance level (i.e., 
assertions about individuals).
3 https://bioportal .bioontology.org /ontologies /SIO.
4. Possibility of providing a customized visualization of a man-
ufacturing machine. Not all the machines of the same type 
(e.g., extruders) incorporate the same type of sensors. Visual-
izing a machine with its specific sensors, and thus, providing 
customized representations of machines is possible by consult-
ing the semantic descriptions contained in the ontology
The system has been materialized for a real smart manufactur-
ing scenario (in particular, a plastic bottle production factory that 
follows an extrusion process) and has been tested by domain ex-
perts. Thus, as an additional contribution we show the previously 
mentioned advantages located in this case study together with an 
empirical evaluation of the usability and of the performance in 
terms of required space to store the semantic descriptions and 
queries execution time when dealing with them.
A preliminary version of this work that outlines some basic 
concepts of our system was presented at the Eighth International 
Workshop on Modeling and Management of Big Data (MoBiD 
2019) [10]. Here, the original workshop paper has been extended 
to include, among others, a new type of query of greater complex-
ity, a download functionality, two additional visualization options 
and an empirical evaluation of the performance of the proposal in 
different storage solutions.
In the rest of this paper we present first some related works. 
Then, we introduce a background on the semantic descriptions 
considered in the paper. Next, we present the different resources 
for data exploration incorporated in the implemented system. 
Then, we perform an empirical evaluation about the implemented 
system and its behavior. Finally, we end with some conclusions.
2. Related work
In general, visual data explorations allow users to interactively 
explore the content of the data and identify interesting patterns 
that may be of their interest, in an autonomous way, without re-
quiring assistance from Information Technology experts. Thus, Key 
Performance Indicator (KPI) dashboards have been actively used for 
this purpose in several domains, including manufacturing. For ex-
ample, in [11] a digital control room that integrates multitouch and 
multiuser-based annotation dashboards for analyzing manufactur-
ing data is presented. In [12] a calendar view is used to visualize 
and identify the issues and outliers that occur during the manufac-
turing process. In [13] a machine learning-based approach is used 
to support real-time analysis and visualization of sensor and ERP 
data. What these works have in common is that they directly show 
the information of a set of previously defined KPIs.
However, visualization systems must also offer customization 
capabilities to different user-defined exploration scenarios and 
preferences according to the analysis needs [4]. In this sense, Vi-
sual Query Systems already have a track record. They have been 
used for querying databases [6], for retrieving data from the Web 
[14] and also for visual exploration of time series. In this last case, 
there are approaches that advocate for the use of example-based 
methods such as [15], and [16], which proposes a multilevel map-
based visualizations of geolocated time series. Different proposals 
can also be found among systems that deal with semantic data, 
such as SparqlFilterFlow [17], which employs a diagram-based ap-
proach to represent the queries, and Rhizomer [18], which employs 
a form based approach. Moreover, OptiqueVQS [19] is a semantic-
based visual query system that exploits ontology projection tech-
niques to enable graph-based navigation over an ontology during 
query construction and sampled data to enhance selection of data 
values for some data attributes. It shows all the classes defined in 
the loaded domain ontology to the users as a starting point for 
queries formulation. This forces domain experts to gather experi-
ence in the ontology before using the system. Other works such as 
2
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Fig. 1. Proposed VQS system overview.
[20] focus on tools such as OWLViz4 or LODLive [21] for visualiz-
ing the content of ontologies and knowledge bases in the form of 
a graph but not for querying them, or on tools that allow query-
ing but require a good knowledge of the underlying ontology (e.g., 
[22]).
Few proposals can be found in the literature that provide visual 
query systems for industrial scenarios and even less that provide 
semantic-based visual query systems. However, the incorporation 
of semantic techniques such as ontologies in the manufacturing 
field is being considered in different proposals due to the benefits 
that they bring to shift towards a Smart Manufacturing-oriented 
operation. Thus, ontologies are being defined and used in differ-
ent manufacturing scenarios ([23,24]). For example, The P-PSO on-
tology [25] considers four aspects in the manufacturing domain: 
Product, Physical Aspect, Technological Aspect and Control Aspect. 
The ontology for Prognostics and Health Management of Machines 
[26] provides standardization of concepts and terms that are rele-
vant to failure analysis in mechanical components. OntoSTEP [27]
allows the description of product information mainly related to ge-
ometry.
The semantic based visual query system proposed in this pa-
per (Fig. 1) considers the two aspects mentioned above: lack of 
visual query systems for smart manufacturing scenarios and inter-
est of incorporating semantics techniques in those scenarios. For 
this reason, it makes a combined use of a manufacturing-oriented 
ontology and an interactive visual 2D digital representation of a 
machine to allow domain experts a smart data exploration pro-
4 https://github .com /protegeproject /owlviz.
cess. The system manages a specific ontology called ExtruOnt5 [9]. 
Due to a lack of sound descriptions of manufacturing machines 
that happen to be accessible, interoperable, and reusable we had 
to develop that ontology for providing detailed descriptions of a 
real manufacturing machine, in particular, an extruder.
3. Background on semantic descriptions
The I4TSMS [28] framework that we are developing aims to 
provide multiple services in Smart Manufacturing scenarios. Four 
main software components can be distinguished in its architec-
ture (Fig. 2): The WebApp component, which allocates the Web 
Application front-end and provides users with a data exploration 
and visualization artifact; the Pre-Processing component, which is 
in charge of the captured time-series data preprocessing tasks; the 
Data and Knowledge Manager, which manages the data and knowl-
edge storage requirements; and finally, the Web Service compo-
nent, which manages the interconnection between the WebApp 
component and the Data and Knowledge Manager for providing 
the answers to the queries formulated by the users.
3.1. Ontology description
The Data and Knowledge Manager relies on a knowledge sys-
tem to manage the semantic descriptions of the main components 
of the machine and its sensors. Regarding those semantic descrip-
tions, ExtruOnt is composed of different modules which contain 
5 http://bdi .si .ehu .es /bdi /ontologies /ExtruOnt /ExtruOnt.
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Fig. 2. Architecture of the I4TSMS web platform.
classes and properties for expressing descriptions about the fea-
tures of the extruder, such as its components (components4Ex-
truOnt), characteristics (OM4ExtruOnt), spatial connections (spa-
tial4ExtruOnt) and finally the sensors (sensors4ExtruOnt) used to 
capture indicators about the performance of that type of machine. 
Of those modules, only the module components4ExtruOnt is de-
pendent on the type of machine. Thus, in order to adapt the ap-
proach to other machines, let’s say a wire drawing machine, a new 
main ontology should be created (e.g., WidraOnt), without making 
major changes on the OM4ExtruOnt, spatial4ExtruOnt, sensors4Ex-
truOnt and 3D4ExtruOnt modules (perhaps a new type of sensor, if 
needed), and only the components4ExtruOnt module would need to 
redefine.
In this paper, we mainly focus only on the sensors4ExtruOnt
module, which contains both specific terms regarding sensors 
(e.g., Pressure Sensor) used to capture observations (e.g.,
DoubleValueObservation), and terms imported from other 
well-known ontologies, such as SOSA/SSN [7], OM [8] and SIO in 
order to favor its interoperability. We extend the classes Sensor,
Observation and ObservableProperty of the SOSA/SSN on-
tology to describe more accurately the nuances of the sensors, 
observations and properties of our domain, and therefore allowing 
to provide the most suitable graphical representation.
The main class Sensor is a specialization of sosa:Sensor
where two new properties have been included: indicatorId
(to represent the identifier of the sensor) and sensorName (to 
indicate the name of the sensor). In our scenario, sensors cap-
ture either true/false data or numerical data. Thus, two subclasses 
of Sensor have been defined to represent this type of informa-
tion: BooleanSensor and DoubleValueSensor respectively. 
Moreover, these subclasses have been further specialized in order 
to represent the specific sensors needed to monitor an extruder 
(see Table 1). Classes ResistorOnOffSensor and FanOnOff-
Sensor are subclasses of BooleanSensor, while the remaining 
classes are subclasses of DoubleValueSensor.
For each type of sensor its observable property is indicated 
by the property sosa:observes. For example, the observable 
property of a FeedRateSensor is the Speed individual im-
ported from OM. Moreover, for each subclass of BooleanSen-
sor the true/false meaning of the observed property can be indi-
cated by properties meaningState1 and meaningState0 re-
spectively. For instance, the values of properties meaningState1
and meaningState0 in a ResistorOnOffSensor are “On”
and “Off”, which indicates that when the sensor registers the 
value true it means that the sensor is on and when the value is 
false the sensor is off. For each subclass of DoubleValueSen-
sor, the expected range of the values captured by these sensors 
under normal conditions has been specified by properties min-
Value and maxValue. This range will help to identify possible 
outliers in the captured data. Other properties regarding capabili-
ties of the sensors, such as the feasible measurement range cap-
tured by the sensor, are defined using properties from SOSA/SSN. 
The units of measure have been imported from OM and the graph 
and chart types from the SIO. Finally, for each type of sensor an 
axiom has been added which constrains the type of observations 
made by the sensor through property sosa:madeObservation. 
For each observation its value and timestamp are indicated by 
properties sosa:hasSimpleResult and sosa:resultTime. 
Two subclasses of Observation have been defined, depending 
on the type of value of the observation: BooleanObserva-
tion and DoubleValueObservation. In Fig. 3 an excerpt of 
the module can be found. For legibility reasons, only the most 
important properties and classes, and two specific types of sen-
sors (ResistorOnOffSensor and MotorConsumptionSen-
sor) are fully pictured.
3.2. Semantically enriched data
The real data used for testing the performance of the system 
have been provided by a Capital Equipment Manufacturer (CEM). 
This company has installed several sensors in the extruders that it 
manufactures. Those sensors register time-series data with a con-
tinuous measurement at 1 Hz (i.e., one measurement per second) 
of a variety of equipment setting parameters and physical magni-
tudes (temperatures, pressures, etc.) related to the raw materials, 
4
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Table 1
Example of the amount of data collected by the sensors of an average extruder machine in one year under normal conditions.
Sensor type/class Description Count recordsa Rawb Virtuosob Stardogb RDFoxc Neo4jb
ResistorOnOffSensor Observes whether a
resistor is on or off
4 126,144,048 3.41 14.79 32.87 52.89 56.32
FanOnOffSensor Observes whether a
fan is on or off
4 126,144,048 3.51 11.86 20.72 63.02 57.15
TemperatureSensor Captures the
temperature
10 315,360,120 9.06 32.15 51.79 157.55 145.54
MotorConsumptionSensor Captures consumption
of the motor
2 63,072,024 1.73 6.25 10.36 31.51 30.17
SpeedSensor Captures the speed
of the rotational parts
4 126,144,048 3.51 16.33 20.72 63.02 54.13
PressureSensor Captures the pressure
in the extruder
2 63,072,024 1.74 5.10 10.36 31.51 28.22
MeltingTemperatureSensor Captures the melting
temperature
2 63,072,024 1.65 7.74 10.36 31.51 27.76
BottlesPerShiftSensor Captures the number
of bottles in a shift
4 126,144,048 3.51 11.08 20.72 63.02 54.70
Others Other sensors
in the extruder
19 598,774,188 16.76 66.05 98.41 299.34 270.33
Total 51 1,607,926,572 44.88 171.35 276.31 793.37 724.32
aOne record per second.
b Disk size in gigabytes.
c Memory usage in gigabytes.
Fig. 3. Excerpt of the ontology showing the main classes and properties.
production processes and industrial equipment. In particular, the 
data came from an extruder machine from a plastic bottles pro-
duction plant based on an extrusion process, on which the CEM 
has installed 51 sensors that generate time series of different types 
(see Table 1 in section 5.2.1). For the tests, a year’s worth of data 
captured by those sensors has been gathered.
In order to provide an enhanced analysis of the data, the raw 
sensor data is semantically enriched with additional knowledge ex-
pressed in an ontology by means of RDF6 annotations. Although se-
6 https://www.w3 .org /RDF/.
mantic technologies were not created for Big Data, we have opted 
to use them in our proposal, as they provide several advantages 
such as their ability to describe and integrate heterogeneous data, 
and to infer new knowledge [29]. The captured data is annotated 
using the terms in the ExtruOnt ontology, converted to a set of 
RDF triples and stored in the RDF store by means of SPARQL in-
sert queries. The original data contains a pair [value, timestamp] 
for each of the observations and, for each pair, an instance of Ob-
servation is created, indicating the value and its timestamp, 
along with the type of data, and the sensor. For example let us 
assume that sensor sensor79PWN7 is an instance of class Mo-
torConsumptionSensor (Fig. 4a) that has made the observa-
5
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Fig. 4. (a) Declaration of sensor79PWN7 as an instance of MotorConsumptionSensor. (b) Example of the triples generated when annotating an observation. (c) Some 
of the triples that can be inferred.
tion [18710, 2018-03-22T19:21:33.559Z]. Then, the annotations in 
Fig. 4b are generated, where obs1 refers to the newly created ob-
servation.
Moreover, due to the knowledge available in the ontology, ad-
ditional information is now related to the observation (Fig. 4c). 
Since obs1 was made by MotorConsumptionSensor sen-
sor79PWN7, which is a DoubleValueSensor that makes Dou-
bleValueObservations, obs1 can be classified as a Double-
ValueObservation. Furthermore, due to the description of the 
sensor, it is possible to identify that: obs1 is an observation of
om:Power, the value of the observation complies with the ex-
pected range of values (between 16500 and 20000) for the ob-
servations of this type of sensor, the unit of the observation is
om:watt and the symbol to represent watts is “W”.
4. Data exploration
VQSs allow users to analyze data by using a visual interface 
even if they only have basic technical skills. Thus, VQSs must be 
both expressive and usable [6].
We have developed an easy-to-use interface but which still al-
lows for performing several types of queries. The user is presented 
with a dynamically generated picture of the extruder, which con-
sists on a background image of the machine and a top layer where 
its sensors are placed. The background image is selected depend-
ing on the number of zones of the extruder (e.g., 4-zone-extruder, 
5-zone-extruder), which can be obtained from the annotations of 
the machine in the ontology using a SPARQL query. For creating 
the top layer, another SPARQL query is asked to obtain informa-
tion about the sensors that are deployed in the machine, along 
with their type and deployment data. Both SPARQL queries have 
been implemented within the system and are transparent to the 
user. Then, clickable bullets representing the sensors, as well as 
icons that specify their type, are placed in the aforementioned top 
layer. By using this approach it is possible to provide customized 
visualizations of multiple extruders. For example, in Fig. 5a the 
representation of a specific 4-zone-extruder is shown. In this 
case, 17 sensors for different indicators have been placed dynam-
ically: four TemperatureSensors, four ResistorOnOffSen-
sors, four FanOnOffSensors, a MotorRPMSensor (a type of
SpeedSensor), a MotorConsumptionSensor, a Pressure-
Sensor, a MeltingTem-peratureSensor and a Bottles-
PerShiftSensor.
Moreover, at the moment, the system allows for three differ-
ent types of queries that have been selected in collaboration with 
domain experts and a download facility that allows one to obtain 
enriched data enabling thus additional types of analyses. Moreover, 
due to the modularized nature of the implementation, it could be 
easily extended to cover other kinds of queries in the future.
4.1. Information queries
Information queries are the most simple queries, used to ask 
for information about the observations of specific sensors. The user 
selects the sensors by clicking on them and inputs the desired con-
straints (e.g., date, hour, limits of values, aggregation functions) in 
a form that is dynamically generated depending on the character-
istics of the sensors that have been selected. For example, if sensor 
2F1KT7 is selected, the annotations made about it indicate that it 
is a TemperatureSensor, and due to a reasoning process that is 
also a DoubleValueSensor, meaning that it records numerical 
values. Thus, a slider is shown which allows to restrict the values 
of the retrieved information to the user’s desired range. More-
over, since properties minValue and maxValue indicate that the 
usual range for that type of sensor is [160.0, 220.0] and that the 
unit is om:degreeCelsius, the slider has been customized so 
that values 160.0 ◦C and 220.0 ◦C are highlighted (see Fig. 5b), and 
its limits have been set to the feasible measurement range of the 
sensor, which in this case is [0.0, 250.0].
Likewise, if sensor URS001 is selected, the annotations in-
dicate that it is a ResistorOnOffSensor (and therefore a
BooleanSensor) and that the true/false values indicate whether 
the sensor is activated or not. This information is reflected by us-
ing an on/off switch. The simplicity of the used design helps users 
to formulate queries with a high level of abstraction. Once the se-
lection has been made, a SPARQL query is generated and executed 
against the stored data. Fig. 6(a) shows an example of such a query.
4.2. Relation queries
Relation queries are used to ask for the observations made by 
some specific sensors when certain values hold in the observations 
made at the same timestamp by some other sensors. First, the user 
selects all the sensors that take part in the relation. Then they 
specify which are the sensors whose values they want to ask for, 
meaning that the remaining selected sensors are the ones whose 
values are fixed. The user indicates the fixed value for these sen-
sors, which can be a numerical or boolean value (depending on the 
type of sensor), or the minimum, maximum or average value reg-
istered by the sensor in the specified time range. Once again, the 
form to create the queries is generated dynamically, based on the 
selected sensors and the information available about them in the 
ontology.
4.3. Anomalies queries
Anomalies queries indicate certain correlations between the 
values of different sensors that are supposed to hold under normal 
conditions. The system allows users to run customized or prede-
fined anomalies queries. In order to create a customized anomaly 
query, after selecting the corresponding sensors the user must es-
tablish the correlations between those sensors. For example, one 
could establish that when the screw rotation speed increases, the 
pressure and the torque (which is an indicator related to the val-
ues of the MotorConsumptionSensor) increase as well (see 
Fig. 5c). Then, this information can be used to locate anomalies in 
the data (i.e., timestamps where the defined correlations did not 
6
80 7. Publications
I. Berges, V.J. Ramírez-Durán and A. Illarramendi Big Data Research 25 (2021) 100222
Fig. 5. User interface for querying about the data stored in the quad store.
hold). The system provides also support for saving the customized 
anomalies queries as predefined queries so that they can be used 
in future occasions (see Fig. 5d).
4.4. Data visualization
Once a query has been generated, it is executed against 
the repository of annotated data and the results are shown in 
form of a chart. In order to select the most suitable represen-
tation depending on the nature of the query and the sensors 
involved, a visualization module has been developed and im-
ported in the sensors module of the ontology, where several 
recommendations for visualization have been described. As an 
alternative, an approach to automate data visualization in Big 
Data analytics but following a model-driven approach can be seen 
in [30].
7
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Fig. 6. SPARQL query examples: (a) SPARQL query that is generated when asking for the observations made by sensor 2F1KT7 between 20th and 22nd March 2018 within 
range 170 and 200. (b) SPARQL query to ask for the minimum value expected for the observations of sensor 2F1KT7.
Fig. 7. Excerpt of the visualization module of the ontology.
The visualization module uses terms to describe the graph and 
chart types (e.g., pie chart, bar graph, scatter plot, line graph) from 
the Semanticscience Integrated Ontology (SIO). This ontology is a 
simple, integrated upper level ontology for consistent knowledge 
representation across physical, processual and informational enti-
ties. Moreover, we have incorporated additional chart types that 
were not found in SIO (e.g., gauge chart).
In Fig. 7 an excerpt of the module can be found, with one 
example of recommendation. More precisely, recommendation
riq07 indicates that when the query is an information-
Query and the selected sensor is a BottlesPerShift Sen-
sor, then the preferred chart is a pie chart (an instance of class
SIO:SIO_000929), but vertical bar graphs and time-series plots 
(instances of classes SIO:SIO_000445 and SIO:SIO_000442, 
respectively) are also allowed.
In Fig. 8a a time-series visualization is used for an informa-
tion query about temperature sensor 2F1KT7. Top and bottom 
outlier lines indicate the expected maximum and minimum val-
ues for that sensor. The annotations made in the data and the 
descriptions in the ontology have been used to generate a se-
mantically enriched customization of the chart, as noted in the 
second benefit explained in section 1. Since sensor 2F1KT7 is a
TemperatureSensor that captures values in Celsius degrees, 
symbol ◦C is indicated. Moreover, the values for the outlier lines 
are obtained through SPARQL queries, such as the one in Fig. 6(b) 
that is used to query about the minimum expected value for 
that sensor. Fig. 8(b) shows the aforementioned pie chart for a 
sensor of type BottlesPerShiftSensor, indicating the num-
ber of bottles and percentage of the total made each day. In 
Fig. 8(c) a scatterplot has been used to show the relation be-
tween the values of two sensors, which measure the screw ro-
tation speed and the pressure. Finally, in Fig. 8(d), a customized 
time series chart has been used to visualize the results of an
anomaliesQuery that takes into account the torque, the screw 
rotation speed and the pressure. A reddish stripe is pictured wher-
ever an anomaly has occurred in the expected trends of the 
recorded measures. It is also important to say that although our 
application proposes a visualization of results based on the pre-
ferred recommendations in the ontology, then the analyst can se-
lect other visualization mode among the allowed ones for that 
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Fig. 8. Examples of visualizations of results. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)
4.5. Download enriched data
The data download option is divided into several dynamically 
built sections with which the user is provided not only with the 
basic data of the sensors (timestamp, value, sensor id, etc.) but 
also with enriched data (sensor min/max operational values, ma-
chine info, data value conversions, etc.) thanks to the semantic 
descriptions annotated in the underlying ontology. For example, to 
convert the values of the zone 1 temperature sensor (2F1KT7) from 
degrees Celsius to Kelvin, the om:hasFactor and om:hasOff-
Set properties of the individual om:CelsiusScale belonging to 
the class om:IntervalScale are used, which define the conver-
sion factor (1.0) and the measurement offset (-273.15). In the same 
way, if a conversion from Kelvin to Fahrenheit is needed, the same 
properties defined in the individual om:FahrenheitScale (om:
hasFactor=1.8 and om:hasOff-Set=-459.67) can be used. The 
different available scales are related by the dimension to which 
they correspond (property om:hasDimension) and the factor 
and offset values are based in a specific scale of that dimen-
sion. In this way, all the available scales for temperature are 
grouped in the dimension om:thermodynamicTemperature-
Dimension and the factor and offset values are based on the 
scale om:KelvinScale. Moreover, those scales are obtained tak-
ing into account the unit of measurement set for zone 1 tempera-
ture sensor (om:degreeCelsius). The definitions of the conver-
sions between measures are annotated by default in the ontology. 
Fig. 10 shows the annotations referring to the example described 
above.
Furthermore, the connections between the different modules of 
the ontology allow to link the sensors with the components of 
the extruder where they are located. Likewise, they allow to ex-
tract the characteristics related to these components, expanding 
the amount of enriched data that can be requested by the user. 
For example, the useful life and performance of the extruder mo-
tor in different shifts could be analyzed by comparing its technical 
specifications (power, speed, torque, etc.) with the values of the 
motor consumption sensor for the same shifts. All this information 
can be downloaded directly as shown in the “Extruder component 
data related to selected sensors” section of Fig. 9.
The data download option also includes aggregation functions 
(average, median, mode, count, sum, etc.) and a filtering by date 
range. The interface is presented in a simple way where the user 
selects the types of enriched data that they wish to obtain from 
a dynamically generated list depending on the sensors selected in 
the section on the left. Pressing the download button generates a 
CSV file with the requested information.
5. An empirical evaluation
In this section we present an empirical evaluation made in the 
context of the case study from the points of view of the usability 
and the behavior.
9
7.2. A Semantic Approach for Big Data Exploration in Industry 4.0 83
I. Berges, V.J. Ramírez-Durán and A. Illarramendi Big Data Research 25 (2021) 100222
Fig. 9. User interface for downloading enriched data.
5.1. Evaluation of the usability
A qualitative usability evaluation of the system was performed. 
It involved two types of persons: 1) A R&D director of a company 
that develops machines that produce bottles based on an extrusion 
process, who we work closely with. This person also provides us 
real data captured from the machines developed by his company. 
2) A director of an IBDS (Industrial Big Data Services) Provider 
company. An IBDS is an ITS (Information Technology Supplier) 
company that supplies manufacturers with the required technol-
ogy and services to smartize their manufacturing businesses. Thus, 
IBDS Providers constitute a fundamental agent in industrial sce-
narios where there is an interest in adopting Smart Manufacturing 
approaches.
The users were introduced to the system and we asked them 
about the following main aspects: how intuitive was the system 
for performing the queries that they wanted, the grade of cus-
tomization offered for each of the query types, the elapsed time 
between running the query and the presentation of the results, 
and the suitability of the visualization of the results. Moreover, we 
asked for any other additional suggestions.
They provided positive responses with regard to the intuitive-
ness of the system for performing queries, the customization of 
queries that can be achieved through the application, and speed 
and suitability of the visualization of the results. In addition to 
some minor changes that are already incorporated in the solution 
presented in this paper, they made the suggestion that providing 
the opportunity of choosing between a 3D representation of the 
extruder and the current 2D representation could enhance the so-
lution, since some users might want to work with a more realistic 
representation of the machine. We are currently working on that 
3D representation.
5.2. Evaluation of the behavior
As stated in section 3 the Data and Knowledge Manager must 
rely on a knowledge system to provide its functionalities. We eval-
uated the behavior of our solution in three different RDF stores 
and a NoSQL database. The RDF stores were selected by taking 
into account the performance results shown in [31] and [32]: Vir-
tuoso7 (version 08.03.3314), Stardog8 (Version 7.1.1) and RDFox9
(Version 2.1.1). The selected NoSQL database was Neo4j10 (Ver-
sion 4.1.3), due to its first position in the ranking presented in the 
DB-Engines website.11 The hardware setup, where the RDF stores 
and the NoSQL database were evaluated, consisted of individual 





11 https://db -engines .com /en /ranking /graph +dbms.
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Fig. 10. Excerpt of the annotations for data value conversions.
virtual CPUs, 961 GB of RAM and SSD with 1200 GB of storage 
capacity) from the Google Cloud Compute Engine platform. Next 
some of the evaluation results are presented.
5.2.1. Data storage space
Table 1 presents the results of the required storage space for 
the time-series data captured during one year. With regard to the 
RDF stores, Virtuoso makes a better space management, decreasing 
the space needed to store the series by 37.99% and 78.4% com-
pared to Stardog and RDFox, respectively. It is worth mentioning 
that RDFox is an in-memory RDF triple store, therefore, it uses the 
Random Access Memory to store the data instead of disk space. 
This feature makes the data loading faster than the other tested 
RDF stores but penalizes the amount of memory used due to poor 
compression.
In the case of the NoSQL database Neo4j, the storage space 
management does not outperform Virtuoso either. It had been se-
lected for the empirical evaluation because it also supports the 
concept of relationship. In this way, it is possible to represent an 
RDF triple as the relationship between two nodes. However, the 
way in which the RDF triples were loaded into Neo4j differs from 
the way used for RDF stores. While SPARQL inserts are used for 
the latter, the Neo4j RDF & Semantics toolkit (n10s12) is used for 
the former. n10s is a plugin that enables the use of RDF in Neo4j 
and can be used to import existing RDF datasets, build integrations 
with RDF generating endpoints or easily construct RDF endpoints 
on Neo4j.
12 https://neo4j .com /labs /neosemantics/.
The main drawback in Neo4j is that there not exists an under-
lying ontology and after the transformation of the RDF data into 
graph data, all the RDF, RDFS, and OWL tags lose their semantic 
meaning becoming just simple labels, preventing the use of rea-
soning with them.
5.2.2. Query response times
Fig. 11 shows the response time for the three types of queries 
presented in section 4.
Information Queries. The query response time evaluation for 
information queries is shown in Fig. 11(a) using the three different 
RDF stores named previously and three different time windows. 
The queries were executed 10 times each and the average value 
was calculated. As it can be seen, on the one hand, Virtuoso is 
the fastest RDF store for the three different time windows, even 
faster than the in-memory RDFox store. On the other hand, Stardog 
presents a low performance solving this type of queries with a 
considerable distance from the others.
Relation Queries. In Fig. 11(b) an evaluation of the query re-
sponse time for this type of queries is presented. RDFox is the 
fastest RDF store for those queries with a time window of a day 
and a week. However, Virtuoso presents a better performance for 
those relation queries with a longer time window. Also, the query 
response time in Virtuoso for shorter time windows remains con-
stant (4.9 seconds for a day and a week time window). Stardog 
continues to show poor performance with very high query re-
sponse times.
Anomalies Queries. This type of query demands a differ-
ent approach with respect to the other ones. In this case, it is 
necessary to ask about the behavior of the values over time, 
11
7.2. A Semantic Approach for Big Data Exploration in Industry 4.0 85
I. Berges, V.J. Ramírez-Durán and A. Illarramendi Big Data Research 25 (2021) 100222
Fig. 11. Query response time for: (a) information queries; (b) relation queries; (c) anomalies queries.
detecting increases and decreases in those values. In time se-
ries, the observations are taken with a certain periodicity, and 
the values between one observation and the next may fluctu-
ate depending on the sensitivity, precision and tolerance of the 
sensor, in addition to the noise generated by external factors. 
Thus, to correctly detect increases and decreases, it is necessary 
to establish a minimum variation in the values of the obser-
vations for a period of time, so that these increases and de-
creases are not the product of errors generated by the nature 
of the sensor or external factors. These minimal variations de-
pend on the kind of observation to be evaluated. For example, 
the power consumption of a motor can vary between 16,500 and 
20,000 watts in contrast with the temperature of an extruder 
band heater, which can vary between 160 and 220 degrees Cel-
sius. This means that oscillations are greater in the observations 
of the power consumption than in the temperature, needing to 
define independent minimum variations for each type of observa-
tion.
The detection of increases and decreases in values can be done 
by applying rules, which is one of the advantages provided by 
RDF stores, creating an additional RDF triple to indicate whether 
in a period of time there is an increase or decrease in value and 
limiting the query to ask only for the behavior of those triples. 
However, each RDF store supports a specific rule language and 
evaluation method, i.e., RDFox supports the use of Datalog rules 
with the materialization of inferred triples; Virtuoso supports the 
creation of custom inference rules using the SPIN vocabulary; and 
Stardog supports two different syntaxes for defining rules, the first 
is native Stardog Rules syntax (based on SPARQL) and the second is 
the standard RDF/XML syntax for SWRL. Virtuoso and Stardog use 
the query rewriting method to evaluate the rules. Fig. 12 shows an 
example of the syntax used for a rule in RDFox.
In the query response time evaluation presented in Fig. 11(c), 
it can be seen that the materialization method for rule applica-
tion used in RDFox provides a remarkable performance compared 
to Virtuoso and Stardog. Nevertheless, Virtuoso shows a notewor-
12
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Fig. 12. Datalog rule to materialize an increase in the value of observations for all motor RPM sensors when the increase is greater than 500 units in a time span of 15 
minutes.
thy performance even using the query rewriting method. Finally, 
queries made in Stardog exceeded the maximum waiting time of 
two minutes.
Regarding the performance of Neo4j to solve the three types of 
defined queries, it can be observed that the response times for in-
formation and relation queries are similar to those obtained with 
the best performing RDF stores (i.e., Virtuoso and RDFox). How-
ever, for anomaly queries, the query response time increases to 
about 2 minutes as, to the best of our knowledge, it is not possible 
to use rules in Neo4j. Therefore, it is necessary to first query the 
basic data and then apply some post-processing using an external 
framework (e.g., Spark,13 Hadoop14) to detect anomalies.
6. Conclusion
The development of software tools that support customization 
capabilities that facilitate data exploration and visualization, to dif-
ferent users according to their analysis needs, is a challenge that is 
being considered in manufacturing scenarios. Exploration and visu-
alization of captured time-series data provides increasing knowl-
edge about the indicators used in the monitoring of machines. 
In this paper we have presented a semantic-based visual query 
system that enables domain experts to formulate queries dealing 
with a customized digital representation of the machine and on-
the-fly generated forms. The system also offers the capability of 
downloading enriched data. Moreover, it provides a tailor-made vi-
sualization of the results depending on their nature. The whole 
process is supported by an underlying ontology where the main 
components of the machine and its sensors have been described.
Although disk space is a crucial concern when referring to big 
data scenarios, the benefits of semantic data annotation for data 
analysis purposes are not comparable with the limited knowledge 
extracted directly from raw data. Therefore, the increase in storage 
due to semantic annotation is acceptable and moreover, the query 
response times obtained are manageable.
Declaration of competing interest
The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared to 
influence the work reported in this paper.
Acknowledgements
The authors would like to thank Urola Solutions for their help 
with information about the extrusion process and for providing 
real data. This research was funded by the Spanish Ministry of 
Economy and Competitiveness under Grant No. FEDER/TIN2016-
78011-C4-2-R and the Basque Government under Grant No. IT1330-
19. The work of Víctor Julio Ramírez is funded by the Spanish 
Ministry of Economy and Competitiveness under contract with ref-
erence BES-2017-081193.
13 https://spark.apache .org/.
14 https://hadoop .apache .org/.
References
[1] D. Ciuriak, The economics of data: implications for the data-driven economy, 
in: Data Governance in the Digital Age, Centre for International Governance 
Innovation, 2018, Ch. 8.
[2] European Commission, Towards a thriving data-driven economy, Tech. rep., 
2014, https://ec .europa .eu /digital -singlemarket /news /communication -data -
driven -economy.
[3] A. Kusiak, Smart manufacturing, Int. J. Prod. Res. 56 (1–2) (2018) 508–517, 
https://doi .org /10 .1080 /00207543 .2017.1351644.
[4] N. Bikakis, G. Papastefanatos, O. Papaemmanouil, Big data exploration, visual-
ization and analytics, Big Data Res. 18 (2019) 100123, https://doi .org /10 .1016 /
j .bdr.2019 .100123.
[5] F. Zhou, X. Lin, C. Liu, Y. Zhao, P. Xu, L. Ren, T. Xue, L. Ren, A survey of vi-
sualization for smart manufacturing, J. Vis. 22 (2) (2019) 419–435, https://
doi .org /10 .1007 /s12650 -018 -0530 -2.
[6] T. Catarci, M.F. Costabile, S. Levialdi, C. Batini, Visual query systems for 
databases: a survey, J. Vis. Lang. Comput. 8 (2) (1997) 215–260, https://
doi .org /10 .1006 /jvlc .1997.0037.
[7] A. Haller, K. Janowicz, S.J. Cox, M. Lefrançois, K. Taylor, D. Le Phuoc, J. Lieber-
man, R. García-Castro, R. Atkinson, C. Stadler, The modular SSN ontology: 
a joint W3C and OGC standard specifying the semantics of sensors, obser-
vations, sampling, and actuation, Semant. Web 10 (1) (2019) 9–32, https://
doi .org /10 .3233 /SW-180320.
[8] H. Rijgersberg, M. van Assem, J. Top, Ontology of units of measure and re-
lated concepts, Semant. Web 4 (1) (2013) 3–13, https://doi .org /10 .3233 /SW-
2012 -0069.
[9] V.J. Ramírez-Durán, I. Berges, A. Illarramendi, ExtruOnt: an ontology for de-
scribing a type of manufacturing machine for Industry 4.0 systems, Semant. 
Web 11 (6) (2020) 887–909, https://doi .org /10 .3233 /SW-200376.
[10] I. Berges, V.J. Ramírez-Durán, A. Illarramendi, Facilitating data exploration in 
Industry 4.0, in: G. Guizzardi, F. Gailly, R.S.P. Maciel (Eds.), Advances in Con-
ceptual Modeling – Proceedings of ER 2019 Workshops FAIR, MREBA, EmpER, 
MoBiD, OntoCom, and ER Doctoral Symposium Papers, Salvador, Brazil, Novem-
ber 4-7, 2019, in: Lecture Notes in Computer Science, vol. 11787, Springer, 
2019, pp. 125–134.
[11] J. Rubart, B. Lietzau, P. Söhlke, Analyzing manufacturing data in a digital control 
room making use of semantic annotations, in: IEEE 14th International Confer-
ence on Semantic Computing, IEEE, ICSC 2020, San Diego, CA, USA, February 
3-5, 2020, pp. 434–438.
[12] D. Chankhihort, S.S. Choi, G.J. Lee, B.M. Im, D. Ahn, E. Choi, A. Nasridinov, 
S. Kwon, S. Lee, J. Kang, K. Park, K. Yoo, Integrative manufacturing data vi-
sualization using calendar view map, in: Eighth International Conference on 
Ubiquitous and Future Networks, ICUFN 2016, Vienna, Austria, July 5-8, 2016, 
IEEE, 2016, pp. 114–116.
[13] N. Iftikhar, B.P. Lachowicz, A. Madarasz, F.E. Nordbjerg, T. Baattrup-Andersen, K. 
Jeppesen, Real-time visualization of sensor data in smart manufacturing using 
lambda architecture, in: S. Hammoudi, C. Quix, J. Bernardino (Eds.), Proceedings 
of the 9th International Conference on Data Science, Technology and Appli-
cations, DATA 2020, Lieusaint, Paris, France, July 7-9, 2020, SciTePress, 2020, 
pp. 215–222.
[14] J. Lloret-Gazo, A survey on visual query systems in the web era (extended ver-
sion), CoRR, arXiv:1708 .00192 [abs].
[15] B. Eravci, H. Ferhatosmanoglu, Diversity based relevance feedback for time se-
ries search, Proc. VLDB Endow. 7 (2013) 109–120, https://doi .org /10 .14778 /
2732228 .2732230.
[16] G. Chatzigeorgakidis, K. Patroumpas, D. Skoutas, S. Athanasiou, S. Skiadopoulos, 
Visual exploration of geolocated time series with hybrid indexing, Big Data Res. 
15 (2019), https://doi .org /10 .1016 /j .bdr.2019 .02 .001.
[17] F. Haag, S. Lohmann, S. Bold, T. Ertl, Visual SPARQL querying based on extended 
filter/flow graphs, in: Proceedings of the 2014 International Working Confer-
ence on Advanced Visual Interfaces, ACM, 2014, pp. 305–312.
[18] J.M. Brunetti, R. García, S. Auer, From overview to facets and pivoting for in-
teractive exploration of semantic web data, Int. J. Semantic Web Inf. Syst. 9 (1) 
(2013) 1–20, https://doi .org /10 .4018 /jswis .2013010101.
[19] A. Soylu, E. Kharlamov, D. Zheleznyakov, E. Jiménez-Ruiz, M. Giese, M.G. 
Skjæveland, D. Hovland, R. Schlatte, S. Brandt, H. Lie, I. Horrocks, OptiqueVQS: 
a visual query system over ontologies for industry, Semant. Web 9 (5) (2018) 
627–660, https://doi .org /10 .3233 /SW-180293.
13
7.2. A Semantic Approach for Big Data Exploration in Industry 4.0 87
I. Berges, V.J. Ramírez-Durán and A. Illarramendi Big Data Research 25 (2021) 100222
[20] F. Antoniazzi, F. Viola, RDF graph visualization tools: a survey, in: 23rd Confer-
ence of Open Innovations Association, FRUCT 2018, Bologna, Italy, November 
13-16, 2018, IEEE, 2018, pp. 25–36.
[21] D.V. Camarda, S. Mazzini, A. Antonuccio, LodLive, exploring the Web of data, 
in: V. Presutti, H.S. Pinto (Eds.), I-SEMANTICS 2012 – 8th International Con-
ference on Semantic Systems, I-SEMANTICS ’12, Graz, Austria, September 5-7, 
2012, ACM, 2012, pp. 197–200.
[22] S. Lohmann, S. Negru, F. Haag, T. Ertl, Visualizing ontologies with VOWL, Se-
mant. Web 7 (2016) 399–419, https://doi .org /10 .3233 /SW-150200.
[23] E. Kharlamov, B.C. Grau, E. Jiménez-Ruiz, S. Lamparter, G. Mehdi, M. 
Ringsquandl, Y. Nenov, S. Grimm, M. Roshchin, I. Horrocks, Capturing industrial 
information models with ontologies and constraints, in: The Semantic Web 
- ISWC 2016 – Proceedings of 15th International Semantic Web Conference, 
Kobe, Japan, October 17-21, 2016, Part II, 2016, pp. 325–343.
[24] E. Negri, L. Fumagalli, M. Garetti, L. Tanca, Requirements and languages for the 
semantic representation of manufacturing systems, Comput. Ind. 81 (C) (2016) 
55–66, https://doi .org /10 .1016 /j .compind .2015 .10 .009.
[25] M. Garetti, L. Fumagalli, P-PSO ontology for manufacturing systems, in: 14th 
IFAC Symposium on Information Control Problems in Manufacturing, IFAC 
Proc. Vol. 45 (6) (2012) 449–456, https://doi .org /10 .3182 /20120523 -3 -RO -2023 .
00222.
[26] D.L. Nuñez, M. Borsato, An ontology-based model for prognostics and health 
management of machines, J. Ind. Inf. Integr. 6 (2017) 33–46, https://doi .org /10 .
1016 /j .jii .2017.02 .006.
[27] R. Barbau, S. Krima, R. Sudarsan, A. Narayanan, X. Fiorentini, S. Foufou, R.D. Sri-
ram, OntoSTEP: enriching product model data using ontologies, Comput. Aided 
Des. 44 (6) (2012) 575–590, https://doi .org /10 .1016 /j .cad .2012 .01.008.
[28] K. Villalobos, I. Berges, B. Diez, A. Goñi, A. Illarramendi, A multi-services ar-
chitecture for smart manufacturing scenarios, in: International Conference on 
Industrial Internet of Things and Smart Manufacturing, Imperial College Lon-
don, London, United Kingdom, 2018.
[29] K. Thirunarayan, A.P. Sheth, Semantics-empowered big data processing with 
applications, AI Mag. 36 (1) (2015) 39–54, https://doi .org /10 .1609 /aimag .v36i1.
2566.
[30] M. Golfarelli, S. Rizzi, A model-driven approach to automate data visualiza-
tion in big data analytics, Inf. Vis. 19 (1) (2019) 24–47, https://doi .org /10 .1177 /
1473871619858933.
[31] A. Addlesee, Comparison of linked data triplestores: developing the method-
ology, https://medium .com /wallscope /comparison -of -linked -data -triplestores -
developing -the -methodology-e87771cb3011, 2019.
[32] A. Addlesee, Comparison of linked data triplestores: a new contender, 




7.3. Towards the implementation of Industry 4.0: a methodology based approach
oriented to the customer life cycle 89
7.3 Towards the implementation of Industry 4.0: a method-
ology based approach oriented to the customer life
cycle
Title: Towards the implementation of Industry 4.0: a methodology-based
approach oriented to the customer life cycle
Authors: Víctor Julio Ramírez-Durán, Idoia Berges, Arantza Illarramendi
Journal: Computers in Industry
Impact factor (2019): 3.954






Computers in Industry 126 (2021) 103403
Contents lists available at ScienceDirect
Computers  in  Industry
jo ur nal ho me page: www.elsev ier .com/ locate /compind
Towards  the  implementation  of  Industry  4.0:  A  methodology-based
approach  oriented  to  the  customer  life  cycle
Víctor  Julio  Ramírez-Durán ∗, Idoia  Berges,  Arantza  Illarramendi
Department of Languages and Information Systems, University of the Basque Country UPV/EHU, Donostia - San Sebastián 20018, Spain
a  r  t  i  c  l  e  i  n  f  o
Article history:
Received 30 May  2020
Received in revised form
10 November 2020
Accepted 15 January 2021






a  b  s  t  r  a  c  t
Many  different  worldwide  initiatives  are promoting  the  transformation  from  machine  dominant  manu-
facturing  to digital  manufacturing.  Thus,  to achieve  a  successful  transformation  to Industry  4.0  standard,
manufacturing  enterprises  are  required  to  implement  a clear  roadmap.  However,  Small  and  Medium
Manufacturing  Enterprises  (SMEs)  encounter  many  barriers  and difficulties  (economical,  technical,  cul-
tural, etc.)  in the  implementation  of  Industry  4.0.  Although  several  works  deal  with  the  incorporation  of
Industry  4.0  technologies  in  the area  of  the  product  and  supply  chain  life cycles,  which  SMEs  could  use
as  reference,  this  is not  the  case  for  the  customer  life  cycle.  Thus,  we  present  two contributions  that  can
help  the  software  engineers  of  those  SMEs  to  incorporate  Industry  4.0  technologies  in  the context  of the
customer  life  cycle.  The  first  contribution  is a  methodology  that can  help  those  software  engineers  in the
task of creating  new  software  services,  aligned  with  Industry  4.0, that  allow  to change  how  customers
interact  with  enterprises  and  the  experiences  they  have  while  interacting  with them.  The  methodology
details  a set of stages  that  are  divided  into  phases  which  in  turn  are made  up  of activities.  It  places  special
emphasis  on  the  incorporation  of  semantics  descriptions  and 3D  visualization  in the implementation  of
those  new  services.  The  second  contribution  is a  system  developed  for a  real  manufacturing  scenario,
using  the  proposed  methodology,  which  allows  to  observe  the  possibilities  that  this  kind of  systems  can
offer  to  SMEs  in  two  phases  of the  customer  life  cycle:  Discover  & Shop,  and Use  & Service.
©  2021  Elsevier  B.V.  All rights  reserved.
1. Introduction
The instantiation of the data-driven economy in the manufac-
turing industry has led to the development of different initiatives
and strategies addressing the use of data exploitation to optimize
and transform the manufacturing business. Among those initia-
tives we can find “Smart Manufacturing” in USA, “Made in CHINA
2025′′, “Future Manufacturing” in UK and “Industry 4.0” in Europe
(Kusiak, 2018), which enable important business opportunities for
the manufacturers.
Considering the Industry 4.0 in particular (Öztemel and Gursev,
2020), this initiative can have the greatest impact in three key areas
regardless of the sector (Cotteleer and Sniderman, 2017): Products,
supply chain, and customers. Regarding products, technologies
such as sensors, machine learning or robotics can transform the
way products are designed and developed, and the exploitation of
data about the products can allow manufacturers to predict, plan
and manage specific circumstances in order to optimize their pro-
∗ Corresponding author.
E-mail addresses: victorjulio.ramirez@ehu.eus (V.J. Ramírez-Durán),
idoia.berges@ehu.eus (I. Berges), a.illarramendi@ehu.eus (A. Illarramendi).
duction. Furthermore, new business models can be contemplated
by selling data and services in addition to physical products. In the
case of the supply chain, advanced forecasting techniques relying
on internal (e.g. demand) and external (e.g. market trends) data
can allow for a faster delivery time (Alicke et al., 2016). Moreover,
real-time information about the supply network and the logistics
capabilities can allow for a more flexible planning and inventory
processes, which can react to changing demand or supply situa-
tions. Finally, regarding customers, Industry 4.0 technologies can
help to gain a better understanding of the customers, enhance their
experience when interacting with the products and enable better
post-sale support. The proposal presented in this paper considers
this last area.
However, what is observed is that most of research addressing
implementation techniques in Industry 4.0 scenarios is created for
large organizations and the majority of Small and Medium Enter-
prises (SMEs) are overwhelmed by the large amount of existing 4.0
technologies, the time and effort needed to learn them, and the
costs of their implementation (Masood and Sonntag, 2020). More-
over, while several works deal with the incorporation of Industry
4.0 in the area of the products (e.g. Tomic et al., 2020; Mourtzis
et al., 2018) and the area of the supply chain (e.g. the survey in
Winkelhaus and Grosse (2020)), literature on how to introduce
https://doi.org/10.1016/j.compind.2021.103403
0166-3615/© 2021 Elsevier B.V. All rights reserved.
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Industry 4.0 technologies in the area of the customers is rather
scarce. The proposal shown in this paper considers those two
drawbacks: the difficulties of SMEs to achieve a successful trans-
formation towards Industry 4.0 standard and the scare literature in
the area of customer life cycle, and thus it presents a new method-
ology which can help software engineers of SME  manufacturing
scenarios to incorporate Industry 4.0 technologies in the context of
the customer life cycle. The goal pursued with this incorporation
is to improve efficiency and enhance customer experiences, thus
helping manufactures to attract and retain customers.
The methodology consists of stages that are divided into phases
which in turn are made up of activities. It uses similar phases of
those considered by a typical life cycle for the development of an
information system (Elmasri and Navathe, 2010), which are also
used in well-known development models such as Waterfall, Iter-
ative or Agile. But what makes it different and can be considered
the main of our contributions are the detailed descriptions of the
activities that must be carried out in each phase. Furthermore,
one technical novelty of the proposed methodology is the com-
mitment made in it to connect semantic based technology, used to
represent knowledge related to manufactured products, with 3D
digital technology, used to visualize those products. Within seman-
tic technologies, ontologies allow the representation of knowledge
of a particular domain through the definition of categories, prop-
erties and relationships between concepts and entities in a way
that is understandable by both machines and humans. The use of
ontologies has been increasing over the years, making the knowl-
edge represented through them much broader, facilitating the
definition of new concepts through reuse and improving interoper-
ability between heterogeneous information systems. Furthermore,
3D rendering technologies allow detailed visualization of objects by
adding navigation components that enhance the user experience.
These technologies have evolved in such a way that those processes
that some years ago took several minutes and needed a powerful
system to be executed, nowadays can be carried out in millisec-
onds from the web browser of a conventional computer or from a
mobile device (e.g. smartphones, tablets, laptops, etc.). We  believe
that an accurate and detailed description of the products or services
offered by the manufacturing industry together with an improved
visual presentation, both enhanced by the use of these technologies,
will enrich the experience offered to customers, positively affecting
decision-making.
Although there exist other proposals in the smart manufacturing
scenarios that advocate for the use of those technologies separately
(e.g. in (Kharlamov et al., 2019) authors propose a semantic rule
language for industrial internet of things and in (van Lopik et al.,
2020) augmented reality technology for industry 4.0), we have not
found any other one that proposes the combined use of them.
In order to show the feasibility of the methodology, its appli-
cation has been deployed in a system for a real manufacturing
scenario in Urola Solutions,1 a medium-sized enterprise located
in the Basque Country and which belongs to the MONDRAGON
Corporation.2 Thus, the contribution of the paper is twofold: On the
one hand, the methodology that guides software engineers of SMEs
in the task of creating software services that allow to improve the
relationship between customers and a company; and on the other
hand, a system as a proof of concept, which allows to observe the
possibilities of that type of solutions.
In the rest of the paper, a brief overview of the customer life
cycle phases is presented first. Then, some related works to the
use of semantic descriptions and 3D technologies in the manufac-
turing scenario are shown. Next, the proposed methodology with
1 https://www.urolasolutions.com/en/.
2 https://www.mondragon-corporation.com/en/.
its stages, phases and associated activities is described. Later, an
implementation of a case study for a real manufacturing scenario
that considers two  phases of the customer life cycle and which has
been developed using the proposed methodology is introduced.
Finally, some conclusions and future work are discussed.
2. Brief overview of the customer life cycle
The traditional customer life cycle consists of a series of five
phases that the customer goes through on his way  to acquire a
good or service, with the objective of turning people into paying
customers and achieving a loyalty relationship between the cus-
tomer and the brand. These phases, which range from capturing
the attention of a potential customer to achieving the aforemen-
tioned loyalty, are: Reach, Acquisition, Conversion, Retention and
Loyalty. In the specific case of manufacturing, a framework for the
customer life cycle oriented to Industry 4.0 is presented in Hood
et al. (2016), which condenses the five general phases into three:
3 Discover & shop: This phase has been greatly explored by e-
commerce platforms such as Amazon,3 AliExpress4 or eBay,5
mainly supported by the Business-to-Costumer (B2C) model,
whose intention is to improve the end customer shopping expe-
rience by offering an intuitive experience and a recommendation
system based on previous search and purchase preferences. How-
ever, in the manufacturing environment, and because of the
complexity of their products, companies using the B2C model
usually provide their customers with a generic physical or digital
brochure with a lack of depth description of the offered goods or
services. This approach may  end up generating more doubts in
the customer than it intends to solve, thus requiring the interven-
tion of a representative of the sales department in an additional
process different from that which constitutes their task, which is
to close the sale. Furthermore, these companies not only provide
goods and services to end customers, but also other businesses,
i.e. Business-to-Business (B2B) model, which means that, if the
offer is not well detailed, the purchasing processes are carried
out in extensive meetings between the purchasing and sales
departments of each company, taking more time than actually
necessary.
4 Buy & install: This phase covers the actual buying of the prod-
uct by the end customer and its installation. Many manufacturers
rely on channel partners, such as dealers or distributors, for man-
aging these tasks, so it is important to guarantee a seamless and
timely information sharing between the manufacturers and their
channel partners. However, this is usually done through trans-
actional and milestone-based systems intended to synchronize
activities that often rely on manual inputs and updates or out-
dated mechanisms that run once a day (Hood et al., 2016).
5 Use & service: This phase is oriented to customer retention and
loyalty generation, and it is mainly applied in the B2B model,
since the customer is tied to the use of products or services to
manage their business. The most common way  of providing a
post-purchase service that includes repair, maintenance and sup-
port is through the customer service lines. However, this solution
presents different problems such as fixed service hours, con-
gestion on the lines, relatively long waiting times and the high
possibility of not finding an immediate solution. These problems
generate high customer discomfort creating an effect contrary
to the desired loyalty. The effect is much more damaging in the






V.J. Ramírez-Durán, I. Berges and A. Illarramendi Computers in Industry 126 (2021) 103403
generated by not having the requested spare part or not having
carried out preventive and corrective maintenance on time.
In the case study presented in this paper two of the three
phases presented above are considered: Discover & Shop, and Use &
Service. Regarding Discover & Shop two services have been imple-
mented. The first one, allows customers to approach to the products
in which they are interested by filling out a simple questionnaire
and the second one allows customers to navigate through those
products. The service implemented in relation to Use & Service is
a kind of virtual technician that tries to solve the needs in terms of
requesting spare parts.
3. Related work
There exist several technologies that enable the implementation
of Industry 4.0, such as Internet of Things (IoT), Cloud Computing,
Cybersecurity, Big Data and Analytics, Augmented/Virtual Reality,
Additive Manufacturing, Simulation, and Robotics. In the spe-
cialized literature, several projects and case studies using these
technologies in the context of manufacturing SMEs can be found.
For example, project ESMERA (European SMEs Robotic Applica-
tions (Icer et al., 2018)) of the European Commission’s Horizon
2020 Research and Innovation Programme aims to boost robotics
innovation for European SMEs by funding projects such as REFLECT
(CASP, 2020), which tackles the assembly of deformable parts in
dishwashers by using a robotic system. Also under the Horizon
2020 Programme, project CloudiFacturing (CloudiFacturing, 2020)
aims to optimize production processes and producibility in SMEs
using Cloud/HPC-based modeling and simulation. More precisely,
it supports projects such as 3D-CPAM (3D Clothing Production by
Additive Manufacturing (Tomic et al., 2020)), which uses advanced
HPC/Cloud services and modern 3D printing technologies to opti-
mize the 3D fashion design manufacturing process, or D2Twin
(D2LAB, 2020), which uses big data analytics to improve quality
control and maintenance.
As mentioned in the previous section, our proposal is supported
by two pillars: semantic-based technology to represent knowl-
edge related to manufactured products, and 3D digital technology
to visualize those products. These pillars are highly related to
two of the aforementioned Industry 4.0 enablers: IoT and Aug-
mented/Virtual reality.
From the IoT perspective where equipment and products com-
municate and are connected to each other, interoperating and
integrating data and information is a demanding task that can be
facilitated by semantic technologies such as ontologies. Ontologies
allow to represent the semantics of knowledge and data in a formal,
comprehensive and reusable way. Thus, several ontologies with
different purposes have been defined in manufacturing scenarios,
such as: the PSL ontology (Grüninger, 2009), which includes fun-
damental concepts for representing manufacturing processes; the
MASON ontology (Lemaignan et al., 2006), an upper ontology that
represents what authors consider the core concepts of the man-
ufacturing domain: products, processes and resources; the SIMPM
ontology (Šormaz and Sarkar, 2019), an upper ontology that models
the fundamental constraints of manufacturing process planning:
manufacturing activities and resources, time and aggregation; the
MaRCO ontology (Järvenpää et al., 2019), which defines capabil-
ities of manufacturing resources; the MSDL ontology (Ameri and
Dutta, 2006), which allows to describe manufacturing services;
the P-PSO ontology (Garetti and Fumagalli, 2012), which consid-
ers three aspects in the manufacturing domain: the physical aspect
(the material definition of the system), the technological aspect
(the operational view of the system) and the control aspect (the
management activities), for information exchange, design, control,
simulation and other applications; OntoSTEP (Barbau et al., 2012),
which allows the description of product information mainly related
to geometry; MCCO (Usman et al., 2011), which focuses on inter-
operability across the production and design domains of product
lifecycle; ExtruOnt(Ramírez-Durán et al., 2020), which describes
different aspects of extrusion machines such as their components
and the 3D position, the spatial connections and the features of
those components; CMO  (Talhi et al., 2019), which represents
the cloud manufacturing domain to support information exchange
between cloud manufacturing resources; and SAREF4INMA (de
Roode et al., 2020), which pursues favouring interoperability with
industry standards. Finally, a literature review of papers related to
ontologies in the area of product lifecycle management is presented
in (Fortineau et al., 2013).
Regarding 3D digital technology, Virtual Reality (VR), Aug-
mented Reality (AR) and Mixed Reality (MR) are considered
relevant technologies for the new generation of intelligent man-
ufacturing (Zhang et al., 2019). Virtual reality is a high-end
human-computer interface that allows interaction with simulated
environments in real time and through multiple sensorial channels
(Liagkou et al., 2019). The users believe to be inside a reality that
does not exist in truth, but they act like in the real world (Slater,
2009). Augmented Reality has been defined as a system which sup-
plements the real world with virtual objects (computer generated)
that appear to coexist in the same space as the real world (Bottani
and Vignali, 2019; Masood and Egger, 2019). It provides benefits
especially in designing products and production systems. While VR
requires inhabiting an entirely virtual environment, AR uses exist-
ing natural environment and overlays virtual information on top
of it. Finally, Mixed Reality like augmented reality, places digital or
virtual objects in the real world. However, with mixed reality, users
can quickly and easily interact with those digital objects to enhance
their experience of reality or improve efficiency with certain tasks
(Gonzalez-Franco et al., 2017). These technologies can been used
for several purposes in the industrial and manufacturing environ-
ment, for example in the process of product design (Mourtzis et al.,
2018; Guo et al., 2018), for assembly simulations (Tao et al., 2021;
Al-Ahmari et al., 2016), for training purposes (Ordaz et al., 2015;
Tao et al., 2019), for factory layout planning (Gong et al., 2019; Herr
et al., 2018) or for improving maintenance services (Riboldi et al.,
2021; Ababsa, 2020). Moreover, since 3D modeling has shown a
realistic description of manufactured products by generating high-
quality textures and proper lighting, it can be used for showcasing
purposes. In this sense, it can be seen how some companies such as
Schneider Electric6 or Reid Supply7 show their technical products
in a interactive 3D product catalogue.
Nevertheless, to the best of our knowledge, no proposal has been
made which combines the use of 3D and semantic technologies for
a customer life cycle framework in a smart manufacturing scenario.
Thus, in this paper, an initiative of this type is proposed.
4. Methodology
The approach introduced in this paper is intended to illustrate
how SMEs could achieve closer and long-lasting relationships with
customers through the implementation of new services aligned
with the four industrial revolution (Industry 4.0). In this line, we
present a step-by-step methodology that can help technicians of
those SMEs in the task of deploying those services.
The proposed methodology considers the phases of a typical
life cycle of an information system (Elmasri and Navathe, 2010)
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Fig. 1. Methodology diagram.
Table 1
Inputs and outputs of methodology stages.
Stage Input Output
Definition of objectives and goals Interest of adopting Industry 4.0 for improving
relationships with customers
List of new services, objectives, goals and roadmap for
the deployment of those services
Build  of semantic descriptions Specifications of the manufactured products Selected ontology and knowledge platform
Build of the 3D visualization List of manufactured products Export/synchronization method and rendering interface
Architecture design Quality attribute requirements, knowledge platform,
export method and rendering interface
An architecture
Implementation and testing of customer services Definition of customer services Implemented customer services
Deployment in production and maintenance Implemented customer services Customer services deployed in production and
maintenance period started
for the incorporation of semantics descriptions and 3D visualiza-
tion in the implementation of services associated to the customer
life cycle. The methodology consists of stages that are divided into
phases which in turn are made up of activities (see Fig. 1). In Table 1,
a summary of the inputs and outputs of the methodology stages is
presented. It represents the necessary income to obtain the desired
result through the execution of the activities described in each stage
of the proposed methodology. The different stages and activities
that make up the proposed methodology are presented below.
4.1. Definition of objectives and goals
Based on the interest of the company in adopting Industry 4.0
for improving relationships with customers, the aim of this stage
is to define a roadmap for the deployment of new services that can
overcome some of identified weaknesses. Thus, the first activity
is to carry out a familiarization with Industry 4.0 and Customer Life
Cycle, where Industry 4.0 benefits and customer life cycle phases are
presented in such a way  that the concepts are clear and familiar to
stakeholders.
The next activity is to identify how the company interacts with
customers with the purpose of detecting problems and limitations.
It is important to analyze the strengths and disadvantages of the
business model in relation to competitors, and also the statistics of
the customer support department, for example, to see which are
the most frequent customer complaints.
Once the problems and limitations have been identified, it is nec-
essary to narrow the scope by selecting those faults that can be solved
4
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with the deployment of services aligned with the Industry 4.0.  Those
services could include product exploration, training, maintenance,
etc. in such a way that they allow to improve the relationships
between customers and the company. This selection will be much
more accurate thanks to the familiarization with Industry 4.0 and
customer life cycle made previously.
The next activity is to establish those new services to be imple-
mented throughout the customer life cycle. The objectives and goals
(along with their priorities), that have to be achieved with the
implementation of those services, must also be defined followed
by a feasibility study that demonstrates that the project is profitable
and that the company has the technical and organizational capac-
ities to carry it out. In order to complete the roadmap, it is also
important to designate the project team and the human and mate-
rial resources involved as well as to create a schedule of the activities
necessary to implement the project, including those responsible of
each of them.
4.2. Build of semantic descriptions
One of the two pillars on which the proposed methodology
is based on is the use of semantic descriptions for representing
knowledge related to manufactured products. The detailed seman-
tic description of the products and services will guarantee the
creation of, for example, a robust catalogue, an accurate search
engine and an improved technical support. To accomplish this, the
first activity is to define the ontology competency questions. Compe-
tency Questions (CQs) are natural language questions outlining and
constraining the scope of knowledge represented in an ontology
(Wisniewski et al., 2019). Within the framework of this methodol-
ogy, the competency questions should be aimed at describing the
company’s products and services, in addition to answering those
questions that the customer may  ask about their properties or char-
acteristics.
Next, it is required to search an ontology that correctly answers
those defined competency questions and, if necessary, make the
pertinent modifications to adapt it correctly to what it has been
looking for. There are different repositories where ontologies that
span multiple domains can be found, such as LOV (Vandenbussche
et al., 2016), Swoogle (Ding et al., 2004), ODP (Gangemi and Presutti,
2009) and Ontohub (Codescu et al., 2017), however, there are also
ontologies created as result of scientific research and that are not
found in those repositories, hence a search using the most popu-
lar search engines is also recommended. In the event that it is not
possible to find an ontology that meets all the requirements, it is
necessary to design the ontology. In the literature different method-
ologies such as On-To-Knowledge (Sure et al., 2004), Diligent (Pinto
et al., 2004) and NeOn (Suárez-Figueroa et al., 2012) can be found to
adequately guide engineers through a step-by-step ontology devel-
opment process. Once the ontology is designed, the ontology must be
built. This activity can be done making use of free tools8 such as Pro-
tegé (Musen, 2015), NeOn Toolkit (Erdmann and Waterfeld, 2012)
and SWOOP (Kalyanpur et al., 2006), which facilitate creation and
editing, as well as verification of its structure and integrity. Finally,
an evaluation of the selected or built ontology against the competency
questions must be carried out in order to validate that they can all
be answered. If this is not the case, it is necessary to go back to the
search/design activity.
One might argue that an underlying ontology could be disre-
garded in favour of a database. However, the degree of flexibility
that ontologies offer for representing the hierarchy and properties
of individuals, as well as querying about them, cannot be achieved
8 A complete listing of these tools can be found at https://www.w3.org/wiki/
Ontology editors.
by databases. Moreover, ontologies are better suited for dealing
with inheritance and are prepared for reasoning and inference
purposes. In addition, there is usually a looser coupling between
ontologies and applications that use them than between database
schemas and applications. Finally, ontologies preserve semantics
and provide a shared understanding of a domain, favouring inter-
operability (Uschold, 2015).
With the ontology finally defined, it is time to select the knowl-
edge platform that will storage and sustain the ontology. Ontology
storage models are classified into native stores and database stores.
Native stores are directly built on the file system, whereas database-
based repositories use relational or object relational databases as
backend store. Storing ontologies using a native storage solution
is straightforward compared to storing ontologies in databases, as
relational databases do not support hierarchical relations directly
(Abburu and Golla, 2016). Although the selection of the most suit-
able knowledge platform to store the ontology depends on several
performance factors such as the response times of the queries and
the speed of data loading, there are evaluations such as those pre-
sented in (Addlesee, 2019a,b) which help facilitate the process
of selection. There are multiple ontology stores based on differ-
ent technologies, some of which offer a free version with most of
their functionalities. Examples of these are Virtuoso,9 Stardog,10
RDFox,11 GraphDB,12 Blazegraph13 and AnzoGraph.14
The last two activities related to the build of semantic descrip-
tions are the loading of the ontology in the selected knowledge
platform and the performance test of the knowledge platform. In these
activities, it is important to verify that there are no incompatibil-
ities between the ontology and the selected knowledge platform,
the data can be loaded and queried without problems, the neces-
sary endpoints are provided and the performance is adequate. This
can be done by uploading synthetic product and service data to the
knowledge platform, converting the competency questions to the
required query language, and executing those queries.
4.3. Build of the 3D visualization
The second pillar on which the proposed methodology is based
on is the use of 3D rendering technologies for the visualization of
products in order to provide an enhanced experience to customers.
For this, it is necessary at this stage to verify the existence of the 3D
models of the products and define how those models will be visual-
ized by the customers. Furthermore, it is also necessary to establish
a synchronization method between the modifications made to the
3D models of products and their final presentation in such a way
that the changes made in the design are reflected in the customer’s
visualization.
The first activity consists of verifying if there is a 3D representation
(CAD files) of the products offered by the company. Many manufac-
turing enterprises have those representations in the form of CAD
files, which features can vary depending on the software used to
create them. In the event that the company does not have 3D rep-
resentations of its products, it is possible to search for them in free
repositories like 3D Warehouse,15 GrabCAD16 and traceparts,17 and
other paid ones such as Sketchfab18 where it can be found thousand
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If product CAD files are not available, they must be built using
a CAD software. For this purpose, there exist free alternatives for
desktop (e.g. FreeCAD19) or web environments (e.g. Onshape,20
Autodesk Fusion 360,21 CMS  IntelliCAD PE22). Some of the latter are
based on cloud processing, which introduces some key advantages
such as that there is no need to invest in computer resources for
processing, the latest version is always available, new features and
bug fixes are added automatically, can be accessed from anywhere
and can cost up to a third of the value of traditional software.23
The next activity is to verify if an export/synchronization method
exists, in such a way that the changes made in the design are visual-
ized by the customer. Most CAD software provide a manual option
to export 3D models to local disk in different formats such as X3D,
STL, GLTF or OBJ. However, it must be established if there is an auto-
mated option in which 3D models can be transferred to the server
from where they will be rendered. If this option is not available, it
is necessary todesign and build a synchronization method. There are
manual and automated methods to carry out the synchronization.
The most basic one suggests that the designer export the modifica-
tion and load it into the repository used by the web application. This
method adds an extra burden to the designer’s work and is prone to
desynchronizations. Another approach suggests using CRON tasks
that run the synchronization process on a set schedule or at times of
low network traffic. It is also possible to synchronize using triggers
at the time the designer makes a modification or the client visual-
izes a product, for which it is necessary to develop a query method
to ask for recent modifications, either through an API in the client
application or in the selected design software.
Once the export/synchronization method has been defined, the
3D platform must be selected, that is, the technology in charge of
rendering the CAD models in the web environment. There are sev-
eral free libraries and frameworks based on WebGL (an OpenGL
based javascript library) for 3D rendering in web browsers24 such
as: Three.js,25 Babylon.js26 and X3DOM.27 Selection of the most
appropriate should be carried out taking into account previous
experience, visualization needs and learning curve.
Next, the design and build of the rendering interface must be car-
ried out. This consists of not only being able to render 3D models on
screen, but also to offer the necessary navigation and exploration
tools to improve the customer experience. For this purpose, it is
necessary that the designed rendering interface allows, in addition
to rendering the 3D models optimally and appropriately, modifying
the visualization to add relevant information as a result of the anno-
tations created in the ontology (name, model and characteristics of
parts, etc.). The final activity consists of performing communication
tests between the CAD software and the rendering interface using the
export/synchronization method in order to check the compatibility,
synchronization and visualization of the exported CAD models.
4.4. Architecture design
At this stage, the architecture that should support the
knowledge platform, the export/synchronization method and the
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oriented to the customer life cycle, it is necessary to define an archi-
tecture capable of supporting all the necessary services (customer
management, catalogue, search engine, technical support, etc.).
Before selecting the type of architecture to use, it is necessary
to identify the available computing resources as well as to estimate
the impact that the implementation of the new architecture will have
on the existing infrastructure. That is, to verify that the require-
ments for the inclusion of new technologies do not conflict with
the requirements for the correct execution of existing applications
(i.e. operating system and libraries versions) and that the current
computing resources are sufficient or it is necessary to incur in an
economic investment.
The next activity is to select the appropriate architecture type.
Among the architectures for distributed systems (Puder et al.,
2011) the best known are client/server, where clients contact the
server, which is responsible for handling requests; n-tier, where
(Web) clients interact with front-end services that then delegate
requests to their (database) back ends; peer-to-peer, where each
and every node can do both request and respond for the ser-
vices; and Service-Oriented (SOA), where services are provided
to the other components by application components, through a
communication protocol over a network. In the framework of the
Industry 4.0, several service-oriented architectures has been pro-
posed such as RAMI4.0 (Schweichhart, 2016), ARUM (Leitão et al.,
2013), SOCRADES (Karnouskos et al., 2009), PERFoRM, IMPROVE
and BaSys4.0 (Trunzer et al., 2019). The selection of the architec-
ture type should be based on the previous two activities and on
the projections that the company has for its current infrastructure.
The definition of the architecture location also depends on the latter,
that is, if the architecture will be implemented in a client’s own
infrastructure or in the cloud. Currently, there are different cloud
service providers (e.g. Amazon AWS,28 Google Cloud,29 Microsoft
Azure30) which allow the implementation of infrastructure in an
agile, configurable and secure way for a monthly cost, avoiding the
need to incur in a high immediate economic expense.
The next activity is to select the technologies that will be used in
the design of the architecture. Different technologies can be used for
communication from the client application to the database server,
such as web services or RESTful API’s. The use of these technologies
is recommended since it facilitates scalability and maintenance in
the case of multiple client applications. Next, the architecture design
must be carried out, which is essential to develop and maintain
large-scale, long-living software systems. As stated in (Hasselbring,
2018), the architecture defines the system in terms of components
and connections among those components. Moreover, the archi-
tecture shows the correspondence between the requirements and
the constructed system, thereby providing some rationale for the
design decisions. The architecture must be designed keeping in
mind all the quality attribute requirements specified for the project,
such as performance and reliability.
The last two activities consist of configuring the architecture in the
selected location and testing the architecture. This last activity can be
performed by defining use cases that describe specific interactions
between the user of the system and the system itself, and testing
those use cases against the implemented architecture checking its
stability, performance, security and reliability.
4.5. Implementation and testing of customer services
In this stage, the implementation and testing of the services
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These services must be aimed at guaranteeing an improvement in
the customer life cycle through the incorporation of the technolo-
gies selected in the previous stages.
At first, it is important to consider similar services to those to
be implemented, so that ideas can be obtained on how to add fea-
tures and avoid design problems. That is, if one of the services to be
created is a product catalogue, it is advisable to review industrial
catalogues, such as Schneider EZList31 and Siemens Industry Mall,32
and popular online stores such as Amazon, AliExpress and eBay,
looking for insights about the distribution of the sections on screen
or, if a search service is included, services like Google or Yahoo can
be checked to identify important functionalities (e.g. autocomplete,
suggestions).
Next, the design of user interfaces for the selected services must
be done. This process is not trivial as, in multiple times, users have
to deal with frustration, fear and failure when faced with overly
complex menus, incomprehensible terminology or chaotic navi-
gation routes. To address this, interfaces should reduce anxiety
and fear of use (embarrassing mistakes, privacy breaches, fear of
scams), allow a smooth evolution (transition from novice to expert),
allow compatibility with different input devices (keyboard, mouse,
multi-touch displays, gestural input, haptic devices, VR devices),
provide online help (text, video tutorials), improve the exploration
of information (filter, select, navigate with minimum effort and
without fear of getting lost). Designers should start by: (1) deter-
mining user needs: a thoroughly documented set of user needs
clarifies the design process; (2) generating multiple design alter-
natives: rethinking interface designs for different situations often
results in a better product for all users; and (3) carrying out exten-
sive evaluations: which can be done before fully programming the
functionality of the interfaces using sketches. Low-fidelity paper
sketches are helpful, but online high-fidelity prototypes create a
more realistic environment for expert review (Shneiderman et al.,
2016).
The next activity consists of code writing the services using the
designed interfaces followed by an usability analysis. This activity
must be carried out using the software tools and programming lan-
guages preferred by each company according to its infrastructure
and experience. This task should be modest if the interface design
is complete and accurate. The usability analysis must be designed
to find flaws in the developed services taking into account various
evaluation criteria such as: time to learn, speed of performance, rate
of errors by users, retention over time and subjective satisfaction.
The language and expressions used in the developed services must
also be taken into account. If the company operates internationally,
translation into multiple languages is necessary, otherwise it must
be adapted to the local culture. In (Bevan et al., 2016) several ISO
standards related to usability are presented that serve as a guide to
carry out this analysis: definition and concepts, evaluation reports,
quality metrics, etc.
Finally, it must proceed with the functionality, integration,
interoperability and acceptance tests. Those tests certify that the
developed services meets the goals of designers and customers,
moreover, a carefully tested prototype generates little change dur-
ing deployment, avoiding costly upgrades. In those tests, a set of
use cases for the services must be specified, with defined require-
ments such as the minimum response time for the combination of
software and hardware or the degree of user acceptance measured
through satisfaction surveys. If the services fail to meet these cri-
teria, the services must be reworked. This testing activity usually
results in a large number of bugs to be fixed which demands the
use of many human resources, making the bug fixing a disorganized,
31 https://ezlist.schneider-electric.com/.
32 https://mall.industry.siemens.com/.
chaotic and time-consuming process. The use of bug-tracking sys-
tems (e.g. Monday,33 Airbrake,34 Backlog,35 Bugzilla,36 Mantis37)
facilitates this activity, assigning a state to each detected bug, man-
aging the available resources and maintaining a traceability over
the process.
4.6. Deployment in production and maintenance
In this last stage, the developed services are installed and con-
figured in the production environment. It is recommended to use a
version control in such a way that from now on all the changes
made have a traceability. Version control helps teams keep track
of all individual changes and prevent concurrent work from con-
flicting. In (Rao and Sekharaiah, 2016), a comparison of different
version control systems can be found, which can help to select the
one that best suits the needs of the company.
Once the services have been installed and configured, a verifica-
tion of their functionality must be carried out to ensure that there
are no incompatibilities with the infrastructure available in produc-
tion. Furthermore, a demo with real users must be carried out in order
to certify that the services behave the way  they were designed. If
there are errors detected in the production environment, they must
be corrected and updates to the libraries and packages that are out
of date in this environment, must be performed.  Once the operation
of the services is validated and approved, the maintenance period
begins. During this period, the functionality of the services must be
constantly monitored and statistics on their use must be generated,  in
order to assess whether the services positively affected customers
throughout their life cycle.
5. Case study
In this section we  present a case study in which the methodol-
ogy described in the previous section has been applied to develop
three services that allow to improve the customer life cycle in a real
manufacturing company: Urola Solutions. That company devel-
ops advanced solutions for the packaging manufacture using blow
moulding technology. Among the products they offer, there are dif-
ferent types of extruders depending on their production capacity
and the types of plastic they use for packaging.
As stated in the first stage of the proposed methodology, first of
all an analysis of the type of interaction between the company and
its customers must be carried out in order to detect those faults
that can be solved with the deployment of new services.
5.1. Definition of objectives and goals
Urola Solutions has a fairly solid range of clients and the acqui-
sition of new clients is mainly based on the reputation achieved
over time and the good references obtained as a result of these
consolidated relationships. However, regarding potential new cus-
tomers who browse through its website, currently they only see a
general description of the products and services offered, in addi-
tion to the form and the telephone numbers of the contact section.
As a consequence, requests for information are very common, and
thus a personalized attention at the first contact between the future
customer and the sales representative is an excessive burden for
the company. A similar situation occurs with the customer ser-
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Table  2
Duration of stages for the proposed scenario.
Stage # of Weeks
Build of semantic descriptions 4
Build of the 3D visualization 6
Architecture design 2
Implementation of customer services 10
Deployment in production 2
be carried out before being redirected to the suitable specialist,
increasing occupation times of customer service representatives
and congestion on the lines.
Taking into account the aforementioned faults and a previous
meeting where the phases of the customer life cycle and Indus-
try 4.0 implementation advantages were exposed, the main goal
of this case study was oriented to improve customers experience
in two phases of the customer life cycle, Discover & Shop and Use
& Service, through the development of three services: catalogue,
searching module and virtual technician. For this purpose, the fol-
lowing general objectives were defined:
• Discover & Shop
–Creation of a searching module with questions in natural lan-
guage that allows customers to find the right product according
to their production needs in a simple and efficient way.
–Creation of an improved catalogue of the company’s prod-
ucts, with 3D visualization and advanced navigation options
that allows customers to see those products in detail.
• Use & Service
–Creation of a virtual technician, which will try to solve the
needs in terms of requesting spare parts and will only redirect
the most complex cases to the appropriate specialist.
A feasibility study was conducted to determine if the com-
pany had the necessary staff, technical resources and capital to
develop the project38, and as a result some guidelines were estab-
lished: the project duration could not be longer that 8 months and
no more than 3 company employees should be involved with a
weekly dedication of 32 h each as a maximum. Considering those
guidelines, a team of 6 members was assembled as follow: two  soft-
ware engineers, one for the backend (API, Database) and another
for the frontend (Application, Users management), with previous
experience for the necessary programming and the R&D manager
(with direction role) regarding company employees; and the three
authors of this paper with guidance and support roles. The design
of service interfaces was supported by a company designer with no
direct commitment to the project.
The duration of stages in Table 2 was estimated for a period
of 6 months taking into account the next stages of the proposed
methodology. Moreover, in Fig. 2 an excerpt of the project roadmap
defined at that time using the activities indicated in the proposed
methodology is shown.
5.2. Build of semantic descriptions
Given that the main products marketed by Urola Solutions are
extruders, an ontology should be found that correctly describes this
type of industrial machines. For this, it is necessary to define compe-
tency questions that describe this type of machines and represent
the questions that customers can ask about them when using the
new services. Below, some of the competency questions defined
38 The details of the feasibility study are not available due to the company’s data
privacy policies.
and categorized according to the service to which they correspond
are presented.
1. Catalogue
(a) How many models of extruders does the company offer?
(b) What kind of product do these extruders make?
(c) What are the characteristics of the products manufactured
by the extruders?
(d) Is there a 3D model of the extruder that can be visualized?
(e) What is the production (batch size) of a specific extruder
model?
2. Searching module
(a) What is the volume of the bottle that an extruder produces?
(b) What is the size of the bottle?
(c) How many bottles per hour does an extruder produce?
(d) What is the necessary space to house an extruder?
3. Virtual technician
(a) What are the possible solutions for a problem with the
motor?
(b) Where is the screw located?
(c) Which supplier has a compatible replacement fan?
(d) The extruder has stopped suddenly, what are the steps to
follow?
After defining the competency questions, it proceeded to look
for an ontology that would describe this type of industrial machines
(extruders) in the repositories indicated in the methodology. How-
ever, the search in these repositories did not give a favorable result,
so a search was made with the words “Extruder ontology” using
google scholar. This search returned our scientific paper (Ramírez-
Durán et al., 2020) with the description of an ontology named
ExtruOnt.
As mentioned in Ramírez-Durán et al. (2020), the ExtruOnt
ontology39 is the one that describes extruders most thoroughly. The
ExtruOnt ontology represents different aspects related to extrusion
machines. It includes terms to describe (1) the main components
of an extruder (e.g. the drive system), (2) the spatial connections
between the extruder components (e.g. the filter is externally con-
nected to the barrel), (3) the different features of the components
(e.g. the power consumption of the motor is 40.5 kWh), (4) the 3D
description of the position of the components (e.g. the feed hop-
per is located at point q(0,0,−1) in a 3D canvas), and, (5) the sensors
that need to be used to capture indicators about the performance of
that extruder (e.g. the temperature sensor that captures the melting
temperature of the polymer). This ontology has been implemented
using OWL  240 and the Protégé41 development environment. More-
over, if an adequate ontology for another manufacturing scenario is
not found, the detailed semantic description of the extruder that is
made in the ExtruOnt ontology can serve as a model when making
semantic descriptions of other products.
Next, the ExtruOnt ontology was  evaluated against the compe-
tency questions. Based on the classes (concepts) and relationships
described in the ontology, the competency questions were rep-
resented using the SPARQL language, dummy individuals were
created and the questions were executed, verifying that the
obtained result was equal to the expected result. Thus, it was possi-
ble to validate that the extruder models offered by Urola Solutions
could be correctly described using the ExtruOnt ontology and the
competency questions could be fully answered. As an example, the
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Fig. 2. Excerpt of the project roadmap.
PREFIX: <
http://bdi.si.ehu.es/bdi/ontologies/ExtruOnt/Extruder01#>
PREFIX rdf: < http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX owl: < http://www.w3.org/2002/07/owl#>
PREFIX s4inma: < https://w3id.org/def/saref4inma#>
PREFIX om: < http://www.ontology-of-units-of-measure.org/
resource/om-2/>
PREFIX dcterms: < http://purl.org/dc/terms/>
SELECT ?batch ?size ?phenomenon ?description ?value














After selecting the ontology, it proceeded to choose the knowl-
edge platform. Due to the fact that the project deadlines were quite
tight, it was decided to support the selection activity in evalua-
tions that have already been carried out. Therefore, three different
RDF stores were selected taking into account the evaluation carried
out in Addlesee (2019a) and Addlesee (2019b): Virtuoso, Stardog
and RDFox. For the evaluation of these RDF stores, the SPARQL
queries resulting from the competency questions in the previous
stage were used. Although these three RDF stores provide simi-
lar response times for most of the queries, Stardog presents too
high response times for specific types of queries and does not offer
a free version, reasons why it was discarded. On the other hand,
RDFox is an in-memory RDF store, which presents a great disad-
vantage in terms of data persistence, that is, if there is a crash or
a system restart, the modifications made would be lost. The use
of this RDF store involves creating and maintaining a backup sys-
tem, which must respond to any eventuality. This, added to the fact
that neither it offers a free version, has made this option be ruled
out. Finally, Virtuoso is a hybrid database engine that combines the
functionality of different types of databases in a single system. Vir-
tuoso has fairly low response times (<500 ms). Moreover, it offers
an open-source version and a SPARQL42 endpoint for connection
from external systems, therefore it was  the RDF store selected.
Finally, an instance of Virtuoso Open-Source edition version
7.2.5 was  installed in a Google Cloud virtual machine, in which the
ExtruOnt ontology was loaded and the necessary namespaces and
prefixes were defined. In addition, the operation of the endpoint
was  checked and the firewall rules for accepting requests were
added. Furthermore, the SPARQL queries were executed again to
check the correct functionality and performance of the knowledge
platform.
5.3. Build of the 3D visualization
As a product manufacturer, Urola Solutions owns their CAD
models. These models were created using a desktop CAD applica-
tion, whose license is quite expensive and for which the period of
free updates had already expired, and in addition it does not sup-
port an export method other than saving these models on the local
disk. Within the objectives of this phase it was decided to look for
an alternative CAD application that offered additional advantages
with respect to the current CAD application as well as an export
method according to the needs of the project.
Among the different CAD packages found for exporting CAD
models, those based on cloud processing (Onshape, Autodesk
Fusion 360, etc.) caught our attention for the reasons explained
in Section 4.3. Among those options, it was  decided to use Onshape
since it has a free plan with which all the functionalities can be
tested without incurring in any cost, it also allows collaboration
between teams from mobile and desktop devices and has an API
which can be used for exporting CAD models to the user application.
Using two CAD models of extruders provided by Urola solutions,
it was verified that these models were fully customizable within
the Onshape application and that the connection to the Onshape
API for the export will work correctly. It should be noted that
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Fig. 3. 3D extruder visualization on the rendering interface.
gramming languages and runtime environments, one of them for
NodeJS, which was the one used considering that the software engi-
neers involved in the project had previous experience developing
on it.
The fact that the new services would be available to the client
through web browsers constituted a compelling reason for the
selection of the 3D platform, for this reason it was necessary to
look for frameworks or libraries that would support the rendering
of CAD models through this medium. There are different open-
source frameworks based on WebGL (an OpenGL based javascript
library) for 3D rendering in web browsers. Among these, XML3D,
X3DOM and Three.js stand out (Evans et al., 2014). The later one
was selected because it has a simple learning curve, extensive doc-
umentation, lots of tutorials, and a powerful community. Using the
selected 3D rendering framework, an interface was designed and
built for the visualization of the extruder CAD models. The inter-
face allows to visualize and interact with the CAD models of the
extruders using actions controlled with the mouse and keyboard,
this includes moving, rotating, zooming in, zooming out, select-
ing, making cuts to the model, etc. Fig. 3 shows an example of the
visualization of an extruder with a vertical cut in the rendering
interface.
The last activity was to perform communication tests between
the Onshape API and a test application that incorporated the
rendering interface in order to check the compatibility, synchro-
nization and visualization of CAD models exported from Onshape.
Those tests gave satisfactory results.
5.4. Architecture design
Following the methodology activities for this stage, the hard-
ware resources available to configure the architecture were
identified. Urola Solutions has outsourced its infrastructure, so any
inclusion of resources to this infrastructure would generate an
impact on the budgeted expense. For this reason, the company has a
development environment on Google Cloud for the proof of concept
of its new projects, which includes more than 20 free products (with
a monthly usage limit) such as: Firebase, Firestore, Compute Engine,
Cloud Storage, App Engine, among others. Therefore, it was decided
to deploy the architecture on this development environment.
From the different types of architecture considered, the 3-Tier
architecture type was the one that best suited the needs of the
project, since in the future a native client for mobile devices could
be developed, so it was necessary to separate the presentation tier
from the application tier.
For the presentation tier of the selected architecture it was
decided to use React,44 a javascript library created by Facebook for
the construction of user interfaces, with which the software engi-
neers of the project had experience enough which would shorten
44 https://reactjs.org/.
programming times. In addition, FireBase45 was used as hosting
service since it has tools that facilitate administration, user man-
agement and online testing. FireBase also provides a free version
(Spark plan) with more than enough resources for the development
of the application, such as 1 GB of database storage in Cloud Fire-
store, 10 GB of hosting storage, custom domains and SSL security.
For the application tier, a REST API in charge of the functional
business logic and the communication between the presentation
tier and the data tier was developed using NodeJS,46 an execu-
tion environment that allows to use javascript code in server; and
ExpressJS,47 a web application framework for NodeJS designed for
the creation of APIs among others.
For the data tier, a virtual machine instance was  created in the
Google Cloud Compute Engine, specifically of type n1-standard-1 (1
virtual CPU, 3.75 GB of memory) with a hard disk of 30 GB,  in which
the knowledge platform was  deployed. It was also decided to use
the same virtual machine instance to host the API (application tier),
in order to emulate the production deployment of the project since
they would share the same server. Fig. 4 shows the main blocks of
the designed architecture. The architecture was tested configuring
one user in the Cloud Firestore database and making calls to the
API, using a demo React app, to query the available extruders in
the knowledge platform. Security configurations were applied to
the virtual machine instance (application and data tiers) in order
to only accept incoming requests from the React App deployed in
Firebase (presentation tier).
5.5. Implementation of customer services
Three services that guarantee an improvement in the customer
life cycle and that integrate the technologies selected in the pre-
vious stages have been implemented. These are a catalogue, a
searching module and a virtual technician. The first two services
are related to the Discover & Shop phase and the last one is related
to the Use & Service phase of the customer life cycle.
Before proceeding with the design of the services, an analysis
of similar services was  made as stated in the methodology. The
development of this activity gave us important guidelines on how
the new services should be approached taking into account the
characteristics, advantages and shortcomings of the service types
analyzed, which are presented next.
Regarding the catalogues, on the one hand, different types of cat-
alogues are used on e-commerce platforms (Business-to-Costumer
(B2C) model). They are developed to improve the end customer
shopping experience by offering intuitive visualizations and a
recommendation system based on previous search and purchase
preferences. On the other hand, in the Industry 4.0 environment,
most of the companies provide their customers with a generic phys-
ical or digital brochure with a lack of depth description of the goods
or services offered. Taking into account that many times their cus-
tomers are other businesses, i.e. Business-to-Business (B2B) model,
those brochures are insufficient because they do not incorporate
many technical details and thus, the purchasing processes are car-
ried out in extensive meetings between the purchasing and sales
departments of each company, taking more time than actually nec-
essary. A great advance in this aspect is introduced with the use
of an online 3D rendering technology in the developed catalogue.
Thus, a customer can see first-hand what the desired product looks
like and moreover, the visualization is enriched with relevant infor-
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Fig. 4. Architecture.
Fig. 5. Home screen options in the user application.
Fig. 6. Main screen of administration module.
Regarding the search modules, most of them are inserted into
the catalogues and its operation is based on keywords, which can
be a great challenge for novice users who do not know the cor-
rect terminology to perform a search (i.e. exact name, model, serial
number, functionality, etc.). To avoid this limitation, the search
module developed is initially based on a battery of simple questions
that guide the customer in the selection process.
Regarding post-purchase services, the most common way of
providing a post-purchase service that includes repair, mainte-
nance and support is through the customer service lines. However,
this solution presents different problems such as fixed service
hours, congestion on the lines, relatively long waiting times and
the high possibility of not finding an immediate solution. Those
problems can generate high customer discomfort creating an effect
contrary to the desired loyalty. The effect is much more damaging
in the manufacturing industry, where enormous economic loss can
be generated by not having the requested spare part or not having
carried out preventive and corrective maintenance on time. In order
to avoid those problems the developed service (virtual technician)
provides a troubleshooting module available 24 h a day with the
possibility of requesting spare parts directly from the main supplier
or from other suppliers.
With the information resulting from the analysis of similar ser-
vices, we  proceeded to the design and code writing of the new
services. However, before building those services, the REST API
and the user application where the services will be hosted must
11
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Fig. 7. Annotations generated when describing motor features.
be developed. Regarding the user application, it must contain an
administration module (Admin Zone in Fig. 5) in which the infor-
mation that will be available for the services will be managed. Fig. 5
shows the home screen of the user application with the adminis-
tration module and the available services, as well as the roles that
can access them.
In the administration module, the necessary annotations are
generated, using the descriptions of the ExtruOnt ontology, to store
the information of the extruder models in the knowledge platform.
This module is accessible only to users with an administrator role.
The first screen of this module (Fig. 6) presents a list of the extruder
models already loaded, with the option to edit or disable their dis-
play, and a button to access a sub-module where a new extruder
model can be created. This sub-module presents a dynamic form
where the main characteristics of an extruder model (name, man-
ufacturer, description, etc.) can be specified, in addition to the list of
its components and their characteristics. It should be noted that the
necessary information to create the form was completely extracted
from the descriptions present in the ontology, with which the gen-
eration of a database schema from scratch was not necessary, being
this one of the advantages of ontologies.
The left side of Fig. 7 presents an example of the form for describ-
ing a component of an extruder, more precisely its motor. The field
Component Type links this instance of motor to the class Motor in
ExtruOnt. Thanks to the information available in ExtruOnt about
Motors, the Features section of the form is dynamically personal-
ized to allow only for measure types that can be applied to motors
(e.g. Electric potential, Frequency). In the same way, once a mea-
sure type is selected (e.g. Electric potential) the field Unit is filled
with appropriate units for that type of measure with regard to the
information in ExtruOnt. The user can add as many as features as
they want about the selected component (e.g. a frequency of 60 Hz,
a minimum voltage of 230 V, a maximum voltage of 460 V), and
then this information is internally transformed into a set of RDF
triples annotated with the classes and properties of ExtruOnt, as
can be seen in the right side of Fig. 7. Moreover, apart from the
triples generated from the information available in the form, new
triples that link the instance with additional relevant information
inherited from the type of the component are generated. One exam-
ple of additional information is the International Registration Data
Identifier (IRDI) code of the type of component, whose semantic
representation is available through the eClassOWL ontology.48 This
ontology models eCl@ss,49 a classification standard for products,
and is used to facilitate interoperability.
Additionally, this sub-module also includes a section where CAD
models can be imported from the Onshape API and whose informa-
tion is annotated in the knowledge platform using the descriptions
of the 3D module from ExtruOnt. Figs. 8 and 9 show an example
of the implemented import system and the generated annotations
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Fig. 8. Import system.
5.5.1. Catalogue
Algorithm 1. Get all extruders with their components
Input: ∅
Output: R: Object list with extruders, components, properties and
3D models.
Variables: E:  Object list containing extruders with their main
properties.
P:  Object list containing extruder components.
C:  Object list containing extruder components
with their properties and 3D models.
1: function GetAllExtruders
2: R ←− {}
3: E ←− getDataS(“allExtrudersList”) // Run SPARQL query named
“allExtruderList”
4:  for each e ∈ E do
5: if evisible = true then // Only visible extruders
6: eparts←− partsById(eid) // Inject the extruder components
7: append 〈e〉 to R // Append extruder to list
8: return R
9: function partsByIdeid
10: C ←− {}
11: P ←− getDataS(“partsByExtruderId”)
12: for each p ∈ P do
13: pproperties←− propertiesById(pid) // Inject the component
properties
14: pmodel←− modelsById(pid) // Inject the component 3D models
15: append 〈p〉 to C // Append component to list
16:  return C
The developed catalogue (Fig. 10) is made up of a list of the
different extruder models available together with the information
corresponding to each model, manufacturer and production, as well
as a navigation button which leads to 3D visualization. Algorithm 1
describes the process to obtain all extruders with their components,
properties and 3D models inside the catalogue load workflow. This
information is obtained from the annotated data in the knowledge
platform managed by the administration module and rendered in
a canvas using the Three.js framework (Fig. 11). The interaction
with visualization and navigation is carried out using the mouse to
control the events of the scene, in this way it is possible to zoom
in, zoom out and rotate the 3D model. It is also possible to make
cuts to the model in the three dimensional axes using the sliders
in the upper left corner of the screen, allowing to view and select
components that were hidden. The selection of the components
of the extruder displays relevant information for the user related
to that component such as type, model and brand. There is also a
button to request more information, with which a contact form is
displayed. Its information contains, in addition to the data filled
in by the potential client, the information of the extruder model
displayed, helping the sales representative to better guide the first
contact with the user in order to make them a future customer.
5.5.2. Searching module
The searching module presents two  types of interfaces: sim-
ple and advanced. For the simple type, five general questions are
presented, focused on the production and dimension of the extrud-
ers, which help customers to find the ideal product according
to their requirements. Based on the answers to the questions, a
SPARQL query will be formulated, which will be executed against
the annotated information about the different extruder models.
These questions are:
• What is the volume of the bottle that you want to produce?
• What is the size of the bottle?
• How many bottles would you like to produce?
• How many hours does your company work per day?
• What is the available space (in meters) that you have for your
new extruder? (see Fig. 12)
Algorithm 2 describes the procedure carried out when running
a basic search.
Algorithm 2. Get all extruders with basic search parameters
Input: Pvol: Volume of the bottle.
Pwh: Object with width and height of the bottle.
Pprod: Quantity of bottles to produce in a day.
Phpd: Working hours per day.
Pesize: Object with width, height and length of the
extruder.
Output: R: Object list with extruders, components, properties and
3D models.
Variables: E:  Object list containing extruders with their main
properties.
F:  String with filter options.
1:  function GetAllExtrudersByParamsPvol, Pwh, Pprod, Phpd, Pesize
2: R ←− {}
3: Qsparql ←− getQuery(“BasicSearchQuery”) // Return query
template for basic search
13
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Fig. 9. Annotations generated when describing motor 3D models.
Fig. 10. Main screen of the catalogue.
4: F  ←− ValidateFilters(Pvol, Pwh, Pprod, Phpd, Pesize) // Return filter
options
5:  append 〈F〉 to Qsparql // Append filter options to query
6: E ←− getDataQ (Qsparql) // Run SPARQL query with filter options
7:  for each e ∈ E do
8: if evisible = true then // Only visible extruders
9: eparts←− partsById(eid) // Inject the extruder components
10: append 〈e〉 to R // Append extruder to list
11: return R
The advanced interface complements the previous one, allow-
ing searches based on the components of the extruders, and taking
advantage of the inheritance characteristics of the Web  Ontology
Language (OWL) with which the ExtruOnt ontology was built. More
precisely, it allows to indicate the specific class to which a compo-
nent must belong. This advanced search engine is activated in the
option Add advanced condition that is displayed after answering the
questions of the simple search engine and consists of two sections.
First, it shows the component tree of an extruder (Fig. 13A), which is
generated from the parthood relationships present in the ontology
(Fig. 13D). Selecting a component will display the specializations
of that component (subclasses), allowing further refinement of the
search (Fig. 13B). Moreover, properties related to the selected spe-
cialization will be shown (Fig. 13C). Each of the properties will serve
for one of the following two  purposes: information or refinement.
On the one hand, properties for information purposes are those
that according to ExtruOnt are either associated to the selected
specialization or inherited from its superclasses. These properties
will have a fixed value for that component. In the example shown
in Fig. 13, due to the description of the class ExtrusionHeadFor-
Profiles in ExtruOnt (Fig. 13E), the property has type of extrudate
has been assigned the fixed value Profile.  On the other hand, as
14
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Fig. 11. 3D extruder rendered in a canvas.
Fig. 12. Example of a question in the searching module.
their name indicate, properties for refinement will help refine the
search by allowing the user to provide values for them. More pre-
cisely, they will be those properties in ExtruOnt appearing in the
restrictions of the subclasses of the selected specialization. In the
example, a restriction exists in classes ExtrusionHeadForCir-
cularProfiles and ExtrusionHeadForNonCircularProfiles
which states values of Circular and Non-circular respectively
for property hasShapeOfProfile.  Thus, those two  values will
appear for refinement in the property has shape of profile of the
form. Although the related annotations are not shown for space
matters, the same applies for the property has quantity of plates.
Once the search has been carried out, simple or advanced, a list
of those extruders that meet the indicated conditions are displayed
using the same format and functionality of the catalogue. It is worth
mentioning that when the form to request more information is used
on an extruder obtained through the search module instead of the
catalogue, the search parameters are included in the information
sent to the sales representative.
5.5.3. Virtual technician
Using this service, customers can see the list of their extruders
bought or rented (B2C or B2B model, respectively) with the same
format used for the catalogue and with the same interaction capac-
ity in the 3D visualization (Fig. 14). Technically it is supported by
two  modules: (1) A library of solutions for the most common prob-
lems generated by the manipulation of extruders created by Urola
Solutions from the experience gained over the years. This library
is annotated in the knowledge platform and associated with the
extruder components through the custom property “related to”
whose domain and range are a problem and a component, respec-
tively. The system loads the library by filtering through the extruder
component that is selected in the 3D visualization, avoiding show-
ing irrelevant information and guiding the user step by step in
solving the problem. If there is no solution, a support ticket is
opened with which the technician will receive the history of previ-
ous actions, so that the client does not have to explain the problem
from scratch. (2) A module for requesting spare parts in which indi-
vidual parts can be requested from the main supplier. In case of not
having a stock of parts, other suppliers where stock is available
are suggested. The query of the available stock and other suppli-
ers is done through the already-existing internal company service
using its own codes for the components. However, when needed,
IRDI codes in the annotations of the components could be used to
broaden the search to other components classified under the same
IRDI code. Algorithm 3 describes the procedure carried out when a
spare part is requested.
15
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Fig. 13. Example of annotations used to construct the advanced interface of the searching module.
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Fig. 14. Virtual technician: customer options after selecting an extruder component.
Table 3
Average response times for system evaluation (in seconds).
Action Avg. response time (s)
Catalogue loading 0.938
Extruder insertion 2.457
Loading the 3D rendering of an extruder 9.631
3D  models data import from OnShape 2.736
Loading the library of solutions 1.428
Algorithm 3. Requesting spare part to available provider
Input: Cid: Component identifier.
Pid: Provider identifier.
Output: R: Response object with provider list or order status.
Variables: A:  Part availability.
L: List of alternative providers.
O: Order status.
1: function RequestSparePartCid, Pid
2: R ←− {}
3: A ←− partAvailableInWarehouse(Cid) // Always check availability
in warehouse first
4: if A = true then
5: O ←− requestPartToWarehouse(Cid)
6: R ←− 〈“Order”, O〉  // Return order status
7: els if A = falseandPid = ∅ then
8: L  ←− GetProvidersByPartId(Cid) // Get list of alternative
providers or NULL
9: R ←− 〈“Providers”, L〉 // Return available providers
10: else
11: L  ←− GetProvidersByPartId(Cid)
12:  if Pid included in L  then
13: O ←− requestPartToProvider(Cid, Pid)
14: R ←− 〈“Order”, O〉
15: else
16: R ←− 〈“Providers”, L〉
17: return R
At the time of writing this paper, the activities of usability anal-
ysis and testing of functionality, integration, interoperability and
user acceptance are being carried out by Urola Solutions. How-
ever, the feedback of the customers that are trying the system is
encouraging. They really value the possibilities it offers in relation
to product exploration, training of employees and recommenda-
tions regarding spare parts. Moreover, the results regarding the
evaluation of the system response times carried out in each of the
developed services in those real manufacturing scenarios, varying
the information load, can be seen in Table 3 (it shows the average
times obtained for the most relevant tests). As can be observed,
most actions are below the recommended average time of 4.7 s for
loading web  pages50 even using the limited deployment environ-
ment that was  available.
5.6. Deployment in production and maintenance
This stage and its activities will be addressed once the last activ-
ities of the previous stage have been completed.
6. Conclusions and future work
This paper presents a novel approach focused on the customer
life cycle to facilitate the implementation of Industry 4.0 in those
Small and Medium Enterprises belonging to traditional manufac-
turing sectors, whose limited resources and the high degree of
complexity that this entails, make them desist from starting this
process.
The main contribution of this paper is a methodology that
describes a series of well defined stages and activities, easy to
understand and execute, with which this transition can be car-
ried out using minimal economic resources and taking advantage
of new technologies that were not previously easily accessible. This
methodology is mainly based on the use of semantic technolo-
gies and 3D visualization, which have been extensively explored
individually, but to the best of our knowledge, they have not been
used together. On the one hand, semantic technologies, in this case
ontologies, provide a high degree of flexibility for the description of
knowledge, in addition to allowing inference and reasoning capa-
bilities that are difficult to achieve by traditional databases. On the
other hand, 3D rendering technologies offer an enhanced visual
representation that includes better graphics and navigation con-
trols, allowing the user an interactive and improved experience. All
these benefits focused on a particular type of user, the customer,
throughout their life cycle will improve the relationship between
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The second contribution is a system, developed as a proof of con-
cept in a real manufacturing enterprise, in which the introduced
methodology has been followed step by step and the previously
described technologies have been used to generate a series of ser-
vices that positively affect the relationship with the customer in
two of the three phases of the customer life cycle. This system has
an underlying ontology that allows to describe extrusion machines
in a reliable and flexible way, making the proposal easily extensible
to any company that works with this type of machine. Furthermore,
the ontology can be modified to describe any other type of product
(e.g. toys, furniture) and the system can be adapted to be used by
other manufacturing enterprises. The development of this system,
currently in the last stage of testing before being put into pro-
duction, serves as an example of the effectiveness of the proposed
methodology.
Future work contemplates the creation of a native application
for mobile devices, improving the scope of the system. It is also
important to explore the improvements that can be obtained in the
second phase of the customer life cycle, i.e. Buy & Install, eventually
expanding the number of services offered with services related to
channel partners (e.g. dealers or distributors), such as visualizing
and analyzing real-time data from these partners for optimizing
delivery, predicting issues and making better operational decisions.
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