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ABSTRACT
Quantum technologies that significantly depend on electromagnetic effects
are becoming of increasing interest to engineers. In many important cases,
the quantum electrodynamics models that describe these technologies can
be solved using information about the electromagnetic environment provided
by computational electromagnetics methods operating purely in the classical
regime. However, the unique requirements imposed by these applications
are stressing the capabilities of traditional computational electromagnetics
methods. To address this, time domain integral equation methods formulated
directly in terms of the magnetic vector and electric scalar potentials are sys-
tematically developed for the analysis of perfectly conducting and penetrable
regions. A rigorous functional framework is utilized to analyze the Sobolev
space properties of these integral equations. Discretizations formulated to
conform to these Sobolev space properties are shown to be substantially
more stable numerically than traditional discretization approaches. These
new computational electromagnetics methods are then utilized in a novel
framework developed to determine the spatially-dependent quantized field
operators produced by a single photon source built from a transmon qubit.
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As quantum theory continues to mature, quantum technologies that signifi-
cantly depend on electromagnetic effects are becoming of increasing interest
to engineers [1–6]. Given the complex multiphysics nature of these systems,
numerical methods will be invaluable in the design of these emerging tech-
nologies. Often, the computations needed in the design of quantum elec-
tromagnetic technologies can be formulated so that the needed information
about an electromagnetic environment can be provided by computational
electromagnetics (CEM) methods operating in the classical regime [7]. Exam-
ple computations where this is the case include determining the spontaneous
emission rate of a quantum emitter [8], analyzing the cooperative dynamics
of (artificial) atoms and photons [9, 10], and determining the Casimir force
between objects [11,12]. For each application area, suitable CEM solvers are
needed to bridge the gap between analytically solvable systems and those
desired to be numerically analyzed for problems of practical interest.
As the complexity of the quantum model being utilized increases, the nec-
essary properties of the CEM solver change, particularly with respect to an
increase in bandwidth over which the classical simulations need to be con-
ducted [13]. Performing this broadband analysis in the presence of often in-
tricate, multiscale geometries with complex material properties is still a chal-
lenge for traditional CEM techniques [14]. This is a consequence of the “low
frequency” breakdown effects that are inherent to many CEM techniques for-
mulated in terms of the electric and magnetic fields, making them inefficient
or unusable for analyzing multiscale systems over broad bandwidths [15,16].
As a result, there is an increasing interest to develop new CEM formulations
better-suited to coupling to quantum electrodynamics (QED) computations
needed to design quantum electromagnetic technologies [14].
One approach being pursued in this area is to develop CEM methods
formulated directly in terms of the magnetic vector and electric scalar po-
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tentials. This potential-based approach has been successfully applied to the
development of finite-difference time-domain, frequency domain finite ele-
ment method, and frequency domain integral equation solvers [17–20]. In
each case, these methods have been found to exhibit superior performance
compared to more traditional field-based CEM methods for analyzing mul-
tiscale systems. One of the major components of this work was to continue
this approach by formulating potential-based time domain integral equations
(TDIEs) that can be used to analyze perfectly conducting and penetrable re-
gions.
The interest in TDIEs comes from the fact that they have the potential
to combine the many benefits of time domain methods with those of integral
equations. For instance, time domain methods can perform broadband sim-
ulations and can be applied to nonlinear problems, which is often especially
important for analyzing multiphysics systems. Further, integral equations
automatically satisfy the radiation condition and allow for flexible geomet-
ric modeling that only requires surface discretizations, greatly reducing the
number of unknowns compared to differential equation based methods. With
the development of fast algorithms, TDIEs may also be applied to unprece-
dentedly large problems that can be prohibitive for other methods [21, 22].
Combining these benefits of TDIEs with the properties of potential-based
methods can produce a set of numerical solvers with many advantages for
modeling quantum electromagnetic technologies.
In addition to the development of potential-based TDIEs, this work also de-
veloped an approach to apply classical CEM methods to compute the spatial
dependence of quantized field operators produced by single photon sources.
These devices are an important tool for quantum computing and quantum
information systems [2, 23]. However, current modeling approaches neglect
how the propagation of an emitted photon can reduce its coherence. As quan-
tum information processing systems continue to be scaled up in size, it will
become important to fully characterize how quantum information is modified
as photons propagate between components in a system. To demonstrate the
modeling methodology developed in this work, simulations are performed of
a microwave single photon source that can be used in circuit QED systems,
similar to that developed in [2].
The remainder of this work is organized in the following manner. In Chap-
ter 2, a number of potential-based TDIEs are developed that can be used to
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analyze multiscale systems composed of perfect electric conductors (PEC)
over broad bandwidths. Special care is taken throughout this chapter to
discuss the Sobolev space properties of the developed TDIEs. It is shown in
detail how these properties are essential to developing a discretization strat-
egy that is numerically stable. Next, Chapter 3 discusses the development
of potential-based time domain integral representation formulas. These for-
mulas can be used to derive many different potential-based TDIEs, and are
especially useful in developing TDIEs for penetrable regions. To support the
development of numerically stable TDIE discretizations, the Sobolev space
properties of the integral representation formulas and related integral op-
erators are also discussed. Following this, it is shown in Chapter 4 how a
number of potential-based TDIE systems applicable to penetrable regions can
be developed using the integral representation formulas presented in Chapter
3. These systems are shown to be stable down to very low frequencies for
complex shapes. In Chapter 5, a modeling methodology is systematically
developed to analyze the spatial dependence of quantized field operators
emitted from single photon sources. To make the discussion more concrete,
a microwave single photon source composed of a transmon qubit coupled to
a coplanar waveguide resonator is considered throughout the development
of the modeling methodology. Finally, Chapter 6 presents conclusions and
comments on future work that can be performed.
In addition to the main text, three appendices are included to expand on
certain topics. This begins with Appendix A, which presents a detailed dis-
cussion on how to apply the marching-on-in-time method to discretize TDIEs.
Following this, a primer on the types of Sobolev spaces used throughout this
work is included in Appendix B. Finally, Appendix C discusses the main
characteristics of transmon qubits that have led to them being one of the
most often used qubits in circuit QED systems. A number of these prop-
erties are important for applying the modeling methodology developed in




INTEGRAL EQUATIONS FOR PERFECT
ELECTRIC CONDUCTING REGIONS
The first potential-based TDIEs that will be formulated in this work are de-
veloped for analyzing PEC regions. Similar to traditional field-based TDIEs,
the boundary conditions on a PEC object lead to a simpler potential-based
TDIE system than is possible for more complicated boundary conditions
such as those applicable to penetrable regions. Hence, TDIEs applicable to
PEC regions are the most sensible set of TDIEs to begin developing when
considering a new formulation.
Before continuing, it is worth mentioning the types of quantum systems
these TDIEs can be useful in analyzing. Many quantum systems operate at
optical wavelengths where “perfect” conductor approximations are no longer
valid. However, there is also significant interest in developing quantum sys-
tems at microwave frequencies that use superconducting circuits and Joseph-
son junctions. This field of work is typically referred to as circuit QED [24].
All of the conductors used to form microwave transmission lines for these sys-
tems are made from superconductors operating in a regime where treating
them as “perfect” electrical conductors is a reasonable approximation [25].
Hence, the potential-based TDIEs developed throughout this chapter can
find use in analyzing circuit QED systems. This will be demonstrated for a
microwave single photon source in Chapter 5.
For potential-based TDIEs to be applicable to these systems of interest,
they will need to be a deeply multiscale solver. That is, they can be used to
find an accurate and efficient solution over a wide range of length scales with
respect to the wavelength of the electromagnetic fields. Investigating new
methods to address this application space is of interest because traditional
field-based approaches are not well-suited to the analysis of deeply multiscale
systems [14]. For instance, this can be clearly seen in the low frequency
and dense mesh breakdowns of the electric field integral equation (EFIE)
[16,26,27].
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To date, many approaches have been proposed to try and make field-
based CEM formulations more suitable for multiscale simulations. Original
methods performed quasi-Helmholtz decompositions using loop and tree basis
functions [16]. This overcame the most severe effects of the low frequency
breakdown, but still suffered from ill-conditioning due to the dense mesh
breakdown [26].
Dense mesh breakdown is a result of the spectral properties (in the Hilbert
space sense) of the integral operator of the EFIE, and is not mitigated by
the loop-tree discretization [26]. Some attempts to address the dense mesh
breakdown have included using hierarchical bases or a regularization based
on Sobolev norms [27, 28]. However, as pointed out in [26], to truly avoid
this problem as opposed to simply mitigating it, the integral operator must
be changed. This is the goal of the Calderón preconditioned EFIE, which
leverages the self-regularizing property of the EFIE integral operator to yield
an equation system with better spectral properties [26].
Another approach to making field-based formulations more applicable to
multiscale systems was developed in the augmented EFIE (A-EFIE) [29,30].
This method solves the EFIE with both the current and charge densities
as unknowns, avoiding the need for a potentially computationally expensive
search for loop and tree bases on complex geometries. To lead to a solvable
system, the continuity equation is used as an auxiliary equation. Although
this method can produce accurate results at low frequencies, it also suffers
from ill-conditioning as the mesh is refined. Importantly, the physical struc-
ture of the A-EFIE system suggests the use of a particular simple kind of
preconditioner that can be efficiently formed to good effect for large-scale
computations [29].
The ill-posed nature of many field-based methods for multiscale problems
suggests that changing the equations can lead to more successful numeri-
cal methods for the emerging applications discussed. This is the concept
of the potential-based formulations, which implement numerical solvers di-
rectly in terms of the magnetic vector and electric scalar potentials [14]. This
leads to equations that are often found to be well-posed from very long to
short wavelengths (i.e., they are deeply multiscale). Additionally, potential-
based formulations have the benefit of being more easily integrated into many
quantum physics calculations, where these quantities are deemed more fun-
damental than the electric and magnetic fields [14,31].
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To begin the process of developing potential-based TDIEs, the work on
potential-based frequency domain integral equations developed in [19] is first
discussed in Section 2.1. Following this, the derivation of potential-based
TDIEs are considered in Section 2.2. The Sobolev space properties of the
corresponding TDIEs are carefully tracked throughout this derivation to ar-
rive at TDIE systems that can be stably discretized. More details on the
Sobolev spaces discussed throughout this work can be found in Appendix B.
These Sobolev space properties are leveraged in Section 2.3 to mathematically
prove the stability of the TDIE systems developed. It is then discussed in
Section 2.4 how the results from the Sobolev space analysis of potential-based
TDIEs can be used to develop discretization guidelines that lead to a stable
numerical system. Following this, additional potential-based TDIE systems
are developed in Section 2.5 that are free from interior resonances. These
TDIEs are important for analyzing the types of deeply multiscale systems
that can be encountered in, e.g., circuit QED systems. Finally, numerical
results for all of the TDIEs developed throughout this chapter are included
in Section 2.6.
2.1 Potential-Based Integral Equation Background
The development of potential-based integral equations in the frequency do-
main was first documented in detail in [19]. As a result, it is instructive
to briefly review the development of the integral equations of [19] before
discussing the extension to the time domain.
To begin this development, the potentials are introduced in the standard
way so that Maxwell’s equations are automatically satisfied. In particular,
B = ∇×A, (2.1)
E = iωA−∇Φ, (2.2)
and B = µH. Using the Lorenz gauge, i.e., ∇ ·A = iωµεΦ, two decoupled
wave equations can be derived. The resulting wave equations are
∇2A + k2A = −µJ, (2.3)
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∇2Φ + k2Φ = −ρ/ε. (2.4)
These equations can be solved simultaneously by deriving a suitable in-
tegral equation system. The approach taken in [19] to formulate a system
to simultaneously solve these wave equations starts from a single decoupled
integral equation that solves (2.3). This integral equation was originally de-
rived in [14] using a generalized form of Green’s theorem. The resulting
integral equation when considering scattering from a PEC object defined by
surface S embedded in a homogeneous background medium characterized by
ε and µ is ∫
S
[
µg(r, r′)J(r′) +∇′g(r, r′)Σ(r′)
]
dS ′ = −Ainc(r). (2.5)
In (2.5), Σ = n̂′ · A, which along with J comprise the unknowns for this
equation. Before determining another equation to produce a solvable system,
it is worthwhile to consider the physical meaning of Σ. This can be seen by
considering the definition of an equivalent surface charge density, i.e.,




= iωεΣ(r′)− εn̂′ · ∇′Φ(r′). (2.6)
It is then seen that the physical importance of Σ is that it acts as a contri-
bution to the surface charge density.
To arrive at a solvable system, an additional equation is still needed. One
possible equation to complete the system can be found by taking the diver-
gence of (2.5) and applying the Lorenz gauge condition [19]. This gives∫
S
[
g(r, r′)∇′ · J(r′)+ω2εg(r, r′)Σ(r′)
]
dS ′=−iωεΦinc(r), (2.7)
which can be shown to be equivalent to enforcing the standard integral equa-
tion that solves (2.4) for a PEC surface [32, Ch. 8]. That is, it is equivalent
to the more standard integral equation∫
S
g(r, r′)p(r′)dS ′ = Φinc(r), (2.8)
where p = n̂′ · ∇′Φ. Using the current continuity equation and the Lorenz
gauge, (2.7) and (2.8) can be shown to be equivalent in the frequency domain.
This highlights a key aspect of the overall derivation. The Lorenz gauge
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and other physical constraints have been used to rewrite the unknowns of
two seemingly independent integral equations to “tie” them together to form
a composite system that simultaneously solves (2.3) and (2.4). Stated an-
other way, this approach takes otherwise independent solutions of (2.3) and
(2.4) and ties them together so that the solutions represent electromagnetic
potentials, as desired [33]. As a result, the scattered potentials produced by
the solutions to (2.5) and (2.7) will be able to be combined to produce the
unique electromagnetic fields for a particular problem.
It is also important to note that (2.5) and (2.7) may be combined to yield
the EFIE [19]. As a result, it will also be possible to perform a derivation
of potential-based integral equations by starting at the EFIE and deriving
back to a more fundamental representation similar to (2.5) and (2.7). This
approach will be followed in the next sections to provide an explicit tie to a
functional analysis framework developed for analyzing the stability properties
of field-based TDIEs [34–36].
Although this system can be made to be equivalent to the EFIE, solving
(2.5) and (2.7) together leads to a system that has vastly superior perfor-
mance to the EFIE at low frequencies. The physically intuitive reason for
this is that as the frequency lowers, (2.5) captures the quasi-magnetostatic
physics while (2.7) captures the quasi-electrostatic physics. This is demon-
strated in [19] where a variety of different numerical examples are presented,
validating this formulation in the frequency domain. This is in contrast to
the EFIE, which mixes the scalar and vector potential contributions to the
scattered fields into a single equation. The imbalance between these two
terms in the EFIE leads to the well-known low frequency breakdown [16].
Another interpretation is that the EFIE only uses two of Maxwell’s equa-
tions in its derivation. As the frequency lowers, these two equations begin
to decouple, which manifests itself as the low frequency breakdown of the
EFIE. In contrast, the potential-based formulation discussed here utilizes all
four of Maxwell’s equations. As a result, as the frequency lowers, the natural
decoupling of the electric and magnetic fields is able to be properly captured.
In addition to the favorable low frequency performance, the potential-based
formulation discussed in this section also performs better for dense meshes
than the EFIE [19]. Further, the matrix system for this formulation can
be identified as a saddle point problem [37]. This means that a constraint
preconditioner may be utilized, greatly improving the performance of this
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formulation when iterative solvers must be used. Importantly, these con-
straint preconditioners can be efficiently generated and are very simple to
implement. This is in contrast to other preconditioning methods that have
been suggested for this class of problems, such as Calderón preconditioners,
which although very successful, are more time consuming to construct and
implement in code than a constraint preconditioner [38].
Unfortunately, when (2.5) and (2.7) are naively converted to the time
domain, the resulting system is extremely unstable numerically in the form
of highly oscillatory and ever-increasing solutions. A rigorous functional
analysis can show that these two equations cannot be discretized together to
yield a stable system. This will be discussed in detail in Section 2.4, after the
appropriate functional analysis for potential-based TDIEs has been presented
in Sections 2.2 and 2.3. Numerical results verifying these conclusions will
also be presented in 2.6. Since there are no choices of basis and testing
functions that will result in a stable MOT system, alternative equations that
can be stably discretized together must be derived. This derivation and the
accompanying functional analysis are discussed in detail in Sections 2.2 to
2.4.
2.2 Derivation of Potential-Based Time Domain
Integral Equations
As mentioned in the previous section, it is possible to derive the EFIE
through a particular combination of (2.5) and (2.7). Hence, it is also possible
to derive potential-based integral equations through careful manipulation of
field-based integral equations. In this section, stable potential-based TDIEs
are developed using this approach. The value of beginning the derivation with
the EFIE is that it allows a straightforward connection to a rich amount of
rigorous mathematical analysis that has been performed to analyze the sta-
bility properties of field-based TDIEs [34–36]. This provides an expeditious
way to extend the functional framework used for field-based TDIEs to be ap-
plied to the development of potential-based TDIEs. This extended functional
framework can then be used to guide the derivation of a set of potential-based
TDIEs that can be stably discretized using the MOT approach.
It should be noted that the functional framework that is utilized through-
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out this work makes heavy use of Sobolev space theory that is not typically
encountered in the engineering literature. To aid in understanding the results
in this section, a short primer on the essential aspects of Sobolev spaces for
analyzing surface integral equations has been included in Appendix B of this
work.
The main results of the functional analysis presented in this section are the
statements of the integral equations to be solved in the form of variational
problems. The statements of these variational problems succinctly summa-
rize the function spaces that each component of a weak formulation of the
integral equation should be taken from to have a solvable system. As will be
discussed in Section 2.4, these variational problems can be used to develop
discretization guidelines for a particular integral equation to achieve a stable
MOT system.
The remainder of this section is organized in the following way. In Section
2.2.1, the EFIE is considered within the context of the functional framework
used in this work. The process to establish the stability of a TDIE is also
reviewed for the case of the EFIE. Following this, the derivation of stable
potential-based TDIEs is considered in Section 2.2.2 using an extended func-
tional framework. The main results from this derivation are summarized in
Variational Problems 4 and 5.
2.2.1 Functional Analysis of the Electric Field Integral
Equation
As previously mentioned, it is desired to use the EFIE as a starting point in
the derivation of stable potential-based TDIEs. To support this, the impor-
tant functional analysis results for the time domain EFIE are presented in
this section.
To begin, it is useful to recall the formulation of the time domain EFIE to
introduce the notation that will be used in this section. This is started by
considering a time-varying electric field incident upon a scatterer embedded
in a homogeneous background medium defined by permeability µ, permit-
tivity ε, and speed of light c. As initial conditions, it is assumed that the
incident field, denoted by Einc, has not yet reached the scatterer defined by a
surface S, for all t < 0. If the scatterer is a perfect electric conductor (PEC),
10
enforcing the boundary condition that the total tangential electric field on S


















= n̂×(Einc(r, t)×n̂), (2.9)
where n̂ is the outward pointing unit normal vector to the surface S at
location r, R = |r − r′|, and a dot above a quantity denotes a temporal
derivative with respect to t. Further, τ = t−R/c is the retarded time, which
accounts for the finite propagation speed of the electromagnetic waves. In
(2.9), J = n̂′×H is the equivalent surface current density induced on S that
produces a scattered field, Esc, such that the total field given by Einc + Esc
satisfies the boundary conditions of the problem.
With the necessary equation introduced, the EFIE may now be considered
within the functional framework used in this work. As previously mentioned,
one of the goals of this analysis is to be able to state an appropriate vari-
ational problem to specify a suitable weak formulation to solve the EFIE.
The process to arrive at a suitable variational problem for a TDIE is inti-
mately related to the stability of the TDIE. As will be seen, all aspects of
the variational problem will be determined by going through the process of
rigorously establishing the stability properties of a TDIE. Hence, it is useful
to summarize the major components of the logical chain used to establish the
stability of the TDIE using the functional framework adopted in this work.
The components of the logical chain can be broken into the following three
steps.
1. Determine how the scattered electromagnetic energy in the time do-
main can be related to the energy in the frequency domain.
2. Use properties of the integral operator to bound the scattered energy
expressed in the frequency domain by the norm of the source function
that produced the scattered field.
3. Bound the norm of the source function by the energy of the incident
field.
Although the structures of the norms that are used to establish these bounds
are complicated, they are meaningful since they can all be related back to
the electromagnetic energy, as discussed in Appendix B. As alluded to in
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these steps, the functional framework used in this work establishes properties
of TDIEs by relating them to their frequency domain counterparts. To help
concisely differentiate between quantities in the time and frequency domains,
a tilde will be used to denote frequency domain quantities in this section.
The first two steps of this process are detailed in Appendix B, but will
be briefly reproduced here for continuity of the presentation of these results.
The first step is a straightforward application of Parseval’s theorem, which in
the context of the Sobolev spaces introduced in Appendix B, provides a link
between the H(curl, t,Ω) and H(curl, ω,Ω) norms, where Ω is some volumet-
ric region external to S. Physically, these norms compute the electromagnetic
energy of a particular function defined throughout Ω. The particular form
of Parseval’s theorem that is of interest is∫ ∞
−∞







where L{J}(·, t) and L{J̃}(·, ω) are the time and frequency domain EFIE
integral operators applied to current densities J and J̃, respectively. The
explicit forms of L{J}(·, t) and L{J̃}(·, ω) can be found in (B.21) and (B.12),
respectively. It should also be noted that J is related to J̃ through a Fourier-
Laplace transform with the real-valued damping parameter σ. The physical
interpretation of L{J}(·, t) and L{J̃}(·, ω) are the scattered electric field
produced by the respective surface current densities.
The next step in establishing the stability of the time domain EFIE is
to bound the frequency domain scattered energy by a norm of the source
function J̃. The particular bound of interest is given in (B.14), which is
reproduced here for continuity of the discussion. The bound is
||L{J̃(·, ω)}||H(curl,ω,Ω) ≤ C(S, σ)|ω|
1
2 ||J̃(·, ω)||H−1/2(div,ω,S), (2.11)
where C(S, σ) is a constant that only depends on S and σ. This constant is
a result of applying a trace operator in the process of transitioning from the
volumetric Sobolev space on the LHS of (2.11) to a surface Sobolev space on
the RHS. As mentioned in Appendix B, this bound establishes that J(r, t)
will need to be a member of H 1/2,−1/2div to have a solvable system.
The function space that Einc should be contained in can now be determined
by considering the properties of Ẽinc. To determine this Sobolev space, the
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following bound implied in [36] and [39] is used. This is
||J̃(·, ω)||H−1/2(div,ω,S) ≤ C(S, σ) |ω| ||Ẽinc(·, ω)×n̂||H−1/2(div,ω,S), (2.12)
which is established by considering the relationship between the integral
equations and the corresponding partial differential equations that they re-
late to [40]. More details on deriving this type of bound can be found in [40]
for acoustic integral equations. Physically, this bound demonstrates that the
source function for the EFIE will be bounded by the incident electromag-
netic energy. This is the last piece needed to demonstrate the stability of the
TDIE.
To show this, it is recalled that the electromagnetic energy radiated by J
for all time was related to the frequency domain using Parseval’s theorem
in (2.10). This was combined with (2.11) to bound the time domain elec-
tromagnetic energy by the norm of the source function, which is explicitly
shown in (B.23). This established the need for J ∈H 1/2,−1/2div . By now using
the bound in (2.12), it is seen that∫ ∞
−∞
e−2σt||L{J}(·, t)||2H(curl,t,Ω) dt




|ω|3 ||Ẽinc(·, ω)×n̂||2H−1/2(div,ω,S) dω. (2.13)
This demonstrates the need for (Einc× n̂) to at least be in H 3/2,−1/2div for
the problem to be well-posed. This then establishes the desired stability
property, since (2.13) shows that the scattered electromagnetic energy will
be bounded by the incident electromagnetic energy (which will always be
finite for physical problems).
With all the appropriate Sobolev spaces now determined, it is possible to
express the EFIE in terms of an appropriate variational problem, for which
a number of theorems have already been established [36].
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Variational Problem 1. (Electric Field Integral Equation)
∀(Einc×n̂) ∈H 3/2,−1/2div search for J ∈H
1/2,−1/2




























Note that the 〈·, ·〉σ notation denotes a space-time pairing, which is defined
in (B.27). In this variational problem, J′ is to be considered as the testing
function. It should be noted, however, that
..
J′ is what is actually used in
the equation (and would therefore enter into the discretization approach).
The reason for the variational problem being written in this way is stylistic,
i.e., having the main basis and testing Sobolev spaces be the same. This
notation is adopted throughout this work to minimize the modifications made
to equations taken from the literature in this work.
Considering the definition of Einc(r, t)×n̂, it is seen that
..
J′ is a member
of the appropriate dual space for this integral equation to be well-tested.
Further, this also helps in providing an easy way to determine the range
of the integral operator. This will prove to be especially useful in Section
2.2.2 when integral equations are considered that have not been previously
analyzed like the EFIE.
An important property of this variational problem is that the existence and
uniqueness of the solution to an equivalent variational problem have been
established in [34]. As mentioned above, an important part of establishing
the existence and uniqueness of the solution to this variational problem is
that the TDIE is stable.










which is equivalent to (2.12). This can be seen by explicitly writing out the
norms in (2.15) using the definition given in (B.24). Through equations like
(2.13), the stability of the overall TDIE is seen. It will be shown later in
Section 2.4 how information from variational problems like this one can be
used to determine stable discretization strategies for a variety of TDIEs.
Before moving on to developing potential-based TDIEs, it will be useful
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to consider a slightly different form of the EFIE. In particular, the current
continuity equation is used to introduce the charge density, denoted as %.
From [36], it can be concluded that % ∈ H1/2,−1/2. Making these changes
(see [36] for details), an equivalent variational problem that was analyzed
in [34] is arrived at.
Variational Problem 2. (Double-Source Electric Field Integral Equation)
∀(Einc×n̂) ∈H 3/2,−1/2div search for (%,J) ∈ H1/2,−1/2 ×H
1/2,−1/2
div such that
























This variational problem serves as a better starting point for deriving potential-
based TDIEs. Since this is the more useful form of the EFIE for this work,
(2.16) will be referred to as the EFIE in this work unless the context makes
it obvious that a different form is being referred to. Similar to Variational
Problem 1, the existence, uniqueness, and stability of this variational problem
have been established [34]. In fact, these properties for Variational Problem 1
are actually inherited from the proofs of them for Variational Problem 2 [36].
In addition to the stability bound given in (2.15), there also is a bound on
%, which is
||%||H1/2,−1/2 ≤ C(S, σ)||Einc×n̂||H 3/2,−1/2div . (2.17)
At this point, the essential results of the functional framework developed
by various mathematicians to analyze electromagnetic TDIEs have been in-
troduced. With this background in place, it is now appropriate to begin
developing stable potential-based TDIEs.
2.2.2 Potential-Based Derivation
The approach used to derive potential-based TDIEs in this section is in prin-
ciple similar to that of [36], where it was shown how the stability results of
the EFIE could be extended to also cover the differentiated EFIE within the
same functional framework. Since the EFIE is derivable from the potential-
based system (see [19]), it will be possible to extend the functional framework
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for the EFIE to the potential-based equations. This will be done by start-
ing with the EFIE and then deriving corresponding potential-based TDIEs
from it. From this, it will be possible to determine the Sobolev spaces to
state appropriate variational problems for the potential-based TDIEs. This
is achieved by monitoring how the various Sobolev spaces change through-
out the derivation. This is simpler than attempting to perform the func-
tional analysis directly on the potential-based system, and further aids in
the process by providing useful physical insight into an otherwise unfamiliar
problem. However, the stability analysis of the resulting equations is still
considered rigorously in Section 2.3 to complete the mathematical analysis
of the potential-based TDIEs developed in this section.
From the discussion in Section 2.1, it is clear that the EFIE needs to be
separated into two equations to determine corresponding potential-based in-
tegral equations. To begin doing this, the surface charge density and incident
electric field are rewritten in terms of the vector and scalar potentials, given
by
%(r′, t) = −ε[Π(r′, t) + n̂′ · ∇′Φ(r′, t)] (2.18)
and
Einc(r, t)×n̂ = −[
.
Ainc(r, t) +∇Φinc(r, t)]×n̂, (2.19)
where Π = n̂′ ·
.
A. Note that as long as Einc is a solution to Maxwell’s
equations, this decomposition can always be done. However, care is needed
in determining correct forms for Ainc and Φinc to solve a desired problem.
Examples for common types of excitations are given in [19]. Other examples
will also be considered in Section 5.6 of this work.





























and ∂t applied to an operator denotes that a time derivative should be taken.
For brevity, the dependence of the functions in the space-time pairings on r
and t will be omitted for the remainder of this section.
Before continuing the derivation, it is important to consider the Sobolev
spaces of the introduced functions. From Variational Problem 2, it is known
that % ∈ H1/2,−1/2 and (Einc× n̂) ∈ H 3/2,−1/2div . For (2.18) and (2.19) to be
meaningful then requires that the sums in each equation yield a function in
the correct Sobolev space. Similar to traditional vector space analysis, the
simplest way to guarantee this for (2.18) is by requiring that Π and n̂′ ·∇′Φ be
members of H1/2,−1/2. Similarly, (2.19) can be made meaningful by requiring
(
.
Ainc×n̂) and (∇Φinc×n̂) to be in H 3/2,−1/2div . It should be noted that this is
the simplest way to conclude what Sobolev spaces would be appropriate for
the introduced potentials. More rigorous considerations can also be used, as
will be discussed in Section 2.3.
By selecting the Sobolev spaces in this way, it is now possible to separate






















It is important to note that because of the choices of Sobolev spaces discussed
in the last paragraph, each of the pairings in (2.23) are guaranteed to yield
a finite value individually, allowing the linearity of the pairing to be used.
Now, integration by parts may be used to rewrite the second and fourth
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pairings to transfer the gradient operator to the testing functions, yielding
〈
..


















By noting that the second and fourth pairings in (2.24) constitute a weak
formulation of the standard scalar integral equation discussed in (2.8), it can
be concluded that they are equal to one another [32]. This allows (2.24) to
be separated by physical arguments into
〈
..


















Although the EFIE has been successfully separated into two equations,
(2.25) and (2.26) do not constitute a solvable system in their current form.
This is because there are two equations, but three unknowns: namely J, Π,
and n̂′ · ∇′Φ. However, as discussed in Section 2.1, it is possible to rewrite
(2.26) so that it uses the same unknowns as (2.25). This is done by noting
that the continuity equation with % written in terms of the potentials given
in (2.18) is ∫ t
−∞
ε−1∇′ · J(r′, t′)dt′ = Π(r′, t) + n̂′ · ∇′Φ(r′, t). (2.27)















where ∂−1t applied to an operator denotes that a temporal integral should be
taken of the function being input to the operator (e.g., ∇′ · J in this case).
The bounds of the temporal integral range from −∞ to the current temporal
argument of the input function (e.g., τ in this case).
Although (2.25) and (2.28) could attempt to be solved together, there are
a few distinct (i.e., unrelated) reasons why this is not necessarily desirable.
First, if a discretization approach were directly formulated based on (2.25)
and (2.28) the resulting MOT matrix system would be nonsymmetric. This
is due to the ∇ ·
..
J′ testing term present in (2.28). Although a nonsymmetric
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MOT matrix system can be solved, there are computational advantages to
solving a symmetric matrix system. For example, certain numerical algo-
rithms, such as direct and iterative matrix solvers, can exploit the symmetry
of the matrix to improve performance. Further, only half of the matrix ele-
ments need to be stored to completely describe a symmetric matrix. As will
be seen shortly, it is possible to modify the integral equation system formed
by (2.25) and (2.28) such that a symmetric matrix system can be achieved.
Hence, the symmetric form is preferred for implementation.
The second reason that the integral equation system of (2.25) and (2.28)
is not desirable to be solved is that the resulting MOT system will be more
prone to numerical instability. The reason these equations will be more prone
to instability is similar to that for an integral equation system based on time
domain versions of (2.5) and (2.7), and will be discussed in more detail in
Section 2.4. Briefly, the issue lies with the temporal range spaces of (2.25)
and (2.28) not matching.
To begin moving toward a symmetric system, it is recalled that the pri-
mary reason the system will not be symmetric is because of testing (2.28)
with ∇ ·
..
J′. That is, taking the divergence of functions typically used to
represent current densities will make the system nonsymmetric. However, it
is possible to rewrite this testing process by noting that J′ should behave like
an electric current density to be a good testing function. An intuitive way
to understand this is by noting that the Rumsey reaction theorem provides
a physically motivated way to determine appropriate testing functions for
different numerical methods [41, 42]. Since the integral operators in (2.28)
produce a component of the electric field, the reaction theorem suggests that
J′ should have properties like a current density. This also aligns with the
Sobolev space properties already stated for J′. Considering this, it is noted
that for J′ to truly act like an electric current density, it needs to satisfy
a continuity equation, as required in [36]. By rewriting ∇ ·
..
J′ using the
continuity equation, (2.28) becomes
〈...









where %′ is a testing function that has characteristics similar to a charge
density. Using a testing function that behaves like a charge density, rather
than taking the divergence of a function representing a current density, will
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allow a symmetric matrix system to be achieved.





Ainc×n̂) ∈H 3/2,−1/2div and ∀Φinc ∈ H5/2,1/2 search for























Many of the Sobolev spaces in this variational problem follow directly from
the discussions in this section. However, the steps to justify the Sobolev
space used for Φinc is more complicated, and warrants further discussion.
The spatial Sobolev space follows by noting that Φinc should be a solution
to the scalar Helmholtz equation, and so it must at least be in H1(ω,Ω) [40].
For the purposes of the integral equation, the trace of Φinc needs to be taken to
determine its value on S. This trace is in the space H1/2(ω, S) by definition,
which establishes the appropriate spatial Sobolev space for Φinc [40,43]. This
can also be seen alternatively by considering the structure of the pairing,
which requires Φinc to be in the dual space to
...
% ′. Since %′ acts like a charge
density, its spatial Sobolev space is H−1/2(ω, S), which is dual to H1/2(ω, S).
In addition to the spatial Sobolev space, the correct temporal order of the
Sobolev space also must be determined when transitioning from∇Φinc to Φinc.
The reason for this is that the temporal order of functions in electromagnetics
is affected by spatial derivatives, in addition to temporal derivatives. Simple
motivating examples of this are seen in Maxwell’s curl equations and the cur-
rent continuity equation. For instance, in Maxwell’s curl equations, one has
the curl of one field being related to the time derivative of the complementary
field. Since there is a duality between the fields, they will exist initially in the
same Sobolev spaces. Similarly, for the equation to make sense, all functions
will be in the same Sobolev space after having the various derivatives taken.
Although there are clear physical examples for the curl and divergence, the
concept also applies to the gradient, as seen in [35]. Due to this, it is neces-
sary for Φinc to be a member of a temporal Sobolev space of one order higher
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than ∇Φinc. This is further reinforced by the structure of the space-time
pairing used for discretizing the integral equation. Transferring the gradient
to the testing function resulted in lowering its temporal Sobolev space order
to −5/2, which is then balanced by an increase in the temporal order of the
other function. It is retaining the correct temporal balance between equa-
tions and functions in the discretization process that is critical to stability
of the method, as will be seen in the coming sections.
Although Variational Problem 3 constitutes a solvable system in theory,
the MOT discretization of it is still problematic. This is because the temporal
range space for (2.30) is H
3/2
σ and the temporal range space for (2.31) is H
5/2
σ .
As will be seen through numerical results, the stability of a discretized TDIE
system is highly dependent on developing a discretization that fully conforms
to the Sobolev space properties of the TDIE. This requires choosing testing
functions from the dual space to the range space of the TDIE. Since the
temporal range spaces for (2.30) and (2.31) are distinct, different temporal
testing functions would need to be used for the two equations. As a result,
the same discretization approach will not work for the two equations, so they
cannot be discretized consistently.
To be discretized consistently will require that the two equations have the
same temporal range space. Further, the temporal Sobolev space that an
unknown should be a member of should be the same in each equation. If this
is not the case, the numerical implementation using traditional discretization
approaches (e.g. MOT) may not always be able to produce a robustly stable
system. This point will be discussed further in Section 2.4 when details on
discretizing these variational problems are considered.
To correct for the inconsistency in temporal Sobolev spaces between (2.30)
and (2.31), either equation can be integrated by parts temporally. Since
there is a temporal weighting function in the space-time pairings, it will be
necessary to consider how this is affected by integrating by parts. This is
analyzed in detail in [36], where it is shown that an additional term produced
by differentiating the weighting function can be absorbed into the definition
of either the basis or testing function (depending on which is integrated by
parts) by adjusting the temporal Sobolev space that the function should be
selected from. The overall effect is intuitive. In particular, if a function has a
time derivative transferred off it, it will be a member of a temporal Sobolev
space of one order higher; while if a function has a time derivative transferred
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onto it, it will have the order of its temporal Sobolev space lowered by one.
With this understood, a new variational problem can be derived by using
integration by parts to transfer one of the temporal derivatives on the testing
function in (2.31) to the other term in the pairing. This gives the following
variational problem, termed the differentiated potential-based integral equa-
tion (D-PBIE).
Variational Problem 4. (Differentiated Potential-Based Integral Equation)
∀(
.
Ainc×n̂) ∈H 3/2,−1/2div and ∀
.
Φinc ∈ H3/2,1/2 search for

























As mentioned previously, the importance of this variational problem is that
the temporal range spaces are now the same for the two equations, i.e., they
are temporally balanced. This is seen by noting that the temporal range space
for (2.32) is still H
3/2
σ , while the integration by parts has made the temporal
range space for (2.33) be H
3/2
σ . Noting that the temporal domain spaces are
also the same for the two unknowns, it can be concluded that this variational
problem can be discretized consistently. Guidelines to support performing a
discretization for this system will be considered in more detail in Section 2.4.
As discussed previously, another benefit of moving to this equation system
is that the discretized matrix system will be symmetric when using standard
spatial basis functions. This is a useful numerical property that can allow
for more efficient storage of the matrix system, as well as allow for the use
of specialized matrix solvers developed for symmetric systems.
Although the D-PBIE can be discretized consistently, it may be more
desirable to have a version that does not differentiate the equations. For
instance, the integral operators on the LHS of the D-PBIE system calcu-
late the time derivatives of the scattered potential. These are often not the
quantities that are as physically relevant as the potentials without any time
derivative applied. Hence, when performing multiphysics simulations or sim-
ply attempting to post-process numerical results, additional steps could be
needed due to the time derivatives present in the D-PBIE.
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To address this potential deficiency, a variational problem that is in terms
of the incident potentials (as opposed to differentiated ones) can also be
derived. This is done by integrating by parts in (2.30) to transfer a time
derivative from the integral operator and incident potential onto the testing
function. This gives the following variational problem, termed the PBIE.
Variational Problem 5. (Potential-Based Integral Equation)
∀(Ainc×n̂) ∈H 5/2,−1/2div and ∀Φinc ∈ H5/2,1/2 search for
(Π,J) ∈ H1/2,−1/2 ×H 1/2,−1/2div such that ∀(%′,J′) ∈ H1/2,−1/2 ×H
1/2,−1/2
div :〈...





















Following the same discussion as for the D-PBIE, it is quickly seen that the
temporal range spaces for (2.34) and (2.35) are both H
5/2
σ . As a result, this
variational problem can also be discretized consistently, as will be discussed
in detail in Section 2.4.
Before discussing the stability analysis of the D-PBIE and PBIE, a vari-
ational problem will be written for a näıvely derived potential-based TDIE
that can be found by taking an inverse Fourier transform of (2.5) and (2.7).
This is useful to begin demonstrating how no suitable MOT discretization
scheme can be derived for this formulation in the time domain to yield stable
results. Further, studying the variational problem for this formulation also
helps highlight the utility of this functional framework in selecting correct
basis and testing functions, equations, and unknowns when the choice is not
directly obvious.
Before presenting the variational problem, it is necessary to convert (2.5)

























The corresponding variational problem can be stated in a similar manner
to the others presented in this work. Performing this gives the following
variational problem.
Variational Problem 6. (Näıve Formulation)
∀(Ainc×n̂) ∈H 5/2,−1/2div and ∀
.
Φinc ∈ H3/2,1/2 search for

























From past discussions, it is clear that the temporal range space for (2.38)
is H
5/2
σ and the temporal range space for (2.39) is H
3/2
σ . As a result, these
two equations cannot be discretized consistently within a MOT framework.
This is critical, since the MOT framework is what is traditionally utilized
and is the method that has had suitable fast algorithms developed for it.
Further, from the variational formulation it is also seen that the temporal
domain space (where temporal basis functions should be selected from) for
the two unknowns are different. Although not impossible to implement, it
does complicate the numerical implementation. More importantly, however,
is that without the use of the functional framework it would not be immedi-
ately obvious that different temporal basis functions for the two unknowns
or different equations should have been used at all.
2.3 Stability Analysis of Potential-Based Time Domain
Integral Equations
In Section 2.2.2, a calculus based approach was used to determine two sets
of potential-based TDIEs that were expected to be stable. This assumed
stability depended on the extension of the stability analysis for the EFIE
to carry over to the case of potential-based TDIEs. If performed correctly,
this calculus based approach can typically provide a means to determine
the appropriate equations, unknowns, and corresponding Sobolev spaces for
24
potential-based TDIEs. However, this calculus based approach does not
directly provide the desired bounds on the solutions to these problems to
demonstrate the stability of the formulation rigorously. This leaves the re-
sults of Section 2.2.2 somewhat incomplete from a mathematical perspective.
The focus of this section is to perform the necessary analysis to demonstrate
that the two potential-based TDIEs derived in the previous section do in fact
produce a finite amount of electromagnetic energy that is bounded by the
incident energy. The structure of this process closely follows the summary of
the stability analysis of the EFIE presented in Section 2.2.1.
Considering this, the first step for establishing stability results of the
potential-based TDIEs is to consider the scattered electromagnetic energy
for the EFIE, which through Parseval’s theorem is given as∫ ∞
−∞







Following the derivation of Section 2.2.2, it is clear that the EFIE operator
on the RHS can be expanded as










g(r, r′)q̃(r′) dS ′. (2.43)
The triangle inequality can then be used to see that bounds for the following
two norms will need to be found. The particular norms are
||iωµV{J̃}(r, ω) +∇S{Π̃}(r, ω)||2H(curl,ω,Ω), (2.44)
||∇S{n̂′ · ∇′Φ̃}(r, ω)||2H(curl,ω,Ω). (2.45)
To simplify the notation in this section, S{n̂′ · ∇′Φ̃}(r, ω) will be denoted as
Φ̃sc(r, ω) for the remainder of this discussion. It should also be noted that the
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integral of the cross terms formed between the norms in (2.44) and (2.45) by
applying the triangle inequality will also be bounded if bounds for the above
norms can be found.
Initially, the norm in (2.45) will be focused on, with the goal of demon-
strating that the scattered energy is bounded by the incident energy. The
first step of relating the time domain energy to the frequency domain energy
has already been completed through the application of Parseval’s theorem.
The next step is to use properties of the integral operator to bound the scat-
tered energy by the norm of the source function that produced the scattered
field.
Considering that the integral operator in (2.45) is a scalar integral, it will
be useful to first find a way to bound (2.45) by the scalar energy norm. This
can be done by first noting that ∇Φ̃sc is a component of the electric field,
and so is a member of H(curl, ω,Ω) ∩ H(div, ω,Ω). It is then possible to
use one of the results for trace operators of electromagnetic functions given
in [35] to conclude that
||∇Φ̃sc(·, ω)||H(curl,ω,Ω) ≤ ||∇Φ̃sc(·, ω)||H(div,ω,Ω)
≤ C(S)|ω|−
1
2 ||n̂ · ∇Φ̃sc(·, ω)||H−1/2(ω,S). (2.46)
The first inequality follows from the structure of the H(curl, ω,Ω) and
H(div, ω,Ω) norms. In particular, the ∇ × ∇Φ̃sc term in the H(curl, ω,Ω)
norm will be zero, while the ∇ · ∇Φ̃sc term in the H(div, ω,Ω) norm will in
general be greater than zero. Since the remaining terms in the H(curl, ω,Ω)
and H(div, ω,Ω) norms are equivalent, the first inequality in (2.46) will hold.
The second inequality follows from the result for trace operators given in [35].
Next, a standard property for the normal derivative trace operator (i.e.,
n̂ · ∇), as given in [40], may be used. This is that
||n̂ · ∇Φ̃sc(·, ω)||H−1/2(ω,S) ≤ C(S, σ)||Φ̃sc(·, ω)||H1(ω,Ω). (2.47)
This shows in this context that the trace of a function is bounded by the
energy of that function. Further, this process has provided the desired bound
on the vector energy norm by the scalar energy norm.
At this point, the properties of the S integral operator can be used to
bound the scalar energy norm of Φ̃sc by the norm of the source function that
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produces it. As shown in [40], this bound is
||Φ̃sc(·, ω)||H1(ω,Ω) ≤ C(S, σ)|ω|||n̂′ · ∇′Φ̃(·, ω)||H−1/2(ω,S). (2.48)
Combining the results up to this point then gives
||∇Φ̃sc(·, ω)||H(curl,ω,Ω) ≤ C(S, σ)|ω|
1
2 ||n̂′ · ∇′Φ̃(·, ω)||H−1/2(ω,S). (2.49)
This demonstrates rigorously that n̂′ ·∇′Φ ∈ H1/2,−1/2, which was previously
stated in Section 2.2.2 with a simplified calculus based justification.
The next step to illustrate the stability of the TDIE is to bound (2.49) by
the incident energy. This uses properties of the partial differential equation
that the integral equation is related to. For the current problem, the integral
equation is ∫
S
g(r, r′)n̂′ · ∇′Φ̃(r′) dS ′ = Φ̃inc(r), (2.50)
which has been previously considered in Section 2.1. This is naturally re-
lated to the scalar wave equation, which allows the following bound to be
established [40]
||n̂′ · ∇′Φ̃(·, ω)||H−1/2(ω,S) ≤ C(S, σ)|ω|||Φ̃inc(·, ω)||H1/2(ω,S). (2.51)
Although (2.51) provides the needed bound, it does not account for the
fact that in the original problem Φ̃inc had a gradient applied to it. It was
previously discussed in Section 2.2.2 that the gradient affects the temporal
regularity of electromagnetic functions. The explicit property given in [35]
is that if f ∈ Hsσ(R+, Hm(ω,Ω)) then ∇f ∈ Hs−1σ (R+, Hm(ω,Ω)3). In this
notation, the R+ denotes that these temporal functions are only non-zero for
t > 0 and the Hm(ω,Ω) is the spatial Sobolev space that f is contained in.
Using this result, it is seen that “removing” the gradient of Φ̃inc in the
above analysis needs to be compensated for by requiring that Φinc can have
an additional temporal derivative applied to it. This can be incorporated into
the above bounds by multiplying by an additional factor of |ω|, resulting in
the final desired bound of
||∇Φ̃sc(·, ω)||H(curl,ω,Ω) ≤ C(S, σ)|ω|
5
2 ||Φ̃inc(·, ω)||H1/2(ω,S). (2.52)
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This also serves the purpose of demonstrating that Φinc should be inH 52 ,1/2, as
was previously asserted in Section 2.2.2 using the calculus based derivation.









However, bounds on both of these norms come immediately from the above
discussion by recalling that this norm is directly related to the energy in the
region Ω. So, for physical reasons, it is known that the upper bound in (2.48)
will also upper bound the individual norms given in (2.53) and (2.54).
In addition to the overall bounds above, it is useful to write the bounds
on the source functions themselves like was done for the EFIE. For instance,
||Π̃(·, ω)||H−1/2(ω,S) ≤ C(S, σ)|ω|2||Φ̃inc(·, ω)||H1/2(ω,S), (2.55)
which in the time domain becomes
||Π||H1/2,−1/2 ≤ C(S, σ)||
.
Φinc||H3/2,1/2 = C(S, σ)||Φinc||H5/2,1/2 . (2.56)
These bounds can then be used to compactly write the stability of the overall
system, as is typically done in the literature [36].
A similar process to what was outlined above for bounding (2.45) could
also be conducted for establishing bounds on (2.44). However, it is simpler
to note that the operators involved are the same as the EFIE operator in
(2.16), so the same bounds will hold (although, the physical interpretation






























Combining all of these results, the final bounds which demonstrate the
stability of the variational problems for the PBIE and the D-PBIE can be






















































It can be noted that these bounds are not necessarily the minimal bounds
for J and Π. The choice was made to write these bounds in a symmetric
form to more clearly emphasize that the source functions are both bounded
by the energy of the incident potentials.
2.4 Marching-on-in-Time Discretization of Variational
Problems
The focus of this section is making explicit the steps needed to discretize the
variational problems that are discussed throughout this work. In particular,
a number of general concepts are discussed that clarify how basis and testing
functions should be selected to achieve a stable MOT discretization in Section
2.4.1. Following this, the discretized equations for the D-PBIE are presented
in Section 2.4.2. Finally, the same is done for the PBIE in Section 2.4.3.
Before continuing, it is worth mentioning that stable MOT results can
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only be achieved if the numerical integrations performed in the discretiza-
tion process are evaluated accurately enough. Various methods have been
developed to do this, with the most popular being those of [44–46]. All of
these methods have produced accurate results, and due to the similarity in
integral operators between the potential- and field-based TDIEs, are directly
applicable to the TDIEs derived throughout this work. Details on the partic-
ular integration technique used for all of the results in this work are discussed
in Appendix A.
2.4.1 General Concepts
The focus of this section is to show how information contained in the vari-
ational problems of the previous sections can be used to develop a MOT
discretization with substantially improved stability. It has been mentioned
in passing that the stability of discretized TDIE can be substantially im-
proved if the discretization conforms to the Sobolev space properties of the
TDIE. For a discretization to be conforming, basis functions need to be se-
lected from the domain space of the integral operators, while testing functions
need to be selected from the dual space to the range space of the integral
operators [36, 47].
This immediately presents a potential conflict in developing stable MOT
discretizations. This is because one of the fundamental characteristics of the
MOT method is that a Dirac delta function is used as a temporal testing
function (for those unfamiliar with the MOT method, see Appendix A).
Hence, one of the important results of this section is the discussion of how
a more general TDIE discretization scheme can be mapped to a functionally
equivalent MOT discretization. As will be seen in Section 2.6, this retains the
improved stability of a fully conforming discretization. Due to the complexity
of the temporal discretization, the spatial discretization will be considered
first.
Before discussing the details of the discretization schemes, it should be
noted that Tables B.1 and B.2 are included in Appendix B. These tables
list common functions that are members of the various spatial and temporal
Sobolev spaces considered in this work.
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Spatial Discretization
Now, to begin discussing the discretization, the selection of appropriate spa-
tial basis and testing functions will be considered. Inspection of the varia-
tional problems for the PBIE and the D-PBIE show that the spatial Sobolev
spaces for J and Π are the same for both TDIE systems. In particular,
J ∈ H−1/2(div, ω, S) and Π ∈ H−1/2(ω, S). From Table B.1, it is seen that
the simplest basis functions that can be used are the Rao-Wilton-Glisson
(RWG) and pulse functions, respectively. These functions are defined below.
The RWG function is commonly used in the engineering literature to dis-
cretize surface integral equations [36,48], and is defined for each internal edge





(r− r+n ), r ∈ T+n
− 1
2A−n
(r− r−n ), r ∈ T−n .
(2.63)
In (2.63), T±n are the triangles that share the nth internal edge of the tri-
angular mesh. Further quantities are A±n , which are the areas of triangles
T±n , and r
±
n which are the vector positions of the vertices of T
±
n that are not
connected to the nth edge of the mesh. One of the most useful features of
this basis function is that it is designed to guarantee the continuity of current
flowing through each internal edge.






, r ∈ Tn
0, r /∈ Tn,
(2.64)
where Tn is the nth triangular patch of the mesh and An is the area of this
triangle. It should be noted that the surface divergence of RWG functions
over a single triangle are proportional to the pulse functions. As a result,
it can be seen that the choice of basis functions for J and Π can lead to a
discretization that properly reflects the current continuity equation. This is
because Π is a component of the charge density.
With the spatial basis functions now determined, a suitable set of spatial
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testing functions can be selected. Similar to the spatial basis functions, it
can be seen that the spatial testing functions can be the same for both the
D-PBIE and PBIE. Considering this, sensible testing functions for (2.32) and
(2.34) are RWG functions, while pulse functions are appropriate to test (2.33)
and (2.35). Other options do exist for the spatial discretization [36]; however,
these are the only functions that will be used to discretize the D-PBIE and
PBIE in this work.
Temporal Discretization
Although the spatial discretization is relatively simple, the temporal dis-
cretization can be significantly more nuanced. To begin, the variational
problem for the D-PBIE will be considered since it is simpler to discretize.
The first step is again to determine the relevant Sobolev spaces for each
equation. For the D-PBIE, it is seen that the correct temporal domain space
is H
1/2
σ for both J and Π. From Table B.2, it is determined that the sim-
plest temporal basis function that is a member of this space is a triangular
function. Recalling the discussion after Variational Problem 4, it is identi-
fied that the temporal testing space for the D-PBIE is H
−3/2
σ . From Table
B.2, the simplest function in this space is the Dirac delta function. Hence,
a MOT discretization with a properly selected temporal basis function will
immediately be conforming to the Sobolev space properties of the TDIEs.
At this point, it is important to note a detail related to the nesting prop-
erties of the Sobolev spaces. In particular, higher order Sobolev spaces are
subspaces of lower order Sobolev spaces. Mathematically, this can be con-
cisely expressed as Hs+1σ ⊂ Hsσ. In the context of the D-PBIE, this would
suggest that any function in H
3/2
σ could conceivably be used as a basis func-
tion since they would also be members of H
1/2
σ . However, numerical results
have suggested that this should not be done as it can lead to instability in the
system. The exact reason for this is currently unknown, however, one possi-
ble explanation will be discussed at the end of this section. The instability
due to using basis functions from a subspace will also be demonstrated in
Section 2.6. Before continuing, it should be emphasized that these comments
are based on observations of non-exhaustive numerical results. For example,
the use of alternative numerical integration techniques beyond those detailed
in Appendix A have not been performed.
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With these points in mind, the discretization of the PBIE can now be
considered. Starting again by considering the temporal domain spaces of the
integral operators, it is noted that these are the same as the D-PBIE for J
and Π. As a result, it would originally be expected that using a triangular
basis function would be appropriate. However, the temporal testing spaces
are different from the D-PBIE and are seen to be H
−5/2
σ . Inspecting Table
B.2 shows that a function in H
−5/2
σ would look like the derivative of a Dirac
delta function. Attempting to use a function like this directly would not lead
to a MOT discretization; so it is not desired to conduct the discretization in
this way.
At this point, the concept of a functionally equivalent MOT discretization
can be introduced. The inspiration for this concept comes from the develop-
ment of discretely equivalent MOT discretizations used in developing higher-
order TDIE discretizations [49,50]. In these works, it was demonstrated that
a discretely equivalent MOT system can be developed for an arbitrary set of
temporal basis and testing functions. This is achieved by using a specialized
basis function in an otherwise standard MOT discretization. The specialized
basis function is given by the convolution of the arbitrary basis and testing
functions that were desired to be used in discretizing the TDIE.
For a functionally equivalent MOT discretization, the idea of a discretely
equivalent MOT discretization is generalized to a functional level. In partic-





σ would lead to a function in H
−1/2
σ . As a result, it is suggested that
the PBIE could have a conforming discretization by using a basis function
from H
−1/2
σ in an otherwise standard MOT discretization. As will be seen in
the numerical results of Section 2.6, this does indeed lead to a stable MOT
discretization. From Table B.2, the simplest basis function in H
−1/2
σ that can
be used is a rectangular function.
It is also important to note that similar to the Sobolev space nesting
properties discussed in conjunction with the discretization of the D-PBIE,
a similar concept also applies to the PBIE. In particular, it is noted that
H
−3/2
σ ⊂ H−5/2σ . This means that a Dirac delta could be used as the testing
function directly to discretize the PBIE using a MOT procedure with a tri-
angular temporal basis function (since the domain space is originally H
1/2
σ ).
However, as with the D-PBIE, numerical results suggest that the largest ap-
propriate Sobolev space should be used, not a smaller subspace. As will be
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shown in Section 2.6, attempting to do this direct MOT discretization leads
to unstable results for the PBIE. As a result, the more detailed procedure
outlined in the previous paragraphs should be considered instead.
It is also useful to note that this concept of functionally equivalent MOT
discretizations illustrates why equations that have different temporal range
spaces are not able to be discretized together consistently in a MOT frame-
work. In particular, for each equation to have a conforming discretization
would require the use of different temporal basis functions for the function-
ally equivalent MOT discretization of each equation. This would result in
more unknowns than can be solved for in the numerical system.
At this point, all of the fundamental issues related to discretizing the
variational problems of this work have been discussed, with the exception
of the choice of σ. For computational efficiency reasons, this value should
be zero or else the MOT matrix elements would need to reevaluated at each
time step. However, the stability results of the functional framework are
only technically valid for σ > 0 [36, 40]. As a result, the stability proofs do
not extend directly to the desired numerical implementation. In practice,
however, it has been found that as long as the basis and testing functions
have been selected from the relevant Sobolev spaces (i.e., the discretization
is conforming) and accurate numerical integration techniques are used to
compute the MOT matrix elements, the methods are stable enough to be
widely used [36,40,51].
Instability of Discretizations Using Subspaces
The final point to discuss in this section is the possible reason why attempting
to discretize the variational problems with functions from subspaces can lead
to numerical instability. This is somewhat difficult to see due to the infinite
dimensional setting that all of the Sobolev space analysis is performed in.
However, a useful analogy can be made to finite dimensional matrix sys-
tems. In particular, it is well known that a finite dimensional matrix system
must be square (i.e., the number of columns and rows are equal) and invert-
ible for the existence and uniqueness of the solution to be guaranteed. A
more abstract vector space interpretation of this can help with understand-
ing the infinite dimensional Sobolev space concepts. In particular, the vector
space interpretation would suggest that the two vector spaces need to be
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compatible with each other in some way for a unique solution to always exist.
Common examples where this stops being the case are for “tall” or “fat” ma-
trix systems where the number of rows and columns do not equal. In these
cases, the vector spaces can be viewed as not being compatible to support a
unique solution that always exists. This can occur for a variety of situations.
However, one clear way this can occur is if subspaces are used to generate a
linear map between two vector spaces. For instance, consider a linear map
with domain and range spaces that are compatible such that the linear map
is invertible. If a linear map was instead generated with a subspace of either
the domain or range spaces and the other space being left as in the original
linear map, then the new linear map would no longer be invertible.
With this intuition, the infinite dimensional setting can now be revisited.
In this situation, proving the existence and uniqueness of a solution for a
weak formulation of a boundary value problem becomes much more involved.
However, in the case of a TDIE, one essential ingredient for this to be the case
is that the TDIE must be stable. Hence, the Sobolev spaces that are specified
in the variational problems throughout this work are actually the spaces that
must be considered for the linear map (in the form of the integral operators)
to be invertible. If these spaces are utilized, the linear map can then be
viewed as an infinite dimensional square matrix system. However, if only
subspaces were used in the domain or range spaces to this linear map, the
resulting situation would be similar to having an infinite dimensional “tall” or
“fat” matrix system. Hence, the invertibility (and the corresponding implied
stability) could be compromised by only considering subspaces to the correct
Sobolev spaces found through the stability analysis.
This discussion can now be used to interpret the discretization guidelines
provided throughout this section. In particular, it is seen that if a basis or
testing function is selected from a subspace to the correct space (while the
other function is selected from the correct space) the resulting discretization
can be viewed as forming a matrix representation of an infinite dimensional
“tall” or “fat” matrix system. Correspondingly, the numerical implementa-
tion may become unstable because the infinite dimensional linear map that
is attempting to be solved may no longer be well-posed.
This viewpoint also helps to interpret the functionally equivalent MOT
discretization concept introduced earlier. In particular, it can be seen that
this approach leads to both the basis and testing functions being selected from
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different Sobolev spaces than suggested by the variational problem. However,
the different Sobolev spaces are selected such that they are compatible for
the particular TDIE being considered, and can then be viewed as still leading
to an infinite dimensional square matrix system. As a result, the problem
can still be viewed as being well-posed, with the corresponding numerical
stability achieved for the discretized system.
It should be emphasized that this viewpoint is an attempt to interpret
numerical results, and has not been proven rigorously. As a result, this logic
should be used carefully.
2.4.2 Discretized Equations for the D-PBIE
With the discretization guidelines thoroughly discussed, the discretized form
of the D-PBIE can now be reported. For those unfamiliar with the MOT
process, Appendix A provides a short primer on the key concepts. It also
presents details on the particular method used to accurately compute the
numerical integrations in the discretization process. The particular integra-
tion approach used is that of [46], which leads to a few non-standard terms
in the discretized matrices. More details on this integration approach and
the notation used can be found in Section A.2, and will not be reproduced
here for brevity.
Moving on, it is useful to perform some rescaling of the different equations
in the D-PBIE for practical purposes. This results in a symmetric matrix
system. Further, it gives the matrix system a saddle-point form similar to
the A-EFIE. These saddle-point problems can be effectively and efficiently
preconditioned for large problems [19,29]. With this understood, the matrix
































where η0 is the intrinsic impedance of free space, c0 is the speed of light in
free space, and ∆t is the time step used in the discretization.
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There are many terms within (2.65) that have not been defined. The
remainder of this section is devoted to giving the detailed definitions for













































































and κ = (i − j)∆t − ζ/c. In these equations, Sn is the support covered by
the nth RWG function, Tn is the support of the nth triangle, and T is the
temporal basis function. As mentioned in Section 2.4.1, a simple temporal





, for |t| ≤ ∆t
0, elsewhere.
(2.71)
The D matrix (also called the incidence matrix) is used to account for the
bookkeeping related to taking the divergence of the RWG functions. The
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matrix is simple and is given by
[D]mn =

1, patch of hm is the positive triangle of fn
−1, patch of hm is the negative triangle of fn
0, otherwise.
(2.72)















Numerical results for this system will be presented in Sections 2.6.2 and 2.6.4.
2.4.3 Discretized Equations for the PBIE
The presence of additional temporal integrals in the PBIE complicates its
discretization. Care must be taken in the discretization of these integrals to
not increase the computational complexity of the entire method due to the
“infinite” tails of these integrals. This is, in principle, similar to the problem
that is encountered in modeling dispersive media with the finite-difference
time domain (FDTD) algorithm. An efficient recursive convolution process
was developed in [52,53] to address this issue. A similar recursive strategy can
also be used to efficiently evaluate the necessary temporal integrals found in
certain TDIE formulations [46]. The particular recursive computation used
in this work is detailed in depth in Appendix A and [46]. Applying this
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This system has a structure similar to that of the D-PBIE, however, it is
seen that there is an additional term on the RHS of (2.75). This summation
of matrix-vector products represents the recursive computation that handles
the “infinite” tails of the off-diagonal blocks of the system.













































and the definition for [S] has already been given in (2.67). The temporal














l = δl0ν∆t, for p ≤ κ/∆t− ν ≤ (p+ 1), (2.80)
where the support of T is [−∆t, p∆t]. Note that δl0 is a Kronecker delta
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l are zero outside
of the ranges specified in their definitions. Additionally, the equation for ξ
given in (2.69) remains the same for the PBIE. The vector for the recursive






































As justified in Section 2.4.1, the temporal basis function that will be used
for this system is a square pulse, i.e.,
T (t) =
1, for |t| ≤ ∆t0, elsewhere. (2.83)










Numerical results for this system will be presented in Sections 2.6.3 and
2.6.4.
2.5 Potential-Based Time Domain Integral Equations
Free from Interior Resonances
One important aspect of solving boundary value problems is understanding
the null space behavior of the equations being solved. In numerical implemen-
tations, null spaces can produce a number of adverse effects, complicating the
solution of the equation. One well-known null space effect that can plague
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the solution of surface integral equations are interior resonances [54, 55].
This phenomenon only occurs in the analysis of closed objects, and is a
result of the fact that the same integral equation can be used to analyze
the exterior or interior problem. In this context, the exterior problem would
correspond to a scattering problem where an incident field interacts with
the outer surface of an impenetrable object. Correspondingly, the interior
problem would be a closed cavity with sources inside the cavity. This interior
problem can support resonances, i.e., non-trivial solutions that require no
excitation. Unfortunately, because the integral operators are largely the
same for the exterior or interior problems, the matrix system being solved
for the exterior problem shares this null space. That is, the exterior problem
supports non-trivial homogeneous solutions at resonant frequencies of the
cavity defined by the closed object being analyzed [54,55].
The potential-based TDIEs developed in Section 2.2 are susceptible to in-
terior resonances. In the time domain, these interior resonances can lead
to an unstable MOT system [56]. As a result, deeply multiscale systems
that have both very small and wavelength-sized features require new integral
equations to be formulated. This section presents modifications that can be
made to the TDIEs developed in 2.2 so that they are no longer susceptible
to interior resonances. As will be discussed later, all of the systems formu-
lated in this section can be related to some kind of potential-based absorbing
boundary condition. As a result, to shorten the names of the systems in this
section, the generic acronym ABC-PBIE will be used to denote an absorbing
boundary condition potential-based integral equation. Other nomenclature to
differentiate between the systems will be given explicitly, with the exception
being on figure legends and captions. The acronyms used on figure legends
will be defined in Section 2.6.5.
Before continuing, it is important to note that these kinds of deeply mul-
tiscale geometries can occur frequently in emerging engineering applications.
For example, deeply multiscale systems are prevalent in the field of circuit
QED [1, 2, 6]. In particular, these systems utilize superconducting coplanar
waveguide resonators that are coupled to artificial atoms. These coplanar
waveguides often have transverse features that are significantly smaller than
the wavelength of operation in order to increase the coupling of the electro-
magnetic field to the subwavelength artificial atoms. Hence, these geometries
simultaneously have resonant and extremely subwavelength length scales at
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play. As a result, the TDIEs developed in this section will be good candidates
for the full-wave analysis of these geometries.
2.5.1 Differentiated Vector Absorbing Boundary Condition
The first potential-based TDIE system that will be modified to be free from
interior resonances is the D-PBIE. The necessary modifications can be de-
vised following a similar derivation strategy to that performed in Section
2.2.2. In this approach, a set of field-based TDIEs with the desired proper-
ties are converted to a potential-based form. The resulting potential-based
TDIE is typically then found to inherit the desired property from the field-
based TDIE, while also adding the low frequency stability characteristic of
potential-based TDIEs.
One common field-based TDIE system that is free from interior resonances
is the combined field integral equation (CFIE) [56]. This TDIE is commonly
viewed as a simple linear combination of the EFIE and the magnetic field
integral equation (MFIE). However, the CFIE is actually better viewed as an
auxiliary integral equation system that is designed to solve the original prob-
lem of interest while not supporting interior resonances. The reason interior
resonances are not supported is because the auxiliary integral equation sys-
tem the CFIE corresponds to is that for a resistive boundary condition [55].
This leads to a loss mechanism existing for the interior problem, such that
resonant solutions are no longer supported (i.e., the null space is eliminated).
Truly understanding this viewpoint requires a more detailed derivation pro-
cess for integral equations than will be discussed in this section. However,
details on this approach will be discussed in Chapter 3 of this work to sup-
port the development of potential-based TDIEs for penetrable regions. The
TDIEs of this section will be derived as an example of how to apply this
more rigorous approach in Section 3.2.
Derivation
With this understood, the starting point for deriving a differentiated potential-
based TDIE free from interior resonances is the CFIE. As mentioned, this
corresponds to a linear combination of the EFIE and the MFIE. The EFIE
has already been converted to a potential-based form (this is the D-PBIE).
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As a result, all that remains to convert the CFIE into a potential-based form
is to convert the MFIE.
To begin this process, the time domain MFIE is given as
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dS ′ = n̂×Hinc(r, t), (2.86)
where R̂ is a unit vector pointing from r′ to r. Since J is one of the unknowns
already accounted for in the D-PBIE, it does not need to be modified to
convert it to a potential-based form. This leaves only the excitation to be
rewritten, which can be easily done to give
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dS ′ = n̂×∇×Ainc(r, t).
(2.87)
Before adding (2.87) into the D-PBIE system, it is important to check if the
temporal order of the Sobolev spaces acting as the domain and range of the
integral operators in (2.87) are commensurate with those of the D-PBIE. As
expected due to the duality of electromagnetic fields, the temporal Sobolev
spaces for the MFIE are the same as the EFIE (which also matches the
D-PBIE), so no further modifications are needed [35].
This allows (2.87) to be added to the D-PBIE system without damaging
the stability properties of this system. Further, this modification yields a new
system free from interior resonances. Recalling that this system corresponds
to a resistive boundary condition, it is termed the differentiated vector ABC-
PBIE. This system is summarized in the following variational problem.
Variational Problem 7. (Differentiated Vector Absorbing Boundary Con-
dition Potential-Based Integral Equation)
∀(
.




Φinc ∈ H3/2,1/2, and
∀α ∈ R+ search for (Π,J) ∈ H1/2,−1/2 ×H 1/2,−1/2div such that











































In addition to this, α has been included as an arbitrary constant that rep-
resents the impedance of the boundary condition. This should be a positive
real-valued constant to represent an absorbing boundary condition. For all
results in this work, α has been set to one.
Discretization
Variational Problem 7 can be discretized using the concepts discussed in
Section 2.4.1. In particular, RWG functions will be used as basis functions
for J and pulse functions will be used as basis functions for Π. Similar to
the D-PBIE, (2.88) will be tested with RWG functions and (2.89) will be
tested with pulse functions. Likewise, the temporal basis function for the
MOT discretization will be a triangle function.
One point that should be noted is that the discretization performed in
this section does not fully conform to the Sobolev space properties detailed
in Variational Problem 7. In particular, it can be noted that the terms
corresponding to the MFIE in (2.88) have a different spatial range space than
those contained in the original D-PBIE. As a result, a more sophisticated
mixed discretization approach would be needed to lead to a solvable matrix
system that fully conforms to the Sobolev space properties [50]. However,
since the discretization is only non-conforming spatially, the resulting MOT
system is still numerically stable, as will be seen in Section 2.6. Due to
its simplicity in implementation, the mixed discretization approach detailed
in [50] will not be used here. This will lead to a small sacrifice in accuracy
for most analyses.
With these points understood, the discretized MOT system can be given
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Unless explicitly detailed below, the definitions for all of the terms in (2.91)
match those given in Section 2.4.2.
The only block matrix in (2.91) that needs to be defined is [
.
K(i−j)]. The




































dS ′dS, for m 6= n.
(2.92)
The only other term that requires redefinition is the excitation vector coming











Numerical results for this system will be presented in Section 2.6.5.
2.5.2 Vector Absorbing Boundary Condition
As with the original PBIEs, another stable TDIE system can be developed
that does not utilize differentiated potentials. The development of this sys-
tem will be considered in this section.
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Derivation
This system does not have a direct analog to a field-based system because
the fields are directly related to differentiated potentials. Hence, the simplest
way to develop this potential-based TDIE system is to integrate by parts the
differentiated vector ABC-PBIE system to transfer a temporal derivative
onto the testing functions in Variational Problem 7. The resulting system is
termed the vector ABC-PBIE, and is summarized in the following variational
problem.
Variational Problem 8. (Vector Absorbing Boundary Condition Potential-
Based Integral Equation)




div , ∀Φinc ∈ H5/2,1/2 and
∀α ∈ R+ search for (Π,J) ∈ H1/2,−1/2 ×H 1/2,−1/2div such that


























With the variational problem developed, the discretization can now be con-
sidered.
Discretization
The same spatial discretization discussed for the differentiated vector ABC-
PBIE in Section 2.5.1 can also be used for the vector ABC-PBIE. Similarly,
the same temporal basis function used for the PBIE can be used for the vector
ABC-PBIE. Hence, a rectangular pulse function will be used as a temporal
basis function.
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Unless explicitly detailed below, the definitions for all of the terms in (2.96)
match those given in Section 2.4.3.
The only block matrices in (2.96) that need to be defined are [K(i−j)] and
[K
(i−j)



















































dS ′dS, for m 6= n.
(2.98)




T (t′)dt′, for κ/∆t− ν ≤ p (2.99)
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and
ζ̄(i−j) = ν∆t, for p ≤ κ/∆t− ν ≤ (p+ 1), (2.100)
where the support of T is [−∆t, p∆t]. Note that ζ̃(i−j) and ζ̄(i−j) are zero
outside of the ranges specified in their definitions.
The only other term that requires redefinition is the excitation vector com-










Numerical results for this system will be presented in Section 2.6.5.
2.5.3 Differentiated Scalar Absorbing Boundary Condition
It is interesting to note that in addition to the vector absorbing boundary
condition inherited from the CFIE, it is also possible to formulate a TDIE
system using a scalar absorbing boundary condition that is familiar from ana-
lyzing acoustic systems [40]. The development of such a system is considered
in this section. As will be seen in Section 2.6.5, the formulation discussed
in this section does not provide as good of performance as the other formu-
lations using absorbing boundary conditions. However, the scalar absorbing
boundary condition can be combined with the vector absorbing boundary
condition of the previous sections to develop a better system that is pre-
sented in Section 2.5.4. Hence, it is still useful to study this system by itself
before considering the more sophisticated system later.
Derivation
A surface absorbing boundary condition for the scalar wave equation can be
given as




where α plays the role of an “impedance” function in the boundary condition
[40]. An integral equation system can be formulated to utilize this boundary
condition in an auxiliary problem, similar to how the CFIE is rigorously
justified.
To begin formulating an integral equation system, the scalar integral equa-
tion associated with (2.102) will initially be written as a decoupled potential




p(r, t) +N{p}(r, t) + α∂tS{p}(r, t) = −n̂ · ∇Φinc − α
.
Φinc, (2.103)
where p = n̂′ · ∇′Φ and













As with the previously considered potential-based TDIEs, this decoupled
integral equation can be inserted into a coupled integral equation system by
rewriting the unknown p using the current continuity equation written in
terms of the potentials, i.e., (2.27).
Performing this leads to the following variational problem, which is termed
the differentiated scalar ABC-PBIE.
Variational Problem 9. (Differentiated Scalar Absorbing Boundary Con-
dition Potential-Based Integral Equation)
∀(
.
Ainc×n̂) ∈H 3/2,−1/2div , ∀n̂ · ∇Φinc ∈ H3/2,−1/2, ∀
.
Φinc ∈ H3/2,1/2, and
∀α ∈ R+ search for (Π,J) ∈ H1/2,−1/2 ×H 1/2,−1/2div such that
∀(ρ′,J′) ∈ H1/2,−1/2 ×H 1/2,−1/2div :
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Most of this variational problem follows easily from previous results in this
work. One point that is interesting to note is the Sobolev space that n̂ ·∇Φinc
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should be a member of for the problem to be well-posed. Recalling the
stability analysis in Section 2.3, this then also provides information about
the temporal range space of the new integral operator, i.e., N (note, more
analysis on this operator can also be found in [40]). With this understood,
the spatial Sobolev space for n̂·∇Φinc follows immediately from the definition
of H−1/2(ω, S) being the space of normal derivatives of functions in H1(ω,Ω).
Since Φinc must be a valid solution to the scalar wave equation, it must also
be a member of H1(ω,Ω). The temporal space follows from the discussions
in Section 2.3 on how the gradient impacts the temporal order of a Sobolev
space for electromagnetic functions.
Another point of interest for this system of equations is that this scalar
absorbing boundary condition provides only a limited constraint on J. In
particular, it is only the divergence of J that enters into the scalar absorb-
ing boundary condition. As a result, if a resonant mode has a solenoidal
current distribution (i.e., ∇ · J = 0) it will not be impacted directly by the
scalar absorbing boundary condition. As will be seen in Section 2.6.5, this
leads to these current distributions not being suppressed in the same way
as they would when utilizing a vector absorbing boundary condition. How-
ever, the scalar absorbing boundary condition still provides an energy decay
mechanism to the TDIE. As a result, the system is more stable than the
D-PBIE or PBIE when analyzing objects at frequencies where interior reso-
nances could be supported. However, the differentiated scalar ABC-PBIE is
not as stable as the differentiated vector ABC-PBIE or vector ABC-PBIE,
potentially due to the presence of these residual interior resonances. This
will be demonstrated in Section 2.6.5.
It should also be mentioned that the residual interior resonances corre-
sponding to solenoidal current distributions should not have a significant
impact on the accuracy of the method. This is due to the extinction theo-
rem, which states that the solutions of integral equations formulated in this
manner should coherently produce zero potentials in the complementary re-
gion the problem is defined for [32, Ch. 8]. Since these interior resonances
are solutions to the interior problem, they should coherently produce zero
potentials in the exterior region that is actually of interest for the problem.
However, numerical errors will inevitably lead to the extinction theorem not
holding exactly. Hence, it can be expected that the residual solenoidal current
distributions may lead to a minor impact on the accuracy of post-processed
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results. This would be expected to be most evident in computing near-field
results. However, features that require highly coherent information in the
far-field, such as a null in the bistatic RCS, may also be impacted by these
residual interior resonances.
Considering all these points, it can be concluded that this system is likely
not as viable to be used as the other formulations discussed in Section 2.5.
However, the analysis of it by itself is still informative before considering a
more complicated system like that discussed in Section 2.5.4.
Before continuing, it is worth mentioning why a scalar absorbing boundary
condition that doesn’t use differentiated potentials will not be considered in
this work. The primary issue is that there is already a temporal integral
on the ∇ · J terms in Variational Problem 9. Integrating by parts would
then lead to a double temporal integral being applied to these terms, which
presents numerical issues. One possible approach to address this would be
to absorb one of the temporal integrals into the definitions of the unknown
functions, effectively increasing the temporal order of the Sobolev space that
these functions should be selected from. This kind of approach has been
explored for acoustic systems [40], and could be considered in the future for
the full electromagnetic systems developed in this work.
Discretization
The discretization for this system follows the same pattern as that for the
differentiated vector ABC-PBIE system considered in Section 2.5.1. In par-
ticular, J is expanded with RWG functions and Π is expanded with pulse
functions. Considering this, (2.105) is tested with RWG functions and (2.106)
is tested with pulse functions. Finally, both J and Π use a triangle function
as a temporal basis function.
It should be noted, similar to the differentiated vector ABC-PBIE system,
that this discretization is not fully conforming to the Sobolev space properties
of the TDIEs. The issue is that a mixed discretization scheme would need
to be used to properly test the integral operators arising from the scalar
absorbing boundary condition that are not contained in the standard D-PBIE
system. For simplicity, this kind of mixed discretization is not considered in
this work. Similar to the differentiated vector ABC-PBIE system, this would
only be expected to lead to a small decrease in solution accuracy.
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Unless explicitly detailed below, the definitions for all of the terms in (2.107)
match those given in the previous sections of this work.
The only block matrices in (2.96) that need to be defined are [N(i−j)],
[N̂(i−j)], and [N̂
(i−j)






















































































dS ′dS, for m 6= n.
(2.110)
The only other term that requires redefinition are the excitation vectors.
The appropriate definitions for this system are


















Numerical results for this system will be presented in Section 2.6.5.
2.5.4 Differentiated Dual Absorbing Boundary Condition
From the previous discussions, it should not be surprising that one may also
develop a TDIE system using both scalar and vector absorbing boundary
conditions. As will be seen in Section 2.6, the system using a combination
of absorbing boundary conditions provides superior performance compared
to the differentiated vector and differentiated scalar ABC-PBIEs. However,
it does of course come at the cost of an increased matrix fill time due to the
presence of extra integral operators that must be discretized.
Derivation
The development of this system follows in a straightforward manner by com-
bining (2.88) and (2.106). The resulting system is termed the differentiated
dual ABC-PBIE. The system has the following variational problem.
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Variational Problem 10. (Differentiated Dual Absorbing Boundary Con-
dition Potential-Based Integral Equation)
∀(
.





∀n̂ · ∇Φinc ∈ H3/2,−1/2, and ∀α1, α2 ∈ R+ search for











































This variational problem follows easily from the details given in Variational
Problems 7 and 9. The main new component is the need for two surface
impedance functions to be specified, i.e., α1 and α2. For the numerical results
presented in this work, α1 = α2 = 1.
Discretization
The discretization of this system also follows easily from the details given
in Sections 2.5.1 and 2.5.3. In particular, J can be expanded with RWG
functions and Π can be expanded with pulse functions. Correspondingly,
(2.113) can be tested with an RWG function and (2.114) can be tested with
pulse functions. Finally, the temporal basis function that will be used is a
triangular function.
As with the differentiated vector ABC-PBIE and differentiated scalar ABC-
PBIE, the discretization discussed here does not fully conform to the spatial
Sobolev space properties of all of the integral operators. Due to this, a mixed
discretization scheme such as that discussed in [50] could be considered in
future work for this system.
Considering these details, the resulting block matrix system for the differ-
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All of the block matrix definitions follow from those given in the previous
sections.
The excitation vectors for this system also follow from the previous sec-
























Numerical results for this system will be presented in Section 2.6.5.
2.6 Numerical Results
In this section, numerical results are presented for the various integral equa-
tion systems developed throughout this chapter. For all simulations consid-
ered, the scatterer is a PEC sphere with a radius of one meter unless stated
otherwise. This is a very simple shape that would be considered “easy” to
stabilize using traditional stabilization approaches, e.g., by low pass filtering
the time marching process [30]. Hence, when systems are shown to be unsta-
ble for this simple geometry, it implies that the formulation will be unstable
for most other problems. As a result, these simulations are very useful in
validating claims of instability based on the functional analysis presented in
55
this chapter.
All examples presented here will be for plane wave scattering. Since the
excitation is assumed to come from the far-field, Φinc can be set to zero [19].
The incident vector potential is then taken to be a plane wave with temporal
shape defined by a modulated Gaussian pulse,








In (2.118), Finc should be either Ainc or
.
Ainc depending on the integral equa-
tion being discretized. The polarization direction and amplitude are set by
F0, and tr = t− r · k̂/c, where k̂ sets the propagation direction. The width
of the pulse is set by σt = 3/(2πfbw), where fbw defines the bandwidth of the
pulse. Finally, tp = 8σt and f0 is the center frequency of the pulse. For all
sphere simulations, the polarization is in the x̂ direction and the propagation
direction is in the ẑ direction. The time step for the simulations is selected





, where s is usually set between 10 to 20.
The corresponding form of n̂×∇×Ainc and n̂×∂−1t ∇×Ainc can be derived
from (2.118) and by using standard properties of plane waves. This gives








where Ginc should be either n̂×∇×Ainc or n̂× ∂−1t ∇×Ainc.
To rigorously test the stability of the numerical methods, an eigenvalue
stability analysis of the marching system is performed for each simulation
[57]. To perform this analysis, a single matrix system must be devised that
captures the complete time marching process. The structure of this matrix
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In this system, B(j) = −[Z(0)]−1[Z(j)], where [Z(j)] is the appropriate matrix
describing the interactions between radiation from a source j time steps ago.
For instance, [Z(j)] should be taken as one of the entire block matrices defined
in (2.65) to analyze the stability of the D-PBIE. Additionally, U(i) is a column
vector that contains the basis expansion coefficients for time step i. Finally,
I is an identity matrix and 0 is a matrix entirely filled with zeros.
It should be noted that (2.120) is not valid for analyzing the stability of the
PBIE or other systems that require a recursive computation. The presence
of the recursive computation must be accounted for to properly describe the
MOT process for those cases. More details on the needed modifications to
(2.120) can be found in [46].
Clearly, once the MOT matrices have been calculated, the matrix in (2.120),
termed the companion matrix, can be as well. The eigenvalues of the compan-
ion matrix may then be calculated to determine the stability of the method.
If any eigenvalue is located outside the unit circle on the complex plane, the
system is considered unstable. This is because this situation represents the
ability for the system to continually increase the magnitude of the solved for
equivalent source amplitudes on the scattering object in the absence of any
additional external excitation.
The remainder of this section is organized in the following manner. In
Section 2.6.1, results are presented for the näıvely derived potential-based
formulation discussed in Variational Problem 6. Following this, an initial
set of results are presented for the D-PBIE and PBIE in Sections 2.6.2 and
2.6.3, respectively. Further results demonstrating the low frequency accuracy
and robust stability of these methods are then discussed in Section 2.6.4.
Finally, a plethora of results for all of the TDIE formulations using absorbing
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boundary conditions developed in Section 2.5 are presented in Section 2.6.5.
2.6.1 Näıve Potential-Based Formulation Results
Before presenting results for the various stable potential-based TDIE formu-
lations, the claims of severe instability for the näıvely derived potential-based
TDIEs are considered. This formulation was discussed in Variational Prob-
lem 6, where it was mentioned that this system could not be discretized
consistently within a MOT framework. This was a consequence of the two
integral equations having different temporal range spaces. From a simpler
physical viewpoint, the two equations being used should exhibit a temporal
balance for a MOT discretization to be stable. This necessary balance is
missing in this näıve formulation, which can be seen by considering that one
set of excitations have a temporal derivative applied to them while the others
do not. The mathematical impact of this is that the temporal range spaces
are different for the two equations. As a result, this system will be extremely
prone to instability if a MOT discretization is used.
Since no correct choice of MOT temporal basis functions exists for these
equations, a quadratic B-spline basis function is used for both J and Σ to
illustrate the instability. This is selected so that (2.39) is appropriately dis-
cretized and that the two temporal derivatives on Σ can be easily computed.
The spatial discretization is also performed in a similar manner to that dis-
cussed for the D-PBIE and PBIE. That is, it conforms to the spatial Sobolev
space properties of the equations. The particular functions used are RWG
functions for J and pulse functions for Σ, with (2.38) tested with RWG func-
tions and (2.39) tested with pulse functions.
Even though the discretization is largely conforming, it is crucially not
conforming temporally. This substantially degrades the stability of the nu-
merical implementation. This is illustrated for two simulations in this work.
However, it should be noted that this formulation has never been found to
be stable for any numerical tests performed.
The first simulation for this system uses a center frequency of 1 MHz, a
bandwidth of 500 kHz, and a time step of 33.3 ns. The second simulation uses
a center frequency of 80 MHz, a bandwidth of 20 MHz, and a time step of 0.5
ns. The results from the eigenvalue stability analysis for both simulations
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(a) (b)
Figure 2.1: Eigenvalues from the stability analysis for the näıvely derived
potential-based TDIE formulation with center frequencies of (a) 1 MHz and
(b) 80 MHz.
are shown in Fig. 2.1, which clearly shows the instability for both cases.
Further, it is seen that the instability becomes substantially greater as the
center frequency is increased.
As a comparison, simulations were also performed for the 80 MHz center
frequency simulation using traditional methods (e.g., the EFIE, MFIE, and
CFIE). Although not shown here for brevity, these simulations were all sta-
ble, and produced accurate results. Since it is desired to use potential-based
formulations for multiscale modeling, it must be able to produce similar re-
sults to traditional approaches at middle frequencies like 80 MHz for a 1
meter radius sphere. The substantial instability of this näıve formulation
does not meet this goal, necessitating the more rigorously derived formula-
tions developed in this work.
2.6.2 D-PBIE Results
The next set of results that are presented are for the D-PBIE, which was
summarized in Variational Problem 4. For this system, it was claimed that
using a temporal basis function from a subspace of the correct Sobolev space
could lead to instability. This is demonstrated by using a quadratic B-spline
function as the temporal basis function for J and Π. This simulation used a
center frequency of 1 MHz, a bandwidth of 500 kHz, and a time step of 33.3
ns., with the results shown in Fig. 2.2. From the inset in the figure, it is
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(a) (b)
Figure 2.2: Results of the stability analysis for the D-PBIE when incorrect
basis functions are used: (a) eigenvalues and (b) basis coefficients.
seen that a number of eigenvalues near (−1,0i) lie outside of the unit circle.
As a result, the system is unstable. However, it is seen that by using a set
of equations that can be discretized consistently the stability of the method
is greatly improved over the näıvely derived set of equations discussed in the
previous section.
To further demonstrate the instability, the coefficients from one of the ba-
sis functions are also plotted in Fig. 2.2. The onset of the classic “late-time”
instability is seen, verifying the claim that utilizing a basis function from a
subspace of the correct Sobolev space can lead to an unstable system. It
should also be noted that as the center frequency is increased, this method
becomes increasingly unstable in the form of eigenvalues moving further out-
side the unit circle. This results in the onset of instability occurring at
increasingly earlier time steps in the simulation since the growth rate of the
instability is higher. As a result, this is not a robust discretization approach
that can be used in practice.
To demonstrate that this set of equations can be stably discretized, two
examples are presented that fully conform to Variational Problem 4 using the
discretization outlined in Section 2.4.2. As was discussed, these equations can
be discretized using the traditional MOT procedure if a triangular temporal
basis function is used. This was done for the 1 meter radius sphere with a
center frequency of 30 MHz, a bandwidth of 29 MHz, and a time step of
0.847 ns. Additionally, a simulation was performed for a more complicated
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(a) (b)
Figure 2.3: Results for the D-PBIE when correct basis functions are used.
The solid lines are analytical results while the dashed lines are numerical
results. The RCS is shown at 5, 30, and 55 MHz. (a) Eigenvalue stability
analysis and (b) RCS.
target, a cone-sphere, defined by the body-of-revolution line
ρ(z) =









, for 0 < z < 6.612,
(2.121)
where all dimensions are in inches. An image of the cone-sphere is shown
in Fig. 2.3(a). The cone-sphere simulation was performed with a center
frequency of 50 MHz, a bandwidth of 40 MHz, and a time step of 0.556 ns.
The results of the eigenvalue stability analysis for both simulations are
shown in Fig. 2.3. From these results, it is seen that all eigenvalues lie on or
inside the unit circle. This shows that the system can be considered to be
stable in practice. To demonstrate the accuracy of the method, the bistatic
radar cross section (RCS) was calculated for the sphere simulation at 5, 30,
and 55 MHz from the single simulation. All of these results are shown in Fig.
2.3. As anticipated, good accuracy is achieved over the entire bandwidth of
the incident pulse.
It should be emphasized that the results of this section present a very
counter-intuitive result to traditional wisdom in the field of numerical anal-
ysis. In general, when attempting to “battle” instability or other issues with
a numerical system, one may often attempt to use smoother or higher order
basis functions. The hope is that the higher accuracy and convergence of-
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Figure 2.4: Results of the eigenvalue stability analysis for the PBIE when
incorrect testing functions are used.
fered by these smoother basis functions will lead to a stable system. However,
the results of this section highlight that this approach can have catastrophic
consequences when analyzing potential-based TDIEs. In particular, it is seen
that the smoothness of the basis function needs to be matched to the TDIE
being considered for a MOT system to be stable.
2.6.3 PBIE Results
The next system to be analyzed is the PBIE, which was summarized in
Variational Problem 5. One of the major claims made about this system
was that using a temporal testing function from a subspace of the correct
temporal Sobolev space could lead to instability. This is demonstrated by
performing a simulation with the PBIE using a triangular temporal basis
function and a Dirac delta function for temporal testing. By recalling the
discussion in Section 2.4.1, it is seen that this corresponds to using a temporal
basis function from the correct space, but a temporal testing function from
a subspace of the correct space. The simulation is performed at a center
frequency of 30 MHz, a bandwidth of 29 MHz, and a time step of 0.847 ns.
The results of the stability analysis are shown in Fig 2.4. It is seen that
a large number of eigenvalues are located substantially outside of the unit
circle, demonstrating the significant instability of the approach.
The next set of results demonstrates a stable discretization of the PBIE
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system. In particular, the implementation based on a functionally equivalent
MOT discretization is considered. The discretized equations for this system
were presented in Section 2.4.3. This system utilized a pulse function as the
temporal basis function in an otherwise standard MOT discretization. The
first simulation was performed for the 1 meter radius sphere with a center
frequency of 40 MHz, a bandwidth of 40 MHz, and a time step of 0.3125 ns.
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and all dimensions are in inches. An image of the double ogive is shown in
Fig. 2.5(a). The double ogive was simulated with a center frequency of 50
MHz, a bandwidth of 40 MHz, and a time step of 0.556 ns.
The results of the stability analysis for both simulations are shown in Fig
2.5. All of the eigenvalues lie on or inside of the unit circle, demonstrat-
ing the stability of the discretization in practice. To verify the accuracy of
the method, the RCS of the sphere was calculated at 10, 40, and 70 MHz.
From this it is seen that good results are achieved over the bandwidth of the
incident pulse.
2.6.4 D-PBIE and PBIE Results
Two additional sets of simulations were performed to further validate the
performance of the D-PBIE and PBIE systems. These results are presented
together for brevity. One set of simulations was performed to analyze the
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(a) (b)
Figure 2.5: Results for the PBIE when correct basis functions are used.
The solid lines are analytical results while the dashed lines are numerical
results. The RCS is shown at 10, 40, and 70 MHz. (a) Eigenvalue stability
analysis and (b) RCS.
low frequency performance of these systems. The second set of simulations
performed stability stress tests on these systems.
Low Frequency Performance
The previous sections demonstrated that through proper selection of basis
and testing functions, stable results could be achieved. This is an important
step towards demonstrating that the different PBIEs are suitable for mul-
tiscale analysis. However, in addition to stability and accuracy at middle
frequencies, the same must be achievable at low frequencies. As a result, a
number of tests are performed in this section to demonstrate the stability
and accuracy of the PBIEs at low frequencies.
As an initial demonstration, the improvement of the PBIEs over the tra-
ditional EFIE is shown when the EFIE is beginning to be affected by the
well-known low frequency breakdown. The simulation is performed with
a center frequency of 40 MHz, a bandwidth of 40 MHz, and a time step
of 0.3125 ns. Simulations are performed with the PBIE, D-PBIE, and the
EFIE. No modifications are performed to the EFIE to improve its low fre-
quency performance. The RCS is plotted at 10 MHz in Fig. 2.6(a). It is seen
that even at this frequency, the EFIE is already becoming inaccurate. In
contrast to this, both the PBIE and D-PBIE produce very accurate results
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(a) (b)
Figure 2.6: Results for the PBIE, D-PBIE, and EFIE at (a) 10 MHz and
(b) over a sequence of simulations.
for this simulation.
To further demonstrate the accuracy of the PBIE and D-PBIE, a sequence
of simulations with progressively lower center frequencies was performed.





where || · || is the `2 norm, RCSTDIE is the RCS calculated using the specified
TDIE, and RCSMie is the RCS calculated with the Mie series. For all cases,
the RCS used is the E-plane bistatic RCS over a range from 0 to 180◦. The
simulations cover center frequencies of 1 Hz to 1 MHz with the bandwidth
set to half the center frequency. The oversampling factor s is set to 20
for all cases. The error is plotted in Fig. 2.6(b) which shows the steady
accuracy of both the D-PBIE and PBIE. As anticipated, the EFIE (with no
low frequency modifications made) eventually experiences a catastrophic low
frequency breakdown resulting in an unstable solution. This highlights the
strength of the potential-based TDIEs presented in this work. That is, no
intricate modifications are needed to the equations or discretization approach
to produce accurate results over a very wide range of frequencies.
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Stability Stress Tests
The final set of results to demonstrate the performance of the PBIE and
D-PBIE are aimed at stressing the stability of the methods by analyzing
particularly challenging geometries. It is generally considered that thin struc-
tures and sharp points pose especially challenging geometric features to MOT
TDIE solvers. In accordance with this, the double ogive geometry defined
in Section 2.6.3 was modified to reduce its thickness by a factor of 10. The
resulting geometry is shown in the inset of Fig. 2.7(b).
Two simulations were performed for this geometry. The first used a center
frequency of 50 MHz, a bandwidth of 40 MHz, and a time step of 0.556 ns.
The second simulation increased the frequency to 100 MHz, with a band-
width of 80 MHz and time step of 0.278 ns. The results are shown in Fig.
2.7, where it is seen that every simulation is stable. Note that no eigenval-
ues were calculated for the 100 MHz simulation for the PBIE. This is due
to the large size of the resulting matrix system that made it impractical.
To demonstrate the stability for this case, the solved for coefficients of one
spatial basis function are plotted in Fig. 2.7(b) for 100,000 time steps. This
corresponds to over 7,500 transits of the geometry, which is an extremely
long time for a MOT system to be ran. The currents for the D-PBIE simu-
lation are also plotted for comparison. In each case, the solved for coefficient
does not change as a function of time once the incident pulse has passed by
the geometry. This highlights the extremely robust nature of the PBIE and
D-PBIE when using a conforming MOT discretization.
2.6.5 D-VABC-PBIE, VABC-PBIE, D-SABC-PBIE, and
D-DABC-PBIE Results
In this section, results from all of the PBIE formulations using absorbing
boundary conditions developed in Section 2.5 are presented. Since each for-
mulation has slightly different features, the same examples were simulated
for each formulation. To abbreviate the names of the different systems for
figure legends and captions, the following list of acronyms are used.
 Differentiated Vector Absorbing Boundary Condition Potential-Based
Integral Equation → D-VABC-PBIE
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(a) (b)
Figure 2.7: Stability stress test results for the 50 and 100 MHz simulations.
(a) Eigenvalue stability analysis and (b) normalized coefficients for the
PBIE and D-PBIE from the 100 MHz simulation. The thin double ogive
geometry is shown as an inset in (b).
 Vector Absorbing Boundary Condition Potential-Based Integral Equa-
tion → VABC-PBIE
 Differentiated Scalar Absorbing Boundary Condition Potential-Based
Integral Equation → D-SABC-PBIE
 Differentiated Dual Absorbing Boundary Condition Potential-Based In-
tegral Equation → D-DABC-PBIE
The first set of results are included to validate that each of these formula-
tions can accurately solve electromagnetic problems. The structure simulated
was a one meter radius sphere. The center frequency of the pulse was 150
MHz, the bandwidth was 140 MHz, and the time step was 0.172 ns. For
each formulation, the bistatic RCS was computed at 10, 150, and 290 MHz.
The results are presented in Fig. 2.8, where it is seen that the accuracy is
in general very high. It is further noticed that all of the systems provide
relatively comparable accuracy, with the exception being the differentiated
scalar ABC-PBIE which has more error at 10 MHz than the other formu-
lations. Despite this, it is important to note that this single simulation is




Figure 2.8: Bistatic RCS of a 1 meter radius sphere at 10, 150, and 290
MHz computed using the (a) D-VABC-PBIE, (b) VABC-PBIE, (c)
D-SABC-PBIE, and (d) D-DABC-PBIE. Solid lines are analytical results
while the dashed lines are computed using the TDIEs.
both low frequency physics (e.g., the EFIE has degraded accuracy at 10 MHz
for this object), while also covering a number of interior resonant frequencies
(the first resonance is at approximately 186 MHz). Hence, the slight angular
shift in the bistatic RCS null at 10 MHz is a relatively good result considering
the difficulty of the simulation.
The next set of results presented are to check whether the formulations
remove interior resonances or not. To show this, the Fourier transform of
the solved for expansion coefficients for one of the vector and scalar basis
functions are plotted for each formulation. Interior resonances can be seen
in these plots as isolated “jumps” in the spectrum at frequencies that cor-
respond to resonant frequencies of the object being modeled. In this case, a
one meter radius PEC sphere is used so that the resonance frequencies can
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Figure 2.9: Normalized spectrum of a vector basis function coefficient
solved for using the D-PBIE and D-VABC-PBIE.
be found analytically. To verify that this analysis approach is viable, the
one meter radius sphere was initially excited by an incident pulse having a
center frequency of 225 MHz and a bandwidth of 80 MHz. The spectrum of
a vector basis function is plotted for the D-PBIE and differentiated vector
ABC-PBIE in Fig. 2.9. It is clearly seen that the D-PBIE exhibits perturba-
tions in the spectrum at frequencies that match resonant frequencies of the
sphere, while the differentiated vector ABC-PBIE has a completely smooth
spectrum. Hence, this approach will be used for the other integral equation
formulations to see whether or not they suppress interior resonances.
Another simulation of the one meter radius sphere was performed to check
whether interior resonances are suppressed in all of the absorbing boundary
condition formulations. For these simulations, the center frequency of the
incident pulse was 300 MHz, the bandwidth was 150 MHz, and the time
step was 0.11 ns. The results for the vector basis function are shown in Fig.
2.10 and those for the scalar basis function are in Fig. 2.11. From these
plots, it is seen that only the differentiated scalar ABC-PBIE shows signs of
interior resonances. This was anticipated due to the incomplete constraint
applied to J for this formulation, as mentioned in Section 2.5.3. Although
it shows signs of interior resonances, they are still suppressed somewhat so
that the results remain stable for this simulation. This would not be the case
for the D-PBIE or PBIE, which would be unstable due to the many interior
resonances captured within the bandwidth of the incident pulse.




Figure 2.10: Normalized spectrum of a single vector basis function solved
using the (a) D-VABC-PBIE, (b) VABC-PBIE, (c) D-SABC-PBIE, and (d)
D-DABC-PBIE.
discussed in Section 2.6.4 was simulated. The center frequency was 200 MHz,
the bandwidth was 100 MHz, and the time step was 0.167 ns. Due to the
size of the matrix system, no eigenvalue stability analysis was performed.
Instead, the basis coefficients were monitored for 5,000 time steps to see if
any instability was noticed. The results for all of the formulations are shown
in Fig. 2.12. It is clear that the differentiated scalar ABC-PBIE formulation
is unstable for this simulation, while the remaining formulations all exhibit a
high degree of stability. Another simulation of the regular double ogive (i.e.,
not made thin in one dimension) was performed for the differentiated scalar
ABC-PBIE using otherwise identical simulation settings. This simulation
was stable, illustrating that the thin geometry was the factor that lead to
the instability for the differentiated scalar ABC-PBIE.




Figure 2.11: Normalized spectrum of a single scalar basis function solved
using the (a) D-VABC-PBIE, (b) VABC-PBIE, (c) D-SABC-PBIE, and (d)
D-DABC-PBIE.
the large difference in amplitudes between the vector ABC-PBIE and the
remaining formulations are due to the scaling of the matrix system for the
differentiated formulations. The other point of interest is that the differen-
tiated formulations decay to a numerical noise floor after the incident pulse
has passed by the geometry, while the vector ABC-PBIE remains at a stable
constant value. This constant value is due to the residual outcome of the re-
cursive computation of the temporal integrals. This residual value does not
present any issue given that this it is many orders of magnitude lower than
the signals present when the incident pulse is still exciting the geometry.
Before further validating the accuracy of these formulations, it is interest-
ing to note how the choice of temporal basis function impacts the numerical
stability. For the standard D-PBIE and PBIE, it was shown in detail how the
stability of the MOT system was highly dependent on selecting a temporal
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Figure 2.12: Time history for a single vector basis function from the thin
double ogive simulations.
basis function that led to a discretization that conformed to the temporal
Sobolev space properties of the equations. Since the formulations of this sec-
tion utilize absorbing boundary conditions, it is interesting to check whether
this “built-in” loss mechanism in the equations can improve the stability. To
test this, simulations of a one meter radius sphere were performed for each
formulation with a center frequency of 200 MHz, a bandwidth of 100 MHz,
and a time step of 0.167 ns. In each case, an incorrect temporal basis function
was selected for the MOT discretization. For the differentiated vector ABC-
PBIE, differentiated scalar ABC-PBIE, and differentiated dual ABC-PBIE,
the incorrect basis function used was a quadratic B-spline (see [36] for a defi-
nition). A triangular function was used as the incorrect basis function for the
vector ABC-PBIE. The time history for one of the vector basis functions is
plotted for each formulation in Fig. 2.13. From these results, it is seen that
all of the formulations become unstable except for the differentiated dual
ABC-PBIE. However, this system does not decay to as low of a numerical
noise floor as was seen in Fig. 2.12. From these results, it seems that only the
dual absorbing boundary condition provides enough loss to help stabilize the
system. Given the change in characteristics of the solved for time history, it
is not expected that this system would maintain stability for all cases when
using an incorrect basis function. Hence, it is still vital for the absorbing
boundary condition formulations to utilize correct temporal basis functions
to achieve a stable MOT discretization.
The final set of results are focused on determining the accuracy of the
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Figure 2.13: Time history for a single vector basis function from
simulations of a sphere when incorrect temporal basis functions are used.
formulations as the center frequency is modified over a large range. For
each simulation, the bandwidth is set to half the center frequency and the
oversampling factor s is set to 20. The error in the bistatic RCS for a one
meter radius sphere at the center frequency of each simulation is computed
using (2.125). The results for the D-PBIE, differentiated vector ABC-PBIE,
vector ABC-PBIE, differentiated scalar ABC-PBIE, and differentiated dual
ABC-PBIE are shown in Fig. 2.14. It is clear that all of the absorbing
boundary condition formulations maintain a high accuracy down to very low
frequencies. Further, they are able to remain stable and accurate at higher
frequencies where interior resonances can be excited. In contrast to this, the
D-PBIE is seen to become unstable for a simulation with a center frequency
of 225 MHz. It should be noted that the sharp increase in inaccuracy for
the D-PBIE trace is due to the sampling resolution of the plot. That is,
the data points go from being stable at 100 MHz to being unstable at 225
MHz. Finally, it is seen that all of the formulations begin to show increased
inaccuracy at the higher end of the frequency range. This is due to the
resolution of the mesh becoming insufficient at these frequencies, and is not
an effect inherent to the absorbing boundary condition formulations.
In summary, four different TDIE formulations using absorbing boundary
conditions were developed. The results presented in this section have demon-
strated that the methods are all relatively comparable. However, the differ-
entiated scalar ABC-PBIE is the worst performing formulation due to its
incomplete constraint imposed by only using a scalar absorbing boundary
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Figure 2.14: Error in scattering from a one meter radius sphere for a
sequence of simulations with varying center frequency.
condition. The differentiated scalar ABC-PBIE formulation is also the only
formulation found to be unstable for any simulations performed with these
methods. Despite the scalar absorbing boundary condition not leading to
a viable method by itself, the combination of it with the vector absorbing
boundary condition in the differentiated dual ABC-PBIE did lead to the best
performing formulation. One area that could differentiate the performance
of these methods further is in the conditioning of the matrix systems and
whether efficient preconditioners can be devised. This is an important area







The potential-based TDIE derivation strategy followed in Chapter 2 required
finding an appropriate field-based TDIE that could then be “converted” into
a potential-based form. Although this was successful for PEC regions, it is
not a suitable derivation strategy in general. The particular issue is that this
derivation approach often requires some a priori knowledge of how the final
potential-based TDIE system should look in order to perform certain steps
in the derivation. A good example of this is when the EFIE was broken into
a vector and scalar integral equation system based on physical arguments
in 2.2.2. This was possible due to the relative simplicity of the overall sys-
tem. However, when developing more complicated integral equations (e.g.,
for penetrable regions) this approach often is not feasible.
In these situations, a more structured derivation approach is of interest. In
particular, it is of interest to derive potential-based surface integral equations
using integral representation formulas. An integral representation formula,
which can be viewed as a generalization of Huygens’ principle, expresses the
solution to a wave equation in terms of integral operators applied to equiva-
lent surface sources. These integral representations can then be substituted
into the boundary conditions that must be satisfied for a particular problem
to formulate surface integral equations.
The remainder of this chapter is organized in the following way. In Section
3.1, potential-based integral representation formulas are developed for the
Lorenz and radiation gauges. These representation formulas will be used to
derive potential-based TDIEs for penetrable regions in these two gauges in
Chapter 4. However, before considering this, an example of how these inte-
gral representation formulas can be used to derive a TDIE will be considered
in Section 3.2. In particular, the differentiated vector ABC-PBIE that was
considered in Section 2.5 is derived. Following this, traces of the integral
representation formulas that will be useful in developing TDIEs in the re-
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mainder of this work will be presented in Section 3.3. Finally, the relevant
Sobolev space properties of these trace formulas are summarized in Section
3.4 to support developing TDIEs.
3.1 Derivation of Potential-Based Time Domain
Integral Representation Formulas
In this section, integral representation formulas are derived in the Lorenz
and radiation gauges. In particular, the Lorenz gauge formulas are derived
in Section 3.1.1, while the radiation gauge formulas are derived in Section
3.1.2. In each gauge, the integral representation formulas will first be derived
in the frequency domain. The time domain results are then found by taking
an inverse Fourier transform.
3.1.1 Lorenz Gauge Derivation
Before integral representation formulas for the different potentials can be
discussed, the partial differential equations (PDEs) that the potentials obey
must be stated. In this section, these formulas will be developed in the




A = −µJ, (3.1)
∇2Φ− µε
..
Φ = −ρ/ε. (3.2)
To simplify the derivation of integral representation formulas, it will be
performed first in the frequency domain with the results then transformed
back to the time domain. Assuming an exp(−iωt) time dependence, the wave
equations for the potentials in the frequency domain are
∇2A + k2A = −µJ, (3.3)
∇2Φ + k2Φ = −ρ/ε, (3.4)
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where k2 = ω2µε. With the relevant wave equations specified, the integral
representation formulas for the two potentials may be derived.
Frequency Domain
For simplicity, the representation formula for Φ will be derived first. Before
continuing, it should be noted that the results developed in this section follow
a “calculus” based approach. For a more mathematically rigorous derivation,
the reader is referred to [58].
Now, to begin the derivation, consider any closed, homogeneous domain Vi
with boundary S, and its companion space Ve = R3 \ Vi (this mathematical
notation means R3 minus the space Vi). As suggested by the subscripts, the
domain Vi can be viewed as some interior region with the remaining exterior
space labeled Ve. It should be noted that for the purposes of this derivation,
the boundary S is essentially arbitrary. However, when the resulting integral
representation formulas are used to develop surface integral equations, S will
generally coincide with the interface between piecewise homogeneous regions
with different material properties (e.g., free space and PEC, two dielectrics
with different permittivities, etc.).
The goal now is to derive an integral representation for Φ, such that Φ is
a solution of the wave equation in R3 \S equal to Φe in Ve and Φi in Vi. This
can be done through careful application of Green’s theorems.
To begin this process, it is noted that in the absence of sources the potential
in Vi must satisfy
(∇2 + k2)Φi(r) = 0. (3.5)
Additionally, a Green’s function may be defined within Vi that must satisfy
(∇2 + k2)g(r, r′) = −δ(r− r′). (3.6)
The classic example of a function satisfying this equation and the radiation












g(r, r′)∇2Φi(r)− Φi(r)∇2g(r, r′)
)
dVi, r
′ ∈ Vi. (3.8)
Applying the divergence theorem and then swapping the role of r and r′, the





g(r, r′)n̂′ · ∇′Φi(r′)− n̂′ · ∇′g(r, r′)Φi(r′)
)
dS ′, r /∈ S, r ∈ Vi,
(3.9)
where n̂′ is the outward pointing unit normal vector to S at r′. A similar
process can be performed in the exterior domain Ve. Adding the contributions





g(r, r′)p(r′)− n̂′ · ∇′g(r, r′)ϕ(r′)
)
dS ′, r /∈ S, (3.10)
where ϕ = Φi − Φe and p = n̂′ · ∇′Φi − n̂′ · ∇′Φe are the jumps of Φ and its
normal derivative across S. This integral representation of Φ is essential for
deriving surface integral equations that solve the scalar wave equation [32,40].
At this point, the integral representation formula can be seen as simply pro-
ducing solutions to the wave equation given in (3.4). In order that the poten-
tial actually represents an electromagnetic potential (i.e., it solves Maxwell’s
equations), it is essential that the Lorenz gauge be applied to “tie” the vector
and scalar potentials together correctly [33]. This can be done following the
same process as that used to tie decoupled potential integral equations to-
gether in Chapter 2. In particular, the current continuity equation is utilized
when the charge density is written in terms of the potentials. For the surface




= −(Π + p), (3.11)
where Π = −iωn̂′ · (Ai −Ae), and ∇ · J should also be thought of as being









g(r, r′)∇′ · J(r′)




dS ′, r /∈ S, (3.12)
where Ψ = −iωϕ. This change in variable has been made so that Ψ has the
same temporal regularity as the other surface sources (e.g. Π). As will be
discussed more in Section 3.4, this change will result in all of the integral op-
erators in a time domain version of (3.12) having the same temporal domain
and range spaces. As discussed in detail in Chapter 2, this is crucial to the
development of stable MOT discretizations of potential-based TDIEs.
With the basic process understood, it is now necessary to derive a similar
integral representation formula for A. Considering the similarity of the vec-
tor and scalar potential wave equations, it can be immediately seen that a





g(r, r′)n̂′ · ∇′A(r′)− n̂′ · ∇′g(r, r′)A(r′)
)
dS ′, r /∈ S. (3.13)
Although formally correct, this integral representation is of limited use in
practical applications. Instead, an equivalent form that is more useful and














− n̂′g(r, r′)∇′ ·A(r′) +∇′g(r, r′)n̂′ ·A(r′)
)
dS ′, r /∈ S. (3.14)
Similar to the scalar potential integral representation formula, it is es-
sential that the Lorenz gauge be applied to “tie” the potentials together in







µg(r, r′)J(r′) +∇′g(r, r′)× 1
iω
m(r′)









and m = −iωn̂′ ×A has been used. Note again
that surface sources are selected so they have the same temporal regularity
as each other.
Time Domain
Time domain integral representations of the potentials can be derived by tak-
ing inverse Fourier transforms of the frequency domain formulas. Although
performing this is quite simple, it is important to note that special care was
taken in the derivation of these representations so they would have favorable
time domain properties. In particular, various source functions were scaled
with time derivatives so that the temporal domain and range spaces for all
of the time domain integral operators would be the same.
















dS ′, r /∈ S.
(3.16)


















dS ′, r /∈ S. (3.17)
As with previous sections, τ = t − R/c and ∂−1t denotes a time integration
from −∞ to the temporal argument of the function it is applied to.
With suitable integral representation formulas derived, they can now be
used to derive surface integral equations. Examples of how this process can
be performed will be discussed in Section 3.2.
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3.1.2 Radiation Gauge Derivation
In this section, an integral representation formula for the vector potential is
developed within the radiation gauge. This gauge is of interest because it is
often used in quantum problems. The derivation of the integral representa-
tion formula in this section will follow an alternative and simpler derivation
strategy to that considered in Section 3.1.1. This is done to highlight the
different (but in the end equivalent) approaches that are often found within
the mathematics and engineering literature.
The radiation gauge may be somewhat unfamiliar to engineers who are
more used to working in the Lorenz gauge. However, the radiation gauge
is often used in formulating quantum problems because it typically leads to
a simplification of the overall problem. This occurs because the radiation
gauge is characterized by Φ = 0. Due to this, the scalar potential does not
need to be considered in the quantization procedure and subsequent analysis
performed.
Before continuing with the derivation, it is important to note that it is
not uncommon for a number of different names to be used instead of the
radiation gauge. For instance, the radiation gauge will also often be called
the Φ = 0 gauge. Further, because Φ = 0, it can be concluded that ∇·A = 0
as well. Hence, the radiation gauge can also be viewed as being a particular
instance of a Coulomb gauge. Due to this, this gauge is sometimes also
sloppily referred to as the Coulomb gauge. Finally, the radiation gauge will
also sometimes be referred to as the transverse gauge [59]. This is because
one kind of valid source density that can be used in the radiation gauge are
“transverse current densities”. These are special sources that are defined by
∇ · J = 0, which can be seen to produce transverse radiation fields [59].
Regardless of the name used, only the wave equation for the vector poten-
tial needs to be considered in this gauge. Since ∇ · A = 0, the source-free
wave equation that is used to derive an integral representation formula can
be found to be
∇×∇×A + µε∂2t A = 0. (3.18)
This equation has an identical form to that for electromagnetic fields, so
the standard Stratton-Chu integral representation formula could be easily
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adapted to the current case [33]. However, for increased clarity, the radia-
tion gauge integral representation formula will be developed explicitly in this
work. As with the Lorenz gauge, it will be simplest to perform this derivation
in the frequency domain and to then transform the results back to the time
domain.
Frequency Domain
In the frequency domain, the radiation gauge wave equation becomes
∇×∇×A− k2A = 0. (3.19)
Instead of multiplying (3.19) by a Green’s function and integrating over a
volume (like in Section 3.1.1), the desired integral representation formula can
be established by directly using a particular Green’s theorem. The Green’s




























where n̂ is the unit normal vector pointing into the volume V . Further, b and
a are arbitrary scalar and vector functions, respectively. The only conditions
required of b and a for (3.20) to be valid are that they have the necessary
continuity properties for the derivatives in (3.20) to be meaningfully evalu-
ated [60].
The scalar-vector Green’s theorem can be used to arrive at a radiation
gauge integral representation formula by setting a = A(r′) and b = g(r, r′)
in (3.20), where g(r, r′) is given by (3.7). Further, it will be advantageous to
have S be a surface bounding a particular region in space (e.g., the surface
of a scatterer) and to have V stretch from S to infinity. The additional
surface integral that would occur at infinity for this setup vanishes due to
the radiation condition, and so can be ignored [32,55].
Considering these points, the scalar-Vector Green’s theorem can be further
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Noting that ∇′ ·A = 0 due to the gauge condition, the volume integral can

















dS ′, r /∈ S,
(3.22)
which is the desired integral representation formula. Note that this derivation
makes no mention of surface sources actually being given by “jumps” in the
potentials. These are part of the mathematical details that are typically
omitted, or are somewhat arbitrarily inserted somewhere in a derivation (e.g.,
in the development of the surface equivalence principle [55]). Regardless,
the surface sources defined in (3.22) should be considered as coming from
“jumps” similar to those defined in Section 3.1.1.
Time Domain
The time domain integral representation formula can now be derived by
taking the inverse Fourier transform of (3.22). After redefining the surface
sources, this gives


















dS ′, r /∈ S, (3.23)
where j = µ−1n̂′ × ∇′ × A, d = n̂′ · ε∂tA, and m = n̂′ × ∂tA. Note that
the temporal rescaling of the surface sources in (3.23) was done so that the
temporal domain and range spaces of all of these integral operators will be
the same. This point will be discussed further in Section 3.4.
Before continuing, it is useful to comment on the physical interpretation
of the sources introduced in (3.23), since they are somewhat unfamiliar when
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written in this potential-based form. Considering that in the radiation gauge
B = ∇ × A and E = −∂tA, it can be seen that j and m correspond to
equivalent electric and magnetic current densities, respectively. Similarly,
d can be identified as an electric charge density which obeys a continuity
equation with j. This can be established by taking the divergence of j and
using (3.18).
Considering this, it is seen that this integral representation formula matches
the one often used in developing field-based integral equations [33]. This is
expected because of the wave equation in (3.3) also being equally applicable
to the electric or magnetic fields. Hence, the integral equations developed in
this work within the radiation gauge can also be easily adjusted to be used
for solving field-based problems. The main difference occurs when consider-
ing the definitions of sources and post-processing of results to be physically
meaningful.
Before continuing, it should be noted that typically integral equations are
formulated after using the continuity equation to eliminate d from (3.23).
This will not be done in this work because it introduces a hypersingular inte-
gral operator in (3.23), damaging the low frequency performance. Retaining
d as a surface source follows the core idea of the augmented EFIE, current
and charge integral equation, and other potential-based methods [19,29,61].
This results in an integral representation that is stable down to very low
frequencies.
3.2 Using Integral Representation Formulas
In Section 2.5, it was mentioned that a more rigorous derivation process
was required to appreciate how the surface integral equations given in that
section corresponded to absorbing boundary conditions. The more rigorous
derivation process being referred to was using integral representation formu-
las. Hence, this section fills in these details to both illustrate this derivation
process while also presenting more complete details for the development of
the integral equations of Section 2.5. Note that this derivation will be per-
formed using integral representation formulas in the Lorenz gauge.
To begin, the differentiated vector ABC-PBIE discussed in Section 2.5.1
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will be derived. The system of PDEs that need to be solved is
∇2Φt(r, t)− µε
..
Φt(r, t) = −ρ/ε inVe × R+
∇2At(r, t)− µε
..
At(r, t) = −µJ inVe × R+
Φt(r, 0),
.
Φt(r, 0) = 0 r ∈ S
At(r, 0),
.
At(r, 0) = 0 r ∈ S
.





= 0 onS × R+,
(3.24)
where a subscript t denotes that this is a total (i.e., the incident plus scat-
tered) potential. Further, Ve denotes the region external to a PEC scatterer
defined by S, which is embedded in a homogeneous background medium
characterized by ε and µ. To ensure clarity, the notation throughout (3.24)
is defined here for those unfamiliar with it. The first two lines of (3.24) are
the two wave equations that Φt and At must obey. The notation at the end
of these lines, i.e., Ve × R+, is used to define the product space that these
equations are valid in. For instance, the first term denotes the valid region
for the spatial component of these functions, i.e., r. In this case, the nota-
tion is saying that r ∈ Ve. Similarly, the second term is denoting the valid
region for the time axis. Since the initial potentials are assumed to have not
reached S for t ≤ 0, the time axis covers the range [0,∞). A more compact
notation for this range is R+. The next two lines specify the initial conditions
for this initial value problem. These are that the potentials and their time
derivatives are equal to zero at t = 0. Finally, the last two lines specify the
boundary conditions that must be satisfied on S for all t > 0.
To help solve this exterior problem, an auxiliary internal problem with
advantageous characteristics can be defined. To start, it is noted that it is
desirable for the different “jumps” in the surface sources across S be equal
to the total potentials for the actual exterior problem. Since a number of the
total potentials are zero on S, this will lead to simpler integral representation
formulas that have fewer unknowns to solve for.
For the scalar potential system, this corresponds to defining Φe to be the
correct scattered field in the exterior region. Considering that the jump is
defined as ϕ = Φi − Φe, it then makes sense to set Φi = −Φinc so that
ϕ = −Φt. A similar process can be set for the vector potential system, i.e.,
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r ∈ Ve, Ae(r, t),r ∈ Vi, −Ainc(r, t), (3.26)
where the facts that Ψ =
.
ϕ = 0 and m = n̂ ×
.
At = 0 on S have been used
to simplify (3.16) and (3.17).
At this point, surface integral equations can be derived by substituting
these integral representation formulas into relevant boundary conditions on
S. It is important to note that in Vi the total potentials are identically
zero. This is because the surface sources have been selected in such a way
that the scattered potential in this region will exactly cancel the incident
potentials (e.g., Φi = −Φinc). This is commonly referred to as the extinction
theorem [32]. Due to the potentials being zero in this region, the remaining
characteristics of the auxiliary internal problem can be set arbitrarily. To
arrive at the differentiated vector ABC-PBIE, the vector potential system
will have an absorbing boundary condition applied while the scalar potential
system will have a Dirichlet condition applied.
One possible absorbing boundary condition for the vector potential can






+ αn̂×H = 0, (3.27)





+ αn̂×∇×A = 0 (3.28)
can act as an absorbing boundary condition for the vector potential system.
Approaching S from Vi, a consistency condition can then be enforced to
arrive at a surface integral equation. The consistency condition for the ab-
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Plugging in the integral representation from (3.26) and taking the limit as r



































In the language of Sobolev spaces, the process of arriving at (3.30) is
viewed as combining traces of the integral representation formula. For the
purposes of this chapter, a trace can be viewed as a sequence of mathematical
operations to restrict the value of a function defined in a volume to a function
defined over a surface. In the case here, the volumetric function is A as
defined through (3.26). The sequence of mathematical operations are then
specified by two terms on the LHS in (3.29). For instance, the first term
requires the temporal derivative of (3.26) to be taken before projecting its
value to the surface S through the n̂ × (· × n̂) operation. Similarly, the
second term requires the curl of (3.26) to be taken before projecting the
value to S using the n̂ × · operation. In general, there are many different
traces that can be specified for a function. In this work, the traces of most
interest will be those that can be associated with boundary conditions for the
electromagnetic potentials, as is the case for the two traces just discussed.
The Sobolev space mapping properties for all of the relevant traces that will
be considered in this work will be discussed in more detail in Section 3.4.
To get a scalar potential integral equation, a Dirichlet condition is used.
Considering this is for a temporally differentiated system, the relevant con-




Φinc = 0, r ∈ S. (3.31)
Plugging in the representation for Φi = −Φinc from (3.25) and taking the
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limit as r approaches S from Vi, this becomes∫
S
(










As detailed in Section 2.5.1, the combination of (3.30) and (3.32) consti-
tutes the differentiated vector ABC-PBIE system. The other systems devel-
oped in Section 2.5 can be formulated in similar ways using the appropriate
scalar and vector absorbing boundary conditions.
3.3 Traces of Integral Representation Formulas
In Section 3.2, it was seen that taking traces of integral representation formu-
las is central to the development of surface integral equations. In particular,
traces that correspond to the boundary conditions for the scalar and vector
potentials are most often used. As a result, this section begins by reviewing
the boundary conditions that exist for the potentials in both the Lorenz and
radiation gauge. Following this, explicit formulas for all of the traces that
will be used in this work will be given.
An extensive discussion on the boundary conditions that the scalar and
vector potentials should obey can be found in [14,20] and will not be repeated
here. Briefly, these conditions are derived so that the continuity of tangential
electric and magnetic fields and normal electric and magnetic fluxes at the
interface between two regions are satisfied. In their simplest form (i.e., there
are no explicit surface sources present), the set of boundary conditions are
n̂×A1 = n̂×A2
Φ1 = Φ2
n̂× µ−11 ∇×A1 = n̂× µ−12 ∇×A2
n̂ · ε1A1 = n̂ · ε2A2
n̂ · ε1∇Φ1 = n̂ · ε2∇Φ2
n̂ · ∇ ×A1 = n̂ · ∇ ×A2
, (3.33)
where the subscripts denote the region that the total (i.e., incident and scat-
tered) potential are defined in [14]. It should be noted that these boundary
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conditions are developed for the Lorenz gauge. However, the same set of
boundary conditions also applies to the radiation gauge case by simply omit-
ting any conditions related to the scalar potential.
With the set of boundary conditions determined, the relevant traces can
now be determined by substituting the appropriate integral representation
formula into the different quantities in (3.33) and taking the limit as r ap-
proaches S. This will be performed first in the Lorenz gauge in Section 3.3.1.
Following this, the traces for the radiation gauge will be given in Section
3.3.2. As was seen in Chapter 2, it is typically possible to derive either
differentiated potential-based TDIEs (e.g., the D-PBIE) or ones that have
a higher order temporal range space (e.g., the PBIE). In the following sec-
tions, traces for differentiated potential-based TDIEs will be considered. The
similar forms that correspond to higher order temporal range spaces can be
easily surmised from the expressions given in this work.
3.3.1 Lorenz Gauge Traces
As will be discussed in more detail in Chapter 4, traces will not be needed
for all of the boundary conditions given in (3.33) in the Lorenz gauge. In
particular, only traces for the first five boundary conditions will be considered
explicitly in this work.
With this in mind, the particular traces that will be considered explicitly

































































where the P.V. in the definitions for Kj, Nj, and N ′j denotes that the spatial
integrals in these operators should be evaluated in the Cauchy principal value
sense. Further, the subscript j is used to differentiate whether the limit
approaching S in the derivation of these traces is taken from the exterior or
interior side of S. In the derivation of surface integral equations, the choice
of where the limit is taken from will also dictate which region’s material
properties should be used in the definitions of other terms, such as τj and cj.
With the integral operators defined, the traces can now be given. Note
that in the traces defined below some have temporal derivatives applied to
them that are not present in the boundary conditions given in (3.33). Similar
to the derivation of the D-PBIE and PBIE, this is necessary so that all of
the temporal range spaces for (3.40) to (3.44) will be the same. Considering
the discussions in Section 2.4 about discretizing variational problems, this
choice will allow integral equation systems using these traces to be discretized
consistently, improving the numerical stability of the MOT system. With this
understood, the traces are




Ψ(r, t) +N ′j{Ψ}(r, t), (3.40)
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n̂ · εj∇Φj{J,Π,Ψ}(r, t) := εjDj{Ψ}(r, t)±
1
2
∂−1t ∇ · J(r, t)
+Nj{∂−1t ∇′ · J}(r, t)∓
1
2





×n̂ := µj∂tVj{J}(r, t)−∇Sj{Π}(r, t)
± 1
2
n̂×m(r, t)−Kj{m}(r, t) + n̂′µjεj∂tSj{Ψ}(r, t), (3.42)











n̂× J(r, t)−Kj{J}(r, t)
− εj∂tVj{m}(r, t) + µ−1j ∇Sj{∂−1t ∇′ ·m}(r, t)− εjVj{n̂′×∇′Ψ}(r, t),
(3.44)
where the top (bottom) sign for the Cauchy principal value terms should be
selected for the limit being taken from the exterior (interior) region. These
traces will be used throughout Chapter 4 to derive potential-based surface
integral equations for penetrable regions.
3.3.2 Radiation Gauge Traces
As previously mentioned, only traces related to boundary conditions for the
vector potential will be needed in the radiation gauge. These traces utilize the
same integral operators defined in (3.34) to (3.39), so no additional definitions
are needed. However, an additional surface source that is not seen in (3.23)
will also be needed in the radiation gauge. The particular source is b =
−n̂′ · ∇×A, i.e., an equivalent magnetic charge density that is related to m
through a continuity equation. As with the introduction of d, this equivalent
charge density is used to avoid having a hypersingular integral operator in
the trace formulas that damages the low frequency performance.







×n̂ := µj∂tVj{j}(r, t)− ε−1j ∇Sj{d}(r, t)
± 1
2
n̂×m(r, t)−Kj{m}(r, t), (3.45)




+Nj{d}(r, t) + n̂ · εj∇×Vj{m}(r, t), (3.46)
n̂×
[
µ−1j ∇×Aj{j,m, b}(r, t)
]
×n̂ := −εj∂tVj{m}(r, t)
+ µ−1j ∇Sj{b}(r, t)±
1
2
n̂× j(r, t)−Kj{j}(r, t), (3.47)




−Nj{b}(r, t) + n̂ · µj∇×Vj{j}(r, t). (3.48)
Note that similar symbols are used on the LHS of these equations to the
traces given in Section 3.3.1. It should be clear from the context which trace
is being used in the remainder of this work. Further, it is again seen that
some traces incorporate temporal derivatives that were not present in the
basic boundary conditions given in (3.33). These are added so that all of the
temporal range spaces of (3.45) to (3.48) will be the same. This allows for a
consistent MOT discretization to be developed for integral equation systems
built from these traces.
3.4 Summary of Sobolev Space Mapping Properties
As was discussed extensively in Chapter 2, it is essential for basis and testing
functions to be selected from appropriate Sobolev spaces to achieve a sta-
ble marching-on-in-time (MOT) discretization of systems combining vector
and scalar TDIEs. To support this, the Sobolev space mapping properties
of all of the integral operators used in the trace formulas from Section 3.3
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will be summarized in this section. More details on how these properties
are established can be found in mathematical works such as [35, 40]. Once
these mapping properties are known, they can be used in the development of
MOT discretizations for potential-based TDIEs. These results will be central
to the development of conforming discretizations for potential-based TDIEs
formulated to analyze penetrable regions, which will be presented in Chapter
4.
The mapping properties for the integral operators given in (3.34) to (3.39)
are
Vj : H s,−1/2div →H
s+2,−1/2
curl , (3.49)
Kj : H s,−1/2div →H
s+1,−1/2
curl , (3.50)
Sj : Hs,−1/2 → Hs+2,1/2, (3.51)
Nj : Hs,−1/2 → Hs+1,−1/2, (3.52)
N ′j : Hs,1/2 → Hs+1,1/2, (3.53)
Dj : Hs,1/2 → Hs+1,1/2. (3.54)
Note that more details on these Sobolev spaces can be found in Appendix B.
It is also important to note that the increase of the temporal Sobolev space
order of Vj and Sj are higher than that for the other operators. This is due
to the spatial derivatives implied in all the other operators, which impact the
temporal order of the integral operators [35]. This difference is balanced out
in (3.40) to (3.44) and (3.45) to (3.48), where a spatial or temporal derivative
is applied to every instance of Vj and Sj.
Before continuing, it is necessary to determine the correct Sobolev spaces
for all of the surface sources introduced in Sections 3.1.1 and 3.1.2. Recalling
the stability analysis in Chapter 2, the temporal order of the Sobolev spaces
can be found by establishing bounds on the energy of the scattered potentials
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in terms of the surface sources that produced them. The spatial Sobolev
spaces follow rather easily from the definitions of the sources themselves.
Overall, the Sobolev spaces for the Lorenz gauge surface sources are J,m ∈
H 1/2,−1/2div , Π ∈ H1/2,−1/2, and Ψ ∈ H1/2, 1/2. Similarly, the Sobolev spaces
for the radiation gauge surfaces sources are j,m ∈ H 1/2,−1/2div and d, b ∈
H1/2,−1/2.
In all cases, it is seen that the surface sources should have the same tem-
poral order. This is due to the deliberate choices made during the derivation
of the integral representation formulas. For example, if ϕ had been used
directly as a surface source in Section 3.1.1 instead of Ψ =
.
ϕ, the tempo-
ral order of the Sobolev space for ϕ would be different from the rest of the
surface sources. Similar logic also justifies why d = n̂′ · ε
.
A was used as a
surface source instead of the n̂′ · εA that naturally occurs in the derivation of
the integral representation formula. Although it is possible to accommodate
surface sources with different temporal Sobolev space orders, it simplifies the
implementation of the MOT discretization if all of these are the same. Re-
calling the discussions on discretizing variational problems in Section 2.4, it
can be seen that this choice allows all of the surface sources to be discretized
using the same temporal basis function.
With the Sobolev spaces for the various surface sources in hand, it is simple
to determine the range spaces for the different trace formulas introduced in
Sections 3.3.1 and 3.3.2 by using the mapping properties given in (3.49) to
(3.54). Beginning with the Lorenz gauge equations, the range spaces can be
summarized as: H3/2, 1/2 for (3.40), H3/2,−1/2 for (3.41), H 3/2,−1/2curl for (3.42),
H3/2,−1/2 for (3.43), and H 3/2,−1/2curl for (3.44). Similarly, the range spaces for
the radiation gauge equations can be summarized as: H 3/2,−1/2curl for (3.45),
H3/2,−1/2 for (3.46), H 3/2,−1/2curl for (3.47), and H3/2,−1/2 for (3.48).
It is clear that the temporal range space for all of these equations are the
same, and equal to 3/2. As a result, the temporal order of the dual space
for all of these traces is −3/2. Considering the discussions about discretizing
variational problems in Section 2.4, it is seen that all of these traces naturally
fit into a MOT discretization scheme.
With these properties understood, systems of TDIEs can now be developed
using these traces. Of particular interest are systems that can be used to






The same integral operators that lead to field-based TDIEs having poor
performance for analyzing multiscale PEC regions are also present in the
common formulations of TDIEs for analyzing penetrable regions [15,61]. As
a result, many field-based TDIE methods exhibit unacceptable performance
for the analysis of multiscale penetrable regions. These kinds of structures
are important for many quantum optics applications. In these systems, very
small (in the few nanometer range) quantum emitters, such as quantum
dots, are often used to emit light at wavelengths near 1000 nm [63]. These
emitters are typically embedded in a diverse range of structures made out of
dielectric materials with nm and µm sized features to guide/shape the spatial
properties of propagating photons in desirable ways [23]. As micro- and nano-
scale manufacturing techniques advance, the complexity of dielectric features
used in these devices would be expected to increase as well. As a result, the
analysis of these geometries over broad frequency ranges to properly capture
all quantum effects will increasingly stretch the capability of traditional field-
based solvers.
Since the same integral operators that corrupt the multiscale performance
of field-based TDIEs for PEC regions are also present in the formulations for
penetrable regions, similar strategies can be used to improve the performance
of field-based TDIEs. Hence, the same kind of quasi-Helmholtz decomposi-
tions using loop and tree basis functions were one of the earliest approaches
utilized [15]. Although these successfully addressed the low frequency break-
down problem, the resulting methods still exhibited dense mesh breakdown
issues. One approach to address this includes using Calderón precondition-
ers [47].
Although these methods have been relatively successful, they are complex
to implement and can be more computationally expensive to construct than
desired for regular analysis of large, complicated geometries. As a result, an-
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(a) (b)
Figure 4.1: Configuration of a two-region problem in the (a) Lorenz and (b)
radiation gauges.
other family of approaches exist for addressing these multiscale performance
issues for analyzing penetrable regions. These are similar to the augmented
EFIE, which introduces the charge density as an additional unknown function
to help regularize the integral equation [61,64].
Recently, potential-based frequency domain integral equations have started
to be considered for analyzing multiscale penetrable regions [20, 65]. As
will be seen, the systems developed in these works are similar to some of
those developed in this work. However, this work focuses on TDIEs and also
develops a general method of moments discretization (which can also be used
in the frequency domain) that was not considered in either of [20,65].
In the remainder of this chapter, potential-based TDIEs are developed
for the analysis of piecewise homogeneous penetrable regions. A number
of approaches exist to derive integral equations to solve electromagnetics
problems composed of piecewise homogeneous regions. One standard way is
to independently formulate an equation for the field/potential in each region
in terms of surface unknowns and to then tie the solutions in each region
together using boundary conditions [32]. In this chapter, this approach will
be used to derive surface integral equations for penetrable regions in the
Lorenz and radiation gauges using the integral representation formulas and
corresponding traces presented in Chapter 3. To make the construction of the
problems more concrete, a simple two-region problem will be considered for
all cases. Illustrations of a two-region problem for the Lorenz and radiation
gauge are shown in Fig. 4.1. Note that in these two-region problems, the
subscripts 1 or 2 denote the total (i.e., incident plus scattered) potentials in
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the respective regions.
The remainder of this chapter is organized in the following way. In Section
4.1, an initial set of TDIEs are derived in the Lorenz gauge to validate the in-
tegral representation formulas developed in Chapter 3. Due to the simplicity
of these TDIEs, they do not exhibit the desired low frequency performance
necessary to be applicable to the analysis of multiscale structures. These
issues are addressed by deriving a new set of TDIEs in the Lorenz gauge in
Section 4.2. Following this, another set of TDIEs that have the necessary
low frequency performance are developed in the radiation gauge in Section
4.3. Finally, numerical results for all of the TDIEs developed in this chapter
are presented in Section 4.4.
4.1 Initial Time Domain Integral Equation System
The goal of this section is to derive an initial set of integral equations for
penetrable regions in the Lorenz gauge. The main interest in these equations
are to act as a verification of the derivation of the integral representation
formulas developed in Section 3.1.1. Hence, it is desirable to determine the
simplest possible system that can solve the overall penetrable region problem.
To do this, integral equations will be formulated in each region independently
that can then be tied together using the boundary conditions of the overall
problem. Once the surface sources have been solved for, they can be used to
compute the scattered potentials in each region.
With this in mind, a set of integral equations for the exterior region will be
formulated in Section 4.1.1. Following this, a similar set of integral equations
will be formulated for the interior region in Section 4.1.2. The two sets of
integral equations will then be tied together to form the final integral equation
system that can be solved in Section 4.1.3. The MOT discretization of this
set of equations will then be discussed in Section 4.1.4.
4.1.1 Exterior Integral Equations
In this section, a set of integral equations for the exterior region (see Fig.
4.1(a)) will be derived. This is done by associating with the actual PDE to
be solved in the exterior region another auxiliary PDE in the interior region.
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By defining the auxiliary interior PDE in an advantageous way, the solution
of the overall problem can be simplified.
For this situation, the exterior PDE that needs to be solved is
∇2Φ1(r, t)− µ1ε1∂2t Φ1(r, t) = −%/ε1 inV1 × R+
∇2A1(r, t)− µ1ε1∂2t A1(r, t) = −µ1J inV1 × R+
Φ1(r, 0), ∂tΦ1(r, 0) = 0 r ∈ S
A1(r, 0), ∂tA1(r, 0) = 0 r ∈ S









on S × R+
, (4.1)
where R+ is used for the time axis since it is assumed the incident potentials
have not reached S for t ≤ 0.
As previously mentioned, an auxiliary internal problem needs to be associ-
ated with this external problem that will allow the entire problem shown in
Fig. 4.1(a) to be solved. This will require defining an internal problem that
has material properties that match those of the exterior region. Further, a
set of surface sources need to be introduced on S that produce the correct
scattered potential in the exterior region and are equal to the total potential
on S. This can be done by leveraging the integral representation formulas de-
rived in Section 3.1.1, which showed that surface sources defined by “jumps”
in the various potentials can produce a specified scalar and vector potential
in the exterior and interior regions.
Considering first the case for the scalar potential, the correct jumps for the
surface sources can be selected in the following manner. For region 1, it is
desired for the scalar potential produced by the surface sources to be equal to
the true scattered potential (i.e., the scattered potential for the full problem
depicted in Fig. 4.1(a)). This scattered potential is denoted as Φe,t. Now, for
the surface sources to equal the total potentials in the exterior region, it will
be necessary for the scalar potential produced in region 2 (denoted as Φi) to
be equal to −Φinc. As an example, it can be seen that this choice leads to
the surface source Ψ = ∂tΦi − ∂tΦe = −∂tΦinc − ∂tΦe,t = −∂tΦ1. This choice
also leads to the surface sources being defined so that the incident potential
is canceled in region 2 at all times, producing the well-known extinction
theorem that is commonly encountered in deriving electromagnetic integral
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equations [14,32].
Using these selections, the integral representation formula for the scalar
potential given in (3.16) for the exterior problem becomes
− ε−11 ∂−1t S1{∇ · J1}(r, t) + S1{Π1}(r, t)
+ ∂−1t N ′1{Ψ1}(r, t) =
Φe,t(r, t) r ∈ V1,−Φinc(r, t) r ∈ V2, (4.2)
where the definitions for these integral operators can be found in Section
3.3.1.
To arrive at a surface integral equation, this integral representation needs
to be substituted into a valid equation on the surface S. This will naturally
require taking the limit of (4.2) as r approaches S. This must be done
carefully, because (4.2) has a possible jump in its value as it passes between V1
and V2. However, it can be shown that the total scalar potential is continuous
as it passes through these surface sources [33,40]. Hence, from the continuity
of the total scalar potential, it is seen that
Φ1 = Φe,t + Φinc = Φi + Φinc = 0, r ∈ S. (4.3)
This can be viewed as another statement of the extinction theorem.
At this point, an integral equation can be derived by plugging in the rep-
resentation for Φe,t and taking the limit as r approaches S (from V1). This
process corresponds to taking the trace of (4.2), which can also be viewed
as imposing a boundary condition on (4.2). Hence, the trace formulas pre-
sented in Section 3.3.1 can be used to determine how taking this limit affects
the integral operators present in (4.2). The particular concern that must be
treated carefully is how the singularity when r = r′ in these integral operators
affects the overall value of the integration. Since only Φ is being considered
in (4.3), the appropriate trace formula is the time integral of (3.40). This
gives




∂−1t Ψ1(r, t) + ∂
−1
t N ′1{Ψ1}(r, t) = −Φinc, r ∈ S, (4.4)
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after moving Φinc to the RHS of (4.3). It can be seen that only the integral
operator acting on Ψ1 has a non-zero Cauchy principal value term.
Following similar steps, an integral equation can be derived for the vector
potential. The integral representation formula for this situation is
µ1V1{J1}(r, t)−∇S1{Π1}(r, t)− ∂−1t K1{m1}(r, t)
+ µ1ε1V1{n̂′Ψ1} =
Ae,t(r, t) r ∈ V1,−Ainc(r, t) r ∈ V2. (4.5)
Now, because the tangential component of the total vector potential is con-
tinuous across S, the following equation holds on S. This is









× n̂ = 0, r ∈ S. (4.6)
Similar to (4.3), this can be viewed as another statement of the extinction
theorem. An integral equation can now be found from (4.6) by selecting the
appropriate trace to determine the value of (4.5) on S. For this case, the
correct trace formula is the time integral of (3.42). Hence, taking the limit
of (4.5) as r approaches S from V1 makes (4.6) become
µ1V1{J1}(r, t)−∇S1{Π1}(r, t) +
1
2
n̂× ∂−1t m1(r, t)− ∂−1t K1{m1}(r, t)




, r ∈ S (4.7)
after moving n̂×Ainc × n̂ to the RHS.
At this point, two coupled integral equations have been derived for four
unknown functions. To arrive at a solvable system, at least two more integral
equations are needed. These can be derived by considering a complimentary
set of integral equations for the interior region.
4.1.2 Interior Integral Equations
A similar process can be taken for deriving integral equations in the interior
domain. However, because there are no incident potentials (for the scenario
shown in Fig. 4.1) the PDEs are slightly different. In particular, the descrip-
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tion of the PDE for the interior region (V2) is
∇2Φ2(r, t)− µ2ε2∂2t Φ2(r, t) = 0 inV2 × R+
∇2A2(r, t)− µ2ε2∂2t A2(r, t) = 0 inV2 × R+
Φ2(r, 0), ∂tΦ2(r, 0) = 0 r ∈ S
A2(r, 0), ∂tA2(r, 0) = 0 r ∈ S











Now, the same strategy for selecting the potentials in each region for an
integral representation formula (and corresponding surface sources) can be
performed for this problem. This requires the internal potential to equal the
true scattered potential in this region. Considering first the scalar potential,
this is denoted as Φi,t. Since there are no incident potentials in the interior
region, there is no incident potential to cancel in the exterior region. Hence,
it will be appropriate to select Φe = 0. This produces a type of “extinction
theorem”, and results in the surface sources being related to the total po-
tentials in the interior region. The resulting integral representation formula
is
− ε−12 ∂−1t S2{∇ · J2}(r, t) + S2{Π2}(r, t)
+ ∂−1t N ′2{Ψ2}(r, t) =
0(r, t) r ∈ V1,Φi,t(r, t) r ∈ V2. (4.9)
Similar arguments about the continuity of the scalar potential on S gives
the result that
Φ2 = 0, r ∈ S. (4.10)
Now, using the appropriate trace formula for the case where r approaches S
from V2, this becomes
− ε−12 ∂−1t S2{∇ · J2}(r, t) + S2{Π2}(r, t)
− 1
2
∂−1t Ψ2(r, t) + ∂
−1
t N ′2{Ψ2}(r, t) = 0, r ∈ S. (4.11)
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n̂× ∂−1t m2(r, t)− ∂−1t K2{m2}(r, t)
+ µ2ε2V2{n̂′Ψ2} = 0, r ∈ S. (4.12)
At this point, another two integral equations have been derived, bringing
the total to four. However, comparing (4.11) and (4.12) to (4.4) and (4.7),
it is seen that the unknown surface sources are different between the two
sets of integral equations. This can be resolved to yield a solvable system by
utilizing the boundary conditions for the overall problem, as will be shown
in the next section.
4.1.3 Final Integral Equation System
The reason that boundary conditions can be used to resolve the discrepancy
in unknown surface sources in the integral equations is because special care
was taken in the development of the integral equations. In particular, choices
were made so that the surface sources were related to the total potentials in
each region. Hence, the overall boundary conditions for the potentials can
be utilized to find relations between the surface sources in the exterior and
interior integral equation systems.
The boundary conditions of interest are those given in (3.33), and will not
be reproduced here for brevity. From these conditions, it is seen that all
of the surface sources in the previous two sections are equal to each other
(e.g., J1 = J2) with the exception of Π1 and Π2. The particular issue is that
these unknown sources are related to the normal component of the electric
field, which is discontinuous across an interface between regions with different





Considering this, the final integral equation system can now be written. To
simplify the notation, the now redundant subscripts on the unknown surface
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sources will be removed. The resulting integral equation system is
µ1V1{J}(r, t)−∇S1{Π}(r, t) +
1
2
n̂× ∂−1t m(r, t)− ∂−1t K1{m}(r, t)




, r ∈ S, (4.14)




∂−1t Ψ(r, t) + ∂
−1







n̂× ∂−1t m(r, t)− ∂−1t K2{m}(r, t)
+ µ2ε2V2{n̂′Ψ} = 0, r ∈ S, (4.16)






∂−1t Ψ(r, t) + ∂
−1
t N ′2{Ψ}(r, t) = 0, r ∈ S. (4.17)
As will be shown in Section 4.4.1, this system is valid and can produce sta-
ble numerical results when an appropriate MOT discretization is used. How-
ever, as alluded to earlier, this system constitutes the simplest possible set of
equations that can be used to validate the integral representation formulas
developed in Section 3.1.1. Due to its simplicity, this system lacks certain
features that are necessary to produce accurate solutions at low frequencies.
As a result, additional integral equation systems need to be formulated. An
alternative formulation in the Lorenz gauge that addresses the issues with
this set of equations will be discussed in Section 4.2.
4.1.4 Discretization
Comparing the integral equations in (4.14) to (4.17) with the kinds of sys-
tems considered in Chapter 2, it is seen that there are additional surface
sources that need to be discretized. To arrive at a system with favorable
numerical properties, the spatial and temporal basis functions must be con-
sidered carefully. As has been shown throughout this work, it is important
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for the stability properties of the numerical method to develop a MOT dis-
cretization that conforms to the Sobolev space properties of the equations.
However, only using a Sobolev space viewpoint is not sufficient to arrive at a
suitable discretization scheme for these equations. In particular, the Sobolev
space viewpoint needs to be supplemented with physical concepts relevant
to the functions being discretized. The mathematical paradigm that is par-
ticularly useful for developing physically-motivated discretization schemes is
the theory of differential forms [42]. These concepts will only be discussed
at a high-level in this work, but a simple introduction can be found in [42]
and the references therein.
The temporal discretization for this system of equations will be considered
first. Looking at the Sobolev space properties for the relevant trace formulas
discussed in Section 3.4, it is seen that the temporal domain spaces for all
of the unknowns have an order of 1/2. Further, it is seen that the temporal
range spaces for all of the integral operators have an order of 5/2. Hence,
the functionally-equivalent MOT discretization approach discussed in Section
2.4.1 can be applied for these equations. In particular, this uses a rectangular
function as the temporal basis function for all of the unknown surface sources.
As alluded to, the spatial discretization will need to be performed carefully
to arrive at a suitable numerical system. From these equations, it is seen that
similar integral operators are being applied to J as those that were used in the
various potential-based TDIEs developed for analyzing PEC regions. Hence,
it is reasonable to utilize the same spatial basis functions for this surface
source. As a result, RWG functions will be used to discretize J.
At this point, it is tempting to also discretize m with RWG functions be-
cause it should be a member of the same spatial Sobolev space as J. However,
this would produce detrimental effects in the resulting numerical system be-
cause of the discretization of the n̂ × m terms in (4.14) and (4.16). The
issue is that the resulting Gramm matrix produced by 〈f , n̂ × f〉 is nearly
singular when f is an RWG function [66]. Although this typically only leads
to an ill-conditioned matrix system in the frequency domain, it can actually
produce an unstable system in the time domain. This type of effect will be
demonstrated in Section 4.4 for the integral equation system developed in
Section 4.3.
Considering this, a different basis function will need to be selected for
m. The motivation as to what function to select can be provided from a
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differential forms viewpoint. This suggests that J and m should actually be
viewed as existing on separate “meshes” of the surface S. Since J is being
discretized on the primal mesh (i.e., the standard triangulation of the surface
used in the numerical analysis), it is appropriate to search for an appropriate
basis function for m that is defined on a dual mesh. Functions that meets all
of these needed criteria are the Chen-Wilton and Buffa-Christiansen (BC)
functions developed in [67,68]. Both of these functions are defined on a dual
mesh formed by the barycentric refinement of the primal mesh. Similarly,
each function is associated with a primal mesh edge, but is defined as a
linear combination of RWG functions defined on the dual mesh. The main
distinction between the Chen-Wilton and BC functions are the manner in
which the coefficients of the linear combination of RWG functions defined on
the dual mesh are selected. The BC function is used in this work because
this function was specifically developed so that the Gramm matrix formed
by 〈f , n̂× g〉 is generally well-conditioned, where f and g are RWG and BC
functions, respectively [68].
The next function that a basis function will be selected for is Ψ. Consid-
ering the spatial Sobolev space properties of this function, it is seen that the
spatial basis function should be a member of H1/2(S). Considering Table B.1,
it is seen that a suitable basis function is a pyramid function that linearly
varies from a value of 1 at the mesh node it is associated with to a value of 0
at all adjacent nodes. For simplicity, this system will utilize a set of pyramid
functions defined on the primal mesh. However, it should be noted that a
more sophisticated discretization approach would be to have Ψ discretized
on the dual mesh. This is because the tangential component of the gradient
of Ψ can be interpreted as a component of the magnetic current density, and
so should be defined on the same mesh as m. A discretization approach that
accounts for this will be considered for the more detailed integral equation
system developed in Section 4.2.
The final function that a basis function needs to be selected for is Π.
For this function, a basis function that is a member of H−1/2(S) should be
utilized. However, if a simple pulse function that is associated with triangles
is used (like was done for the PEC equations) the resulting matrix system
will not be square. As a result, it will be necessary to use a different pulse
function for this system. The particular option used is a nodal pulse function,
which is simply equal to a constant value over all of the triangles attached
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to a particular mesh node. This function will be defined on the primal mesh
so that the same number of basis functions are used to discretize Π and Ψ.
With all the basis functions selected, appropriate spatial testing functions
for (4.14) to (4.17) can be selected. Considering the Sobolev space mapping
properties summarized in Section 3.4, it is seen that range spaces for (4.14)
and (4.16) are H 5/2,−1/2curl . As a result, a div-conforming function will be in
the spatial dual space for (4.14) and (4.16). Hence, an appropriate testing
function is an RWG function for these two equations. Similarly, the range
space for (4.15) and (4.17) is H5/2,1/2. As a result, a spatial function from
H−1/2(S) should be used as a testing function for (4.15) and (4.17). To arrive
at a square matrix system, it is appropriate to use nodal pulse functions to
test these equations.
Note that the detailed equations of the MOT system for this set of equa-
tions will be omitted for brevity. The matrix system can be constructed in a
straightforward manner following the examples considered in detail in Chap-
ter 2. Numerical results for this system will be presented in Section 4.4.1.
As mentioned previously, this system does not produce accurate results at
low frequencies. To overcome this, an alternative formulation in the Lorenz
gauge is discussed in the next section.
4.2 Low Frequency Accurate Time Domain Integral
Equation System in the Lorenz Gauge
The initial system of integral equations presented in Section 4.1 does not
produce accurate results at low frequencies. The primary issue with that
system is that it only incorporates information from two boundary conditions,
namely, those related to Φ and n̂×A× n̂. Both of these boundary conditions
are required to ensure that the tangential component of the electric field
is continuous across the interface between regions [14]. Although this is
sufficient to have a solvable system, it does lead to a kind of imbalance in
the numerical system. For instance, quantities which are approximately dual
to each other, such as J and m, are not treated “equally” in terms of the
integral operators applied to them in the integral equation. The outcome of
this is that the low frequency stability is not achieved for all of the unknown
source functions, leading to the inaccuracy at low frequencies.
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From this discussion, it can be concluded that the integral equation sys-
tem of Section 4.1 is “incomplete” in some sense. The particular manner in
which it is “incomplete” will be expanded on in detail in this section. How-
ever, at this point, it is reasonable to conjecture that one way to improve
the “completeness” of the integral equation system will be to include addi-
tional equations that correspond to a larger set of boundary conditions. For
example, by including an equation related to the continuity of the tangen-
tial component of the magnetic field (i.e., n̂ × µ−1[∇×A] × n̂) it would be
expected that the approximate duality between J and m may be better re-
flected in the integral operators being applied to these functions. Hence, this
section will discuss the additional equations that can be enforced to yield a
more balanced system. This system will be shown to be accurate down to
very low frequencies in Section 4.4.2.
It should be noted that the idea of enforcing additional boundary condi-
tions to achieve low frequency accuracy has been considered before [20, 61,
65,69]. Of particular interest are the integral equations developed in [20,65].
Both of these systems have a very similar form to the equations developed
in this section. However, both of the systems discussed in [20, 65] were for-
mulated in the frequency domain. Further, neither of these works considered
how to perform a general method of moments discretization of these inte-
gral equation systems. In [20], only spherical structures were analyzed using
spherical harmonics as basis functions to determine the properties of the inte-
gral equations. Meanwhile, the work of [65] discretized the integral equations
using a Nystöm discretization approach.
Considering this, the main contributions of this section are the follow-
ing. First, this section presents the development of a low frequency accu-
rate potential-based TDIE in the Lorenz gauge for the first time. Second,
it presents a more physically motivated analysis of the equations to under-
stand why they achieve low frequency accuracy. Third, this section discusses
a general method of moments discretization approach that can be equally
applied to the frequency domain equations developed in [20,65].
The remainder of this section is organized in the following way. In Sec-
tion 4.2.1, the choice of which additional integral equations can be enforced
is considered in more detail. After this, the combinations of integral equa-
tions that will be implemented are presented in Section 4.2.2. Finally, the
discretizations of these integral equations are discussed in Section 4.2.3.
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4.2.1 Selection of Traces
As was alluded to earlier, it will be possible for a system to be accurate at
low frequencies by enforcing additional integral equations that correspond to
a more complete set of boundary conditions for the potentials. Considering
this, it is briefly recalled that the complete list of boundary conditions for
the potentials is 
n̂×A1 = n̂×A2
Φ1 = Φ2
n̂× µ−11 ∇×A1 = n̂× µ−12 ∇×A2
n̂ · ε1A1 = n̂ · ε2A2
n̂ · ε1∇Φ1 = n̂ · ε2∇Φ2
n̂ · ∇ ×A1 = n̂ · ∇ ×A2
. (4.18)
The goal now is to determine which traces of integral representation formulas
given in Section 3.3.1 (which correspond to this list of boundary conditions)
should be utilized in the formulation of a more complete integral equation
system.
Although there are six boundary conditions, redundancies exist between a
number of them. This is not surprising, since there is inherent redundancy
in the description of the electromagnetic fields in terms of the vector and
scalar potentials. As an example of redundancy, it can be seen through an





= −n̂ · ∇ ×A. (4.19)
As a result, if an integral equation is implemented that ensures that n̂×A1 =
n̂×A2, it will also ensure that n̂·∇×A1 = n̂·∇×A2. Since integral equations
related to the condition on n̂ ×A were already implemented in the system
presented in Section 4.1, it is not necessary to also devise a set of integral
equations related to the condition on n̂ ·∇×A. This is why no trace formula
was given for n̂ · ∇ ×A in Section 3.3.1.
Similarly, by taking the divergence of the third condition in (4.18) and
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= n̂ · ε∇∂tΦ + n̂ · ε∂2t A. (4.20)
Hence, if an integral equation enforcing the condition on n̂ × µ−1∇ × A is
used, it only needs to be supplemented with one equation related to either
n̂ · ε∇Φ or n̂ · ε
.
A for all three conditions to hold.
Considering that there are four surface sources that need to be solved for,
it is desirable to only formulate a system using four integral equations. From





A× n̂, and n̂×µ−1[∇×A]× n̂ traces. The choice of whether




To do this, it is useful to recall some basic details about how a loop-tree
decomposition can be used to make the EFIE low frequency stable. The

















which experiences a “low frequency” breakdown due to the temporal imbal-
ance of the two terms (i.e., one has a temporal derivative while the other
has a temporal integral) [16]. The first term is associated with the contri-
bution of the vector potential to the electric field, while the second term is
associated with the scalar potential. Due to the temporal imbalance between
these two terms, divergent behavior occurs at “low frequencies” where the
time step becomes large. To overcome this issue, a loop-tree decomposition
explicitly projects the current density onto the subspaces of solenoidal and
approximately non-solenoidal current densities [16]. To simplify the termi-
nology, instead of referring to solenoidal and approximately non-solenoidal
subspaces repeatedly, the terms loop and tree subspaces will be used in-
stead for these spaces. Since the loop currents have no contribution to the
scalar potential, this decomposition of the current densities allows for the
contributions of the scalar and vector potentials to the electric field to be
separated. By manipulating the currents associated with these subspaces,
the contributions to the electric field can be rescaled to produce a stable
numerical system. Now, because there are two sets of basis functions being
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used, it is necessary to test the EFIE independently by functions from the
two subspaces to arrive at a solvable system [16].
This viewpoint can now be applied to the system being developed in this
section to see how an “indirect” loop-tree decomposition (i.e., basis functions
in these current subspaces are not explicitly constructed) can be achieved for
the magnetic current density in a natural way when potential-based equations
are used. This effect is referred to as a physics-based decomposition in this
work because the physics of the equations is naturally providing the effects
of a loop-tree decomposition without requiring the explicit construction of
basis functions in these current density subspaces.
To support this viewpoint, it is first noted that the magnetic current den-
sity M can be recovered from the m = n̂ ×
.
A and Ψ =
.
Φ source functions
that naturally arise in potential-based TDIEs as
M = −n̂× E = m + n̂×∇∂−1t Ψ. (4.22)
Now, since Ψ ∈ H1/2(S), it is noted that a spatial basis function used to dis-
cretize this function should have characteristics similar to a pyramid function.
Considering this, Ψ can be seen to be related to the loop current subspace of
M since one way to define a loop basis function is as n̂ ×∇ψ, where ψ is a
pyramid function [15]. Hence, m and Ψ should be exhibiting a physics-based
decomposition of M with Ψ taking on the role of the loop subspace.
The main benefit of the physics-based decomposition is that m can be
discretized with a standard basis function (such as a BC function) without
compromising the low frequency accuracy and stability of the overall TDIE
system. This is much more convenient than requiring the use of a specially
constructed function (such as a tree function) because it can be computation-
ally difficult to construct these special functions for the meshes of complex
geometries encountered in practical engineering design.
However, care must be taken in formulating the overall TDIE system to
ensure that the physics-based decomposition is successfully completed. To
see this, the integral operators acting on m and Ψ in the n̂×µ−1[∇×A]× n̂

















From this, it is seen that the complete hypersingular integral operator that
causes a catastrophic low frequency breakdown in electromagnetic integral
equations is applied to m in (4.23) [16, 70]. As a result, if a standard basis
function is used to discretize m, the components of those basis functions that
fall into the loop current subspace would have a tendency to become unstable
at low frequencies. This behavior can be prevented from occurring if another
equation in the overall TDIE system applies an appropriate constraint on the
loop subspace of m. With this in mind, the choice of selecting whether to add
a TDIE corresponding to the n̂ · ε∇Φ or n̂ · ε
.
A traces can be seen as coming
down to which trace will better complete the physics-based decomposition
between m and Ψ. For reference, the n̂ · ε∇Φ or n̂ · ε
.
A traces can be found
in (3.41) and (3.43), respectively.
Considering that m is not present in the n̂ · ε∇Φ trace, it will be necessary
to use the n̂ · ε
.
A trace to complete the overall TDIE system. If the n̂ · ε∇Φ
trace is used instead, the system will become unstable at low frequencies, as
will be shown in Section 4.4.2. However, it is still important to check that the
loop portion of m will be appropriately constrained in a TDIE formulated
from the n̂ · ε
.
A trace.
To see that this is the case, it is first noted that the spatial range space
for this trace is H−1/2(S), and so it should be tested with a spatial function
from H1/2(S). For this testing process, the tested integral operator applied
to m in this trace is











Considering that u ∈ H1/2(S), the n̂×∇u term can be seen to be in the loop
subspace. Hence, (4.24) can be viewed as “measuring” the contributions to
the loop space produced by m. As a result, it will apply the needed constraint
to the loop portion of m so that the overall TDIE system can be both low
frequency stable and accurate. This will be demonstrated in Section 4.4.2.





n̂ × µ−1[∇ × A] × n̂, and n̂ · ε
.
A traces will be stable and accurate at low





and n̂ · ε∇Φ traces will not provide the desired low frequency stability and
accuracy. The specific combinations of traces to form an integral equation
system for these two cases will be considered in the next section. Numerical
111
results demonstrating the low frequency performance will then be presented
in Section 4.4.2 to confirm the analysis discussed in this section.
4.2.2 Integral Equation Systems
With the specific traces selected that integral equations should be developed
from, the formulation of the complete integral equation system is rather
simple. In particular, the same process that was detailed in Sections 4.1.1 to
4.1.3 can be performed to formulate exterior and interior integral equations
for each trace. Since four traces were selected for use, this corresponds to
eight integral equations. However, the interior and exterior integral equations
for each trace can be combined in a standard fashion to arrive at a system
of four integral equations.
The two most standard combination approaches are to either add or sub-
tract the exterior and interior integral equations. For field-based equations,
the choice of adding the integral equations corresponds to the Poggio-Miller-
Chang-Harrington-Wu-Tsai (PMCHWT) formulation, while the choice of
subtracting the integral equations corresponds to the Müller formulation [55].
In this work, a Müller-inspired combination of exterior and interior integral
equations is used. This combination results in a matrix system that has an
identity operator along the diagonal, which improves the conditioning of the
discretized system.
































×n̂, r ∈ S, (4.26)
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Π,Ψ}(r, t) = −∂tΦinc(r, t), r ∈ S, (4.28)
where the explicit formulas for each of the traces on the LHS of these equa-
tions can be found in Section 3.3.1. Physically, each of these equations can
be viewed as enforcing one of the boundary conditions in (4.18) by noting
that the functionals on the LHS of the equations correspond to traces of the
scattered potentials in the exterior and interior regions.
As was discussed in the previous section, it is also possible to formulate
a system using the n̂ · ε∇Φ trace instead of the n̂ · ε∂tA trace. This system
would replace (4.27) with




= −n̂ · ε1∇Φinc(r, t), r ∈ S. (4.29)
As will be seen in Section 4.4.2, this leads to an unstable system at low
frequencies due to the lack of a complete physics-based decomposition for m
and Ψ.
4.2.3 Discretization
In this section, the discretization of the integral equations given in (4.25)
to (4.29) are considered. To enhance the numerical stability of the system,
a discretization approach that fully conforms to the spatiotemporal Sobolev
space properties of the individual traces is developed.
The temporal discretization of this system will be considered first. As with
previous sections, the temporal scaling of the unknown source functions and
resulting traces has been selected so that the temporal domain and range
spaces are the same for each integral equation given in (4.25) to (4.29). For
this case, the domain space has a Sobolev space order of 1/2 and the range
space has an order of 3/2. As a result, a standard MOT discretization using a
triangular basis function for each unknown function will lead to a conforming
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discretization scheme.
Due to the diversity of unknown source functions and integral equations,
the spatial discretization is more involved for this set of equations. However,
the discretization of the current densities can follow readily from Section 4.1.
Hence, the spatial basis functions used for J and m will be RWG and BC
functions, respectively [48, 68]. The RWG function associated with the nth
primal mesh edge will be denoted as fn in the equations given later in this
section. Further, the BC function associated with the nth primal mesh edge
will be denoted as gn.
At this point, it is desired to diverge from the spatial discretization scheme
used in Section 4.1. One of the issues with the scheme in Section 4.1 was
that it did not properly reflect that Π should be as closely related to the
divergence of J as possible (since it is a component of the charge density).
The other issue was that Ψ should preferably be defined on the dual mesh
since it contributes to the overall magnetic current density with m (which
is defined on the dual mesh). Both of these issues arose because a pyramid
function defined on the primal mesh was used to discretize Ψ in Section 4.1.
It is possible to address these issues by using another basis function defined
in the seminal work of [68]. In particular, there is a function that is associ-
ated with primal mesh triangles but is composed of a linear combination of
pyramid functions defined on the dual mesh. The definition of this function
is illustrated in Fig. 4.2. This function will be called the scalar BC function
in this work, and will be denoted as un for the particular function associated
with the nth primal mesh triangle.
By using a scalar BC function to discretize Ψ, it will now be possible to
arrive at a square matrix system by using a simple piecewise constant func-
tion to discretize Π. In particular, the piecewise constant function defined
over a single primal mesh triangle that was used in discretizing the integral
equations in Chapter 2 can be used. This function exhibits the correct re-
lationship with J, as desired. For the equations below, this function will
be denoted as hn for the particular function associated with the nth primal
mesh triangle.
With the basis functions identified, the appropriate testing functions can
be selected for each equation given in Section 4.2.2. Considering first (4.25),
it can be seen that a div-conforming function should be used to test this
equation. It is appropriate to use a BC function to test this equation to ensure
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Figure 4.2: Definition of the scalar BC function used in the discretization.
The function is composed of a linear combination of pyramid functions
defined on the dual mesh. The support of the function is denoted by
dashed lines. The numbers in boxes denote the scaling factors used in the
linear combination for any function touching the box. Thicker lines denote
edges on the primal mesh, while thinner lines denote edges on the dual
mesh. More details can be found in [68].
that the discretization of the rotated identity operator in this equation results
in a well-conditioned Gramm matrix. For this testing approach, a trace from
a single region (e.g., the exterior region) and a particular combination of
basis and testing functions becomes
〈gm, µ−1j ∇×Aj{fn,g`, uk}〉 = ±
1
2
〈gm, n̂× fn〉 − 〈gm,Kj{fn}〉
− εj〈gm, ∂tVj{g`}〉 − µ−1j 〈∇ · gm,Sj{∂−1t ∇′ · g`}〉





F(r, t) ·G(r, t)dS, (4.31)
and a similar definition also applies for scalar integrals. Similarly, it is ap-
propriate to test (4.26) with an RWG function. For this testing approach, a
trace from a single region and a particular combination of basis and testing
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functions becomes
〈fm, ∂tAj{fn,g`, hp, uk}〉 = µj〈fm, ∂tVj{fn}〉+ 〈∇ · fm,Sj{hp}〉
± 1
2
〈fn, n̂× g`〉 − 〈fm,Kj{g`}〉+ µjεj〈fm, n̂′∂tSj{uk}〉. (4.32)
The next equation to consider is (4.27). The spatial range space for this
equation is H−1/2(S), so it should be tested with a function from H1/2(S).
A good function to be used here is the scalar BC function. This will lead to
a square matrix system and also produces a well-conditioned Gramm matrix
[68]. For this testing approach, a trace from a single region and a particular
combination of basis and testing functions becomes




+ εj〈um,Nj{hp}〉 − εj〈n̂×∇um,Vj{g`}〉+ n̂ · n̂′µjεj〈um, ∂tSj{uk}〉. (4.33)
Now, considering (4.28), it is seen that the spatial range space for this equa-
tion is H1/2(S). As a result, it should be tested with a function from
H−1/2(S). A suitable function that leads to a square matrix system is to
use the piecewise constant function supported over a primal mesh triangle
that is used to discretize Π. For this testing approach, a trace from a single
region and a particular combination of basis and testing functions becomes
〈hm, ∂tΦj{fn, hp, uk}〉 = −ε−1j 〈hm,Sj{∇′ · fn}〉+ 〈hm, ∂tSj{hp}〉
± 1
2
〈hm, uk〉+ 〈hm,N ′j{uk}〉. (4.34)
The final equation that needs to be discretized is (4.29). The discretization
of this equation is somewhat complicated by the presence of the Dj operator
in this equation. The multiple spatial derivatives present would result in a
hypersingular integral kernel if the formula was implemented directly. How-
ever, similar to the hypersingular operator in the EFIE, this can be alleviated
by transferring the spatial derivatives onto the basis and testing functions
during the discretization [40]. This requires the testing function to be differ-
entiable, which is reflected in the fact that the spatial range space of (4.29) is
H−1/2(S). As a result, a testing function from H1/2(S) should be used. The
particular function used for this equation is the scalar BC function. For this
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testing approach, a trace from a single region and a particular combination
of basis and testing functions becomes
〈um, n̂ · εj∇Φj{fn, hp, uk}〉 = εj〈n̂×∇um, ∂−1t Vj{n̂′ ×∇′uk}〉
− µjε2j n̂ · n̂′〈um, ∂tSj{uk}〉 ±
1
2
〈um, ∂−1t ∇′ · fn〉+ 〈um, ∂−1t Nj{∇′ · fn}〉
∓ 1
2
εj〈um, hp〉 − εj〈um,Nj{hp}〉, (4.35)
after rewriting the Dj operator using formulas in [40].
This completes the discretization of the equations presented in Section
4.2.2. The MOT system can be easily constructed using the formulas pre-
sented in this section, and so will be omitted for brevity. Numerical results
for the discretizations discussed in this section will be detailed in Section
4.4.2.
4.3 Low Frequency Accurate Time Domain Integral
Equation System in the Radiation Gauge
Up to this point, all of the integral equations in this work have been derived
in the Lorenz gauge. Although this is one of the most general gauges used in
electromagnetics, it is not always the gauge used for studying quantum sys-
tems. One of the most common alternative gauges used in studying quantum
systems is the radiation gauge, which was introduced in Section 3.1.2. Al-
though it is in principle possible to recover results in the radiation gauge from
a solver operating in the Lorenz gauge, implementing these gauge transfor-
mations as a post-processing step can be complicated and inefficient. Hence,
having appropriate solvers developed directly in the radiation gauge can be
of interest to support the analysis of quantum systems that are quantized in
the radiation gauge.
In this section, the problem of formulating a set of potential-based TDIEs
in the radiation gauge that are accurate at low frequencies for penetrable
regions is considered. This follows a similar approach to Section 4.2, where
it was noted that developing an integral equation system using a complete set
of boundary conditions could lead to improved low frequency performance.
The resulting system is found to be very similar to the charge and current
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integral equation developed in [61]. Although it is similar, the differences
in the system developed in this section to the system of [61] allows for the
implementation of a discretization approach that fully conforms to the spatial
Sobolev space properties of the integral equations. Further, the current and
charge integral equation has never been implemented in the time domain,
making this aspect of the work in this section a new contribution as well.
The remainder of this section is organized in the following way. In Sec-
tion 4.3.1, the particular combinations of integral equations that will be im-
plemented are presented. Following this, the discretization of the resulting
integral equation system is discussed in Section 4.3.2.
4.3.1 Integral Equation System
Determining a suitable integral equation system is much simpler in the radi-
ation gauge compared to the Lorenz gauge system discussed in Section 4.2.
This is because the radiation gauge has no scalar potential, and hence, much
of the redundancy in the potential-based representation of the electromag-
netic fields has already been eliminated. As a result, there are four surface
sources to be solved for and only four traces that need to be considered to
enforce all of the boundary conditions of the problem. These traces were
given in 3.3.2, and can be used in the same way as the traces in the Lorenz
gauge to develop an integral equation system.
As with the Lorenz gauge equations, there is an option as to how the exte-
rior and interior integral equations associated with each boundary condition
are combined. In this section, a Müller-type combination is used since it
leads to an integral equation system that has a well-conditioned Gramm ma-
trix along the diagonal in the overall block matrix describing the full system.














×n̂, r ∈ S, (4.36)
n̂ · ε1∂tA1{j, d,m}(r, t)− n̂ · ε2∂tA2{j, d,m}(r, t)















×n̂, r ∈ S, (4.38)
n̂ · ∇ ×A1{j,m, b}(r, t)− n̂ · ∇ ×A2{j,m, b}(r, t)
= −n̂ · ∇ ×Ainc(r, t), r ∈ S. (4.39)
The physical interpretation for each of these equations is similar to the Lorenz
gauge equations given in Section 4.2.2. That is, each equation corresponds
to enforcing the continuity of a component of the electric or magnetic fields
or fluxes across S. By enforcing all of these boundary conditions, these equa-
tions can be shown to naturally decouple into electrostatic and magnetostatic
integral equations as the frequency lowers [61]. As a result, these equations
are able to demonstrate high accuracy down to very low frequencies.
At this point, the radiation and Lorenz gauge equations may seem very
similar. However, there are important differences. One of the main differ-
ences is that the radiation gauge equations more obviously reflect the duality
of the electric and magnetic fields. This is reflected in (4.36) to (4.39) by the
fact that each current density has an associated charge density as an addi-
tional unknown to lead to a low frequency accurate system. In the Lorenz
gauge system, the physics-based decomposition of the electric and magnetic
current densities were more distinct. An additional effect of the more ob-
vious duality in the radiation gauge is that there is a perfect symmetry in
the integral operators that are applied to the electric and magnetic unknown
sources.
It is also important to note that the main way this integral equation system
differs from the current and charge integral equation of [61] is in the vector
equations. In particular, the original current and charge integral equation
of [61] was implemented using rotated vector equations, i.e., it would cor-
respond to equations built from traces of the form n̂×∂tAj{j, d,m}(r, t).
Although this difference is subtle, by not utilizing rotated vector equations
the discretization scheme presented here leads to simpler numerical integra-
tions that can leverage standard approaches for singularity extractions and
transferring of spatial derivatives onto testing functions.
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4.3.2 Discretization
In this section, the discretization of the integral equations given in (4.36) to
(4.39) is discussed. As with past discretizations, the approach used here fully
conforms to the spatiotemporal Sobolev space properties of the individual
traces to enhance the numerical stability of the system.
The temporal discretization of this system is simple because of the care
taken in defining the surface sources and the temporal scaling of the traces
discussed in Section 3.3.2. In particular, these selections were made so that all
of the integral operators in (4.36) to (4.39) share the same temporal domain
and range spaces. In particular, the temporal domain spaces have an order
of 1/2, while the temporal range spaces have an order of 3/2. As a result, a
conforming MOT discretization is achieved by using a triangular function as
the temporal basis function for all of the unknown surface sources.
As mentioned previously, it is possible to select spatial basis functions that
fully conform to the Sobolev space properties of all of the integral operators
in (4.36) to (4.39). This is in contrast to the current and charge integral
equation of [61], which utilized a non-conforming discretization for a number
of integral operators. To achieve a conforming discretization, spatial basis
and testing functions will be defined on a primal and dual mesh. Similar to
the Lorenz gauge equations, the dual mesh is taken to be the barycentric
refinement of the primal mesh so that the carefully constructed functions
developed in [68] can be used.
With this in mind, the spatial basis functions for each unknown surface
source can be selected. Following the same strategy as the Lorenz gauge
equations, RWG functions can be used to discretize j [48]. The RWG func-
tion associated with the nth primal mesh edge will be denoted as fn in the
equations below. To ensure that the rotated identity operators in (4.36) and
(4.38) can be discretized well, it will be necessary to discretize m using BC
functions [68]. The BC function associated with the nth primal mesh edge
will be denoted as gn in the equations below.
As mentioned previously, it is desirable for the charge density unknowns
to be discretized with a function that is related to the divergence of the basis
functions used to discretize the associated current densities. A suitable func-
tion to achieve this for d is to use a pulse function defined over a primal mesh
triangle. The pulse function associated with the nth primal mesh triangle
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Figure 4.3: Definition of the nodal pulse function used in the discretization.
The support of the function is denoted by dashed lines. The number in the
box denotes the scaling factor for the function (based on the number of
dual mesh triangles attached to the node). Thicker lines denote edges on
the primal mesh, while thinner lines denote edges on the dual mesh. More
details can be found in [68].
will be denoted as hn in the equations below. To have b exhibit the desired
relationship with m, it will be necessary to have it discretized with a pulse
function defined on the dual mesh. The particular pulse function used is one
whose support covers all of the dual mesh triangles that are attached to a
particular primal mesh node. The definition of this function is illustrated
in Fig. 4.3. The nodal pulse function associated with the nth primal mesh
node will be denoted as vn in the equations below.
Spatial testing functions are selected to have a square matrix system that
fully conforms to the Sobolev space properties of the integral operators. Con-
sidering (3.49) and (3.50), it is seen that (4.36) and (4.38) should be tested
with div-conforming functions. As a result, (4.36) is tested with RWG func-
tions. For a trace from a single region and a particular combination of basis
and testing functions, this yields
〈fm, ∂tAj{fn, hk,g`}〉 = 〈fm, µj∂tVj{fn}〉 + 〈∇ · fm, ε−1j Sj{hk}〉
± 1
2
〈fm, n̂×g`〉 − 〈fm,Kj{g`}〉. (4.40)
Similarly, (4.38) is tested with BC functions, yielding for a trace from a single
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region and a particular combination of basis and testing functions
〈gm,∇×Aj{fn,g`, vk}〉 = −〈gm, εj∂tVj{g`}〉−
〈∇ · gm, µ−1j Sj{vk}〉 ±
1
2
〈gm, n̂×fn〉 − 〈gm,Kj{fn}〉. (4.41)
This testing approach ensures that the discretization of the rotated identity
operators in these equations produces well-conditioned square matrices [68].
Now, moving on to the scalar equations, it is seen from (3.52) that (4.37)
and (4.39) should be tested with functions from a spatial Sobolev space of
order 1/2. As a result, (4.39) is tested with a pyramid function associated
with primal mesh nodes. The pyramid function is equal to 1 at the node
it is associated with and varies linearly to 0 at all surrounding nodes. This
function is denoted as wn, where n is the index of the primal mesh node the
function is associated with. Using this function, the tested form of (4.39) is
〈wm, n̂ · ∇×Aj{fn,g`, vk}〉 = −〈wm, µjεjn̂ · ∂tVj{g`}〉
∓ 1
2
〈wm, vk〉 − 〈wm,Nj{vk}〉 − 〈n̂×∇wm, µjVj{fn}〉. (4.42)
Finally, (4.37) needs to be tested with a function associated with primal mesh
triangles, but is defined on the dual mesh. The scalar BC function defined in
Fig. 4.2 meets these criteria, and so, will be used in the discretization of this
system. The scalar BC function is denoted by un, where n is the index of
the primal mesh triangle the function is associated with. Using this function,
the tested form of (4.37) is
〈um, n̂ · εj∂tAj{fn, hk,g`}〉 = 〈um, µjεjn̂ · ∂tVj{fn}〉
± 1
2
〈um, hk〉+ 〈um,Nj{hk}〉 − 〈n̂×∇um, εjVj{g`}〉. (4.43)
As mentioned earlier, the combination of scalar basis and testing functions
used in this work follows the careful construction of functions developed
in [68]. The result of this is that the square matrices that arise from the dis-
cretization of the identity operators in (4.37) and (4.39) are well-conditioned.
This completes the discretization of the equations presented in Section
4.3.1. The MOT system can be easily constructed using the formulas pre-
sented in this section, and so will be omitted for brevity. Numerical results
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for the discretization discussed in this section will be presented in Section
4.4.3.
4.4 Numerical Results
In this section, numerical results are presented for each of the potential-based
TDIEs developed in this chapter. For most of the simulations, the scatterer
will be a dielectric sphere with a radius of one meter and a relative permit-
tivity of 2.56. This is done to help compare and contrast the performance
of the various TDIE formulations using a common scatterer. For all simula-
tions, a far-field plane wave excitation is used. The temporal profile for each
simulation is a modulated Gaussian pulse, as defined in (2.118). For all of
the simulations of the spherical scatterer, the incoming wave propagates in
the +ẑ-direction and is polarized in the +x̂-direction.
Due to the increased size of the matrix system for many of these formula-
tions, it was not always practical to perform an eigenvalue stability analysis.
For these situations, the simulation code was ran for a large number of time
steps to monitor if any instability seemed likely to occur. Plots of the solved
basis function coefficients for these cases will be shown instead of eigenvalues
from a stability analysis when appropriate.
The remainder of this section is organized as follows. In Section 4.4.1,
results for the initial potential-based TDIE system formulated in the Lorenz
gauge that was discussed in Section 4.1 are presented. Following this, results
for the improved Lorenz gauge TDIE system developed in Section 4.2 are
discussed in Section 4.4.2. Finally, results for the low frequency accurate
radiation gauge TDIE system discussed in Section 4.3 are presented in Section
4.4.3.
4.4.1 Initial Lorenz Gauge Results
As alluded to previously, the system developed in Section 4.1 was intended to
be the simplest possible system that could be used to check the validity of the
integral representation formulas for A and Φ derived in Section 3.1.1. Due
to the simplicity of the system, it is only viable for a relatively small class
of problems. As a result, the first set of simulation results included in this
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(a) (b)
Figure 4.4: Results for the simulation of the sphere with a center frequency
of 30 MHz and bandwidth of 15 MHz. (a) RCS and (b) a time histories for
a single basis function from each unknown.
section are meant to demonstrate the validity of the formulation. Following
this, additional results are included that begin to highlight the limitations
of this formulation. These limitations also help to begin understanding the
need to transition to the more sophisticated system developed in Section 4.2.
The first simulation considered is for a one meter radius sphere with a
relative permittivity of 2.56. The incident pulse had a center frequency of
30 MHz and a bandwidth of 15 MHz. The time step used in the simulation
was 1.11 ns. Numerical results for this simulation are shown in Fig. 4.4.
From the RCS results shown in Fig. 4.4(a), it is seen that the formulation
is able to accurately solve the scattering problem. This helps validate the
integral representation formulas derived in Section 3.1.1. In addition to the
RCS results, the time histories for a single basis function from each of the
unknown source functions are plotted in Fig. 4.4(b). This demonstrates the
stability of the system, and will also be useful to compare to other simulation
results using this system.
The next simulation demonstrates the stability of this method for a more
challenging geometry. In particular, the thin double ogive discussed in Sec-
tion 2.6.4 is simulated. The object has a relative permittivity of four for
this simulation. The incident pulse had a center frequency of 40 MHz and a
bandwidth of 30 MHz. A time step of 0.71 ns was used for this simulation.
The simulation was performed for 5,000 time steps, which corresponds to
approximately 500 transits of the geometry. Time histories for a single basis
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Figure 4.5: Time histories for a single basis function from each unknown for
the thin double ogive simulation.
function from each of the types of unknowns are shown in Fig. 4.5. From
these results, it is seen that the system remains stable for an extended period
of time for a challenging geometry.
The next set of results demonstrate how the system begins to lose accuracy
as the frequency is lowered by simulating a one meter radius sphere with a
relative permittivity of 2.56 for different conditions. For each simulation,
the RCS and time histories of a few basis functions are shown. These can
be compared to Fig. 4.4 to see how the accuracy begins to rapidly drop,
and which unknown functions seem to be causing the problem. The first
simulation for this set used an incident pulse with a center frequency of 10
MHz and a bandwidth of 10 MHz. A time step of 2.5 ns was used for this
simulation. The results are shown in Fig. 4.6. The accuracy of the computed
RCS has obviously dropped considerably compared to the results shown in
Fig. 4.4. Although it is not immediately obvious in Fig. 4.6(b), it does
appear that the time history for the Ψ basis function is beginning to exhibit
unusual characteristics. That is, it is not sharing a similar temporal profile
to the other functions.
This behavior is seen to become more extreme in the results from the next
simulation. In particular, an incident pulse of 1 MHz and a bandwidth of
1 MHz is used to illuminate the spherical scatterer. The time step used in
the simulation was 25 ns. The results are shown in Fig. 4.7, where it is
clearly seen that the system is no longer behaving well. This is reflected in
the highly inaccurate RCS results shown in Fig. 4.7(a), as well as the very
unusual time histories of the basis functions shown in Fig. 4.7(b). It is also
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(a) (b)
Figure 4.6: Results for the simulation of the sphere with a center frequency
of 10 MHz and a bandwidth of 10 MHz. (a) RCS and (b) time histories.
(a) (b)
Figure 4.7: Results for the simulation of the sphere with a center frequency
of 1 MHz and a bandwidth of 1 MHz. (a) RCS and (b) time histories.
seen that the issue that was beginning to be seen in the Ψ basis function
time history in Fig. 4.6(b) has become more pronounced, to the point that
the basis function never takes on values above what is essentially a numerical
noise floor in the simulation.
Although the system becomes highly inaccurate as the frequency is low-
ered, it is interesting to note that the system never becomes numerically
unstable due to low frequency numerical issues. This is because no problem-
atic hypersingular integral operator is applied to m in this set of equations.
Regardless, the lack of accuracy makes this system unusable, necessitating
the development of the more complete system discussed in Section 4.2. Be-
fore moving on to results from this system, it is useful to recall the discussion
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Figure 4.8: Time histories for a single basis function from each unknown for
the 30 MHz sphere simulation when an incorrect temporal basis function is
used.
in Section 4.2.1 about the physics-based decomposition of the electric and
magnetic current densities being the key to the potential-based TDIEs low
frequency accuracy. In this discussion, it was mentioned that the initial
Lorenz gauge equations did not provide a complete physics-based decompo-
sition for the magnetic current density through the m and Ψ unknowns. This
is clearly reflected in the time histories shown in Fig. 4.7(b), where the Ψ
unknown behaves in a significantly erroneous manner. As will be seen in the
next section, the more complete physics-based decomposition for m and Ψ
provided by the equations developed in Section 4.2 corrects this issue.
Before moving on, it is also useful to note that these equations must use a
correct temporal basis function to maintain any degree of numerical stability.
To illustrate this, the simulation of the spherical scatterer with 30 MHz center
frequency is repeated when a triangular basis function is used instead of a
rectangular one. The time histories for a few basis functions are shown in
Fig. 4.8, where it is seen that the system is highly unstable. Hence, it is still
important to use temporal basis functions coming from the correct Sobolev
spaces to achieve a stable MOT system when analyzing penetrable objects.
4.4.2 Low Frequency Accurate Lorenz Gauge Results
In this section, numerical results are presented for the system developed in
Section 4.2 that was claimed to be able to produce accurate results down to
very low frequencies. In addition to this, the system utilizing the n̂ · ε∇Φ
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(a) (b)
Figure 4.9: Results for the simulation of the sphere with a center frequency
of 10 MHz and bandwidth of 5 MHz. (a) RCS and (b) time histories.
trace is also discussed in this section.
To begin, the system is first validated by showing that it can produce
accurate results. To illustrate this, a simulation is performed of a one meter
radius sphere with a relative permittivity of 2.56. The incident pulse had a
center frequency of 10 MHz and a bandwidth of 5 MHz. The time step used
in the simulation was 3.33 ns. Results from this simulation are shown in
Fig. 4.9. It is clear from the RCS results shown in Fig. 4.9(a) that accurate
numerical results are able to be extracted over the entire bandwidth of the
pulse. The stability of the system can also be seen from the time histories of
a few basis functions shown in Fig. 4.9(b). These results can be compared to
those in Fig. 4.6 to see the improved performance of this system compared
to the initial Lorenz gauge system.
The comparison to the initial Lorenz gauge system becomes even more
pronounced for a simulation with a center frequency of 1 MHz and bandwidth
of 0.5 MHz. The results for this case are shown in Fig. 4.10, and can be
compared to the results in Fig. 4.7. At this point, the initial Lorenz gauge
system is returning meaningless results in the Ψ unknown while the improved
system discussed in this section still produces meaningful results. However,
it is seen that the Ψ unknown has dropped in value by a large amount relative
to the other unknown functions.
To verify that this is not a concern, a simulation of a one meter radius
sphere with a center frequency of 1 Hz and a bandwidth of 0.5 Hz was per-
formed. The time step used in this simulation was 33.33 ms. The results for
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(a) (b)
Figure 4.10: Results for the simulation of the sphere with a center frequency
of 1 MHz and bandwidth of 0.5 MHz. (a) RCS and (b) time histories.
(a) (b)
Figure 4.11: Results for the simulation of the sphere with a center
frequency of 1 Hz and bandwidth of 0.5 Hz. (a) RCS and (b) time histories.
this simulation are shown in Fig. 4.11. Comparing the time histories in Figs.
4.10(b) and 4.11(b), it is seen that the large change in simulation parameters
has not caused any deleterious effect. Noting also the high accuracy of the
computed RCS shown in Fig. 4.11(a), it is concluded that this system is able
to remain stable and accurate down to very low frequencies.
To further illustrate this, this system was used to perform a sequence of
simulations with center frequencies between 1 Hz to 10 MHz. The target
analyzed was a one meter radius sphere with a relative permittivity of 2.56.
For each simulation, the bandwidth was set to half of the center frequency.
The error in the computed bistatic RCS over the E-plane compared to the
analytical result is calculated using (2.125). The results are shown in Fig.
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Figure 4.12: Error in the RCS at low frequencies for the PMCHWT, EFIE,
and low frequency accurate Lorenz gauge formulations.
4.12. For comparison, the errors for the time domain EFIE and PMCHWT
formulations are also shown. Both of these systems exhibit a catastrophic low
frequency breakdown and become unstable. In contrast to this, the Lorenz
gauge formulation discussed in this section is seen to provide a consistent
level of accuracy over this entire range of simulations.
Next, the stability of this formulation is shown on a more challenging
geometry. In particular, a one meter radius sphere is transformed into a
more complex shape by dividing the z-coordinates for all mesh nodes by 25.
Similarly, the y-coordinates of all mesh nodes are divided by five. The x-
coordinates of all mesh nodes are left unchanged. This results in a long and
thin object that can be challenging for TDIEs to be stable for. The resulting
geometry is included as an inset to Fig. 4.13.
To demonstrate the stability, the modified sphere is illuminated by an
incident pulse with a center frequency of 15 MHz and a bandwidth of 5
MHz. The time step used in the simulation was 2.5 ns. The modified sphere
had a relative permittivity of four and a relative permeability of two for the
simulation. Due to the large size of the matrix system, only the largest 5,000
eigenvalues were computed as part of an eigenvalue stability analysis. These
eigenvalues are plotted in Fig. 4.13, which demonstrates the good stability
properties for this system on a challenging geometry.
Next, it is demonstrated that choosing a correct temporal basis function
is still important to improve the stability of the MOT discretization of these
equations. To demonstrate this, a simulation was performed of a one meter
radius sphere with a relative permittivity of 2.56. The incident pulse had
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Figure 4.13: Stability results for the simulation of the modified sphere.
Figure 4.14: Time histories for a single basis function from each unknown
for the 10 MHz sphere simulation when an incorrect temporal basis
function is used.
a center frequency of 10 MHz and a bandwidth of 5 MHz. The time step
used in the simulation was 3.33 ns. The temporal basis function used was a
rectangular function. The time history for various basis functions are shown
in Fig. 4.14, from which it is seen that the system is unstable. This can
be compared to the results in Fig. 4.9(b) for a MOT discretization using
a correct basis function to see the impact of the temporal basis function
selection on the stability of the method.
Now that the performance of the system involving the n̂·ε
.
A trace has been
confirmed, the system using the n̂ · ε∇Φ trace can be compared to it. To first
verify that a system using the n̂ · ε∇Φ trace is even valid, a simulation was




Figure 4.15: Results for the simulation of the sphere with a center
frequency of 100 kHz and bandwidth of 50 kHz. (a) RCS and (b) time
histories when the n̂ · ε∇Φ system is used. (c) RCS and (d) time histories
when the n̂ · ε
.
A system is used.
The incident pulse had a center frequency of 100 kHz and a bandwidth of
50 kHz. The time step used in the simulation was 0.33 µs. The results for
this simulation are shown in Figs. 4.15(a) and 4.15(b). For comparison, the
same simulation was performed using the system involving the n̂ · ε
.
A trace,
with the results shown in Figs. 4.15(c) and 4.15(d). From Fig. 4.15, it is
clear that both systems are able to produce accurate results. However, the
time histories of the basis functions do clearly exhibit different behavior after
the incident pulse has left the system. Although it is not clear that this is
problematic at this point, the results from the next simulation highlight that
the system using the n̂ · ε∇Φ trace is not viable at very low frequencies.
To demonstrate this, the simulation with a center frequency of 1 Hz and
a bandwidth of 0.5 Hz was repeated for the system using the n̂ · ε∇Φ trace.
This system is found to be unstable due to a low frequency breakdown. To
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(a) (b)
Figure 4.16: Eigenvalue stability analysis results for the simulation of the
sphere with a center frequency of 1 Hz and bandwidth of 0.5 Hz. (a)
Eigenvalues and (b) an example of an unstable eigenvector from the n̂ · ε∇Φ
system.
further investigate the cause of this, an eigenvalue stability analyses of the
two systems were performed. The results of this are shown in Fig. 4.16. From
Fig. 4.16(a), it is clearly seen that the n̂ · ε∇Φ system is highly unstable with
many eigenvalues outside the unit circle near (1, 0i). Eigenvalues exiting
the unit circle in this manner are typically characteristic of a low frequency
breakdown [70].
To further illustrate this, the eigenvector associated with the eigenvalue
located the furthest distance outside of the unit circle is inspected. The
non-negligible values of this eigenvector are associated with the m unknown
function, and are plotted in Fig. 4.16(b). From this, it is seen that the spatial
structure of the eigenvector is mainly solenoidal. This is further confirmed by
comparing the norm of the eigenvector to the norm of the divergence of the
eigenvector, which is approximately 16 orders of magnitude lower. Repeating
this process for a stable eigenvector (i.e., one located inside the unit circle)
results in only a single order of magnitude change in norm. This confirms
that the system involving the n̂·ε∇Φ trace suffers a low frequency breakdown
due to the unconstrained behavior of solenoidal functions associated with
m. This was predicted in Section 4.2.1 using the concept of a physics-based
decomposition of the current densities into approximately solenoidal and non-
solenoidal subspaces.
Unfortunately, all of the Lorenz gauge formulations discussed in this sec-
tion become unstable even for simple geometries when the frequency is in-
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creased and wave physics effects become more pronounced. For example, a
simulation with a center frequency of 30 MHz and a bandwidth of 15 MHz for
a one meter radius sphere with a relative permittivity of 2.56 was found to be
unstable. At this point, the cause of instability has not yet been determined.
However, it seems to be linked to trying to solve a system with both vector
and scalar equations at the same time. For instance, when an independent
set of equations are formulated for the scalar potential system (similar to
what would be had for an acoustic scattering problem), the resulting MOT
system is found to be stable for the simulation conditions mentioned in this
paragraph. Similarly, independent vector equations such as the traditional
PMCHWT or Müller formulations are also found to be stable for these sim-
ulation conditions. The system only seems to become unstable when these
kinds of equations (i.e., vector and scalar ones) get mixed into a single matrix
system. Overcoming this issue so that a single Lorenz gauge TDIE system
can be used at both very low and high frequencies is an area of interest for
future work.
4.4.3 Low Frequency Accurate Radiation Gauge Results
In this section, numerical results are presented for the low frequency accu-
rate radiation gauge system developed in Section 4.3. As will be seen, the
performance of this system is very comparable to the low frequency accurate
Lorenz gauge system discussed in the previous section.
To begin, the system is first validated by demonstrating its accuracy for
a problem that can be analytically solved. In particular, a simulation was
performed of a one meter radius sphere with a relative permittivity of 1.9.
The incident pulse had a center frequency of 10 MHz and a bandwidth of
6 MHz. The time step used in the simulation was 3.125 ns. Results for
this simulation are shown in Fig. 4.17. From the RCS results shown in Fig.
4.17(a), it is seen that this approach can produce highly accurate results
over the entire bandwidth of the incident pulse. Further, from Fig. 4.17(b),
it is seen that the solved for basis function coefficients rapidly drop to an
extremely low value after the incident pulse has stopped interacting with the
scatterer. No increase in the solved for coefficients is seen after this point for
the remainder of the simulation, indicating the stability of the discretization
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(a) (b)
Figure 4.17: Results for the simulation of the sphere with a center frequency
of 10 MHz and bandwidth of 6 MHz. (a) RCS and (b) time histories.
(a) (b)
Figure 4.18: Results for the simulation of the sphere with a center frequency
of 1 MHz and bandwidth of 0.5 MHz. (a) RCS and (b) time histories.
approach.
It is interesting to compare the time histories of basis coefficients for this
system and the Lorenz gauge system discussed in the previous section. To fa-
cilitate this, identical simulations to the Lorenz gauge system were performed
using the radiation gauge system on a one meter radius sphere with a relative
permittivity of 2.56. The first simulation replicated had an incident pulse
with a center frequency of 1 MHz and a bandwidth of 0.5 MHz. The time
step for this simulation was 33.33 ns. In addition to this, the simulation with
a center frequency of 1 Hz, a bandwidth of 0.5 Hz, and a time step of 33.33
ms was also replicated. The results for these two simulations are shown in
Figs. 4.18 and 4.19. Before comparing the time histories, it is noted that the
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(a) (b)
Figure 4.19: Results for the simulation of the sphere with a center
frequency of 1 Hz and bandwidth of 0.5 Hz. (a) RCS and (b) time histories.
radiation gauge system is able to produce accurate results down to very low
frequencies. Now, comparing the time histories to Figs. 4.10(b) and 4.11(b),
it is seen that the radiation gauge provides a more balanced representation.
That is, all of the basis functions have relatively similar amplitudes. In con-
trast to this, the Ψ unknown in the Lorenz gauge system had an amplitude
much lower relative to the other three unknown functions. Despite this dif-
ference, the Lorenz gauge system was still able to produce accurate results,
so at this time the Lorenz and radiation gauge systems can still be considered
largely comparable in terms of performance.
In addition to these results, the radiation gauge system was used to per-
form a sequence of simulations with center frequencies between 1 Hz to 10
MHz. The target analyzed was a one meter radius sphere with a relative per-
mittivity of 2.56. For each simulation, the bandwidth was set to half of the
center frequency. The error in the computed bistatic RCS over the E-plane
compared to the analytical result is calculated using (2.125). The results are
shown in Fig. 4.20. For comparison, the errors for the time domain EFIE
and PMCHWT formulations are also shown. Both of these systems exhibit
a catastrophic low frequency breakdown and become unstable. In contrast
to this, the radiation gauge formulation discussed in this section is seen to
provide a consistent level of accuracy over this entire range of simulations.
With the accuracy of the formulation demonstrated, it is useful to consider
the stability of the method more carefully. To begin, it is shown how improper
selection of both temporal and spatial basis and testing functions can lead
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Figure 4.20: Error in the RCS at low frequencies for the PMCHWT, EFIE,
and radiation gauge formulations.
to an unstable method. The object simulated to demonstrate this was a
one meter radius sphere with a relative permittivity of 2.56. The incident
pulse for each simulation had a center frequency of 10 MHz and a bandwidth
of 5 MHz. The time step for each simulation was 3.33 ns. The results of
eigenvalue stability analyses for three different cases are shown in Fig. 4.21.
The first case is for the discretization detailed in Section 4.3.2, which
yielded stable results. The second case uses the same spatial discretization,
but did not conform to the temporal Sobolev space properties by using a
piecewise constant function for the temporal discretization. This gives un-
stable results. The final case uses a correct temporal discretization, but does
not use an appropriate spatial discretization. In particular, j and m are
discretized using RWG functions and (4.36) and (4.38) are both tested with
RWG functions. Similarly, d and b are expanded with piecewise constant
functions supported over primal mesh triangles. To complete the discretiza-
tion, (4.37) and (4.39) are both tested with scalar BC functions. The result-
ing system is also unstable, predominantly due to the nearly singular Gram
matrix that results from discretizing the rotated identity operators in (4.36)
and (4.38).
To demonstrate the stability on a more complicated object, a thin double
ogive was simulated. The thin double ogive was previously described in
Section 2.6.4. For reference, the geometry is included as an inset to Fig.
4.22. For this simulation, the thin double ogive had a relative permittivity
of four and a relative permeability of two. The incident pulse had a center
frequency of 15 MHz and a bandwidth of 5 MHz. The time step used in
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Figure 4.21: Stability results for the different discretization approaches used
to model a sphere.
Figure 4.22: Stability results for the thin double ogive simulation.
the simulation was 2.5 ns. Due to the large size of the matrix system, only
the largest 5,000 eigenvalues were computed for this simulation. These are
plotted in Fig. 4.22, which demonstrates the good stability properties for
this system on complex geometries.
Unfortunately, the radiation gauge formulation becomes unstable even for
simple geometries when the frequency is increased and wave physics effects
become more pronounced. For example, a simulation with a center frequency
of 30 MHz and a bandwidth of 15 MHz for a one meter radius sphere with a
relative permittivity of 2.56 was found to be unstable. At this point, the cause
of instability has not yet been determined. However, one possibility is that
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the discretized equations become inconsistent as the frequency is increased.
Since the scalar equations become redundant as the frequency is increased,
an inconsistency between the scalar and vector equations could potentially
lead to unstable behavior. For example, from basic vector calculus it can be
seen that ∇ · (n̂ ×A) = −n̂ · ∇ ×A. At low frequencies, equations related
to the LHS and RHS of this equation, e.g., (4.36) and (4.39), are largely
independent since they represent quasi-electrostatic and quasi-magnetostatic
physics. However, as the frequency increases and wave physics becomes more
important, these two expressions become redundant. If the discretization
does not reflect this properly, the inconsistency between the two redundant
equations may lead to a numerical instability.
In these situations, it is possible to remove the scalar unknowns and equa-
tions from the system and revert back to a more traditional PMCHWT or
Müller formulation. Both of these equations can be stably discretized using
the MOT method at higher frequencies, allowing for successful simulations
for these cases. However, it would be preferable for a single TDIE formula-
tion to be stable over the full range of desired frequencies, making this an
area of interest for future work.
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CHAPTER 5
FULL-WAVE MODELING OF THE
EMISSION FROM A SINGLE PHOTON
SOURCE
Single photon sources are an essential device for many quantum informa-
tion processing applications, including quantum communication and quan-
tum computation [2,23,71]. For many of these systems to work, the photons
emitted from different single photon sources need to be highly indistinguish-
able. That is, the photons emitted from distinct sources need to be coherent
enough to interfere with each other at additional components in a system,
such as beam splitters [72,73]. To achieve this, the photons must have closely
matched spectra in both amplitude and phase (i.e., they have “matched”
temporal profiles). Ideally, identically designed sources would always emit
photons with identical spectral characteristics. However, various random
processes (e.g., noise in control signals, thermal fluctuations, etc.) inevitably
perturb the emission process. This leads to a “mismatch” between the spec-
tra of the photons, damaging their ability to exhibit uniquely quantum effects
such as the Hong-Ou-Mandel effect [72]. As a result, the indistinguishability
of a single photon source is an important figure of merit that is often used
to characterize the device [23]. Note that the concept of indistinguishabil-
ity here is different from that sometimes encountered in the discussion of
identical particles [74].
Current approaches to modeling the indistinguishability of single photon
sources typically use a suite of microscopic modeling techniques to consider a
local system [2,75,76]. This local system often uses a cavity QED formalism
to describe the interactions between the quantum emitter and a single photon
mode. Sources of decoherence are added to these microscopic models in a
variety of ways, ranging from phenomenological pure dephasing (Markovian
processes) to microscopically accounting for coupling to a bath of modes
(e.g., phonon modes) [1,76]. These models are used to study the fundamental
bounds on indistinguishability from a particular source, and as a result do
not generally consider how the photon state evolves after being emitted.
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Viewed another way, current modeling approaches do not compute the
spatially-dependent quantized field operators that are associated with the
photon emission. As a result, the impact that electromagnetic propagation
effects can have on the ability for two photons to coherently interfere is not
taken into account in a detailed manner. Without detailed knowledge of this,
it is impossible to simulate full circuit QED or quantum optics experiments
in a rigorous manner. It is believed that being able to do this will play
an important role in tackling some of the challenges associated with scaling
up quantum information processing hardware to sizes needed for practical
applications.
This work begins to explore the development of a modeling approach to
bridge the gap between various microscopic modeling approaches and the
evaluation of the spatially-dependent field operators produced by the emis-
sion from a single photon source. Although the core technique can be appli-
cable to a variety of single photon sources ranging from microwave to optical
frequencies, a circuit QED system utilizing a transmon qubit will be focused
on in this work. For readers unfamiliar with the transmon qubit, a discussion
on its important characteristics is included in Appendix C.
The remainder of this chapter is organized in the following manner. In
Section 5.1, the main features of a typical microwave single photon source are
reviewed. In addition to this, the manner in which these sources are operated
is also discussed. Following this, Section 5.2 discusses the quantization of the
electromagnetic field. Special care is taken in this process to ensure that the
quantization procedure is compatible with dividing the overall problem into a
simulation domain (that is explicitly modeled) and port regions that connect
to the device. With an appropriate quantization procedure reviewed, Section
5.3 presents the development of a Hamiltonian for the electromagnetic field
and transmon system that makes up the single photon source. With an
appropriate Hamiltonian developed, Section 5.4 then presents the derivation
of the equations of motion that can be used to analyze the dynamics of the
field-transmon system.
The details of the procedure used to solve these equations of motion are
then presented in Sections 5.5 to 5.7. The particular solution strategy used in
this work is tailored to the analysis of a single photon source. In particular,
it makes use of the fact that these systems are operated in a weak coupling
regime of cavity QED to linearize the analysis. Under this approximation,
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the models for the time evolution of the transmon and field systems can
be decoupled. A suitable photon propagation model using a dyadic Green’s
function approach is introduced in Section 5.5. Further details on how this
model can be applied to the circuit QED systems being studied in this work
are then presented in Section 5.6. One of the crucial inputs to this photon
propagation model is the time evolution of certain transmon system opera-
tors. To compute this time evolution, a microscopic modeling approach that
only explicitly considers the transmon system operators is discussed in Sec-
tion 5.7. The perturbations of the transmon system due to its interactions
with its environment are approximately accounted for in this model in a man-
ner that is consistent with phenomenology observed experimentally for these
systems. Finally, numerical results demonstrating this modeling procedure
are presented in Section 5.8.
Due to this area of physics being unfamiliar for many within the CEM
community, many extra details are included throughout the derivations per-
formed in this chapter. It is hoped that these additional details can help
build bridges between the CEM and quantum physics communities to sup-
port future technology development.
5.1 Characteristics of a Typical Microwave Single
Photon Source
Before presenting the details of the modeling methodology, it will be useful to
discuss a specific example of a typical microwave single photon source using
a transmon qubit. A good example is the source described in [2], which is
shown in Fig. 5.1. Similar single photon sources can be found in [73,77].
In Fig. 5.1(a), the entire single photon source geometry is shown. It is
composed of a CPW resonator that is capacitively-coupled to a transmon
qubit and two measurement ports. The coupling capacitors at either end of
the resonator are formed by interdigital capacitors, as seen in Fig. 5.1(b)
and Fig. 5.1(c), while the transmon is shown in Fig. 5.1(d). It is clear from
Fig. 5.1(b) and Fig. 5.1(c) that this resonator is asymmetrically coupled to
the two measurement ports. This is done so that the single photon produced
by the transmon qubit will preferentially leave the device at the port with
the larger interdigital capacitor.
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Figure 5.1: Image of a typical microwave single photon source using a
transmon qubit: (a) the full geometry, (b) the input coupling capacitor, (c)
the output coupling capacitor, and (d) the transmon qubit
capacitively-coupled to a coplanar waveguide transmission line. Reprinted
by permission from Springer Nature [2] (copyright 2007).
For the design in [2], the CPW resonator had a fundamental frequency
of 5.19 GHz. Although an externally applied flux can be used to tune the
emission frequency of the transmon qubit, its nominal operating frequency
was 4.68 GHz for many of the results in [2]. The large difference between the
resonator and qubit frequency sets the operating point of this system in the
dispersive regime of cavity QED. In this regime, the qubit and resonator are
weakly coupled. Despite the weak coupling, it can still lead to an enhance-
ment of the spontaneous emission rate of the transmon, known as the Purcell
effect [78]. It is this enhancement of the spontaneous emission rate that is
leveraged to produce single photon sources with high efficiencies [2, 6, 79].
It is useful to also note the size of the transmon qubit relative to the oper-
ating wavelength of the single photon source. From Fig. 5.1(d), it is seen that
the entire transmon qubit is approximately 300 µm long. Since the guided
wavelength of the device at its main operating frequency is approximately 25
mm, it is seen that the qubit is a significantly subwavelength feature of the
overall device. As a result, certain “dipole approximations” like treating the
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transmon as a point emitter are often reasonable to make.
With the main features of the single photon source shown in Fig. 5.1
now understood, the operation of it can be considered. To begin, the trans-
mon qubit needs to be initialized to its ground state. Since this qubit has
a relatively large spontaneous emission rate and it is operated at very low
temperatures (so that spurious thermal excitations are almost impossible),
this can typically be achieved by simply waiting a short period of time be-
tween experiments. With the transmon qubit in its ground state, a Rabi
pulse can then be applied on-demand from the port on the left of Fig. 5.1(a)
to prepare the qubit state to an arbitrary superposition of the |0〉 and |1〉
states [2]. The particular superposition depends on the pulse area of the
Rabi pulse [80]. For instance, applying a Rabi pulse with a pulse area of π
(known as a π-pulse) raises the transmon completely to the |1〉 state.
Due to the relatively large decay rate of the cavity mode, the control π-
pulse leaves the cavity much quicker than the relaxation rate of the transmon
qubit. This allows for the single photon emission to be isolated in time
from the control pulse. However, for more complicated devices where the
single photon source is connected to other microwave components (e.g., beam
splitters or couplers), this temporal separating strategy may become more
difficult. At that point, a rigorous model including the dynamics of the
control pulses may be of use. Other devices also follow related schemes
for state preparation [73, 77]. These approaches leverage additional control
pulses being applied through flux bias lines to tune the transition energy of
the transmon qubits. Modeling of these additional control mechanisms could
also be of interest for future work.
5.2 Quantization of the Electromagnetic Field
In this section, the quantization of the electromagnetic field in a general loss-
less electromagnetic environment following a mode decomposition approach
will be reviewed. This generic mode decomposition approach is sometimes
also referred to as the modes-of-the-universe approach, since it assumes that
the spatial field modes are valid for all positions (e.g., from negative to posi-
tive infinity) [81]. This traditional quantization approach will be considered
in Section 5.2.1. However, for the purposes of this work, it will be more
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useful to be able to differentiate between modes within a simulation domain
and modes in port regions that connect to the simulation domain. This is
not directly compatible with the simpler modes-of-the-universe approach to
quantization, and so, a more careful projector-based mode decomposition ap-
proach to quantization will be discussed in Section 5.2.2. Note that special
care is taken throughout the quantization process to retain the explicit forms
of the spatial mode normalizations, as these will be important in converting
between field and transmission line Hamiltonians in Section 5.3.
It should be noted that both of the quantization procedures discussed here
are performed within the framework of macroscopic QED [82]. For this work,
the main important aspect of this formalism is that a microscopic description
of the atoms within a lossless dielectric medium is unnecessary. Instead, the
typical approaches from classical electromagnetism to describe these regions
using macroscopic variables (e.g., permittivity and permeability) can be di-
rectly used in a quantum description of the electromagnetic fields. Although
this simplification is valid for lossless dielectric media, a significantly more
careful approach is needed to rigorously account for lossy media [82–85].
Consistently, accounting for the effects of dielectric loss is outside the scope
of this work, but is an important physical process to account for in future
work.
5.2.1 Modes-of-the-Universe Quantization Approach
The approach to quantizing the electromagnetic field using a modes-of-the-
universe approach is one of the most common quantization approaches. An
introductory review can be found in [7], as well as many textbooks, e.g.,
[86, 87]. Due to the prevalence of this technique, it is often simply referred
to as a mode decomposition approach rather than the more unwieldy title of
modes-of-the-universe. The longer terminology will often be used in this work
to differentiate it from the projector-based quantization approach discussed
in Section 5.2.2, which also uses a mode decomposition in the formalism.
Now, the first step of the modes-of-the-universe approach is to use a sep-
















For initial simplicity, a discrete summation of modes is assumed. A contin-
uum of modes will be considered as part of the projector-based quantization
procedure discussed in section 5.2.2. Inserting this representation into
∇×∇× E + µε∂2t E = 0 (5.2)
yields two separated equations for each mode, given by
∂2t qk(t) = −ω2kqk(t) (5.3)
∇×∇× Ek(r)− µεω2kEk(r) = 0. (5.4)
Note that the complex conjugates q∗k and E
∗
k also obey (5.3) and (5.4), re-
spectively. Considering (5.3), it is easily noted that the time dependence of
these modes will be given by exp(±iωkt). This corresponds to free oscilla-
tions of independent harmonic oscillators, which is the essential link used in
quantizing the electromagnetic field. This will be expanded on later in this
section.
To simplify the analysis, it is further required that the field modes are
orthonormal such that∫∫∫
E∗k1(r) · Ek2(r)dr = δk1,k2 , (5.5)
where δk1,k2 is the Kronecker delta function. It will be useful for the current
purposes to more explicitly consider the normalization of the field modes. To








u∗k(r) · uk(r)dS (5.7)
NEL,k =
∫
u∗k(r) · uk(r)d` (5.8)
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are transverse and longitudinal normalizations, respectively. Although at
this point in the discussion transverse and longitudinal distinctions are am-
biguous, they will be useful when the discussion is specialized to the case of
considering fields associated with transmission line structures.




















and the normalizations for the magnetic field modes take on a similar form
to (5.7) and (5.8). It should be noted that although the magnetic field modes
have been denoted by seemingly independent variables, i.e., vk and pk, they
are related to the electric field according to Maxwell’s equations. This implies
the following relationships:
∇× uk = iωk/cvk




The relationships for the complex conjugates can be easily surmised from
(5.11) as well.
It should be noted that these expansions are valid for complex-valued spa-
tial modes. In a closed region (e.g., a cavity), it is often advantageous to use

























Correspondingly, the relationships between the various expansion functions
become 
∇× uk = ωk/cvk




to ensure that Maxwell’s equations are satisfied. It will be useful to use both
real-valued and complex-valued spatial mode functions throughout this work.
It will be obvious from the context whether the spatial modes are real- or
complex-valued.
With the mode expansion defined, the Hamiltonian for the electromagnetic
field system can be expanded in terms of these modes. The electromagnetic
field Hamiltonian is equivalent to the total electromagnetic energy in a sys-






ε|E(r, t)|2 + µ|H(r, t)|2
)
dr. (5.15)
Substituting in either the real- or complex-valued mode expansions and per-










This can be readily identified as a summation of Hamiltonians for uncoupled
harmonic oscillators [7].
Hence, a canonical quantization process can now be performed by elevating
the conjugate variables of each harmonic oscillator (i.e., the qk and pk) to be
quantum operators with the canonical commutation relation
[q̂k1 , p̂k2 ] = i~δk1,k2 Î . (5.17)
Introducing the standard bosonic ladder operators for each quantum har-
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which after spatial integration and adjusting the zero point energy can be






Although the modes-of-the-universe approach provides a simple means to
quantizing the electromagnetic field, it is not the most useful representation
when considering the modeling of superconducting microwave circuits. The
main issue is that the modes-of-the-universe approach makes no distinction
between modes that are associated with “internal” dynamics (e.g., that of a
transmon coupled to a resonator) and “external” modes leaving the device
(e.g., modes entering or exiting a device via a port). As a result, a different
149
quantization procedure that allows for the modes in the various regions to
be independently quantized and then coupled through the Hamiltonian is of
more interest.
One approach applicable to this situation is the Feshbach projector tech-
nique as applied to quantum optics, which is discussed in [81, 88]. The core
idea behind this approach is to define a set of projection operators to isolate
the behavior in the various regions of the problem. For the scenario of mod-
eling superconducting microwave circuits, a natural decomposition would be
to have one projection operator cover the simulation domain and another set
of complementary projection operators cover the infinitely long transmission
lines that are attached to ports in the simulation domain. For clarity, the
region of the simulation domain will be denoted by Q and the various port
regions by Pi. The set of all ports will be denoted by P . The surface at
the interface between the simulation domain and port i will be denoted by
∂Q∩ ∂Pi.
The eigenvalue problem from the modes-of-the-universe approach can now
be projected into a set of eigenvalue problems for the various regions being
considered. By carefully selecting boundary conditions to apply at the inter-
faces between regions, the hermiticity of the projected eigenvalue problems
can be maintained. The solutions to these eigenvalue problems provides a
set of orthogonal basis functions that can be used to expand the electro-
magnetic field at any point. These various modes can then be quantized.
Before moving on, it is worth mentioning that this projector-based technique
has similarities to other eigenmode expansion techniques developed in other
communities. For instance, the mode matching technique used in classical
electromagnetics and the self-energy approach used in electronic transport
calculations [32, 89]. Despite the similarities between these techniques, they
each exhibit unique characteristics in the technical details of the approaches.
Although it still uses a modal decomposition to perform the quantization,
there are some important distinctions between the modes-of-the-universe ap-
proach and the projector-based quantization. One of the primary differences
is that in the modes-of-the-universe approach all the modes are described
by independent harmonic oscillators. In contrast to this, the modes from
the different regions of the projector-based quantization procedure represent
coupled harmonic oscillators. The coupling is mediated at the interfaces be-
tween the regions in a similar manner to that seen in the microwave network
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analysis of classical devices [90]. As a result of this modal coupling, the
Hamiltonian for the projector-based quantization will naturally need to be
different from (5.23).
With these concepts in mind, a physically-motivated derivation for the
Hamiltonian and quantization of this system will be discussed. The goal is to
arrive at an equivalent set of equations to those rigorously derived in [81], but
using a much more intuitive derivation process than that presented in [81].
This physically-motivated derivation approach is based on the analysis of
open cavities presented in [90]. In this approach, the analysis of an open
cavity (e.g., a cavity with waveguide ports attached to interrogate the cavity)
is reduced to that of a closed cavity being driven by a source. This is done by
taking the original open problem and closing the cavity by covering all of the
openings with either a perfect electric or perfect magnetic conductor (PMC).
This leads to a closed problem for which a complete set of eigenmodes can
be found.
However, the introduction of the artificial “closing” surfaces leads to dis-
continuities in the electric or magnetic fields at these surfaces from the correct
field value for the open cavity. To produce the correct fields within the cavity
(or, alternatively, in the connected waveguides), equivalent electric or mag-
netic current densities can be introduced. For instance, if a PMC is used
to close a particular aperture of the cavity, there will be a discontinuity in
the magnetic field at this location. This can be compensated for with an
equivalent electric current density given by Jeq = n̂ × HT , where n̂ points
into the cavity and HT is the total magnetic field present in the original open
cavity problem [90].
From this physical picture, it becomes relatively straightforward to formu-
late a Hamiltonian that describes the interaction between these two systems.
In particular, each region will have a non-interacting Hamiltonian that char-
acterizes how these electromagnetic fields would evolve if the two systems
were not interacting. The interaction between the various systems will then
be achieved by introducing current densities that can act as source terms.
The structure of this source term is commonly encountered in Lagrangian
or Hamiltonian treatments of electromagnetic field theory, which gives the
interaction of a current J with the field in terms of the vector potential as
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2Aq · (n̂p ×Hp)
)
dr, (5.24)
where a subscript of q (p) denotes that the quantity is associated with the
simulation domain (ports). It should be emphasized that the fields with sub-
script q are only supported within the closed system and likewise for the port
fields, making the interaction term only non-zero at the interface between the
regions. Further, it is important to recognize that the term n̂p × Hp is an
equivalent electric current density (with n̂p pointing into the simulation do-
main). Hence, this Hamiltonian assumes that all apertures/ports connecting
the system to the “outside world” have been closed with PMCs. This has
been done purely for simplicity at this point. The more general case will be
handled later when deriving equations of motion in Section 5.4.
There are a few other points of interest with respect to the coupling term.
First, the total tangential magnetic field at the aperture is being written in
terms of the port magnetic field. This is because the tangential components
of the magnetic field eigenmodes of the closed system are all zero at this
aperture (due to the artificial PMC boundary condition), and so are unsuit-
able to expand the magnetic field there. Another interesting point is that
this Hamiltonian has been written from the perspective of treating the port
fields as a source to the closed system. It is of course possible to also look at
this Hamiltonian from the alternative viewpoint that the ports are being fed
by a current density. This is achieved by rearranging the coupling term to be
Hp ·(Ap× n̂p), i.e., a magnetic field coupling to a term that is proportional to
an equivalent magnetic current. Although it is difficult to see at this point,
this form of coupling will lead to the correct form of Maxwell’s equations
with an equivalent magnetic current density acting as a source to the port
field equations. This will be seen when deriving the equations of motion in
Section 5.4.
This form of coupling also highlights another important point about the
projector approach. That is, it is necessary to separate the various systems
using complementary boundary conditions. For this example, PEC boundary
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conditions must be used to close the port regions because the simulation
domain was closed with PMCs over the various port region apertures [81,88].
Hence, an equivalent magnetic current has to be introduced to correct for
the discontinuity in the electric field in the port region.
With the Hamiltonian formulated, it is now necessary to consider the
modal expansion of the electric and magnetic fields. As mentioned previ-
ously, because the differential operators projected into the various regions
are self-adjoint, it is possible to compute a complete set of modes to expand
the total fields in each of the regions of the problem. The overall fields can
then be written as a summation of these various eigenmode expansions. For































In (5.25), the summation over the index k represents the discrete spectrum
of modes for the region Q that has been closed with an appropriate bound-
ary condition at the different ports (e.g., a PMC condition). These modes
have an eigenvalue of ωk. The index p is used to differentiate the different
ports, which each have a continuous spectrum of modes with eigenvalue ωp.
These eigenvalues are found using a complementary boundary condition to
terminate the semi-infinite transmission line representing the port. For in-
stance, if the simulation domain was closed with a PMC condition, then the
semi-infinite transmission line should be closed with a PEC condition [81,88].
Since the semi-infinite transmission lines support a continuum of modes, an
integration over ωp is needed to “continuously sum” all of the port modes.































As suggested by the Hamiltonian, an expansion for the vector potential is
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also necessary. To be consistent with the convention for the expansions of
the electric and magnetic fields in this work, the vector potential modal
expansion in the radiation gauge is



















pp(ωp, t)Eλp(ωp, r)− p∗p(ωp, t)E∗λp(ωp, r)
)
. (5.27)
This expansion can be seen to be consistent with the modal relationships
established in (5.11). As alluded to above, the radiation gauge will be used
throughout this chapter. This choice is made to simplify the derivations of
the field-based equations of motion that will be used to analyze the transmon
system.


















































Ek(r) · n̂×∇× Eλp(ωp, r)dS, r ∈ ∂Q∩ ∂Pi.
(5.30)
Note that in (5.29) and (5.30), the magnetic field has been rewritten in terms
of the vector potential. This was done to more closely match the formulas
given in [81] to make the verification of the accuracy of this more physically-
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motivated derivation easier.
Inspecting (5.28), it is noted that the first two major terms represent sum-
mations of simple harmonic oscillators for each mode of the fields. The final
major term represents coupling between these oscillators. This coupling will
lead to the individual oscillators not exhibiting a simple free evolution, as
expected for a coupled system. The form of this Hamiltonian suggests the
quantization process for this system. Similar to the modes-of-the-universe
case, each mode can be quantized by elevating the corresponding harmonic
oscillator variables to be quantum operators with commutation relations




)] = i~δp1,p2δ(ωp1 − ω′p2)Î . (5.32)
In addition to these commutation relations, it should be noted that the op-
erators from different regions commute with each other.
At this point, bosonic ladder operators can be introduced for each mode.
Using these, the electric and magnetic fields may be written as







































































where the modal representations of uk, up, vk, and vp have been used to allow
the modal normalizations to be explicitly included in the expressions for the
fields. This will be useful in Section 5.3.1 when establishing the correspon-
dence between Hamiltonians written in terms of the fields and transmission
line quantities.













































which can be recognized as the system-and-bath Hamiltonian that is com-
monly used in quantum optics [81,92]. This is an intuitively satisfying result,
since this Hamiltonian (and its simplifications, e.g., using the rotating wave
approximation) is often used to study the input-output relationship for op-
tical cavities [87].
5.3 Development of a Hamiltonian for the
Field-Transmon System
In most circuit QED studies, a simple circuit theory viewpoint is used to
describe the transmon and CPW system [1, 24, 93, 94]. This typically in-
volves replacing the details of a transmission line resonator with an LC tank
circuit. The Hamiltonian is then further simplified by replacing the LC res-
onator with a single set of bosonic ladder operators. Although this view has
been extremely successful in developing analytical models, it is not directly
compatible with the development of a process for modeling the spatially-
dependent quantized field operators produced by a transmon qubit.
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As a result, a Hamiltonian explicitly formulated using the electromagnetic
fields is developed in this section to describe the system composed of a trans-
mon qubit coupled to a transmission line structure. To help in this process,
it is first shown in Section 5.3.1 how a transmission line Hamiltonian can
be rigorously derived from a field-based Hamiltonian. With the process es-
tablished to convert between field and transmission line Hamiltonians, it is
then shown in Section 5.3.2 how a postulated field-based Hamiltonian for the
complete transmon and transmission line system can be used to derive the
circuit-based Hamiltonian more often used to describe the transmon system.
More details on the development of the circuit-based Hamiltonian often used
in the literature can be found in Appendix C.
5.3.1 Correspondence Between Field and Transmission Line
Hamiltonians
To assist in developing the desired field-transmon system Hamiltonian, it is
useful to determine a correspondence between the field-based Hamiltonian
of (5.22) or (5.35) and a transmission line Hamiltonian. To initially simplify
this process, the classical case from the modes-of-the-universe approach; i.e.,
(5.15), is considered first.
The conversion between electromagnetic fields and transmission line volt-
ages and currents can be performed by adopting appropriate definitions for
the per-unit-length transmission line parameters so that the field and circuit
power densities agree [95]. This work will only consider lossless transmission
lines, so the only transmission line parameters that need to be evaluated
are the per-unit-length inductance and capacitance of the transmission line











E∗(r) · E(r)dS, (5.38)
where the integration is taken over the plane transverse to the longitudi-
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nal direction of the transmission line structure [95]. Further, I0 and V0 are
the amplitudes of the current and voltage excited on the transmission line
structure (related to the amplitude of the electric and magnetic fields). The
per-unit-length inductance and capacitance of a particular field mode can
also be given as
Lk = µ
∫∫
v∗k(r) · vk(r)dS (5.39)
Ck = ε
∫∫
u∗k(r) · uk(r)dS. (5.40)
For transmission lines that support transverse electromagnetic (TEM) or
quasi-TEM modes, the voltage and current can also be unambiguously de-
fined in terms of the electric and magnetic fields. The voltage is related to




E(r) · dl, (5.41)
where the integration is taken between points a and b located on two different
conductors in the transverse plane the voltage is being defined between. Note
that without loss of generality the longitudinal direction of the transmission
line is being identified with the z-axis. Similarly, the current is defined as
I(z) =
∮
H(r) · dl, (5.42)
where the integration path is taken in the transverse plane to enclose one of
the conductors the current is being evaluated on. The definitions of V0 and
I0 correspond to evaluating (5.41) and (5.42) at the reference plane that the
inductance and capacitance of the transmission line structure are evaluated
at.
With these definitions, the field-Hamiltonian of (5.15) can now be con-
verted into a transmission line circuit form. The electric field term will be

































u∗k(z) · uk(z)dz (5.44)
by using (5.38) to consolidate the transverse plane integration into a per-unit-
length capacitance for each mode. Further, it has been noted that the terms
proportional to q2k and (q
∗
k)
2 combine to zero for harmonic oscillators [96].


















At this point, NET,k can be identified as being synonymous with the trans-
verse plane integration needed in the definition of the per-unit-length modal



















Finally, the two terms on the RHS of (5.46) can be identified as normalized






C|V (z, t)|2dz. (5.47)
Following a similar process, the magnetic field term of the field Hamiltonian
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C|V (z, t)|2 + L|I(z, t)|2
)
dz = HF , (5.50)
where it has also been noted that the transmission line Hamiltonian is equiv-
alent to the field-based Hamiltonian.
Moving to the quantum case, it is important to note that the operations
involved in converting a field-based Hamiltonian to a transmission line Hamil-
tonian only affect the spatial parts of the field modes. As a result, the process
easily generalizes to the quantum case, giving





































These definitions for V̂ and Î are not immediately seen to be consistent
with those for the transmission line resonator voltage and current operators
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where only a single resonator mode with eigenvalue ωr is considered. The
reason for the difference is that complex-valued spatial modes have been used
in (5.52) and (5.53), while real-valued modes were used in (5.54) and (5.55).
Further, the spatial variation of the voltage and current modes have been
completely integrated out for (5.54) and (5.55).
To see that the expressions derived in this section are consistent with the
literature, the steps outlined in this section can be repeated for the real-
valued spatial mode expansions of the electric and magnetic fields given in
(5.20) and (5.21). For this case, the voltage and current operators become






















These can be seen to be consistent with (5.54) and (5.55) by noting that
Cr = C` and Lr = L`, where ` is the length of the resonator [1]. Restrict-
ing (5.56) and (5.57) to a single resonator mode, it can be seen that the
longitudinal normalizations NEL,k and NHL,k would become ` for this mode.
The additional factors that occur after integrating out the remaining spatial
variation in (5.56) and (5.57) are grouped with other terms in the overall
Hamiltonian to be consistent with [1].
With the basic process developed, the more complicated expressions from
the projector-based quantization approach, e.g., (5.35), can now be converted
into a transmission line form. The non-interacting parts of the Hamiltonian
will follow the same format as the conversion just performed for the modes-
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of-the-universe approach. Hence, the voltage operators can be defined as



































Similarly, the current operators can be defined as



































Unfortunately, the interacting part of the Hamiltonian cannot be written
in a simpler transmission line form. This is a consequence of the various
transverse integrations not being able to be concisely written when allowing
for complex-valued mode functions. Since the focus of this work is on a full
field-based description of these interactions, this is not a real issue. However,
if real-valued mode functions are used, it is possible to achieve an intuitively
satisfying result by leveraging standard identities from the field analysis of
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transmission lines [90,95]. In particular, it is noted that the transverse mode
functions for the electric field are proportional to the rotated magnetic field
mode functions. Hence, the spatial integrals of the form∫∫
uk(r) · n̂× vp(ωp, r)dr, r ∈ ∂Q∩ ∂Pi (5.64)
will be proportional to overlap integrals of the electric field modes for the
two regions. This is intuitively what one expects for defining the coupling
between a particular port mode and the simulation domain.
5.3.2 Field-Transmon System Hamiltonian
With the ability to convert between field and transmission line representa-
tions, it is now possible to postulate a Hamiltonian for the field-transmon
system. It will then be demonstrated how this field-transmon system Hamil-
tonian can be used to derive the more restricted Hamiltonian that only con-
siders a single resonator mode given in [93]. This restricted Hamiltonian
is also given in (C.15), where there are additional discussions on how this
Hamiltonian is developed. Note that to simplify the notation throughout
this section, only the fields from the simulation domain will be considered in
expressing various equations. Since only these field will be considered, the
subscript of q will be dropped from these fields in this section. A final simpli-
fication will be that the simulation domain mode functions will be assumed
to be real-valued. Since this is a closed system, this choice does not amount
to a loss of generality [7].
Considering these points, the postulated field-transmon system Hamilto-
nian is












δ(z − z0) (5.66)
is a current operator associated with the transmon qubit and n̂ and ϕ̂ are
the standard charge and phase operators used to characterize Josephson junc-
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tions, respectively (see Appendix C and [93] for more details). Further, ng
is a classical variable representing the “background” Cooper pairs that have
tunneled through the Josephson junction due to an applied DC bias volt-
age. Transmon qubits are specifically designed to have energy levels that are
largely insensitive to ng to minimize decoherence due to charge fluctuations.
Note that in (5.66), d is a vector parameterizing the integration path
taken to define the voltage between the two conductors of the transmission
line structure the transmon is coupled to. In addition to this, in (5.66)
it has been assumed that in the region local to the transmon location the
longitudinal direction of the transmission line geometry can be identified with
the z-axis. This is purely for notational simplicity, and does not reduce the
generality of the expressions.
The last remaining term in (5.66) to be defined is β. This is a ratio
between capacitances to establish the correct “voltage divider” relationship
between the transmon qubit and the transmission line (see Appendix C for
more details). This β factor can be viewed as part of a dipole approximation
that is used to treat the entire transmon qubit as a single point that couples
to the transmission line. In this work, the interdigital capacitor that forms
part of the transmon qubit will be explicitly included in the computational
model. As a result, the β factor will not be used in computing results.
However, all equations in this work will still keep the β factor to allow for
easier applications of these formulas if analysis is performed where it is not
desired to retain the explicit details of the transmon qubit.
Before continuing, it is worth commenting on the physical interpretation











〈i|n̂|i+ 1〉 |i〉〈i+ 1|+ 〈i+ 1|n̂|i〉 |i+ 1〉〈i|
]
, (5.67)
where the asymptotic result of only nearest state coupling for the transmon
eigenstates has been taken into account [93]. From this, it is seen that the
transmon current operator is associated with transitions between different
transmon energy states. By expressing the transmon eigenstates in terms of
charge states, it can be seen that the transitions between different transmon
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eigenstates correspond to a high probability event of Cooper pairs tunneling
across the Josephson junction (e.g., see Fig. C.5). This tunneling can be
physically interpreted as a current, making the designation of the RHS of
(5.66) as a current density in the field-based Hamiltonian reasonable.
Now, the postulated field-transmon system Hamiltonian of (5.65) can be
shown to be equivalent to the Hamiltonian often used in the literature. To
begin, it is noted that because this is a closed system the total value of the
Hamiltonian is time-independent. Hence, one can compute the time average
of it over a very long time without changing the final result (i.e., the en-
ergy contained in the system). In particular, the length of the time average
is assumed large enough that integration by parts can be used without the
boundary terms contributing to the result. For this situation, the Hamilto-
nian of (5.65) can be seen to be equivalent to









The only modification compared to (5.65) is in the interaction term between
the field and transmon operators. This new expression can be seen to be
equivalent to the interaction term in (5.65) by using integration by parts
to transfer a time derivative from Ê = −∂tÂ onto the transmon current
operator.
To begin deriving the standard circuit-transmon system Hamiltonian from
(5.68), the spatial integration in (5.68) needs to be evaluated. The first two







































By total voltage and current operators, it is meant that the spatial variation
has been integrated out. Note that for closer consistency with the defini-
tions of terms in the standard transmon circuit Hamiltonian given in (C.15),
the longitudinal normalizations in (5.69), (5.70), and (5.71) have not been
canceled out.
The next term considered is the coupling term Ê · ∂−1t Ĵt. The spatial
integrations can be carried out in the following steps. First, the expression
is expanded by substituting in the modal expansion of Ê. This gives
−
∫∫∫

















δ(z − z0)dr. (5.72)
Now, the spatial integral along the z-axis can be evaluated and the transverse
integral can be rewritten in terms of the line integral with path l that follows
the vector d to give
−
∫∫∫



















uk(x, y, z0) · dl (5.74)
and noting the relationship between the transverse mode normalization and
the modal per-unit-length capacitance, (5.73) can be simplified to
−
∫∫∫














Finally, this can be written as
−
∫∫∫




by consolidating the bosonic ladder operators and associated normalizations
into a total voltage operator for each transmission line mode.
Putting the results of (5.69) and (5.76) together, the postulated field-
transmon system Hamiltonian of (5.68), and equivalently of (5.65), can now
be written as

















Using standard properties of the ladder operators, this becomes







After restricting this expression to a single resonator mode, (C.15) is recov-
ered; i.e., the Hamiltonian for the coupled transmon and transmission line
resonator system given in [93]. As a result, it is seen that the field-transmon
system Hamiltonian postulated in (5.65) is consistent with [93].
5.4 Equations of Motion for the Field-Transmon
System
The focus of this section is deriving the equations of motion from the various
classical and quantum Hamiltonians discussed thus far for the field-transmon
system. To begin this, Section 5.4.1 discusses the derivation of the equations
of motion for the classical field-transmon system Hamiltonian. Following this,
Section 5.4.2 presents the derivation of the quantum equations of motion for
the field-transmon system Hamiltonian. Discussions on how to solve these
equations are postponed until Sections 5.5 to 5.7.
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5.4.1 Equations of Motion – Classical Case
To build intuition for the derivation of quantum equations of motion for
the field-transmon system, it is beneficial to first consider the classical case.
To further simplify this, only the fields of the simulation domain will be
considered in this section. The more complete case will be considered in the
derivation of the quantum equations of motion.
With this understood, the Hamiltonian for the classical transmon system
can be readily identified from (5.65) to be

















Equations of motion will first be formulated for the Josephson junction




= −EJ sin(ϕ(t)) (5.81)
dϕ
dt
= 8EC(n(t)− ng) + 2eβ
∫∫∫
E(r, t) · d
|d|
δ(z − z0)dr, (5.82)
after rewriting the interaction term in terms of the electric field. These
equations can be combined to arrive at
d2ϕ
dt2





δ(z − z0)dr. (5.83)
The field equations of motion can also be derived using Hamilton’s equa-
tions. However, they must first be written in terms of canonical conjugate
variables that can be treated as independent variables in the Hamiltonian
formalism. For the electromagnetic system, this can be done by rewriting
the Hamiltonian in terms of the vector potential [31,91]. The vector potential
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)2 − 2A · Jt)dr, (5.84)
where Π = ε∂tA is the conjugate momentum for the vector potential [31].
Evaluating Hamilton’s equations for (5.84) requires computing various
functional derivatives [31]. This is covered in detail in [31], and so will not
be reproduced here. The result of evaluating Hamilton’s equations are two
first-order equations that can be combined to give the wave equation. The
resulting wave equation is
∇×∇×A + µε∂2t A = µJt, (5.85)
which matches the form of the usual wave equation for the vector poten-
tial when the radiation gauge is used. This also further illustrates why the
transmon charge variable n was introduced into the Hamiltonian in a manner
suggestive of treating it as a current density.
Since (5.85) has the usual form of a radiation gauge wave equation, it
can be easily determined that the equations of motion for the electric and
magnetic fields are simply Maxwell’s equations with Jt added as a source
term. Correspondingly, the wave equation for the electric field can be easily
found to be
∇×∇× E(r, t) + µε∂2t E(r, t) = −µ∂tJt(r, t). (5.86)
Considering this equation in conjunction with (5.83), it is seen that the cou-
pling between the field and the classical transmon leads to a nonlinear sys-
tem. One approach to solving this system that is relevant to modeling single
photon sources will be considered in Section 5.5.1.
5.4.2 Equations of Motion – Quantum Case
Now that the derivation of the classical equations of motion from the field-
transmon system Hamiltonian has been considered, it is a relatively simple
extension to derive the corresponding quantum equations of motion. As
alluded to previously, the full system will be considered in this section. This
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full system is composed of the transmon qubit, the simulation domain fields,
and the port region fields. The Hamiltonian is also further generalized by
allowing for the possibility of port regions being terminated with either PEC
or PMC conditions in the simulation domain.
With this understood, the complete Hamiltonian becomes


















Âq · Ĵt +
∑
p∈PM
Âq · (n̂p × Ĥp) +
∑
p∈PE
F̂q · (Êp × n̂p)
)
dr, (5.87)
where PE (PM) denotes the set of ports terminated in an electric (magnetic)
conductor in the simulation domain. The union of these sets gives the com-
plete set of ports, i.e., PE ∩PM = P . Note that n̂p is the unit normal vector
to the apertures that each port is defined at, and is not a quantum operator.
This unit vector points into the simulation domain. Considering these points,
it is seen that the first line in (5.87) is simply the Hamiltonian that corre-
sponds to the free evolution of the transmon system. Next, the second line in
(5.87) contains the Hamiltonians that correspond to the free evolution of the
fields in the simulation domain and the port regions. Finally, the third line in
(5.87) contains all of the interaction terms between the different subsystems.
In particular, the first term accounts for the coupling between the simulation
domain field and transmon system. Similarly, the next two terms account
for the coupling between the simulation domain and port region fields at the
interfaces between these regions.
To generalize the coupling at the port regions, the electric vector potential,
F̂q, has been introduced into the Hamiltonian. This is necessary because
of the set of ports PE that introduce equivalent magnetic current densities
as sources to the simulation domain. The simplest way to account for the
presence of magnetic sources is to introduce another set of auxiliary potentials
[55].
Equations of motion will first be derived for the Josephson junction op-
erators. As expected for the Heisenberg picture, these follow the classical
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equations closely. The result is
dn̂
dt
= −EJ sin ϕ̂ (5.88)
dϕ̂
dt





δ(z − z0)dr (5.89)
after rewriting the field-transmon interaction term in terms of the electric
field operator. These can be combined into second-order equations if desired.
To derive equations of motion for the fields, it is necessary to rewrite the
field portions of the Hamiltonian in (5.65) into a potential-based form. This
allows functional derivatives to be easily taken on the canonical conjugate
operators of the Hamiltonian, similar to the process outlined in [31].
To support this derivation, the electric and magnetic fields are first decom-
posed into the set of fields produced by electric or magnetic sources. Under
this decomposition, the fields produced by electric (magnetic) sources are
completely specified by the magnetic (electric) vector potential [55]. For this
to hold, a radiation gauge is also being used for the electric vector potential.






























Âqe · (n̂p × Ĥpm) +
∑
p∈PE
F̂qm · (Êpe × n̂p)
)
dr, (5.90)
where a subscript e (m) denotes that this quantity is due to electric (mag-
netic) sources. Note that the coupling terms between the fields in differ-
ent regions reflects the difference in boundary conditions and corresponding
equivalent source densities at the interfaces between the ports and the sim-
ulation domain.
With the Hamiltonian decomposed into portions due to electric and mag-
netic sources, it can now be written in terms of the electric and magnetic
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−1(∇× Âpe)2 + µ−1Π̂2pm + ε−1(∇× F̂pm)2
]
− 2Âqe · Ĵt + 2
∑
p∈PM
µ−1Âqe · (n̂p × Π̂pm) + 2
∑
p∈PE




where Π̂qe = ε∂tÂqe is the conjugate momentum for the vector potential
in the simulation domain (and thus is an independent variable from Âqe
in the Hamiltonian formalism). Similarly, Π̂pe = ε∂tÂpe is the conjugate
momentum for the vector potential in the port regions. The corresponding
conjugate momenta for the electric vector potentials are Π̂qm = µ∂tF̂qm and
Π̂pm = µ∂tF̂pm for the simulation domain and port regions, respectively.
The functional derivatives of ĤF with respect to the conjugate operators
can be easily performed. Doing this yields
δĤF
δÂqe
= µ−1∇×∇× Âqe − Ĵt +
∑
p∈PM


















These can be combined to give
∇×∇× Âqe + µε∂2t Âqe = µĴt −
∑
p∈PM
n̂p × Π̂pm. (5.96)
This inhomogeneous wave equation can be seen to take the expected form for
the magnetic vector potential produced by electric current sources by noting
that −n̂p × Π̂pm = µn̂p × Ĥpm is an equivalent electric current density.
A similar process can be performed for the magnetic vector potential in the
port regions. The necessary functional derivatives can be evaluated easily,
and are seen to be for a particular port region
δĤF
δÂpe







−1n̂p′ × F̂qm. (5.98)
The Kronecker delta function is used to only include a source term if the
particular port p ∈ PE. Similar functional derivatives can be evaluated for
each of the individual port regions. Hamilton’s equations can then be used
to derive a wave equation. This yields
∇×∇× Âpe + µε∂2t Âpe =
∑
p′∈PE
δp,p′µn̂p′ × ∂tF̂qm. (5.99)
Note that due to the fixed orientation of n̂p pointing into the simulation
domain, n̂p × ∂tF̂qm is an equivalent electric current density with a positive
sign.
To finish the derivation, equations of motion for the electric vector poten-
tial need to be established. As expected, these follow a very similar process
to that for the magnetic vector potential. Beginning with the equations for




= ε−1∇×∇× F̂qm −
∑
p∈PE

















These can be combined to give
∇×∇× F̂qm + µε∂2t F̂qm =
∑
p∈PM
n̂p × Π̂pm. (5.104)
By recalling that n̂p × Π̂pm = εÊpm × n̂p, it is seen that the source term for
this inhomogeneous wave equation has the form of an equivalent magnetic
current density times the permittivity. This is the expected wave equation
for an electric vector potential in the radiation gauge.
The final set of equations to derive are for the electric vector potential in
the port regions. The needed functional derivatives are
δĤF
δF̂pm







−1n̂p′ × Âqe. (5.106)
Using Hamilton’s equations, the results of these functional derivatives can
be combined to give
∇×∇× F̂pm + µε∂2t F̂pm = −
∑
p′∈PM
δp,p′εn̂p′ × ∂tÂqe. (5.107)
Similar to (5.99), the fixed polarity of n̂p means that −n̂p × ∂tÂqe is equal
to an equivalent magnetic current density with a positive sign.
Noting that (5.96), (5.99), (5.104), and (5.107) are the expected wave
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equations in each region for the radiation gauge, it can be concluded that
the equations of motion for the electromagnetic fields are simply the quantum
Maxwell’s equations for each region with the necessary sources added. For
the simulation domain, this gives

















where the various charge densities are related to their corresponding electric
or magnetic current density by a continuity equation, and
Ĵp(r, t) =
n̂p × Ĥp(r, t), p ∈ PM , r ∈ ∂Q∩ ∂Pp0, p ∈ PE, (5.109)
M̂p(r, t) =
−n̂p × Êp(r, t), p ∈ PE, r ∈ ∂Q∩ ∂Pp0, p ∈ PM . (5.110)
Similarly, the quantum Maxwell’s equations for a single port region are
∇× Ĥp(r, t)− ∂tD̂p(r, t) = Ĵq(r, t)
∇× Êp(r, t) + ∂tB̂p(r, t) = −M̂q(r, t)
∇ · D̂p(r, t) = %̂qe(r, t)





−n̂p × Ĥq(r, t), p ∈ PE, r ∈ ∂Q∩ ∂Pp0, p ∈ PM , (5.112)
M̂q(r, t) =
n̂p × Êq(r, t), p ∈ PM , r ∈ ∂Q∩ ∂Pp0, p ∈ PE . (5.113)
The two sets of Maxwell’s equations can be combined to form a wave equa-
tion for the electric field operator in the different regions. In the simulation
domain, this gives
∇×∇× Êq(r, t) + µε∂2t Êq(r, t)






∇× M̂p(r, t). (5.114)
Similarly, in a particular port region, the wave equation for the electric field
operator becomes
∇×∇× Êp(r, t) + µε∂2t Êp(r, t) = −µ∂tĴq(r, t)−∇× M̂q(r, t). (5.115)
With appropriate wave equations developed, the solution of the overall
system can now be considered. This begins by considering a particular so-
lution approach for the field system applicable to a single photon source in
Sections 5.5 and 5.6. Following this, the modeling of the time evolution of
the transmon system operators will be considered in Section 5.7.
5.5 Solution of the Field-Transmon System in the
Weak Coupling Regime
The electric field wave equations given in (5.114) and (5.115) form a com-
plicated multiphysics system because they are still coupled to the transmon
equations of motion through Ĵt. However, by considering the typical opera-
tion of single photon sources, it is possible to make a judicious approximation
to greatly simplify the solution of this problem. In general, single photon
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sources are operated within the weak coupling regime of cavity QED where
rapid and irreversible emission of a photon is the dominant relaxation method
of the quantum emitter [2, 23]. Phrased another way, single photon sources
are typically operated so that strongly quantum effects between the emit-
ter and photon, such as vacuum Rabi oscillations, do not occur. Typically,
this is considered to be a valid approximation when the difference between
the cavity resonance frequency and quantum emitter transition frequency is
much larger than the coupling between the systems [2].
As a result, the transmon current operator in (5.114) can be treated as an
impressed current source [97]. That is, the emitter acts as a source that feeds
into the field system, but there is no back action of the field on the emitter
system after emission has occurred. This allows for a modeling process to be
developed where separate models can be used to compute the propagation
of electromagnetic field operators and the time evolution of the transmon
system operators. One modeling approach for the propagation of the elec-
tromagnetic field operators is introduced in this section, with further details
included in Section 5.6. For ease of reference, this model will be described
as the photon propagation model in this work. Details on the model used to
compute the time evolution of the transmon system operators in the weak
coupling regime will be discussed in Section 5.7.
By treating the transmon current operator as an impressed current source,
a number of modeling approaches are possible for solving (5.114) and (5.115)
by leveraging CEM methods operating in the classical regime. For instance,
finite-difference or finite element solvers can be used to explicitly compute the
electromagnetic field eigenmodes of a system to develop a quantum informa-
tion preserving numerical framework [98]. However, the explicit construction
of these eigenmodes requires the solution of an eigenvalue problem, which can
be a computationally challenging problem to solve for large systems. Alterna-
tively, a quantum electromagnetic finite-difference time-domain solver could
also be adapted for use in solving this problem [99].
In this work, a dyadic Green’s function approach is developed. In par-
ticular, it is first shown in Section 5.5.1 how the dyadic Green’s function
for a general electromagnetic environment can be used to invert the classi-
cal electromagnetic wave equation. Through this derivation, it is seen that
the classical dyadic Green’s function contains information about all of the
electromagnetic eigenmodes of a system. This provides a link between the
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classical and quantum cases that can be leveraged to show that the classi-
cal dyadic Green’s function can also invert (5.114) and (5.115). The details
of this are shown in Section 5.5.2. The benefits of this procedure are that
the classical dyadic Green’s function can be computed for a general electro-
magnetic environment by solving appropriately defined scattering problems.
These scattering problems can be solved using many standard CEM tech-
niques: such as the finite element method, the finite-difference time-domain
method, or the method of moments [55]. Importantly, these scattering prob-
lems can be solved in an efficient manner when fast algorithms are used,
allowing this methodology to be applied to systems of practical sizes.
5.5.1 Solving the Classical Field-Transmon System
To guide the process of analyzing a single photon source, it is useful to first
consider one possible solution approach for the classical system. As was
discussed earlier, single photon sources are typically operated within a weak
coupling regime of cavity QED [2, 23]. In the classical case, the notion of
weak coupling between the electromagnetic field and transmon systems can
be used to linearize part of the system to greatly simplify the analysis.
In particular, the weak coupling assumption is used to neglect the driving
term on the RHS of (5.83) due to the weak interaction between the electric
field and the transmon. Dropping this term linearizes the field equation of
motion given in (5.86), since under this approximation Jt no longer depends
explicitly on the electric field. The time dependence for the transmon current
density that drives the field equations of motion can then be found by solving
appropriately modified equations of motion for the transmon system.
It is important to note that in this physical picture the dynamics of the
transmon system is producing electromagnetic radiation. As a result, a phe-
nomenological damping term needs to be introduced into the transmon equa-
tions of motion to maintain conservation of energy. The correct manner to
introduce this phenomenological damping will not be considered in detail for
the classical case. However, the introduction of consistent damping terms
forms a central part of the study of open quantum systems. This is partic-
ularly prevalent in quantum optics studies where it is often convenient to
treat the many modes of the electromagnetic field as a large reservoir for an
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atomic system to interact with [87,92]. The application of these methods to
computing the time evolution of the transmon current operator in the weak
coupling regime will be considered in detail in Section 5.7.
Now, since the field equations of motion have been linearized, a number of
standard CEM methods could be used to solve for the electric and magnetic
fields produced by the transmon. Although not a typical method, the par-
ticular approach of most interest here is to utilize a dyadic Green’s function
to solve for the electromagnetic fields. Briefly, this is of interest because the
dyadic Green’s function that solves for the propagation of classical fields also
describes the propagation of quantum field operators. The reason for this
will be seen in more detail in Section 5.5.2, but it is linked to the modal
expansion approach used to quantize the electromagnetic field.
With this in mind, it is now useful to consider a simple derivation of the
classical dyadic Green’s function for the electromagnetic system. For sim-
plicity, this derivation will only consider a single electric current source. The
more general case will be considered in deriving the corresponding approach
for the quantum equations of motion in Section 5.5.2. Further, to make ex-
plicit use of the modes more intuitive, the derivation will assume a closed
system so that real mode functions can be used in expanding the electric
field. Extending the approach to an open system under the projector-based
quantization formalism will be considered in Section 5.6.
This derivation is simplest to perform in the frequency domain, with time
domain results recovered through an inverse Fourier transform at the end
of the derivation. To begin, it is noted that the general equation that the
dyadic Green’s function must obey is
∇×∇×G(r, r′, ω)− µεω2G(r, r′, ω) = Iδ(r− r′), (5.116)
where G is the dyadic Green’s function and I is the identity dyad. It is im-
portant to note that this dyadic Green’s function is defined for a particular
geometry, i.e., it is not simply the free-space dyadic Green’s function. Fur-
ther, the boundary conditions that G should obey must also be specified. In
this derivation, boundary conditions for the electric field will be used for G.
Considering this, one standard way to express the dyadic Green’s function
is in terms of an eigenmode expansion, where the eigenmodes used are those
for the spatial variation of the electric field [91]. Since these eigenmodes form
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Considering that the LHS of (5.116) will need to equal this representation of
the delta function, it is postulated that







where Ak(ω) is a function to be solved for that depends on k and ω. Plugging











where the action of the curl-curl operator on the spatial eigenmodes has been
evaluated using (5.4). From (5.119), it is easily seen that









Now that the structure of the dyadic Green’s function is known, it is possi-
ble to see how it comes about in solving the electromagnetic wave equation.
To begin, the Fourier transform of the wave equation is taken to give
∇×∇× E(r, ω)− µεω2E(r, ω) = iωµJ(r, ω). (5.121)
It should be noted that this simple expression only occurs because the elec-
tromagnetic system has been linearized through the weak coupling approxi-
mation between the field and transmon system. If the system had not been
linearized, taking the Fourier transform would not always be valid.



















= iωµJ(r, ω). (5.123)








k − ω2)Ek(r) = iωµJ(r, ω). (5.124)








E∗k(r) · J(r, ω)dr. (5.125)
Plugging this expression into (5.122) then gives








· J(r′, ω)dr′. (5.126)
Comparing this to (5.120), it is seen that the integration kernel is simply the
dyadic Green’s function. Hence, the desired result is reached that
E(r, ω) = iωµ
∫
G(r′, r′, ω) · J(r, ω)dr′, (5.127)
which shows that the dyadic Green’s function can be used to invert (5.121).
This relationship can also be expressed in the time domain as
E(r, t) = −µ∂t
∫∫
G(r, r′, t− t′) · J(r′, t′)dr′dt′, (5.128)
where G(r, r′, t) is the inverse Fourier transform of G(r, r′, ω).
Note that the derivation of (5.127) was performed in a manner to build
intuition for how the structure of the dyadic Green’s function in terms of field
eigenmodes achieves its intended purpose. A more direct derivation can be
performed by simply multiplying (5.121) by the dyadic Green’s function and
integrating over the volume of interest. The various derivatives of the wave
equation can be transferred onto the dyadic Green’s function underneath the
integration so that (5.116) can then be used to arrive at (5.127). This more
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direct route is more general, and can be used for the quantum case without
needing to consider the exact quantum operator expansion of the electric
field.
5.5.2 Classical Dyadic Green’s Function for Solving the
Quantum Field-Transmon System
By treating the transmon current density as an impressed source, (5.114)
can be considered to be decoupled from the transmon equations of motion.
At this point, various procedures mentioned at the beginning of this section
can be used to solve for Ê(r, t). The particular approach of interest here
is to show how the classical dyadic Green’s function can be used to invert
(5.114), similar to the process shown in Section 5.5.1. To simplify the process
initially, only the closed simulation domain will be considered. Further, for
notational brevity, the derivation will only treat the case of a single set of
electric and magnetic current densities. The extension to larger numbers of
sources follows immediately from this derivation.
This derivation is most intuitive to perform in the frequency domain, so
the Fourier transform of the simplified form of (5.114) is taken to get






















Similar definitions for the frequency domain representations of the other oper-
ators follow from (5.131). Note that these frequency domain representations
are valid under typical approximations used in quantum optics and circuit
QED studies. Namely, that the operating frequency of the source is high
(much larger than zero), the field is narrowband (much smaller than the op-
erating frequency), and there only exists weak coupling between the fields
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and sources (e.g., an artificial atom like a transmon) [87, 100]. It should be
noted that the dyadic Green’s function derivation can be performed directly
in the time domain for situations where the frequency domain representa-
tion is not appropriate. However, the role of the dyadic Green’s function in
this situation should be reassessed to determine if it is still an appropriate
approach.














= iωµĴ(r, ω)−∇× M̂(r, ω). (5.132)












= iωµĴ(r, ω)−∇× M̂(r, ω). (5.133)















iωµĴ(r, ω)−∇× M̂(r, ω)
]
dr. (5.134)












iωµĴ(r′, ω)−∇′ × M̂(r′, ω)
}
dr′. (5.135)
The terms inside the square brackets can be identified as the same dyadic
Green’s function as found in analyzing the electromagnetic environment of
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the system in the classical case. As a result, (5.135) can be rewritten as
Ê(r, ω) = iωµ
∫
GE(r, r




′, ω) · ∇′ × M̂(r′, ω)dr′. (5.136)
In many cases, it is undesirable to have a spatial derivative applied to a
source current density. To remove this from occurring in (5.136), the curl
operator can be transferred to the dyadic Green’s function using standard
vector calculus operations. This leads to
Ê(r, ω) = iωµ
∫
GE(r, r




′, ω) · M̂(r′, ω)dr′, (5.137)
where GH(r, r
′, ω) = ∇×GE(r, r′, ω).
Alternatively, these relationships can be written back in the time domain
as
Ê(r, t) = −µ∂t
∫∫
GE(r, r




′, t− t′) · M̂(r′, t′)dt′dr′, (5.138)
where GE(r, r
′, t− t′) and GH(r, r′, t− t′) are the time domain electric and
magnetic dyadic Green’s functions of the electromagnetic environment.
In the next section, it will also be useful to have a relationship for the
magnetic field operator produced by the current operators. A similar process
to that used in deriving (5.137) can be applied for the magnetic field operator.
However, it is simpler to take the curl of (5.137) or (5.138) and use the








′, ω) · M̂(r′, ω)dr′. (5.139)
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′, t− t′) · M̂(r′, t′)dt′dr′. (5.140)
Importantly, the classical dyadic Green’s functions for the electric or mag-
netic fields can be found using a number of computational electromagnetic
methods. This provides a pathway to leverage mature classical numerical
methods to evaluate the spatially-dependent field operators. Although this
work will not require the use of these full expressions (i.e., using both electric
and magnetic current densities), it is believed that they could become useful
in future work modeling more complicated quantum systems.
5.6 Computing Output Field Operators from a
Microwave Single Photon Source
For practical applications, it is desirable to characterize the performance of
the single photon source in terms that are compatible with common analy-
sis approaches. In particular, it is standard to characterize systems (such as
resonators, beam splitters, and other devices) in quantum optics using input-
output theory [6,87,92,101]. This theoretical approach provides a systematic
manner to determine how intrasystem dynamics impact the quantum statis-
tics of output field operators. As suggested by the name, an important part
of this theory is the description of the input operator that drives a particular
system. Correspondingly, the goal of this section is to develop a convenient
numerical approach to characterize the relevant operators “exiting” the sim-
ulation domain that the microwave single photon source is being modeled
in. These operators can then be used as input operators in analyzing other
devices in larger quantum optics calculations.
Although various computational electromagnetic methods could be used
to analyze the microwave single photon source system, the discussion in this
section will focus on an integral equation based approach. These methods
require special care in determining a straightforward computational approach
for computing the operators leaving ports in the system. Other methods
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(such as FEM) can also be of interest for this type of analysis. However, it is
useful to handle the case of using an integral equation approach, since these
methods can be accelerated with fast algorithms to analyze large systems
that can become intractable for FEM analysis.
The remainder of this section is organized in the following way. In Sec-
tion 5.6.1, two approximations are discussed that will be used to simplify
the computational modeling of a single photon source. Following this, the
discretization approach and port models that will be used in the modeling
process are detailed in Section 5.6.2. Finally, in Section 5.6.3, the details on
how the tools that have been built up to this point can be used to compute
the output operators of the single photon source are discussed.
5.6.1 Simplifying Approximations
Since the focus of this chapter is on developing a general modeling framework,
it is appropriate to make a number of approximations to initially simplify the
numerical model. Once the general approach has been tested, these approx-
imations can be easily removed to improve the accuracy of the numerical
methods for a particular geometry. The two approximations of interest to
greatly simplify the analysis of a microwave single photon source are to re-
place the substrate of the device by an effective permittivity model and to
treat the superconducting features as infinitely thin sheets. As will be seen
shortly, these approximations can be reasonably justified for typical circuit
QED parameters. The benefit of these approximations are that they signifi-
cantly lower the number of mesh elements needed to discretize the geometric
model, making the analysis more tractable for the developmental codes pro-
duced throughout this work.
Approximation 1: Effective Permittivity
The first approximation is to account for the effects of the finite substrate
through an effective permittivity model [102]. In this approach, the con-
ductive traces defining the geometry are embedded in a homogeneous dielec-
tric background material with an effective permittivity value. The effective
permittivity value is computed to replicate the actual phase velocity and
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propagation constant as faithfully as possible given the approximation being
made [95].
It is important to note that the effective permittivity is dependent on the
parameters of the two-dimensional cross section of the coplanar waveguide
structure. As a result, the effective permittivity could change as the trans-
mission line parameters are significantly altered, e.g., at the large output
coupling capacitor shown in Fig. 5.1(c). To illustrate that this effect can be
expected to be minimal, the manner in which the effective permittivity varies
as a function of the characteristic parameters defining the transmission line
is reviewed.
Before doing this, the details of the computation of coplanar waveguide
transmission line properties (e.g., effective permittivity and characteristic
impedance) are reviewed. The basic geometry of a coplanar waveguide trans-
mission line on a substrate with finite thickness can be characterized by the
following list of parameters:
 S = center conductor strip width
 W = spacing between the center conductor and the ground planes
 2b = the distance between the two internal edges of the ground planes
from each other (i.e., S + 2W )
 h1 = thickness of the dielectric substrate
 εr1 = relative permittivity of the substrate
The formulas used to compute the effective permittivity and characteris-
tic impedance of the coplanar waveguide geometry are developed through
a conformal mapping technique that assumes the conductors are infinitely
thin [103, 104]. The characteristic impedance and effective permittivity are
both specified in terms of partial capacitances that are combined to give the











Figure 5.2: Computed effective permittivity for a substrate with εr = 10




The total CPW capacitance is [102]

















In these formulas, K is the complete elliptic integral of the first kind. In
computing elliptic integrals, it is essential to specify the input correctly, as
there are a few different conventions commonly used. For these formulas, the
ki are the elliptic modulus, which can be related to any of the other common
input arguments to elliptic integrals, if need be.


























Using these formulas, the effective permittivity is computed for a range of
characteristic values for a substrate with a relative permittivity of 10. The
results of this computation are shown in Fig. 5.2. It is clearly seen that for a
thick substrate (h1 > b), the effective permittivity has minimal variation as a
function of the characteristic ratio S/(S+ 2W ). Further, so long as the ratio
h1/b remains sufficiently large, the effective permittivity has only a minimal
dependence on b (assuming a fixed thickness substrate).
For superconducting circuits, various substrate materials are used. How-
ever, silicon and sapphire substrates are common, which both have relative
permittivities in the range of 9 to 12 [105]. As a result, the values shown in
Fig. 5.2 are relevant to these physical systems. Note, also, that the general
trends of the curves do not change as the relative permittivity is modified.
The other important parameter for understanding the behavior of the effec-
tive permittivity for single photon sources is the ratio of h1/b. Typically,
substrate thicknesses are around 0.5 mm thick [105, 106]. Considering the
single photon source geometry of [2], it can be estimated that for most of the
device the h1/b ratio will be very large. The only place this may not occur is
at the output coupling capacitor. However, by noting that b near this region
is close to 100 µm, the overall h1/b is likely to be near 3.5, assuming a typical
value for h1 like 0.5 mm. Comparing the relevant traces on Fig. 5.2, it is seen
that it is reasonable to treat the effective permittivity for the entire single
photon source geometry as a single value.
Approximation 2: Infinitely Thin Conductors
The next simplifying assumption that will be made is that the conductors
defining the coplanar waveguide structure will be considered to be infinitely
thin. In reality, the conductor thicknesses are generally between 100 to 200
nm thick [2], while the spacing between the center conductor and one of the
ground planes is typically between 5 to 10 µm [1, 2]. From this, it is seen
that the width of the gap between the two conductors is approximately 25
to 100 times the thickness of the conductors themselves.
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For geometries near the lower end of these ratios (e.g., 25), the approxima-
tion that the conductors have no thickness can begin to break down [107,108].
However, the main effect that this has is to simply shift the mean value of the
effective permittivity, with no major change in the trend of how the effective
permittivity varies as a function of other geometrical parameters [107, 108].
From the data in [107], it appears that for geometries relevant to microwave
single photon sources the expected error in the effective permittivity intro-
duced by ignoring conductor thickness is only 0.1 to 0.3. Since the effective
permittivity ignoring conductor thickness is around 5.5 for these systems,
this amounts to an error of 5% or lower in the determination of the effective
permittivity. As a result, the significant simplifications in the overall mod-
eling process that occur by neglecting the conductor thickness appear to be
well worth the slight decrease in accuracy of the analysis.
Up to this point, the impact of the infinitely thin conductor approxima-
tion has only considered effects related to modified capacitances between the
various parts of the coplanar waveguide structure. Another effect that be-
comes important to consider for very thin conductors is whether the skin
depth is small enough to assume that all current flows on the outer surfaces
of the thin conductors. Fortunately, all of the metal layers of interest for a
single photon source are operated in a superconducting state [1, 2, 6, 25]. As
a result, the skin depth does not present any issue and typical transmission
line approximations are reasonable for these types of devices [25]. It should
be noted that other complicated superconductor effects, such as kinetic in-
ductance, are reasonably negligible at the operating points of circuit QED
systems [25].
5.6.2 Discretization, Port Models, and Excitations
Using the approximations discussed in Section 5.6.1, the particular approach
that will be used to discretize the microwave single photon source can now be
presented. Further, the way that ports will be introduced and how excitations
will be applied to the model will also be considered.
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Discretization
Using the approximations discussed in Section 5.6.1, the discretization of
the model can be easily performed. In particular, the dielectric substrate
of an actual single photon source is replaced by an effective background
medium that does not need to be meshed. At this point, the infinitely thin
conductors can be meshed using many standard computational approaches.
To be compatible with most integral equation formulations, it is desired
to form a triangular mesh. Then standard basis functions that have been
discussed throughout this work, like RWG functions, can be used to expand
the unknown equivalent sources that will be solved for using the integral
equation approach.
Port Models
In general, introducing ports in the integral equation analysis of transmission
line structures is a detailed process that must be carefully considered to not
introduce unacceptable errors in the model [109, 110]. For this analysis, a
simple approach that can be easily introduced into the modeling workflow is
utilized [111]. For increased accuracy, more sophisticated techniques such as
the approaches discussed in [110,112] can be applied.
To begin, the inclusion of a simple port model will be discussed. In gen-
eral, the basic functionality provided by a port is to allow energy to enter
and exit the simulation domain. For the analysis of a single photon source
performed in this work, the ports will only need to allow energy to exit the
simulation domain. Hence, a very simple way to incorporate this effect is to
add resistors modeled as lumped elements at the port locations. By selecting
the resistance to match the characteristic impedance of the line being ter-
minated, the desired effect of absorbing incident energy with relatively low
reflections can be achieved.
It is worth mentioning that this approach is equivalent to the Nyquist
model for incorporating dissipative elements into a Hamiltonian formalism
of circuits [100]. In the Nyquist model, the dissipative element is replaced by
a semi-infinite transmission line with characteristic impedance matching the
resistance of the dissipative element [100]. Hence, there is a correspondence
between typical port models as semi-infinite transmission lines and appro-
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priately selected dissipative elements. To be rigorous, the inclusion of dissi-
pation in the model would typically require the definition of an appropriate
input from a noise voltage/current source based on the fluctuation-dissipation
theorem [100]. This is not done in the full-wave modeling because the effects
of these noise sources are already accounted for naturally in the model used
in determining the time evolution of the transmon current operators. More
details on this model can be found in Section 5.7.
The particular approach that will be used to incorporate lumped elements
into the integral equation model follows the typical delta-gap impedance
model, e.g., see [113]. The method outlined in [113] was formulated for
a field-based integral equation. As a result, some slight modifications are
needed for it to be applied to a potential-based integral equation. As will
be seen, the modifications are very minor. Following the approach of [113],
the region that a lumped element will be added at is meshed using standard
approaches. As a result, this requires explicitly adding a “bridge” in the
mesh between the coplanar waveguide’s central conductor and the ground
planes. The delta-gap resistors can then be added along appropriate mesh
edges in this “bridge” region to act as a terminating port for the transmission
line structure.
With the structure understood, the modifications to the potential-based
TDIE system matrix can be considered. In particular, it is noted that the
voltage across a lumped element resistor is given by Vg = RgIg, where Rg
is the resistance of the lumped element and Ig is the total current flowing
through the element. For a traditional field-based TDIE, the impedance
matrix modification can be determined by noting that the voltage across the
lumped element can be related to the electric field in the infinitesimal lumped
element region by Vg = −t̂ · E, where t̂ is a unit vector perpendicular to the
mesh edge. This can be combined with the fact that Ig is given by the basis
coefficient for the RWG function associated with this edge multiplied by the
edge length to arrive at the following impedance matrix modification. The
self-impedance terms of the impedance matrix for each RWG function that
a lumped element is defined at should be modified to
Z(j)nn → Z(j)nn − l2nRg, (5.149)
where ln is the length of the edge that the RWG function is defined at.
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Note that this modification should only be performed for impedance matrices
where j (i.e., the temporal index) is less than or equal to the length of the
support of the temporal basis functions used in the simulation.
The modification to this for the potential-based formulation depends on
the potential-based TDIE being used in the analysis. The simplest option is
to use the D-PBIE so that the temporal order of the equations is the same as
that for the electric field. In this case, the delta-gap electric field produced
by the currents flowing through the lumped element can easily be written
in terms of the vector potential [19]. As a result, essentially the same self-
impedance matrix term modification given in (5.149) should be performed for
the corresponding self-impedance term for the vector potential block matrix
of the D-PBIE matrix. The only difference is that the l2nRg should be added
to the matrix as opposed to being subtracted as is done in (5.149). The
modifications needed for the PBIE are a slightly more complex because the
resistance needs to be rescaled temporally to be proportional to a vector
potential as opposed to the time derivative of the vector potential.
Model Excitations
In addition to containing ports, the model also needs to be driven by a
current source to model the emission of the transmon qubit into the coplanar
waveguide resonator. A current source can be implemented in a similar
manner to the excitation approach discussed in [114]. In particular, a source
region is explicitly meshed that bridges the gap between two conductors
in the model. A set of edges in this source region are then identified as
being “sources”. The current source is then implemented by forcing the
expansion coefficient of the RWG function at each source edge to have a
value determined by the current source. The resulting incident potentials
can then be evaluated by simply multiplying the columns of each method of
moments matrix associated with a source edge by the corresponding temporal
value of the associated current source. Although not needed currently for this
modeling process, voltage sources can also be easily accommodated using a
variety of approaches, e.g., [19, 111].
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5.6.3 Computing Output Operators
At this point, it is now possible to discuss how the output operators will
be computed using an integral equation approach. This is complicated by
the fact that the transmon cannot be treated as a port in the overall model.
This is not allowable because it would violate the weak coupling assumptions
made in Section 5.5 to establish the Green’s function relationship between
the transmon current operator and the emitted field operators. This is be-
cause, in general, treating the transmon as a port would allow signals to exit
the model through this port. This is incompatible with the weak coupling
approximation, which relies on the transmon not interacting with the photon
once it has been emitted.
Instead, the transmon must be treated as a current source that drives the
overall model. Considering this, it will be necessary to determine a compu-
tational approach to calculate the total current operator flowing through the
resistors that model the ports. This current operator can then be related
to incoming and outgoing currents using standard boundary conditions and
continuity arguments [100].
Port Current Operators
To begin, it will first be established that the current operators flowing through
the port resistors can be computed from the transmon current operator. Im-
portantly, this can be performed using results from a classical CEM compu-
tation.
To do this, it is first recalled from Section 5.5 that the magnetic field




′, t− t′) · Ĵt(r′, t′)dt′dr′. (5.150)
Next, an integral form of the quantum Ampère’s law is used to write∮
Ĥ(r, t) · dl =
∫∫
Ĵ(r, t) · dS +
∫∫
∂tD̂(r, t) · dS. (5.151)
This can be specialized to the case where the quantum Ampère’s law is
applied around a port region by shrinking the integration surface to be in-
finitesimally larger than the port itself. As a result of this, the integration
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of the displacement current operator can be considered negligible. Next, the




Ĥ(r, t) · dl. (5.152)







′, t− t′) · Ĵt(r′, t′)dt′dr′. (5.153)
This can be written in a more suggestive form by recalling the explicit
definition of the transmon current operator given in (5.67). This allows


















〈j|n̂|j + 1〉∂tσ̂j,j+1(t) + H.c.
]
. (5.156)
In (5.156), the transmon raising and lowering operators have been written
more compactly as σ̂j,j+1 = |j〉〈j + 1|.
Upon closer inspection of (5.155), it can be concluded that Gport,t(t − t′)
is simply the classical port current measured at time t due to an impulse of
classical current from a source at the location of the transmon (r′) at time
t′. As a result, Gport,t(t − t′) can be computed by solving a classical TDIE.
Importantly, this provides a process to determine the current operators at
the output ports of a single photon source in terms of the transmon current
operator.
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Recovering the Output Photon Ladder Operators
Although it is useful to compute the total current operator flowing through
the port resistors, it is not the main operator of interest. Instead, it is
desired to compute the bosonic ladder operators for the output port modes.
This is desirable to be compatible with most of the physics literature on
quantum optics and circuit QED systems, which typically always consider
the electromagnetic fields through the ladder operators [1, 24,87,92].
Fortunately, this is not a significantly challenging task. The main result
that is leveraged is that
Î(t) = Îout(t)− Î in(t), (5.157)
where Î is the total current operator flowing through the resistor and Îout(in)
is the corresponding output (input) current operator in the equivalent semi-
infinite transmission line [100]. This result can be viewed as a boundary
condition on the fields or as a result of current continuity [100], and as a
result has a direct correspondence for classical microwave networks [95].
For the most basic analysis of a single photon source, there is no explicit
Î in that needs to be included in the model. This amounts to a few approx-
imations that are generally reasonable to consider for this kind of system.
The first assumption is that the drive signal used to excite the transmon has
already exited the system before the photon emission occurs. This is reason-
able for typical operating conditions because the drive signals are typically
around 10 ns long [93,115], while the photon emission rate is on the order of
1 to 10 MHz [2, 6]. Since single photon sources typically use cavities with a
high leakage rate, it is reasonable to assume that the short microwave drive
pulse has left the simulation domain prior to photon emission occurring [2].
The second main assumption is that there are no thermal noise photons that
need to be accounted for through Î in. Most circuit QED systems are operated
at low mK temperatures, and so this is a relatively standard assumption [24].
It should be noted that although these assumptions are reasonable for mod-
eling an isolated single photon source, it can become increasingly important
to model these and other related effects in larger or cascaded quantum sys-
tems that would be needed to realize a quantum computer or other quantum
information processing circuits. As a result, taking into account these effects
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is of interest for future work.
Considering these assumptions, the output current operator is directly
related to the current operator flowing through the port resistors. From the
projector-based quantization procedure discussed in Sections 5.2.2 and 5.3.1,















where without loss of generality the semi-infinite transmission line has been
oriented along the z-axis [100]. Further, the propagation velocity for the
particular current mode is given by vp = 1/
√
LpCp. Note that both Lp and
Cp are functions of ωp.
This expression for the output current operator is complicated, and so it
is worthwhile to consider the physics of what it represents in more detail. As
will be seen shortly, this aids in determining a strategy to recover the ladder
operators from Îout. The first point to note is that if there were no inter-
action with another system (e.g., the transmon) the time dependence of the
photon ladder operators would be completely described by the exponentials
in (5.158). Hence, these terms can be viewed as accounting for the rapid
oscillations of these operators at the carrier frequency of the overall photon
wavepacket. Due to this, the temporal dependence of âp and â
†
p will describe
the envelope of the photon wavepacket. For a single photon source modeled
in the rotating wave approximation (as is done in this work), the emitted
photon will have a narrow linewidth, which corresponds to a slowly varying
envelope.
Considering this, a standard approximation can be made to simplify this
expression. First, because the bandwidth of the photon wavepacket is narrow,
the
√
ωp and Lp factors can be approximated as constant and taken outside
of the integral [87]. Making this approximation, the output current operator
















where ωp,c is the carrier frequency of the photon wavepacket and Lp,c is Lp
evaluated at ωp,c. Now, the Fourier transform of (5.159) can be taken at



















which shows that the frequency spectrum of Îout will consist of two narrow
peaks. The first peak is centered at ωp,c and is associated with âp, while the
second peak is located at −ωp,c and is associated with â†p. Due to the large
spectral separation, a simple downconversion and low-pass filtering proce-
dure can be applied to isolate the temporal dependence of the envelope for
either ladder operator. These envelopes are typically what are of interest for
characterizing quantum systems [2, 6, 77].
Note that although this procedure ignored the presence of an input current
operator, its presence can be easily accommodated for in the future. This
amounts to a simple correction to the computed total current operator by
simply subtracting out the known input current operator at each time step
of the modeling process. From there, the output current operator can be
downconverted and low-pass filtered in the same manner discussed above.
5.7 Computing the Time Evolution of the Transmon
Operators
To complete the modeling process, it is necessary to be able to compute the
time evolution of the transmon current operator to feed the dyadic Green’s
function based photon propagation model. As has been briefly alluded to in
Section 5.5, it is paramount that this computation takes into account appro-
priate damping terms to model various physical processes, such as sponta-
neous emission. Fortunately, this problem falls into the well-studied area of
analyzing open quantum systems where every degree of freedom of the sys-
tem is not explicitly tracked (as would be necessary for a completely rigorous
Hamiltonian description of the physics) [87,92,116].
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In this section, one particular modeling approach applicable to analyzing
a single photon source that is weakly coupled to an electromagnetic environ-
ment is discussed. This approach uses a form of the Lindblad master equation
that is appropriate for computing the time evolution of quantum operators
in the Heisenberg picture [116, Ch. 3]. Since this is an unfamiliar area of
physics for many electrical engineers, an introduction to the Lindblad mas-
ter equation is discussed first in Section 5.7.1. Following this, the particular
time evolution equations for the transmon system using a Heisenberg picture
version of the Lindblad master equation are presented in Section 5.7.2. As
will be discussed shortly, an important part of the Lindblad master equation
formalism is the incorporation of decay and dephasing rates to model various
physical phenomena. A discussion on these rates specialized to modeling a
microwave single photon source is given in Section 5.7.3.
5.7.1 Lindblad Master Equation Background
The rigorous analysis of an open quantum system is an extremely challenging
problem to solve. As a result, much of the development in this area has fo-
cused on determining approximations that can simplify the analysis without
compromising the utility of the physical model. Fortunately, in many cases of
quantum optics and circuit QED, substantially simplifying approximations
have been found to provide good agreement with measured results for a wide
array of important physical phenomena [2,6, 117].
Following the standard terminology of open quantum systems, the term
system in this section will refer to the local quantum system being explic-
itly modeled and the term environment will refer to a large bath/reservoir
of modes that the system can interact with. Due to the large size of the
environment, the goal of analyzing open quantum systems is to find a frame-
work to consistently describe the time evolution of the local quantum system
without requiring the detailed analysis of the many (often infinite) degrees
of freedom of the environment.
The essential assumptions that are needed to neglect the detailed tracking
of the environment are the following [117]. First, the system needs to be con-
sidered to be separable initially; i.e., there are no correlations between the
system and the environment at the beginning of the analysis. Second, the
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Born approximation is made. This requires that the state of the environment
is not significantly changed by the interaction of the environment with the
system, and that the system and environment remain separable throughout
the time evolution. The Born approximation is typically considered to be
appropriate in cases where the interaction is weak and if the environment is
much larger than the system [117]. Another essential assumption is that the
Markov approximation holds. This requires that the time scale of decay in
the environment is much shorter than the time scale that the system dynam-
ics follows. This is also often referred to as a short-memory environment, i.e.,
the dynamics of the system do not depend on previous states of the environ-
ment. Finally, the secular approximation is also made, which neglects “fast
rotating” terms that change at rates much faster than the standard system
time evolution [117]. This final approximation is similar to the rotating wave
approximation.
Overall, the combination of these approximations allows for a Markovian
master equation to be derived for the time evolution of the system density
matrix (in the Schrödinger picture) or system quantum operators (in the
Heisenberg picture). This equation is often written in a standard way, known
as the Lindblad master equation [116, 117]. The Lindblad master equation
has the desired effect of consistently describing the time evolution of an
open quantum system without explicitly modeling the dynamics of the large
environment.
Before continuing, it is important to emphasize in what sense the Lindblad
master equation computes the time evolution of the system density matrix
or operators. In particular, the solution of the equation can be best under-
stood as being the average result that would occur over many independent
realizations of the dynamics of the system of interest.
Now, the explicit form of the Lindblad master equation can be discussed.
In general, it is most common for the Lindblad master equation to be written
such that it computes the time evolution of the system density matrix in the
Schrödinger picture. In this form, the Lindblad master equation is
d
dt
ρ(t) = Lρ(t), (5.161)
200
where















In (5.162), {·, ·} is an anticommutator, Ĥ is the Hamiltonian describing the





In (5.163), Ŷj is some system operator that the system can “collapse” through
due to its interaction with the environment and γj is the decay or dephasing
rate associated with this system operator. Further, the symbol L here is often
referred to as a super-operator since it maps an operator (in this case, the
density matrix) to another operator. It should be noted that the derivation
of (5.161) and (5.162) is rigorous under the approximations mentioned at the
beginning of this section. However, the choice of which operators should be
included as Lindblad collapse operators is often based on phenomenological
arguments.
It is useful to consider a specific physical system to help understand the
structure of (5.162). Toward this end, consider a single-mode cavity that can
have a variable number of photons within the cavity mode. For this situation,
the system Hamiltonian should describe the unitary dynamics of the photon
modes, i.e., Ĥ = ~ωâ†â. Now, for a realistic cavity there will always be some
leakage rate of photons leaving the cavity due to the imperfect termination
of the cavity. This is accounted for in (5.162) by including a Lindblad col-
lapse operator. For photons leaking out of a cavity, the appropriate collapse
operator is â. Now, the effect of this term can be intuitively understood by
expanding out the terms in the large parentheses in (5.162). Considering a
diagonal element of the density matrix in a Fock state basis, the first term
in the large parentheses becomes â|n〉〈n|â† = n|n − 1〉〈n − 1|. Hence, this
term can be associated with photons leaving the cavity. Now, considering
the terms in the anticommutator, the result becomes â†â|n〉〈n| = n|n〉〈n|.
Hence, these terms can be associated with perturbations to the system dy-
namics that do not lead to a loss of a photon. Although it is not obvious from
these equations, the terms in the large parentheses in (5.162) are the most
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general set of perturbations to the unitary system dynamics that allow for a
consistent description of an open quantum system (given the approximations
being made) [116]. As a result, these terms capture all of the ways that the
system can interact with the environment.
To continue building intuition regarding the physics of (5.162), consider a
two-level system described in the Pauli matrix basis. In this representation,
the lowering operator, σ̂−, would be included as a Lindblad collapse operator
with a decay rate given by the spontaneous emission rate of the two-level
system. Similarly, if a pure Markovian dephasing of the system is also de-
sired to be modeled, then σ̂z would also be included as a Lindblad collapse
operator with an appropriate dephasing rate. In contrast to these two opera-
tors, the raising operator, σ̂+, would typically not be included as a Lindblad
collapse operator. If it were included, this term would correspond to the
environment spontaneously raising the system to an excited state. This is
often not realistically possible for the common operating conditions of qubits
used in quantum information processing devices (e.g., very low temperatures,
relatively isolated from the “world”, and a stable ground state).
Now, to begin moving toward the desired Heisenberg picture equation, it
is necessary to consider the expectation values of system operators. Under













where the formal solution of (5.161) has been used in the last equality. Note
that the square brackets have been included in (5.164) to emphasize that the
super-operator should only operate on ρ in this equation.
The desired Heisenberg picture Lindblad master equation can be found
by requiring that the expectation values of operators give the same result
regardless of whether the computation is performed in the Heisenberg or
Schrödinger picture. To move to the Heisenberg picture, another super-
operator that is the adjoint of L for the expectation value needs to be defined.
This adjoint operator, denoted as L†, is defined for the expectation value so















From this, the Heisenberg picture operator at time t can be identified as
X̂(t) = exp(L†t)X̂(0). The Heisenberg picture equation of motion for X̂(t)
can then be readily seen to be
d
dt
X̂(t) = L†X̂(t). (5.166)
The remaining task is to derive the correct expression for L†. This can be














This can be seen by expanding the operation of exp(Lt) on ρ(0) in (5.165)
using the regular Taylor series approach and using the cyclic properties of
the trace operator. With the Lindblad master equation now expressed in the
Heisenberg picture, it can be specialized to the case of a microwave single
photon source using a transmon qubit. This is done in the next section.
5.7.2 Transmon Operator Time Evolution Equations
With the basic concepts introduced, it is now possible to consider the specific
Lindblad master equation that is appropriate for the transmon single photon
source of interest to this work. To account for the weak anharmonicity of the
transmon qubit, the first three levels (|0〉, |1〉, and |2〉) of the transmon will
be considered [6]. Further, the temporal characteristics of the microwave
drive pulse that is used to excite the transmon will be explicitly modeled
in the Hamiltonian so that the effects of interesting and/or non-ideal pulse
shapes can be more directly considered [6, 115].







σ̂j j−1 + σ̂j−1 j
)]
, (5.168)
where σ̂ij = |i〉〈j| and
E(t) =
Ex(t) cos(ωdt) + Ey(t) sin(ωdt), 0 < t < tg0, otherwise, (5.169)
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describes the temporal shape of the microwave drive pulse. This drive pulse
uses two independent quadrature channels which are truncated after a time
tg [115]. Further, in (5.168), ω1 is the angular frequency difference between
the ground and first excited level and ω2 is the angular frequency difference
between the first and second excited level. Additionally, λ1 = 1 and λ2 = λ.
Note that λ weighs the relative strength of the different transitions, and is
generally taken as
√
2 for the weakly anharmonic qubits typically used in
circuit QED systems [6, 93,115].
Commonly, the drive pulses are completed on the order of 10 ns, which
is significantly faster than any of the relaxation times of the system [93].
As a result, this Hamiltonian can be viewed as being approximately time-
independent. However, the decay mechanisms do still influence the dynamics
of the system while the microwave drive signal is being applied. As a result,
it is useful to include the drive signal in the Hamiltonian to provide a more
realistic prediction of how the transmon is excited to its higher states.
To simplify the numerical analysis, it is beneficial to transform the equa-
tions to a “rotating frame”. This is a simple transformation of the Hamil-
tonian that amounts to shifting the frequency scale of the various terms.
In particular, moving to a rotating frame at the microwave drive frequency
amounts to writing all other frequencies in the system relative to this drive
frequency. The numerical effect is that the very fast oscillations at frequencies
near ωd no longer need to be tracked, which can allow a much larger time step
to be used to capture the other system dynamics (e.g., spontaneous emission
which may not occur before many cycles at ωd have passed).


















σ̂j j−1 − σ̂j−1 j
)]
(5.170)
after the rotating wave approximation has been made [115]. In (5.170),
δ1 = ω1−ωd and δ2 = ∆+δ1, where ∆ = ω2−ω1 is the intrinsic anharmonicity
of the transmon. For simplicity, this work will only consider the utility of
a single quadrature channel, Ex; however, the equations below can be easily
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generalized to account for both quadrature control channels, if desired.
Considering these simplifications, the final system Hamiltonian that will
be used in the Lindblad master equation can be explicitly written as
Ĥ = ~
[






















which account for spontaneous emission between the relevant levels through
Ŷ1 and Ŷ3, while pure dephasing of the excited states are accounted for
through Ŷ2 and Ŷ4 [6]. The decay rates associated with these Lindblad col-
lapse operators will be considered in more detail in Section 5.7.3.
With the system Hamiltonian and Lindblad collapse operators now spec-
ified, the system of equations for the time evolution of the various system
operators can be derived. For the operators associated directly with the





































Before continuing, it is useful to consider the physics contained in these
equations. To begin, the terms multiplied by Ex will be considered. Since Ex
is only non-zero for a very short time, it is easiest to gain intuition for the
terms multiplied by Ex while ignoring the remaining terms. Considering this,
it is seen that the terms multiplied by Ex contain the raising and lowering
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operators between the various states. This is sensible because the Ex accounts
for the microwave drive pulse that is used to drive the transitions between
transmon levels. It is also useful to note that the sign of the raising and
lowering operators switch between the equations. For example, in (5.173),
the raising operator σ̂10 has a positive sign, but in (5.174) this same operator
has a negative sign. This encodes into the equations the “swapping” of
excitations between the levels.
Finally, the terms without Ex can be considered. As mentioned previously,
for standard operation Ex will be non-zero for a very short amount of time.
As a result, the remaining terms describe the decay between the various
levels due to spontaneous emission. One can formally solve these differential
equations in the absence of Ex to see that the excited state populations will
exhibit an exponential decay profile that is characteristic of a spontaneous
emission process [74].
Now, the derivation of the Lindblad equations for the raising and lowering














































































































As with the previous equations, it is useful to comment on the physics
at play in these equations. Beginning again with terms multiplied by the
microwave drive signal, it is seen that the raising and lowering operators are
related to the population difference between the relevant transmon levels.
The exception is in (5.180) and (5.181), where the population difference is
not able to enter the equation. This is due to the particular formulation
of the Hamiltonian used, which implicitly omits interactions between non-
nearest neighboring states due to the low weighting of these interactions in
the large EJ/EC limit the transmon operates at [93]. As a result, the only
way for these operators to produce changes between the levels |0〉 and |2〉 is
through the intermediate raising and lowering operators that are multiplied
by the drive signal.
Considering now the terms not multiplied by Ex, it is seen that each op-
erator has a term that will produce phase oscillations (e.g., iδ1σ̂10). These
“free oscillation” terms are balanced by the various decays due to the terms
arising from the Lindblad collapse operators. These will produce exponen-
tial decay profiles, as expected for the spontaneous emission process being
modeled with these equations. Further, from (5.178) and (5.179), it is seen
that the raising and lowering operators between higher excited states have
more decay terms. This will lead to these operators decaying at a quicker
rate than the operators associated with transitions between the lower energy
states.
The final pieces of information needed to complete the formulation of this
system are initial values for the various operators. From the definition of
a Heisenberg picture operator, the initial values for these operators should
equal the value of the corresponding Schrödinger picture operator. Consid-
ering this, the initial values can be written in a simple matrix representation
for these operators. Since only the |0〉, |1〉, and |2〉 states are being modeled,
each operator can be represented by a 3x3 matrix. The matrix representa-
tions for the initial operator values are
σ̂00(0) =
1 0 00 0 0
0 0 0
 , σ̂11(0) =
0 0 00 1 0
0 0 0
 , σ̂22(0) =










0 1 00 0 0
0 0 0
 , σ̂12(0) = σ̂†21(0) =
0 0 00 0 1
0 0 0
 . (5.183)





0 0 00 0 0
0 0 0
 , (5.184)
which reflects that this form of direct coupling between these states is typi-
cally negligible [93].
This completes the formulation of the Lindblad master equation for the
various Heisenberg picture transmon operators. The result is a set of coupled
first-order ordinary differential equations that can be solved using a number
of standard numerical integration approaches (e.g., a Runge-Kutta method).
The solutions of these equations can then be used to reconstruct the transmon
current operator needed in the photon propagation model. In particular, this
can be done using (5.67).
5.7.3 Decay Rates
To achieve numerical results that demonstrate correct physical phenomenol-
ogy, it is necessary to determine appropriate decay rates to use for the various
Lindblad collapse operators given in (5.172). In general, each of the differ-
ent decay rates is influenced by a multitude of factors making the accurate
computation of them very challenging [93]. In addition to this, there are two
classes of decay rates that need to be considered. These are the decay rates
associated with relaxation mechanisms (γ1 and γ3) and those associated with
dephasing mechanisms (γ2 and γ4). Due to the differences between these two
classes of decay rates, they will be considered separately below.
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Relaxation Mechanisms
To begin, the decay rates associated with relaxation mechanisms are con-
sidered. Although the general analysis of these decay rates is complicated,
single photon sources are operated in a regime that allows significant sim-
plification. In particular, only a single decay mechanism dominates all other
mechanisms in a single photon source. The particular dominant decay rate
is that associated with spontaneous emission of the qubit into the transmis-
sion line electromagnetic modes [2]. Hence, the problem of computing the
relaxation decay rate for a single photon source reduces to the computation
of the spontaneous emission rate of a quantum emitter in an electromagnetic
environment. This is a problem that has been studied previously, which gives
the well-known result that the spontaneous emission rate can be related to
the imaginary part of the dyadic Green’s function of the electromagnetic
environment [8, 118,119].
To see this, it is useful to recall that Fermi’s golden rule gives the sponta-




|〈f |ĤI |i〉|2δ(ωfi − ω0), (5.185)
where ĤI is the interaction Hamiltonian that accounts for the spontaneous
emission and ωfi is the frequency associated with the energy difference be-
tween the initial (i) and final (f) state of the emitter [118]. From the
field-based transmon Hamiltonian developed in Section 5.3.2, the interaction











2eβ〈j|n̂|j + 1〉σ̂j,j+1 + H.c.
]
. (5.186)
Note that for notational simplicity, the transmon is being treated as a point
dipole oriented along the unit vector n̂d for this expression. The voltage
integral present in the full field-based expression can be evaluated instead if
desired.
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n̂d · Ek(r0, ωk)E∗k(r0, ωk) · n̂d
]
δ(ωk − ω0), (5.187)
where the delta function has been rewritten to enforce that the field modes are
resonant with the frequency the spontaneous emission rate is being evaluated
at (denoted as ω0). Further, the position of the emitter is r0.
The form of the eigenmode expansion in (5.187) is reminiscent of that seen
in the dyadic Green’s function; e.g., see (5.120). Using standard mathemat-












k(r, ωk)δ(ω − ωk). (5.188)













It is of course possible to compute the imaginary part of the dyadic Green’s
functions using the methods outlined in Section 5.6.
The particular procedure for computing the spontaneous emission rate of
the transmon using circuit excitations is as follows. The geometry is meshed
in the normal manner, including a source region that is explicitly meshed for
the transmon qubit. The full method of moments impedance matrix is then
computed, with the RWG functions in the source region treated as regular
unknowns in the computation (i.e., there are columns and rows associated
with all of the RWG functions). The model is then excited through a current
source, which amounts to moving the various columns of the impedance
matrix associated with the source RWG functions to the RHS of the equation
(they are now known excitations). The rows associated with these source
RWG functions are also removed from the matrix, and stored for later use.
The reduced method of moments matrix equation is then solved to determine
the excitation coefficients for all of the equivalent sources defined on the
geometry.
The inner product of these solved basis coefficients can then be taken with
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the various rows of the full method of moments matrix that were associated
with the source RWG functions. The result is the spatial integral of the scat-
tered potentials at the location of the source region, which is proportional to
the dyadic Green’s function. Depending on the potential-based TDIE used,
some rescaling of the received potentials may be needed to explicitly calcu-
late the dyadic Green’s function. In the case of the D-PBIE, the result is
already directly proportional to the dyadic Green’s function so that no de-
tailed rescaling is needed. However, the result does need to be multiplied by
a “dipole length” to account for the integration of the current densities over
the source region. For this work, the effective dipole length was taken to be
the distance between the unattached nodes of the two triangles associated
with a source RWG function. This result can then be appropriately substi-
tuted into (5.189) to compute the spontaneous emission rate. More details
on the results of these calculations will be discussed in Section 5.8.2.
The final term in (5.189) that is needed is |〈f |n̂|i〉|. From [93], these
coupling matrix elements can be found to be









in the transmon limit (i.e., large EJ/EC). Hence, one can easily see that
γ(1,2)(r0, ω0) ≈ 2γ(0,1)(r0, ω0).
It is now possible to connect these results to the Lindblad collapse oper-
ators detailed in (5.172). In particular, the decay rates can be identified as
γ1 = γ(0,1) and γ3 = γ(1,2). It should be noted that in the Lindblad master
equation, these spontaneous emission rates should be evaluated at the emis-
sion frequency of the transition between the relevant transmon levels. Due
to the anharmonicity of the transmon, this means that γ3 may not be exactly
equal to 2γ1. However, this is offset by the weak coupling regime of cavity
QED that single photon sources are operated in, which leads to the sponta-
neous emission rate not being strongly dependent on frequency. In fact, this
is an assumption that is necessary for the derivation of the Lindblad master
equation and many basic input-output theory results [87,92].
Before continuing, it is worth commenting on the expected values for the
spontaneous emission rate of a single photon source using a transmon qubit.
One of the first single photon sources using a transmon qubit had a sponta-
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neous emission rate of approximately γ1/2π ≈ 1.9 MHz [2]. A more recent
work using a different coupling strategy had a γ1/2π ≈ 7 MHz [6]. Due to
the constraints on fabrication and the need to maintain a weak coupling link
between the transmon and electromagnetic modes, it is not expected that
designs of similar single photon sources will have spontaneous emission rates
significantly different from these two. Hence, it is reasonable to expect a
spontaneous emission rate in the range of 1 to 10 MHz. This can be con-
trasted with the inherent spontaneous emission rate of a well-designed and
fabricated transmon qubit where spontaneous emission is an undesirable de-
cay mechanism. For these systems, the state of the art has decay rates in the
low kHz range [24]. This clearly highlights that even in the weak coupling
regime the spontaneous emission rate can be substantially modified due to
the electromagnetic environment (known as the Purcell effect [78]) to develop
a single photon source with desirable qualities using transmon qubits [2, 6].
Dephasing Mechanisms
Modeling the various contributions to dephasing rates in QED systems is a
more difficult and nuanced task compared to modeling a dominant relaxation
method of an emitter. As a result, the detailed analysis of dephasing mech-
anisms is far outside of the scope of this work. Instead, benchmark results
from various experimental implementations of a transmon qubit will be used
in the Lindblad master equation.
One useful result is the single photon source developed in [6]. This work
included a detailed characterization of the device that was able to experi-
mentally derive a pure dephasing rate for the transmon. In particular, this
work had a pure dephasing rate of γϕ/2π ≈ 30 kHz. This is consistent with
the state of the art for transmon qubits [24].
This pure dephasing rate can now be used to determine γ2 and γ4 for the
Lindblad master equation used in this work. To do this, it is noted that
the total decay rate for σ̂01 should be equal to the total dephasing rate,
which accounts for dephasing due to both relaxation and pure dephasing.
This total rate is traditionally given in terms of the T2 coherence time of the
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for a system whose main relaxation rate is dominated by the spontaneous
emission rate γ(f,i) [24]. Comparing this to the decay terms in (5.176), it is
seen that γ2 should be equal to 2γϕ for the total dephasing rate to correctly
enter the equation of motion [24]. A similar argument also holds for γ4.
Hence, numerical results in this work will typically use γ2/2π = γ4/2π = 60
kHz.
5.8 Modeling Procedure Results
With the full-wave modeling procedure of the emission from a single photon
source now fully developed, it can be applied to analyze a device similar to
that discussed in [2]. To begin this process, the geometry of the single photon
source modeled in this work is discussed in detail in Section 5.8.1. Following
this, the results from computing the spontaneous emission rate of the trans-
mon qubit in this device are discussed in Section 5.8.2. These spontaneous
emission rate results are then used as decay rates in the Linblad master equa-
tion to compute the time evolution of the transmon operators. The results
of this calculation are discussed in Section 5.8.3. The time-dependent trans-
mon operators are then used to compute the transmon current operator that
acts as a source to the dyadic Green’s function photon propagation model.
Finally, the results of this photon propagation model are discussed in Section
5.8.4.
5.8.1 Single Photon Source Geometry
In this section, the geometry of the single photon source modeled in this
work is detailed. Although many of the features of this single photon source
are similar to the design in [2], it should be emphasized that the dimensions
do not match exactly. Hence, it is expected that the modeled results will be
similar to the results achieved in [2]; however, they will not match exactly.
The full single photon source geometry that was modeled is shown in Fig.
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5.3. The main features of the model are enlarged as insets in this figure.
These are the input coupling capacitor (located at the left end of the de-
vice), the transmon qubit (located near the input capacitor), and the output
coupling capacitor (located at the right end of the device). A CPW resonator
is formed in between the input and output coupling capacitors. Taking into
account the loading caused by these capacitors (but not including the load-
ing due to the transmon), the resonance frequency of the CPW resonator
is 5.115 GHz. At the outputs of the CPW resonator, there are sections of
CPW transmission lines with constant parameters. These sections are added
to allow space for the fields to assume their expected shape for the transmis-
sion line before terminating the model in ports formed by lumped element
resistors.
More detailed views of each of the main regions of this device are shown
in Figs. 5.4 to 5.7. Included in these figures are the dimensions of each
feature. These dimensions are all specified in µm (unless the dimension is
an angle). From these figures, it is clear that this device has important
features spanning a wide range of length scales (e.g., from multiple mm to
single µm sized features). As a result, this is an excellent example of the
type of multiscale geometries that are essential to model for designing and
analyzing circuit QED systems. To further illustrate the multiscale aspects
of this geometry, the mesh used in the numerical analysis of this geometry is
shown for a few of the important locations of the device in Fig. 5.8.
Before continuing, there are a few more aspects of the computational model
that need to be discussed. First, it is recalled from Section 5.6.1 that this ge-
ometry has been modeled with infinitely thin conducting sheets and a single
background effective permittivity. The effective permittivity was computed
as a function of the different CPW transmission line parameters at the two
port regions of the model for a 0.5 mm thick silicon substrate (relative per-
mittivity of 11.68). The effective permittivity does change a little at various
parts of the device, so an average value was used for the actual computa-
tional model. In particular, εeff = 6.325 was used for the results in this work.
With this effective permittivity, the guided wavelength for this transmission
line structure is approximately 23.32 mm at 5.115 GHz. Considering this, it
is seen that many of the features of the single photon source are extremely
subwavelength. As a result, it can be challenging to successfully apply tradi-
tional field-based CEM tools to analyze this geometry over broad frequency
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Figure 5.3: Geometry of the single photon source modeled in this work.
The input and output coupling capacitors, as well as the transmon qubit,
are all enlarged in insets to this figure. Units on the axes are in meters.
ranges.
In addition to this, the dimensions of the input and output CPW trans-
mission lines were attempted to be kept close to those in [2]. This does not
lead to a characteristic impedance of 50 Ω. Instead, both of the lines have
characteristic impedances of approximately 44 Ω. To terminate these trans-
mission lines, both ground planes were artificially brought into contact with
the transmission line. Lumped element resistors were then defined across the
connection point to act as a “matched load”. Due to the simplicity of this
modeling approach, the return loss for this type of “matched load” has been
found to be only on the order of 12 dB. It should be further mentioned that
because both ground planes are brought into contact with the signal conduc-
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Figure 5.4: Detailed view of the input coupling capacitor. All distances are
specified in µm.
Figure 5.5: Detailed view of the output coupling capacitor. All distances
are specified in µm.
tor there are effectively two resistors in parallel terminating the transmission
line. As a result, terminating resistors with a resistance of 88 Ω were used so
that the parallel combination would match the characteristic impedance of
the transmission line.
Finally, it can be seen in Fig. 5.6 that there is a single (very) narrow
conductor connecting the two branches of the interdigital capacitor. This
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Figure 5.6: Detailed view of the transmon qubit. All distances are specified
in µm.
Figure 5.7: Detailed view of the meandered sections of transmission line.
All distances are specified in µm. Radii are measured at the centerline of




Figure 5.8: Mesh used in the computational model around (a) the transmon
qubit and (b) the output coupling capacitor.
“bridge” between the two interdigital capacitor branches is where the Joseph-
son junctions are typically located for a transmon qubit [93]. For many trans-
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mons, two Josephson junctions connected in parallel would actually be used.
This forms a superconducting loop that allows the effective Josephson energy
of the qubit to be tuned in situ using an applied magnetic flux (for more de-
tails, see Appendix C). Due to the extremely small size of this feature, it is
reasonable to neglect the effect on photon propagation caused by having two
“bridges” as opposed to one. This was done for the modeling performed in
this work to provide a slight simplification to the overall geometry.
5.8.2 Spontaneous Emission Rate Results
The procedure for computing the spontaneous emission rate of a transmon
qubit embedded in a transmission line structure discussed in Section 5.7.3
was applied to the single photon source geometry detailed in the previous
section. The particular potential-based TDIE used for the analysis was the
D-PBIE.
A single edge that spanned the complete width of the bridge between the
two interdigital capacitor branches of the transmon qubit was selected to act
as the current source for the simulation. For the two triangles attached to
this edge, the effective dipole length (i.e., the distance between the nodes not
attached to the source edge on the two triangles) of the current source was
9.35 µm.
The remaining terms in (5.189) were set in the following way. It was as-
sumed that the charging energy of the transmon was EC/h = 0.37 GHz, in
accordance with the charging energy of [2]. The Josephson energy was then
set to EJ/h = 6.305 GHz so that the emission frequency of the single photon
source would be 4.32 GHz. It should be noted that the overall spontaneous
emission rate is a relatively weak function of EJ and EC . However, deter-
mining more exact values for EC would be good for future analysis. Finally,
the β that appears in (5.189) was not used in this calculation. This is be-
cause β accounts for a voltage divider ratio between the various capacitances
of the structure. Since these capacitances and their interactions are rigor-
ously accounted for in the full-wave model, the β parameter in (5.189) is
unnecessary.
The 4.32 GHz emission frequency was selected so that the operating point
of the device would be in the weak coupling regime of cavity QED [2]. This
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Figure 5.9: Computed spontaneous emission rate of the transmon qubit
embedded in the single photon source device.
can be seen by first noting that the resonance frequency of the CPW resonator
is 5.115 GHz. Due to similar device designs between the single photon sources
considered in this work and [2], it is assumed that a similar level of coupling
between the transmon and resonator is achieved. This is approximately 100
MHz [2], which is significantly smaller than the difference between the trans-
mon emission frequency and the cavity resonance frequency. As a result, this
system can be assumed to be in the weak coupling regime of cavity QED.
A modulated Gaussian pulse was used for the temporal profile of the cur-
rent source in the spontaneous emission rate calculation. The center fre-
quency was 5 GHz and the bandwidth of the pulse was 1 GHz. The time
step used in the simulation was 8.33 ps. The computed spontaneous emission
rate from this simulation is shown in Fig. 5.9. The particular rate shown
is computed for a transition between the |1〉 and |0〉 states of the transmon
qubit. The rates for spontaneous emission between the |2〉 and |1〉 states can
be easily found by multiplying these results by 2. The results shown in Fig.
5.9 can be seen to be quite reasonable by comparing them to the measure-
ments performed in [2] and recalling the approximations made in this current
work (e.g., infinitely thin conductors). In [2], a CPW resonator with a funda-
mental frequency of 5.19 GHz was used. The measured spontaneous emission
rate for that device was approximately 1.9 MHz at an emission frequency of
4.68 GHz.
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Now, the spontaneous emission rates that will be used in solving the Lind-
blad master equation can be specified based on the results in Fig. 5.9. At
the main emission frequency of 4.32 GHz, the spontaneous emission rate can
be seen to be 1 MHz. The spontaneous emission rate for transitions be-
tween the second and first excited levels can be found after specifying the
anharmonicity of the transmon. For this analysis, the asymptotic result that
the relative anharmonicity of the transmon is −(8EJ/EC)−1/2 was used [93].
This gives an anharmonicity of −370 MHz. Hence, the emission frequency
associated with transitions between the second and first excited levels is 3.95
GHz. Considering this, the spontaneous emission rate for this transition can
be seen to be approximately 1.52 MHz.
5.8.3 Transmon Operator Time Evolution Results
In this section, the results of solving the Lindblad master equation to com-
pute the time evolution of the transmon current operator are discussed. To
first illustrate that the model is working correctly, some of the results of [2]
are replicated. Following this, the numerical results using the parameters as-
sociated with the single photon source developed for this work are discussed.
To begin replicating the results of [2], the parameters associated with the
model need to be reviewed. For this system, the EC/h = 0.37 GHz and
EJ/h = 7.40 GHz. This combination of parameters gives an emission fre-
quency of 4.68 GHz and an anharmonicity of −79 MHz. The spontaneous
emission rate at 4.68 GHz was measured to be approximately 1.9 MHz. Since
no details were given with respect to the spontaneous emission rate between
the |2〉 and |1〉 states, it is assumed that the rate is simply twice the measured
rate for the transition between the |1〉 and |0〉 states. The pure dephasing rate
for the transmon qubit was estimated to be 1 MHz in [2]. This is significantly
worse than the current state of the art, marking the great improvements in
fabrication that have been achieved since the work of [2]. Finally, a Rabi
pulse with a pulse width of 12 ns and a drive frequency of 4.68 GHz was used
in the model.
The Heisenberg picture Lindblad master equation is solved for Rabi pulses
with pulse angles ranging from 0 to 12π for the parameters mentioned above.
The temporal profile of the imaginary part of 〈σ̂01〉 is plotted in Fig. 5.10
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Figure 5.10: Computed results from the Heisenberg picture Lindblad
master equation using device parameters from [2]. The pulse areas are all
normalized by π.
for each of the different Rabi pulses. The results can be seen to be in good
agreement with those shown in Fig. 4 of [2].
Now, the Heisenberg picture Lindblad master equation can be solved for
the parameters of interest to the single photon source geometry detailed in
Section 5.8.1. These are reviewed here for ease of reference. For this system,
it was assumed that EC/h = 0.37 GHz was a reasonable charging energy
for the transmon shown in Fig. 5.6. The emission frequency of 4.32 GHz
was then achieved by using a Josephson energy of EJ/h = 6.305 GHz. The
anharmonicity for this set of parameters is expected to be around −370
MHz. The various decay rates used in the Lindblad master equation were
γ1/2π = 1 MHz, γ3/2π = 1.52 MHz, and γ2/2π = γ4/2π = 60 kHz. Finally,
a Rabi pulse with a pulse width of 8 ns and a drive frequency of 4.32 GHz
was used in the model.
The results for this set of parameters are shown in Figs. 5.11 to 5.14. To
begin, the expectation values for the population of each transmon state are
shown in Fig. 5.11 for a few Rabi pulse areas. It is clearly seen that the sum-
mation of the expectation values for each state’s population always adds to
one for each pulse area, as expected. Further, it is seen that the expectation
values for the population of each state are close to the theoretically ideal




Figure 5.11: Expectation values for the populations of the transmon
eigenstates for Rabi pulse areas of (a) π/2, (b) π, and (c) 2π.
superposition of the |0〉 and |1〉 states so that both 〈σ̂00〉 and 〈σ̂11〉 should be
close to 0.5 after the Rabi pulse ends. For a π-pulse, the transmon should be
ideally excited completely to the |1〉 state. Hence, for this case it would be
expected that 〈σ̂11〉 should be close to 1. Finally, a 2π-pulse should leave the
transmon back in the |0〉 state after the Rabi pulse. As a result, 〈σ̂11〉 should
be close to 0. Deviations from these ideal results occur due to spontaneous
emission and non-radiative decay that arises from the pure dephasing. It is
also noted that the excited population of the |2〉 state is negligible for this set
of parameters. This is not always the case if a very narrow Rabi pulse width
is used or the anharmonicity of the transmon is lower due to the operating
point of the device.
Next, the expectation values for σ̂01 and σ̂10σ̂01 are investigated for the
same set of canonical Rabi pulse areas. These results are shown in Fig. 5.12.




Figure 5.12: Expectation values for σ̂01 and σ̂10σ̂01 for Rabi pulse areas of
(a) π/2, (b) π, and (c) 2π.
and 0 for π/2-, π-, and 2π-pulses, respectively. The ideal values for 〈σ̂10σ̂01〉
after the Rabi pulse has been applied are 0.5, 1, and 0 for π/2-, π-, and
2π-pulses, respectively. These are the results for a π/2-pulse because this
should prepare the transmon in an equal superposition state of |0〉 and |1〉.
Similarly, 〈σ̂01〉 should be 0 when a π-pulse is applied because the transmon
state should be |1〉, which has a completely indeterminate phase (a standard
property for a Fock state). Finally, the results for the 2π-pulse follow easily
by noting that this pulse area should return the transmon to its |0〉 state.
The expectation values for σ̂01 and σ̂10σ̂01 over a wider range of Rabi pulses
are shown in Fig. 5.13.
The final set of results shown are for Im{〈σ̂01〉} and Re{〈σ̂01〉} at a fixed
instance in time with varying Rabi angle (i.e., a vertical slice of the 2D plots
in Fig. 5.13). The results for t = 0.1µs are shown in Fig. 5.14. The
main point to note is that the expectation values achieved at larger Rabi
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(a) (b)
Figure 5.13: Results of (a) Im{〈σ̂01〉} and (b) Re{〈σ̂10σ̂01〉} for a wide range
of Rabi pulses. The pulse areas are all normalized by π. The dashed blue
lines on both plots mark when the Rabi pulse has decayed to one-tenth of
its maximum value.
Figure 5.14: Values of Im{〈σ̂01〉} and Re{〈σ̂01〉} when t = 0.1µs.
pulse areas become progressively further away from the ideal expectation
values for Rabi oscillations. This is again due to the decay mechanisms
in the model. For this system, it is seen that only a slight “calibration”
in the Rabi pulses would be needed to achieve closer to ideal behavior at
larger pulse areas. However, for systems that have higher decay rates (e.g.,
a larger spontaneous emission rate) the amount of deviation from the ideal
Rabi oscillations can become much more significant. As a result, a careful
trade-off must be made between the efficiency of the source (driven in part
by how large the spontaneous emission rate is) and its ability to carefully
prepare a desired quantum state.
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Now, the solution of the Lindblad master equation can be used to compute
the transmon current operator that will be used as an excitation to the photon
propagation model. This is done easily by using (5.176) to (5.179) to compute
the needed time derivatives of the transmon raising and lowering operators
for the transmon current operator defined in (5.67). The normalized spectra
of the transmon current operator for π/2- and π-pulses are shown in Fig.
5.15. Since each operator is characterized by a 3×3 matrix computationally,
there are nine matrix elements that could be plotted. For this current work,
the initial density matrix is assumed to be uniformly in the ground state. As
a result, only the (1, 1) matrix element of the transmon current operator will
impact the expectation values of operators. As a result, it is the spectrum
of this matrix element that is plotted in Fig. 5.15. From the inset in Fig.
5.15, it is easy to see that the spectra mostly follow a Lorentzian line shape.
It is also seen that the π-pulse leads to a transmon current operator with an
asymmetric lineshape. This is partially due to the rapid decay in σ̂01 and
σ̂10 due to the system being raised to the |1〉 state with high accuracy. It
can also be noted that there is effectively no spectral content at frequencies
associated with transitions between the |2〉 and |1〉 states. This is because
there is essentially no accidental excitation of the |2〉 state for this system’s
operating point.
5.8.4 Photon Propagation Model Results
In this section, the results of the photon propagation model are presented.
For this computation, the output current operators from the single photon
source are computed. As detailed in Section 5.6.3, these can be computed
by solving a classical TDIE and monitoring the currents flowing into the
resistors modeling the ports. In particular, the same MOT matrix system
that was used to compute the spontaneous emission rate of the transmon
qubit discussed in Section 5.8.2 was used to compute the currents flowing
into the port resistors. Although not shown in detail here, the traditional
EFIE was also used to analyze this geometry. This system was numerically
unstable, similar to what has been shown in Chapters 2 and 4.
Although the same MOT system was used, a different temporal profile
for the current source was used to compute an “impulse response” of the
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Figure 5.15: Normalized spectra for the transmon current operator. Values
are shown for the (1, 1) matrix element that contributes to expectation
values for the current modeling process.
single photon source. In particular, an approximation to a delta function
with a 6 GHz cutoff frequency was used. The cutoff frequency is necessary
because the MOT system was only computed to be accurate for results with
maximum frequency content near 6 GHz. The spectrum of the approximately
bandlimited delta function is shown in Fig. 5.16. It is clearly seen that the
amplitude is essentially constant from 0 to 6 GHz. There is a sharp cutoff
after 6 GHz so that the frequency content outside of the valid range for the
MOT system is minimized. From basic Fourier analysis, it is easy to see that
the temporal profile associated with this spectrum will be very similar to a
sinc function.
The impulse response characterizing the currents flowing into the two resis-
tors at the port near the large output coupling capacitor of the single photon
source are shown in Fig. 5.17. For reference, the temporal profile of the
input current operator is also shown. It is clear that the currents measured
at the two resistors are significantly different. This is because the location
of the transmon leads to it exciting a slotline mode significantly more than
the intended CPW transmission line mode. In the future, a device designed
with appropriately placed airbridges could help to reduce the propagation of
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Figure 5.16: Normalized spectrum for the approximately bandlimited delta
function used to compute the single photon source’s current impulse
response.
the slotline mode [120]. Alternatively, a different resonator design could be
used that purposefully transitions from a slotline mode to a CPW structure.
Before continuing, it is interesting to note a few more features of the tem-
poral profiles in Fig. 5.17. In particular, the distances between peaks can be
used to determine the likely propagation paths that a signal traveled before
reaching the port resistors. First, the temporal delay between the primary
peaks of the input pulse and the current at the bottom resistor corresponds to
a physical propagation distance that approximately matches the trace length
between center of the transmon qubit and the resistor in the model. Hence,
this can be seen to correspond to the direct propagation path between the
transmon and the bottom resistor. The temporal delay between additional
peaks in the measured current at the bottom resistor can be seen to match
the round trip distance between the resistor and the small input coupling
capacitor.
A similar analysis can be performed for the current measured at the top
resistor. For this current, there is a longer temporal delay between its primary
peak and the peak of the input current. This additional delay closely matches
the round trip distance between the transmon qubit and the input coupling
capacitor. This extra delay occurs because the current must first propagate
to the input coupling capacitor before it can be converted into a slotline
228
Figure 5.17: Normalized currents measured at the resistors near the large
output coupling capacitor. The orange (yellow) trace is associated with the
resistor on the top (bottom) side of the CPW trace (see Fig. 5.3).
mode in the upper part of the CPW trace. After this conversion, the current
can propagate freely to the top resistor at the output port of the CPW
trace. The remaining temporal delays between peaks in the current for the
top resistor also match the round trip distance between the resistor and the
input coupling capacitor.
Next, the output operators associated with the photon annihilation and
creation operators are recovered. This involves convolving the current im-
pulse responses given in Fig. 5.17 with the transmon current operator. The
downconversion and filtering procedure discussed in Section 5.6.3 can then be
applied to isolate the annihilation and creation operators. Since the bulk of
the current is associated with a slotline mode in the bottom gap of the CPW
trace, the output photon annihilation and creation operators of this mode
are computed. The expectation values for â, â†, and â†â are computed for
this mode for Rabi pulse angles of π/2, π, and 2π. The results are shown in
Figs. 5.18 to 5.20. Due to the fast decay rate of the CPW resonator, there is
an imperceptible impact on the temporal profiles of these expectation values
at the µs time scales that the transmon qubit decays over.
From these results, it is seen that there are largely negligible temporal
effects due to photon propagation for this single photon source. However, it




Figure 5.18: Expectation values for â extracted from the current operator
in the bottom resistor for Rabi pulse areas of (a) π/2, (b) π, and (c) 2π.
important as single photon sources like the one modeled in this work are used
to excite additional components in a quantum system, such as beamsplitters.
In these situations, the interference effects caused by photons experiencing
different propagation paths can become important [98]. This is typically able
to be controlled very well for relatively small “toy” scale devices to demon-
strate basic quantum effects [73]. However, as quantum devices are scaled up
to be able to perform useful quantum information processing, it becomes in-
creasingly difficult to ensure that the propagation effects are identical for the
many photons involved. Further, residual interactions caused by reflections
as components are cascaded in a practical quantum system will also become
more pronounced. Another area where the propagation effects can become
important is when temporal shaping of single photons is pursued [121]. The
modeling approach developed throughout this chapter can be useful to quan-




Figure 5.19: Expectation values for â† extracted from the current operator




Figure 5.20: Expectation values for â†â extracted from the current operator
in the bottom resistor for Rabi pulse areas of (a) π/2, (b) π, and (c) 2π.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
In this work, a large number of new TDIEs have been formulated. Developed
within a potential-based framework, it was systematically shown how these
new TDIEs outperform many traditional field-based methods at modeling a
variety of subwavelength and multiscale geometries. This was demonstrated
for the analysis of both PEC and penetrable regions over a broad range
of frequencies. With continued development, it is anticipated that these
TDIEs can play an important role in the analysis of a variety of quantum
electromagnetic devices operating from microwave to optical frequencies.
In Chapter 2, a number of potential-based TDIEs were developed for the
analysis of PEC objects. Key to this development was the use of func-
tional analysis techniques. These were used to determine the spatiotempo-
ral Sobolev spaces that basis and testing functions should be selected from
to greatly enhance the numerical stability of a MOT discretization of the
potential-based TDIEs developed in this work. In addition to developing a
set of basic potential-based TDIEs, multiple strategies to make the potential-
based TDIE systems immune to interior resonances were also devised. These
techniques are important to enable a CEM solver to analyze deeply multiscale
systems that have both significant subwavelength and wavelength sized fea-
tures simultaneously. Geometries of this type are commonly encountered in
the field of circuit QED, making these potential-based TDIEs an interesting
candidate for analyzing and designing these systems.
One area for future work related to potential-based TDIEs for PEC regions
is to systematically analyze the conditioning of these systems for different
geometries. The development of appropriate preconditioners to improve the
conditioning of the MOT system is also of great interest. Relevant work
on the augmented EFIE suggests that using a constraint preconditioner for
potential-based TDIEs could be a viable approach [122]. In addition to
preconditioning, it is also necessary to study how established fast algorithms
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for field-based TDIEs can be used to accelerate the solution of potential-based
TDIEs over broad bandwidths [21,22].
Next, Chapter 3 presented the development of potential-based time domain
integral representation formulas in the Lorenz and radiation gauges. These
integral representation formulas can be used in a general process to devise
many different potential-based TDIEs in these gauges. To support the future
use of these formulas, the Sobolev space properties of each of the integral
representation formulas and their relevant traces were also discussed.
The potential-based time domain integral representation formulas were
then used in Chapter 4 to derive a number of potential-based TDIEs ap-
plicable to analyzing penetrable regions. These systems were shown to be
effective at analyzing penetrable regions down to very low frequencies. How-
ever, the systems that were found to be low frequency stable and accurate
were unfortunately seen to become unstable at higher frequencies where wave
physics effects began to become more important. As a result, there is still
an open question on how to develop a potential-based TDIE system that is
stable and accurate over all frequency ranges. Overcoming this issue will
be important for this approach to be relevant to the analysis of practical
geometries of interest to engineers. Similar to the PEC systems, it will also
be necessary to systematically study the conditioning of the MOT matrix
system and the acceleration of the solution of potential-based TDIEs for
penetrable regions in the future.
Finally, Chapter 5 presented the development of a full-wave modeling
methodology applicable to single photon sources. This new modeling ap-
proach provides a way to compute the propagation of quantum operators
characterizing the photons emitted from a single photon source. This model-
ing methodology was then used to analyze a microwave single photon source
that can be used in circuit QED systems. The computed numerical results
were seen to be consistent with previous experimental studies, while pro-
viding additional information about the detailed propagation effects of the
emitted photons for situations where that information is needed. Although
a circuit QED system was studied in this work, this modeling approach can
also be applied to study single photon sources that are of interest in quantum
optics.
There are many avenues for future work related to the developments of
Chapter 5. However, one of the most interesting paths to explore is in relax-
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ing the weak coupling approximation used to linearize the analysis. By doing
this, the detailed analysis of a much broader range of quantum electromag-
netic systems can be considered. Relaxing this approximation will lead to
a nonlinear quantum system. TDIEs have been used in the past to analyze
classical devices loaded with nonlinear circuit elements [123]. As a result,
the use of TDIEs is a possibly attractive option for the analysis of nonlinear
quantum electromagnetic systems.
Another area of interest related to Chapter 5 would be finding an alterna-
tive approach to compute the time evolution of the transmon current opera-
tor. Although the Lindblad master equation is a relatively easy approach to
use, it is not computationally efficient for the analysis of large systems. One
common technique used in the Schrödinger picture that is more efficient is the
Monte Carlo trajectory approach to analyzing open quantum systems [117].
It would be interesting to see if a corresponding Heisenberg picture approach
that is compatible with using CEM tools could be devised to improve the
computational efficiency of the method.
Finally, it would also be useful to model the interaction between photons
emitted by different single photon sources using this modeling methodology.
For example, routing the output of two single photon sources to a beam
splitter could be used to observe the Hong-Ou-Mandel effect completely in
numerical simulation [73]. This is an excellent example of a relatively simple
quantum system that produces a completely quantum effect. Hence, it is a
good test case to illustrate the capabilities of this modeling strategy.
Clearly, there are many exciting directions that this work can be extended
in. It is hoped that the breadth of possible applications of these methods
continues to lead to fruitful work in the future.
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APPENDIX A
DISCRETIZATION OF TIME DOMAIN
INTEGRAL EQUATIONS
For completeness, this appendix discusses how to discretize TDIEs. Although
multiple approaches have been developed, the most popular discretization
method is the MOT technique. This approach is relatively simple to im-
plement compared to other discretization approaches and can be accelerated
with fast algorithms. Further, it is performed completely in the time domain,
which is important for maintaining compatibility with analyzing nonlinear
systems. This is of significant interest for the multiphysics analysis of quan-
tum electromagnetic systems.
The remainder of this appendix is organized as follows. The basic process
of the MOT discretization is presented in Section A.1. Following this, the
approach used to accurately evaluate the various spatiotemporal integrals
needed in the discretization process is discussed in Section A.2.
A.1 Marching-on-in-Time Discretization
In order to solve the integral equations derived throughout this work, the
equations must be converted into suitable matrix systems. For simplicity,
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dS ′ = n̂×
.
Einc(r, t), (A.1)
is considered to introduce the basic procedure, known as the MOT method.
The first step of the MOT method is to discretize S into a union of trian-
gular patches. Next, the unknown current density is expanded with known











In (A.2), fn is the spatial basis function associated with the nth interior edge,
T (j)(t) = T (t− j∆t) is the temporal basis function, and J (j)n is the expansion
coefficient to be solved for. Additionally, Ns is the total number of interior
edges on S, Nt is the number of time steps the simulation will cover, and
∆t is the width of each time step. Typically, the spatial basis functions
are selected to be RWG functions [48]. More options exist for the temporal
discretization, but the most common choices are third-order Lagrange inter-
polating functions or quadratic B-spline functions [124, 125]. As discussed
throughout this work, the proper choice of temporal basis function is critical
to the stability of a TDIE.
To solve for the expansion coefficients in (A.2), a matrix system needs to
be developed. This is done by testing the TDIE temporally and spatially
to arrive at a set of equations. To yield a square matrix system, the TDIE
is tested at each interior edge of S with an RWG function. This process is
performed at each time step, which is equivalent to temporal test functions
of the form δ(t−i∆t). The physical meaning of this process is to require that
the incident electric field and all scattered fields “collected” at the mth RWG
function cancel at each time step. This ensures that the correct boundary
condition is maintained throughout the simulation.
The matrix system describing this process at an arbitrary time step is































fm(r) · Einc(r, i∆t)dS. (A.5)
Finally, {J (i)} = {J (i)1 , J
(i)
2 , . . . J
(i)
Ns
}T . By solving (A.3) at each time step, the
expansion coefficients of (A.2) may be calculated.
A few comments are in order to understand (A.3). First, the matrix [Z(0)]
is typically very sparse and represents the immediate interactions that occur
between nearby basis functions. Similarly, the rest of the matrices are also
sparse and represent the interactions between basis functions after the scat-
tered fields have propagated for a certain number of time steps. Although all
of the matrices are sparse, collectively they still constitute all of the O(N2s )
interactions expected by an integral equation method. Importantly, the sum-
mation of matrix vector products in (A.3) has a maximum number of terms,
determined by how many time steps it takes for a signal to propagate the
distance corresponding to the maximum separation of any two points on S.
This allows the expansion coefficients at each time step to be calculated based
on the incident field and a finite number of past values of the current density.
Performing this process at each time step constitutes the MOT procedure.
It should be noted that although these MOT matrices are typically sparse,
this does not hold for low frequency excitations. This can have important
consequences on the types of preconditioners and iterative solution methods
that are appropriate for the MOT system.
The computational complexity of this procedure is O(NtN
2
s ). Similar to
frequency domain methods, this is often a prohibitively high computational
complexity for problems of practical interest. Fortunately, fast algorithms
have been developed which can lower this computational complexity. In
particular, the multilevel plane wave time domain method (PWTD) has a
computational complexity ofO(NtNslog
2Ns) [21]. Other fast algorithms exist
(including for low frequency problems), however, this is not the focus of this
work so they will not be discussed further.
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A.2 Accurate Evaluation of Matrix Elements
A necessary but not sufficient condition for the stability of a MOT-discretized
TDIE is that the matrix elements be accurately evaluated [36]. Various
methods have been developed to do this, with the most popular being those
of [44–46]. All of these methods have produced accurate results, and due
to the similarity in integral operators between the potential- and field-based
TDIEs, are directly applicable to the TDIEs derived throughout this work.
However, the method presented in [46] was selected for use in this work
because of its ease of implementation for arbitrary basis functions. This is a
result of the method being purely numerical (i.e., no analytical integrations
need be derived as in [44,45]) which allows it to be applied to a wide range of
basis functions. In contrast, the methods of [44,45] are designed specifically
for RWG functions and would require extensive work to be extended to other
basis functions. For completeness, the basics of the method presented in [46]
are discussed in this section.
The approach of [46] is to approximate the time domain Green’s function,




using an expansion that is separable in the spatial and temporal domains.







′)Pl(x) = δ(x− x′), (A.7)
where Pl is the Legendre polynomial of degree l. By using this expansion for
the delta function in (A.6), the numerical integrations needed for evaluating
matrix elements can be greatly simplified. This is because the temporal and
spatial integrals can be evaluated almost independently of each other.
With the basic approach understood, the actual factorization of the Green’s
function can now be considered. This is performed first by limiting the total
temporal support that the separable expansion will cover. This is done by
g(r, r′, t) =
1
4πR







Figure A.1: Geometry defining the various parameters used in the
separable expansion of the Green’s function.
where the additional convolution with δ(t − ζ/c) limits the support of the
separable expansion. In particular, ζ is selected to be the largest multiple
of c∆t between an observation (testing) quadrature point and the source
triangle that the expansion is being performed over, as illustrated in Fig.
A.1. By limiting the separable expansion to be performed over a smaller
temporal support, quicker convergence to an acceptable accuracy level in the
series expansion is achieved.
The next step is to apply the separable expansion to the second delta
function in (A.8), giving







where R̃ = b(R− ζ)/c− 1, al = b(2l+ 1)/2, and the sum has been truncated





which is used to normalize the argument of the Legendre polynomials so
that they cover the entire range of −1 to 1 over the integration region. To
achieve this, ν is calculated as the smallest integer such that a sphere with
radius cν∆t centered at the observation point will completely enclose the
source triangle (see Fig. A.1). Numerical experiments suggest that selecting
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Nh = 3(ν − ζ/(c∆t)) provides acceptable results [46].
The critical result of this expansion is that the temporal and spatial inte-
grals in the TDIEs can now be evaluated almost independently. This allows
frequency domain methods to be utilized for the spatial integrals, e.g., [126].
The temporal integrals can also be easily handled with one-dimensional Gaus-
sian quadrature. Despite its simplicity in implementation, this method is able
to provide high enough numerical accuracy to achieve stable MOT discretiza-
tions.
The concepts just discussed are sufficient for the discretization of most
integral operators. However, in both field- and potential-based TDIEs there
can be some integral operators that involve a temporal integral from negative
infinity to the present time that must be discretized. Extra care is needed in
this evaluation to not increase the computational complexity of the overall
MOT method. For completeness, details on how to evaluate these integrals
are now presented. Additional discussion can be found in [46,127].
To make the discussion more concrete, the case of the EFIE will be con-










































∇′ · J(r′, t′)
4πRε
dt′dS ′. (A.14)
The LV operator may be discretized easily using the methods just discussed.
However, the LS operator is more challenging to discretize, so the process
will be reviewed in detail.
A naive discretization of (A.14) will lead to a MOT implementation that
has a higher computational complexity than the traditional O(NtN
2
s ). This
must be avoided for obvious practical reasons, so a recursive calculation
procedure has been developed to calculate portions of the temporal integral
in (A.14) [46].









A similar summation is required for implementing a discretized version of
the LS operator. For an arbitrary t, this summation can be separated into








while the second set is the integrals for which (A.16) does not apply. At later
time steps, integrals in the first set contribute a constant amount to the full
result. It is inefficient to recalculate the sum of these constant results for
every time step. Instead, a recursive procedure can be leveraged that only
needs to be updated with the values of integrals that are transitioning from
the second set to the first set.
In the context of the EFIE, this type of recursive procedure can be applied
in the following way. To see this, first consider the tested LS operator with





















∇ · fm(r)∇′ · fn(r′)dS ′dS. (A.17)











where κ = (i− j)∆t− ζ/c. In this expression, the inner integral of the basis
function may be calculated analytically and then evaluated at the necessary
points for the one-dimensional numerical quadrature used to expand the outer
integral. Some care must be taken because the support of the integral of the
basis function is unbounded. However, for sufficiently large values κ− t′, the
result simply becomes constant. This suggests that a recursive procedure
can be used in simplifying the overall computation.
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The procedure for calculating the temporal integral in (A.18) can now be
discussed. This procedure will be broken into two parts: one that deals
with the integral when the inner integral over the temporal basis function is
changing and one when the inner integral gives a constant result. For the
first part, the inner integral is still changing because κ − t′ is still within
the support of T . In this region, ξ̂
(i−j)
l may be evaluated as if a standard
basis function was being used. The result of the integration can then be used
accordingly in (A.17).
In the second part, the inner integral is constant because κ− t′ is greater
than the support of T . In this situation, the integral becomes much simpler.
This is because the Legendre polynomials are mutually orthogonal between
different orders. As a result, once the inner integral is constant over the
support of Pl, the only Legendre polynomial that needs to be considered is
P0.
To express these ideas mathematically, it will be useful to introduce more
notation. First, it is noted that the support of T is [−∆t, p∆t], where p is
determined by the particular basis function used. Further, it can be noted













T (t′′)dt′′dt′, for κ− β∆t < p∆t (A.19)
ξ̄
(i−j)
l = δl0β∆t, for κ− β∆t ≥ p∆t, (A.20)
where δl0 is a Kronecker delta function. Note that the second expression has
not completely accounted for the temporal integral of the basis function. This
will be accounted for separately so that the matrix elements may be defined
appropriately. By separating ξ̂
(i−j)
l into two expressions, the LS operator








































































∇ · fm(r)∇′ · fn(r′)dS ′dS. (A.23)
A modified MOT system for the EFIE may now be expressed that accounts
















































, p ≤ κ/∆t− β ≤ (p+ 1)
0, otherwise,
(A.26)




fm(r) · Einc(r, i∆t)dS. (A.27)
A recursive calculation is used to compute {C(j+1)}, which is given by
{C(j+1)} = {C(j)}+ {J(j)}
∫ ∞
−∞
T (t′)dt′, {C(1)} = 0. (A.28)




SOBOLEV SPACE BASICS FOR SURFACE
INTEGRAL EQUATIONS
As mentioned in the main text, choosing basis and testing functions that
conform to the Sobolev space properties of TDIEs can greatly improve the
accuracy and stability of the discretization. Because this subject is not of-
ten encountered in the engineering literature, this appendix includes a short
primer on the spatiotemporal Sobolev spaces used throughout this work.
This begins by introducing the basic spatial Sobolev spaces necessary to an-
alyze surface integral equations in Section B.1. Following this, Section B.2
extends these spatial spaces to be spatiotemporal spaces that are useful in
analyzing TDIEs. To make these discussions more concrete, the example of
the EFIE is used throughout this appendix. Finally, B.3 briefly gives ex-
amples of simple functions that are members of the various Sobolev spaces
discussed.
B.1 Introduction to Spatial Sobolev Spaces
Sobolev spaces are used in physics to rigorously define the properties of func-
tions that are needed for them to be considered “physical” solutions to differ-
ential or integral equations. Typically, the particular property that is desired
is that the solution produces finite energy within a domain [43]. This can
usually be expressed by requiring the function and some number of deriva-
tives to be square integrable, i.e., members of the Hilbert space L2. A simple






















for the time-harmonic case, with angular frequency defined by ω and a tilde
used to denote that a quantity is in the frequency domain in this appendix.
For the remainder of this appendix, the explicit dependence on ω for fre-
quency domain functions will often be omitted for brevity when it is clear
from context.
From (B.1), it can be seen that for Ẽ to be finite requires that both Ẽ and
∇×Ẽ be in L2 (or equivalently, in terms of H̃). As a result, when trying to
define function spaces for which solutions to differential or integral equations
should be sought in, it is necessary to consider Sobolev spaces.
In general, a Sobolev space can be defined as the vector space of functions
for which a particular norm is finite. For the example here, the Sobolev space









In (B.2), ||·|| is the standard L2 norm over V . The additional ω scaling factor
in (B.2) is included to make the norm more closely match the calculation
of electromagnetic energy given in (B.1). As a result, if a function is in
H(curl, ω, V ) it can be concluded that it has finite electromagnetic energy,
as desired. It should be mentioned that keeping track of these ω factors is
not traditional in frequency domain analysis. However, as will be seen later,
monitoring these terms will be crucial in establishing results for time domain
functions [40].
A similar space that is related to the divergence of functions will also be









In addition to defining Sobolev spaces for vector functions, it will be useful
to have Sobolev spaces related to the energy of scalar functions that arise
from scalar wave equations. The typical space is denoted as H1(ω, V ), and








This norm can be related to the energy of a wave function ũ in V [40]. This
can be intuitively seen by recognizing that the first term in (B.4) acts like
a kinetic energy and the second term acts like a potential energy. Again,
analysis purely performed in the frequency domain will typically omit the
scaling of this norm by ω. However, it will be critical when attempting to
derive properties in the time domain, as will be seen later.
Up to this point, the Sobolev spaces discussed were defined over a volume
for simplicity. However, since the focus of this work is solving surface integral
equations, it will be necessary to consider the definitions of Sobolev spaces
that contain the boundary values of the functions in V (i.e., spaces defined
on a 2D surface in a 3D space). Since the bounding surface (denoted as S)
of the volume has a measure of zero, the exact mathematical definition of
these boundary values becomes complicated. This is similar, in principle,
to the problem of specifying the value of an L2-“function” at a point. To
address this problem, the trace theorems were developed. The result of these
theorems is a definition of trace operators that make rigorous the meaning
of restricting a function from Sobolev spaces defined over V to ones defined
over S. It should be noted that in the Sobolev space context, the term trace
is unrelated to other common traces used in physics, such as the trace of
operators or the density matrix in quantum physics.
With respect to typical Sobolev spaces used in physics, the trace opera-
tors lead to the definitions of two new spaces, H1/2(S) and its dual space
H−1/2(S), which are introduced in a simple manner in [43]. The space
H1/2(S) consists of boundary values of functions in H1(V ), while H−1/2(S)
consists of the normal derivatives of functions in H1(V ). A number of ways
to define these fractional order Sobolev spaces exist, but the two most com-
mon ones will be given here. The first space that will be defined is H1/2(S),
which is composed of the boundary values of functions in H1(V ) [43]. The
first definition of H1/2(S) will be specified in the spatial domain. The result-


















to be finite [43]. Note that in (B.5), R = |r − r′| and ∗ denotes a complex
conjugate. The origin of this space can be understood by recognizing that
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the second term is a generalization of the Hölder condition to an L2 space.
This provides a link to requiring functions to be Hölder continuous, which is a
stronger requirement than simply being continuous. This stronger continuity
is needed so that the singularity in (B.5) is integrable. Recalling the integral
operators used in solving scalar surface integral equations in electromagnet-
ics, it is seen that this corresponds to the strongest singularity encountered.
As a result, this space is defining the needed continuity properties of surface
functions so that they can be relevant to solving surface integral equations.
An alternative approach to defining the space H1/2(S) utilizes a spatial












where û(ξ) is the spatial Fourier transform of ũ and ξ is the Fourier transform
variable [40]. This approach to defining the norm generalizes much easier
to other fractional order Sobolev spaces, and so, it is the most often used
definition. However, the simplicity of the expression can hide how it relates
to solving integral equations.
In addition to handling the basic boundary values of functions, the normal
derivatives of functions defined in the volume Sobolev spaces also need to be
defined over surfaces (e.g., for Neumann boundary conditions). The space of
the normal derivatives of functions in H1(S) is denoted as H−1/2(S), and as
previously mentioned is the dual space to H1/2(S). The norm for this space
is defined as the dual norm to (B.5), i.e.,








for an appropriate ũ ∈ H1(V ) [43]. In general, this norm is extremely difficult
to compute explicitly; however, this is rarely needed in practice. Despite this
complexity, some intuition about H−1/2(S) can be gained by the structure of
this norm. In particular, it is noted that ṽ was required to satisfy a stronger
form of continuity to be in H1/2(S). Hence, the space H−1/2(S) can contain
less smooth functions since their irregularity can be compensated for by the
smoothness of ṽ to still provide a finite result in (B.7).
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As with the earlier cases, it will be more useful to have ω-scaled norms to
connect to the time domain, resulting in the spacesH1/2(ω, S) andH−1/2(ω, S)
[40]. The norms for these spaces are best defined using the more abstract












More details on this space can be found in [40].
As will be seen throughout this work, H−1/2(ω, S) will be used more fre-
quently as it is important for defining part of the Sobolev spaces that are
typically relevant for solving electromagnetic integral equations [35]. The
two spaces are H−1/2(div, ω, S) and H−1/2(curl, ω, S). The norms associated



















where the divergence and curls in these norms are to be interpreted as surface
divergences and curls [35,43].
It is also important to note that these spaces are dual spaces to each
other, and that if ṽ ∈ H−1/2(div, ω, S) then n̂ × ṽ ∈ H−1/2(curl, ω, S) (and
vice-versa, where n̂ is the unit normal vector to S) [35, 43]. In the engi-
neering literature, these two spaces are typically referred to as the spaces of
div-conforming and curl-conforming functions defined on a surface S, respec-
tively. An example of a function in H−1/2(div, ω, S) is the RWG function,
which is commonly used in the engineering literature to discretize surface
integral equations [36,48]. As stated above, this also means that n̂×RWG is
in H−1/2(curl, ω, S).
With the needed surface Sobolev spaces defined, it is instructive to con-
sider an example of how they are connected through trace operators to
some of the previously defined volume Sobolev spaces. Taking the exam-
ple of H(curl, ω, V ), a possible trace operator would be n̂ × ṽ|S for ṽ ∈
H(curl, ω, V ), which would produce a function in H−1/2(div, ω, S) [35, 43].
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An important property of any trace operator is that it is a bounded opera-
tor. For the example above,
||n̂×ṽ||H−1/2(div,ω,S) ≤ C(V )|ω|
1
2 ||ṽ||H(curl,ω,V ), (B.11)
where C(V ) is a constant that only depends on V [35]. Although mathemat-
ically useful, these operators also have physical meaning. For instance, in
integral equations in electromagnetics, the equivalent electric and magnetic
current densities are typically used as unknown source functions, defined as
J̃ = n̂×H̃ and M̃ = Ẽ× n̂, respectively [32]. When these definitions are
considered in the context of (B.11), it illustrates the physically clear bound-
edness of the equivalent current densities by the electromagnetic energy in
some surrounding volume.
Combining many of the concepts discussed in this section, it is possible
to establish bounds on the results of applying different integral operators
to functions in appropriate Sobolev spaces. As a particular example, the
integral operator from the EFIE for perfectly conducting objects embedded















is the free-space Green’s function with k = ω/c and ω = γ+iσ and σ > 0 [35].
The need for ω to be defined in this way will be made clearer in Section
B.2. Note that the notation L{J̃}(r, ω) is used to stress that this is being
viewed as a function defined by the L operator being applied to the function
J̃. In particular, L{J̃}(r, ω) can be identified as the scattered electric field
produced by J̃.
For J̃ ∈ H−1/2(div, ω, S) and Ω being some external region to S, the fol-
lowing bound can be established:
||L{J̃(·, ω)}||H(curl,ω,Ω) ≤ C(S, σ)|ω|
1
2 ||J̃(·, ω)||H−1/2(div,ω,S). (B.14)
This is established in two basic steps. The first step involves applying a trace
operator to bound the energy of the scattered electric field in Ω by a norm
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taken only over the surface. In particular, (11) from [35] is used. This is
||L{J̃(·, ω)}||H(curl,ω,Ω) ≤ C(S)|ω|−
1
2 ||n̂× L{J̃(·, ω)}||H−1/2(div,ω,S). (B.15)
At this point, properties of the integral representations being used to solve
the physical problem can be exploited to derive bounds on the scattered
energy by the source function that produces it. For this example, this type
of bound is given in (16) of [35], which is
||n̂× L{J̃(·, ω)}||H−1/2(div,ω,S) ≤ C(S, σ)|ω|||J̃(·, ω)||H−1/2(div,ω,S). (B.16)
At this point, (B.15) and (B.16) can be combined to give (B.14), which
demonstrates that the energy of the scattered electric field is bounded by the
source that produces it. Although this is physically obvious, bounds like this
play a vital role in establishing the mathematical logic needed to rigorously
determine the stability properties of a TDIE.
B.2 Introduction to Spatiotemporal Sobolev Spaces
With the basic structure of spatial Sobolev spaces useful for analyzing in-
tegral equations now understood, it is possible to consider how they can be
extended to be relevant to analyzing TDIEs. To begin this process, it will
be useful to again consider the electromagnetic energy. Converting (B.1) to












Following the frequency domain example, a Sobolev space can be defined
to capture the needed properties for a time domain function to have finite
electromagnetic energy. This space is denoted as H(curl, t, V ) with norm
||v(·, t)||H(curl,t,V ) :=
(







Note that this norm is computing the energy at a fixed instant in time.
For a function to be a valid solution to a TDIE, it will need to produce finite
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energy according to the norm in (B.18) at all instants in time. Considering
this, it will be a very difficult task to define the necessary properties of func-
tions to be useful solutions to TDIEs directly in the time domain. Instead,
the approach advocated in [40] is to derive properties in the Laplace domain
and then transform these back to the time domain (this is also the approach
in [34–36]). The general process is the following. Since the functions for
the problems considered are assumed to be zero ∀t < 0, the Fourier-Laplace
transform yields analytic functions whose rate of convergence toward zero at
infinity can be established using standard mathematical analysis results. By
invoking Parseval’s theorem, the convergence of the appropriate integral over
the Laplace domain can then be used to bound the time domain results.
Considering this, it will be necessary to first define the Fourier-Laplace





where ω = γ + iσ and f = 0, ∀t < 0. From this, it is seen that σ provides
damping to the integrand to assist in convergence.
Within this context, Parseval’s theorem becomes∫ ∞
−∞





||f̃(·, ω)||2E dω, (B.20)
where E will be one of the spatial Sobolev spaces discussed in this work. As
alluded to earlier, Parseval’s theorem will allow a connection between the
time and frequency domain analysis [40].
As a concrete example of the process for determining the Sobolev space
that solutions to a TDIE should be found in, the integral operator from the

















It is difficult to directly determine what properties will be needed of J so
that the function L{J}(r, t) (i.e., the scattered electric field) will have finite
energy for all time. However, this problem can be approached by applying
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Parseval’s theorem to get∫ ∞
−∞







Using the bound in (B.14) then gives∫ ∞
−∞
e−2σt||L{J}(·, t)||2H(curl,t,Ω) dt




|ω| ||J̃(·, ω)||2H−1/2(div,ω,S) dω. (B.23)
From this, the needed properties of J̃ to produce a finite scattered electric
field for all time can be directly seen. Note that this only establishes the
minimum properties that will be needed of a function to be considered as a
possible solution to the integral equation. In particular, this bound does not
prove the stability of the integral equation. To do this, it will be necessary
to determine a bound on J̃ in terms of the incident field (which from (B.23)
also then bounds the scattered field).
With the result of (B.23), a set of ad hoc Sobolev spaces can be defined.
These Sobolev spaces have been developed in [34], and form the foundations
of the functional framework used for analyzing TDIEs. The first family of
spaces are for vector functions, and are denoted as H s1,s2div and H
s1,s2
curl . The
norms for these spaces are





|ω|2s1||f̃(·, ω)||2Hs2 (div,ω,S)dω, (B.24)





|ω|2s1 ||f̃(·, ω)||2Hs2 (curl,ω,S)dω. (B.25)
From these norms, it can be seen that s1 is related to the temporal differ-
entiability of the functions, while s2 is related to the spatial differentiability.
Importantly, the norm for these spaces can be related back to the electro-
magnetic energy, as seen in (B.23), so that it will be useful in establishing
the stability properties of TDIEs [34,36].
With the first set of Sobolev spaces defined, it is possible to see how they
are used by continuing with the concrete example of the EFIE. It is seen
by comparing (B.23) to the families of Sobolev spaces implicitly defined by
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(B.24) that J(r, t) should be a member of H 1/2,−1/2div .
In addition to the vector Sobolev spaces just discussed, a similar set of
spaces for scalar functions will be needed. In particular, the spaces are






|ω|2s1||f̃(·, ω)||2Hs2 (ω,S)dω. (B.26)
Note that this definition covers the extension of both H1/2 and H−1/2 to the
spatiotemporal setting.
In order to test the different integral equations to form their matrix rep-
resentations, space-time pairings are used. A pairing takes an element of
a function space and an element of the dual function space and returns a
number from the field that the function spaces are defined over. This is the
correct way to discretize integral equations, since testing functions should be
selected from the dual space to the range of the integral operator [36, 47].







f(r, t) · g(r, t)dSdt, (B.27)
for f ∈ H −s1,s2div and g ∈ H
s1,s2








f(r, t)g(r, t)dSdt, (B.28)
for f ∈ H−s1,−s2 and g ∈ Hs1,s2 . The structure of these pairing is useful
for quickly determining the range space of various integral operators as a
derivation is performed (e.g., see Section 2.2).
B.3 Example Functions
To aid in understanding, Table B.1 lists sample functions for spatial Sobolev
spaces, while Table B.2 lists functions for temporal Sobolev spaces. These
example functions cover most of the spaces that basis or testing functions
will need to be selected from throughout this work. However, this is not an
all-inclusive list of basis and testing functions used in this work.
It is also useful to briefly clarify the notation for the temporal Sobolev
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Table B.1: Example Functions For Spatial Sobolev Spaces
Sobolev Space Sample Function
H−1/2(div, ω, S) RWG [48] or BC [68]
H1/2(ω, S) Pyramid
H−1/2(ω, S) Pulse/Constant
Table B.2: Example Functions For Temporal Sobolev Spaces
Sobolev Space Sample Function
H
−3/2









σ (R+) Quadratic B-spline [36]
spaces in Table B.2. As with the more complicated spatiotemporal Sobolev
spaces, these temporal spaces define their norms through the Fourier-Laplace
transform of temporal functions. Hence, the superscript denotes the order
of the temporal Sobolev space, while the subscript σ denotes the amount of
damping used in the Fourier-Laplace transform for this Sobolev space. The
R+ denotes that these functions are only defined for t > 0.
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APPENDIX C
BASICS OF THE TRANSMON QUBIT
One of the main difficulties in developing scalable quantum information pro-
cessing architectures using superconducting circuits has been the short de-
phasing times present in many of these devices [93]. Various strategies have
been developed to improve the coherence times of different superconducting
qubit designs, such as operating at “sweet-spots” that have reduced depen-
dencies on certain dephasing mechanisms. The transmon qubit follows a
related approach by embedding the superconducting Josephson junctions of
a Cooper pair box (CPB) into a specialized superconducting circuit to make
the device significantly less sensitive to charge fluctuations [93]. As a result,
the transmon qubit can be viewed as a kind of optimized CPB qubit in many
ways.
In this appendix, the fundamental properties of the transmon qubit ar-
chitecture are described. To first build intuition about these systems, an
introduction to the physics of Josephson junctions (the building block of all
superconducting circuit qubits) is discussed in Section C.1. Next, the basic
components of the transmon geometry are discussed in Section C.2. Fol-
lowing this, the Hamiltonian of an isolated transmon (i.e., not coupled to
a transmission line resonator) is discussed. The energy levels of this sys-
tem are shown, highlighting the desirable properties of the unique transmon
qubit design. As was seen in the main text, it is typically necessary to cou-
ple transmon qubits to external circuitry to facilitate quantum information
processing. This generally takes the form of coupling to a transmission line
resonator in circuit QED. To accommodate this, the system Hamiltonian is
generalized in Section C.3 to account for this form of coupling. This leads to
a Jaynes-Cummings model for the coupled qubit and transmission line res-
onator. This Jaynes-Cummings model forms the basis for the development of
a generalized field-based Hamiltonian that describes the complete transmon
system that was developed in Section 5.3.
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C.1 Understanding the Physics of a Josephson
Junction
Before discussing the details of various superconducting qubits, it is beneficial
to build intuition for the physics of the key nonlinear element in all circuit
QED qubits, the Josephson junction. A Josephson junction consists of an
extremely thin insulative layer (on the order of 1 nm) between two spatially-
overlapped superconductors. As a result, it is first useful to recall a few basic
aspects of superconductivity before considering the more complicated case
of bringing two superconductors very close to each other. A more complete
introduction to superconductivity at the level needed to understand much of
circuit QED can be found in [128].
The first essential concept of superconductivity needed to understand a
Josephson junction is the notion of a Cooper pair. These are quasiparticles
formed in a superconductor between two electrons with equal and opposite
momenta [128]. This includes the spins of the electrons, which results in the
overall quasiparticle having spin 0, allowing it to behave like a boson. Impor-
tantly, these Cooper pairs are highly resilient to disturbances caused by scat-
tering events, making the overall quantum state describing the Cooper pair
very stable. It is this remarkable stability that allows the quantum aspects of
a superconductor to be characterized by macroscopic quantum states, rather
than necessitating the detailed tracking of the states of individual Cooper
pairs.
Along these lines, it can be shown that Cooper pairs exhibit long-range
phase coherence extending over the entire scale of macroscopic circuit ele-
ments [128]. As a result, the phase of the Cooper pair wave functions be-
comes a meaningful variable that can be related to the momentum applied
to the Cooper pairs due to, e.g., an externally applied field. Since the super-
conductor’s phase is related to a net momentum flow, it can also be related
to the supercurrent flowing through the superconductor.
At this point, the concept of a Josephson junction can be revisited. As
mentioned earlier, a Josephson junction is composed of a superconductor-
insulator-superconductor configuration, shown in Fig. C.1(a), where the in-
sulator is typically very thin (on the order of 1 nm). This insulative gap acts
as a barrier to the flow of Cooper pairs. However, as is commonly found at
potential barriers, the wavefunctions of the Cooper pairs are able to extend
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(a) (b)
Figure C.1: Illustrations of a (a) Josephson junction and (b) a simple
mechanical pendulum.
into the insulative gap. By keeping the thickness of the gap small enough,
the wavefunctions between the two superconductors can overlap, allowing for
interactions between the two superconducting regions. Further, it can be-
come possible for Cooper pairs to tunnel between the two superconducting
regions.
For the Josephson junction configuration, it becomes possible to express
the dynamics of the composite system using two dynamical variables related
to the superconductor phases and number of Cooper pairs present in the
two superconducting regions (see Fig. C.1(a)). In particular, the Josephson
phase is given as ϕ = φ1 − φ2, where φ1 and φ2 are the phases of the two
superconductors. Similarly, the difference in Cooper pairs between the two
regions can be used to track the tunneling. The resulting dynamical variable
for the Josephson junction is n = N1 − N2. For the general quantum case,
it will be necessary to treat both ϕ and n as quantum operators. However,
to better understand the dynamics of this system, it will first be considered
from a simpler classical viewpoint. In this classical case, n and ϕ will be
considered to be continuous-valued real numbers.
Now, a Hamiltonian mechanics approach can be taken to understand the
Josephson junction system. This requires identifying the canonical conjugate
variables for the system, which turn out to be n and ϕ. To construct a
Hamiltonian for the system, it is necessary to consider the energies of the
junction in terms of the dynamical variables n and ϕ. This is most easily
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done by considering the effective capacitance and inductance of the tunnel
junction.
For a simple tunnel junction like that illustrated in Fig. C.1(a), the ef-
fective capacitance is simply due to the “parallel plate”-like configuration of
the junction. This can be added into the Hamiltonian by first noting that
n = Q/2e, where Q is the total charge stored by the effective capacitance of
the Josephson junction and 2e is the charge of a Cooper pair. Now, consider-
ing that the single electron charging energy of a capacitor is EC = e
2/2C, the
total capacitive energy of the junction capacitance, Q2/2C, can be written
as 4ECn
2.
The inductance of the Josephson junction is more complicated to under-
stand than the capacitance because it involves the tunneling physics. How-
ever, for the discussion here, it is only needed to be known that one of
the main results of the Josephson effect is that the supercurrent, I, flowing
through a Josephson junction is given by I = Ic sinϕ, where Ic is the crit-
ical current of the junction. This current-phase relationship can be used to
derive an effective Josephson inductance, which is proportional to 1/ cosϕ.
It is this inductance term that gives the Josephson junction the necessary
nonlinearity to allow it to be used as a qubit. At this point, the Josephson
inductance can be combined with other relations for the Josephson junction
to give the energy associated with the inductance as −EJ cosϕ, where EJ is
the Josephson energy.
Combining the results for the capacitive and inductive energy, the Hamil-
tonian for the Josephson junction system is given by
H = 4ECn
2 − EJ cos(ϕ). (C.1)
Before moving on, it is worth mentioning the relative scales of the two en-
ergies for a typical junction, i.e., EC and EJ . Since Josephson junctions
are physically very small, the effective capacitance of the junction will typi-
cally be very small, leading to a large EC (compared to EJ). This leads to
EJ/EC  1 for typical junctions [129]. However, through careful engineer-
ing of the circuitry around a Josephson junction, great control can be had
over both EC and EJ . This allows for EJ/EC to span ranges all the way
from less than 0.1 up to 106 depending on the design of a device [129]. This
has allowed for a plethora of different qubit designs to be made from vari-
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ous combinations of Josephson junctions and surrounding circuit elements,
providing a vast playing field for the engineering optimization of qubits for
circuit QED systems [129].
Returning to (C.1), from a circuit theory point of view this Hamiltonian
can be considered to be that of a capacitor and nonlinear inductor connected
in parallel. Although this circuit theory viewpoint can be useful, the dy-
namical variables n and ϕ are not very intuitive for solving circuit problems.
Further, dealing with the concept of a nonlinear inductance generally stresses
the tools electrical engineers have for quickly understanding the operation of
a circuit. As a result, it would be very helpful to have a more intuitive picture
for understanding the dynamics of a Josephson junction.
Fortunately, there is a simple mechanical analog to the Josephson junction
that is very relatable [130]. In particular, it can be shown that the Hamilto-
nian for a pendulum of mass m attached to its center of rotation by a rigid,
massless rod of length R (shown in Fig. C.1(b)) is mathematically equivalent




L2 −mgR cosφ, (C.2)
where L is the angular momentum of the pendulum, g is the gravitational
acceleration, and φ is the angular position of the pendulum’s mass. The
resting position of the mass (which is aligned with the gravitational field) is
given by φ = 0. Comparing (C.1) and (C.2), it is seen that the Josephson
junction variables ϕ and n can be identified with the angular position of the
pendulum’s mass and its angular momentum, respectively.
Further insight can be gained by looking at the equation of motion for
these two systems. These can be derived following the standard Hamiltonian
mechanics approach. For the Josephson junction, Hamilton’s equations for
the canonical conjugate variables n and ϕ are
dn
dt





These can be combined to give
d2ϕ
dt2
+ 8ECEJ sinϕ = 0. (C.5)






sinφ = 0. (C.6)
From this, it is seen that the dynamics of the phase difference between the
superconductors of the Josephson junction is equivalent to that of the angular
position of the simple pendulum described by (C.6).
With this in mind, it is instructive to consider a few simple cases of the
pendulum’s motion to better understand the Josephson junction and, even-
tually, the transmon qubit. The first situation considered is when φ is small.
For very small values of φ, the restoring torque sin(φ) can be expanded to
first-order in its Taylor series, i.e., sin(φ) ≈ φ. It is seen that this case lin-
earizes the dynamics of the system, and leads to the description of the system
matching that of a simple harmonic oscillator.
If larger values of φ are reached in the dynamics, more terms of the Taylor
series must be retained. If the second non-zero term of the Taylor series is
retained, the motion becomes that of a weakly anharmonic oscillator [130].
It is useful to consider various viewpoints as to when this regime might be
a valid approximation to the full system’s dynamics. One simple way is to
consider the pendulum to have a starting point that is a small perturbation
away from the neutral position for the pendulum. If the pendulum’s motion
is allowed to evolve freely (i.e., no driving torque), the displacements in φ
will remain small. An alternative viewpoint is to consider that this regime
occurs due to a strong gravitational force dominating the dynamics of the
pendulum. For the physically intuitive case of a fixed g, this case can be
reached in practice by making R larger. This will lead to small angular
oscillation ranges being favored in the dynamics [93].
In analogy to this, isolated Josephson junctions typically have a tunneling
energy EJ that can only take values within a fairly restricted range due to the
practicalities of fabricating these devices. However, clever engineering can
be used to lower EC by increasing the effective capacitance of the Josephson
junction. This is analogous to increasing R with g fixed, leading to a weakly
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(a) (b) (c)
Figure C.2: Circuit schematics for the evolution of a CPB to a transmon
qubit. (a) Traditional CPB, (b) split CPB, and (c) transmon qubit. To
simplify the schematics, the small junction capacitance CJ is absorbed into
the Josephson tunneling element symbol (i.e., a box with an “X” through
it) in (b) and (c).
anharmonic regime for the Josephson junction. As will be discussed in detail
in the next section, this is the exact operating regime transmon qubits are
designed to exploit [93].
C.2 Development of the Transmon Qubit
The transmon qubit is best viewed as a modified CPB, so it is first necessary
to recall the basic structure of a CPB before discussing details of the trans-
mon system. The traditional CPB, also called a charge qubit, is formed by
a Josephson junction formed between a superconducting island and a larger
superconducting “reservoir” [131]. For the basic CPB, the island is not con-
nected to other circuitry, while the reservoir can be in contact with external
circuit components (if desired). These devices are known as charge qubits
because they are very sensitive to the number of Cooper pairs that have tun-
neled through the Josephson junction onto the superconducting island. The
operating point of the CPB is set by a voltage capacitively coupled to the su-
perconducting island. This voltage can be tuned to induce a certain number
of “background” Cooper pairs that have tunneled onto the superconducting
island [131]. The basic circuit diagram of this qubit is shown in Fig. C.2(a).
A common practical modification to the CPB qubit, known as a split CPB,
is to introduce a second Josephson junction connecting the superconducting
island and reservoirs, schematically shown in Fig. C.2(b) [93,131]. This sec-
ond Josephson junction is introduced to form a DC superconducting quantum
interference device (DC-SQUID), which allows the Josephson energy of the
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Figure C.3: First three energy levels of the CPB Hamiltonian for different
values of EJ/EC . Reprinted figure with permission from [93]. Copyright
2007 by the American Physical Society.
overall circuit to be tuned through the application of an external magnetic
flux. The loop size of the DC-SQUID is often kept extremely small to try
and minimize sensitivity to environmental flux noise [93].
For either the traditional CPB or the split CPB, the Hamiltonian of the
system is given by [93,131]
Ĥ = 4EC(n̂− ng)2 − EJ cos ϕ̂, (C.7)
where ng is a classical variable describing the offset charge induced by an
applied DC voltage. The quantum operators used to describe the dynamics
of the circuit are n̂ and ϕ̂, which represent the number of Cooper pairs
transferred to the superconducting island and the phase difference between
the superconductors, respectively. The offset charge induced by the applied
voltage can be viewed as setting the operating point of the overall CPB
system.
For typical operation, ng is set to a half-integer value. This provides many
practical enhancements to the operation of CPB qubits, as summarized in
[131]. For this discussion, the primary benefits of operating at half-integer
values of ng can be best understood by considering the energy level diagram
of a CPB as a function of ng. This corresponds to the case shown in Fig.
C.3(a), where it is seen that the energy levels strongly depend on ng.
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The two locations of most interest on Fig. C.3(a) are for integer and
half-integer values of ng. For ng having an integer value, it is seen that
there is a very large separation between the ground and excited states. As a
result, it is very unlikely that the CPB can absorb enough energy from the
environment to be able to fill any of the excited states. Hence, the CPB can
be tuned to this operating point to quickly initialize the CPB to a known
state (i.e., its ground state). Although this operating point can establish a
good ground state, it is not useful for qubit operations. Performing qubit
operations requires the ability to selectively drive transitions between ground
and excited states. This cannot be done reliably when ng is tuned to integer
values because the first two excited states have very similar energies, leading
to a large possibility of noise in the system accidentally driving the wrong
transition. Hence, a different operating point needs to be found to perform
qubit operations.
Considering the energy level diagram of Fig. C.3(a), it is seen that half-
integer values of ng are ideal for performing qubit operations. At these values,
there is very large separation between the energy levels of the first two excited
states. Further, it is seen that the energy levels exhibit a high degree of
anharmonicity (i.e., they are not evenly spaced like a harmonic oscillator)
at this operating point. As a result of these two properties, the transition
between the ground and first excited state can be selectively driven with little
possibility of “spillage” into the second excited state. This allows for qubit
operations to be performed very quickly (on the scale of 10 ns), which is
one of the factors that has made these devices very attractive for building a
quantum computer. A further benefit to operating at half-integer values of ng
is that the two lowest energy levels are locally flat near this operating point
(i.e., the slope is approximately 0). As a result, the qubit transition frequency
is less sensitive to charge fluctuations at this operating point, improving the
coherence of the CPB. This improved coherence has led to this operating
point being known colloquially as the “sweet spot” for CPBs [93].
However, even when a CPB is operated at its “sweet spot”, it is still too
sensitive to charge noise to form a part of a scalable quantum information
processing system. To address this issue, the transmon qubit was introduced.
As previously mentioned, the transmon qubit is best viewed as a modified
form of the CPB. The differences are most easily understood in terms of the
ratio of EJ to EC where these devices are designed to operate. In traditional
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Figure C.4: Image of a transmon qubit placed next to a coplanar waveguide
transmission line. Adapted by permission from Springer Nature [2]
(copyright 2007).
CPBs, EJ/EC  1, due to the small capacitance naturally provided by the
Josephson junction. The main difference of the transmon qubit is that it is
designed to operate like a CPB, but with EJ/EC  1. The dramatic decrease
in EC is achieved by adding a large shunting capacitance around the split
CPB, as shown schematically in Fig. C.2(c). This capacitance is typically
implemented by forming interdigital capacitors between the superconducting
islands that the two Josephson junctions connect, as shown in Fig. C.4.
Although the physical implementation of the transmon qubit is quite different
from more traditional CPB qubits, a Hamiltonian with the same form as
(C.7) can still be used to describe its behavior [93].
It is instructive to see how the first few energy levels of (C.7) change as
a function of EJ/EC to understand the impact of adding the large shunt-
ing capacitance around the split CPB. The resulting energy levels for four
different values of EJ/EC are shown in Fig. C.3. These demonstrate the tran-
sition from a traditional CPB in Fig. C.3(a) to a transmon in Fig. C.3(d).
From Fig. C.3, it is seen that as EJ/EC is increased the energy levels flat-
ten out as a function of ng while simultaneously becoming more harmonic
(closer to equally spaced like a quantum harmonic oscillator). Fortunately,
the charge dispersion reduces at an exponential rate, while the reduction in
anharmonicity follows a weak power law [93]. This leads to a qubit design
that is insensitive to charge fluctuations for most practical purposes, but is
still able to provide sufficient anharmonicity to effectively perform fast qubit
operations.
As alluded to in Section C.1, the transmon case of EJ/EC  1 is analogous
to a simple pendulum with dynamics dominated by the gravitational field.
This forces the angular values of the pendulum, and correspondingly the
phase difference between the superconductors of the Josephson junction, to
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Figure C.5: Projection of the transmon eigenstates into the charge basis.
Reprinted figure with permission from [93]. Copyright 2007 by the
American Physical Society.
small values. For this operating point, the dynamics correspond to a weakly
anharmonic oscillator, which leads to the energy level separation seen in Fig.
C.3(d). The flatness of the energy levels as a function of ng can be understood
from the Hamiltonian for the transmon, i.e., (C.7). From this, it is easily
seen that ng enters the dynamics multiplied by EC . Since the transmon case
corresponds to making EC  EJ , ng is only able to have a small role in the
dynamics of the transmon system.
Although the same Hamiltonian describes the physics of the isolated trans-
mon (not coupled to a transmission line resonator) and CPB, it is important
to note that the eigenstates of the two systems are significantly different.
For the traditional CPB where EJ/EC  1, the Hamiltonian can be ap-
proximately diagonalized in the charge basis. This is no longer possible as
EJ/EC is increased, since the large shunting capacitance has the effect of
spreading the coupling of an eigenstate to a larger number of charge states.
This is illustrated in Fig. C.5, where the first two transmon eigenstates are
projected onto pure charge states for various values of EJ/EC . In the limit of
EJ/EC  1, the probability of n Cooper pairs being on the superconducting
island converges to a discretized form of the harmonic oscillator wave func-
tions [93]. This will have important implications on the description of the
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Figure C.6: Approximate circuit schematic of the transmon coupled to a
transmission line resonator. Reprinted figure with permission from [93].
Copyright 2007 by the American Physical Society.
transmon coupling to electromagnetic field modes, and is discussed more in
Section 5.3.
C.3 Coupling a Transmon to a Transmission Line
Resonator
As mentioned earlier, it is common to use transmission line resonators to act
as a quantum “bus” to connect qubits to each other and to measurement
equipment used to read out the quantum states of the qubits. When the
transmon qubit is placed in close proximity to a transmission line resonator
the two systems become coupled. An approximate circuit model of this sce-
nario is shown in Fig. C.6. The main additions to the circuit schematic
compared to those in Fig. C.2 are the introduction of a coupling capacitance
Cg between the transmon and the transmission line resonator. As is typi-
cally done in the circuit QED community, the transmission line resonator is
modeled as an effective single-mode LC tank circuit with capacitance Cr and
inductance Lr [24, 93, 100]. The applied voltage Vg is retained in the circuit
to bias the transmon qubit with an offset charge of ng.
The quantum Hamiltonian for this system can be formulated using stan-



























where φ̂r and Q̂r describe the resonator phase and charge degrees of freedom,
φ̂J and Q̂J describe the transmon phase and charge degrees of freedom, and
C2∗ = CBCg + CBCin + CgCin + CBCr + CgCr. (C.9)
The first two terms in (C.8) describe the free resonator mode, the third
and fourth terms describes the transmon degrees of freedom, the fifth term
describes the coupling between the transmission line resonator and the trans-
mon, and the final term describes the coupling to the bias voltage Vg. For
simplicity the Josephson junction capacitance CJ has been absorbed into the
definition of the shunting capacitance CB. Noting that Cr  CB, Cin, Cg,



















where a DC offset to the transmon has been introduced in the third term.
Further, CΣ = Cg + CB and β = Cg/CΣ.
The Hamiltonian of (C.10) can start to be rewritten into the more familiar
CPB degrees of freedom by noting that EC = e
2/2CΣ, n̂ = Q̂J/2e, ng =











Further, the degrees of freedom of the resonator can be written in terms of







V̂ 2r + 4EC(n̂− ng)2 − EJ cos ϕ̂+ 2eβV̂rn̂. (C.12)
It is important to note that these are the total resonator voltage and current,
i.e., the spatial variation that would be present in the Hamiltonian density
has been integrated out to arrive at the Hamiltonian of (C.12) [1]. Further,
it is important for the discussions in the main text to note that Lr and Cr are
given by `L and `C, respectively, where ` is the length of the resonator and L
and C are the per-unit-length inductance and capacitance of the transmission
line structure being considered [1].
To convert the Hamiltonian of (C.12) to more explicitly resemble the
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Jaynes-Cummings model, the bosonic ladder operators are introduced for
the transmission line resonator. Using these ladder operators, the voltage

















Substituting these into (C.12) and using standard properties of the ladder
operators, the common form of the coupled transmon and transmission line
Hamiltonian given in [93] is arrived at. This is
Ĥ = 4EC(n̂− ng)2 − EJ cos ϕ̂+ ~ωrâ†â+ 2eβV 0rmsn̂(â+ â†), (C.15)
where V 0rms =
√
~ωr/2Cr.









where the coupling energies are given by
~gij = 2eβV 0rms〈i|n̂|j〉 = ~g∗ji, (C.17)
and |j〉 are the transmon eigenstates for the jth energy level. In the limit of










where b̂, b̂† are the ladder operators for a harmonic oscillator approximation
of the transmon states [93]. After applying the rotating wave approxima-
tion and noting that the only matrix elements 〈i|n̂|j〉 that have appreciable
coupling are adjacent states, the Hamiltonian can finally be written in a
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|i〉〈i+ 1|â† + |i+ 1〉〈i|â
]
. (C.19)
In most works, only a small number of transmon levels are included in the dy-
namics. For instance, if only single excitations are considered, this Hamilto-
nian can be simplified by restricting it to a smaller single excitation subspace.









Although it may be common to restrict the system to this single excitation
subspace for analytical model development, it is typically required to consider
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