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Summary & Objectives
Clinical positron emission tomography (PET) is a medical imaging
modality that provides three-dimensional information about the dis-
tribution of a tracer substance in a patient’s body. Tracers are de-
signed to follow specific metabolic pathways, giving PET the capabil-
ity to provide functional rather than structural information. Although
offering information complementary to that obtained using computed
tomography (CT) and magnetic resonance imaging (MRI), clinical
PET has a relatively low spatial resolution when compared to these
other imaging modalities. There are practical limits on resolution in
modern clinical scanners which utilize the standard PET ring geome-
try.
The use of high-resolution detectors, added within the scanner’s
field of view (FOV), has been proposed as a method of increasing the
resolution of PET images. The “PET-probe” geometry is a case where
one (or a stack of multiple) such detector(s) is placed close to a region
of interest where higher resolution is desired. This work explores such
a system, using a modern clinical PET scanner in coincidence with a
probe consisting of a stack of Silicon detectors. The studies presented
here quantify the improvement brought about by the probe and sug-
gest a clinical application for the device. The system is studied at two
levels: first, using Monte Carlo simulations of the system and second,
3
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4 Summary & Objectives
by obtaining preliminary results from an experimental prototype.
The chapters of the thesis are grouped into five parts. The first
part overviews the PET imaging technique and the PET probe prin-
ciple before going into the details of the specific system on which this
work is focused. The second part presents preparatory simulation
studies of the system characteristics: an examination of event types
is used to explore the effect of time and energy settings, and a study
of the characteristics of the probe data is used to develop appropriate
image reconstruction software. Further simulation studies, performed
to characterize the capabilities of the probe system, are presented in
part three. These studies quantify the improvement in image quality
provided by the probe system with respect to that of the scanner alone.
Any enhancement to the final image is expected to be localized, and
therefore was studied as it varies over the FOV. The studies address
image quality in terms of spatial resolution, contrast and spill-over
ratio. In order to demonstrate the applicability of the system to PET
mammography (PETM), simulations were conducted using a phan-
tom which mimics a breast imaging scenario. In this context, lesion
detectability was quantified in terms of contrast-to-noise ratio. Al-
though here we focus on breast imaging, the proposed system could
be used in other applications where high spatial resolution is desired
in a determined region of interest. In the fourth part of this work,
conclusions are presented as well as prospects for future investigation
of the PET probe system. The fifth part of the thesis consists of a
summary of the work performed, written in Spanish.
Also included as part of the thesis are studies performed using an
experimental prototype of the PET probe system. Due to the prelimi-
nary nature of these studies they are not included in the main body of
the work, but rather are presented as a supplement. The experimen-
tal studies present proof-of-concept support for the proposed system,
“thesis” — 2015/5/29 — 15:50 — page 5 — #21
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while the experimental prototype acted as a physical testbed for the
data processing and image reconstruction software developed within
the dissertation.
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Positron Emission Tomography (PET) is a medical imaging technique
in the specialty of nuclear medicine. It makes use of positron emitting
radionuclides to provide a three-dimensional (3D) map of metabolic
processes inside the body. PET is widely used in clinical diagnosis
as well as in pre-clinical studies. However, the focus of discussion
throughout this work will be clinical PET. As a diagnostic tool, it is
mainly used in oncology, cardiology and in the diagnosis of various
brain diseases. By acquiring functional rather than structural infor-
mation, PET is complementary to other imaging modalities. Modern
PET scanners are combined with Computed Tomography (CT) sys-
tems to create the PET/CT imaging technique, a powerful diagnostic
tool that produces anatomical and functional information in a single
co-registered image. Similarly, PET in combination with Magnetic
Resonance Imaging (MRI) offers the advantages of both modalities in
9
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10 CHAPTER 1. POSITRON EMISSION TOMOGRAPHY
a co-registered PET/MRI image. In this chapter, a brief description
of the underlying mechanisms of PET imaging is presented, from the
positron emission itself to the formation of the final image.
1.2 Working Principles
Nuclear medicine imaging is based on the ability to trace a radioac-
tive substance, relevant to the biological phenomenon being investi-
gated, through the subject’s body. The tracer compound, or radio-
pharmaceutical, follows certain biochemical pathways to localize to
specific organs or cellular receptors. In PET imaging, the tracer is
labeled with a positron-emitting radionuclide, usually incorporated
into a specific pharmaceutically-active molecule which is injected into
the body [1]. For example, the most commonly used radiopharma-
ceutical, fludeoxyglucose (FDG), is created by incorporating fluorine-
18 into deoxyglucose, an analogue of glucose. The concentrations
of FDG imaged indicate regional glucose uptake and therefore tissue
metabolic activity. There are a number of different radiopharmaceuti-
cals employed in PET imaging, whose use depends on their chemical
and biological properties and how they interact with the subject’s
metabolism.
Clinical PET is most often performed for static imaging that pro-
vides a 3D spatial map of radiopharmaceutical concentration. How-
ever, dynamic (4D) PET imaging is able to delineate both the tem-
poral and spatial distribution of the tracer uptake, thus providing
considerably more information about in vivo biology [2].
1.2.1 Physical Principles
The radiopharmaceutical accumulates in various regions of the body,
ideally concentrating in certain tissues for which it is designed. Infor-
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mation about its distribution is transmitted to the PET scanner via
gamma radiation. The following discussion explains the mechanisms
of how the radionuclide produces this radiation, and how it is recieved
by the PET scanner.
Positron Emission
A radionuclide is a nucleus with an excess number of either protons
or neutrons. The imbalance makes the nucleus unstable and prone to
changing its proton-neutron ratio to a more stable configuration by
means of radioactive decay. If the nucleus has an excess of protons,
it may decay through positron emission, also called β+ decay. In
this process a proton (p+) is converted to a neutron (n), a positron
(e+) and an electron neutrino (νe). The process can be represented
schematically by
p+ → n + e+ + νe. (1.1)
The positron can be emitted at a range of energies, since the energy
released during the nuclear reaction is shared by all of its products.
Proton-rich radionuclides can also decay via electron capture. How-
ever, for PET imaging, radionuclides which favor positron emission
are used.
Annihilation
After being ejected during β+ decay, the positron undergoes a series
of inelastic collisions with atomic electrons as it passes through the
tissue. The net distance it travels from the site of its emission is of the
order of 10−2 to 10−1 cm, depending on its energy, and is referred to
as the positron range [3]. After losing most of its energy, the positron
combines with an electron, its anti-particle, to form a system called
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positronium which resembles atomic hydrogen. Positronium is un-
stable and decays electromagnetically into two or more gamma rays
depending on its state just prior to decay. The orthopositronium (o-
Ps) and parapositronium (p-Ps) quantum states are determined by the
alignment or nonalignment, respectively, of the spins of the electron
and positron [4]. According to conservation laws, orthopositronium
decays into odd numbers of photons and parapositronium into even
numbers. Mean lifetimes of the two states are 142 ns for o-Ps and
125 ps for p-Ps, making the even photon number decay much more
common. Furthermore, within each of the two positronium states, the
three- and two-gamma decay modes are the most common, with the
probability of other modes quickly decreasing with photon count. The
second most probable cases, the five- and four-gamma decay modes are
negligible, having branching ratios of 1.0× 10−6 [5] and 1.439× 10−6
[6], respectively. As a result, the most common mode of positronium
decay is the diagnostically useful two-gamma mode. In this case, in
the rest frame of positronium, energy and linear momentum conser-
vation require the two photons travel in opposite directions, each car-
rying half of the energy equivalent to the positronium mass, 511 keV
each. In the lab frame, however, the positronium is not completely at
rest but rather contains a small amount of momentum. As a result,
the trajectories of the two photons are not completely collinear. The
formation and decay of positronium is commonly referred to as annihi-
lation. The process of positron emission and annihilation is illustrated
in figure 1.1, including acollinearity and positron range.
Coincidence Detection
The energy of the two annihilation photons, as they are called, gives
them a high probability of exiting the body and being detected by the
scanner, which consists of a ring of detectors surrounding the patient.
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(a) (b)
Figure 1.1: Schematic diagrams illustrating the process of positron
emission and annihilation. A positron is emitted from a radionuclide
and travels a short distance, losing energy, before annihilating with an
electron. Upon annihilation, two back-to-back 511-keV photons are
emitted. For the LOR defined by the photon pair, the error due to
positron range (a) is the distance from the emission site to the LOR.
The error due to acollinearity (b) is the distance between the point of
annihilation and LOR. Figures based on Phelps 2006 [3]
The near-simultaneous detection of both photons, originating from
one annihilation, is called a coincidence event and forms the basis of
PET imaging. Due to their approximately back-to-back trajectories,
the photons are detected on either side of their point of origin, which
must lie somewhere near the line joining the two detectors involved.
This line is called the line of response (LOR). Because of the finite
size of the two detectors, the shape of the region to which the anni-
hilation location is confined is the tube-like volume connecting them,
which can be called the volume of response (VOR). Figure 1.2 is a
two dimensional representation of the concept of a VOR.
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Figure 1.2: Schematic diagram of a LOR. The area between the two
detectors defines a region within which the annihilation must have
occurred.
1.2.2 Sources of Degradation
Several physical effects, related to the emission and detection of the
annihilation photons, degrade the quality of the information available
in a LOR. The following is a brief discussion of effects which reduce
the precision or accuracy with which an LOR identifies the location
of positron emission.
Positron Range
Positron range is the distance between the site where the positron is
emitted and where it undergoes annihilation. The range is dependent
upon the energy with which the positron is emitted, which varies from
zero to a radionuclide-dependent maximum, and the material through
which it travels. The quantity that directly affects the degradation of
spatial resolution is the component of the net positron displacement
vector that is perpendicular to the line defined by the annihilation
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Table 1.1: Positron Ranges in Water for Radionuclides Used in PET
Radionuclide Emaxβ (MeV) FWHM (mm) FWTM (mm)
11C 0.970 0.188 1.86
13N 1.19 0.282 2.53
15O 1.72 0.501 4.14
18F 0.635 0.102 1.03
*Based on data from Levin et al. [7].
photons. This distance is referred to as the effective positron range.
The distribution of this range about the point of annihilation is char-
acterized by a sharp peak with long tails, rather than a Gaussian [7].
Therefore, in addition to the full width at half maximum (FWHM)
of the distribution, the full width at one-tenth maximum (FWTM)
should be given to characterize the distribution. The maximum en-
ergies and effective positron ranges in water for several radionuclides
are presented in table 1.1.
Acollinearity
The magnitude of photon acollinearity is independent of the radionu-
clide used because the positron’s final and initial energies are inde-
pendent. However, the extent to which acollinearity impacts the data
depends on scanner diameter since the further the photons have to
travel before being detected, the larger the distance separating the
line between detection locations and the site of annihilation. At the
centre of two detectors separated by a distance D, the FWHM of the
blurring profile due to acollinearity is 0.0022D [8].
Detector size
The size of the detectors determines the precision with which an anni-
hilation event is located within the VOR, at any given position along
its length. This precision is called the intrinsic resolution of a detec-
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tor pair and is described by the coincidence response function (CRF).
The CRF is the probability that a point source, which is moved per-
pendicular to the LOR corresponding to a detector pair, is detected
as a coincidence event. PET scanners typically use identical detectors
around the ring, so the CRF of a pair of any of these is symmetric
about the midpoint between the two. For LORs near the centre of
the FOV, where the detectors are face-to-face, the CRF has the shape
described in figure 1.3. It forms a triangle at the centre of the VOR
and becomes rectangular near the ends [3]. At intermediate positions
the CRF is trapezoidal in shape, with a plateau whose width is equal
to the distance between two lines joining opposing sides of the two de-
tectors. The width of the base of the CRF is the same as the detector
width w. Figure 1.3 shows the CRF at different positions for a pair of
face-to-face detectors of the same size. The spread of the CRF is given
by its FWHM and is a measure of intrinsic resolution. Resolution is
highest when the CRF is triangular, in the centre, and degrades as the
function spreads out to be trapezoidal and, finally, rectangular. For
LORs located away from the centre of the FOV, where the detector
pairs are not directly facing each other, the shape of the CRF varies
due to the effect of the depth of photon interaction in the detector
and becomes asymmetric.
Depth of Interaction
In order to stop 511-keV annihilation photons efficiently, PET detec-
tors are designed to be 2 to 3 cm thick, corresponding to 2 to 3 times
the attenuation length of the detector. When a photon enters a detec-
tor at an oblique angle, uncertainty regarding the depth of interaction
(DOI) causes a degradation of intrinsic resolution known as parallax.
The effect of DOI uncertainty is illustrated in figure 1.4 for the case of
a circular scanner. For LORs away from the centre of the FOV, the ef-
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Figure 1.3: Intrinsic spatial resolution of a pair of face-to-face detec-
tors. The width of the base of the CRF is equal to the width w of
the detectors. It is triangular at the midplane, with FWHM = w/2.
Moving towards the detectors it becomes trapezoidal and eventually
rectangular at their surfaces. Figure based on Phelps [3]
fective width of the detectors is increased due to their inclination with
respect to the LOR. This causes a widening of the VOR (spreading
of the CRF) and therefore loss of resolution [9]. The effective width
is given as:
w′ = w cos θ + l sin θ, (1.2)
where w, l and θ are the width, length and inclination angle of the
detector. In such LORs, the modified value w′ serves as the width of
the base of the CRF. The FWHM is modified by the multiplicative
factor cos θ+(l/w) sin θ. In practice, this factor is always larger than 1
and its effect is to increase the FWHM, thereby degrading resolution.
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Figure 1.4: The widening of VOR with increasing radial offset is due
to increased effective width of the detectors. The annihilation event
could have occurred anywhere between the two dashed lines. Figure
based on Cherry et al. [9]
The CRF is further modified due to the effect of varying detector
thickness across the radial width of the VOR, the function increasing
where the detectors are thicker (see figure 1.4). For a scanner with
4-mm-wide detectors and 80-cm diameter, the parallax effect causes
a 40% loss of resolution from the centre of the FOV to a point offset
by 10 cm [9].
1.3 Detectors
A clinical PET scanner is made up of radiation detectors which sur-
round the patient in order to simultaneously detect annihilation pho-
ton pairs on opposite sides of the body. For this purpose, detectors are
placed around the patient, typically arranged in several axially-offset
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rings of about 1 m diameter and several centimeters in axial extent.
A number of properties make a detector suitable for use in PET
scanners [3]. One of the most important of these is spatial resolu-
tion, the ability of a detector to determine, with precision, the loca-
tion of the photon interaction within its sensitive material. Detector
resolution is directly related to that of the reconstructed image. An-
other important property is high detector photoabsorption efficiency
for 511-keV photons, that is the fraction of those photons incident
on its surface that are photoelectrically absorbed. High efficiency al-
lows for more photon pairs to be collected which leads to a higher
signal-to-noise ratio in the images. Good timing resolution, the pre-
cision of a detector’s temporal response, allows the system to accu-
rately group detected photons into annihilation pairs according to the
time of detection. Finally, good energy resolution, the precision with
which a detector can measure deposited energy, is essential for discard-
ing unwanted photons which have lost energy after having undergone
Compton scattering in the the body (see section 1.4.1). Below is an
examination of the types of detectors used in PET.
1.3.1 Scintillation Detectors
The main type of radiation detector used in clinical PET scanners is
the scintillation detector. This device consists of a scintillator ma-
terial, which offers a high cross-section to γ-ray photons, converting
their deposited energy to visible light, and a light sensor, which con-
verts the visible light into an electrical signal. The basic process is
described schematically in figure 1.5. First, the scintillator material is
excited by the interaction of a high-energy photon. In organic scintil-
lator materials, the excitation is an inherent molecular property, while
in inorganic materials it occurs in their crystal structure [10]. Upon
de-excitation, a portion of the energy is released as visible and UV
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Figure 1.5: Schematic diagram of a scintillation detector. When a
photon interacts in the scintillator, light is emitted isotropically. Part
of it arrives at the light sensor which produces an electrical signal
proportional to the photon energy.
light, the amount of which is proportional to the energy deposited by
the photon. For a single 511-keV photon, the number of light photons
released is in the thousands or tens of thousands [10]. A part of this
light arrives at the surface of the light sensor and is converted into an
electrical signal.
The most common organic scintillators are in liquid form. They
are used in medical applications for investigating biological samples
using non-penetrating radiation. Liquid organic scintillators are inef-
ficient for penetrating γ-rays and have relatively low light output [9].
For PET detectors, inorganic scintillators are a much better choice
due to their higher cross-section at 511 keV, while remaining trans-
parent at the scintillation photon energies. The scintillation process
in these materials depends on the energy states determined by their
crystal lattice. In the pure scintillator, electrons can be found in the
valence band, bound at lattice sites, or in the conduction band, with
sufficient energy to be free to migrate through the crystal. They can
never be found in the forbidden band, at intermediate energies. The
absorption of sufficient energy from a γ-ray interaction may excite an
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Figure 1.6: Energy band structure of an inorganic scintillator crystal
with an activator. Figure based on Knoll [10].
electron in the valence band into the conduction band. The electron
returns to the valence band by emitting a photon. However, in the
pure crystal, this mechanism is inefficient and generally the photons
released are not in the visible spectrum. For this purpose, impurities,
called activators, are introduced into the scintillator material and al-
ter the normal energy band structure. Energy states are created in
the forbidden band, providing the excited electron with an alternate
mode of de-excitation, one that releases photons in the visible light
spectrum [10]. The mechanism is illustrated in figure 1.6.
Besides sensitivity, light yield is also an important property of the
scintillator since it influences the detector’s spatial and spectral (en-
ergy) resolutions. Localization of the point of interaction in the detec-
tor depends on the distribution of light arriving on the light detector
surface. Higher light output in the scintillator lowers the statistical
fluctuation of its intensity at the sensor and in turn increases precision
of the position measurement. This is also true for the precision of en-
ergy measurement, whose value is proportional to the amount of light
detected and is used to identify scattered photons. Other important
factors which determine the suitability of scintillators for use as PET
detectors are: density, for providing sufficient stopping power; decay
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Table 1.2: Properties of Selected Scintillator Materials Used in Nu-
clear Medicine
Property NaI(Tl) BGO LSO(Ce) GSO(Ce) CsI(Tl)
Density (g/cm3) 3.67 7.13 7.40 6.71 4.51
Decay time (nsec) 230 300 40 60 1000
Photon yeild (per keV) 38 8 20-30 12-15 52
Index of refraction 1.85 2.15 1.82 1.85 1.80
time, which, together with light yield determines timing accuracy;
and the index of refraction, which indicates the amount of generated
light that makes it to the light detector [3]. The properties of some
inorganic scintillators used in nuclear medicine applications are sum-
marized in table 1.2. In this work, Bismuth Germanate (BGO) and
Lutetium Oxyorthosilicate (LSO) are used, in experiment and simula-
tion, respectively. In the experimental section, photomultiplier tubes
(PMTs) are used as light sensors.
Photomultiplier Tubes
PMTs are commonly used to convert light emitted by the scintillator
material into an electric signal. Scintillation light incident on the PMT
surface enters through a glass window and excites a photocathode,
liberating photoelectrons. These are accelerated through a vacuum
chamber under high voltage to the first in a series of charged electrodes
called dynodes. At each consecutive dynode, one electron releases 3
to 4 secondary electrons, creating an avalanche, which, after passing
through 10 stages of amplification, for example, would contain on the
order of 106 electrons [3]. In the period of a few nanoseconds, a small
current, on the order of milliamps, is created at the PMT anode. A
schematic representation of this process is shown in figure 1.7.
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Figure 1.7: Schematic diagram of a PMT. A single photon from the
scintillation light is incident on the photocathode and releases an elec-
tron. The electron hits a dynode releasing secondary electrons which
are accelerated through a series of further dynodes, each at a higher
voltage, releasing further electrons resulting in a small current at the
anode.
Block Design
Most scintillation detectors used in clinical PET scanners follow the
block design. A block detector consists of a scintillator crystal, a
few centimeters deep and usually with a square or rectangular sur-
face, measuring a few centimeters on each side. The scintillator is
segmented into small detector elements, whose sides measure on the
order of millimeters. The cuts which segment the detector’s front sur-
face are of varying depth and do not pass all the way through the
scintillator, but stop short of reaching the PMTs coupled to its back
surface (usually four). The amount of scintillation light received by
each PMT is proportional to the position at which the high-energy
photon interacted. The detector elements are optically isolated with
reflective material filling the cuts. This geometry is shown schemat-
ically in figure 1.8, which includes side and top views of a simplified
block detector. The depth of the cuts allows partial light-sharing
which makes it possible to determine the detector element where the
interaction occurred, given a certain distribution of scintillation light
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(a) (b)
Figure 1.8: Schematic diagram of a block detector including a) a side
view and b) as seen from the inside of the scanner, with the PMT
locations on the other side of the crystal also visible.
arriving at the PMTs and, consequently, a certain combination of
PMT signals.
In this work, the block design is utilized in the scintilation detec-
tors of the simulated and experimental PET rings.
Beyond the Block Design
Advances in detector technology are changing the design and applica-
tion of scintillator detectors in PET imaging. Here we briefly describe
some of the most important improvements made to PET detectors
based on the scintillator design, mostly in the pre-clinical phase of de-
velopment. Improvements in electronics and PMT performance have
produced faster detectors which allow for time-of-flight PET, a tech-
nique which utilizes the difference in detection times of the two an-
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nihilation photons for better localization of the event along the LOR
[11]. In addition to timing, PMTs have improved in terms of the bulk
of the devices and, as a result, increased the number of PMT channels
available for reading a crystal array. Devices with multiple dynode
chains inside a common vacuum envelope are available, each channel
effectively an independent PMT. These devices decrease dead space
in the light detector and increase the ratio of PMTs to crystals [12].
Substantial work has also been done on developing alternatives to
PMTs. The use of various forms of solid-state photodetectors has pro-
vided many benefits, including: one-to-one photodetector-to-crystal
coupling for small crystal sizes, multiple-surface readout of the scin-
tillator, more compact design and operability in magnetic fields [12].
Silicon PIN diodes have been studied as light detectors for PET ap-
plications [13]. These devices offer the above-stated advantages but
have low gain and poor timing resolution. The avalanche photodiode
(APD), on the other hand, offers improved gain and timing perfor-
mance. APDs are available as arrays of sensors as well as position-
sensitive planar devices (PS-APD) where signals from the four cor-
ners of the device are used to determine the position of an event
[12]. The Geiger-mode APD, or silicon photomultiplier (SiPM), is
another widely studied photosensor in novel PET research [14, 15].
These devices consist of series of APD micro-cells, each an indepen-
dent Geiger-mode detector capable of digital (on/off) reading. Light
photons released in the scintillator interact in multiple micro-cells at
once. SiPMs are capable of excellent timing performance and with
high-output, fast scintillators can achieve 250 - 500-ps resolution. The
development of the new photosensors has opened up the possibility of
one-to-one coupling and enabled the development of new scintillation
detector designs beyond the block model.
Another area of development in scintillation detector design is that
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of DOI determination capabilities, for reducing parallax with little
cost to sensitivity. One of the first approaches to achieving DOI reso-
lution was the phoswich technology, which uses scintillators with dif-
ferent decay times at different depths of the detector and a pulse shape
discriminator (PSD) to determine the layer in which the interaction
took place [16, 17]. Limitations of this approach include high cost of
fabrication, poor timing resolution and high scatter. Several solutions
to these problems based on the PSD method have been proposed [12].
Non-PSD methods have also been employed. One of the first such at-
tempts used two radial layers of LSO detectors, each read by a its own
APD unit [18]. An alternative method used offset layers of scintillator
crystals of the same material read by position sensitive PMTs capable
of decoding each layer [19]. Another widely studied method has been
to place photosensors on either end of the scintillation crystal and us-
ing the fraction of light received by each to determine the DOI [20]. A
third technique is to use crystal pairs with a depth-varying absorber
interface. If each crystal is individually read out, the fraction of light
from each provides DOI information [21].
1.3.2 Alternate Detector Technologies
Although scintillation detectors are standard in PET systems, there
has been much interest in alternate materials, with the goal of achiev-
ing higher spatial resolution than that imposed by the current state
of scintillator detector development. To this end, work has been done
using wire chambers [22] or similar designs based on scintillator sheets,
layers of scintillator fibers [23] or resistive plate chambers (RPC) [24].
These designs provide high spatial resolution and good timing per-
formance to various degrees but have poor energy resolution and are
generally complex to fabricate and apply to PET scanners.
Another alternative to scintillator detectors widely investigated
in recent years is the use of solid-state detectors. Work has been
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done using various semiconductor materials such as silicon (Si) [25, 26]
and high purity germanium (HPGe) [27] as well as the compounds
cadmium telluride (CdTe) [28] and cadmium zinc telluride (CdZnTe
or CZT) [29]. For reasons which will become apparent in chapter 3,
Si detectors are of particular interest to this work. A brief description
of these is included below.
Silicon Detectors
One of the most mature semiconductor materials for radiation de-
tection is Silicon (Si) and its potential applicability to PET imaging
has already been demonstrated [25]. A typical detector consists of
a thin slab of Si, usually about 1 mm thick, with a potential differ-
ence applied across its thickness creating a depleted region. A photon
traversing the Si has a certain probability of interacting in the ma-
terial and liberating an electron. The electron then loses energy as
it travels through the Si, creating electron-hole pairs along its path
[10]. The electrons and holes drift in the applied electric field to the
cathode and anode, respectively. Figure 1.9 shows a schematic di-
agram of the basic working mechanism of a Si detector. Although
Si detectors have relatively poor efficiency at 511 keV (2% per mm,
with 1 photoabsorption for 499 Compton interactions), several layers
of the detector material can be used to increase stopping power. Such
a layered design has been applied to Compton camera technology for
PET imaging [30].
1.4 Data
To exclude photons which have altered their path while undergoing
Compton-scattering in the patient, only those photons which deposit
their known emission energy in the detector via the photoelectric effect
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Figure 1.9: Schematic diagram of a cross-section through a Si pixel.
An annihilation photon undergoes Compton scatters in the Si ma-
terial, liberating a Compton electron. The electron traverses the Si
creating electrons (in black) and holes (in white) which move towards
the electrodes.
should be considered as usable events. However, the limited energy
resolution of a detector must be considered when identifying a 511-keV
photoelectric energy deposit. In order to minimize sensitivity loss, an
energy acceptance window is defined that includes photons which de-
posit energy within a range around 511 keV. The width of the energy
window is adapted to the energy resolution of the system. Typical
values are 350-650 keV, but this range can be made narrower as en-
ergy resolution is enhanced. Limited timing resolution and variable
photon path-lengths cause the detection of the annihilation photons to
occur within a small time interval rather than simultaneously. Time
resolution is considered when defining the duration of a coincidence
detection. To optimize sensitivity, the coincidence timing window
(CTW) is adjusted accordingly (usually to twice the time resolution).
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1.4.1 Types of Coincidence Events
The finite energy and timing resolutions of the PET detectors, and
the corresponding timing and energy windows used for coincidence
sorting, result in a variety of types of coincidence events. A long CTW
results in an increase in those coincidences which involve photons from
uncorrelated annihilation events, as well as those involving more than
two photons. A large energy window causes an increase in scattered
events being accepted. The following is a brief introduction to the
different types of coincidence events measured during a PET scan.
True Coincidences
A true coincidence is the detection of two photons, originating from
the same annihilation event, within the CTW. If, in addition, the de-
tected photons do not interact in the patient or other part of the scan-
ner, these events provide information about the activity distribution
being imaged. Sensitivity to true coincidences should be maximized
to obtain optimal image quality. Figure 1.10 a) shows a schematic
diagram of this type of event.
Random Coincidences
A random coincidence, also called an accidental coincidence, is the de-
tection within the CTW of two photons which originate from different
annihilation events. Figure 1.10 b) shows a schematic diagram of a
random coincidence. These events provide no information about the
activity distribution being imaged and add an undesired background
to the reconstructed images.
Random coincidences can be quantified using several methods.
The most common way of estimating the randoms rate in a particu-
lar LOR is using the delayed coincidence channel method [31]. The
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(a) (b)
Figure 1.10: Schematic diagrams of a) a true and b) a random coinci-
dence. In the case of the true coincidence, the two detected photons
originate from the same annihilation event, which occurs on the LOR
(up to the limit of acollinearity). In the random case, the two de-
tected photons originate from two separate annihilation events. Here,
the LOR (dotted line) is unrelated to any point of annihilation.
method consists of delaying the signal from one of the detectors by
a time significantly greater than twice its timing resolution τ , then
sorting for coincidences using the standard CTW of 2τ . The resulting
delayed coincidence events cannot contain any trues, since a detected
single can only be paired with one from another event. The coinci-
dences formed represent a good estimate of the randoms contribution
to the prompt data. The advantage of this method is that the randoms
estimate for a certain LOR is computed using the delayed coincidence
rate in the same LOR, having identical dead-time properties. On
the other hand, the statistics in the delayed channel estimate are on
the order of those in the prompt data (or lower) and are a source of
statistical noise.
An alternative method for estimating the randoms contribution to
a given LOR is using the singles rate (SR) approximation. Using this
method, the randoms rate NR is given by
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NR = 2τN1N2, (1.3)
where N1 and N2 are the single detection rates in each individual
detector in the pair. Since the SR is much greater than the coincidence
rate, applying the correction does not introduce as much statistical
noise into the data as the delayed coincidence channel method. As
its main drawback, the SR method has been shown to systematically
overestimate the randoms rate [32]. However, it is one of the most
widely used estimations methods and continuing research strives to
overcome this main limitation.
The randoms estimates are used to reduce the degrading effect of
these events on the reconstructed image. An estimate may be sub-
tracted from the prompt coincidence data as they occur, or stored for
subsequent use in the image reconstruction algorithm. If online data
correction is used, subtracting the randoms estimate leaves corrected
data with degraded statistical quality. On the other hand, using the
estimate to compensate for randoms in the process of image recon-
struction requires an estimate with low statistical noise. For this pur-
pose, the singles-rate method is an appropriate choice, and was used
wherever randoms compensation was performed in this work.
Multiple Coincidences
Besides randoms, a long CTW may also increase the preponderance
of multiple coincidences, where three or more single events are de-
tected in the same CTW, an effect known as pileup. As the CTW is
extended, the more probable multiple coincidences become, replacing
what otherwise may have been true coincidences. In the case of a
coincidence event involving three singles, there are two or three pos-
sible LORs and identifying which (if any) corresponds to a positron
emission is non-trivial. These events are generally discarded. One pos-
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(a) (b)
Figure 1.11: Schematic diagram of a multiple coincidences involving
a) ICS and b) a random coincidence. Three events are detected within
the CTW, creating multiple possible LORs: two in the case of ICS
and three in the random case. In each case one of the LORs is related
to a point of annihilation and the others are not (dashed lines). The
trajectory of the crystal-scattered photon in a) is shown as a dotted
arrow.
sible mechanism for multiple coincidences occurs when one (or both)
of the annihilation photons undergoes inter-crystal scatter (ICS) and
produces individual signals in each of the two detectors in which it
interacted. Although the low-energy threshold (LET) of the energy
acceptance window is designed to reduce the frequency of this type
of event, the finite energy resolution of the detectors creates a possi-
bility for their occurrence. Figure 1.11 a) shows a schematic diagram
of a multiple coincidence event involving ICS. Another possibility is
random multiple coincidence, which occurs when three or more uncor-
related 511-keV photon are detected within the CTW. A long CTW
increases the likelihood of the occurrence of this type of event, which
is described in Figure 1.11 b).
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(a) (b)
Figure 1.12: Schematic diagram of a phantom-scattered coincidence.
Here, one of the photons undergoes scatter in the phantom before
being detected, thereby displacing the LOR (dotted line) away from
the point of annihilation. Schematic diagram of inter-crystal scatter,
were an annihilation photon initially scatters in one crystals and is
subsequently detected in another. The LOR (dotted line) is displaced
away from the point of annihilation.
Object-Scattered Events
Before reaching the detectors, annihilation photons may undergo scat-
ter in the object being imaged. As they are scattered, depositing a
fraction of their energy in the subject, these photons change their
trajectory, thereby displacing the LOR away from their point of emis-
sion as described in figure 1.12 a). Events involving object-scattered
photons reduce image resolution since they contain information from
a displaced LOR. These events can be partially removed from the
data by employing a LET in the detectors. Scattered photons with
energy below the LET will not be accepted. However, some low-angle-
scattered photons will have energy above the LET since the threshold
must be low enough to account for energy resolution in the detectors.
The most commonly used scatter correction schemes include the
tail-fitting technique [9, 33, 34] and model-based scatter simulation
methodologies [35, 36].
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The tail-fitting method consists of fitting a function (most often a
Gaussian) to the scatter tails immediately outside the object at each
projection. This method is well suited for cases where the activity and
scatter medium occupy only a small portion of the FOV and follow a
fairly uniform distribution, such as in the case of brain imaging.
The more accurate, model-based scatter simulation algorithms use
the non-corrected emission image and an attenuation map obtained
from a transmission image together with a model of the scanner ge-
ometry to estimate the contribution of scattered events at each LOR.
One implementation of such a methodology, the Single Scatter Simu-
lation algorithm [36] has been used for scatter correction in the PET
insert device developed by the Washington University group [37].
A technique based on Monte-Carlo modeling of the imaging sys-
tem, together with activity and attenuation distributions, has also
been proposed [38]. Using this method, the history of each generated
photon is followed and a scattered coincidence distribution is deter-
mined.
Undetected Scatter in Ring Detectors
Before being detected, some annihilation photons may undergo scatter
in the sensitive detector material but, because they deposit an amount
of energy below the LET in that detector, not be recorded. Such
is the case with undetected ICS, where the photon interacts in the
first crystal, depositing an amount of energy below the LET, thus
generating no signal, and is absorbed in a second detector element.
As in the case of phantom scatter, the change in trajectory these
photons undergo causes a reduction of the resolution information they
carry. Figure 1.12 b) shows a schematic diagram of an event involving
undetected scatter in the detectors.
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1.4.2 Spatial Resolution
The spatial resolution of a medical imaging system is often measured
as the extent of its point spread function (PSF), that is of the response
of the system to a high-contrast point-like source distribution. In
PET, the PSF is the three-dimensional image obtained when imaging
a point source. Image resolution is usually expressed as the FWHM of
the PSF, the closest distance that two Gaussians of this width can be
brought together and still exhibit two separate peaks. The physical
effects contributing to the reconstructed image resolution of a conven-
tional scanner using cylindric geometry have been identified as: the
detector crystal width and photon acollinearity, which contribute to
the intrinsic resolution, and source size and the tomographic recon-
struction process [39]. Though of some importance in small-animal
PET, the effect of positron range is negligible in clinical scanners
compared to other factors. The contributing factors can be expressed
in an empiric formula proposed by Moses and Derenzo [40]:
Rsys = 1.25
√
(w/2)2 + (0.0022D)2 + s2 + b2 (1.4)
In this equation Rsys, the FWHM (in mm) of the PSF, is expressed
as a function of the crystal width w, the scanner diameter D and the
effective source size s, which includes positron range. The factor of
1.25 is due to the image reconstruction process and may vary slightly
depending on the algorithm used. The variable b represents the so-
called “block effect”, the degradation caused by events mispositioned
in the block detector. The block effect is in fact the combined effect of
several phenomena which occur inside a block detector. These include
the multiple interactions of an annihilation photon in the scintillation
crystal array, light transport in the scintillator as a function of the
depth of interaction, electronic noise in the PMTs, undersampling of
“thesis” — 2015/5/29 — 15:50 — page 36 — #52
36 CHAPTER 1. POSITRON EMISSION TOMOGRAPHY
the image by the detectors, errors in the crystal identification ma-
trix, and the discrepancy between the effective crystal location and
its physical location [41]. A typical value for b is 2 mm [40].
The spatial resolution of a PET system also influences its abil-
ity to accurately represent radioactivity concentrations in structures
smaller than 2 × FWHM. Due to the so-called partial-volume effects
the radioactivity concentration in objects of this size will be either un-
derestimated (for objects with higher activity than the background) or
overestimated (for objects with lower activity than the background).
1.5 Image Reconstruction
PET image reconstruction uses mathematical algorithms to convert
coincidence detection data into a 3D map of the distribution of positron-
emitting radiophamaceutical inside the scanned object. In this sense,
image reconstruction becomes an inverse problem for which we at-
tempt to determine an unknown activity distribution f given pro-
jection measurements p and a linear operator A that describes the
imaging process as
p = Af. (1.5)
Expressed in this way, the problem is linear since the projection
data consists of detector-pair counts which are proportional to the
total activity along the corresponding LOR, essentially line integrals
through the activity distribution in the object. In reality, the presence
of noise in the imaging problem is expressed as an extra term in the
above equation.
There are two general approaches for solving the problem. Ana-
lytic reconstruction provides an exact solution to the inverse problem
in the absence of noise, using a mathematical transform to relate the
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line integrals to activity distribution. The methods are linear and
therefore robust. The second common approach, iterative reconstruc-
tion, attempts to determine the distribution most consistent with the
measurements using a model of the system, which can include noise,
and a criterion that measures the correctness of the fit. The following
is a brief overview of the two methods, with a focus on one specific
example of an iterative algorithm, ML-EM, which is used throughout
this work.
1.5.1 Analytic Reconstruction
The analytic method, based on the inverse Radon transform, has his-
torically been the most commonly used for image reconstruction in
PET. Among the various analytic algorithms, filtered backprojection
(FBP) might be considered the general standard. However, in this
discussion we focus on iterative methods and FBP is presented here
only briefly. This is done for the sake of completeness and also to
introduce important concepts, which will be useful in the discussion
throughout this work.
Projection data
From measured data, all parallel line integrals can be grouped to-
gether to form projections of the object from various angles. This
representation of the distribution is a discrete approximation of its
Radon transform. For simplicity, in the following discussion we con-
centrate on the 2D case. Figure 1.13 a) shows a projection p(S, θ),
of a 2D activity distribution f(x, y). The projection data can be dis-
cretized and organized into a 2D histogram, called a sinogram, whose
bins represent the angle θ on one axis and offset from the centre, S on
the other. The sinogram corresponding to the activity distribution in
figure 1.13 a) is shown in 1.13 b).
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Figure 1.13: 2D PET data represented as projections. An activity
distribution f(x, y), consisting of an active disk with a hot, high-
activity region (in black) and a cold, zero-activity region (in white)
is represented in a). Also shown are parallel line integrals through
f(x, y) which are grouped into a projection p(S, θ). A sinogram of the
distribution is shown in b).
Backprojection
The process of backprojection is the distribution of the counts in a
detector pair into the image pixels that lie along the line joining the
two detectors. The value given to each pixel is weighted by the length
of the line that passes thought it. The backprojection of measured
counts from all detector pairs is summed to form the backprojected
image, which is an approximation of the original activity distribution
f(x, y). Since counts are distributed equally along the length of the
line from which they originated, the backprojected image is a blurred
representation of f(x, y) which can be designated as f ′(x, y). The
operation can be expressed mathematically as the sum of sinogram
elements from all N projections p(S, θn):
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p(S(x, y), θn). (1.6)
The projection variable S is related to the image coordinates (x, y)
using the relation
S(x, y) = x cos(θn) + y sin(θn). (1.7)
The values of the variable S in the sinogram will generally not
coincide with the exact (x, y) coordinates of image pixels and inter-
polation is necessary to calculate the sinogram contribution to each
pixel.
Filtered backprojection
Filtered backprojection (FBP), as the name suggests, utilizes a method
similar to backprojection but incorporates a high-pass filter into the
projection data. The filter gives a larger weight to higher spatial fre-
quencies that has the effect of reversing the blurring caused by back-
projection. The mathematical operation is analogous to the equation







To obtain p∗(S, θ), first a 1-D Fourier transform of the original
projection data p(S, θ) is taken with respect to the offset variable S:
P (νS , θ) = F [p(S, θ)]. (1.9)






−1[P (νS , θ)× | νS |]. (1.10)
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This 2-D method is extended into 3-D reconstruction by means of
the 3-D reprojection algorithm [42]. FBP is robust and computation-
ally is relatively fast. However, it also has some limitations, which are
discussed below.
Limitations
Analytical reconstruction approaches have a number of drawbacks.
The method is based on ideal line integrals and does not model other
aspects of the data collection process. These can include effects such
as finite detector dimensions, inter-crystal scatter, acollinearity, pa-
tient motion, etc. Since statistical noise in the emission and detection
processes is not modeled, it is present in the reconstructed images.
Moreover, analytic reconstruction requires equally spaced sampling in
the projection data [3], which is not always suitable for reconstructing
data of variable resolution or data which has missing projections. The
system presented in this work produces truncated, multi-resolution
data and requires a more flexible reconstruction method. Statistic
iterative methods provide the desired flexibility and have been used
throughout this work.
1.5.2 Iterative Reconstruction
Unlike analytical reconstruction, which is based on the inverse trans-
form of ideal line integrals, iterative techniques treat reconstruction as
an optimization problem, which seeks the solution which best fits the
measurements. These algorithms can be broadly classified as algebraic
and statistical. The main advantage of algebraic iterative algorithms
is that they can be very fast, while statistical iterative methods offer
the possibility of directly modeling noise, making them more suitable
for reconstructing noisy data [43]. Physical models for emission and
detection can be included in iterative algorithms to better account for
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such effects during image reconstruction. Position-variant resolution
and attenuation, for example, can be modeled in a straight-forward
manner, which gives these algorithms considerable flexibility [43]. In
addition, iterative methods are better at handling missing data result-
ing from truncation or inter-detector gaps. Finally, patient motion
may be included into the acquisition model [44].
The iterative process uses a feedback loop to compare image es-
timates with the physical measurements and makes necessary adjust-
ments for a closer fit. More specifically, an initial image estimate and
a model of the data collection process are used to generate the pro-
jections that would result from that image estimate. The estimated
projections are then compared to the measured projections and the
image estimate updated accordingly. The updated image then serves
as the input for the next iteration and the process is repeated, stop-
ping when a predetermined condition is met [43].
Although more computationally demanding, iterative methods have
replaced analytic ones in clinical practice, thanks to advances in com-
puter technology.
The system matrix
In order to estimate the projections from an input distribution, a
model of the emission and detection process of the system is required.
In other words, the operator A from equation 1.5 must be estimated.
The model must be able to determine the probability with which a
positron, emitted at a certain position in the FOV, is detected as a
coincidence event, in a certain pair of detectors. If the image space is
discretized using the index j and the projection space using the index
i, then the system model can be expressed as a matrix with elements
aij , called the system matrix, which gives the probability with which
an emission from pixel j is detected as measurement i. Using the
system matrix, forward projection is expressed as
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In this expression 〈pi〉 is the expected, or mean value of projection
pi, given voxel values fj . The imaging process itself is a specific realiza-
tion of the projection operation in which noise is included. Similarly,






A system matrix consisting of a line integral model including atten-
uation correction and normalization results in a sparse matrix whose
elements may be calculated at reconstruction time, that is on the fly.
Including scatter in the model complicates the calculation and densely
populates the matrix [45]. The system matrix can be expressed as a
product of several matrices, each modeling a specific aspect of the
imaging process [46]. These different factors may be calculated an-
alytically or through simulation. Besides on-the-fly calculation, the
system matrix may be pre-calculated and stored in memory.
Statistical algorithms
In general, PET data is noisy due to low count rates. A unique so-
lution to the reconstruction problem cannot be obtained in such a
case, so one that best fits the data is more suitable. Statistical al-
gorithms consider the best solution to be the one that is most likely,
given the measurements [43]. In other words, they look for a solution
that maximizes the conditional probability Pr[f|p], the probability of
achieving an image f given projection data p. Using Bayes’ theorem,
this can be expressed in terms of the probability of measuring p given
a distribution f :
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When optimizing with respect to f, p can be assumed to be con-
stant and the problem is reduced to maximizing Pr[p|f]Pr[f]. The
factor Pr[p|f], called the likelihood, is a measure of how well the data
agrees with the image. Pr[f], called the prior, contains information
about what is already known about the image. Reconstruction using
an assumed prior is performed using maximum-a-posteriori (MAP)
algorithms. If, on the other hand, we assume that nothing is know a
priori about the image, then Pr[f] is also constant and the problem
becomes maximizing the likelihood. Maximum-likelihood (ML) re-
construction looks for a solution that maximizes the likelihood. Since
ML reconstruction will be the focus of our discussion, we assume a
uniform prior from this point on.
Assuming that noise between detector locations is uncorrelated,
the likelihood can be factorized into the contributions from the indi-





ML algorithms attempt to maximize this probability or, equiva-





Poisson statistics, typically used to model radiation, are often em-
ployed as a model for PET measurements. According to this model,
the probability of measuring a particular number of counts, c, given
that the expected measurement is m, is
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By substituting this into the factorized equation for likelihood
(equation 1.14) we obtain:












Maximum Likelihood - Expectation Maximization
The most widely used method for finding the ML solution uses the ex-
pectation maximization (EM) algorithm, resulting in maximum likelihood–
expectation maximization (ML-EM) [47, 48]. This method follows
the iterative reconstruction process described above and, in addition,
guarantees convergence. At the kth iteration, projections are calcu-
lated using the projection operation (equation 1.11) with an estimated
activity distribution fkj and an appropriate system matrix aij . The
estimate is then updated in a way that maximizes the likelihood. For
EM, this involves calculating the ratio of the individual measured pro-
jections and those estimated using equation 1.11, backprojecting this
ratio (equation 1.12), multiplying by the estimated distribution and












An important feature in the above equation is the factor Sj which
accounts for system sensitivity. This is defined as the probability
that an emission in j is detected by the scanner, and is calculated by
backprojecting one count from every projection bin. It is expressed
by the formula:
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With every iteration of the ML-EM algorithm, the likelihood increases
and the image estimate theoretically becomes closer to the true ac-
tivity distribution [43]. However, in practice, an iteration number
is reached at which optimal visual quality is achieved and beyond
which the image becomes noisier. The high frequencies of the noise
are amplified while the lower frequency information of the activity
distribution becomes less visible. It is common practice to stop at a
low number of iterations to limit noise. This practice, however, may
reduce the accuracy of the reconstruction since the rate of conver-
gence is dependent on activity concentration [45] and may not be the
same in all points of the reconstructed image. This problem can be
avoided by using a higher number of iterations and smoothing the
resulting image [49] or by using penalized ML-EM [50], equivalent
to MAP. Another limitation of the algorithm is computation time.
Each iteration involves a forward and back projection and therefore
takes about twice the computational time as FBP. However, there are
methods for significantly accelerating reconstruction using variations
of ML-EM, most notably the widely used ordered subset expectation
maximization (OSEM) algorithm [51].
List-Mode ML-EM
For certain applications, as when using continuous detectors, where
the spatial discretization of the measurements leads to loss of informa-
tion, it is more appropriate to use a list-mode version of the ML-EM
algorithm [52]. Using this method, the main summation runs through
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Here, b = 1, · · · , J is the pixel index in the projection operation.
The system matrix ailj is the probability that a detected emission
from pixel j is detected in the ith detector-pair, corresponding to event
l. The list-mode ML-EM algorithm is used for image reconstruction
throughout this work.
1.6 Summary
In this chapter a review of the fundamental concepts of PET imag-
ing has been presented. The basic working principles of this imaging
technique have been described: the concept of the radiopharmaceu-
tical and how it is able to concentrate in certain areas of the body
which are of clinical interest, and the fundamental physical processes
that transmit this information to the outside world. The limitations
of PET imaging have also been explained. It has been shown how
resolution is degraded by certain physical effects. A review of the ba-
sic detector technology used in PET scanners has been presented as
well as the idea of using Si as an unconventional detector material.
An explanation of the different coincidence events has been included.
Finally, a summary of the image reconstruction methods used in PET
has been presented with a focus on the ML-EM algorithm. In the
above discussion, a conceptual basis has been laid for the detailed
examination of a the high-resolution PET probe system presented in
this work.
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One of the most important challenges in PET imaging is spatial res-
olution. Modern clinical scanners typically achieve values of 5 mm
FWHM [1] for reconstructed image resolution, compared to the sub-
millimeter values achievable by clinical CT [2] and MRI [3]. The
factors limiting image resolution in PET are listed in chapter 1 (sec-
tion 1.4.2) and their relative contribution to image resolution, at the
centre of a scanner’s FOV, was quantified by an empirical formula
(equation 1.4, page 35). It follows from this formula that there are
three approaches to increasing resolution in PET: reducing the effects
of acollinearity, detector size and block effect. Source size, of course,
is independent of scanner geometry. These approaches are employed,
in varying combinations, in several PET-insert geometries including
the probe system.
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Figure 2.1: Schematic diagram of a ring insert geometry where the
insert detectors form a full ring around the object being imaged. The
three types of coincidence events are shown: scanner to scanner (S-S),
scanner to insert (I-S) and insert to insert (I-I).
The PET-insert concept involves placing additional detectors in
the FOV of a PET scanner. The inserted detectors are connected in
coincidence with one another, as well as with the PET ring itself and
are therefore able to simultaneously detect annihilation photon pairs.
In the most general case there are three types of coincidence events:
those between two insert detectors (insert to insert, I-I events), those
between an insert detector and a detector in the PET scanner (insert
to scanner, I-S events) and conventional PET coincidences between
two detectors in the PET scanner (scanner to scanner, S-S events).
The three types of coincidence events are shown schematically in figure
2.1 for a specific geometry where insert detectors form a ring around
the object.
Insert systems can be broadly classified into two categories: ring
and probe devices. The ring insert geometry involves multiple de-
tectors placed around the object being imaged, in the form of a ring
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Figure 2.2: Schematic diagram of a probe geometry with the high-
resolution detector in close proximity to the object being imaged. In-
cluded are the two types of coincidence events: S-S and I-S.
(as shown in figure 2.1) or partial ring. The probe insert consists
of a single detector (or stack) on one side of the object, as shown
schematically in figure 2.2.
This chapter explains the working principles of the PET-insert
technique and its two variations. It also provides an overview of the
various implementations of these techniques, as developed by several
research groups.
2.2 Effect on resolution
Equation 1.4 applies to the resolution of a cylindrical scanner at the
centre of its FOV. For an insert geometry certain modifications must
be made. Those related to photon acollinearity and detector size have
been elaborated by Tai et al [4]. The contribution due to block effect
depends on the type of detector used and can be greatly reduced
using detectors employing one-to-one coupling, made possible by the
advances in photodetector technology described in section 1.3.1. This
section explores the factors which limit PET spatial resolution, in
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the context of the PET insert concept. The individual and combined
effects of photon acollinearity and detector size on resolution of the
three event types are quantified. The block effect is briefly discussed.
2.2.1 Photon acollinearity
At the centre of a cylindrical scanner Racln, the FWHM of the blurring
function due to annihilation-photon acollinearity, is expressed as
Racln = 0.0022×D, (2.1)
where D is the diameter of the scanner. However, for other positions
along the LOR, a more general expression is
Racln = 0.0088× d1 × d2
d1 + d2
, (2.2)
where d1 and d2 are the distances to the two detectors and the factor
0.0088 is due to the angular distribution of the photon acollinearity,
which is approximately 0.5o or 0.0088 rad FWHM [4]. In the centre of
the FOV, where d1 = d2 = D/2, equation 2.2 reduces to equation 2.1.
It is clear from equation 2.2 that if one or both of the detectors are
brought in closer to the object, Racln is reduced and therefore higher
resolution is achieved.
To demonstrate this effect, the acollinearity component of spatial
resolution blurring for several detector pair geometries is plotted in
figure 2.3. Racln is plotted for detectors positioned at x1 and x2, as a
function of position along the LOR. The case of a clinical PET scanner
is represented by two detectors separated by 1000 mm, approximately
the diameter of a typical scanner. Figure 2.3 a) demonstrates the
effect of bringing both detectors closer to each other, at several smaller
diameters. The plots corresponds to S-S events when x1 = 0 mm
and x2 = 1000 mm and I-I events for other positions. Figure 2.3 b)
demonstrates the effect of placing one of the detectors closer to the
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Figure 2.3: Resolution loss due to photon acollinearity as a function
of position for a) I-I events and b) I-S events. The case where x1
= 0 mm and x2 = 1000 mm corresponds to the S-S events and is
included in both plots for reference. Resolution is expressed in terms
of the FWHM of the blurring function. Given a constant insert offset
position, improvement is greater in the case of an I-I event.
centre at several offset positions. These plots correspond to I-S events
with S-S events (x1 = 0 mm and x2 = 1000 mm for reference. It can
be seen that in both cases (I-I and I-S) resolution is improved. The
PET insert geometries exploit this effect by placing detectors close to
the object.
2.2.2 Detector size
The effect of detector size on the intrinsic resolution of a cylindrical
PET scanner was described in section 1.2.2. For two identical, face-
to-face detectors (as in the central LOR), the coincidence response
function (CRF) is symmetric about the midplane, with a base width
equal to the detector width w. At the midplane the CRF is triangular,
with FWHM = w/2 (figure 1.3, page 17). The value w/2 is used in
equation 1.4 for resolution loss due to detector size. If the two detec-
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tors involved in the coincidence measurement are of different widths,
w1 and w2, the variation of the CRF becomes asymmetric along the
LOR, with respect to its centre (figure 2.4 b). The CRF still becomes
triangular in shape but now this occurs at a point closer to the de-
tector with smaller width. As in the case of identical detectors, the
CRF becomes rectangular at the two detector surfaces, but now with
widths w1 and w2. It becomes trapezoidal at intermediate locations,
as with identical detectors, but now its base and plateau widths are
modified due to the difference in detector widths. Figure 2.4 illus-
trates the differences in the CRF for a pair of identical detectors and
for a pair where one of the detectors is smaller.
For two detectors of widths w1 and w2, separated by a distance D,
the equation for the FWHM of the spatial resolution blurring function
due to detector size is:
Rdet =
(D − x) · w1 + x · w2+ | (D − x) · w1 − x · w2 |
2 ·D , (2.3)
where x is the distance from the detector of width w1 [4]. Rewriting
in terms of the variables d1 and d2, as in equation 2.2, the expression
becomes:
Rdet =
d2 · w1 + d1 · w2+ | d2 · w1 − d1 · w2 |
2 · (d1 + d2) . (2.4)
Intrinsic resolution due to detector size, Rdet, is plotted in figure
2.5 for several detector pair geometries. The FWHM is plotted for
face-to-face detectors, positioned at x1 and x2, as a function of position
along their LOR. The detector pairs correspond to S-S, I-I and I-S
events. The scanner detectors are 4 mm wide, a typical crystal width
in a modern clinical scanner, and separated by 1000 mm. The high-
resolution insert detector width was chosen to be 1 mm. The detector
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Figure 2.4: The CRF for a pair of detectors as it varies along the
length of the LOR. If the detectors are identical (as shown in figure
1.3, the CRF is triangular at the midpoint and becomes trapezoidal
towards the two detectors in a symmetric fashion. Intrinsic resolution
is highest where the CRF is triangular and degrades as it spreads to
become trapezoidal. If one of the detectors is narrower (as shown
here), then the symmetry is broken and the CRF becomes triangular
and narrower at a point closer to the small detector.
sizes were chosen to match those used in simulation studies of the
probe system, presented in coming chapters.
Resolution for S-S and I-I events, with the insert detectors at sev-
eral offsets, is shown in figure 2.5 a). The plots demonstrate how
decreasing the size of both detectors, from 4 mm to 1 mm, increases
the intrinsic resolution, but that moving them to smaller radii reduces
the improvement at a given point along the LOR. Figure 2.5 b) shows
resolution of I-S events with the insert at several offset positions and
includes S-S resolution for reference. Figure 2.5 b) demonstrates that
decreasing the size of just one of the detectors also increases spa-
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Figure 2.5: Resolution loss due to detector size as a function of po-
sition for a) I-I events and b) I-S events, with S-S events plotted for
reference. The scanner and insert detector widths are 4 mm and 1 mm
respectively. Both insert detectors are stepped in by equal amounts.
Resolution is expressed in terms of the FWHM of the blurring func-
tion.
tial resolution. The degree of improvement at a particular location,
however, is dependent on the offset of the insert detector relative to
the centre of the FOV. The point of highest intrinsic resolution is lo-
cated at some distance away from the insert detector. In figure 2.5
b) this distance ranges from about 200 mm and decreases as the de-
tector is brought toward the centre. The point of highest resolution
corresponds to the location along the LOR where the CRF becomes
triangular.
Most state-of-the-art whole-body PET scanners achieve high spa-
tial resolution by using crystal sizes between 4×4 mm2 and 6×6 mm2
in face area [1]. Further crystal segmentation would result in an in-
creased complexity in detector readout, or alternatively a reduced
FOV if the number of detectors were maintained. Reduction of crys-
tal size also leads to an increase in inter-crystal scatter and events
that are associated with the incorrect LOR. The choice of crystal size
results in an intrinsic resolution-sensitivity trade-off.
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2.2.3 Acollinearity and Detector Size Combined
A more accurate representation of resolution variation across the FOV
for the above geometries is obtained by looking at the combined effect
of photon acollinearity and detector size, ignoring, for simplicity, the
factor of 1.25 due to reconstruction. The resolution blurring due to the







Plots of Rcomb, analogous to those in figures 2.3 and 2.5, are shown
in figure 2.6. It can be seen from figure 2.6 a) that the resolution of I-I
events is higher than that of the S-S events at all detector offsets and
for all points along the LOR. It is also evident that resolution increases
as the insert detectors are brought closer to the centre of the FOV. It is
interesting to note that when both detectors are 4 mm wide (S-S event)
the effect of detector size is the dominant contribution to resolution
variation along the LOR, while with 1 mm detectors (I-I event) the
effect of acollinearity dominates. An exception to this observation is
the case where the insert detectors are at their closest to each other,
at x1 = 315 mm and x2 = 625 mm, 310 mm apart. Here, detector size
is once again the dominant component. From figure 2.6 b) we observe
that the resolution of I-S events is higher than that of the S-S events
at all offsets and for all points along the LOR. A notable difference
is when the 1 mm detector is located at the PET ring’s radius. Here
Rcomb for the I-S and S-S events are identical on the side of the LOR
closer to the large detector. It was observed that resolution increases
as the insert detector is brought closer to the centre of the FOV. The
sharp dip in Rdet close to the insert detector (figure 2.5) is much less
pronounced with the addition of acollinearity. Rcomb dips only slightly
and rises back at about 10 mm from the detector surface.
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Figure 2.6: Resolution loss due to the combined effects of photon
acollinearity and detector size as a function of position for a) I-I events
and b) I-S events, with S-S events plotted for reference. Resolution is
expressed in terms of the FWHM of the blurring function.
The resolution near the insert detector for a I-S LOR can be further
explored by considering different pixel sizes for the insert detector.
Figure 2.7 shows plots of resolution for an insert detector of varying
size, placed at the scanner radius. Sizes ranging from 0.5 mm to 4
mm are used. Intrinsic resolution Rdet is plotted in figure 2.7 a) while
Rcomb is plotted in b). It can be seen in a) that a reduction in insert
detector size only produces resolution gains on one side of the point
of lowest Rdet, closer to the insert. The same is true when the effect
of acollinearity is included, as shown in b). Although the behavior
of the resolution Rcomb is different from Rdet, the region affected by
detector size reduction is the same.
2.2.4 Block effect
The block design of a typical scintillation detector in a PET scanner
was described in section 1.3.1. The degradation to resolution inherent
in this design is termed the block effect (explained in section 1.4.2).
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Figure 2.7: The effect of insert detector size on resolution for I-S
events. For a pair of detectors separated by 1000 mm, the plots
demonstrate the effect of varying the size of one of the detectors on
resolution. Plotted are a) the intrinsic resolution and b) the resolu-
tion due to the combined effects of photon acollinearity and detector
size, as a function of position. Resolution is expressed in terms of the
FWHM of the blurring function.
The degradation is caused by event mispositioning in the scintilla-
tion crystals due to the combined effect of several phenomena which
occur inside a block detector [5]. One way of overcoming the prob-
lem of the block effect is to use a detector which does not follow
the block design, for instance coupling every crystal individually to
a photodetector. Advances in photodetector technology have allowed
for the possibility of producing scintillator detectors with one-to-one
coupling, as discussed in section 1.3.1. Although widely used in pre-
clinical geometries, due to the large number of readout channels and
the high cost of the detector, very few clinical PET scanners employ
these devices1. For insert devices, which use a smaller number of
detectors, this application is more realistic. Another possibility for
1The Philips Vereos PET/CT uses digital SiPMs to achieve one-to-one coupling
“thesis” — 2015/5/29 — 15:50 — page 66 — #82
66 CHAPTER 2. THE PET PROBE CONCEPT
individual pixel readout that can be applied in the context of insert
geometries is the use of semiconductor detectors. These devices rely
on the direct detection of gamma photons by a highly pixelated detec-
tor, in many cases with no signal multiplexing. Their application to
PET imaging has been the subject of extensive investigation [6, 7, 8].
2.3 The Ring Insert Geometry
The ring insert geometry consists of high-resolution detectors inside
the FOV of a clinical PET scanner. They are placed around the object
being imaged so as to detect coincidence events between each other
as well as with the detectors of the clinical scanner. This definition
includes geometries ranging from a pair of opposing insert detectors to
a full ring, surrounding the object. Since all detectors are connected
in coincidence, three types of events are possible in this configuration:
S-S, I-S and I-I, as were defined in figure 2.1. The three event types
can be reconstructed separately or combined during reconstruction
to create a single image [9], with higher resolution than an image
reconstructed using S-S events only.
2.3.1 Working Principles
By positioning highly-segmented detectors close to the object being
imaged, high-resolution information can be obtained. As explained in
section 2.2, this is because the effect of photon acollinearity is dimin-
ished and intrinsic resolution due to detector size is increased. Placing
highly-segmented detectors at a small radius following a conventional
PET scanner geometry is one method of realizing this goal. In ad-
dition, a sensitivity increase can be achieved by placing the smaller
ring in the FOV of a clinical PET scanner, following the PET ring
insert geometry. In such a system, S-S events are combined with high-
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resolution I-S and I-I events to create a single image. Experimental
prototypes and simulation studies have demonstrated, to varying de-
grees, the increased spatial resolution of systems utilizing the ring
insert concept (described below).
2.3.2 Existing systems
A small-animal PET imaging system which utilizes the ring insert ge-
ometry has been proposed using Si detectors [8]. An outer ring of
BGO detectors provides high sensitivity while an inner ring of Si de-
tectors collects high-resolution information. Simulation studies [10]
and an experimental prototype [11] have demonstrated the ability of
the system to achieve sub-millimeter resolution. An extension of the
work using a human-scale scanner with BGO detectors and an in-
ner Si-detector ring has also shown promising results [9]. The larger
dimensions of the second prototype indicate the applicability to hu-
man subjects. Other ring insert prototypes, based on a commercial
small-animal scanner and high-resolution LSO scintillator detectors,
have been studied and demonstrate a marked improvement to image
resolution as compared to the original system. These include a setup
with a single insert detector rotated through 180o [12] and a full-ring
insert geometry [13]. Similar geometries, using LSO detectors in a
ring insert, have been studied by the same group in application to
whole body clinical scanners. Simulation studies have demonstrated
the possibility of improved spatial resolution in this context [14]. A
prototype system, based on a Siemens Biograph-40 clinical PET-CT
scanner and a half-ring insert composed of high-resolution LSO detec-
tors has been constructed [15] and shown to benefit image resolution
and contrast [15, 16]. The advantage of the half-ring insert is that
while collecting all three types of events (S-S, I-S and I-I) it adds a
certain degree of flexibility to patient positioning. Flexibility is further
augmented when considering the probe-insert geometry.
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2.4 The Probe Geometry
An alternative to the ring insert is the probe. In a probe geometry,
a single high-resolution detector, or a detector stack, is operated in
coincidence with a PET scanner, providing increased spatial resolution
and sensitivity in a region close to the detector surface. Such devices
have been investigated by various groups [17, 18]. The probe geometry
offers several advantages over the ring insert, which will be described
below.
2.4.1 Working Principles
In addition to regular S-S events, a probe system also collects high-
resolution I-S events (shown schematically in figure 2.2), which provide
higher spatial resolution and increased sensitivity in the region close
to the probe. As has been demonstrated, the resolution information
contained in the I-S data depends strongly on the positioning of the
probe and the size of its detectors. Furthermore, the proportion of
I-S events in the data determines the degree with which the high-
resolution data serves to enhance the performance of the system.
2.4.2 Existing systems
A probe geometry was utilized in simulation studies of an internal
PET probe for prostate imaging [17], an inter-operative imaging probe
[19] and the less invasive zoom-in PET small-animal system [18].
These probes could be positioned in close proximity to the prostate,
tissue accessible through surgery and tumors near the skin surface, re-
spectively. By means of simulation studies Zhou & Qi have shown that
the spatial resolution of a small-animal PET scanner can be increased
by combining the scanner with a high-resolution, depth-of-interaction
(DOI) LSO detector probe. Their studies have also shown that the
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zoom-in PET system offers higher lesion detectability [18]. The study
of an experimental prototype of this system, which has also shown an
improvement in spatial resolution [20], is a further demonstration of
the potential of such a device. Another PET probe that is currently
under development for use in close proximity to the object, employs
high-resolution Si detectors [21] for use in coincidence with a clinical
scanner. The work presented here is an elaboration of the Si probe
system.
2.4.3 Advantages and disadvantages
A probe is more straightforward to adapt to an existing system and
less costly as it makes use of only one high-resolution detector, al-
though several layers can be used to increase sensitivity. Flexibility
in probe positioning allows for the placement of the high-resolution
detector closer to the region of interest (ROI), taking full advantage
of the available resolution. The geometry also allows for task-specific
positioning of the probe with respect to the subject being imaged,
thus allowing the possibility of adaptive imaging [22]. While a probe
insert provides many advantages, there are also some disadvantages
associated with this type of imaging system. These include a narrow
range of projection angles in the probe data and variable resolution.
These characteristics of the probe data present a challenge for im-
age reconstruction and in determination of the optimal position for
probe placement. A further difficulty, which the probe shares in com-
mon with the ring insert, arises due to the attenuation and scatter
produced by the additional detectors in the FOV of the conventional
scanner.
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2.5 Clinical applications of the PET probe
The clinical application of the PET probe system would be to imaging
problems where higher resolution is desired in a localized ROI. This
can include situations where a lesion is located close to the body
surface, within a predetermined range of increased resolution provided
by the probe system. A procedure can be envisioned where previously-
obtained diagnostic information is used to localize a region where
higher resolution may be desired, then an appropriate probe position
is determined to maximize resolution at that location. Finally, a PET
scan, including the probe, is performed. Another application for the
PET probe is ROI imaging, where the region where high resolution is
desired is known a priori and the probe can be directly applied in a
fixed geometry, for example brain and breast imaging.
2.5.1 Breast Imaging
According to the World Health Organization (WHO), breast cancer
is the leading cause of cancer deaths among women aged 20-59 years
worldwide 2. Screening X-ray mammography is the gold standard
for breast cancer surveillance which has been credited with reduc-
ing mortality by 33%. However, its value is very limited for women
with dense breasts. The ability of mammography to detect cancer
was found to be 80% for women with predominantly fatty breasts
but only 30% among women with extremely dense breasts [23]. Also,
screening mammography suffers from a high false positive rate (11%
in the United States) which can incur substantial personal and finan-
cial costs [24]. High false positive rates and unnecessary biopsies are
partially due to the nonspecific nature of the structural indicators of
breast cancer in mammography, such as micro-calcifications [6]. On
2http://www.who.int/mediacentre/factsheets/fs334/en/
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the other hand, staging breast cancer through axillary dissection is
often ineffective and traumatic for the patient [6]. Furthermore, there
is no practical and accurate imaging technique for monitoring therapy.
The limitations of traditional diagnostic methods have motivated
the study of the applicability of other imaging modalities to breast
imaging. There is ongoing work in the field using CT [25, 26], MRI
[27, 28] and PET [29, 30, 31].
The functional information provided by PET is useful since cel-
lular changes associated with cancer can occur well before structural
changes such as calcifications appear [6]. As early as in 1989, whole-
body FDG PET was studied in its application to breast imaging [32].
In this study an 82% sensitivity of whole-body PET to breast tumors
of >5mm in size was reported. Subsequent studies have reported sen-
sitivities ranging from 80% to 100% and specificities ranging from 75%
to 100%, with reports of highest sensitivities coming from studies that
included patients with large tumors [33]. FDG has also been studied
for use in the monitoring of breast cancer treatment [34]. However,
several limitations have prevented PET from being incorporated into
standard breast cancer evaluation. Limitations include low sensitiv-
ity, inadequate spatial and contrast resolutions for small lesion, as well
as high cost and long scan times. Dedicated positron emission mam-
mography (PEM) systems have been developed to overcome some of
these difficulties [33, 35, 31]. For improved spatial and contrast resolu-
tion, PEM devices use high-resolution detectors in a geometry which
increases sensitivity in a ROI by employing a small FOV. However,
these are highly specialized systems with a very narrow range of ap-
plicability in clinical practice. Furthermore, they would involve a high
financial costs to implement on a large scale.
As a means of obtaining high resolution in a reduced FOV, the
PET insert geometry offers a practical solution to the limitations of
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using whole-body PET for breast imaging applications. The tech-
nique makes use of a clinical scanner and its only requirement is that
a limited number of high-resolution detectors to be connected with
a, possibly already-existing, system. This application has been pro-
posed using the ring insert concept, employing a partial ring of high-
resolution scintillation detectors in coincidence with a whole-body
scanner [36, 37]. A prototype of the system has shown improvements
in spatial resolution and contrast recovery in a cylindrical phantom
[16]. The application of a probe geometry to breast imaging using a
more realistic breast phantom will be the subject of matter of chapter
8 of the present work.
2.6 Summary
The PET insert concept aims to enhance the spatial resolution of
a conventional scanner by placing additional detectors in the FOV.
Ring and probe insert geometries have been envisioned. This chapter
illustrates how placing the insert detectors closer to the subject and
reducing the size of their individual elements creates high-resolution
coincidence events. Further enhancement may be obtained by using
insert scintillation detectors with one-to-one coupling or solid-state
detectors. Various implementations of the PET insert concept are
currently under investigation by several groups and have been dis-
cussed in this chapter. Finally, a clinical application of the probe
geometry has been proposed. A PET probe could provide functional
information useful for breast imaging, providing higher sensitivity and
resolution than whole-body PET, while offering an alternative to the
highly specialized PEM devices.
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The system studied in this work utilizes the probe geometry applied
to a full-body, human PET scanner. This specific PET probe system
has its origins in the MADEIRA collaboration1, a EU-funded project
dedicated to minimizing the dose of radiation received by patients un-
dergoing diagnostic nuclear medicine procedures. In the scope of the
project there were five independent approaches for achieving this goal,
one of which was the development of a PET probe to be combined
with a clinical scanner. Work on the MADEIRA probe continues in
several interrelated areas: the development of a probe prototype which
utilizes silicon (Si) detectors, experimental characterization and opti-
mization studies, simulation studies as well as the development of data
processing and image reconstruction software. This chapter presents
the system, based on the MADEIRA concept, designed specifically for
1http://www.helmholtz-muenchen.de/en/madeira/madeira-home/index.html
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simulation studies. A discussion of the choice of simulation software
is also included.
3.2 The Clinical PET Scanner
The scanner geometry chosen for the simulation studies was based on
the PET component of the Siemens Biograph 64 hybrid PET/CT sys-
tem. The Biograph represents a commercially-available, whole-body
PET device used in modern hospitals. Its choice as the scanner com-
ponent of the PET-probe system allows us to test the probe concept
on a PET device capable of a spatial resolution typically achievable
in clinical practice. The Biograph’s PET detectors are based on 4
mm LSO crystals, allowing for 5.9 mm (FWHM) transaxial resolu-
tion near the center of the FOV. The simulated system was based on
specifications from the manufacturer2.
3.2.1 Scanner Geometry
The Biograph specifications describe block detectors of 169 LSO crys-
tals each. A single crystal has a FOV-facing surface area of 4.0× 4.0
mm2 and a depth of 20 mm. They were arranged in 13× 13 arrays in
each detector block. Although not included in the specifications, 0.2
mm inter-crystal gaps were also introduced to account for the crystal
spacing and the axial FOV given in the specifications. Optical insula-
tion between the crystals was not modeled since light-sharing was not
included in the simulation. Rather, light-sharing was accounted for in
post-simulation processing via the addition of a crystal-identification
uncertainty, or block effect.
The block effect was simulated by sharing single interactions in
one crystal amongst its neighbors in the block detector. A single
2activexray.com/pdf/Siemens_Biograph.pdf
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event occurring in a specific crystal was given a 50 % probability of
being assigned to one of its 8 neighboring crystals. For crystals on
the edge of the block, this percentage was reduced as the distribution
was amongst fewer neighbors. The 50 % probability was determined
empirically to match the scanner resolution specified for the Biograph
64.
The scanner consists of three rings, each composed of 48 block
detectors, with a diameter of 842 mm. The 3 rings create an axial
extent of 163.8 mm, consistent with the 162 mm axial FOV specified
by Siemens. The size of the patient port is 70 cm and was modeled
by discarding LORs not passing through this central region.
3.2.2 Timing and Energy
The Biograph specifications state a coincidence timing window (CTW)
of 4.5 ns. To simulate timing resolution in the scanner, a Gaussian
distribution with 2.25 ns FWHM, half of the CTW, was employed. An
energy resolution of 15 %, at 511 keV, was modeled in the LSO de-
tectors and scaled by
√
(511 keV/E) for other energies E. An energy
window of 400-650 keV was used for scanner-to-scanner, or “ring”,
events. Both energy resolution and acceptance window were chosen
according to the Biograph64 specifications.
3.3 The PET Probe
The MADEIRA PET probe is based on highly-segmented, high-resistivity
Si detectors. A number of the researchers involved in the MADEIRA
collaboration had previously worked on Si detector applications for
PET imaging. As a result, there was considerable experience within
the group with this technology [1, 2], which was already in an advanced
stage of development by the time the MADEIRA collaboration began
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work on the PET probe [3]. The probe design used in the simulation
studies utilizes the previous research and implements, using realistic
approximations, a device that could be constructed in practice.
3.3.1 Choice of Probe Material
Besides the advantage given by its mature stage of development and
the high level of related expertise among the MADEIRA collabora-
tors, high-resistivity Si has several properties that make it an attrac-
tive choice for the probe material. First, Si detectors have excellent
spatial resolution. In a segmented semiconductor detector with indi-
vidual pixel readout, resolution is limited by pixel size. Si devices with
sub-millimeter segmentation are currently manufactured for various
applications. Second, Si detectors are relatively compact and sturdy,
simplifying mechanical design. Considerable work within MADEIRA
focused on this aspect of the probe design [4]. Thin, densely packed
detectors are essential for the construction of a probe with DOI ca-
pabilities for 3D imaging. Third, superior energy resolution makes Si
useful for event classification, which is especially important in clinical
scanners due to the large presence of scattered events. The ability of
Si to preferentially Compton-scatter 511-keV photons also makes it
potentially useful as a Compton camera [5], where high energy reso-
lution is essential. Using the Compton camera technique, events in
which a single annihilation photon undergoes Compton scattering in
the probe followed by absorption in the ring, or else multiple Comp-
ton scatter in the probe, can be used to add to system sensitivity.
Finally, Si detectors can be operated in a magnetic field, allowing
future investigation involving PET/MRI to be considered.
The use of other semiconductor detectors, such as germanium (Ge)
[6, 7, 8] and cadmium zinc telluride (CZT) [9, 10, 11] has been inves-
tigated for nuclear medicine applications. Ge and CZT have higher
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atomic numbers than Si and therefore provide a higher cross-section
to 511-keV photons [12]. However, Ge must be cooled to reduce leak-
age current [12], which makes it less practical for medical applications.
CZT detectors, on the other hand, are costly to produce [12]. Si detec-
tors offer a robust and economical alternative to other semiconductor
candidates, but with some cost to sensitivity. Their low efficiency is
the most serious drawback of Si detectors and requires the use of a
thicker detector, or multiple planes, for sufficient stopping power.
3.3.2 Probe Design
The probe used in the simulation studies consisted of ten layers of Si
detectors, each being 1 mm thick and spaced by 1 mm gaps. Each
detector was segmented into an 80 × 52 array of 1 × 1 mm2 pixels,
separated from each other by 0.1 mm gaps (1.1 mm pitch). Using
a stack of multiple detectors is preferable to using a single thick de-
tector for several reasons. First, a thicker detector has poor timing
resolution as there is significant DOI-dependent variation in the de-
tector pulse shape [13] which degrades timing performance. Second, a
thinner detector decreases the parallax error due to DOI uncertainty
in a single detector. Using multiple layers of Si gives the probe DOI
capabilities, making it possible to reduce parallax error in the coin-
cidence events which involve the probe. These events are especially
sensitive to parallax degradation due to the proximity of the probe to
the object. Finally, using a thinner Si wafer decreases the possibility
of multiple scatter in several pixels of a single detector and therefore
the occurrence of multiple coincidences. Multiple events in separate
detector layers may be used in Compton-camera mode [5]. Multiple Si
layers would result in the probe being less compact, however several
imaging geometries can be envisioned for a larger probe.
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3.3.3 Timing and Energy
The timing response of the Si detectors is characterized by a delay
between the time when a photon interacts in the Si and the time the
signal reaches the trigger threshold. The response is a combination
of several effects: time-walk, depth-related broadening and electronic
jitter. Time-walk is caused by the energy-dependent trigger delay in
the readout. Lower energy interactions create a signal which takes a
longer time to rise to the trigger threshold. The depth-related broad-
ening is due to a similar effect, but here rise-time is dependent on the
depth at which the interaction occurs in the detector [14]. Finally,
electronic jitter is noise due to detector electronics.
The model used for the timing response of the simulated probe
detectors was based on a study of timing in the MADEIRA probe
prototype [15]. In this study, coincidence events from a 511-keV pho-
ton source (22Na) were measured using a 1-mm thick Si detector and
a LYSO/PMT assembly (resolution at least 1 ns FWHM) as a timing
reference. Due to the excellent timing resolution of the LYSO detec-
tor the difference between Si trigger time, TSi, and that of the LYSO,
TLY SO, is a good estimate of absolute Si trigger delay. Consequently,
histograms of relative trigger delay (TSi − TLY SO) against energy can
be used to represent the Si detector’s timing response. The measured
coincidence events were plotted in histograms, classified according to
the energy deposited in a Si pixel and the Si trigger delay relative to
that of the LYSO. Results are shown in figure 3.1.
According to the results of the timing study, the dominant feature
in the Si detector’s time response is time-walk. This can be observed in
figure 3.1 a) as the movement of the histogram peak towards a longer
delay at lower energy depositions [15]. Depth-related broadening and
electronic jitter are shown in figure 3.1 b) for a 220 keV interaction
energy.
Simulations performed by the same group [14] have demonstrated
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(a) (b)
Figure 3.1: Results from initial experiments to characterize the Si de-
tector timing response. Coincidence events are histogramed according
to the energy deposited in a Si pixel and the trigger delay, for a) all
energies and b) 220 keV depositions. Figures taken from Studen et al
[15].
that 5-10 ns FWHM timing performance is possible if pulse-height
corrections are employed. In practice, several methods have been
used to improve timing in the detectors. These include increasing bias
voltage, thereby accelerating the movement of electrons and holes to
the electrodes [16], and subtracting the energy-related delay from each
event [17], thereby correcting for time-walk.
For the present study, Si timing response was assumed to be cor-
rected for time-walk and a residual Gaussian spread was assumed [5].
A resolution of 10 ns FWHM was modeled as a conservative estimate
taken from the results of the aforementioned simulation study [14]. In
chapter 4 of this work, a study is performed to observe the effects of
the CTW.
To simulate energy uncertainty in the Si detectors, a Gaussian
distribution was used with 1.5 keV FWHM, independent of deposited
energy, as determined by a study of the probe prototype [15]. A
low energy threshold (LET) of 20 keV was used for probe singles, as
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would be used in experimental application to remove noise from the
Si detector. In chapter 4 of this work, a study is performed to observe
the effects of the LET in the probe detectors.
3.4 Simulating the Probe-and-Ring System
The combined probe-and-ring system was modeled by simulating the
two detection systems described above in timing coincidence using the
Monte Carlo package GATE (Geant4 Application for Tomographic
Emission) [18].
3.4.1 Geometry
The proposed system consists of the Biograph 64 and the mobile Si
probe, adaptively positioned according to a given imaging geometry.
In general, the probe is placed in close proximity to the region where
high resolution is desired. The system, with the probe close to the
surface of a Derenzo-like phantom, is shown to scale in figure 14.
3.4.2 Simulation Tools
The PET-probe system was modeled using the Monte Carlo package
GATE (version 5) [18], which is based on GEANT4 (version 9.2), a
platform for the simulation of the passage of particles through mat-
ter, written for high-energy physics applications. GATE encapsu-
lates GEANT4’s well-validated physics libraries. In addition, GATE
provides a PET-specific command set and has itself passed numer-
ous validation studies3. The commands provided by GATE make it
straight-forward to simulate a conventional scanner such as the Bio-
graph, with its hierarchal detector arrangement of ring-block-crystal,
3http://www.opengatecollaboration.org/OpenGATEpublications
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(a) (b)
Figure 3.2: The proposed system with a Derenzo-like phantom, drawn
to scale, showing a) the full probe and ring setup and b) a close up of
the probe. The Si layers are shown to be transparent in b) and their
pixelization is not shown.
simplifying read out of events at each of these levels. Furthermore,
GATE is capable of modeling time-dependent phenomena such as de-
tector movement and source decay kinetics.
GATE is intended for simulating more conventional geometries
such as SPECT and PET systems and its use for simulating the full
ring-and-probe system is a novel application. When simulating the
probe geometry special care had to be taken when defining the GATE
system and assigning its associated levels to the appropriate physical
volumes. The addition of the probe to the typical PET geometry,
consisting of rings of detector modules composed of scintillation crys-
tals, required the use of the scanner (or PETscanner) GATE system,
which has no fixed geometry.
In GATE, the basic volume elements where information about
the interactions is saved must be attached to a crystalSD (SD for
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“sensitive detector”) and be part of the chosen system. It is in each
of these sensitive volumes that individual interactions, or hits, are
summed into a single pulse. These basic detector elements can be
grouped into a volume with a single readout common to all, just as
crystals in a block detector whose combined signal is read out by
a group of PMTs. By attaching this volume to GATE’s hierarchal
structure of levels, the summing of the signal can be performed using
a single command line. The resulting pulse contains the total energy
of the block and the location of the crystal with the highest energy
deposit (winner-takes-all). Although only an approximation of block-
detector readout, GATE’s winner-takes-all approach was used in the
Biograph simulation for its convenience. At this stage, the common
pulse from each block was used as the GATE singles output. The
spectral and temporal resolutions of the Biograph detectors, as well
as the energy thresholds, were applied to the singles output using
dedicated software.
In the probe, which does not fit into GATE’s hierarchal structure,
pulses from the Si-pixel level were used as output singles. No common
readout was necessary in the probe simulation since every pixel in a
Si pad detector is read out individually. Like in the Biograph, the
spectral and temporal response of the Si detector, as well as its energy
threshold, were applied to the GATE output. No model of dead time
was incorporated into the simulation for either detector.
Modeling detector response outside of GATE provided the addi-
tional flexibility needed to apply separate time resolutions to LSO
and Si detectors. Furthermore, the application of a constant energy
uncertainty to events detected in the probe (as explained in section
3.3.3) was made possible. The block effect in the Biograph detectors
was applied to the singles output data in the same post-simulation
process as time and energy resolutions.
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Because the probe could not be attached to the hierarchy of levels,
the GATE coincidence sorter could not be used to create probe-ring
coincidence events and a dedicated sorting algorithm was required.
Coincidence sorting was performed using the method by which a time
window cannot be opened until the previous one has been closed. Ran-
dom coincidences and those which underwent scatter in the phantom
or probe are tagged and included or removed from reconstruction,
according to the specific study.
3.5 Summary
In this chapter, the PET probe system used in simulation studies was
described. The simulated geometry consists of a whole-body clinical
PET scanner, based on the Siemens Biograph64, and a layered Si
detector probe. Si was chosen due to a number of properties which
make the material suitable for such an application. The geometry of
the scanner, as well as energy and timing settings, were taken from the
Biograph specifications and simulated using GATE, as well as post-
processing of the simulated data. The probe design was based on a
prototype constructed by the MADEIRA collaboration. The timing
and energy resolutions of the existing device were simulated, but the
number of pixels in a single detector and the number of Si layers was
modified. GATE was used in a novel way to simulate the probe-and-
ring system. The processing of the simulated data was also briefly
described.
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In the probe geometry, high-resolution insert-scanner, or “probe”,
events are added to standard scanner-scanner, or “ring”, events to
increase the image resolution provided by the PET system. The quan-
tity and quality of the probe events has a great impact on the degree of
improvement and the inclusion of these events can even lead to degra-
dation of the images, due to the presence of scattered and random
coincidences. The system should be optimized so that the number
of true events, both ring and probe, is maximized while keeping the
scattered and random events to a minimum. The true events, ring
and probe, are those that contribute to image quality, they involve
non-scattered photons originating from a single annihilation event.
Randoms and scattered events degrade image quality. The settings of
the coincidence timing window (CTW) and the low energy threshold
(LET) in the Si detectors can influence the quantities of each type of
95
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event. The optimization of these parameters would involve extensive
study beyond the scope of the current investigation, but a general idea
of their influence can be obtained by observing the rates of collection
of different types of coincidence events. This chapter presents a study
of the main types of events, observing how variations in CTW, Si-
detector LET and phantom activity influence the quantities of each.
The results of these studies aided in determining parameters used in
further investigation of the PET probe system. While the study con-
centrated on probe events, it was also important to consider the ring
component, noting the impact of adding probe data.
4.2 Experimental Method
To observe the effect of CTW and Si-detector LET on the abundance
of various event types, a study was performed by simulating the probe
system and a scatter phantom with variable activity. This section de-
fines the types of coincidence events under investigation and includes
a description of the simulation study.
4.2.1 Identifying Types of Events
The classification of probe events is analogous to that of the regular
scanner events presented in section 1.4.1. These events are described
in figure 4.1 for a probe system and include: a) true coincidences,
b) randoms, c) object-scattered events and d) multiple coincidences
in the probe. Multiple coincidences due to a single photon-pair are
highly unlikely in the scanner ring due to the 400-keV LET. As the
CTW is extended, multiples may occur in the ring due to pile-up.
However, the layered structure of the probe and the low LET in the
Si detectors may allow for the possibility of a single photon to be
detected multiple times in the probe. It may be expected then that
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the contribution of multiples to probe events will be greater than to
ring events. Multiple coincidence events could be included in image
reconstruction should Compton kinematic processing be employed to
select a primary interaction in the probe [1]. Such processing would
also be necessary for the use of single-photon coincidences in the probe
as Compton camera events. However, such extensions will not be
considered here. The multiple coincidences in the PET scanner, along
with those measurements involving several interactions in the probe,
are excluded from image reconstruction in this work.
Undetected Scatter in Si Detectors
The probe is an additional scatter medium in the FOV of the PET
scanner. Annihilation photons may interact in the Si detectors or in
any other of the probe’s components, such as the related electronics
or support structure. In this study only the sensitive component of
the detectors was simulated, therefore only the scatter due to the Si
is considered. Some photons interact in the probe detectors without
generating any signal by depositing an amount of energy less than the
minimum LET of 20 keV per interaction (applied to reduce noise).
These photons may later be detected in the ring or in another of the
probe’s Si detectors as part of a coincidence event, but their deviation
will be relatively small. Figure 4.2 shows a schematic diagram of these
two possibilities.
4.2.2 Simulation Experiment
The relative amount of the various types of events present in the coin-
cidence data is affected by the choice of the CTW and LET in the Si
detectors. Activity levels also have an effect on the rate of these events
and therefore should be considered when measuring their contribution.
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(a) (b)
(c) (d)
Figure 4.1: Schematic diagrams of the following types of coincidence
events. a) A true probe coincidence. The two detected photons are
not scattered prior to detection and originate from the same annihi-
lation event. b) A random probe coincidence. The two detected pho-
tons originate from two separate annihilation events. c) A phantom-
scattered probe coincidence. Here a photon undergoes scatter in the
phantom before being detected by the probe (as in the figure) or ring.
d) A multiple coincidence with several detections in the probe. In
the figure, the three detections in the probe originate from the same
photon.
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(a) (b)
Figure 4.2: Schematic diagram of an a) ring and b) probe coincidence
event involving undetected probe scatter.
To measure the effect of the CTW and the LET, simulations were per-
formed using the NEMA PET Scatter Phantom [2]. This phantom,
designed to standardize the measurement of count rate performance
of PET devices in the presence of scatter, consists of an axially cen-
tered polyethylene cylinder, 70 cm in length and 20.3 cm in diameter.
The phantom contains a line source, 80 cm long and 3.2 mm in di-
ameter, axially centered at a radial offset of 4.5 cm. Simulations of
a 10-s acquisition were performed at three different activities: 1 mCi,
5 mCi and 10 mCi, the middle value representative of the total activ-
ity given to a patient during an FDG study. The probe was placed
120 mm from the center of the FOV, its surface being 8.5 mm away
from the phantom surface and 65 mm away from the line source. A
transaxial view of the probe and phantom is shown in figure 4.3. A
required separation of 14 blocks between detected events was imposed
to disallow any LOR that does not pass through the Biograph’s 70-
cm bore. A geometric acceptance cut was imposed on probe LORs
by rejecting all measurements that involved a ring detector located
beyond the probe position (above the dotted line which is flush with
the probe surface in figure 4.3). Counts in these LORs, while clearly
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unrelated to the activity distribution, were tagged and their contribu-
tion to randoms and scattered coincidences analysed. In the imaging
studies of the forthcoming chapters, no such geometric acceptance cri-
teria was used in the probe since the effect of events in this region may
be observed in image-space analysis. However, as the present study
only involves the counting of events, such a geometrical disistinction is
useful. Coincidence sorting was performed on the processed list-mode
singles data as described in section 3.4.2. In order to observe the ef-
fects of the CTW, values of 4.5, 10, 15 and 20 ns were used. In PET
it is common practice to set the CTW to twice the value of the time
resolution of the scanner detectors. The smallest and largest CTW
values were chosen to be double the time resolution of the LSO and Si
detectors respectively. Probe LET values of 20, 100, 200, 300, 400 and
500 keV were used and the effect on count rates measured. For the
LET studies a CTW of 20 ns was fixed. To help in understanding the
LET results, energy spectra of phantom-scattered and non-scattered
interactions in the probe were plotted using a 6-s simulation of the
NEMA phantom containing 5 mCi.
4.3 Results
Coincidence events were classified as ring or probe. For each type,
the contribution of true coincidences and randoms was measured, as
well as the number of those coincidences containing a scattered pho-
ton. Events involving one detection in the ring and multiple detected
interactions in the probe were counted separately. The contribution
of each type of event is considered as a function of the activity in the
phantom and CTW or LET, according to the study.









Figure 4.3: Diagram showing the position of the NEMA phantom
relative to the probe. The phantom is centred in the FOV of the
scanner. The diagram is to scale except for the diameter of the line
source, which is doubled for better visualization.
4.3.1 Effect of Coincidence Timing Window
The plots describing the effect of CTW on true coincidences, randoms,
and those with multiple interactions in the probe are shown below.
Uncertainty was calculated considering that the count rates follow
Poisson statistics. In this case the magnitude of the resulting error
bars are on the order of that of the data-point markers. In the follow-
ing plots, error bars are included only where they aid in explaining
deviations from a clear trend, as in the case of scattered fractions.
True Coincidences
Figure 4.4 shows how the true coincidence rate varies with the CTW
and activity. In figure 4.4 a) we see that as the CTW is increased there
is a reduction of ring sensitivity to true events. At 1 mCi this trend
is not significant but increases with activity and becomes significant
at 10 mCi, where the sensitivity falls to less than half at 20 ns CTW
compared to the value at 4.5 ns. This trend is expected since the
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Figure 4.4: Plots of the true coincidence rate, measured as coinci-
dences per second (cps), for different CTWs and activities for a) ring
and b) probe events.
probability of multiple detections from different annihilation events
(pile up) increases with the width of the CTW. The plot indicates
that pile-up begins to affect the coincidence count rate at a CTW
lower than 10 ns. Figure 4.4 b) shows that the probe true coincidence
rate peaks when using the 10 ns CTW. This trend is most notable for
the higher activities and negligible for the 1 mCi case. For 10 mCi
the probe trues rate experiences an overall decrease as the CTW is
changed from 4.5 to 20 ns. For 5 mCi there is a small overall drop
and for 1 mCi there is a small overall rise. The results indicate that
pile-up begins between 4.5 and 15 ns.
“thesis” — 2015/5/29 — 15:50 — page 103 — #119
4.3. RESULTS 103
































Figure 4.5: Plots of the random coincidence rate for different CTWs
and activities for a) ring and b) probe events.
Random Coincidences
Figure 4.5 shows how the random coincidence rate varies with the
CTW and activity. A similar trend is illustrated for both ring and
probe events. An increase is observed, with a higher rate for higher
activities, as expected from the relation NR = 2τN1N2 (equation
5.11). The equation also indicates that the randoms rate should in-
crease linearly with CTW. However, figure 4.5 shows a deviation from
this linear behavior, especially at higher activities. This can be ex-
plained by pile-up, when an increase in multiple coincidences causes
a decrease in those involving two photons.
Figure 4.6 shows the proportion of random coincidences as a frac-
tion of the total number of coincidence events, including trues, ran-
doms and those involving scatter in the object or the probe detectors.
The values are high, over 50 % in most cases, especially at high activ-
ities. The random fraction is highest in the probe events due to the
poor timing resolution in the Si detectors (10 ns FWHM). Extending
CTW increases the randoms fraction as expected from figures 4.4 and
4.5. The high randoms fractions among ring events may be explained
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Figure 4.6: Plots of the random fractions for different CTWs and
activities for a) ring and b) probe events.
by the fact that most of the activity in the phantom is located outside
of the FOV and no shielding was simulated to prevent the detection of
photons from the outside regions. In practice, the clinical Biograph is
sandwiched between two lead sheilds to reduce the detection of such
events [3].
Counting those random probe events which occured in LORs above
the Si device revealed that they would have constituted 56% of all
probe randoms. This high proportion, constant across all activities
and CTW values, justifies the implementation of the geometrical ac-
ceptance cut on probe LORs.
Multiple Coincidences in Probe
Figure 4.7 show plots of the rate of events involving one detection in
the scanner and multiple detections in various Si pixels. The quantity
of these events increases with a larger CTW. However, all of these
include at least one non-correlated photon, are therefore classified as
randoms and discarded in all remaining studies.
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Figure 4.7: Plot of the total probe coincidence rate, with multiple
coincidences in the probe, for different CTWs and activities.
4.3.2 Effect of Probe LET
In this section the effects of probe LET on the quantity of the various
probe event types is illustrated. Plots describing the effect on true
coincidences, randoms, those events involving scatter in the phantom,
those with undetected scatter in the Si detectors are shown. The
count rates of all event types are plotted along with their abundance
as fractions of all non-random probe events. Randoms dominate probe
coincidence data, as demonstrated in figure 4.6 b). When using LETs
of 400 and 500 keV, beyond the Compton edge for 511-keV photons
(∼340 keV, see figure 4.8), there are very few interactions in the probe,
often none at all. At such low counts, fractions have little meaning
due to large statistical variation and are not plotted.
Energy spectrum
Figure 4.8 shows the spectra of phantom-scattered and non-scattered
probe interactions. For non-scattered events, the mostly flat, slightly
concave Compton spectrum for 511 keV photons, ending in the Comp-
ton edge at ∼340 keV, and the photonpeak at 511 keV are clearly iden-
tified. The lack of detected events below 20 keV is due to the LET
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Figure 4.8: Energy spectrum of detections in the probe. The non-
scattered events are shown in dark blue and the phantom-scattered
events in red.
which is set to that energy. The spectrum of phantom-scattered events
is high at low energies and falls quickly, reaching zero at ∼420 keV,
beyond the Compton edge. Although there are some events beyond
400 and 500 keV, using these values as a LET in the probe leaves very
few probe-ring events to be statistically significant. The preponder-
ance of scattered events at lower energies suggests the possibility that
the application of a LET would reduce the scattered fraction.
True Coincidences
Figure 4.9 shows the effect of LET in the Si detectors on the number
of true probe coincidence events. The rate of trues is larger for higher
activities and decreases linearly with increased LET, as expected from
the energy spectrum. However, the contribution of trues as a fraction
of all non-random events (including scattered events) appears to be
independent of activity and to increase with LET, up to a maximum
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Figure 4.9: Plots showing the effect of LET in the probe on a) the true
probe coincidence rate, measured as coincidences per second (cps),
and b) the TF, for different activities.
at 300 keV. Here, the trues fraction (TF) is at a value of about 40 %,
independent of activity.
Object Scattered Events
Figure 4.10 shows the object-scattered rate and fraction for probe
coincidence events as a function of LET. As with true coincidences,
the rate of object-scattered events is larger at higher activities but
decreases more sharply with increasing LET than the rate of trues. As
a result, the object-scattered fraction (object SF) decreases with LET
to a value of 60 % at 300 keV. As with the TF, the SF is independent
of activity.
Random Coincidences
Figure 4.11 shows the effect of raising LET on randoms. The randoms
rate falls sharply as LET is increased. It does so faster than the trues
rate and, as a result, the randoms fraction decreases with increasing
LET.
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Figure 4.10: Plots showing the effect of LET in the probe on a) the
object-scattered probe coincidence rate and b) the object SF, for dif-
ferent activities.































Figure 4.11: Plots showing the effect of LET in the probe on a) the
random probe coincidence rate, measured as coincidences per second
(cps), and b) the RF, for different activities.
Undetected Scatter in Si Detectors
The fraction of probe coincidence events that underwent undetected
scatter in the Si prior to detection in the probe was found to be
minimal, between 1 and 2 %.
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affect ring events since the only scatter in the probe that goes unde-
tected occurs under this minimum. It was found that less than 1 % of
all ring events are affected by this type of probe scatter, which causes
only low-angle deviations in the trajectory of the scattered photon.
When probe LET is increased, lower-energy interactions in the probe
are excluded from reconstruction, but they are detected nonetheless, if
they deposit more than 20 keV. If the scattered photon is subsequently
detected by the ring, the event is labeled a multiple coincidence and
excluded, regardless of the energy deposited by the photon in the Si
detector, as long as this is above the minimum LET.
4.4 Discussion
For all further imaging studies in this work, CTW values were de-
termined following the common procedure of setting them to twice
the resolution (FWHM) of the detectors in the system. The timing
resolution of 2.25 ns in the LSO detectors was chosen according to
this method, given that a CTW of 4.5 ns was quoted in the Biograph
specifications, and used in further studies when sorting data from ring-
only simulations. Following the same method, for the ring-and-probe
system, where the 10 ns time resolution of the Si detectors is the lim-
iting factor, a single CTW of 20 ns was used for both ring and probe
events. However, it has been shown in this chapter that a 20-ns CTW
causes a significant rise in the randoms fraction in probe and ring co-
incidence data. It has also been observed that the majority of random
probe events (56%) would only contribute to noise in the area above
the probe, where there is no activity distribution, thus effectively re-
ducing the randoms rate. In order to further reduce randoms, two
possible approaches may be taken. The first would be to improve the
timing resolution of the Si detectors, allowing for a shorter CTW to
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be used. Although several approaches have been proposed for achiev-
ing this aim [4], the present work attempts to reflect the limits of
the current timing performance of the probe. The second approach
would involve optimizing the coincidence sorting algorithm. A dou-
ble time-window may be implemented, using 4.5 ns for ring events
and a longer CTW only for probe events. This longer CTW could be
determined through a study of the behavior of the noise-equivalent
count ratio (NECR) under different CTW values. Both approaches
should be studied, the first in the sphere of hardware development
and the second in software. Random events can also be compensated
during image reconstruction. However, the high rate of coincidences
with multiple interactions in the probe, may cause difficulties when
using the singles method of randoms estimation which is designed for
coincidences involving two detections; alternative methods should be
investigated. To minimize the effect of random coincidences observed
in this study at higher activities, simulation studies presented in fur-
ther chapters are limited to low activity, around 1 mCi.
An increase in the probe LET reduces the rate of scattered probe
events as well as their fraction of the non-random total. Increasing
the LET from 20 to 300 keV results in the reduction of object SF of
15%. To a lesser degree, increasing probe LET reduces the RF (by
5%). Object SF was found to be independent of phantom activity.
In further simulation studies, a LET of 20 keV is used to increase
the system’s sensitivity to probe events, whether scattered or not. Us-
ing these settings and an activity of 1 mCi, the relative contributions
of trues, randoms and scattered events is shown in figure 4.12.
4.5 Conclusions
A simulation study, using the NEMA scatter phantom containing
varying activity, was performed to investigate the effect of CTW and
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Figure 4.12: Plots of the relative contributions of trues, randoms and
scattered events. a) Shows the results for ring events and b) for probe
events, using an activity of 1 mCi, probe LET of 20 keV. Data points
for true events are represented in blue by squares connected by a solid
line, randoms in green by circles and a dashed line and scattered events
in red by plus signs and a dash-dot line.
probe LET on the quantity of different types of events. High random
fractions were observed when using a 20-ns CTW. However, most of
the observed random probe events come from spurious measurements
which would not contribute to the signal coming from the activity
distribution. Nevertheless, the high randoms rate limits the current
implementation of the PET probe system to low-activity applications.
When using 1 mCi in the phantom, reasonable random fractions were
achieved considering that a large portion of the activity was near to,
but outside the true coincidence FOV of the scanner [5]. For ap-
plication to higher activities, work should focus on optimizing the
coincidence sorting algorithm, possibly by using a dual CTW.
Raising the LET in the probe has been shown to reduce the scat-
tered fraction of probe events. However, a value of 20 keV was chosen
for use in further simulations to increase probe sensitivity while main-
taining a minimum LET that would reduce low-energy noise in a real
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probe prototype. The implementation of scatter-reducing LET and
the analysis of its effect on image quality is left to future work.
Potentially useful coincidence events involving absorption in the
ring and multiple interactions in the probe were observed to be all
randoms given the limited simulation statistics. Not a single multiple
probe coincidence, amongst the 4 × 105 measured, was due to corre-
lated photons. The low probability of detecting a true multiple probe
event justifies the exclusion of these events from reconstruction.
While it can be seen that the probe suffers from increaesd random
fractions and scattered coincidences, it is inherently designed as a tool
for resolution optimization and its performace as such will be the main
focus of further chapters. Although methods for improving the quality
of probe events have been proposed, the aim of the studies contained
in this work concentrates on utilizing these events at the current state
of the system’s development, with further improvements left to future
work.
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The specific characteristics of the additional probe data present a chal-
lenge for the development of image reconstruction algorithms. While
containing higher resolution information, the probe dataset is incom-
plete, containing only a limited range of projection angles. Moreover,
the angular coverage decreases as a function of the distance from the
probe. The resolution of the data is likewise degraded as we move in
the direction of the conventional PET detectors, as may be observed
in figure 2.6. Should the probe data be reconstructed in isolation, its
characteristics would be expressed as a rapid degradation of image
quality in areas which are not in the close vicinity of the additional
detectors. However, it is worth stressing this extra data is not meant
to be used by itself but should be combined with the complete tomo-
115
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graphic data provided by the conventional PET system. Combining
the high-resolution incomplete information with the low-resolution to-
mographic information is expected to result in an image that has the
benefits of both datasets. This combination requires dedicated image
reconstruction software that accurately considers the nature of the
probe data. In this chapter we investigate the characteristic proper-
ties of the probe data, examining the challenges to image reconstruc-
tion which they create. Each challenge is provided a solution which
contributes to the development of a dedicated image reconstruction
algorithm. Wherever appropriate, a study is carried out to demon-
strate the character of the data and the enhancement observed when
accounting for it during image reconstruction. Although this chapter
does not include the main results of the disertation, the software it
describes makes all further studies possible.
5.2 Methods
In this section, the development of the image reconstruction pack-
age for the PET probe system is presented according to how it was
developed: as a sequence of system-specific problems and their corre-
sponding solutions. We begin with a closer look at the nature of the
probe data.
5.2.1 Limited FOV
The limited FOV of the probe is illustrated in figure 5.1. The shaded
region represents the area occupied by those probe LORs associated
with the potential location of a patient. In practice, LORs not con-
tained in this area could be removed from the data, possibly based
on the anatomical information provided by the corresponding CT or
MRI scan, thus removing noise related to spurious measurements. It
has been shown in chapter 4 that events from this excluded region
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Figure 5.1: A schematic diagram demonstrating the limited FOV of
the probe LORs. Data from those detectors without projection infor-
mation regarding the object being imaged, should be excluded using
geometrical considerations. Here this is implemented by a 30o cut.
dominate the probe randoms rate. However, a situation where there
is activity distributed on either side of the probe is also conceivable.
It is to allow for such an imaging scenario that the studies presented
in this work do not implement any projection-space limitations.
Radon-Space Limitation
The limited angular coverage of the probe can best be visualized in
Radon space. A 2D sinogram was calculated assigning each possible
probe LOR with an angle θ and offset S according to definitions il-
lustrated in figure 5.1, and binning all axial differences together. We
use 1o×2 mm bins to form a histogram representing LOR density
throughout the FOV. As a result, the sinogram contains probe sen-
sitivity information. The removal of LORs defined by the 30o limit
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from the sinogram was implemented to observe the effect on the sen-
sitivity sinogram. The choice of a 30o cut, adapted in this study for
illustrative purposes, is indicative of values one might use given the
above geometry.
Image-Space Limitation
To demonstrate the effect of the missing projection angles in image
space, images were reconstructed using only the probe events. For
this purpose a large Derenzo-like phantom (as displayed in figure 14),
21.4 mm in diameter, with inserts measuring 12.7, 11.1, 9.5, 7.9, 6.4
and 4.8 mm in diameter, was simulated.
5.2.2 List-Mode ML-EM
The probe coincidences provide a detection response of fan-like geom-
etry, with resolution being highest at the Si pixel surface and decreas-
ing with distance to the resolution of a conventional scanner event
at the surface of the scintillation crystal (see section 2.2.2). In ad-
dition, this variable-resolution information must be combined with
lower-resolution ring data. Such multi-resolution data is problematic
when constructing sinograms, since the high-resolution information
requires finer sampling than that of lower resolution. Furthermore,
the layered structure of the probe causes multiple LORs, each with
a different coincidence response, to be assigned to the same sinogram
bin. Given these limitations, sinograms were not used to store projec-
tion data for image reconstruction for the probe system.
The fine pixelization of the Si detectors results in an abundance
of possible measurements in the probe data. There are 2 to 4×109
different LORs in the PET probe system, depending on FOV restric-
tions. This number may be somewhat reduced by the implementation
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of projection-space cuts. However, the abundance of possible LORs
makes storing data in a LOR histogram an impractical alternative
to the sinogram due to its size. Furthermore, if the probe were to
be moved to multiple positions during a single acquisition, the num-
ber of distinct LORs and sinogram bins would increase significantly.
We considered it more appropriate to use a list-mode (LM) approach
[1] rather than histograms of measurements. Using this method, the
summation in the ML- EM algorithm runs through the N events in













The image reconstructed using this formulation of the algorithm
is an estimate of the distribution of emitted counts which are detected
[2], rather than of the actual activity distribution (all emitted counts),
as in equation 1.20. To obtain an estimate of activity distribution,
sensitivity correction must be performed after the final iteration by
dividing the image by the sensitivity matrix. Similarly, the system
matrix element a′lij is the probability that a detected emission from
pixel j is detected in the ith detector-pair, corresponding to event l.
Such a system matrix is obtained from the matrix aij (as used in
equation 1.20) but needs to be normalized for system sensitivity. For
simplicity (and without loss of accuracy in the definition) we call it
a′ij in further discussion.
5.2.3 Multi-Line Siddon
The probe is conceived as a mobile device, therefore a pre-calculated
system matrix is not a practical solution since it would have to be
recalculated for every probe position. Furthermore, the abundance of
possible LORs in the probe data would make the storage of such a
large matrix unpractical (several Gb in storage for each probe position,
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for the probe-only system matrix elements alone). Rather, an on-the-
fly method of calculation is preferred. In addition, a unique sensitivity
matrix is required for each probe location. This calls for an efficient
method of sensitivity calculation.
The Siddon ray-tracing algorithm [3] provides a fast method of
calculating the exact radiological path through a voxel space, an effi-
cient model for the propagation of 511-keV photons. An accelerated
version of the algorithm [4] was used for the on-the-fly calculation of
the elements of the system matrix as well as for the sensitivity ma-
trix. Using the Siddon method, each system matrix element aij is
proportional to the intersection length, lij , of a line traced between
the detectors of the ith LOR, through pixel j. In the above formula-
tion of the LM ML-EM algorithm, it is emphasized that a′ij expresses
the probability of detecting an emission from pixel j in LOR i given
that the event is detected by the system at all. Expressed mathemat-




ij = 1. Without this condition of detection
by the system, the overall probability aij of detecting an emission for
a certain i−j combination is related to the Siddon line length through
a proportionality constant C1, such that
aij = C1 · lij . (5.2)
From this expression, a′ij is obtained by dividing the overall prob-








The division by system sensitivity in the system matrix calcula-
tions also reduces the effect of high-frequency, pixel-to-pixel sensitivity
variations in the reconstructed image.
The difference in spatial resolution between the conventional PET
data and the probe data presents a challenge when using the Sid-
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don method. The high-resolution information of the probe requires a
finer pixelization of the image space for proper representation. A finer
grid, however, would be undersampled by the low resolution ring data
should only one ray per detector pair be used in modeling. Further-
more, as we have seen in chapter 2, the probe detection response is
fan-like in geometry and, therefore, is of variable resolution over the
length of the LOR. As a solution to these problems we use a multi-ray
approach [5]. Instead of tracing one Siddon line between the centres
of the two detection elements, four evenly spaced points were used
(chosen at a depth of one attenuation length in ring crystals and in
the central plane of each Si pixel): 16 Siddon lines per detector pair
were calculated. The sampling of the detection response is shown in
figure 5.2.
(a) (b)
Figure 5.2: Diagram showing the sampling of the response of a pair
of detectors. In a) we see the case of one line per detector pair and b)
shows a higher sampling using 16 lines.
Using the multi-line method, the probability aij is computed us-
ing a sum, l
(D)
ij , of all D intersection lengths of the Siddon lines lidj
corresponding to the ith LOR, through pixel j. For a proportionality
constant C2, the equation becomes
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where d = 1, · · · , D is the index that runs over all the D lines that
correspond to detector pair i. In the implementation used in this
work, D=16. The corresponding system matrix element a′ij is again
obtained using equation 5.3.
The effect of the increased sampling on reconstructed images can
be demonstrated using the sensitivity calculation and reconstructed
images of a uniform source distribution. The ring sensitivity was
calculated using both 1 and 16-Siddon-line methods to illustrate the
effect of increased ray-counts on related image artifacts. The artifacts
were further observed in reconstructed images of an extended, 2D
square source distribution.
5.2.4 The Combined System Model
Although ray-lengths are proportional to detection probability, it is
important to recognize that the proportionality constant for a ring
event is not the same as for a probe event. Due to differences in
the sensitivity and segmentation density of the two detectors used,
the intersection length of a Siddon line with an image pixel must be
appropriately weighted depending on the type of event: ring or probe.
A relative weighting factor, β, must be calculated a priori for each
distinct probe position, such that:




ij i ∈ R
β · l(16)ij i ∈ P
(5.5)
where R and P are the sets of ring and probe LORs respectively.
Given the total number of ring and probe coincidence events, N r
“thesis” — 2015/5/29 — 15:50 — page 123 — #139
5.2. METHODS 123
and Np, measured using an arbitrary activity distribution λ, with






















This expression is valid independently of the chosen, non-zero,
distribution λ, as β depends only on probe position. The factor can
be estimated by counting N r and Np from a simulation of a known
activity distribution λ. While uncertainty due to counting statistics
may be reduced by acquiring a sufficient number of coincidence events,
a low activity should be used to avoid the effects of they system’s
timing performance such as pile-up, especially when using the long
CTW required for probe coincidences. For this purpose we simulated
a homogeneous, 40 × 40 × 40 mm3 cube source in the centre of the
FOV, containing 1 µCi of activity, acquiring a sufficient number of
events to determine the ratio N
p
Nr to less than 1% error. Values of β
were measured at four probe positions by linearly offsetting the device
from the centre of the FOV to positions used in subsequent phantom
studies1: 35, 75, 85 and 105 mm.
1The study with the probe at 85 mm is not included in this thesis.
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5.2.5 Attenuation Correction
The probe acts as an attenuating object when placed in the scan-
ner’s FOV and interacts with regular PET coincidence events. A
method for correcting for this effect must be incorporated into the
image reconstruction algorithm. Probe attenuation was accounted for
by including a correction factor in the calculation of both the ring
and probe system matrix elements. The length lij of each Siddon line
passing through the probe was weighted according to the length of Si
it traversed, di, and the material’s total attenuation coefficient µSi,
according to
lij → lije−µSidi . (5.9)
To demonstrate the effect of the probe attenuation correction, a
homogeneous, 2D square source distribution (20× 20 cm2) was simu-
lated and reconstructed both with and without attenuation modeling.
Summed line profiles were taken through the image, incorporating the
affected region of the phantom. To further demonstrate the effect of
the probe attenuation correction, the difference in intensity between
an area close to the probe and one further away was compared for
both images. Regions of interest (ROIs) of the same width as the
probe (88 mm) and 50 mm high, leaving a 1 mm margin from the
phantom edge, were chosen at the top and the bottom of the square
in the two images. The simulation setup is shown in figure 5.3.
5.2.6 Random and Scatter Correction
For selected studies performed in this work, scattered events and ran-
dom coincidences were compensated for during image reconstruction.
Correction for these events can be performed by adding an estimate
of their total contribution in the projection operation within the main
























Figure 5.3: The 2D setup used for the probe attenuation demonstra-
tion. The size of the square distribution, the probe and the ROIs are
drawn to relative scale.










j + ri + si
, (5.10)
where ri and si are, respectively, the total randoms and scatter es-
timates in the detector-pair i. In this work, these correction were
applied in all studies where contrast was measured.
Randoms
As discussed in section 1.4.1, estimates of the randoms rate using the
delayed coincidence channel method [7] have a low statistical quality.
If the estimate is applied in the projection operation of the ML-EM
algorithm, the poor statistical nature propagates to the reconstructed
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image as noise. The delayed coincidence channel method requires the
use of variance reduction techniques. The simpler singles rate method
requires no such additional procedure. Since singles rates are much
larger than coincidence rates, applying the singles rate estimate in the
ML-EM algorithm does not introduce as much statistical noise into the
reconstructed image and requires no variance reduction. Employing
this method for the simulation studies presented in this work, singles
rates were taken directly from the simulated data. The number of
random coincidences for the ith LOR, ri, was obtained by multiplying
the randoms rate, Ri, by the simulated acquisition time ∆t. The
randoms rate was calculated using the singles-rate equation:
Ri = 2τSi1Si2 , (5.11)
where τ is the length of the CTW and Si1 and Si2 are the singles rates
in the two detectors corresponding to LOR i.
Scatter
For studies in which scatter correction is applied in this work (see
chapter 8), the tail-fitting method described in section 1.4.1 fails since
the phantom occupies most of the FOV (and therefore the scatter
tails available for fitting are very short). Furthermore, the activity
and scatter medium are non-uniform, producing a non-uniform scatter
distribution. Since a GATE simulation of the image acquisition system
used in this work is already in place, a Monte-Carlo method was a
quick way of obtaining a scatter distribution estimate.
An additional simulation of the same phantom as was used in
the imaging study, containing similar statistics, was performed. Each
photon was tracked and the number of times it underwent scatter
in the phantom counted. Two 3D sinograms were constructed, for
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probe and ring data separately, using only those coincidence events
which involved a scattered photon. The sinograms were constructed
using four parameters: S and θ, as defined in figure 5.2.1; an angle
φ, which measures the axial separation of the pair of detectors; and
z, which measures the axial offset of the line connecting the two. To
approximate the low resolution of an emission scan, a course sampling
of (dS, dθ, dφ, dz) = (4 mm, 1o, 2o, 2 mm) was used in constructing
the sinogram. The scatter estimate, si, was taken as the value in the
bin of the scatter sinogram corresponding to the ith LOR and current
event l, divided by the number of LORs falling into that bin. This
approach assumes that the scatter contribution in all LORs of one bin
is similar. In this way, statistical noise was reduced by sharing counts
between neighboring LORs.
5.3 Results & Discussion
The results of the studies described in this chapter are presented in
this section. A demonstration of the limited FOV of the probe serves
to give insight into where improvement can be expected. Results of
the multi-line algorithm and attenuation correction demonstrate the
effectiveness of these components of the system model.
5.3.1 Limited FOV
Probe Sinograms
The sinograms, shown in figure 5.4, contain probe sensitivity informa-
tion. The removal of the LORs defined by the 30o limit (figure 5.2.1)
from the sinogram results in sharp cuts in the distribution (figure 5.4
b). Probe data is contained in only a subset of all sinogram bins,
whereas the ring LORs from the same system would provide counts
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Figure 5.4: Sinograms showing the limited FOV of the probe in coin-
cidence with the ring using a) all probe LORs, and b) only the LORs
passing through the predefined FOV.
to all possible bins. The diagonal lines visible in the sinograms are
due to gaps between scanner blocks.
Probe Image
A reconstructed image of a simulated Derenzo phantom using only
probe events is shown in figure 5.5. The degradation due to limited
angle data is clearly observed increasing with distance from the probe.
The directionality of the resolution produces oblique, fan shaped ar-
tifacts. Although the probe data is not meant to be reconstructed
in isolation, this reconstructed image is indicative of the information
measured by the probe. In the figure, the probe is on the right side
of the image where it causes an artifact understood to be due to a
coincidence caused by a single photon scattering in the probe then
being absorbed in the ring.
5.3.2 Multi-Line Siddon
The central transaxial slices from the sensitivity images calculated
using the one and 16 Siddon-line methods, shown in figures 5.6 a) and
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Figure 5.5: The effect of the probe’s limited FOV in image space.
b) respectively, display a reduction of artifacts when using 16 Siddon
lines. This is further demonstrated by line profiles taken through the
centre of the slice (shown in 5.6 c) and d)). The sharp dip in the centre
of the FOV is due to rounding in the implementation of the Siddon
algorithm when calculating pixel indices for certain central LORs.
The high frequency fluctuations in the single-line image also ap-
peared in reconstructed images of continuous activity distributions,
even when sensitivity correction was applied. Artifacts were strongly
reduced when the 16-line model was implemented. In this case, ap-
plying sensitivity correction to reconstructed images further reduced
sensitivity-related artifacts, as shown in figure 5.7.
For all simulation studies in this work, images were reconstructed
using an image space divided into 1 × 1 × 1 mm3 pixels, considered
sufficient for the resolution attainable using the PET probe system.
The 16-line method provided an accurate detection response estimate
which allowed for adequate sampling of the image space and reduced
artifacts while maintaining reasonable calculation times. Further-
more, a multi-line method is appropriate for modeling the fan shape
of the probe LORs.
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Figure 5.6: Effect of using the multi-line Siddon method on the ring
sensitivity image. The central slice of the image obtained by backpro-
jecting all ring detector pairs using: a) the single-Siddon-line model
and b) the 16-line model. Corresponding line profiles thought the
centres of the images are shown in c) and d).
5.3.3 The Combined System Model
Figure 5.8 shows the values of β measured for the chosen probe posi-
tions. A near-linear decrease is observed as the probe is moved away
from the centre of the FOV. In order to estimate β values for other
probe positions, more points may be added to the curve and a function
fitted. While in this study the probe displacement is in one dimension,
this method may be extended to 3D probe movement. Limitations of
this method include the dependence of coincidence counting on fac-
tors such as pile-up and random coincidences. These effects may be
reduced by using a low activity in the distribution λ. An analytic
“thesis” — 2015/5/29 — 15:50 — page 131 — #147
5.3. RESULTS & DISCUSSION 131
 
 
















Figure 5.7: Effect of using the multi-line Siddon method on the image
of a 2D square source distribution, reconstructed from ring data only.
The image obtained using: a) the single-Siddon-line model and b) the
16-line model.









Figure 5.8: The value of β measured at several probe offset positions.
The probe is moved linearly away from the centre of the FOV, in a
direction perpendicular to the Si detector surface.
method using a physical model of the system may be more appropri-
ate and should be the subject of future work.
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5.3.4 Probe Attenuation Correction
The effect of probe attenuation correction on images reconstructed
using only ring events is shown in figure 5.9. In the image for which
attenuation was not considered, ‘fading’ was observed towards the lo-
cation of the probe (in this case, near the top of the image). The fading
was reduced when attenuation correction was applied. Summed line
profiles taken vertically through the central region of the image, di-
rectly below the probe position, are shown in figure 5.9 c) and demon-
strate that the correction reduces the artifact observed in figure 5.9
a). An intensity difference of 13% in the non-corrected image was re-
duced to 0.3% when the correction was applied, well below the noise
level, about 10% in the corrected image.
5.4 Conclusions
This chapter described the development of an image reconstruction
software package for the PET probe system. The nature of the probe
data was discussed and illustrated using sinograms and reconstructed
images. Its unique characteristics were taken into consideration when
developing the details which allow the ML-EM reconstruction algo-
rithm to be applied to a clinical PET probe system. The abundance
of possible LORs in the data, its variable resolution, as well as the
possibility of using multiple probe positions in a single acquisition,
motivated the use of the LM version of the algorithm. The mobile
probe as well as the abundance of LORs also required on-the-fly cal-
culation of the system matrix and a fast method for computing system
sensitivity. For this purpose, the Siddon algorithm was employed for
efficiency, its multi-line version providing adequate sampling for the
multiple resolution data. Using 16 Siddon lines per detector-pair, pro-
vided sufficient sampling for a 1 × 1 × 1 mm3 voxels while keeping a






















































Figure 5.9: The effect of modeling attenuation due to the probe in
the ring image. A homogeneous source distribution is reconstructed
a) without and b) with probe attenuation modeling. A comparison of
summed line profiles from the area under the probe, taken vertically,
perpendicular to the probe surface is shown in c). The difference is
seen as the darker shade.
reasonable computation time. A weighting factor β, which relates
the ray-length of the two event types to the relative probability of
detection, was introduced and a method of estimating it, based on
Monte-Carlo simulation, was presented. An analytical method for β
calculation may be the subject of future work. Finally, methods for
correcting for probe attenuation, probe and phantom scatter, and ran-
dom coincidences were presented. The probe attenuation correction
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was shown to reduce artifacts related to this effect in the reconstructed
image. As described in the Experimental Supplement at the end of
the document, software based on the methodology developed in this
chapter has also been appllied to several experimental PET prototypes
which utilize high-resolution Si detectors.
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The main aim of the high-resolution Si probe is to provide improved
spatial resolution in a limited ROI. Therefore, the first set of simula-
tion studies will investigate the extent of this improvement.
In section 1.4.2, an empirical formula was presented for calculating
the resolution of a cylindrical scanner as a function of a number of
variables. Section 2.2 examined more closely the influence of detector
size and placement on the intrinsic resolution of a detector pair. It
was clear from these discussions that the addition of a finely-pixelated
probe in the FOV of a clinical scanner would provide an advantage
to resolution in the reconstructed image. However, many factors that
would determine the degree of this advantage remain to be explored.
Probe and ring coincidences come in different proportions, depend-
ing on the sensitivity of the system to each type of event. This pro-
portion is an important factor in determining the resolution of the
139
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images. The ability of the reconstruction algorithm to combine the
two event types and to correctly model the detection response of each
also has an important effect on image resolution. The block effect,
which affects probe events differently than it does ring events, is an-
other factor which should be studied. Section 2.2 illustrated how the
resolution of the probe data varies across the FOV and section 5.3.1
described the spatial variation of the abundance of this data. There-
fore, it is expected that the image resolution will also be spatially
variant. Furthermore, effects such as timing and energy resolution,
which affect randoms and scatter, may also affect image quality.
In this chapter, detailed Monte Carlo simulation studies of several
activity distributions are presented to explore the resolution capa-
bilities of the PET probe system under several different scenarios. A
preliminary study using ideal events only was performed to investigate
the maximum achievable resolution of the two event types. Next, a
more realistic simulation of a grid of point sources, excluding object
scatter and block effect, illustrates how the resolution improvement
brought about by the probe varies over the FOV when these effects
are ignored. A subset of the points from the grid was re-examined to
observe the impact of adding those effects previously ignored. Finally,
a small Derenzo-like phantom was simulated to observe the effects of
the probe on a commonly used resolution phantom.
6.2 Methods
In section 2.2, the general concept of image resolution is described.
In practice, this quantity can be estimated for a specific imaging sys-
tem using a Monte Carlo simulation of the acquisition of point-source
data and observing the response of the system. Below, we present
three studies using point sources and describe methods of estimat-
ing resolution. In addition, the study of the Derenzo-like phantom is
presented.
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6.2.1 Estimating Resolution
One method used for estimating transaxial resolution is based on sino-
grams of point-source data. A line profile taken across the curve that a
single point source traces through a 2-D sinogram, at a single θ value,
gives the corresponding projection of the PSF of the system. By in-
tegrating along the length of the curve, all projections are summed,
giving an overall resolution estimate for that location in the FOV.
However, this method does not give any indication as to the shape of
the PSF, which can be asymmetric. For this purpose, the individual
projections of the PSF should be considered. These can be taken from
the sinogram, as described above, or calculated from the reconstructed
image of the point source. The image-based approach involves taking
projections through the reconstructed point source in the image and
has the advantage of including the effect of the reconstruction algo-
rithm. However, when reconstructing a point source using ML–EM
with no background activity, the spatial resolution is artificially en-
hanced due to an implicit non-negativity constraint. In addition to
the artificial enhancement of resolution, cold areas surrounded by ac-
tivity show positive bias when reconstructed using the algorithm [1].
These effects can be remedied by simulating the point sources over
a uniform background which is subtracted prior to analysis [2]. The
image profile method can also be used for estimating axial resolution.
6.2.2 Initial Sinogram-Based Estimates
In a preliminary study, the transaxial spatial resolution of the probe
data was compared with that of the conventional scanner. For this
purpose, a distribution of four point sources, of 10 µCi and with (x, y)
coordinates (0,20), (50,70), (-90,10), (2,-20) mm, was simulated with
the probe located at (0,21) mm and the origin at the center of the
FOV. As an initial study, in order to asses the potential improvement
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in image resolution offered by the probe, simulations were performed
without time or energy uncertainty. Annihilation photons were simu-
lated back-to-back, in air. Random coincidences and those with un-
detected scatter in detectors were also removed to isolate those events
with potential to offer maximum spatial resolution. In this way, it
was possible to investigate improvement independent of sources of
degradation. 2D sinograms were generated for both ring and probe
datasets by compressing the data in the axial direction. Projection
profiles through one of the points were integrated for all projection
angles θ, giving an estimate of resolution at that position as a 1D
PSF.
6.2.3 Variation Across the FOV
To expand on the initial resolution study, an additional simulation
was performed to investigate the spatial variation of the enhanced
resolution and to examine how it is affected by the combination of the
two data sets using the dedicated image reconstruction package.
The high-resolution probe LORs are fan-shaped, as they are nar-
rower close to the probe and wider at the PET scanner perimeter. The
angle and shape of the fan-like LORs vary, depending on the location
and orientation of the two elements involved in detection. The probe
data will lead to a PSF which is shift-variant, and non-isotropic, it
is expected that this characteristic will be partially conserved when
the data is combined with that from the conventional PET scanner.
We have studied the varying shape of the PSF in the x-y plane by
considering the central transaxial plane of the FOV. For this purpose,
a grid of 20 × 20 point sources was simulated. The plane of sources
was simulated over a low background, which was also simulated sepa-
rately, reconstructed in isolation and subsequently subtracted before
analysis of the point-source grid. The points were spaced by 10 mm
in the x and y directions and contained 10 µCi of activity each. The
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Figure 6.1: The grid of positions at which the point-spread function
was calculated. The diagram is to scale.
background was a 200×200 mm2 overlapping plane of 1 mCi, resulting
in a 0.025 µCi/mm2 concentration. Figure 6.1 shows the location of
the point sources and numbering scheme used in analysis. To estimate
uncertainty, three realizations of the simulation were performed, each
containing 16 million coincidence events. Images were reconstructed
on a 1×1×1 mm3 voxel grid using all measurements (including those
that did not fit in the restricted FOV, shown in figure 5.1). Back-
to-back 511 keV gamma photons were simulated in vacuum with the
probe in the FOV. To obtain the ring-only image, probe events were
not used and probe attenuation correction applied. The block effect
was not simulated.
Reconstruction was terminated at 20 iterations of the ML–EM
algorithm (see convergence study in section 6.3.2 ). Random coinci-
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dences were included in the reconstruction but not corrected for. The
width of the projection profile was measured for each point source in
directions perpendicular and parallel to the probe surface. A 10 ×
10× 10 mm3 region around each point source was considered, and by
summing over two of the dimensions, a one dimensional projection of
the PSF was obtained. This was conducted over two perpendicular
directions to offer insight into the probe’s contribution to resolution
enhancement in two different directions. Resolution was quantified by
calculating the FWHM of the projection profiles, using linear inter-
polation.
Testing for Convergence
In order to test the number of iterations required for the PSF to
converge, two 10 µCi sample points were resimulated on low-activity
background patches of 1× 1 cm2, each containing 2.5 µCi in order to
maintain the activity concentration ratios of the full-grid study. The
chosen points were taken from column 10, rows 2 and 20, to observe
convergence in an area close to the probe as well as far away from it.
Images were reconstructed and resolution measured at each iteration
using the same method as for the the complete grid. Resolution was
calculated for both the ring-only image and that including the probe
data.
6.2.4 Addition of Degradation Effects
The point-source study was repeated in more realistic conditions on a
subset of point locations in order to confirm the validity of the full-grid
study. The effects of positron range, photon acollinearity, object and
detector scatter as well as the block effect and that of probe attenua-
tion on counting statistics were included. In addition, axial resolution
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was measured as it varied with distance from the probe. Column 10
was simulated in a 200 × 200 × 20 mm3 rectangular container of wa-
ter using 10 µCi fluorine-18 point sources and 1 mCi of fluorine-18
in the background. Two separate simulations were performed: with
and without the probe. Images were reconstructed using 20 iterations
of the ML–EM algorithm and the width of the projection profile was
measured for each point in directions parallel to the probe surface (in
the axial and transaxial directions) and perpendicular to it.
6.2.5 Resolution Phantom Study
Simulations of a small Derenzo-like hot-spot phantom, containing an
activity concentration of 0.108 mCi/cc, were performed to demon-
strate the effect of the probe on the PET scanner’s spatial resolution
using a common imaging task. The Derenzo-like phantom, with in-
serts measuring 4.8, 4.0, 3.2, 2.4, 1.6 and 1.2 mm in diameter, was
simulated with the probe 4 mm away from its surface (35 mm away
from the centre of the FOV), for two distinct orientations (configura-
tions A and B as shown in figure 6.2). Simulations were performed
which included the effect of positron range and photon acollinearity,
block effect as well as detector time and energy resolutions. Object
and detector scatter events, as well as randoms, were present in the
coincidence data but not corrected for. Images were again recon-
structed using a 1× 1× 1 mm3 pixel grid, stopping reconstruction at
20 iterations.
6.3 Results
In this section we show the results of the various resolution studies
performed and analyze the features of the PET probe system’s res-
olution response. A discussion of the implications of the increased
resolution is also included.
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Figure 6.2: Diagrams showing the two orientations of the small
Derenzo-like phantom relative to the probe, labeled (a) A and (b)
B for future reference. Labeling of lines through the phantom is for
reference in analysis.
6.3.1 Estimates from Sinograms
Separate 2-D sinograms, containing ring and probe data, of the group
of four point sources are shown in figure 6.3. It can be seen that
while all four points appear in the ring sinogram and can therefore
be reconstructed from the PET ring data, only one of them can be
clearly seen in the probe sinogram, and therefore lies in the FOV of
the probe. This point is located at the detector’s surface. A second
point is barely visible at very low and very high θ values. This point
is located far away from the probe (400 mm) but directly below it.
The findings are in agreement with the probe sensitivity sinograms
obtained in 5.3.1. The noise visible in the probe sinogram may be
due to randoms or events where one of the annihilation photons is
scattered and detected in the probe and subsequently absorbed in the
ring.
Figure 6.4 shows a comparison of the 1D PSF for the ring and
probe datasets for the point which most clearly appears in the probe
sinogram. The curves are normalized to the number of counts in each
peak for easier comparison. The full-width at half-maximum (FWHM)






























Figure 6.3: Sinograms of the four point sources containing a) ring
coincidences only, and b) probe coincidences only.
of the ring data is 5.5 mm while for the probe events it is 2.7 mm.
The full-width at tenth-maximum also reduces from 7 mm for ring
events to 4 mm for probe events. The improved spatial resolution of
the probe provides a reduction of about half in the width of the PSF.
6.3.2 Testing for Convergence
Plots of measured resolution as a function of iteration number are
shown in figure 6.5. The resolution is seen to converge to relatively
stable values at about 10 iterations for both point-source locations.
Therefore, 20 iterations, as used in the resolution studies, is sufficient
for obtaining accurate results in the whole ROI. It is also noteworthy
that with the addition of the probe data, resolution takes longer to
converge. This is most evident in in figure 6.5 a) and is expected due
to the increased resolution and sensitivity brought by the probe in
this region.
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Figure 6.4: 2D PSFs of the ring data (red dashed line) and the probe
data (solid blue line). A shift in the position of the maximum is
notable here and is further discussed in section 6.4.
6.3.3 Variation Across the FOV
Each of the three simulations of the grid of point sources contained
1.1×107 coincidence events (excluding the background) of which 15%
were probe events. Plots of the measured FWHM for representative
point sources, are shown in figure 6.6 (resolution in the direction per-
pendicular to the surface of the probe varying over rows) and figure 6.7
(resolution parallel to the surface of the probe varying over columns).
The results show improvements in resolution in limited regions of the
FOV, the location of which depends on the direction of the projection
profiles. We observe an improvement of up to 40 % in the perpendic-
ular direction and up to 30 % in the parallel direction.
6.3.4 Addition of Realistic Effects
In re-simulating Column 10 under more realistic conditions, 4.4 ×
106 coincidence events were acquired by the Biograph system alone
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Figure 6.5: The transaxial FWHM at two positions and in two di-
rections: 1 cm away from the probe surface, a) parallel and b) per-
pendicular, and 19 cm away from the probe surface, c) parallel and
d) perpendicular. Data for the Biograph alone is represented by the
blue solid line, while that of the probe system is represented by the
red dashed line.
and 5.3 × 106 events acquired in total by the probe-and-ring system,
of which 24% were probe events. In figure 6.8, results are shown
for simulations which include these realistic effects. Simulating the
block effect was required in order to match the ring-only resolution
as published in the scanner specifications1. The observed increase in
resolution supplied by the probe rises to a maximum of over 55%, for
both previously studied projection profile directions, when degrading
effects are added. Axial resolution, which by definition is parallel to
1activexray.com/pdf/Siemens˙Biograph.pdf
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Figure 6.6: Comparison of FWHM, in the direction perpendicular
to the probe surface, of the Biograph alone (red dashed line) and
using the probe (blue solid line). Each graph presents the data corre-
sponding to a specific column. Row and column numbers refer to the
positions described in figure 6.1. The error bars indicate the standard
deviation taken from 3 realizations.
the probe’s surface, is observed to follow a similar trend to the other
parallel resolution measurements, demonstrating 55% improvement.
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Figure 6.7: Comparison of FWHM, in the direction parallel to the
probe surface, of the Biograph alone (red dashed line) and using the
probe (blue solid line). Each graph presents the data corresponding
to a specific row. Row and column numbers refer to the positions
described in figure 6.1. The error bars indicate the standard deviation
taken from 3 realizations. For reference, vertical lines in the plots for
the first four rows show the locations corresponding to the 30o cuts.
6.3.5 Resolution Phantom Study
Images of the Derenzo-like phantom in configuration A are shown in
figure 6.9, for the scanner-only and full probe system simulations. The
scanner-only simulation contained 1.4 × 107 coincidence events and
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Figure 6.8: Comparison of resolution from the simulated single column
of point-sources, including positron range, acollinearity, randoms, ob-
ject and detector scatter as well as the block effect. Data for the
Biograph alone is represented by the blue solid line, while that of the
probe system is represented by the red dashed line. Transaxial reso-
lution is shown in the direction (a) perpendicular and (b) parallel to
the probe surface. Axial resolution is shown in c). Column and row
numbers refer to the positions described in figure 6.1.
that which included the probe contained 1.7 × 107 events, of which
30% were probe events. The spatial resolution is visibly enhanced
when including the high-precision probe data, most notably in the
2.4 mm insert region.
Line profiles over the 2.4 mm inserts, for the phantom in configu-
ration A, are shown in figure 6.10. All profiles demonstrate improve-
ment to some degree, as predicted by our observations of the PSF.
The phantom is located in the region where the PSF demonstrated
enhanced resolution in directions both parallel and perpendicular to
the probe surface.
Placing the probe closer to the 2.4-mm rods (configuration B, fig-
ure 6.2 b) further demonstrate this enhancement. The simulation of
this orientation contained 1.4×107 coincidence events for the scanner
alone and 1.7 × 107 for the probe system, of which 30% were probe
events. Reconstructed images are shown in figure 6.11.
Line profiles through reconstructed images of the phantom in con-
figuration B (figure 6.12) again show that the addition of the probe








































Figure 6.9: Images of the Derenzo-like phantom in configuration A,
reconstructed using a) the scanner alone and b) including the probe
data. The probe is located at the top of the image, in close proximity
to the phantom as shown in figure 6.2 a). Pixels are 1× 1× 1 mm3.
improves resolution in a specific region of interest. The most signifi-
cant improvement is achieved in the direction parallel to the surface of
the probe. The profiles shown in figure 6.12 c) can be compared with
those of figure 6.10 c), which represent the same phantom features in
configurations B and A respectively. In configuration B these features
are more closely aligned with the probe surface and are positioned
closer to it than in configuration A, resulting in improved visualiza-
tion, as clearly demonstrated by the profiles. A similar observation
can be made when comparing figure 6.12 d) and figure 6.10 d). In con-
figuration B these three features are aligned with the probe surface
and are positioned closer to it, resulting in improved peak-to-valley
ratios.
6.4 Discussion
The addition of probe events to the conventional PET data increases
the resolution of the system, even in the direction perpendicular to
the probe surface, where improvement might be less expected (figure
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Figure 6.10: Line profiles through the Derenzo-like phantom, in con-
figuration A, showing the improvement in spatial resolution achieved
by including the probe data in image reconstruction. Profiles were
taken in the region where this improvement was most visually evi-
dent. The locations of the corresponding line-profiles are shown in
figure 6.2 a).
6.6). However, in the perpendicular direction, improvement was ob-
served only in the first five rows of the simulated point-source array
(1-5 cm), corresponding to positions close to the probe. In this re-
gion, the available probe projection angles offer high resolution in the
direction under investigation. Resolution was observed to decrease
with distance from the probe, as ring data begins to dominate, until
reaching values comparable to those of the ring images. Resolution
variation over the area defines a ROI were resolution enhancement can
be expected, and which should be considered for probe placement. In
this investigation we found this ROI to extend about 5 cm from the
probe surface.
The profiles in figure 6.7 also show clear improvement to spatial








































Figure 6.11: Images of the Derenzo-like phantom in configuration B,
reconstructed using a) the scanner alone and b) including the probe
data. The probe is located at the top of the image, in close proximity
to the area of the phantom which contains the smallest features that
are clearly resolved. This orientation of the phantom is shown in figure
6.2 b). Pixels are 1× 1× 1 mm3.
resolution in the direction parallel to the probe surface, in certain
areas of the FOV. The improvement is most evident in the central
columns, where the probe LORs are perpendicular to the direction in
which resolution is measured, and closer to the probe, where the fan-
shaped detection response has its narrowest section. The resolution is
degraded at the top corners of the grid, where LORs are not optimally
oriented to provide enhancement in the direction being investigated.
For improved resolution in these regions, the probe would have to be
repositioned, thus sacrificing resolution enhancement in other areas.
Resolution improvement in the direction parallel to the probe surface
is shown to extend out to the furthest rows, in agreement with Zhou
and Qi (2009).
The increase in the abundance of probe events in the single-column
simulation, from that observed in the full-grid simulation, may be ex-
plained by the exclusion of the outer columns of point sources which
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Figure 6.12: Line profiles through the Derenzo-like phantom in con-
figuration B, showing the improvement in spatial resolution achieved
by including the probe data in image reconstruction. Data for the
Biograph alone is represented by the red dashed line, while that of
the probe system is represented by the blue solid line. The probe was
placed next to the region where improvement was most visually evi-
dent (2.4 mm inserts). The locations of the corresponding line-profiles
are shown in figure 6.2 b).
are further away from the probe. Furthermore, the presence of ran-
doms in the single-column data increases the count of probe events
more than that of ring events, as the randoms fraction is expected to
be greater in probe data. The inclusion of degrading effects to the sim-
ulated data degrades ring data more noticeably than probe data and
thus increases the degree of improvement achieved using the probe.
Another contribution to the apparent broadening of the PSF in
the top corners of the FOV was parallax due to the lack of depth of
interaction (DOI) modeling in the system matrix for the ring detec-
tors. DOI affects probe data differently than it does ring data, and as
a result a spatial bias between the two measurement types was intro-
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duced. Combining the two data types in reconstruction has the effect
of stretching the point-source image between two distinct locations,
effectively broadening the PSF. This effect is demonstrated in figure
6.13 for a single sample point from the simulated point grid. The plot
shows how the PSF of the combined probe-and-ring data is stretched
between the two peaks of the ring-only and the probe PSF. Areas most
affected by this loss of resolution are outside of the probe’s FOV (as
defined in section 5.2.1). Although the data were reconstructed with-
out the application of the FOV reduction, the locations of the cuts are
included in figure 6.7 for reference. The degradation outside of the
30o region further motivates the removal of certain probe LORs from
the reconstructed data, as mentioned in section 5.2.1. Besides patient
placement, the magnitude of the parallax effect should be considered
when choosing the cut angle, which could be adjusted according to the
DOI model being used. A more accurate model in the ring crystals
could increase the region where probe data contributes constructively
to the image, allowing greater flexibility in its placement relative to
the patient.
The measurements of FWHM from the realistic simulation, which
include positron range, acollinearity and object scatter, support the
observations extracted from the more simplified simulation of the
points grid. The addition of the crystal decoding penalty in the de-
tector blocks widens the gap between the FWHM of the two sys-
tems, especially in the area close to the probe. Resolution values
for the scanner are similar to those given in the Biograph specifica-
tions, thereby supporting our model. The resolution of the combined
system is less affected since the Si detector does not suffer from a
block-like geometry. When including realistic effects in the simulation
of a Derenzo-like phantom, the probe produces a clear improvement
in image resolution. Enhancement is most evident in the region of the
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Figure 6.13: PSF (direction parallel to the probe) for the point in row
3, column 4 measured from images reconstructed from the three data
sets.
2.4 mm inserts, where the inclusion of the probe reveals individual
features, indistinguishable when using data from the scanner alone.
In the studies presented in this chapter, resolution was quantified
as a function of position relative to the probe, with the device fixed
at a single position. However, another factor affecting resolution is
probe position relative to the ring. Moving the probe would alter the
coincidence response of the probe LORs, thereby affecting the spatial
variation of the system resolution. The study of such variation may
be the subject of future work.
6.5 Conclusions
Studies comparing the spatial resolution of the probe-and-ring system
with those of the PET scanner alone have shown the improvement
provided by the probe in a limited region close to its surface. The
extent of this region and of the expected resolution enhancement have
been quantified. The greatest improvement in resolution, of values up
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to 55%, was measured close to the probe’s surface. While the resolu-
tion measured from images obtained by the scanner alone was fairly
constant, at around 5 mm FWHM, values of just above 2 mm were
observed in limited region when including the probe in simulations.
The enhancement in the direction perpendicular to the surface of the
probe was observed to extend up to 5 cm away from it, while in the
parallel direction the enhancement extended further. Improvement
was clearly demonstrated in an imaging study using a Derenzo-like
phantom, where features which were indistinguishable to the scanner
alone were revealed when the probe was incorporated. An imaging
study analogous to that which used the Derenzo-like phantom has
been performed using experimentally obtained data. The study, per-
formed using an experimental prototype of the PET-probe system,
can be found in the Experimental Supplement at the end of the doc-
ument.
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The main aim of the PET probe is to increase the spatial resolution of
a clinical scanner in a limited region of interest (ROI). However, it is
expected that other measures of image quality will also be influenced
by the presence of the Si detectors in the scanner’s field of view (FOV).
It is important to measure the extent of this influence as part of an
analysis of the probe system. If any degradation in image quality is
observed, then the trade-off between resolution enhancement and this
degradation must be studied in order to asses the overall benefit of the
PET probe system. If, on the other hand, it is found that other image
quality measures are not sacrificed, then any improvement should be
identified for potential exploitation.
The first study in this chapter focuses on investigating the probe’s
effect on the scanner’s contrast and Spill-Over Ratio (SOR). By means
of simulation, these Figures Of Merit (FOMs) are measured indepen-
dently for the Biograph64 and the PET probe system. The study of
the probe’s effect on these FOMs is conducted over a wide FOV and
161
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is not only limited to the region in which resolution improvement is
expected.
In the second study of this chapter, we demonstrate the probe sys-
tem’s applicability for PET mammography (PETM) by means of sim-
ulations which mimic a breast imaging scenario. A simplified breast
phantom, adjacent to heart and torso compartments was simulated
with the probe in close proximity to the breast.
In the context of breast imaging, we study the probe’s contribution
to lesion detectability through measurements of the local contrast re-
covery coefficient-to-noise ratio (CNR). In addition, we examine hot-
warm contrast recovery and noise individually in the region where
greatest improvement is expected. Although here we focus on breast
imaging, the proposed system could be used in a similar way in any
application where improved detectability is desired in a specific region
of interest.
7.2 SOR and Contrast Study
Preliminary work has indicated that the addition of the probe to a
clinical scanner has little effect on image quality at distances of the
order of 10 cm from its surface [1]. The study was indicative of the
negligible effect of the probe on certain image quality measures but
did not investigate their spatial variation and was further limited by
the exclusion of certain realistic effects from the simulations. In this
study the previous work was revised, now incorporating more realistic
simulations and extending the scope by investigating image quality
at several positions over the FOV. The probe’s impact on SOR and
contrast is studied using a phantom with cold and hot regions at
varying distances from the Si detector.
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7.2.1 Contrast Phantom
As in the case of image resolution, it is expected that other mea-
sures of the probe-and-ring system’s image quality will also vary with
position relative to the probe. As the number of probe-ring LORs
passing through a single image pixel reduces with distance from the
Si detector, it is expected that its effect on image quality will also
decrease. For this reason, a dedicated phantom was designed with
lesions located at several different distances from the probe. Since the
objective of this study was to observe the effect of the probe on regular
PET scanner performance, the lesion size was chosen as representative
of features that could be imaged by a clinical scanner, as both a hot
and cold lesion. For this reason, the chosen sphere diameter is one
commonly used for image quality phantoms for clinical scanners [2].
The phantom used in this study consists of an 80×144×80 mm3 box
at the center of the FOV, containing 1 mCi of activity (1.1 µCi/cc),
which serves as a warm background for the SOR and contrast stud-
ies. Four empty (cold) spheres, with diameter of 16 mm, are placed
at distances of 27, 59, 91 and 123 mm from the probe surface, and
offset by 16 mm relative to its centre. Equally offset, in the opposite
direction but at the same distances from the probe, are hot spheres
of 16 mm diameter, whose activity concentration is five times that of
the background. Each hot sphere is separated from its corresponding
cold feature by a distance of 32 mm (centre to centre), which is also
the distance that separates successive hot-cold pairs. Figure 7.1 shows
the phantom positioned relative to the probe.
Separate simulations were run using the PET ring alone and in-
cluding the probe, each of a 10 second acquisition. Back-to-back pho-
tons were simulated in air in order to isolate the measurements from
the effects of scatter and attenuation. Random events were included
in the coincidence data but corrected for during image reconstruction.
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Figure 7.1: The phantom used for the image quality study and its
position relative to the probe. The phantom is centered within the
FOV. Rows 1, 2, 3, 4 correspond to distances of 27, 59, 91 and 123 mm
respectively.
In order to observe the convergence of the various FOMs, 50 iterations
were used.
7.2.2 Figures of Merit
Spherical regions of interest (ROIs) with diameter of 14 mm were
chosen centered on each hot and cold spot. The ROI diameter was
chosen to be smaller than that of the phantom features in order to
avoid edge effects. For the warm ROIs, spheres of the same size were
chosen exactly between each hot-cold pair. The SOR, hot-warm con-
trast (Chot/warm) and warm-cold contrast (Cwarm/cold) were calculated
at each iteration of the reconstruction up to 50, using the following
definitions.
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Spill-Over Ratio
The SOR is a measure of the ability to image cold regions embedded
in an area of higher activity. Cold-region imaging is a difficult task
since, in reconstruction, counts from the surrounding active area tend






Here, as in the definitions below, µ is the mean intensity of the
corresponding ROI in the reconstructed images. The ideal value for
the SOR is 0.
Hot-Warm Contrast
Hot-warm contrast is a measure of the ability to image a hot area






The ideal value of Chot/warm for this phantom is 4.
Warm-Cold Contrast
Warm-cold contrast is another measure of the ability to image a cold





The ideal value of Cwarm/cold for this phantom is 1.
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7.3 Breast Imaging Study
A clinical application of the PET-probe system would be to imaging
problems where higher resolution is desired in a localized region of
interest (ROI), such as in the case of breast cancer imaging. PET
has already been shown to be an accurate tool in mammography [3].
Its applications include the detection of the primary tumor, axillary
staging, defining the extent of recurrent or metastatic breast cancer
and monitoring response to therapy. Higher resolution images may be
beneficial for a number of these tasks [3, 4]. The application of the
PET-insert concept to breast imaging has already been investigated
with encouraging results [5, 6]. In this study, the application of the
Si PET probe to breast imaging is examined in terms of its effect on
lesion detectability.
7.3.1 Breast Phantom
A previously published computational breast phantom [7] was simu-
lated adjacent to heart and torso compartments and with the probe
in close proximity. The water-filled breast phantom consisted of a
box with x,y,z dimensions of 12 × 4 × 15 cm3, adjacent to a water-
filled torso (a 20 × 30 × 30 cm3 box), both axially centered in the
scanner. The heart was represented by a hot spherical source, 10
cm in diameter, centered in the scanner in the y and z dimensions
and offset towards the breast by 3 cm in x. Figure 7.2 a) shows an
illustration of the simulation setup. The breast section of the phan-
tom contained hot spheres at 2 cm depth, with diameters of 4, 5, 6,
7 mm, representing breast lesions. The distribution of the spheres
in the x-z plane is shown in figure 7.2 b). The probe is positioned
so as to have the highest impact on imaging the four central lesions.
Another four are located near the edge of the probe while the four
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(a) (b)
Figure 7.2: The breast-and-torso phantom shown to scale. The phan-
tom consists of box-shaped torso and breast (both transparent in the
figure), and a spherical heart, centred inside the scanner, with the
probe underneath breast (a). A closer view of the breast shows the dis-
tribution of spherical sources and their position relative to the probe
(b).
corner lesions are further away from it, in a region where the probe is
expected to have little impact on their visualization. The hot spheres
had a 9:1 uptake ratio with respect to the background, which had an
activity concentration of 0.01 µCi/cc. The torso also contained 0.01
µCi/cc of activity and the heart 0.1 µCi/cc, according to the activity
concentration ratio used by Peng and Levin [7]. A scan time of 17
minutes was simulated. Images were reconstructed using 20 iterations
of the ML-EM algorithm, correcting for random and scattered coinci-
dences. Phantom attenuation was also corrected for using the method
described for probe attenuation correction.
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7.3.2 Quantifying Lesion Detectability
Lesion detectability is affected by lesion contrast and background
noise. According to empirical studies, the performance of human ob-
servers in lesion detection is correlated with the ratio of contrast re-
covery to standard deviation of background noise [8]. Measurements
of this ratio were performed on the lesions in the breast phantom to
determine the advantage in detectability provided by the probe.
In addition, the impact of the probe on hot-warm contrast recovery
was examined for the four lesions that are closest to its surface. This
study expands on the contrast measurements presented in chapter 7
by including the effect of object scatter and by varying the diameter
of the hot features to several values around the Biograph resolution.
The effect of the probe on background noise was also measured in the
central region of the breast, where the device was positioned.
For each lesion, a sphere was defined, centered on the simulated
location of the lesion and with its corresponding radius. ROIs were
chosen to contain all pixels that are completely contained in the de-
fined spheres. A background ROI was chosen as a hollow sphere sur-
rounding each lesion, with an outer radius of 14 mm and inner radius
of 5 mm. Mean values were calculated for all ROIs, as well as the







where B represents the background ROI, |B| denotes its size in voxels,
λB(i) the value in voxel i and λ¯B, the mean voxel value. Using this
definition, noise was calculated as
√
varB and the contrast-to-noise
ratio (CNR) was calculated as the ratio of contrast recovery coefficient
to background standard deviation:













where λ¯H and λ¯B denote the mean values in the hot lesion and back-
ground ROIs respectively.
7.4 Results
Comparisons of the various image quality metrics, taken from the
contrast phantom and the breast phantom, are shown below. In all
graphs, the solid line represents values from the probe system and the
dashed line is for the ring-only system.
7.4.1 SOR and Contrast Study
The simulation of the contrast phantom using the PET ring alone
produced 1.7× 107 coincidence events. The simulation incorporating
the probe accumulated 1.9 × 107 coincidences, 12% of which were
probe-ring events. Plots of Chot/warm, Cwarm/cold and SOR are shown
as a function of iteration number, for the four different feature pairs.
Spill-Over Ratio
Figure 7.3 shows plots of the SOR. It can be seen that when using
the probe there is a slight drop in the value in all rows, towards the
ideal SOR. Improvement of about 10% is observed in rows 2-3. There
is a slight rise of the SOR in row 1 when the probe is used. This,
nevertheless, constitutes an improvement of 5% over the ring-only
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Figure 7.3: Plots showing SOR at different distances from the probe,
vs. iteration number. Data from the ring-only images are shown using
a dashed blue line and those including the probe are shown using a
solid green line. The ideal value for SOR is 0.
SOR. At 50 iterations the SOR values appear to be still decreasing,
not having yet reached convergence.
Hot-Warm Contrast
Figure 7.4 shows plots of Chot/warm. The plots indicate that the addi-
tion of the probe also improves this FOM. It can be seen that close to
the probe there is considerable improvement, about 17% and in rows
2-3 there is a smaller but consistent improvement of about 7%. Row
1 coincides with the region of the FOV where resolution enhancement
was observed. The improvement in Chot/warm here may be due to
local sensitivity enhancement in this region.
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Figure 7.4: Plots showing Chot/warm at different distances from the
probe, vs. iteration number. Data from the ring-only images are
shown using a dashed blue line and those including the probe are
shown using a solid green line. The ideal value for Chot/warm is 4.
Warm-Cold Contrast
Figure 7.5 shows plots of Cwarm/cold. The plots indicate a small im-
provement in this FOM when using the probe. The enhancement is
similar to that observed in the SOR measurements. The behavior of
Cwarm/cold reflects the tendency exhibited by the SOR: an improve-
ment of about 5% near the probe and 10% elsewhere. As was the case
with SOR, Cwarm/cold appears not to have reached convergence at 50
iterations.
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Figure 7.5: Plots showing Cwarm/cold at different distances from the
probe, vs. iteration number. Data from the ring-only images are
shown using a dashed blue line and those including the probe are
shown using a solid green line. The ideal values for Cwarm/cold is 1.
7.4.2 Breast Imaging Study
In this study 1.3×107 events were collected in the ring-only simulation.
In the probe-and-ring simulation 1.4 × 107 events were collected, of
which 1.3×105 were probe-ring events (just 1% of the total, since the
probe is located far away from the main source of activity - the heart).
Images reconstructed from the breast-and-torso data are shown
in figure 7.6. These show only the breast section of the phantom,
as described by figure 7.2 b). Figure 7.6 a) shows the image ob-
tained from the simulation of the scanner alone and b) that of the
probe-and-ring system. The images are normalized using a 20 mm ×















































Figure 7.6: Images of the breast region of the breast-and-torso phan-
tom a) without and b) including the probe. Pixels are 1×1×1 mm3.
The point of view is looking down at the breast from the side opposite
the probe.
20 mm background patch in the breast. Despite the statistically low
contribution of the probe-ring events, the improvement obtained by
inclusion of the probe is visible in the central lesions, especially that
with 5 mm diameter. A study of average intensity and noise values,
for the four background ROIs of the corners and centre of the breast,
reveals a 40% corner-to-centre noise decrease in the ring-only image.
This value becomes 54% when the probe is used. The correspond-
ing corner-to-centre difference in intensity is a 19% decrease for the
ring-only image and a 54% decrease when using the probe.
CRC and noise measurements for the four central lesions are plot-
ted in figure 7.7 as a function of lesion size. From figure 7.7 a) it is
evident how contrast is increased with lesion size and that it is im-
proved with the presence of the probe. An exception to the trend can
be seen in the case of the 7 mm lesion which, in the case of the image
which includes the probe, has a lower CRC, close to that of the ring-
only image. This can be seen in figure 7.6, where the image appears
to be affected by noise. Figure 7.7 b) shows that noise is reduced in
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Figure 7.7: Plots of a) CRC and b) noise for the four central lesions.
the central background region due to the presence of the probe.
Figure 7.8 shows plots of CNR vs. position relative to the probe for
the four lesion sizes. The dashed line representing the conventional
scanner data is expected to be almost flat across the three distinct
axial positions, rising slightly towards the center (position 3), where
better sensitivity can be expected. It does so for the 6 mm and 7 mm
lesions. Deviations from this trend for the 4 mm and 5 mm lesions
can be expected since these are just at the limit of the scanner’s re-
solving power. The addition of the probe increases the CNR values
for the lesions in position 3, the location directly above the probe.
This improvement is smaller for the 7 mm lesions which were already
resolved by the scanner alone, and whose contrast in the probe image
is affected by noise.
7.5 Discussion
The SOR and contrast studies show a clear enhancement in hot-warm
contrast in the area close to the probe, in the same region where reso-
lution was found to be increased. However, by choosing ROIs that are



































CNR 7 mm spheres
Ring only
Ring with probe
Figure 7.8: Plots of CNR calculated for lesions of different sizes and
different locations relative to the probe. Position 1 refers to the lesion
in the corner of the breast, furthest from the probe. Position 2 refers
to the lesion near the edge of the probe. Position 3 is the location
above the probe. (Refer to figure 7.2 b.)
smaller than the phantom features, we have shown that the improve-
ment in contrast provided by the probe is independent of resolution
increase. The enhanced contrast is likely a result of increased sensi-
tivity due to the probe, since this increase lowers background noise.
However, enhancement in cold-warm contrast and SOR is limited.
The plots suggest that these quantities had not converged at 50 it-
erations and that, in general, these FOMs are improving faster with
iteration in the presence of the probe than in its absence.
An effect that contributes to added background counting rates,
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and thus reduces contrast, is scatter. The absence of scatter in the
contrast phantom simulation limits the conclusions made about the
effect of the probe on image quality. In order to address this issue,
further image quality studies were performed which include a scat-
tering medium in the simulated phantom. This was done using the
breast imaging scenario.
Here, the increase in CNR provided by the probe in the central
lesions is due to an increase in contrast and reduction in noise, as
illustrated in figure 7.7. The region of the breast which is directly
above the probe can be clearly identified visually in figure 7.6 b) as an
area of altered background. The noise in this area is reduced by the
probe by about 1/3 (according to figure 7.7 b) compared to when the
probe is absent, and by 54% compared to outer regions of the breast
when the probe is in place. However, the reduction in noise which
occurs in the region next to the probe, compared to outer regions, is
accompanied by a 56% reduction in intensity. Such a reduction also
occurs in the absence of the probe, but in that case is only of 20%.
The result of these effects is that the signal to noise ratio (SNR) in this
region is not greatly affected by the probe. The reduction of intensity
may be an artifact due to inaccuracies in the system model and is
intensified by the presence of the probe.
7.6 Conclusions
The inclusion of the Si probe enhances the spatial resolution of re-
constructed images. However, the presence of the Si detectors in the
scanner’s FOV is also expected to have an effect on other image quality
measures. In order to investigate this effect, we measured the impact
of the probe on image contrast and spill-over ratio. The studies show
a clear enhancement in hot-warm contrast in the region of resolution
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enhancement. Further away, the addition of the probe was shown
to offer reduced improvement of this figure of merit, but in no case
was found to jeopardize the contrast obtained by the scanner alone.
It was also shown that the probe did not degrade cold-spot imaging,
as measured by SOR and contrast, but rather, again, offered limited
improvement. This improvement is reduced in the area close to the
probe, possibly due to an inadequate correction for random probe co-
incidences in this region. For a full assessment of the impact of the
probe on image quality, other (non-sensitive) hardware components
of the probe should be simulated, as these would increase the contri-
bution of scatter in both the probe-ring and ring-ring datasets. This
study is left to future investigations. Furthermore, a phantom which
provides a scatter medium should be simulated in order to study the
effects of scatter on the image quality of the probe system. Such a
study was performed using a breast imaging scenario.
To demonstrate a potential clinical application of the PET probe
system, and investigate its effect on lesion detectability, a breast phan-
tom was simulated containing lesions of different sizes at varying po-
sitions relative to the probe. Reconstructed images showed a small
improvement in lesion detectability when using the high-resolution
device. Upon visual inspection of the reconstructed images, visual-
ization of the 5 mm lesion directly above the probe was improved.
The results are indicative of how a phantom feature, invisible to the
PET scanner in isolation, is brought to light with the addition of the
probe. Quantitative results support the observation that detectabil-
ity is improved. CNR measurements, which are indicative of lesion
detectability, demonstrate that the use of the probe improves the de-
tectability of small lesions, which may be particularly relevant for
early detection. The increase in CRC is due to the simultaneous in-
crease in contrast and lowering of noise. In addition to noise, the
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probe also lowers background intensity in the region where improved
detectability is observed. However, it does so in a way that does not
significantly alter the SNR in the region. This artifact should be the
subject of further study.
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In addition to the simulations presented in the main document, ex-
perimental prototypes utilizing the PET insert concept have also been
studied. The prototypes, which utilize the ring insert geometry (de-
scribed in section 2.3) as well as the probe geometry (described in
section 2.4) were developed at the University of Michigan. The lab-
oratory setup under its various implementations, together with data
acquisition software, were developed by the CIMA collaboration which
includes researchers from various institutions: the University of Va-
lencia, the University of Michigan, the Jozef Stefan Institute, the Ohio
State University and CERN. The work presented here, performed dur-
ing various research stays, aims to present preliminary studies using
these prototypes. The experimental data used is constrained to that
taken during the stays and, as a result, to that obtained from the
experiments run during those periods. Although the experimental
183
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systems differ from that used in the simulation studies, thereby lim-
iting the possibility of direct comparison and validation, these extra
studies have the added value of allowing for the testing of the PET
insert concept using experimentally acquired data. Furthermore, re-
constructing data from several insert prototype geometries provided
an opportunity to apply the image reconstruction tools developed in
this thesis to other multi-resolution PET systems, thus demonstrating
the flexibility of the reconstruction method.
Contained in the experimental studies presented here is prelimi-
nary work useful for the development of data-processing and image
reconstruction software that can be applied to future PET insert lab-
oratory setups. Approaches to solving a range of problems such as
detector response modeling, detector placement and sensitivity cor-
rection were developed using the prototype geometries.
The work includes studies performed using several variations of
the ring insert geometry. In these prototypes, two Si detector mod-
ules were placed on either side of a rotating phantom, thereby obtain-
ing the full range of projections. Two different ring-insert geometries
are described: a collimated 2D setup for imaging one trans-axial slice
and a fully 3D version. Additionally, two different types of Si de-
tector modules were used as part of work which tested hardware for
future prototype development. Preliminary imaging studies with sev-
eral different phantoms are presented and the reconstruction process
is outlined.
As an extension to the study of the PET probe system, images
from such a geometry, reconstructed from experimentally acquired
data, are presented. Limited probe-only data was acquired and re-
constructed in a 3D probe geometry. Combined probe-and-ring im-
ages were obtained by isolating a subset of the 2D ring-insert data
to achieve the equivalent, for practical purposes, of a 2D PET probe
system.
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The 3D imaging study serves to demonstrate the highest possible
resolution available in the probe data. The effect of adding such data
to a conventional PET scan of a commonly-used resolution phantom
is demonstrated in the 2D study. Using the Derenzo-like phantom,
a comparison of an image obtained using the PET ring is compared
with that obtained when probe data was included. In this sense, the
resolution study from section 6.2.5 is approximated here using data
from the experimental prototype.
8.2 Materials & Methods
The full-ring geometries used in this work consisted of partial rings of
detectors on either side of the phantom, which was rotated to obtain
full angular coverage. Basic motion-control hardware was in place for
this, controlled by software with which the user was able to specify
the angle through which the phantom rotated and the angular step.
To simulate a full ring, multiple rotations were used with variable
step size. The development of these systems was conducted by various
members of the CIMA collaboration [1, 2, 3]. Probe data was obtained
by using a subset of rotation positions.
8.2.1 Sources used
Data was acquired using three source distributions: a group of three
low-activity sodium-22 (22Na) point-like sources inside a plastic disk,
a Derenzo-like hot-spot resolution phantom, similar to the one used
for the resolution studies in chapter 6, filled with low-activity FDG-
18 solution, and small glass vile, with 1 cm inner diameter, filled to 1
cm with the FDG-18 solution. Schematic diagrams of the 22Na and
Derenzo-like phantoms are shown in figure 8.1.
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Figure 8.1: Two of the phantoms used in the imaging experiments: a)
the group of three 22Na point-like sources and b) Derenzo-like resolu-
tion phantom.
8.2.2 The PET Scanner
The PET scanner consisted of two partial rings using 24 block detec-
tors from a decommissioned CTI 931 PET scanner. The blocks were
organized into two groups of 12, directly opposite one another at a
distance of 1000 mm, with each spanning 67.5 degrees (out of 180).
To emulate the complete ring, the object being imaged was rotated to
several positions. Each block consisted of 32 BGO crystals, each with
dimensions 6 × 12 × 30 mm thick, in an 8 × 4 array (8 circumferen-
tial and 4 axial). The external PET ring was used for all geometries
studied. The setup is shown in figure 8.2.
8.2.3 The Ring Insert Geometry
Two types of Si detectors were used for the experimental systems. The
first generation of detectors consisted of 32 × 16 arrays of 1.4 × 1.4
mm pixels, the second consisted of 40 × 26 arrays of 1.0 × 1.0 mm
pixels. Both detector types were 1 mm thick. They were organized
into modules made up of face-to-face detector-pairs, separated by a
0.8 mm gap.
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Figure 8.2: Photograph of the experimental setup. Visible in the
centre is the lead shielding surrounding the phantom, with two black
boxes on either side which house the Si detectors, and, further away,
the two partial-rings of BGO block detectors.
2D Silicon Ring Setup. Two-dimensional setups were studied us-
ing both generations of Si detector modules. These were placed on
opposite sides of the centre of the FOV, with the long edge of the
detectors facing the centrally located phantom. The first-generation
modules were offset by 97 mm. Due to their more complex electron-
ics, the second-generation modules were located at a further offset
of 108 mm. Lead shielding was placed around the phantom, leaving
only a 1 mm slit through which annihilation photons could escape.
The collimation was aligned with the edge of one detector from each
Si pair and resulted in only one axial row of BGO crystals being in-
volved in detection. A schematic diagram illustrating the collimated
setup, using the second generation Si detectors, is shown in figure 8.3.
The lead shielding around the phantom, with the black plastic boxes
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containing the Si detectors on either side of it, can be seen in figure
8.2.
We consider four types of events:
• BGO-BGO. Each photon is detected in opposing BGO lobes.
• Si-BGO. One photon is detected in a BGO lobe and the other
in the opposing Si detector.
• BGO-Si. Like above, but involving the other Si-BGO pair.
• Si-Si. Each photon is detected in opposing Si detectors. These
events are specific to the ring insert geometry and were not
present in the simulation studies.
Images were reconstructed, using the Derenzo-like phantom and
20 iterations of ML-EM, separately from the four types of events and
also by combining Si-BGO and BGO-Si.
3D Silicon Ring Setup. To achieve 3D images, the collimation
was removed and the 32 × 16-pixel Si detectors flipped to face the
object being imaged. In this configuration, both detectors in each
module face the phantom and all axial BGO detector-rows participate
in measurement. A schematic diagram illustrating the 3D setup is
shown in figure 8.4.
Images were reconstructed, using the 22Na point-source phantom
and the vile of FDG, with 20 iterations of the ML-EM algorithm.
8.2.4 The Probe Geometry
The two and three dimensional probe geometries were based on the
setups used for the ring-insert studies. For the 3D case, one of the
Si detector modules was removed and the phantom was not rotated,
collecting Si-BGO events for one angular position. For the 2D geom-
etry, probe-type events were isolated from files containing data from
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(a)
(b)
Figure 8.3: Diagram of the 2D ring insert geometry showing a) the
side view and b) the top view. The drawing is not to scale, the centres
of the Si detectors are both 108 mm away from the centre of the FOV.
Si detector dimensions correspond to the second generation modules.
The phantom rotating through 360 degrees simulates a Si ring and
can obtain complete tomographic data.
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(a)
(b)
Figure 8.4: Diagram of the 3D ring insert geometry showing a) the
side view and b) the top view. The drawing is not to scale. Si detector
dimensions correspond to the first generation modules.
Si-BGO acquisitions. Complementary BGO-BGO acquisitions were
also available for this geometry.
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3D Probe Setup. In order to look at the highest resolution achiev-
able with this geometry, the 22Na point-source phantom was placed
in an area close to the probe. The phantom was taped to the probe’s
plastic casing, about 1.5 and 2.5 cm away from each of the two Si
detectors. The sources were oriented so that the 1.5 mm separa-
tion between points B and C was approximately aligned parallel to
the detectors’ surface. Figure 8.5 shows a schematic diagram of the
orientation of the point-like sources relative to the probe. Summed
projections onto three orthogonal planes are shown in the figure for
reference during analysis. Only Si-BGO data was obtained due to con-







Figure 8.5: Schematic diagram of the orientation on the Na point-like
sources relative to the probe location.
Resolution Phantom in 2D. In order to obtain probe data from an
acquisition dedicated to the ring-insert system, those Si-BGO events
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corresponding to two specific rotational phantom positions were iso-
lated from the full-rotation data. The two positions corresponded to
those where the 4.8 mm phantom features were at their closest to each
of the two Si detectors. Using this method, events from both sets of
Si-BGO pairs were combined to represent probe data, since both Si
modules were at the same location relative to the phantom at these
rotational positions. 1.3 × 105 such events were collected. In a sepa-
rate acquisition, 8×105 BGO-BGO events were obtained to represent
the ring-ring events, so that the probe events made up 15 % of the
total. The simulation studies using the Derenzo-like phantom gath-
ered 30 % probe events, but in the experimental study the phantom
was further from the Si detectors so half that number was considered
an appropriate estimate. For the ring-only image, 9× 105 BGO-BGO
events were used in order to compare images with the same number
of events, eliminating sensitivity as an influencing factor.
Images were reconstructed using 20 iterations of ML-EM from
the ring-only and ring-and-probe data, according to the methods de-
scribed in section 8.2.5. Line profiles were taken through the sections
of the phantom where individual features were distinguishable in the
ring-only image. These include the three sections with the largest
features, of diameter 4.8 mm, 4.0 mm and 3,2 mm. Figure 8.6 shows
a diagram of the phantom with the labeled profile locations. Also
included is the relative position of the probe, which is not shown to
scale.
8.2.5 Reconstructing the Data
The rotation of the phantom to many possible positions relative to the
detectors made histograming the data and pre-calculating the system
matrix non-trivial. The list-mode ML-EM algorithm and the multi-
line Siddon method for on-the-fly calculation of the system matrix
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Figure 8.6: Derenzo-like phantom in the orientation relative to the Si
detectors used in the study. Probe size and distance to the phantom
are not to scale. Profile locations are shown for reference.
elements was especially useful for image reconstruction using this ex-
perimental setup. The end-points of the Siddon lines were randomly
distributed throughout the BGO crystal and randomly at the half-
depth plane for the Si pixels, using three and two dimensional uniform
distributions respectively. This method was used to take advantage of
data processing software which was already in place at the University
of Michigan and which calculated several coordinates throughout the
detector for each event. However, attenuation in the BGO was not
accounted for in lines originating from a finite depth within the detec-
tor crystal. A fine image grid of 0.2× 0.2× 0.2 mm3 voxels was used
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for the reconstructions in order to resolve the finest phantom features,
which were within the expected resolution capabilities of the highest
resolution data (Si-Si events). The resulting increase in image pixel
density, by a factor of 125 from the 1 × 1 × 1 mm3 image grid used
in the simulation studies, would indicate that a increase in Siddon
line count is required. Furthermore, larger scintillation crystals in the
scanner also motivate such an increase. As an initial estimate, 100
Siddon lines per measurement were implemented and used for both
2D and 3D geometries, both generations of Si detectors, as well as
both ring insert and probe setups. Corrections for randoms, scatter,
probe attenuation and detector efficiency were not implemented.
All final images involving BGO-BGO events were convolved with
a Gaussian function of 0.4 mm FWHM to reduce undersampling ar-
tifacts created by reconstructing the low-resolution data on the fine
0.2 × 0.2 × 0.2 mm3 voxels. This was considered a more efficient ap-
proach of overcoming the artifacts than increasing Siddon-ray count.
Sensitivity Corrections. Initial reconstructions were performed
with a uniform sensitivity estimate. The lack of a correction had
the greatest impact on images reconstructed from Si-Si events, due
to the system’s fast-moving sensitivity response to these events. Si-Si
sensitivity was calculated by backprojecting one count per detector
pair, using one Siddon line with endpoints at the centre of each detec-
tor. The result was then blurred with a Gaussian of 0.4 mm FWHM
in order to smooth sampling artifacts. Since the sensitivity calcu-
lated in this way does not correspond to the system matrix, which
uses hundredfold random over-sampling of the detector response, it
was not used to normalize the system matrix, thus avoiding possible
artifacts created by a system matrix-sensitivity mismatch. Rather,
images were reconstructed using a sensitivity-corrected version of the
ML-EM algorithm:
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where Sj is the sensitivity and the system matrix elements, aij , are
proportional to the probability that a detection due to an event in
pixel j is detected in LOR i, now without the condition that it be
detected by the system.
The sensitivity matrix was obtained for the Si-Si only, as problems
in correctly matching BGO crystal positions with those calculated
using pre-existing software persisted until the end of the investigation.
8.3 Results & Discussion
Reconstructed images which use data obtained from the prototype
systems are presented below. With the exception of the 2D study of
the probe system these are only preliminary images, with the various
event types reconstructed separately. Joint reconstructions, combin-
ing the multi-resolution datasets, require further work on obtaining
the system sensitivity.
Despite the limited acquisitions dedicated to the PET probe sys-
tem, the reconstructed images offer insight into the probe prototype
and reproduce some qualitative results from the simulation studies.
8.3.1 2D Ring Insert Geometry
Preliminary images using the Derenzo-like phantom, reconstructed
using the 2D double-ring setup with the second generation of Si de-
tectors, are shown below. We include a sample of the images obtained
using BGO-BGO and Si-Si events separately. Si-BGO and combined-
data images can be obtained in a similar fashion in future studies once
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Figure 8.7: Resolution phantom reconstructed using BGO-BGO
events only, using a uniform sensitivity and 20 iterations of the ML-
EM algorithm.
PET scanner images. Images were reconstructed from 9 × 105
BGO-BGO events without sensitivity correction in the 2D configura-
tion. The images are not greatly affected by this lack of correction,
suggesting a nearly flat BGO-BGO sensitivity in the reconstructed
FOV of 51.2 × 51.2 × 51.2 mm3. This was to be expected, since for
a scanner of 1 m diameter sensitivity will not vary significantly over
such a relatively small distance. Figure 8.7 shows the image of the
Derenzo-like phantom reconstructed using BGO-BGO events only.
Si-Si images. Using the Derenzo-like phantom in the 2D geome-
try, 8× 106 Si-Si coincidence events were reconstructed. Figure 8.8 a)
shows the image after 20 iterations of ML-EM, initially without any
sensitivity correction (a uniform estimate). Sensitivity-related arti-
facts are evident, with high intensity at the centre and fading towards
the edges of the FOV. Figure 8.8 b) shows the 2D sensitivity estimate
for Si-Si events. The effect of applying the correction to the image is
shown in figure 8.8 c).
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Figure 8.8: Si-Si images: a) Resolution phantom without sensitivity
correction. b) Sensitivity estimate. c) Resolution phantom recon-
structed including the sensitivity estimate.
The sensitivity-related artifacts present in figure 8.8 a) are reduced
in figure 8.8 c). However, a new artifact is introduced. The “fraying”
that can be seen around the phantom edges is due to data truncation.
The phantom is slightly wider than the two Si detectors, which results
in a limited number of projection angles in the outer regions of the
FOV. This artifact should be removed by adding Si-BGO and BGO-
BGO data to the reconstructed image.
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8.3.2 3D Ring Insert Geometry
For the 3D double-ring geometry, the 22Na phantom was used to ob-
serve resolution, and the FDG-filled vile aided the assessment of uni-
formity. Data was acquired using the first generation Si detectors.
Point-Like Sources. Figure 8.9 show images of the 22Na phantom
reconstructed from three separate datasets: Si-Si and the two oppos-
ing Si-BGO pairs. BGO-BGO data was not obtained for this setup
due to constraints in the experimental schedule. The Si-Si images
show very high resolution, demonstrating clearly the 1.5 mm separa-
tion between point sources B and C (see figure 8.1 a). The Si-BGO
images are unable to distinguish between these two but clearly show
the separation to point A, which lies 6 mm away.
Extended Source. Figure 8.10 shows images of the vile of diluted
FDG, reconstructed using Si-Si and Si-BGO data separately, employ-
ing the second generation Si detectors. In all cases, artifacts are ob-
served in the summed axial slices that appear to be related to axial
sensitivity. However, attempts to reproduce these artifacts in the Si-Si
sensitivity image, by using a narrower Gaussian in the blurring, were
not successful.
8.3.3 3D Probe Geometry
Figure 8.11 shows images from the 3D probe acquisition using the
22Na point-source phantom. The three images were obtained by sum-
ming all slices in three orthogonal directions. The 1.5 mm separation
between B and C appears slightly smaller due to the small inclina-
tion of the three-point system relative to the probe. Nevertheless, the
two points are clearly differentiated in figure 8.11 a), which shows the
summed transaxial slices, and c), representing the axial slices which
are parallel to the probe surface. The images demonstrate a spatial
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resolution of under 1.5 mm at this position, about 1 cm away from
the probe’s surface. The two points are indistinguishable in figure 8.11
b) since they lay in different slices one behind the other and overlap
when the slices are summed.
8.3.4 Resolution Phantom: 2D Probe Geometry
Images of the Derenzo-like phantom are displayed in figure 8.12, with
a) showing the image reconstructed from BGO-BGO events only, and
b) that which includes the probe data. An improvement in resolution
is clearly visible, especially in the 3.2 mm features. The directional-
ity of this improvement can also be seen, as predicted by simulation
studies.
The improvement can be further observed by looking at line pro-
files through the sections of the Derenzo-like phantom (described in
figure 8.6). Once again, the most significant improvement is observed
in the direction parallel to the probe face, with all profiles taken in
that direction showing significant increase in resolution. The profiles
which are perpendicular to the probe, such as g), j) and f), do not
show significant improvement. It should be noted that the increase
in resolution is observed at distances of up to 80 mm from the probe,
substantially further than observed using the simulated system. This
can be explained by the lower resolution of the BGO detectors and,
as a result, of the PET ring image which is enhanced by the probe
data. The simulated LSO scanner already produced images of rela-
tively high resolution on its own, which made it more challenging to
enhance.
In the probe-only images of the point-sources, their apparent elon-
gation is due to truncation. In an area so close to the probe only
very limited projection angles are available. The images reflect only
what the probe “sees”, this means that the ability to distinguish fea-
tures aligned perpendicular to its surface is lost. In the images of the
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Derenzo-like phantom, the directionality of the resolution enhance-
ment makes the circular cross-section of some of the phantom fea-
tures appear oblate, giving the impression of elongation. In fact, the
features are not elongated by the probe but rather show improved
resolution limited to the direction perpendicular to the probe LORs.
That is to say, the circular features are shortened in one direction.
This effect is made evident by the line profiles. The increased di-
rectional limitation of the resolution enhancement, compared to the
simulation studies where this effect was not observed, may be caused
by data truncation due to the larger distance to the probe and the
shorter length of the probe detector facing the phantom. These two
factors limit the number of projection angles available at the phantom
location. Furthermore, the larger size of the BGO crystals, compared
to those of the Biograph, produces a larger difference between probe
and ring resolutions in the experimental system. This increases the
impact of the probe on ring data.
8.4 Conclusions
Ring-insert and PET probe prototype systems have been studied, in
2D and 3D configurations. For the ring-insert geometry, two partial
rings of BGO detectors and two Si detector modules on either side
of a rotating phantom simulated the full PET ring and the Si ring-
insert. The studies performed using 2D and 3D implementations of
this setup consisted of preliminary work on the development of the
prototype. It was found that coincidence events between two insert
detectors (Si-Si events) were able to achieve image resolution of under
1.5 mm. However, the area where this resolution was achievable was
limited by data truncation outside a limited ROI.
A dedicated image reconstruction software was developed based
on the one described in chapter 5, but with some important modi-
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fications. Si-Si sensitivity was calculated using one Siddon line per
LOR in order to reduce calculation time. The sensitivity image was
then smoothed by convolution with a Gaussian function to remove un-
dersampling artifacts. Si-BGO and BGO-BGO sensitivity calculation
was left to future work. In the projection and back-projection opera-
tions, Siddon line-count for modeling detector response was increased
from 16 to 100, due to higher voxel density. Due to the different sys-
tem models used in calculating the sensitivity matrix and the system
matrix elements, matrix normalization was not performed. Instead,
a modified implementation of the ML-EM algorithm was used. Fi-
nally, the original reconstruction software was prepared for data from
GATE simulations, so tools for processing the experimental data into
a format usable by the software were developed during studies of the
ring insert geometry.
Experimental data was also acquired for the PET probe geome-
try and images were reconstructed. Probe data was obtained from a
dedicated 3D system, but no complementary ring data was available
for these acquisitions. However, from images reconstructed from the
probe data only, image resolution of under 1.5 mm was observed. For
a comparison of the resolution of the PET scanner alone to that of a
system which includes the probe, 2D probe data was isolated from an
acquisition dedicated to the ring-insert geometry. Reconstructed im-
ages revealed a clear improvement achieved by adding the probe data.
Resolution was increased and the directionality of this improvement
was in accordance to the findings of simulation studies, which mea-
sured resolution variation across the FOV. However, unlike in studies
using a simulated Derenzo-like phantom, increased truncation in the
probe data and a larger difference between probe and ring resolutions
created the impression of an elongation of the phantom features in
the experimental system. Finally, corrections for randoms, scattered
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events and attenuation were not performed during image reconstruc-
tion. Implementing these corrections would improve the quality of all
images, although further investigation extending these experiments
would be required to determine whether improvement provided by
the probe would be augmented.
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Figure 8.9: 22Na phantom reconstructed from the separate datasets,
using 100 Siddon lines. Images a), b) and c) are reconstructions of
the Si-Si data, and are sums over the transverse, coronal and sagittal
planes respectively. The corresponding images for Si-BGO are shown
in d), e), f) for one side, in g), h), i) for the other and in j), k), l) for
the combination of the two.













Figure 8.10: FDG-filled vile reconstructed from the separate datasets,
using 100 Siddon lines. Images a), b) and c) are reconstructions of
the Si-Si data, and are sums over the transverse, coronal and sagittal
planes respectively. The corresponding images for Si-BGO are shown
in d), e), f) for one side, in g), h), i) for the other and in j), k), l) for
the combination of the two.



















































Figure 8.11: Images reconstructed from Si-BGO data in the 3D probe
configuration. Summed slices of three orthogonal planes are shown: a)
the transaxial, b) and c) two axial planes. The summed slices in c) are
what is seen from the probe’s point of view. The images correspond
to the projections described in figure 8.5.












































Figure 8.12: Images of the resolution phantom from the 2D probe
data. Shown are images reconstructed using a) ring (BGO-BGO)
data only and b) including probe data. The Si detector is to the right
of the image.
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Figure 8.13: Comparison of profiles through the resolution phantom
as defined in figure 8.6. Red lines represent the ring-only image and
blue the one where probe data is included.
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Conclusions and Prospects
This chapter presents a summary of our contribution to the develop-
ment of a high-resolution Positron Emission Tomography (PET) sys-
tem, which utilizes a silicon (Si) detector probe to obtain improved
image quality in a limited region of interest (ROI). The following is
an overview of the system under investigation and the image recon-
struction method developed for it. Results of simulation studies into
the effect that the Si probe would have on the image quality of a
clinical PET scanner are summarized. The chapter concludes with a
discussion of an experimental prototype of the system and prospects
for future work.
PET is an invaluable clinical tool when used in combination with
CT or MRI. However, compared to these other modalities, it has rel-
atively low spatial resolution. Modern PET scanners achieve reso-
lutions of 5 mm FWHM, while clinical CT and MRI are capable of
sub-millimeter resolution. One of the methods proposed for improving
the spatial resolution of PET is the combination of a clinical scanner
with high-resolution detectors within the field of view (FOV). This
approach has the benefit of utilizing pre-existing clinical devices. The
simplest implementation of this technique is to use a single detector,
or a compact group, in the form of a detector probe. Because of their
high spatial and energy resolution, Si detectors were determined as an
appropriate choice for the probe device. A prototype of the probe has
211
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been constructed by the CIMA group, a collaboration of five leading
institutions, and used for several Si PET geometries. The geome-
try used in simulation studies combined a layered Si detector probe
axially centred in the FOV of a clinical PET scanner based on the
Siemens Biograph64. The Monte-Carlo package GATE was used for
simulations. The use of GATE for simulating an insert geometry was
a novel application of the Monte-Carlo package, which was developed
with more conventional geometries in mind. It was shown that a de-
vice like the probe, which does not belong to the typical hierarchal
organization of the PET scanner, can also be simulated.
The first main contributions of this work was the development of
an image reconstruction software package suitable for reconstructing
the multi-resolution data of the PET probe system and other geome-
tries involving high resolution inserts. The package remains the only
one capable of reconstructing fully 3D images from the CIMA Si-PET
prototypes, although further modifications such as accurate sensitivity
and attenuation corrections would be required for quantitative stud-
ies. The method was based on the Maximum Likelihood-Expectation
Maximization (ML-EM) algorithm. The Si probe geometry required
a dedicated implementation of the algorithm to suit its characteristic
properties. The abundance of possible detector pairs in the data and
the variable resolution of the possible lines of response (LORs), made
sinograms and LOR histograms inefficient for use as the data input
into the ML-EM equation. List-Mode ML-EM was considered to be
most appropriate. System matrix elements were calculated on-the-fly
due to the large number of possible LORs. The Siddon ray-tracing
algorithm was used as an efficient method for this purpose, as well as
for sensitivity matrix calculation. Multiple Siddon lines were required
to accurately model low-resolution PET data in an image space of
adequate granularity for high-resolution probe events. Attenuation,
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scatter and random coincidences were accounted for during recon-
struction.
A special weighting factor was necessary in order to account for
the difference in sensitivity of the system to the two types of events.
An efficient method for calculating this factor for each probe posi-
tion was presented. However, the method is sensitive to the effects
of pile-up and dead-time on counting statistics, the effects of which
require detailed investigation which is left to future work. Due to the
multi-ray approach taken, additional advancements are required to
reduce the current computational burden of the image reconstruction
software. The aim of the current software was to provide a flexible
and accurate reconstruction package, therefore little time was spent
on optimization.
The second main contribution presented in this work is the quan-
tification of the effect of the probe on the image quality obtained by
the simulated PET scanner, as measured using a number of figures
of merit. Comparison studies were conducted between the original
PET system and the novel PET-probe geometry in terms of resolu-
tion, contrast, spill-over ratio (SOR) and contrast recovery coefficient
(CRC). Resolution improvement was predicted and confirmed to be
directionally dependent. In a region near to the probe, extending out
to nearly 6 cm away from its surface, resolution was shown to increase
in all directions, with improvements of up to 50% observed. Resolu-
tion enhancement was shown to extend out up to 20 cm from the probe
surface, in both the axial and transaxial direction. Improvement in
the direction perpendicular to the probe’s surface was observed to be
limited to the 6-cm region. The results of the resolution studies in-
dicate a ROI where resolution improvement can be expected. Such
information can be useful for task-specific probe placement.
It has been shown that, while constituting only a moderate per-
centage of the total (1-30%, depending on activity distribution), probe
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data was able to improve the resolution of the scanner. This obser-
vation indicates that, despite the low sensitivity of the Si detectors,
their high spatial resolution has a notable effect on image resolution,
making Si an appropriate material for this application.
It was demonstrated that the improvement in resolution did not
come at the cost of other image quality measures. Small improvements
in contrast and SOR were observed at various distances away from the
probe surface. Close to the probe, an improvement of as high as 17%
was observed. Measurements of CRC in a breast phantom containing
spherical lesions, with diameters of 4, 5, 6 and 7 mm, demonstrated
how this quantity is improved in a region close to the probe surface.
Improvements in CRC, which is correlated to lesion detectability, in-
dicated that the addition of the probe would offer the advantage in
small lesion detection. We must mention that the improvements to
these image quality metrics did come at the expense of an artifact. A
dip in the image intensity of a homogeneous region directly adjacent
to the probe face, as observed during the breast phantom study, is
likely due to a deficiency in the system model and possibly related to
sensitivity. This should be the subject of further study.
Results from studies of an experimental prototype have been in-
cluded in this thesis as an appendix and further support the results
of the simulation studies. In particular, these demonstrate the high
resolution capabilities of the PET probe system in the laboratory in
a physical experiment. Images of a resolution phantom from the ex-
perimental PET scanner were compared to those which were obtained
using the scanner and the probe prototype. The increase in resolution
was evident, and the directionality of the improvement corresponded
to that predicted by simulation studies. However, the limited spatial
orientation of this improvement gave an oval appearance to circular
phantom features, an artifact which may be misleading in a clinical
setting.
The investigation into the PET-probe system has also revealed a
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number of specific challenges that should be addressed before such a
system could be clinically employed. The main challenge of the present
system is the poor timing-resolution of the Si detectors. The simulated
resolution of 10 ns requires a time coincidence window of 20 ns, which,
at high activities, causes random fractions of over 90% in the probe-
ring data. The solution to this problem could come from hardware
enhancements of the system and entail, for example, creating thin-
ner Si detectors which would reduce depth-related broadening in the
timing response. A double time-window has also been envisioned and
could be implemented for use in future coincidence sorting. The ob-
servation that a significant fraction of random events occurs in LORs
unrelated to phantom position, motivates the imposition of geometric
acceptance limits in probe measurement space.
Further software improvements could also be made. A more accu-
rate system model could be developed including effects such as depth
of interaction (DOI) and attenuation in the block detectors, and a ana-
lytical method for estimating scatter would be beneficial. An analytic
model of the sensitivity weighting factor should also be the subject
of future work. A more sophisticated system model may further im-
prove the reconstructed images and increase the benefit provided by
the probe. The source of the intensity dip which was observed in the
breast phantom studies should be studied and the effect included in
system modeling. The apparent elongation of phantom features may
be addressed by using multiple probe positions in one scan, a possi-
bility which is also left to future investigation. In order to shorten
reconstruction time, an Ordered Subsets Expectation Maximization
algorithm is under development and testing for further investigation.
This more efficient software should be further developed.
Further work can also be performed in exploring the capabilities
of the probe system. Although resolution has been measured as a
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function of position relative to the probe, this was done for one probe
location only. Varying the probe position would offer further insight
into how the device could be used to modify the scanner’s resolution,
thus providing further information for task-specific probe positioning.
The probe has been shown to have the potential to improve the
performance of a conventional PET scanner in a limited region of in-
terest (ROI). By providing augmented resolution and lesion detection
capabilities it is a practical way of upgrading an already-existing clin-
ical device for applications where a “closer look” at a specific region is
desired. The investigations described in this thesis into the properties
of such a system, using a Si detector probe and a clinical PET scanner,
have shed light on the advantages it provides. The modifications and
extensions described can enhance the present work, developing the Si
PET probe into a potentially usefully clinical tool.
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Estudio de un Sistema
PET de Alta Resolucio´n
usando una Sonda de
Detectores de Silicio
Introduccio´n
La tomograf´ıa por emisio´n de positrones (PET, en sus siglas en ingle´s)
es ampliamente usada en la diagnosis cl´ınica y en estudios pre-cl´ınicos.
Como herramienta diagno´stica, se usa principalmente en oncolog´ıa,
cardiolog´ıa y neurolog´ıa. Proporcionando informacio´n funcional en
vez de estructural, PET es complementario a otras te´cnicas de ima-
gen me´dica. Los esca´neres PET modernos se combinan con aparatos
de tomograf´ıa axial computarizada (TAC) o de ima´gen por resonan-
cia magne´tica (MRI, en sus siglas en ingle´s), produciendo ima´genes
PET/TAC y PET/MRI, que combinan informacio´n estructural y meta-
bo´lica en la misma imagen.
Sin embargo, una de las principales limitaciones de PET es su baja
resolucio´n espacial. Los esca´neres cl´ınicos t´ıpicamente tienen una res-
olucio´n de 5 mm [1] (anchura a media altura, o FWHM por sus siglas
219
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en ingle´s) en el centro del compo de visio´n, mientras que ima´genes
TAC e IRM alcanzan una resolucio´n de 1 mm, aproxima´damente.
Esta tesis presenta un estudio de un sistema PET de alta res-
olucio´n, empleando el novedoso principio que combina un esca´ner
convencional con una sonda de detectores de silicio, situada dentro
del campo de visio´n del esca´ner.
Un detector de silicio (Si) de alta resolucio´n, en coincidencia con
un esca´ner cl´ınico, deber´ıa producir ima´genes de ma´s alta calidad que
las que se obtenienen usando solamente datos del esca´ner. La mejora
en resolucio´n espacial de la ima´gen, que aumentar´ıa gracias al pequen˜o
taman˜o de los pixeles del detector, se limitar´ıa a una regio´n pro´xima
a la sonda. El sistema PET desarrollado en este trabajo utiliza estos
principios. Se considerar´ıa una herramienta apropiada para estudios
localizados como, por ejemplo, la diagnosis de ca´ncer de mama.
Los estudios presentados en este trabajo cuantifican el beneficio
aportado por la sonda y la posible degradacio´n de la ima´gen, e indican
una posible aplicacio´n cl´ınica para el dispositivo. El sistema ha sido
estudiado mediante simulaciones Monte Carlo y experimentos con un
prototipo.
Metodolog´ıa
La tesis se estructura en cuatro partes. En primer lugar, se disen˜o´ un
sistema que combina un anillo PET con una sonda de detectores de
silicio, basandose en trabajos previamente realizados con geometr´ıas
parecidas. Las caracter´ısticas del escaner cl´ınico que sirvio´ de modelo
para el sistema anillo-sonda y las propiedades de los detectores de sili-
cio empleadas en la construccio´n del prototipo, se usaron para imple-
mentar una simulacio´n realista del sistema. Segundo, se desarrollaron
herramientas para la reconstruccio´n de la ima´gen a partir de los datos
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simulados. Debido a su novedosa geometr´ıa, me´todos convencionales
de reconstruccio´n no se pod´ıan aplicar al sistema anillo-sonda. Un
software dedicado se implemento´, con la flexibilidad necesaria para
su uso tanto con datos simulados como con los obtenidos con el sis-
tema prototipo. En tercer lugar, se estudiaron los efectos de la sonda
sobre las ima´genes reconstruidas. Se investigo´ la resolucio´n espacial,
el contraste y la detectabilidad de lesiones en el a´mbito de ima´genes
de mama. Por u´ltimo, se obtuvieron ima´genes usando un prototipo
experimental del sistema.
El sistema anillo-sonda
El escaner cl´ınico en el que se basa el componente anillo del sistema
anillo-sonda es el Biograph64, comercializado por Siemens1. El Bio-
graph consiste en detectores de cristales centelladores (LSO) con di-
mensiones 4 × 4 × 20 mm3, organizados en bloques de 13 × 13. El
esca´ner tiene un diametro de 842 mm y extensio´n axial de 162 mm.
La sonda esta´ formada por 10 capas de detectores de silicio, de 1 mm
de grosor y separadas por 1 mm, con pixeles de una superficie de
1 × 1 mm2. La figura 14 presenta la geometr´ıa, con la sonda junto
con un fantoma Derenzo.
El sistema se simulo´ empleando el paquete Monte Carlo GATE
[2]. En los detectores del esca´ner se simulo´ una resolucio´n temporal
de 2.25 ns FWHM, y una resolucio´n energe´tica de 15% a 511 keV,
siguiendo las especificaciones del fabricante. En la sonda se uso´ una
resolucio´n temporal de 10 ns FWHM y una resolucio´n energe´tica con-
stante (independiente de la energ´ıa del foto´n) de 1.5 keV FWHM,
valores basados en medidas hechas con un prototipo de la sonda
[3, 4, 5]. Para formar coincidencias se uso´ una ventana energe´tica de
400-650 keV, la del Biograph. Para la ventana temporal, se uso´ 4.5 ns
1activexray.com/pdf/Siemens˙Biograph.pdf
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(a) (b)
Figura 14: El sistema PET con la sonda de silicio cerca de la superficie
de un fantoma Derenzo. En a) se ve el sistema entero y en b) la sonda
en primer plano. Las capas de la sonda se visualizan como capas
transparente y no se muestran los p´ıxeles individuales.
para formar coincidencias del sistema PET convencional (sin sonda),
segu´n la pra´ctica comu´n de escoger el doble de la resolucio´n temporal
de los detectores. Para el sistema anillo-sonda, las coincidencias se
formaron usando el mismo principio, pero usando una ventana tem-
poral de 20 ns, igual a doble la resolucio´n de los detectores de Si, para
mayor sensibilidad. Un umbral energe´tico de 20 eV se implemento´
en la sonda, representativo de del valor que se usar´ıa para reducir el
ruido en la sen˜al del silicio.
Reconstruccio´n de la imagen
Para la reconstruccio´n de imagen, en este trabajo se ha utilizado el
algoritmo ML-EM (Maximum Likelihood Expectation Maximization,
en ingle´s) en modo lista (List-Mode ML-EM). Con este algoritmo
iterativo, la ima´gen f obtenida en la iteracio´n k+1 se calcula usando:













En esta expresio´n, a es la llamada matriz de sistema, cuyo ele-
mento aij es proprcional a la probabilidad de que un evento detectado
y con origen en el pixel j de la imagen, se haya detectado por el par
de detectores que corresponden al evento i. Este algoritmo ba´sico se
adopto´ a las caracter´ısticas especificas del sistema sonda-anillo.
Se han aplicado correcciones por coincidencias aleato´rias y disper-
sadas en el fantoma se han aplicado mediante una modificacio´n en el





j + ri + si. (3)
El total de coincidencias aleatorias, ri, en el par de detectores i se
calculo´ a partir de la tasa estimada de estos eventos, Ri, y el tiempo de
adqusicio´n. La estimacio´n de la tasa se obtuvo empleando la ecuacio´n
Ri = 2τSi1Si2 , (4)
donde τ es la magnitud de la ventana temporal y Si1 y Si2 son
las tasas de cuentas en los dos detectores individuales. El total de
coincidencias con dispersio´n en el fantoma si se calculo´ usando un
me´todo Monte Carlo.
Calidad de imagen
Para evaluar el beneficio que la sonda aporta a la calidad de la ima´gen,
se han hecho varias simulaciones del sistema con diversos fantomas.
Estudios de resolucio´n espacial, contraste y detectabilidad de lesiones
se han hecho con fantomas dedicados. En cada caso, se ha simulado
el sistema PET convencional y el sistem anillo-sonda por separado.
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Figura 15: La matriz de posiciones donde se midio´ la PSF.
Resolucio´n espacial. Para estudiar la resolucio´n espacial, se ha
simulado una matriz (en 2D) de fuentes puntuales en el plano transax-
ial central del campo de visio´n del escaner, sobre un fondo cuadrado
homoge´neo, relleno de agua. Las fuentes estaban separadas por 10 mm
en ambas direcciones y conten´ıan una actividad acumulada de 10 µCi
mientras que el fondo conten´ıa 1 mCi. Ima´genes de los dos sistemas
se reconstruyeron usando 20 iteraciones del ML-EM, previamente es-
tablecidas como suficientes para conseguir la convergencia de res-
olucio´n. Se resto´ el fondo homoge´neo de las ima´genes reconstru´ıdas
y se midio´ la point-spread function (PSF) en 3 direcciones perpen-
diculares. La figura 15 demuestra la posicio´n relativa de los puntos
a la sonda y una numeracio´n para indentificarlos en el momento de
presentar los resultados.
Contraste y SOR. El efecto de la sonda sobre el contraste y la
spill-over ratio (SOR) se midio´ usando un fantoma conteniendo le-
siones esfe´ricas de 16 mm de dia´metro, calientes y fr´ıas y a varias
distancias de la sonda, sobre un fondo “templado” homoge´neo. No















Figura 16: El fantoma usado en estudios de contraste y SOR, en su
posicio´n relativa a la sonda. El fantoma esta´ centrado en el FOV. Las
filas 1, 2, 3 y 4 corresponden a distancias de 27, 59, 91 y 123 mm.
se ha simulado ningu´n medio de dispersio´n. La figura 16 ilustra el
fantoma en su posisio´n relativa a la sonda.
Ima´genes de los dos sistemas se reconstruyeron unsando 50 itera-
ciones del ML-EM. Regiones de interes (Regions Of Interest, ROIs)
se elegieron usando esferas de 12 mm de dia´metro, centradas sobre
cada uno de las lesiones y en el espacio entre cada par fr´ıo/caliente.
Las ROIs centrales entre cada par sirvieron de regiones templados. El
contraste caliente-templado (Chot/warm), templado-fr´ıo (Cwarm/cold) y















En las ecuaciones µ simboliza el valor medio de cada uno de los
ROIs.
Aplicacio´n a mamograf´ıa PET
Para investigar el efecto de la sonda sobre la detectabilidad de le-
siones y demostrar su aplicacio´n a escaneados mamarios, se simulo´ un
fantoma antropomorfo relleno de agua, consistiendo de un torso, un
corazo´n y una mama con lesiones de diferentes taman˜os. La geometr´ıa
de la simulacio´n esta´ ilustrada en la figura 17.
Prototipo experimental
Se ha estudiado el principio de la sonda de Si tambie´n en el labo-
ratorio, empleando un prototipo del sistema anillo-sonda, en 2D. La
geometr´ıa consist´ıa en dos anillos parciales (o arcos) de detectores
centelladores, con una plataforma giratoria al centro, donde se colo-
caba el fantoma. Una rotacio´n completa de la plataforma permit´ıa
la coleccio´n de las proyecciones necesarias para formar una ima´gen
tomogra´fica. Colocando la sonda de Si entre uno de los arcos y el
fantoma, ahora sin rotar este u´ltimo, se obtienen coincidencias entre
la sonda y el arco opuesto. Los datos obtenidos se limitaron a un solo
plano mediante un sistema de colimacio´n de plomo. Una fotograf´ıa
muestra el prototipo en la figura 18.
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(a) (b)
Figura 17: El fantoma antropomorfo en y posicio´n relativa al escaner
y la sonda. En a), el torso y la mama son transparentes, el corazo´n
un esfera y la sonda esta´ situada por debajo de la mama. En b) se
demuestra la distribucio´n de las lesiones esfe´ricas dentro de la mama,
y su posicio´n relativa a la sonda.
Resultados
En la figura 19 se presenta parte de los resultados del estudio de la
resolucio´n espacial. La resolucio´n de los puntos de la columna 10 (col-
umn 10 segu´n la figura 15), cuantificada por el FWHM, se presenta
como funcio´n del numero de la fila (row, segu´n la figura 15) que repre-
senta la distancia de la sonda. Los resultados del Biograph, ensen˜ados
junto con los del sistema anillo-sonda para comparar, demuestran el
aumento de resolucio´n aportado por la sonda.
Los resultados del estudio de contraste y SOR se muestran en la
figura 20. Las gra´ficas demuestran la evolucio´n de las tres figuras de
me´rito con el nu´mero de iteraciones usadas. Los valores teo´ricos de
(Chot/warm), (Cwarm/cold) y SOR son 4, 1 y 0, respetivamente.
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Figura 18: Fotograf´ıa de prototipo experemental. En el centro esta´
visible el colimador de plomo que rodea el fantoma. Las dos cajas
negras a cada lado del fantoma contienen dos sondas, de las cuales
se usa una para la geometr´ıa anillo-sonda y las dos para un sistema
doble-anillo.
Los resultados del estudio de detectabilidad de lesiones se mues-
tran en la figura 21. Las ima´genes ensen˜an solamente la parte del
campo de visio´n donde se encuentran la mama y las lesiones.
Las ima´genes del fantoma Derenzo, reconstruidas con datos del
prototipo experimental del sistema se ven en la figura 22, con y sin
sonda.
Discusio´n y Conclusiones
Los resultados de los estudios realizados con datos simulados han de-
mostrado una clara mejora en la calidad de las ima´genes cuando se
usa la sonda en combinacio´n con el esca´ner cl´ınico convencional. Se ha
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Figura 19: Comparacio´n de la resolucio´n espacial del Biograph y la
del sistema sonda-anillo, usando datos de la columna central de la
matriz de fuentes puntuales. La resolucio´n transaxial se presenta en
la direccio´n (a) paralela y (b) perpendicular a la superficie de la sonda.
La resolucio´n axial se muestra c). Los nu´meros de columnas (column)
y filas (row) corresponden a posiciones en la figura 15.
demostrado que la resolucio´n espacial mejora en un factor dos cerca de
la superficie de la sonda y este aumento se va reduciendo ma´s lejos de
la sonda a un ritmo que depende de la direccio´n en que esta´ medida.
El aumento de la resolucio´n alcanza distancias de la sonda mayores
cuando es medido en la direccio´n paralela a su superficie, sea e´sta axial
o transaxial. El estudio usando el fantoma Derenzo ha demonstrado
claramente un aumento de resolucio´n espacial.
El estudio de contraste y SOR demuestra que el aumento en res-
olucio´n espacial que proporciona la sonda no conlleva una degradacio´n
de otros aspectos de la calidad de la ima´gen. El estudio tampoco in-
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Figura 20: Chot/warm, Cwarm/cold y SOR a varias distancias de la
sonda en funcio´n de nu´mero de iteraciones. Las filas (rows) 1, 2, 3,
4 corresponden a distancias de 27, 59, 91 y 123 mm. La linea so´lida
representa valores del sistema anillo-sonda mientras que la linea dis-
continua representa medidas de la simulacio´n del Biograph sin sonda.
dica su mejora. Sin embargo, los taman˜os de las lesiones que se han
usado para el estudio eran suficientemente grandes como para asegu-
rar un rendimiento adecuado del Biograph, en cual caso no se espera
ver mucha mejora empleandon la sonda.















































Figura 21: Ima´gen de la mama a) sin usar la sonda y b) incluyendo la
sonda en la simulacio´n. En las ima´genes, las lesiones son vistas desde
el lado opuesto al que se encuentra la sonda.
La sonda se ha demonstrado capaz de aumentar la detectabilidad
de lesiones, en un estudio de una mamograf´ıa PET. En la figura 21,
la lesio´n de 5 mm que se encuentra la ma´s cercana a la superficie de
la sonda se ve claramente mejor en la ima´gen donde se ha empleado
la sonda. Adema´s de las ima´genes mostradas en este resumen, se ha
hecho un estudio cuantitativo de detectabilidad de lesiones que ha sido
exclu´ıdo de este breve resumen. Las medidas de contrast-to-noise ratio
(CNR) han demonstrado que la detectabilidad de las cuarto lesiones
situadas arriba de la superficie de la sonda es aumentada por su uso
[6].
El principio de la sonda de silicio tambie´n ha sido demostrado
usando un prototipo experimental del sistema sonda-anillo. Imagenes
de un fantoma Derenzo, reconstruidas con datos obtenidos usando
una sonda de silicio y un esca´ner PET convencional, demuestran un
aumento en resolucio´n espacial si son comparadas con ima´genes que
solamente usan datos del esca´ner.












































Figura 22: Ima´genes del fantoma Derenzo reconstruidos con a) datos
del anillo solamente y b) incluyendo datos de la sonda.
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