Designof a Lan-Based Voice Over Ip (VOIP) Telephone System by Omer, Hassan Suleiman Abdalla
DESIGN OF A LAN-BASED VOICE OVER IP 
(VOIP) TELEPHONE SYSTEM 
 
 
A thesis submitted to the University of Khartoum in 
partial fulfillment of the requirement for the degree 
of MSC in Communication & Information Systems 
 
 
BY 
 
HASSAN SULEIMAN ABDALLA OMER 
 
B.SC of Electrical Engineering (2000) 
University of Khartoum 
 
Supervisor 
 
Dr. MOHAMMED ALI HAMAD ABBAS 
 
 
 
Faculty of Engineering & Architecture 
Department of Electrical & Electronics Engineering 
 
SEPTEMBER 2009 
iii 
  ﺑﺴﻢ اﷲ اﻟﺮﺣﻤﻦ اﻟﺮﺣﻴﻢ
  
 
  
 ﺻﺪق اﷲ اﻟﻌﻈﻴﻢ
 iv
ACKNOWLEDGEMENTS 
 
First I would like to thanks my supervisor Dr. Mohammed Ali 
 
 Hamad Abbas, because this research project would not have been 
 
 possible without his support and guidance; so I take this opportunity to  
 
offer him my gratitude for his patience ,support and guidance . 
 
Special thanks to the Department of Electrical and Electronics 
  
Engineering University Of Khartoum for their facilities, also I would like 
 
 to convey my thanks to the staff member of MSc program for their help 
 
 and to all my colleges in the MSc program. 
 
It is with great affection and appreciation that I acknowledge my 
 
 indebtedness to my parents for their understanding & endless love. 
 
 
 
H.Suleiman 
 v
Abstract 
 
     The objective of this study was to design a program to transmit  
 
voice conversations over data network using the internet protocol –Voice 
 
 Over IP (VOIP). JAVA programming language was used to design the 
 
 client-server model, codec and socket interfaces. The design was fully  
 
explained as to its input, processing and output. 
 
     The test of the designed voice over IP model was successful,  
 
although  some delay in receiving the conversation was noticed. This was  
 
related to the data network used. The noticed echo could be attributed to  
 
the quality of the media used. 
 
 
     The study recommended overcoming the above mentioned  
 
problems. It also recommended application of the designed programme in  
 
a graphical interface form so as to make it easier for non IT specialists.  
 
This can make the design of commercial value. 
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  ﻣﺴﺘﺨﻠﺺ
  
  هﺪﻓﺖ اﻟﺪراﺳﺔ ﻟﺘﺼﻤﻴﻢ ﺑﺮﻧﺎﻣﺞ ﻻﺳﺘﺨﺪاﻣﻪ ﻓﻲ ﻧﻘﻞ اﻟﻤﺤﺎدﺛﺎت اﻟﺼﻮﺗﻴﺔ ﻋﺒﺮ ﺑﺮوﺗﻮآﻮل
  
  ﻓﻲ ﺗﺼﻤﻴﻢ ﻧﻤﻮذج اﻟﺨﺎدم  و اﻟﺰﺑﻮن  و(   AVAJ )اﺳﺘﺨﺪﻣﺖ ﻟﻐﺔ ﺑﺮﻣﺠﺔ ﺟﺎﻓﺎ . اﻻﻧﺘﺮﻧﺖ
  
  و ﺗﻢ ﺷﺮح ﻃﺮﻳﻘﺔ ﺗﺼﻤﻴﻢ و ﻋﻤﻞ اﻟﺒﺮﻧﺎﻣﺞ ﻣﻦ ﻧﺎﺣﻴﺔ ادﺧﺎل و ﻣﻌﺎﻟﺠﺔ و .اﻟﻤﺸﻔﺮات و اﻟﻤﻨﺎﻓﺬ
  
  .ﻴﺎﻧﺎتﻣﺨﺮﺟﺎت اﻟﺒ
  
  ﺗﻤﺖ ﺗﺠﺮﺑﺔ ﻧﻘﻞ اﻟﻤﺤﺎدﺛﺎت اﻟﺼﻮﺗﻴﺔ ﻋﺒﺮ اﻟﺒﺮﻧﺎﻣﺞ اﻟﻤﺼﻤﻢ و آﺎﻧﺖ اﻟﺘﺠﺮﺑﺔ ﻧﺎﺟﺤﺔ،
  
  ﺑﺎﻟﺮﻏﻢ ﻣﻦ ﺣﺪوث ﺑﻌﺾ اﻟﺘﺄﺧﻴﺮ ﻓﻲ اﺳﺘﻘﺒﺎل اﻟﻤﺤﺎدﺛﺎت ﺑﺴﺒﺐ ﻧﻮع اﻟﻮﺳﺎﺋﻂ اﻟﺘﻲ اﺳﺘﺨﺪﻣﺖ 
  
  .، آﻤﺎ ﻟﻮﺣﻆ ﺗﺮدد ﻟﻠﺼﺪى(ﺷﺒﻜﺔ ﺗﺒﺎدل اﻟﺒﻴﺎﻧﺎت)
  
   و اﺳﺘﺨﺪام واﺟﻬﺎت اﻟﺘﻄﺒﻴﻖاوﺻﺖ اﻟﺪراﺳﺔ ﺑﻤﻌﺎﻟﺠﺔ اﻟﺴﻠﺒﻴﺎت اﻟﺘﻲ ﺻﺎﺣﺒﺖ اﻟﺘﻄﺒﻴﻖ
  
  ﺳﻬﻠﺔ اﻻﺳﺘﺨﺪام ﺑﻮاﺳﻄﺔ ﻏﻴﺮ اﻟﻤﺨﺘﺼﻴﻦ ﻓﻲ ﺗﻘﺎﻧﺔ اﻟﻤﻌﻠﻮﻣﺎت ﻣﻤﺎ ﻳﺠﻌﻞ ﺗﻄﺒﻴﻘﺎﺗﻪ اﻟﺘﺠﺎرﻳﺔ 
  
  .ﻣﺘﺎﺣﺔ
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CHAPTER (1) 
 
INTRODUCTION 
1.1Background 
 
Telephony service today is provided for the most part over circuit-switched 
networks, which are referred to as Public Switched Telephone Networks 
(PSTN). This service is known as Plain Old Telephone Service (POTS). 
There is, however, a paradigm shift beginning to occur since more and more 
communications is in digital form and transported via packet networks such 
as IP, ATM cells, and Frame Relay frames. Since data traffic is growing 
much faster than telephone traffic, there has been considerable interest in 
transporting voice over data networks (as opposed to the more traditional 
data over voice networks). This new trend that is beginning to emerge in 
recent years is to provide telephony service over IP networks, known as IP 
telephony, or Voice over IP [4]. 
 
Voice transmission over the Internet protocol (IP), or VoIP, means 
transmission of real-time voice signals and associated call control 
information over an IP-based (public or private) network. The term IP 
telephony is commonly used to specify delivery of a superset of the 
advanced public switched telephone network (PSTN) services using IP 
phones and IP-based access, transport, and control networks. These 
networks can be either logically overlayed on the public Internet or 
connected to the Internet via one or more gateways or edge routers with 
appropriate service protection functions embedded in them. 
 
Voip has many advantages over the traditional Public Switched Telephone 
Networks (PSTNs): 
First, IP networks are more cost-efficient. Service providers can effectually 
reduce their operating cost from the standard equipments and cheap 
communication carrier 
Second, IP networks can provide integrative data and voice services. 
 
PSTNs mainly use International Telecommunication Union (ITU) 
Recommendation G.711 coding scheme, which samples the analog voice 
signals at a rate of 8,000 Hz, encodes one sample with 8 bits and take up 
64kbps bandwidth. IP networks can use more advanced voice coding 
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schemes and take up less bandwidth. Besides G.711, IP networks can also 
implement G.726, G.728, G.729 and G.723 coding schemes, which only take 
up 32kbps, 16kbps, 8kbps, and 6.3kbps bandwidth respectively. 
There are four different types of connections for VoIP 
  
1. PC to PC  
2. PC to Telephone  
3. Telephone to PC  
4. Telephone to Telephone which include:-  
    4.1 Regular phones connected to PSTN  
              4.2 IP-telephones connected to a data net 
 
1.2 Objectives of the Project 
 
The project aims to design Voice over IP system based on the Real-time 
Transport Protocol (RTP). It studies the key technical issues and develops a 
software to demonstrate how Voice over IP can be implemented using the 
Java JCreator. It will be based on the outcomes of previous projects. 
 
1.3 Expected Outcome 
 
1.3.1 The developed software should be able to set up a call from one client 
to the server through an IP base network (LAN). 
1.3.2 Understanding the protocols and architectures of IP Telephony. 
 
1.4 Technical Concepts 
 
The intended software should be able to perform the following: 
1.4.1 Implementing Java clients and servers that communicate with each 
other using sockets programming concept in order to set up IP telephone call 
through an IP based network. 
 
1.4.2 Enabling direct capturing of voice to be transmitted through the 
microphone, direct playing back of the voice through the speakers, and real-
time communication across the network. 
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1.5Thesis Layout 
 
The report chapters are organized as follows: 
 
1.5.1 Chapter 2 discusses switched communication networks. Also it 
discusses the two quite different technologies that are used in wide-area 
switched networks: circuit switching and packet switching. These two 
technologies differ in the way the nodes switch information from one link to 
another on the way from source to destination. 
  
1.5.2 Chapter 3 discusses network protocol architecture and the relevant 
standards and protocols related to VoIP. 
 
1.5.3 Chapter 4 covers the live-part of this project, which is the software 
design and implementation phase. It first deals with the design part of the 
project, where it outlines the necessary steps to be followed in the design of 
the intended software. 
 
1.5.4 Chapter 5 contains the experimental results achieved. 
 
1.5.5 Chapter 6 finally presents comments, and provides recommendations 
for future work 
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CHAPTER (2) 
 
SWITCHED COMMUNICATIONS NETWORKS 
 
For transmission of data beyond a local area, communication is typically 
achieved by transmitting data from source to destination through a network 
of intermediate switching nodes; this switched-network design is sometimes 
used to implement LANs and MANs as well. The switching nodes are not 
concerned with the content of the data; rather, their purpose is to provide a 
switching facility that will move the data from node to node until they reach 
their destination. The end devices that wish to communicate may be referred 
to as stations. The stations may be computers, terminals, telephones, or other 
communicating devices. Each station attaches to a node, and the collection 
of nodes is referred to as a communications network [1].  
The types of networks that are discussed in this chapter are referred to as 
switched communication networks. Data entering the network from a station 
are routed to the destination by being switched from node to node. Several 
observations are in order:  
1. Some nodes connect only to other nodes. Their sole task is the internal (to 
the network) switching of data. Other nodes have one or more stations 
attached as well; in addition to their switching functions, such nodes accept 
data from and deliver data to the attached stations .Figure 2.1 shows Simple 
Switching Network [6]. 
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Figure 2.1 Simple Switching Network 
 
 2. Node-node links are usually multiplexed, using either frequency-
division multiplexing (FDM) or time-division multiplexing (TDM).  
 3. Usually, the network is not fully connected; that is, there is not a 
direct link between every possible pair of nodes. However, it is always 
desirable to have more than one possible path through the network for 
each pair of stations; this enhances the reliability of the network.  
 
Two quite different technologies are used in wide-area switched networks: 
circuit switching and packet switching. These two technologies differ in the 
way the nodes switch information from one link to another on the way from 
source to destination.  
 
2.1 CIRCUIT-SWITCHING NETWORKS 
  
Communication via circuit switching implies that there is a dedicated 
communication path between two stations. That path is a connected 
sequence of links between network nodes. On each physical link, a logical 
channel is dedicated to the connection. Communication via circuit switching 
involves three phases  
 1. Circuit establishment: Before any signals can be transmitted, an 
end-to-end station- to-station) circuit must be established. In 
completing the connection, a test is made to determine if the receiver 
is busy or is prepared to accept the connection.  
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 2. Data transfer: Information can now be transmitted from the sender 
through the network to the receiver. The data may be analog or digital, 
depending on the nature of the network. As the carriers evolve to fully 
integrated digital networks, the use of digital (binary) transmission for 
both voice and data is becoming the dominant method. Generally, the 
connection is full-duplex. 
 3. Circuit disconnect: After some period of data transfer, the 
connection is terminated, usually by the action of one of the two 
stations. Signals must be propagated to the respective nodes to 
deallocate the dedicated resources [1].  
 
The connection path is established before data transmission begins. Thus, 
channel capacity must be reserved between each pair of nodes in the path, 
and each node must have available internal switching capacity to handle the 
requested connection. The switches must have the intelligence to make these 
allocations and to devise a route through the network. 
 
Circuit switching can be rather inefficient. Channel capacity is dedicated for 
the duration of a connection, even if no data are being transferred. For a 
voice connection, utilization may be rather high, but it still doesn’t approach 
100 percent. For a terminal-to-computer connection, the capacity may be 
idle during most of the time of the connection. In terms of performance, 
there is a delay prior to signal transfer for call establishment. However, once 
the circuit is established, the network is effectively transparent to the users. 
Information is transmitted at a fixed data rate with no delay other than that 
required for 
Propagation through the transmission links. The delay at each node is 
negligible. 
 
Circuit switching was developed to handle voice traffic but is now also used 
for data traffic. The best-known example of a circuit-switching network is 
the public telephone network .This actually a collection of national networks 
interconnected to form the international services .Although originally 
designed and implemented to service analog telephone subscribers, it 
handles substantial data traffic via modem and is gradually being converted 
to digital network .Another well-known application of circuit switching is 
the private branch exchange (PBX) used to interconnect telephones within a 
building or office. 
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 One of the key requirements for voice traffic is that there must be virtually 
no transmission delay and certainly no variation in delay. A constant signal 
transmission rate must be maintained, as transmission and reception occur at 
the same signal rate. These requirements are necessary to allow normal 
human conversation. Further, the quality of the received signal must be 
sufficiently high to provide, at a minimum, intelligibility. 
Circuit switching achieved its widespread, dominant position because it is 
well suited to the analog transmission of voice signals; in today’s digital 
world, its inefficiencies are more apparent. However, despite the 
inefficiency, circuit switching will remain an attractive choice for both local-
area and wide-area networking. One of its key strengths is that it is 
transparent. Once a circuit is established, it appears as a direct connection to 
the two attached stations; no special networking logic is needed at either 
point. 
 
 
 
 
2.2 CIRCUIT SWITCHING CONCEPTS: 
 
The technology of circuit switching is best approached by examining the 
operation of a single circuit switch node .A network built around a single 
circuit-switching node consists of a collection of stations attached to a 
central switching unit .The central switch establishes a dedicated path 
between any two devices that wish to communicate. Figure 2.2 shows 
Central Switch. 
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Figure 2.2 Central Switch 
2.3 The Public Switched Telephone Network:  
When two computers owned by the same company or organization and 
located close to each other need to communicate, it is often easiest just to 
run a cable between them. LANs work this way. However, when the 
distances are large or there are many computers or the cables have to pass 
through a public road or other public right of way; the costs of running 
private cables are usually prohibitive. Furthermore, in just about every 
country in the world, stringing private transmission lines across (or 
underneath) public property is also illegal. Consequently, the network 
designers must rely on the existing telecommunication facilities [2].  
2.4 Structure of the Telephone System: 
Soon after Alexander Graham Bell patented the telephone in 1876, there was 
an enormous demand for his new invention. The initial market was for the 
sale of telephones, which came in pairs. It was up to the customer to string a 
single wire between them. If a telephone owner wanted to talk to n other 
telephone owners, separate wires had to be strung to all n houses.  
To his credit, Bell saw this and formed the Bell Telephone Company, which 
opened its first switching office (in New Haven, Connecticut) in 1878. The 
company ran a wire to each customer's house or office. To make a call, the 
customer would crank the phone to make a ringing sound in the telephone 
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company office to attract the attention of an operator, who would then 
manually connect the caller to the callee by using a jumper cable. 
Within about two years after its founding, the Bell Company realized that it 
needed some kind of a switching system to be able to service a greater 
number of customers. The early switches were literally cord boards, which 
would alert an operator at a central office (CO) to an incoming call, typically 
by ringing a bell or lighting some type of lamp at the operator's station. This 
system was user friendly and highly intelligent, but the system did not offer 
very good performance. Even a fast operator worked at the pace of a human 
and was capable of handling only one call at a time.  
 2.5 TELEPHONE SERVICE TODAY:  
 
Today private branch exchanges (PBXs) provide the service that the 
operator performed in the early telephone company. A PBX is a small 
telephone switch owned by a company or organization. Without a PBX, a 
company would need to lease one telephone line for every employee who 
has a telephone. With a PBX, the company only needs to lease as many lines 
from the telephone company as the maximum number of employees that will 
be making outside calls at one time. This is usually around 10% of the 
number of extensions. A telephone switching system must perform the 
following functions [5]:  
 • Recognize a request for service.  
 • Notify the station of an incoming call.  
 • Detect on-hook or off-hook status.  
 • Provide status information to the originator of the call, such as when 
the called telephone goes off hook, or the network is busy.  
• Establish a connection—really just a path across the network from one 
endpoint to another.  
Switches also act as concentrators because the number of telephones in 
use is usually greater than the number of simultaneous calls that can be 
made. E.g. a company may have 600 telephone sets connected to a PBX, 
but may have only 15 trunks connecting the PBX to the CO switch.  
2.6 CO versus PBX:  
 
A PBX is like a miniature CO switching system designed for a business or a 
private institution. Although a PBX and a CO are closely related, there are 
differences between them.  
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 • A PBX is intended for private operation within a company. A CO is 
intended for public service.  
 • A PBX usually has some type of arrangement to greet outside callers 
and connect them to internal extensions.  
 • Most PBXs do not maintain the high level of service protection that 
must be maintained in a CO. Assurance features such as processor 
redundancy (in the event of processor failure) and battery backup 
power, which are standard in a CO, may not be a part of a PBX.  
 • COs require a seven-digit local telephone number, while PBXs can 
be more flexible and create dialing plans to best serve their users.  
 • A PBX can restrict individual stations or groups of stations from 
certain features and services, such as access to outside lines. A CO 
usually has no interest in restricting usage because these features and 
services are billed to the customer. COs normally provide unlimited 
access to every member on the network. 
2.7 LOOPS; LINES; TRUNKS; PBX TRUNKS:  
The key components of a telecommunications network are loops, lines, 
trunks, and PBX trunks.  
 
LOOPS: A loop is literally the physical pair of wires that connects a 
telephone directly to a CO’s switch or a PBX. It consists of a two- or four-
wire pair that is twisted to minimize the electromagnetic radiation created by 
the current flowing through the wire. When a phone handset is off hook, the 
current flow is detected by a current detector in the CO. When a phone is on 
hook, the loop is open and no current flows. A local loop is the connection 
between your house and the phone company. 
  
LINES: The terms line and loop often get confused. A line is a 
communications path between a customer's telephone and a telephone 
switch, such as a PBX or a CO switch. Although a line is typically based on 
a physical loop, it is not necessarily a physical connection. A line could be a 
logical connection, such as a channel on a multiplex system. A leased line is 
a dedicated line reserved by a carrier for the private use of a leasing 
customer. A tie line is a private leased line that directly links two telephones 
or two PBXs. 
 
TRUNKS: Whereas a line connects the telephone with the switch, a trunk is a 
shared communications channel that connects switches and has the capacity 
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to carry a phone call. A trunk is assigned to connections on a call-by-call 
basis. Over time, the trunk is shared by all the users who call between this 
pair of switches. In the early days of telephone networks, a trunk was 
actually a pair of wires that carried only one telephone call at a time. An 
example of a trunk is a tie line that connects two PBXs.  
Common types of trunks are as follows:  
 • Private trunk line—a line connecting a PBX to another PBX  
 • CO trunk—a direct connection between a CO and a PBX or another 
CO  
 • Foreign Exchange trunk—a trunk interface used to directly connect a 
remote phone to a PBX via FXS/FXO interfaces  
 • Direct Inward Dial/Direct Outward Dial (DID/DOD) trunk—a one-
way trunk allowing a user to dial into a PBX (DID) or the CO (DOD) 
without operator intervention  
 
PBX TRUNKS: In a business using a PBX, every employee's telephone line is 
connected to the PBX. When an employee picks up the receiver and dials the 
outside access code (typically 9), the PBX connects the employee to an 
outside line—the Public Switched Telephone Network. PBXs combine with 
trunks between them. A PBX trunk is a shared communications path 
specifically between the customer's switch and the edge of the PSTN. PBX 
trunks use out-of-band signaling as opposed to in-band signaling. Figure 2.3  
shows LOOPS, LINES and TRUNKS [5]. 
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Figure 2.3 LOOPS, LINES & TRUNKS 
 
 
2.8TRANSMISSION MEDIA:  
 
 
Media 
 
User to Network 
 
Network to 
Network 
 
Speed 
 
 
Twisted Pair Analog voice ISDN T1 / 
E1 Digital subscriber line 
(xDSL) 
T1 E1 1.544 Mbps / 2.048 
Mbps 
Coaxial Cable Cable TV T3, T4 E3 44.736 / 34.368 Mbps 
 
Radio Cellular WLL, LMDS, 
and MMDS 
T3, T4 E3 44.73 Mbps 34.368 
Mbps 
Fiber SONET Cable Television SONET 2.5 Gbps 
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2.9TELEPHONY BASICS:  
 
2.9.1TELEPHONES COMPONENTS 
 
A telephone typically consists of the following components:  
 • Handset containing a transmitter and receiver  
 • Switch hook, which is a lever that is depressed when the handset is 
resting in its cradle  
 • Two-wire to four-wire converter to provide conversion between the 
four-wire handset and the two-wire local-loop  
 • Dialer (either rotary or touch-tone)  
 • Ringer 
2.9.2TELEPHONY SIGNALING:  
For a telephone call to be completed, several forms of signaling must occur:  
 • Access signaling  
 • Station loop signaling  
 • Address signaling  
 
The purpose of signaling in a voice network is to establish a connection. 
You typically begin a phone call by taking a phone off hook, which sends an 
access signal. The line is seized, a path established across the network, and 
on the other end, the call is acknowledged.  
 
ACCESS SIGNALING: determines when a line is off hook or on hook. When 
the handset is on its cradle, the phone is referred to as being on hook. When 
a telephone is on hook, the two wires do not touch, so the circuit (loop) is 
open and no current flows. When the handset is out of its cradle, it goes off 
hook. The wires touch, closing the loop, allowing current to flow through the 
two conductors that connect the phone to the network, sending an ‘off-hook’ 
signal to the switch. To place a call, the phone must be off hook. To receive 
a call it must be on hook.  
There are two common methods of providing the basic access signal: loop 
start and ground start.  
 • Loop start: This is the most common technique for access signaling 
in a standard Public Switched Telephone Network (PSTN). Most 
residential telephones are analog loop-start telephones. The loop is an 
electrical communications path consisting of two wires, one for 
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transmitting and one for receiving voice signals. The two-wire circuit 
is still referred to as the tip and ring, with the tip being tied to the 
ground and the ring tied to the negative side of the battery. When the 
phone handset is picked up, this action closes the circuit, establishing 
a loop between the PBX and the phone. Current is drawn from the 
battery of the PBX, indicating a change in status. This change in status 
signals the current detector in the PBX to provide dial tone. An 
incoming call is signaled to the handset by a standard on/off pattern, 
which causes the telephone to ring.  
 • Ground start. Ground start is another access signaling method used 
on trunk lines or tie lines between PBXs to indicate on-hook/off-hook 
status to the CO. In ground-start signaling, one side of the two-wire 
trunk (typically the ring in the tip and ring configuration) is 
momentarily grounded to create dial tone. When a user tries to place a 
call by grounding the ring lead, the PBX at the telephone company 
detects the flow of current and grounds the tip lead to indicate the 
PBX is ready. The user’s telephone perceives the flow of current on 
its "tip" and knows that the PBX is ready. The seizure of the line 
requires the cooperation of both parties to the call. A failure on either 
side stops the progress of the call. Therefore, both parties terminate 
service upon disconnecting. This setup averts the disconnect 
supervision problem that might occur on the loop-start circuit, when a 
given line can be released only by the party who originated the phone 
call. For this reason, PBXs work best on ground-start trunks.  
In a normal loop-start circuit, when you pick up the handset, you hear a dial 
tone indicating that a circuit is ready. On a ground-start circuit, however, the 
equipment at the user’s end should sense the flow of electrical current on the 
"tip" lead and interpret that the PBX is ready, so a dial tone from a PBX is 
not necessary, and its presence is optional. This setup allows the network to 
indicate off-hook status, or seizure of an incoming call independent of the 
ringing signal. 
  
STATION LOOP SIGNALING: When the PBX receives the off-hook 
signal, it responds with an audible signal indicating that it is ready for a 
call—the dial tone. This two-way exchange between the PBX and the 
telephone is known as station loop signaling.  
 
ADDRESS SIGNALING: In response to the audible prompt of the dial 
tone, the caller can request connection to another telephone by transmitting 
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the address (telephone number) of the requested telephone (sometimes 
referred to as the called party identification number) to the PBX. This is 
known as address signaling.  
Telephones generally use two basic types of address signaling: pulse and 
tone.  
 • Pulse dial (rotary dialing): Rotary dial phones represent the digit 
being dialed by momentarily stopping the current flow when the user 
turns the circular dial. For example, the circuit is broken three times, 
which creates three pulses in the current, to dial the digit "3."  
 • Tone dial (dual tone multifrequency, or DTMF; the method used by 
pushbutton telephones). DTMF is the most commonly used signaling 
system today. The keypad on a pushbutton phone has 12 keys. Each 
key press generates both a low frequency and a high-frequency tone 
(the Dual Tone) that is specific to each individual key. The tones are 
then picked up and interpreted by telephone switches. The tones were 
selected to easily pass through the phone network with minimum 
interaction with each other and little attenuation.  
2.9.3 CALL PROGRESS INDICATORS: While you are placing a call, 
you also hear a variety of audible signals that indicate the status of the call at 
various points along its path—for example, the dial tone, a busy signal, a 
signal indicating no circuit is available (fast busy), and ringing of the called 
party's phone. These tones are called call progress indicators.  
2.9.4 ANSWER SUPERVISION SIGNALING: Assuming the call can be 
established, signaling would then occur at the remote end of the network. 
The CO seizes a line to the PBX and forwards the digits. The PBX selects 
the appropriate station, and signals an alert. The call proceeds, and the 
switch generates ring voltage to the phone. When the phone detects the 
voltage, it rings. The caller also hears an audible ring through the receiver; 
this signal is the ringback signal that is generated by the switch.  
2.9.5 FXO & FXS SIGNALING: A foreign exchange (FX) is a term 
applied to a trunk that has access to a distant CO. FX trunk signaling can be 
provided over either analog or T1 links and which utilize either loop-start or 
ground-start off-hook signaling techniques.  
 • Foreign eXchange Station (FXS): Standard residential phone lines 
are configured for FXS signaling. An FXS interface can be used to 
connect basic devices such as phones, modems, and faxes and must 
provide voltage, ring generation, off-hook detection, and call progress 
indicators.  
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 • Foreign eXchange Office (FXO): FXO signaling is used primarily 
to communicate with CO switching equipment or PBXs. Because an 
FXO port on a router communicates directly with the PSTN or a PBX, 
it requires that a dialtone, ring indication, and call progress indicators 
be provided to it.  
 
2.9.6 E&M SIGNALING: Another analog signaling technique, used mainly 
between PBXs or other network-to-network telephony switches, is known as 
E&M, which stands for "ear and mouth" (or for "recEive and transMit"). 
There are five E&M signaling types, as well as two different wiring 
methods.  
2.10 SOFTSWITCH ARCHITECTURE: 
 
The latest trend in the development of circuit-switching technology is 
generally referred to as the softswitch. In essence, a softswitch is a general 
purpose computer running specialized software that turns it into a smart 
phone switch. Softswitches cost significantly less than tradition circuit 
switches and can provide more functionality. In particular, in addition to 
handling the traditional circuit-switching functions, a softswitch can convert 
a stream of digitized voice bits into packets. This opens up a number of 
options for transmission, including the increasingly popular voice over 
internet protocol approach [1]. 
 
2.11 PACKET SWITCHING PRINCIPLES: 
  
Data are transmitted in short packets. A typical upper bound on packet 
length is 1000 octets (bytes). If a source has a longer message to send, the 
message is broken up into a series of packets. Each packet contains a portion 
(or all for a short message) of the user’s data plus some control information. 
The control information, at a minimum, includes the information that the 
network requires in order to be able to route the packet through the network 
and deliver it to the intended destination. At each node en route, the packet 
is received, stored briefly, and passed on to the next node. A question arises 
as to how the network will handle this stream of packets as it attempts to 
route them through the 
network and deliver them to the intended destination; there are two 
approaches that are used in contemporary networks: datagram and virtual 
circuit.  
 • In the datagram approach, each packet is treated independently, with 
no reference to packets that have gone before. So the packets, each 
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with the same destination address, do not all follow the same route. As 
a result, it is possible that ‘packet 2’ will beat ‘packet 1’ to a node. 
Thus, it is also possible that the packets will be delivered to the 
destination in a different sequence from the one in which they were 
sent. It is up to the destination to figure out how to reorder them. Also, 
it is possible for a packet to be destroyed in the network. For example, 
if a packet-switching node crashes momentarily, all of its queued 
packets may be lost. In this technique, each packet, treated 
independently, is referred to as a datagram.  
 • In the virtual-circuit approach, a preplanned route is established 
before any packets are sent. The sender node (S) first sends a special 
control packet, referred to as a Call-Request packet, requesting a 
logical connection to the destination node (D). If D is prepared to 
accept the connection, it sends back a Call-Accept packet. The two 
stations may now exchange data over the route that has been 
established. Because the route is fixed for the duration of the logical 
connection, it is somewhat similar to a circuit in a circuit-switching 
network, and is referred to as a virtual circuit. Each packet now 
contains a virtual-circuit identifier as well as data. Each node on the 
preestablished route knows where to direct such packets; no routing 
decisions are required. Eventually, one of the stations terminates the 
connection with a Clear-Request packet. At any time, each station can 
have more than one virtual circuit to any other station and can have 
virtual circuits to more than one station. So, the main characteristic of 
the virtual circuit technique is that a route between stations is set up 
prior to data transfer. Note that this does not mean that this is a 
dedicated path, as in circuit-switching. A packet is still buffered at 
each node, and queued for output over a line. The difference from the 
datagram approach is that, with virtual circuits, the node need not 
make a routing decision for each packet; it is made only once for all 
packets using that virtual circuit.  
 
If two stations wish to exchange data over an extended period of time, there 
are certain advantages to virtual circuits. First, the network may provide 
services related to the virtual circuit, including sequencing and error control. 
Another advantage is that packets should transit the network more rapidly 
with a virtual circuit; it is not necessary to make a routing decision for each 
packet at each node.  
One advantage of the datagram approach is that the call setup phase is 
avoided. Thus, if a station wishes to send only one or a few packets, 
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datagram delivery will be quicker. Another advantage of the datagram 
service is that, because it is more primitive, it is more flexible. For example, 
if congestion develops in one part of the network, incoming datagrams can 
be routed away from the congestion. With the use of virtual circuits, packets 
follow a predefined route, and it is thus more difficult for the network to 
adapt to congestion.  
A third advantage is that datagram delivery is inherently more reliable. With 
the use of virtual circuits, if a node fails, all virtual circuits that pass through 
that node are lost. With datagram delivery, if a node fails, subsequent 
packets may find an alternate route that bypasses that node. Voice packets 
generally employ the datagram service.  
 
2.12 CIRCUIT SWITCHING vs. PACKET SWITCHING: 
  
Having looked at the operation of packet-switching, we now return to a 
comparison of this technique with circuit-switching. 
 
 
 
  
Circuit switching 
 
Datagram packet switching Virtual-circuit packet 
switching 
 
Dedicated 
transmission path  
 
No dedicated path  
 
No dedicated path  
 
 
Continuous 
transmission of data  
 
Transmission of packets  
 
Transmission of packets  
 
 
Fast enough for 
Interactive  
 
 
Fast enough for Interactive  
 
Fast enough for Interactive  
 
 
Messages are not 
stored  
 
 
Packets may be stored until 
delivered  
 
Packets stored until delivered 
 
 
The path is 
established for entire 
connection  
 
Route established for each 
packet  
 
Route established for entire 
conversation 
  
 19
 
Call setup delay; 
negligible 
transmission delay  
 
Packet transmission delay  
 
Call setup delay; packet 
transmission delay  
 
Busy signal if called 
party busy  
 
 
Sender may be notified if 
packet not delivered  
 
 
Sender informed of 
connection denial  
 
Overload may block 
call setup; no delay 
for established calls  
 
Overload increases packet 
delay  
 
Overload may block call 
setup; increases packet delay  
 
Electromechanical or 
computerized 
switching nodes  
 
 
Small switching nodes  
 
Small switching nodes  
 
User responsible for 
message loss 
protection  
 
Network may be responsible 
for individual packets  
 
Network may be responsible 
for packet sequences  
 
Usually no speed or 
code conversion 
  
 
Speed & code conversion  
 
Speed & code conversion  
 
 
Fixed bandwidth 
transmission  
 
Dynamic use of bandwidth 
  
 
Dynamic use of bandwidth  
 
No overhead bits 
after call setup  
 
Overhead bits in each 
message  
 
Overhead bits in each packet 
  
 
Charged per minute  
 
Charged per packet  
 
Charged per packet 
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CHAPTER (3) 
 
NETWORK PROTOCOLS ARCHITECTURE 
 
Protocol architecture is the layered structure of hardware and software that 
supports the exchange of data between systems and supports distributed 
applications, such as electronic mail and file transfer. At each layer of 
protocol architecture one or more common protocols are implemented in 
communication systems. Each protocol provides a set of rules for the 
exchange of data between systems. The most widely used protocols 
architecture are TCP/IP protocol suite and OSI model. Figure 3.1 shows 
TCP/IP & OSI MODEL [2]. 
 
 
Figure 3.1 TCP/IP & OSI MODEL  
 
3.1 TCP/IP PROTOCOL SUITE:  
TCP/IP is a result of protocol research and development conducted on the 
experimental packet-switched network, ARPANET, funded by the Defense 
Advanced Research Projects Agency (DARPA), and is generally referred to 
as the TCP/IP protocol suite. This protocol suite consists of a large 
collection of protocols that have been issued as Internet standards by the 
Internet Architecture Board (IAB). There is no official TCP/IP protocol 
model as there is in the case of OSI. However, based on the protocol 
standards that have been developed, the communication task for TCP/IP can 
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be organized into five relatively independent layers. The most common 
protocols are presented [1].  
3.1.1 Physical layer: This Layer is responsible for the mechanical, 
electrical, functional and procedural mechanism required for the 
transmission of data. It can be considered to represent the physical 
connection of a device to a transmission media.  
3.1.2 Network access layer: This layer is responsible for accepting and 
transmitting IP datagrams. It is also concerned with the exchange of data 
between an end system and the network to it is attached. The sending 
computer must provide the network with the physical address of the 
destination computer, so that the network may route the data to the 
appropriate destination. Ethernet, IBM token ring, PPP (Point to Point 
Protocol), LAPD, LAPB etc are used at this level. It is analogous to the data 
link layer of OSI.  
3.1.3 Internet layer: This layer handles communication from one machine 
to the other. It accepts a request to send data from the transport layer, along 
with the identification of the destination. It encapsulates the transport layer 
data unit in an IP datagram and uses the datagram routing algorithm to 
determine whether to send the datagram directly onto a router. The Internet 
layer also handles the incoming datagrams and uses the routing algorithm to 
determine whether the datagram is to be processed locally or to be 
forwarded.  
 • Internet protocol IP: IP provides a connectionless service between 
end systems. All the intermediate systems between the two ends just 
have to implement IP and the layers below IP. It is not necessary to 
implement higher layers. IP receives data from higher layers, and adds 
a header containing information related to the data received and 
passes it to the layer below. These packets are called IP datagrams. 
Each packet that travels through the Internet is treated as an 
independent unit of data without any relation to any other unit of data. 
It is for the protocol above to keep track of the order between packets 
and for guaranteeing that the packet arrives. The IP header contains all 
routing information necessary about sending the packet to the right 
next hop. If the packets are bigger than the maximum size that the link 
can handle, the IP protocol also takes care of fragmentation and 
reassembling of packets.  
 • Internet Control Message Protocol ICMP: The IP standard 
specifies that a compliant implementation must also implement ICMP. 
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ICMP provides a means for transferring messages from routers and 
other hosts to a host. In essence, ICMP provides feedback about 
problems in the communication environment. Although ICMP is, in 
effect, at the same level as IP in the TCP/IP architecture, it is a user of 
IP. An ICMP message is constructed and then passed down to IP, 
which encapsulate the message with an IP header and then transmits 
the resulting datagram in the usual fashion.  
 
3.1.4Transport layer: In this layer the stream of data is segmented into 
small data units and each packet is passed along with a destination 
addresses, to the layer below for transmission. The software also adds 
information to the packets, including port number that identify which 
application program sent it, as well as a checksum. This layer also regulates 
the flow of information and provides reliable transport, ensuring that data 
arrives in sequence and with no errors.  
 • Transmission Control Protocol TCP: TCP was developed to 
provide a reliable, connection-oriented service that supports end-to-
end transmission reliability. To accomplish this task, TCP supports 
error detection and correction as well as flow control to regulate the 
flow of packets through a network. Error checking requires the 
computation of a Cyclic Redundancy Check (CRC) algorithm at a 
network node based on the contents of a packet and a comparison of 
the computed CRC against the CRC carried in the packet. If an error 
occurs TCP requests a retransmission of the faulty packets. This can 
result in unacceptable delays when transporting digitized voice and is 
rarely, if ever, used for voice transmission.  
 • User Datagram Protocol UDP: UDP was developed to provide an 
unreliable, connectionless transport service. We should note that this 
is not necessary bad and adds a degree of flexibility to the protocol 
family. That is, if reliability is required, a higher layer, such as the 
application layer, can be used to ensure that messages are properly 
delivered. A second feature of UDP is the fact that it is a 
connectionless protocol. This means that instead of requiring a session 
to be established between two devices, transmission occurs on a best-
effort basis. That is, function associated with connection setup and the 
exchange of status information as well as flow control procedures are 
avoided.  
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3.1.5 Application layer: At this level, users invoke application programs to 
access available services across the TCP/IP Internet. The application 
program chooses the kind of transport needed, which can be either messages 
or streams of bytes, and passes it to the transport level. Some of the common 
application layer protocols are discussed below:  
 • File Transfer Protocol FTP: The FTP is a mechanism for moving 
data files between hosts via a TCP/IP network. FTP operates as a 
client-server process, with the client issuing predefined commands to 
the server to navigate its directory structure and to upload and 
download files to and from the server.  
 • Telnet: Telnet represents another TCP/IP client-server application. 
This application is designed to enable a client to access a remote 
computer as though the client was a terminal directly connected to the 
remote computer.  
 • Simple Mail Transfer Protocol SMTP: The SMTP provides the 
data transportation mechanism for electronic messages to be routed 
over a TCP/IP network. This protocol is completely transparent to the 
user since there are no commands that govern the transfer of 
electronic mail via SMTP.  
 • Hypertext Transmission Protocol HTTP: HTTP is the foundation 
protocol of the World Wide Web and can be used in any client/server 
application involving hypertext. The data transferred by the protocol 
can be plain text, hypertext, audio, images, or any Internet accessible 
information.  
 • Simple Network Management Protocol SNMP: The SNMP 
provides the mechanism to transport status messages and statistical 
information about the operation and utilization of TCP/IP devices. In 
addition, with SNMP, devices can generate alarms when certain 
predefined thresholds are reached.  
3.2 OSI REFERENCE MODEL: 
This model is based on a proposal developed by the International Standards 
Organization (ISO) as a first step toward international standardization of the 
protocols used in the various layers (Day and Zimmermann, 1983). It was 
revised in 1995 (Day, 1995). The model is called the ISO OSI (Open 
Systems Interconnection) Reference Model because it deals with connecting 
open systems—that is, systems that are open for communication with other 
systems. The OSI model has seven layers [2]. 
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3.2.1 Physical layer: This layer is responsible for the mechanical, electrical, 
functional and procedural mechanism required for the transmission of data. 
It can be considered to represent the physical connection of a device to a 
transmission media.  
3.2.2 Data link layer: The data link layer is responsible for the manner in 
which data is formatted into defined fields and the correction of any errors 
occurring during a transmission session. It is responsible for framing as well 
as flow control, error detection and correction.  
3.2.3 Network layer: Provides upper layer with independence from the data 
transmission and switching technologies used to connect system. 
Responsible for establishing, maintaining and terminate connections.  
3.2.4 Transport layer: Provides reliable and transparent transfer of data 
between end points. The transport layer also provides end-to-end error 
recovery and flow control.  
3.2.5 Session layer: This layer is responsible for establishing and 
terminating data streams between network nodes. Since each data stream can 
represent an independent application, the session layer is also responsible for 
coordinating communications between different applications that require 
communications.  
3.2.6 Presentation layer: Provides independence to the application 
processes from differences in data representation.  
3.2.7 Application layer: Provides access to the OSI environment for users 
and also provides distributed information services.  
3.3 Relevant Standards and Protocols 
 
VoIP standards are much newer than IP itself and consequently less 
established. Delivery of IP telephony services requires a number of different 
protocols, including transport protocols, such as the RTP, used to carry voice 
on IP networks; QoS protocols, such as the Resource Reservation Protocol 
(RSVP). In addition, Internet telephony requires a means for prospective 
communications partners to find each other and to signal to the other party 
their desire to communicate. This most important functionality is referred to 
as Internet telephony signaling. 
The need for signaling functionality distinguishes Internet telephony from 
other Internet multimedia services such as broadcast and media-on-demand 
services. There are three protocols currently used for signaling IP telephony 
services [01]: International Telecommunication Union’s (ITU_T) H.323, the 
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Media Gateway Control Protocol (MGCP), and Internet Engineering Task 
Force’s (IETF) Session Initiation Protocol (SIP). 
 
3.3.1 Real-time Transport Protocol (RTP): 
 
The RTP, as its name implies, supports the transport of real-time media (e.g. 
Audio and video) over packet networks. The process of transport involves 
taking the bit-stream generated by the media encoder, breaking it into 
packets, sending the packets across the network. The process is complex 
because packets can be lost, delayed by variable amounts, and re-ordered in 
the network. The transport protocol must allow the receiver to detect these 
losses. It must also convey timing information, so that the receiver can 
correctly compensate for jitter (variability in delay). To assist in this 
function, RTP defines the formatting of the packets sent across the network. 
The packets contain the media information (called the RTP payload), along 
with an RTP header. This header provides information to the receiver that 
allows it to reconstruct the media.  
RTP also specifies how the codec bit-streams are broken up into packets. It 
is important to note that RTP does not try to reserve resources in the network 
to avoid packet loss and jitter; rather, it allows the receiver to recover in the 
presence of loss and jitter. RTP plays a key component in any IP telephony 
system. It is effectively at the heart of the application, moving the actual 
voice among participants. The relationship between the signaling protocol 
and RTP is that signaling protocols are used to establish the parameters for 
RTP transport. 
RTP does not provide all the functionality required by a transport protocol. It 
is intended to run over a transport protocol, such as UDP, primarily in 
multicast mode; because was designed to satisfy the needs of multi-
participant multimedia conferences, where the loss of some packets or some 
small delay will not affect the session significantly. 
 
3.3.2 RTP Control Protocol (RTCP): 
RTCP provides back channel monitoring and synchronization for use with 
RTP streams. RTCP provides a periodic transmission of control packets to 
all participants in the session. RTCP performs the following functions: 
♦ QoS Feedback: Receivers in a session use RTCP to report back the quality 
of their reception from each sender. This information includes the number of 
lost packets, jitter, and round-trip delays. This information can be used by 
senders for adaptive applications which adjust encoding rates and other 
parameters based on feedback. 
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♦ Intermediate Synchronization: For flexibility, audio and video are often 
carried in separate packet streams, but they need to be synchronized at the 
receiver to provide “lip sync”. The necessary information for the 
synchronization of sources, even if originating from different servers, is 
provided by RTCP. 
♦ Identification: RTCP packets contain information such as the e-mail 
address, phone number, and full name of the participants. This allows 
session participants to learn the identities of the other participants in the 
session. 
♦ Session Control: RTCP allows participants to indicate that they are 
leaving a session (through a BYE RTCP packet). Participants can also send 
small notes to each other, such as “stepping out of the office”. As all 
participants must send RTCP packets, the rate must be controlled to avoid 
excessive RTCP traffic as the number of participants scales up. By this, each 
participant must control his RTCP rate to guarantee that RTCP packets 
correspond to less than 5% of the RTP session. Also, it is recommended that 
at least ¼ of the RTCP bandwidth would be dedicated to senders. When the 
proportion of senders is greater than ¼ of the participants, the sender gets its 
proportion from the full RTCP bandwidth. It is further recommended that 
the interval between RTCP transmissions by each participant should always 
be greater than 5 seconds. 
There are five types of RTCP packets: 
♦ SR (Sender Report): for transmission and reception of statistics from 
participants that are active senders. 
♦ RR (Receiver Report): for reception statistics from participants that are not 
active senders. 
♦ SDES (Source Description): each participant transfers information about 
himself. 
♦ BYE: to notify the end of participation. 
♦ APP: application specific functions. 
3.3.3 H. 323 Standards: 
3.3.3.1Architecture of H. 323 
The H.323 standard was initially targeted to multimedia conferencing over 
LANs that do not provide guaranteed QoS. The H.323 standard is a 
cornerstone technology for the transmission of real-time audio, video, and 
data communications over packet-based networks. It mainly defines the 
signaling needed to set up calls and conferences and specifies the 
components, protocols, and procedures providing multimedia 
communication over packet-based networks. The core of RTP and RTCP is 
still used to transport isochronous streams and get feedback on the quality of 
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the network, but fancy RTCP features such as email alias distribution are not 
normally used by H.323. H.323 is part of a family of ITU_T 
recommendations called H.32x that provides multimedia communication 
services over a variety of networks The H.323 standard specifies four kinds 
of components, which, when networked together, provide the point-to-point 
and point-to-multipoint multimedia communication services : 
i) Video-conferencing terminals. 
ii) Gateways between an H.323 network and other voice and video networks. 
iii) Gatekeepers, which are the intelligent part of the H.323 network, 
performing registration of terminals, call admission and much more. 
iv) Multipoint Control Units (MCUs), Multipoint Controller (MC) and 
Multipoint Processor (MP) functional blocks that are used for multiparty 
conferencing. The scope of Recommendations by H.323 can be summarized 
into the following broad categories: 
♦ Point-to-point and multipoint conferencing support: H.323 conferences 
may be set-up between two or more clients without any specialized 
multipoint control software or hardware. However, when an MCU is used, 
H.323 supports a flexible topology for multipoint conferences. A multipoint 
conference may be centralized where new participants can join all the others 
in the conference. This is the so-called hub-and spoke topology. On the other 
hand, a multipoint conference may be decentralized where new participants 
can elect to join one or more participants in the conference but not all. 
This approach will produce a flexible tree topology. 
♦ Inter-network interoperability: H.323 clients are interoperable with 
Switched-Circuit Network (SCN) conferencing clients such as those based 
on Recommendations H.320 (Integrated services Digital Network (ISDN)), 
H.321 (ATM), and H.324 (PSTN/Wireless). 
♦ Heterogeneous client capabilities: A H.323 client must support audio 
communication, but video and data support is optional. This heterogeneity 
and flexibility does not make the clients incompatible. During the call set-
up, capabilities are exchanged and communication established based on the 
lowest common denominator. 
♦ Audio and video codecs: H.323 specifies a required audio and video 
codec. However, there is no restriction on the use of other codecs and two 
clients can agree on any codec that is supported by both of them. 
♦ Management and accounting support: H.323 calls can be restricted on a 
network based on the number of calls already in progress, bandwidth 
limitations, or time restrictions. Using these policies the network manager 
can manage H.323 traffic. 
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Further, H.323 also provides accounting facilities that can be used for billing 
purposes. 
♦ Security: H.323 provides authentication, integrity, privacy, and non-
repudiation support. 
♦ Supplementary services: Recommendation H.323 recognizes the huge 
potential for applications based on IP telephony and multimedia. It provides 
a basic framework for development of such services. In version 2.0 of 
H.323, two services – call transfer and 
call forwarding – have been specified.  
H.323 also describes how various communication protocols are used 
between those units: 
♦ The “Call Signalling Channel” which is used during the establishment and 
tear-off phases of the call. 
♦ The Registration Admission Status (RAS) channel. 
♦ The H.245 control channel, which is opened at the beginning of a call to 
negotiate a common set of codes and remains in use throughout the call to 
carry some control messages. 
Basically, an H.323 terminal, used for real-time bi-directional multimedia 
communications, can either be a personal computer (PC) or a stand-alone 
device, running an H.323 and the multimedia applications. Gateway 
connects two dissimilar networks and gatekeeper can be considered the brain 
of the H.323 network. MCU is used to provide support for conferences of 
three or more H.323 terminals as described above. In November 1995 G.729 
was recommended as the audio codecs in H.323. Despite the ITU 
recommendation, however, the VoIP Forum in March 1997 recommended 
the G.723.1 specification over the G.729 standard. The industry consortium 
agreed to sacrifice some sound quality for the sake of greater bandwidth 
efficiency – G.723.1 requires 6.3 kbps, while G.729 requires 7.9 kbps. 
Adoption of the audio codec standard, while an important step, is expected 
to improve reliability and sound quality mostly for intranet traffic and point-
to-point IP connections. Figure 3.2 shows Protocol Relationships in H.323 
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Figure 3.2 Protocol Relationships in H.323. 
 
The protocols specified by H.323 are : 
i) Audio codecs 
ii) Video codecs 
iii) H.225 Registration, Admission, and Status (RAS) 
iv) H.225 call signaling 
v) H.245 control signaling 
vi) RTP 
vii) RTCP 
 
Audio coders are mainly classified into three types, waveform coders, 
vocoders and hybrid coders. 
 
WAVEFORM CODERS 
Waveform coders reproduce the analog waveform as accurately as possible, 
including background noise. They operate at high bit rate. 
G.711 is the waveform coder to represent 8 bit compressed pulse code 
modulation (PCM) samples with the sampling rate of 8000Hz. This standard 
has two forms, a-Law and µ- Law. A-Law G.711 PCM encoder converts 13 
bit linear PCM samples into 8 bit compressed PCM samples, and the 
decoder does the conversion vice versa. µ-Law G.711 PCM encoder 
converts 16 bit linear PCM samples into 8 bit compressed PCM 
samples.G.726, based on Adaptive Differential Pulse Code Modulation 
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(ADPCM) technique, convert the 64 kbit/s A-law or µ-law pulse code 
modulation (PCM) or 128Kbits linear PCM channel to and from a 40, 32, 24 
or 16 kbit/s channel. The ADPCM technique applies for all waveforms, 
high-quality audio, modem data etc [9]. 
 
 
VOCODERS 
Vocoders do not reproduce the original waveform. The encoder builds a set 
of parameters, which are sent to the receiver to be used to drive a speech 
production model. Linear Prediction Coding (LPC), for example, is used to 
derive parameters of a time-varying digital filter. This filter models the 
output of the speaker’s vocal tract. The quality of vocoder is not good 
enough for use in telephony system. 
 
HYBRID CODERS 
The prevalent speech coder for VoIP is the hybrid coder, which melds the 
attractive features of waveform coder and vocoder. It is also attractive 
because it operates at a low bit rate as low as 4-16 kbps. They use analysis-
by-synthesis (AbS) techniques. An excitation signal is derived from the 
input speech signal in such a manner that the difference between the input 
and the synthesized speech is quite small. An enhancement to the operation 
is to use a pre-stored codebook of optimized parameters (a vector of 
elements) to encode a representative vector of the vector of the input speech 
signal. This technique is known as vector quantization (VQ). G.728 is a 
hybrid between the lower bit rate linear predictive analysis-by-synthesis 
coder (G.729 and G.723.1) and the backward ADPCM coders. G.728 is a 
LD-CELP coder and operates on five samples at a time. CELP is a speech-
coding technique in which the excitation signal is selected from a set of 
possible excitation signals through an exhaustive search. While the lower 
rate speech coders use a forward adaptation scheme for the sample value 
prediction filter, LD-CELP uses a backward adaptive filter that is updated 
every 2.5 ms. There are 1024 possible excitation vectors. These vectors are 
further decompressed into four possible gains, two possible signs, and 128 
possible shape vectors. Therefore G.728 is a suggested speech coder for low-
bit-rate ISDN video telephony. Because of its backward adaptive nature, it is 
a low-delay coder, but it is more complex than the other coders because the 
fiftieth-order LPC analysis must be repeated at the decoder. It also provides 
an adaptive post filter that enhances its performance. 
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The following table represents ITU-T Recommendations for Multimedia 
Communication 
 
 
 
Control messages (Q.931 signaling, H.245 capability exchange and the RAS 
protocol) are carried over the reliable TCP layer. This ensures that important 
messages get retransmitted if necessary, so that they can make it to the other 
side. Accordingly, establishing a point-to- point H.323 call requires two TCP 
connections between the two IP terminals, one for call set up and the other 
for call control and capability exchange. Q.931 is ISDN user-network 
interface layer 3 specification for basic call control. The H.245 channel is 
used by the terminals to exchange audio and video capabilities and to 
perform master-slave determination. H.225 Registration, Admission, and 
Status (RAS) messages which gatekeeper can use in order to obtain status 
information from endpoints. 
 
3.3.3.2H. 323 Features for IP Telephony 
 
Recommendation H.323 provided a good basis for establishing a universal 
IP voice and multimedia communication in larger, connected networks. By 
using Q.931 as its basis for establishing a connection, H.323 allows for 
relatively easy bridging to the PSTN and circuit-based phones. The required 
voice codec of G.711 also allows for easy connections to the legacy 
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networks of telephones. The uncompressed 64 kbps stream can easily be 
translated between digital and analog media. One of the addressing formats 
provided in Recommendation H.323 is the E.164 address. This is another 
ITU Recommendation that specifies standard telephone numbers (e.g., the 
digits 0-9, * and #). These addresses, which ultimately map onto the IP 
addresses for the H.323 endpoints, allow regular telephones to “dial” them. 
Gatekeepers provide the final important element for IP telephony. 
Gatekeepers supply the ability to have integrated directory and routing 
functions within the course of the call set-up. These operations are important 
for real-time voice or video when resources must be balanced, and points of 
connectivity are highly dynamic. The gatekeeper functions, which provide 
call permission and bandwidth control, enable load monitoring, 
provisioning, and ultimately, commercial-grade IP telephony service. 
 
3.3.4 SIP PROTOCOL Basic 
 
SIP, also known as session initiation protocol, is a signaling protocol for 
managing real-time communications sessions with two or more participants. 
Because it is transport and device independent, it can work across voice, 
video, messaging and collaboration sessions linking phones, PDAs, mobile 
devices, instant messaging clients, etc [9]. 
As a “lightweight” protocol, SIP requires only three messages to set up a 
session, making it much less complex than H.323, its tried-and-true 
Predecessor. SIP's text-based foundation (modeled after HTTP) gives it low 
overhead for a communications protocol. Importantly, SIP does not define 
telephony features; rather, it focuses on call set-up and signaling. The 
telephony features must be built into network elements and end points. 
Notably, SIP was built from the ground up by the IP community, i.e., the 
Internet Engineering Task Force (IETF), whereas the International 
Telecommunication Union (ITU) developed H.323 as an outgrowth of ISDN 
Q.931. SIP's IP roots make it a favorite of the Internet community, and the 
protocol works well with other web technologies, such as SIMPLE (SIP for 
Instant Messaging and Presence Leveraging Extensions), SOAP (Simple 
Object Access Protocol) and XML (eXtensible Markup Language). This 
flexibility is useful for integrating SIP with enterprise applications and for 
services like text-to-speech, enabling the kind of customized integration of 
telephony and applications not possible in the public switched telephone 
network (PSTN) world. 
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Chapter (4) 
 
Design and Implementation 
 
This section outlines the necessary steps that we followed in the design of 
the intended software. 
In this project we try to realize a simple voice over IP software, which 
mainly consists of a speech collection part, a speech CODEC and playing 
back part. We use JCreator 4.5 under Microsoft Windows XP . 
 
First the server establishes a connection with its respective client. Now the 
clients capture speech inputs via the microphones and send it over the IP 
link. Data from the microphone is read from a buffer. Both client and server 
programs are implemented as bi-directional. Figure 4.1 shows System 
Architecture of the design. 
Our voice data is digitized at 8000 samples per second. The packets are 
PCM encoded using 16-bits packets and are 512 bytes of length. 
 
 
 
 
Figure 4.1 System Architecture 
 
JCreator 4.5 which is Interactive Development Environment (IDE) for Java 
that is ideal for both newcomers to Java and seasoned professionals. One 
characteristic of Java is portability, which means that computer programs 
written in the Java language must run similarly on any supported 
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hardware/operating-system platform. One should be able to write a program 
once, compile it once, and run it anywhere. 
This is achieved by compiling the Java language code, not to machine code 
but to Java byte code – instructions analogous to machine code but intended 
to be interpreted by a virtual machine (VM) written specifically for the host 
hardware. End-users commonly use a Java Runtime Environment (JRE) 
installed on their own machine for standalone Java applications. 
For this application program to initiate contact, or accept from, a remote 
computer, it should be based on client-server paradigm. Therefore, the 
program should provide the functionalities to set-up a PC as a server that 
waits passively to accept a call from another machine, as well as to actively 
initiate a communication with another host as a client. 
 
4.1 Defining the Client-Server Model 
 
Network communication requires a network connection between two 
computers or programs that talk to each other. A network connection 
consists of both ends of the communication process, as well as the path 
between them. The client-server programming model divides a network 
application into two sides: the client-side and the server-side. By definition, 
the client-side of a network connection requests information or services from 
the server-side of the connection. The server-side of a network connection 
responds to clients’ requests.  
 
Hence, the basic characteristics of client software and server software shown 
in Figure 4.2. 
 
 
 
 
Figure 4.2 Client Server model 
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4.2 KEY COMPONENTS 
 
4.2.1 CODEC 
To be able to transmit voice signal, we need to convert it from analog format 
to binary data first. This step is called voice coding. Voice coder is used to 
encode speech samples into a small number of bits so that the speech is 
robust in the presence of link errors, jittery networks, and burst transmission. 
At the receiver, the bits are decoded back to the 
PCM speech samples and then converted to analog waveform. 
 
4.2.2 Socket Interface 
The socket interface is an Application Program Interface (API) enabling the 
client and server applications to have network communication using TCP/ IP 
or UDP/ IP protocol suite. Most programming systems define an API by 
giving a set of procedures that the application can call and the arguments 
that each procedure expects. Usually, an API contains a separate procedure 
for each basic operation. 
 
4.3 Implementation 
 
In this part we will explain some of the JAVA functions and classes used in 
this program. 
 
(java.io.BufferedInputStream): 
A Buffered Input Stream adds functionality to another input stream-namely, 
the ability to buffer the input and to support the mark and reset methods. 
When the Buffered Input Stream is created, an internal buffer array is 
created. As bytes from the stream are read or skipped, the internal buffer is 
refilled as necessary from the contained input stream, many bytes at a time. 
The mark operation remembers a point in the input stream and the reset 
operation causes all the bytes read since the most recent mark operation to 
be reread before new bytes are taken from the contained input stream.  
 
java.io.BufferedOutputStream 
The class implements a buffered output stream. By setting up such an output 
stream, an application can write bytes to the underlying output stream 
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without necessarily causing a call to the underlying system for each byte 
written. 
 
java.io.ByteArrayOutputStream 
This class implements an output stream in which the data is written into a 
byte array. The buffer automatically grows as data is written to it. The data 
can be retrieved using toByteArray() and toString().  
Closing a ByteArrayOutputStream has no effect. The methods in this class 
can be called after the stream has been closed without generating an 
IOException.  
 
java.io.IOException 
IOException 
Constructs an IOException with the specified detail message. The error 
message string s can later be retrieved by the Throwable.getMessage() 
method of class java.lang.Throwable. 
java.net.Socket 
This class implements client sockets (also called just "sockets"). A socket is 
an endpoint for communication between two machines.  
The actual work of the socket is performed by an instance of the SocketImpl 
class. An application, by changing the socket factory that creates the socket 
implementation, can configure itself to create sockets appropriate to the local 
firewall.  
javax.sound.sampled.AudioFormat 
 
Provides interfaces and classes for capture , processing, and playback of 
sampled audio data.  
 
javax.sound.sampled.AudioInputStream 
An audio input stream is an input stream with a specified audio format and 
length. The length is expressed in sample frames, not bytes. Several methods 
are provided for reading a certain number of bytes from the stream, or an 
unspecified number of bytes. The audio input stream keeps track of the last 
byte that was read. You can skip over an arbitrary number of bytes to get to 
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a later position for reading. An audio input stream may support marks. When 
you set a mark, the current position is remembered so that you can return to 
it later.  
The Audio System class includes many methods that manipulate Audio 
Input Stream objects. For example, the methods let you:  
• obtain an audio input stream from an external audio file, stream, or 
URL  
• write an external file from an audio input stream  
• convert an audio input stream to a different audio format  
javax.sound.sampled.AudioSystem 
The AudioSystem class acts as the entry point to the sampled-audio system 
resources. This class lets you query and access the mixers that are installed 
on the system. Audio System includes a number of methods for converting 
audio data between different formats, and for translating between audio files 
and streams. It also provides a method for obtaining a Line directly from the 
Audio System without dealing explicitly with mixers.  
Properties can be used to specify the default mixer for specific line types. 
Both system properties and a properties file are considered.  
 
javax.sound.sampled.DataLine 
DataLine adds media-related functionality to its superinterface, Line. This 
functionality includes transport-control methods that start, stop, drain, and 
flush the audio data that passes through the line. A data line can also report 
the current position, volume, and audio format of the media. Data lines are 
used for output of audio by means of the subinterfaces SourceDataLine or 
Clip, which allow an application program to write data. Similarly, audio 
input is handled by the subinterface TargetDataLine, which allows data to be 
read.  
A data line has an internal buffer in which the incoming or outgoing audio 
data is queued. The drain() method blocks until this internal buffer becomes 
empty, usually because all queued data has been processed. The flush() 
method discards any available queued data from the internal buffer.  
A data line produces START and STOP events whenever it begins or ceases 
active presentation or capture of data. These events can be generated in 
response to specific requests, or as a result of less direct state changes. For 
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example, if start() is called on an inactive data line, and data is available for 
capture or playback, a START event will be generated shortly, when data 
playback or capture actually begins. Or, if the flow of data to an active data 
line is constricted so that a gap occurs in the presentation of data, a STOP 
event is generated.  
Mixers often support synchronized control of multiple data lines. 
Synchronization can be established through the Mixer interface's 
synchronize method. See the description of the Mixer interface for a more 
complete description.  
 
javax.sound.sampled.Mixer 
A mixer is an audio device with one or more lines. It need not be designed 
for mixing audio signals. A mixer that actually mixes audio has multiple 
input (source) lines and at least one output (target) line. The former are often 
instances of classes that implement SourceDataLine, and the latter, 
TargetDataLine. Port objects, too, are either source lines or target lines. A 
mixer can accept prerecorded, loopable sound as input, by having some of 
its source lines be instances of objects that implement the Clip interface.  
Through methods of the Line interface, which Mixer extends, a mixer might 
provide a set of controls that are global to the mixer. For example, the mixer 
can have a master gain control. These global controls are distinct from the 
controls belonging to each of the mixer's individual lines.  
Some mixers, especially those with internal digital mixing capabilities, may 
provide additional capabilities by implementing the DataLine interface.  
A mixer can support synchronization of its lines. When one line in a 
synchronized group is started or stopped, the other lines in the group 
automatically start or stop simultaneously with the explicitly affected one.  
 
javax.sound.sampled.SourceDataLine 
A source data line is a data line to which data may be written. It acts as a 
source to its mixer. An application writes audio bytes to a source data line, 
which handles the buffering of the bytes and delivers them to the mixer. The 
mixer may mix the samples with those from other sources and then deliver 
the mix to a target such as an output port (which may represent an audio 
output device on a sound card).  
A source data line can be obtained from a mixer by invoking the getLine 
method of Mixer with an appropriate DataLine.Info object.  
The SourceDataLine interface provides a method for writing audio data to 
the data line's buffer. Applications that play or mix audio should write data 
to the source data line quickly enough to keep the buffer from under flowing 
 39
(emptying), which could cause discontinuities in the audio that are perceived 
as clicks. Applications can use the available method defined in the DataLine 
interface to determine the amount of data currently queued in the data line's 
buffer. The amount of data which can be written to the buffer without 
blocking is the difference between the buffer size and the amount of queued 
data. If the delivery of audio output stops due to underflow, a STOP event is 
generated. A START event is generated when the audio output resumes.  
 
javax.sound.sampled.TargetDataLine 
A target data line is a type of DataLine from which audio data can be read. 
The most common example is a data line that gets its data from an audio 
capture device. (The device is implemented as a mixer that writes to the 
target data line.)  
The target data line can be obtained from a mixer by invoking the getLine 
method of Mixer with an appropriate DataLine.Info object.  
The Target DataLine interface provides a method for reading the captured 
data from the target data line's buffer .Applications that record audio should 
read data from the target data line quickly enough to keep the buffer from 
overflowing, which could cause discontinuities in the captured data that are 
perceived as clicks. Applications can use the available method defined in the 
DataLine interface to determine the amount of data currently queued in the 
data line's buffer. If the buffer does overflow, the oldest queued data is 
discarded and replaced by new data 
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4.4 Flow Chart 
 
 
 
Figure 4.3 Simplex Flow Chart 
 
 
The above figure shows a simplex real time voice communication flow 
chart. First, the client makes a Call request, the server responses this request. 
Then, the client begins to speak. In the client side, the voice gets recorded 
and encoded, then get transmitted to the decoder on the server side. Then it 
get decoded and played back in the server side. To realize our duplex 
function, we use the coder and decoder in the both ends of the 
communication links. 
 
 
 
START 
SERVER 
Call request 
   Speak 
  Record 
  Encode 
  Response 
    Decode 
START 
CLIENT  
Play back 
    End 
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Chapter (5) 
 
 
Results Obtained 
 
In this section of the report we will discuss the relevant output of the 
program and the obtained result. 
 
5.1 Running the Program 
 
This program can be run on JCreator or JAVA JDK1.6.0 . 
 
To run this program on JAVA JDK1.6.0 we follow run the following 
commands on the dos prompt to start the Java real time speech acquisition 
software 
1. on the server  
  javac -classpath Classes;. server.java 
  Java -cp Classes;. Server 
2. On the client 
  javac -classpath Classes;. client.java 
  Java -cp Classes;. Client 
 
 
The client takes input from the microphone and sends it via the internet to 
the Server which plays it back through the speaker and vice versa. 
 
To run the program on JCreator we use graphics interface of  JCreator 
As shown below. 
 
First we start server program and it gives process start and then available 
mixers type as shown on Figure 5.1. 
 
Secondly we start client program and it give also process start and available 
mixers type as shown on Figure 5.2. 
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Figure 5.1 Starting Server 
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Figure 5.2 Starting Client 
 
5.2 Test 1 
 
We run the program on single computer by putting the IP address to the 
local host IP address and we heard input voice to microphone as output to in 
the loud speaker on the same computer 
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5.3 Test 2 
 
In this test we connect two computers on the network one as client with 
client software and the other as server with server software .We start server 
software first then we start the client and we can start conference between 
the two computers .We plot input voice and output voice using matlab and 
we get the result as shown on Figure 5.3 and Figure 5.4 
 
 
Figure 5.3 example of input signal 
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Figure 5.4 example of output signal 
 
 
We notice that from the previous tests when we start testing between the two 
computers using microphone and loud speaker there is some noise usually 
on the receiving side. This happens because of higher sensitivity of the 
microphone and the shortest distance between the two computers; so that the 
microphone collects some voices from the surrounding environment which 
is not the case when we will use telephone handset. 
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Chapter (6) 
 
CONCLUSIONS 
 
6.1 Comments 
 
In this project, we developed a simple VoIP software, which realized the 
voice communications. The main goal of this was to design, implement, and 
test the system.   
Putting the theory knowledge into practice, I gained a better understanding 
of switching networks, real time speech processing and as well as the 
knowledge of hardware and software interaction. My JAVA programming 
skills are also improved during this project. 
 
We implemented a JAVA working model of the two-way communication. A 
client – server model was implemented for this purpose. Two – way voice 
communication has been implemented. Our data packets were 512 bytes and 
were encoded using PCM.  
 
When run this program on single computer using headset it works but with 
echo.  
We start testing between two computers and the quality of the signal is 
acceptable as heard on the speakers. 
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6.2 Future Work 
 
In future, we will consider delay problem on the receiving signal. Also we 
need to deal with other problem such as noise and echo and how to decrease 
them. 
 
The important thing is to put the program on graphical interface so as to 
make easy for every one. 
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APPENDIX "A" 
 
JAVA CODES 
 
Server code 
 
package net; 
 
import java.io.BufferedInputStream; 
import java.io.BufferedOutputStream; 
import java.io.ByteArrayOutputStream; 
import java.io.IOException; 
import java.net.ServerSocket; 
import java.net.Socket; 
 
import javax.sound.sampled.AudioFormat; 
import javax.sound.sampled.AudioInputStream; 
import javax.sound.sampled.AudioSystem; 
import javax.sound.sampled.DataLine; 
import javax.sound.sampled.LineUnavailableException; 
import javax.sound.sampled.Mixer; 
import javax.sound.sampled.SourceDataLine; 
import javax.sound.sampled.TargetDataLine; 
 
 
 
public class sender { 
 ServerSocket MyService; 
 Socket clientSocket = null; 
 BufferedInputStream input; 
 TargetDataLine targetDataLine; 
 
 BufferedOutputStream out; 
   ByteArrayOutputStream byteArrayOutputStream; 
   AudioFormat audioFormat;  
  
   SourceDataLine sourceDataLine;    
  byte tempBuffer[] = new byte[10000]; 
  
  sender() throws LineUnavailableException{    
     try { 
      audioFormat = getAudioFormat(); 
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      DataLine.Info dataLineInfo =  new DataLine.Info( 
SourceDataLine.class,audioFormat); 
      sourceDataLine = (SourceDataLine) 
         AudioSystem.getLine(dataLineInfo); 
         sourceDataLine.open(audioFormat); 
         sourceDataLine.start(); 
   MyService = new ServerSocket(500); 
   clientSocket = MyService.accept(); 
   captureAudio(); 
   input = new BufferedInputStream(clientSocket.getInputStream());  
   out=new BufferedOutputStream(clientSocket.getOutputStream()); 
    
   while(input.read(tempBuffer)!=-1){    
    sourceDataLine.write(tempBuffer,0,10000); 
   } 
  } catch (IOException e) { 
    
   e.printStackTrace(); 
  } 
        
 } 
  private AudioFormat getAudioFormat(){ 
      float sampleRate = 8000.0F;     
      int sampleSizeInBits = 16;      
      int channels = 1;       
      boolean signed = true;       
      boolean bigEndian = false;    
      return new AudioFormat( 
                        sampleRate, 
                        sampleSizeInBits, 
                        channels, 
                        signed, 
                        bigEndian); 
    } 
 public static void main(String s[]) throws LineUnavailableException{ 
   sender s2=new sender(); 
 } 
  
  
 private void captureAudio() { 
  try { 
    
   Mixer.Info[] mixerInfo = AudioSystem.getMixerInfo(); 
   System.out.println("Available mixers:"); 
   for (int cnt = 0; cnt < mixerInfo.length; cnt++) { 
    System.out.println(mixerInfo[cnt].getName()); 
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   } 
   audioFormat = getAudioFormat(); 
 
   DataLine.Info dataLineInfo = new DataLine.Info( 
     TargetDataLine.class, audioFormat); 
 
   Mixer mixer = AudioSystem.getMixer(mixerInfo[3]); 
 
   targetDataLine = (TargetDataLine) mixer.getLine(dataLineInfo); 
 
   targetDataLine.open(audioFormat); 
   targetDataLine.start(); 
 
   Thread captureThread = new CaptureThread(); 
   captureThread.start();   
  } catch (Exception e) { 
   System.out.println(e); 
   System.exit(0); 
  } 
 } 
  
 class CaptureThread extends Thread { 
 
  byte tempBuffer[] = new byte[10000]; 
 
  public void run() {    
   try { 
    while (true) { 
     int cnt = targetDataLine.read(tempBuffer, 0, 
       tempBuffer.length); 
     out.write(tempBuffer);     
    } 
     
   } catch (Exception e) { 
    System.out.println(e); 
    System.exit(0); 
   } 
  } 
 } 
 
} 
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Client code 
 
 
package sound; 
 
import java.io.BufferedInputStream; 
import java.io.BufferedOutputStream; 
import java.io.ByteArrayOutputStream; 
import java.io.IOException; 
import java.net.Socket; 
import javax.sound.sampled.AudioFormat; 
import javax.sound.sampled.AudioInputStream; 
import javax.sound.sampled.AudioSystem; 
import javax.sound.sampled.DataLine; 
import javax.sound.sampled.Mixer; 
import javax.sound.sampled.SourceDataLine; 
 
import javax.sound.sampled.TargetDataLine; 
 
public class Tx { 
 boolean stopCapture = false; 
 
 ByteArrayOutputStream byteArrayOutputStream; 
 
 AudioFormat audioFormat; 
 
 TargetDataLine targetDataLine; 
 
 AudioInputStream audioInputStream; 
 
 BufferedOutputStream out = null; 
 
 BufferedInputStream in = null; 
 
 Socket sock = null; 
 
 SourceDataLine sourceDataLine; 
 
 public static void main(String[] args) { 
  Tx tx = new Tx(); 
  tx.captureAudio(); 
 
 } 
 
 private void captureAudio() { 
  try { 
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   sock = new Socket("192.168.1.111", 500); 
 
   out = new BufferedOutputStream(sock.getOutputStream()); 
   in = new BufferedInputStream(sock.getInputStream()); 
 
   Mixer.Info[] mixerInfo = AudioSystem.getMixerInfo(); 
   System.out.println("Available mixers:"); 
   for (int cnt = 0; cnt < mixerInfo.length; cnt++) { 
    System.out.println(mixerInfo[cnt].getName()); 
   } 
   audioFormat = getAudioFormat(); 
 
   DataLine.Info dataLineInfo = new DataLine.Info( 
     TargetDataLine.class, audioFormat); 
 
   Mixer mixer = AudioSystem.getMixer(mixerInfo[3]); 
 
   targetDataLine = (TargetDataLine) mixer.getLine(dataLineInfo); 
 
   targetDataLine.open(audioFormat); 
   targetDataLine.start(); 
 
   Thread captureThread = new CaptureThread(); 
   captureThread.start(); 
 
   DataLine.Info dataLineInfo1 = new DataLine.Info( 
     SourceDataLine.class, audioFormat); 
   sourceDataLine = (SourceDataLine) AudioSystem 
     .getLine(dataLineInfo1); 
   sourceDataLine.open(audioFormat); 
   sourceDataLine.start(); 
 
   Thread playThread = new PlayThread(); 
   playThread.start(); 
 
  } catch (Exception e) { 
   System.out.println(e); 
   System.exit(0); 
  } 
 } 
 
 class CaptureThread extends Thread { 
 
  byte tempBuffer[] = new byte[10000]; 
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  public void run() { 
   byteArrayOutputStream = new ByteArrayOutputStream(); 
   stopCapture = false; 
   try { 
    while (!stopCapture) { 
 
     int cnt = targetDataLine.read(tempBuffer, 0, 
       tempBuffer.length); 
 
     out.write(tempBuffer); 
 
     if (cnt > 0) { 
 
      byteArrayOutputStream.write(tempBuffer, 
0, cnt); 
 
     } 
    } 
    byteArrayOutputStream.close(); 
   } catch (Exception e) { 
    System.out.println(e); 
    System.exit(0); 
   } 
  } 
 } 
 
 private AudioFormat getAudioFormat() { 
  float sampleRate = 8000.0F; 
 
  int sampleSizeInBits = 16; 
 
  int channels = 1; 
 
  boolean signed = true; 
 
  boolean bigEndian = false; 
 
  return new AudioFormat(sampleRate, sampleSizeInBits, channels, signed, 
    bigEndian); 
 } 
 
 class PlayThread extends Thread { 
  byte tempBuffer[] = new byte[10000]; 
 
  public void run() { 
   try { 
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    while (in.read(tempBuffer) != -1) { 
     sourceDataLine.write(tempBuffer, 0, 10000); 
    } 
   } catch (IOException e) { 
    e.printStackTrace(); 
   } 
  } 
 } 
 
} 
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APPENDIX "B" 
 
 
Matlab Code 
 
%%This program is used to plot voice signal 
 
ai = analoginput('winsound');  
 
%%add hardware channels to an analog input or analog output object 
addchannel(ai,1:1); 
 
rate=8000; time=5; 
set(ai,'SampleRate',rate,'SamplesPerTrigger',rate*time); 
 
%%starts the timer runningstarts the timer running 
start(ai);  
fprintf('\n Hit a key to continue'); 
pause; 
 
%%Extract data, time, and event information from the  
%%data acquisition engine 
 
data = getdata(ai); 
 
%plot waveforms for the received signal 
 
t=1:length(data); 
figure; plot(t,data,'r:'); 
 
legend('capture'); 
 
delete(ai); 
 
 
 
 
 
