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ABSTRACT
Autonomous vehicles for sub-sea exploration are gaining in popularity. They offer longer op-
erational time, can reach a wider and deeper area of the sea with low risk of failure. The control
system and the localization system are two of the most important components that ensure the suc-
cess of the mission. However, the performance of these subsystems is affected by external noise and
disturbances. This thesis presents a Hierarchical rule-based reduction fuzzy controller as a solution
to control systems suffering from noisy feedback and affected by external current flow disturbances.
Performance comparisons with LQR and Pure Pursuit controllers show that under these conditions,
the hierarchical rule-base reduction fuzzy logic controller is able to reject disturbances and sensor
noises better than its counterparts. Furthermore, this research observes the performance of all three
controllers under challenging path trajectories. As the complexity of the path increased, the LQR
controller’s performance was observed to be better than that of Fuzzy and Pure Pursuit controllers.
It is suggested under uncertain dynamics and noisy sensor conditions, a fuzzy controller should be
used because of its higher ability to filter out noises and reject disturbances. Challenges in localiza-
tion are addressed using the Unscented version of the Kalman filter, in which reduced order dynamic
model predictions are fused with measurements. When compared to the Extended Kalman filter, the
Unscented Kalman Filter was observed to suppress noise much better; its performance was observed
to be robust as the noise in sensor data increased. The EKF was observed to have a lower error
covariance matrix value than the UKF, suggesting higher confidence in the EKF value. The UKF
values were well within the acceptable limits.
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Exploration of the deep-sea world can provide vast resources and opportunities for human ad-
vancement. Oil, gas, and minerals were some of the resources that humans currently gather from the
planet’s oceans and other bodies of water. In recent decades, human interest in deep-sea exploration
has expanded as new opportunities for enhanced economic, health, and security benefits from have
become more clear.
However, direct human exploration of deep-sea environments is a dangerous and resource-
expensive endeavor, even with currently available safety technologies. In particular, exploration of
the depths of the oceans is limited by the capacities of the human body. Hence, unmanned exploration
vehicles are a necessity.
The two major types of unmanned underwater vehicles are remote underwater vehicles (ROVs)
and autonomous underwater vehicles (AUVs). ROVs are generally tethered to systems controlled
by a human operator, thus limiting their applications. In addition, a loss of connection between the
vehicle and its human operator would result in a large financial loss. AUVs can overcome these
limitations by executing their mission autonomously, making decisions, and executing their controls
without the need for direct human interaction. Therefore, AUVs are better suited for dangerous and
uncertain high-risk-high-reward (HR-HR) missions.
1.1 Thesis Overview
Access to the underwater world is not straightforward. Technologies that are successful on
land and air, perform poorly when applied in deep-sea missions. Some specific challenges to the
underwater world are water current disturbances, sensor noise, corrosion, sea creatures, etc. This
thesis presents and compares solutions to tackle specific problems of sensor noise and sea current
disturbances that affect the control and navigation of underwater systems. Since the success of a
mission is heavily dependent upon these subsystems, it requires them to perform at a satisfactory
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level and be robust to external noises and disturbances. The solution presented in this thesis to
mitigate noise in the control system is, a hierarchical rule-base reduction fuzzy logic controller.
This controller uses a hierarchical rule-base reduction technique to reduce the size of the rule base
and makes the controller faster than other approaches used for fuzzy logic controllers [1]. This
controller was observed to be more resistant to external noise and disturbance. The performance of
the controller was tested across various simulated yet realistic scenarios. To reduce noise in position,
a deterministic sampling strategy-based filtering technique, known as a UKF (Unscented Kalman
Filter), is presented. Using UKF, a Reduced-order dynamic model aided with DVL (Doppler Velocity
Log) based predictions was fused with GPS measurements to obtain more accurate estimates.
This thesis compares the performance of several steering control approaches for an AUV. The
goal is to understand and benchmark the performance of a set of controllers in different simulated
but realistic scenarios. This thesis also focuses on resolving the following question:
Given a controller, how robust is the control system performance due to changes in wave
disturbance, forward velocity, and sensor noise?
Three different controllers were used to explore this research question, specifically the linear-quadratic
regulator (LQR), the fuzzy logic controller, and the pure pursuit controller. The main reason these
three were selected were their unique approaches to minimizing energy consumption and navigation
error. In addition, this thesis explores the effect of two different localization algorithms, namely the
unscented Kalman filter (UKF) and the extended Kalman filter (EKF), and tests their performance
for waypoint navigation. Error analysis was completed using root-mean-squared (RMS) error in two-
dimensional travel space. Simulation experiments were carried out in Gazebo 7 using the UUVSim
plugin [2]. UUVSim implements a state-of-the-art hydrodynamic model from [3], as well as simu-
lating various real-life disturbances from the underwater world. Few of these realistic disturbances
have been used to evaluate the various control system performances. ROS Melodic was used with




The earliest mention of fuzzy control application in underwater scenarios was in the study by
Smith [4]. In this study, heading, pitch and depth were controlled through the fuzzy logic-based con-
troller. The membership functions used were triangular. Input to the controller was error and error
rate. Kanakakis [5], designed a similar controller to [4] with the exception that the controller was
implemented for full navigation and not just docking. A SISO (single input and single output) fuzzy
controller was described by Nguyen [6]. In this study, three different controllers for X, Y, and θ re-
spectively, were used with each one having a rule base of size 7. Nag [7] designed a fuzzy logic-based
depth controller, it was a MISO controller with error and error rate as inputs. Fuzzy logic’s robustness
to uncertain dynamics and parameters of the environment was often used with other controllers to
compliment their performance. A hybrid, sliding mode fuzzy, controller was developed by Song [8],
Balasuriya [9] and Chen [10]. Song [8] used fuzzy logic to approximate non-linear switching while
the sliding mode contributed its robustness to external disturbances. Balasuriya [10] designed adap-
tive fuzzy aiding a sliding mode controller to solve buffering and mismatched uncertainty problems.
The performance of fuzzy controllers can be improved by capturing more error values, but more
error values result in more rules and hence increasing computation time. Norris [11] & Ciliz, [12]
have discussed strategies to reduce the size of the rule base. Ciliz [12] eliminated a rule based on
redundancy and inconsistency of it in the rule base. Rules with the highest value, of redundancy and
inconsistency, were eliminated. While Norris [11] prioritized certain error state values over others
based on the control strategy, a Fuzzy Relations Control Strategy (FRCS), rules were removed based
on ”do not care” criteria. This kind of rule base reduction was called a “Hierarchical Rule-Base Re-
duction”. In this thesis work, the strategy from [11] is adapted to reduce rule base size. The rule base
corresponded to error terms, Front angle error / Orientation error / Distance error , was reduced
from 175 to 34 rules.The fuzzy logic controller was designed for steering control of an underwater
vehicle under constant forward velocity.
LQR controllers are model-based controllers and have been used extensively to control under-
water vehicles. Since the dynamics of the underwater vehicles are highly non-linear and coupled
together, it is important to linearize the system dynamics in such a way that simplified dynamics are
not redundant. Rodrıguez [13] presented a dynamic model-based LQR controller traversing the XY
plane. The state-space model consisted of six states, namely X, Y, heading, and their derivatives. The
state-space model was fully decoupled assuming symmetry and low-speed conditions. A partially
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decoupled dynamic model-based LQR controller was presented by Tran [14]. Lateral and longitude
subsystems were fully decoupled from each other but within each subsystem, the state-space system
was coupled. The vehicle cruised at a constant forward speed and the controllers only controlled
heading and depth, similar to the case in this thesis. R. Al Makdah [15] and A. Al Makdah [16]
presented linearized dynamic models without decoupling the states, as decoupling states reduced the
efficacy of the dynamic model. In this thesis, heading control was designed for a vehicle traversing
the XY plane with fixed forward velocity using the kinematic model. The kinematic model was used
because of its simplicity and it used less assumptions to linearize the model.
1.2.2 Sensor Data Fusion
Since the development of autonomous underwater vehicles began, around 1970, precise local-
ization has been a challenging problem. The problem becomes more challenging as the dynamics
of the underwater environments fluctuate with changes in vehicle state and also dependent on other
external factors like sea current disturbance. The simplest and most intuitive technique in posi-
tion estimation is Dead Reckoning (DR). In DR, typically a kinematic model is used to estimate
states. For DR in the case of underwater vehicles, a Doppler Velocity Log (DVL) is used for velocity
readings, and a compass is used for heading. Error growth is unbounded in DR and hence it fails.
Inertial sensors, Inertial Measurement Unit (IMU) & Gyroscope, can be used to augment DR pose
estimation using acceleration measurements. They help reduce the error growth rate but the error
will still grow without bound. One common approach to reducing drift in the inertial sensors is to
estimate it along with other states. Miller [17] reduced drift by estimating bias for each successive
time stamp. Bias is modeled as a random walk. More successful approaches in tackling localization
problems involve model-assisted / Inertial sensor / DVL sensor data fusion with acoustic beacons or
GPS signals. Vio [18] used acoustic-based range measurements and fused it with kinematic model-
based predictions using an Unscented Kalman filter.The kinematic model included 4 states, i.e. x,
y, ẋ, ẏ but did not consider heading. To further reduce drift ocean currents were modeled as ran-
dom walks. Similar to [18], Li [19] fused acoustic signals received from a surface vehicle, with the
vehicle model using an EKF for position estimation. Li [19] solved the challenges of range mea-
surement and reduces distance estimation by 42%. Acoustic signals-based range measurement data
was received from the surface vehicle in [19] and [18], which limited the depth the vehicle could
reach. To reduce this dependency, Hegrenæs [20] and Morgado [21] rely on underwater transpon-
ders for range measurement. Morgado [21] used a low-cost IMU and fused it with acoustic range
measurement data from an inverted USBL(Ultra-Short Base-Line) transponder. An EKF was used
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for sensor data fusion. Hegrenæs [20] proposed IMU integrated single transponder-based position-
ing. The author claimed to have similar performance to that of traditional USBL transponders but
with wider applications like under-ice survey, scenarios where repeated diving is required. A DVL
is also commonly used to improve performance. It was used to compliment an INS measurement.
Hegrenaes [22], Jalving [23], and Willumsen [24] incorporated DVL sensor readings to improve lo-
calization. Hegrenaes [22] uses DVL to estimate sea current and Jalving [23] presents error models
of DVL, which can be used to improve performance. Knowledge of accurate vehicle dynamics can
greatly aid the performance of the localization system. DVL and INS coupled with the dynamic
model were used by Hegrenas [25] and Hegrenaes [26] for position estimation. While Hegrenas [25]
only used model-aided INS, Hegrenas [26] improves upon the [25] by incorporating USBL acoustic
positioning. They used a 3-D.O.F. (Degrees of Freedom) kinetic model and fused data using an EKF.
The literature so far has dominantly used the Kalman filter for data fusion, especially the Extended
Kalman filter. Other data fusion techniques mentioned in the literature were the Particle filter and
Least Square Regression. A particle filter was used where a USBL acoustic system was unavailable.
Casagrande [27] implemented a particle filter that utilized a bathymetry map and visual odometry.
Maurelli [28] presented a SONAR-based localization approach using an apriori map. Unless SLAM
is used, the use of a particle filter heavily depends on apriori information of the environment. This
dependency makes a Particle filter second choice to a Kalman filter in unexplored environments.
1.3 Thesis Overview
In the development of this thesis, kinematic and dynamic equations are presented in chapter
2. The chapter starts with the general six-D.O.F. equation of an object in free space and then adds
dynamics of the underwater environment. Simplifications are explained as per the scope of the thesis.
Chapter 2 discusses the vehicle platform used in the experiments, the sensor packages and the co-
ordinate transformations between the different bodies involved in the simulations.
Chapter 3 discusses the controllers that were used to carry out the experiments. For each con-
troller, initially, a general equation is presented and then the equation is simplified as per the re-
quirement of the thesis. The final implemented model, with parameter values, is presented for each
controller.
Chapter 4 introduces and discusses the Kalman filter. The shortcomings of the Kalman filter are
discussed and the need for modification is presented. Following this, the UKF is discussed in detail
with its algorithmic implementation. The chapter concludes with a discussion on the implementation
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details and the tuning strategies used.
Chapter 5 demonstrates research results. The chapter includes a discussion with experimentation
scenarios and various test courses that were used. The performance of the controllers on multiple
experiments is discussed and conclusions made. In the end, the performance of the UKF is compared
with the EKF, and the results are discussed and analyzed.




The dynamics of the environment and the vehicle play a crucial role while designing model-
based systems. The more dynamics are captured accurately, the more closely the system behaves
as compared to real-life observation. Through these models, it can be deduced whether the system
is controllable and observable, which is essential to know when it comes to control and localize a
system. In this section, the kinematic and dynamic model of an underwater vehicle are introduced.
The model was simplified based on the scope of this thesis.
2.1 The RexRov
The underwater world and vehicle was simulated using a Gazebo-based plugin UUVSim [2].
This plugin provides two useful simulations, RexRov and an expanded and updated RexRov2. For the
purpose of this research, RexRov was selected (Figure 2.1). This section provides a brief overview
of the geometry and dynamics used in the dynamic model. Specific geometric and inertial details are
provided in Table 2.1.
The RexRov has 8 thrusters to control vehicle motion in 6 degrees of freedom (D.O.F.). It
provides four lateral thrusters, as well as four thrusters in the longitudinal direction. The four lateral
thrusters control the motion of the vehicle in the XY plane or rotation along the Z-axis. For movement
along the vertical plane or Z-plane (i.e., rise and dive), the other four longitudinal thrusters are used.
The orientation of each thruster is shown in Figure 2.2.
The RexRov is equipped with multiple sensors for various purposes. It is equipped with SONAR,
a camera, and other sensors for environmental perception purposes. For our research purposes, the
Doppler Velocity Log (DVL), IMU, GPS, and Pressure Sensor were used. These sensors were used
for localization purposes and are further discussed in the UKF section. To make the scenario real-life
additional noise was added to each sensor, e.g. a GPS receiver was added with the white noise of
7
Figure 2.1: RexRov submarine from UUVSim
co-variance 0.5 m. Table 2.2 lists the additional noise and co-variance of the sensor data for each
sensor.
2.2 Modeling of Underwater Vehicle
A standard six-D.O.F. model of an underwater vehicle was developed in [29]. [29] described
both kinematic and dynamic components of the model and further suggested simplifications for used
cases. The suggested simplifications were later used in this section to simplify the model based on
the project scope. The kinematics are represented by:
η̇ = J(η)v (2.1)
where η is the pose in North, East, Down (NED) frame and is represented by [x, y, z, φ, θ, ψ] and v
is the velocity in the vehicle body frame and is denoted by [u, v, w, p, q, r]. v represents the velocity
in surge, sway, heave, roll, pitch and yaw directions, respectively. J is the Jacobian and is explained
in an upcoming section. The dynamic model consisted of components for kinetics, hydrodynamics,
hydrostatics, actuator force, and disturbance force. The combined model is represented by:
Mν + C(ν)ν +D(ν)ν + g(ν) + g0 = τ + τwind + τwave (2.2)
8
Table 2.1: RexRov parameters
Parameter Value Units
Length (x-axis) 2.6 m
Width (y-axis) 1.5 m
Height (z-axis) 1.6 m
Mass 1,863 kg
Volume 1.838 m3









Number of Thrusters 8
Relevant Sensors Available DVL, GPS
receiver, IMU,
Pressure Sensor
where M is a mass matrix (incorporating both inertial and added mass effects), C(ν) is the Coriolis
force matrix, D(ν) is the damping force matrix (representing both linear and quadratic damping
effects), g(ν) is the buoyancy force, g0 is the weight of the vehicle, τ is the actuator force, τwave
represents forces due to ocean waves, and τwind represents the effect of wind on the vehicle.
2.3 Coordinate System and Convention
In each simulation run, there were two bodies: the earth and the vehicle. Each had its own
coordinate axis, where the earth had an earth fixed frame NED (North East Down) [30] [3] and
the vehicle had a body-fixed frame BODY [30]. The BODY axis is in accordance with the 1950
SNAME convention [3] in which the x-axis points towards the forward direction, the y-axis is on the
right hand side while facing the front, and the z-axis points downwards. In the NED convention, the
x-axis is along the north, the y-axis along the east, and the z-axis is pointing towards the earth. 1950
SNAME Notation convention for a marine vehicle is described in Table 2.3:
9
Figure 2.2: Top view of RexRov thrusters
Table 2.2: RexRov sensor noise
Sensor Mean Standard Deviation
DVL 0 m/s 0.001 m/s
GPS 0 m 0.5 m
IMU 0 rad/s 0.0003394 rad/s
Compass 0 rad 0.0314 rad
While navigating underwater, it is desired to position oneself in the global frame (NED), hence
position is expressed in the NED frame, velocity and force are expressed in the BODY frame. The
center of the BODY frame is taken to be the Center of Gravity (CG) which is 0.3 m offset to the
Center of Buoyancy (CB).
For the smooth functionality of the dynamic model, there is a transformation between both
frames which involves both rotational and transnational components. BODY to NED Frame trans-







Table 2.3: 1950 SNAME notation convention for marine vehicles
Term Position/Euler Angle Velocity Forces and Moments
Surge x u X
Sway y v Y
Heave z w Z
Pitch θ q M
Yaw ψ r N









where Rnb (Θ) and T
n
b (Θ) are the following 3x3 rotation matrices for linear and angular velocities
with a condition cosA 6= 0 thus A 6= 90◦ or 270◦. For simplicity of writing, cosine, sine, and tangent
of angle A are shown as cA, sA, and tA respectively above.
Rnb (Θ) =
cψcθ sφsθcψ − sψcφ sψsφ+ cψcφsθsψcθ cψcφ+ sφsθsψ sθsψcφ− sφcψ
−sθ sφcθ cθcφ
 (2.5)
T nb (Θ) =
1 sφtθ c(φ)tθ0 cφ −sφ
0 sφ/cθ cφ/cθ
 (2.6)
2.4 Rigid Body Kinetics
Kinetics describes forces experienced by an object by virtue of its inertia. The six-D.O.F. equa-
tion of motion of a rigid body is given by the following equation:
τRB = MRB v̇ + CRB(v)v (2.7)
where MRB is the mass matrix and CRB represents the Coriolis and centripetal force. τRB is a
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generalized force-torque vector associated with rigid body motion. v is the velocity vector as defined
previously.
For a 6 D.O.F. model, where the vehicle’s center of origin and center of gravity coincide, MRB
can be represented as in (2.8).
MRB =

m 0 0 0 0 0
0 m 0 0 0 0
0 0 m 0 0 0
0 0 0 Ixx 0 0
0 0 0 0 Iyy 0
0 0 0 0 0 Izz

(2.8)
The Coriolis effect arises from the rotation of the sea relative to the AUV and is represented as:
CRB(v) =
[
03x3 −mS(v1 )−mS(v2 )S(r bg )
−mS(v1 ) +mS(r bg )S(v2 ) −S(Ibv2 )
]
(2.9)
Where S εR3x3 is a skew-symmetric matrix and for λ ε R3x1, S(λ) is denoted by:
S(λ) =
 0 −λ3 λ2λ3 0 −λ1
−λ2 λ1 0
 (2.10)
rbg is the center of gravity which coincides with the center of origin and hence r
b
g is also [0, 0 ,0],
which results in S(rbg) becoming the null matrix.













Modeling hydrodynamics is challenging, especially for underwater vehicles. It is challenging
as the value of the hydrodynamic constant changes rapidly with wave disturbances or if the vehicle
is cruising at high speed. But for low-speed assumptions, as in this thesis, constants do not vary
much and hence can be used with a level of confidence. This section discusses models of the various
components of dynamic force and simplifies them for our case.
The hydrodynamics forces are represented by:
τhydrodynamics = −MAv̇ − CA(v)v −D(v)v (2.12)
Where MA is the added mass metric and is defined as:
MA = −

Xu̇ 0 0 0 0 0
0 Yv̇ 0 0 0 0
0 0 Zu̇ 0 0 0
0 0 0 Kṗ 0 0
0 0 0 0 Mq̇ 0
0 0 0 0 0 Nṙ

(2.13)
In the general case, the off-diagonal terms of the matrix are not zero. However, for our case
where the assumption of low speed is enforced, off-diagonal terms are zero. Speeds lower than 1
m/s are considered as low speed. Using this assumption, the degrees of freedom are assumed to be
interfering in limited capability.
Similarly the centripetal and Coriolis force matrix is given by:
CA(v) =

0 0 0 0 −Zẇw Yv̇v
0 0 0 Zẇw 0 −Xu̇u
0 0 0 −Yv̇v Xu̇u 0
0 −Zẇw Yv̇v 0 −Nṙr Mq̇q
Zẇw 0 −Xu̇u Nṙr 0 −Kṗp










(Yv̇ − Zẇ)vw + (Mq̇ −Nṙ)qr
(Zẇ −Xu̇)uw + (Nṙ −Kṗ)pr
(Xu̇ − Yv̇)uv + (Kṗ −Mq̇)pq

(2.15)
Damping forces occur due to friction between the water and the moving vehicle. Major factors
affecting damping forces are the geometry and speed of the vehicle. Damping forces are comprised












The reason for the existence of such forces is due to the medium and environment. They are
present irrespective of vehicular motion. In the underwater scenario, the two forces are buoyant force
and gravitational force.
The buoyant force acts on the center of buoyancy (CB) while weight acts on the center of gravity
(CG). The location of the CB is 0.3 m on top of the CG which stabilizes the RexRov in pitch and
roll. This fact is later exploited while making simplifications in the state-space model.
As per the standard definition of both forces, they are formulated as:
B = ρgV (2.17)
W = mg (2.18)
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ρ is the density of water and V is the volume of water. In 6 D.O.F. the equations are:
g(η) =

(W −B) sin θ
−(W −B) cos θ sinφ
−(W −B) cos θ cosφ






The last piece of the equation is the thruster force and the external disturbance. The resultant











W is a disturbance vector in the body-fixed frame. Wind and waves are the major reasons for distur-
bances. Derivation of the wind/wave disturbance model is not presented here. It is described by [31]
in detail.
2.8 Complete 6 D.O.F. Dynamic Model
Combining the kinetic, hydrodynamic, hydrostatic, actuator force and disturbance forces, the












Where M = MRB + MA and C = CRB + CA. τ ,τwind and τwave are actuation forces and
disturbances from the wind and waves respectively. g(η) encompasses both weight and buoyancy
force.
The Rexrov is inherently stable in roll(φ) and pitch(θ) [32], which leads to the simplification of
































(Nr +Nr|r||r|)r + (Yv̇ −Xu̇)uv + Tψ
)
u cosφ− v sinφ





The full derivation of the state space is presented in [32]. Points to be noted include that the
state-space model has been reduced corresponding to the 4 D.O.F. model. This was assumed as the




In this section, a discussion of multiple controllers used to steer underwater vehicles under
fixed forward velocity is presented. Based on their unique approach to generating control action,
several forms of controllers were chosen. Fuzzy controllers are very good at modeling human expert
systems and can generate control action like an expert human being. The fuzzy approach is not
model-dependent and reduces the complexity of incorporating complex models in the control design.
When working with a model-based approach, LQR is an optimal controller. They generate control
action by solving for the minima of a convex cost function. The LQR approach additionally provides
flexibility to add a real-life constraint on the control action and error terms. Another approach is the
pure pursuit controller. The control action is generated taking into account the geometric relationship
of the vehicle pose with the target waypoint. These controllers are very easy to tune and are highly
effective under simple conditions. Further in this section, each of the controllers is explained and
formulations are developed along with the final control law used to generate control action.
3.1 Linear Quadratic Regulator
The LQR controller belongs to the class of optimal controllers. For such controllers, control
action results after minimization of an objective function subject to some constraints. Constraints
include real-life limitations while generating a control action. Such controllers depend on the lin-
earized motion model of the vehicle and environment. Their performance is highly affected by the
limitations of the model. Another controller of this class is the model predictive controller (MPC).
Both MPC and LQR are similar in procedure but the former solves equations in real-time which
makes it more adaptable to situations but slow due to computation load.
A typical feedback LQR controller is shown in Figure 3.1. As seen, state error e(t) is fed into
the LQR block as input. The LQR block tries to generate control action taking into account both error
and control values. The control value that is generated propagates the state of the plant. Through
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Figure 3.1: The schematic diagram of AUV LQR control system
sensors, the current state is captured and the difference with the reference point is fed into the LQR
block. The cycle repeats itself until some convergence criteria or stopping condition are met. The






LQR relies on a motion model to generate control action. In this thesis, the kinematic model
of the vehicle was used. A kinematic model was chosen over the dynamic because of its lower
complexity. Pertinent to this thesis, several more simplifications were made to the kinematic model.











ucψcθ + v[cψsθsφ− sψcφ] + w[cψsθsφ+ sψsφ]
usψcθ + v[sψsθsφ+ cψcφ] + w[sψsθsφ− cψsφ]
−usθ + vcθsφ+ wcθcφ






Based on the project scope, only steering was controlled for fixed forward constant velocity.
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Other velocity terms along with sway, heave, pitch, and roll were zero, i.e. v, w, p, q = 0. Since the
vehicle is assumed to be stable in pitch and roll, small-angle approximations can be used as shown







For a forward velocity u, vehicle length L and steering angle δ, r can be obtained from:
r = (u tan δ)/L (3.4)








The designed LQR controller is expected to follow a straight-line path for waypoint navigation.
To make things neat and tidy, equations were transformed into coordinates relative to the line con-
necting to the beginning and target point. Figure 3.2 describes the scenario. Point A is the starting
point, C is the target point while point B is the current location. d is the perpendicular distance of B
from AC while s is the length of the projected line BC on AC. Relative to line AC, θe is the heading
error. The error vector in original coordinates is defined by:
e = [xc − xb yc − yb θpath − θpose]T (3.6)








Figure 3.2: LQR geometric error diagram
θr is the slope of the line AC in the untransformed coordinate frame. The equations are simple
transformation and rotation of the coordinate axis. Step by step details are presented in [33].




 = T ė =
 −u cos θe−u sin θe
(u tan δ)/L
 (3.8)
Since LQR tries to push the state variables to zero and forward velocity is not controlled, the














The infinite horizon version of the LQR controller was chosen for the purpose of this thesis. It




(XTQX + δTRδ)dt (3.10)
Where Q and R are positive definite matrix. Both Q and R are tunable parameters and indicate
state-error weightage and input control weightage. X is state error and δ is control action.









Where q1 and q2 are diagonal elements of the Q matrix.
Through state propagation using the linearized model in (3.15) and minimizing the cost function
in (3.11), LQR determines the output gain K, which is:
K = R−1BTS (3.12)
ATS + SA− SBR−1BTS +Q = 0 (3.13)
(3.13) is called the Ricatti equation. The solution of the Riccati equation S is fed into (3.12) to
obtain the control gain K. K is fed in the following control law to generate a control action:
δ = K ∗X (3.14)
Matrices A and B are the system matrix and control matrix respectively, which are obtained
after linearizing (3.9), whereas δ is the control input.
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3.1.4 Linearization
LQR expects the state transition equation to be linearly dependent on states and the control
action value. But in this case, as in (3.9) , input δ is non-linearly dependent on the state change rate.
To linearize the system, small angle approximations can be used, which include:
sin θe ≈ θetan δ ≈ δ





































The above matrices are fed into (3.13) and (3.12) along with the Q and R matrix to generate











The value of the Q matrix was chosen to be higher as the aim was to reduce the state error value,
while there were not many constraints on the control action value, so R was kept small. However, for
real-life applications, the energy spent on control action was equally important and the value of the
R matrix is typically higher than the one used here.
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Figure 3.3: The schematic diagram of the AUV Pure Pursuit control system
3.2 Pure Pursuit Controller
The Pure Pursuit controller belongs to the category of geometric path trackers. Such controllers
exploit geometry between the target waypoint on the path and the current location of the vehicle to
generate control commands. These techniques use look-ahead distance ld to calculate the steering
command. In look-ahead, a waypoint on the path at a fixed distance from the vehicle is considered
as a target, and errors are calculated relative to this point. As the vehicle moves forward, the look-
ahead point also moves forward, it is similar to how a human driver perceives a path while driving.
Another controller in this category is the Stanley controller that uses extra error terms and thus is
more complex than the Pure Pursuit controller.
Figure 3.3 illustrates where pure pursuit positions itself in a closed-loop system. Inputs to the
pure pursuit controller include angular error and the output is the steering command. Pure pursuit
is only used for steering control, not for velocity control. Plant states advance through the control
output and are captured through sensor data. Sensor data is used to provide feedback about the
current state and closes the loop.
3.2.1 Derivation
Pure pursuit controllers generate control action by calculating the curvature of the arc. The
arc is generated by connecting the rear axle of the vehicle with the target point, which is at a fixed
look-ahead distance from the vehicle on the target trajectory.
In Figure 3.4, R is the radius of curvature , ld is the look-ahead distance and α is the angular
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error. Applying the laws of sine:
ld/ sin 2α = R/ sin(π/2− α) (3.19a)
ld/2 sinα cosα = R/ cosα (3.19b)
ld/ sinα = 2R (3.19c)
K = 2 sinα/ld (3.19d)
In (3.19d) k is the curvature of the arc and the control action is given by:
δ(t) = tan−1(KL) (3.20a)
δ(t) = tan−1(2L sinα(t)/ld) (3.20b)
(3.20b) is the final control command, which is used to steer the vehicle. Another interesting obser-
vation is that the pure pursuit controller is a proportional controller [34]. Labelling ed as the lateral
error between the vehicle heading vector(in the blue dotted line) and the target point, substituting
(3.21a) in (3.20b) the results are:
sinα = eld/ld, (3.21a)
K = 2 ∗ eld/l2d (3.21b)
From (3.21b), pure pursuit is a proportional controller and its control action depends on the
lateral distance error ed.
The pure pursuit controller is easy to tune. Its only tunable parameter is the look-ahead distance
ld. Depending on the forward velocity, ld will vary. In general, high ld provides a smooth path but
low accuracy while low ld results in high accuracy but more oscillating behavior.
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Figure 3.4: The pure pursuit geometric error diagram
For the case of an underwater vehicle, the control action, used in this thesis, reduced to:
δ(t) = tan−1(K ∗ 2.6) (3.22a)
δ(t) = tan−1(2 ∗ 2.6 sinα(t)/0.6) (3.22b)
3.3 Fuzzy Logic Controller
Fuzzy logic techniques decompose highly nonlinear complex systems into multiple simple sub-
systems. For each subsystem, a simple control law is defined using human expert knowledge and a
global output is obtained using a weighted sum of each subsystem’s output, weighted by their degree
of membership. Subsystems with a degree of membership of zero are not considered. Hence when
the underlying model is highly nonlinear, fuzzy logic control becomes a good choice, as is the case in
underwater applications. Such controllers are capable of modeling how an expert human will behave
under given situations, which makes these controllers predictable and realistic but not necessarily
optimal like LQR.
In a fuzzy logic controller, observed process variables (error terms) are first converted into a
linguistic variable with a degree of membership associated with the fuzzy set. This is called fuzzifi-
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cation. These measured variables converted to linguistic terms are then passed through the rule-base.
The output associated with each linguistic variable is weighted with its associated degree of member-
ship to generate the final crisp value. The process of generating crisp values is called defuzzification
and the crisp value obtained is the required control command.
3.3.1 Two Valued Versus Fuzzy Logic
Two-value logic refers to a condition in which either one item belongs to a category or one item
does not. It is like a binary system with values 0 and 1 with nothing in between. A good example
includes odd and even numbers, which are well defined and have a boundary that separates these two
sets. Most real-life scenarios are not well defined like temperature, it is not hot or cold today but it
is warm, which incorporates some degree of hotness of hot and coldness of cold. Fuzzy logic helps
deal with this situation. The approach provides a framework to represent a process variable with a
varying degree of combinations with other process variables. Since some engineering systems are
not well defined and incorporate variables, fuzzy logic can be used to represent the variables and
solve the problem.
3.3.2 Fuzzy Sets, Operations, and Linguistic Variables
Fuzzy sets are represented by the Degree of Membership of x in fuzzy sets Ai, where i is the
number of sets. Degree of membership explains how much x belongs to any set Ai, it can vary from
full exclusion i.e. 0, to complete membership i.e. 1. Formally, a fuzzy set A on variable x is defined
by a degree of membership µ(x) which maps the element of A to the closed real interval [0,1] as
follows:-
µA : x −→ [0, 1] (3.23)
where µA(x) expresses degree of x belonging to A
A fuzzy set A can be described as:-
A = {(x, µ(x)) | xεX} (3.24)
A can be viewed as the plot of x and µ(x). The periodic shapes obtained by such a plot across
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(a) Membership function intersection operation (b) Membership function union operation
(c) Membership function not operation
Figure 3.5: Fuzzy logic membership function operations
a range of x is called the membership functions. Various choices of available membership functions
are triangular, trapezoidal, Gaussian, monotonically increasing or decreasing membership functions.
Different membership functions provide different advantages.
3.3.3 Fuzzy Set Operations
Conventional set operations include union, intersection, and negation. All of these are applicable
on fuzzy sets as well. Operations on fuzzy sets are defined in terms of their membership functions.
An illustration of fuzzy set operations is shown in Figure 3.5.
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For Fuzzy sets A and B on x:
A ∪B = max(A(x), B(x)) xεX (3.25a)
A ∩B = min(A(x), B(x)) xεX (3.25b)
Ā(x) = 1− A(x) xεX (3.25c)
3.3.4 Fuzzy Logic Rule Base and Inference
To execute fuzzy sets, a fuzzy rule base is specified. It can be either specified by a human expert
or can be generated from data using a machine learning method. The fuzzy logic rule base consists
of multiple IF- THEN statements with multiple conditions coupled with the previously described
operators. For optimal performance of the fuzzy logic controller, the rule base was required to have
the minimal number of rules covering all scenarios. To meet these real-time scenario requirements, a
hierarchical rule-based reduction technique was used, as developed by [1]. In hierarchical rule-based
reduction, the size of the rule base is reduced based on the priority of certain rules over others, the
error state of the system and the control strategy.
The rule base is of the form:-
IF premise THEN consequence
The premise is a set of conditions currently satisfied by the system and the consequence provides
the action to be taken. The premise and consequence are fuzzy relations represented by linguistic
variables and their linguistic values. For demonstration purposes, the following rule was used:
IF lateral error IS Farleft AND Heading Error IS Far Right
THEN
Action is FAR POSITIVE Torque
3.3.5 Inference Methods
The inference system provides a way to come up with a single optimal control command out of
various control consequences. This results from multiple conditions being satisfied. It is applying
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the degree of membership of the satisfied rule premise to its consequence to determine the action to
be taken.
Available inference methods include Mamdani, Sugeno, Tsukamoto. In this thesis, the Mamdani
fuzzy inference system was used. Clipped and Scaled are two approaches that were proposed by
Mamdani. Additional information for each approach is provided in [35] . Scaled implementation of
the Mamdani inference system was used in this work.
3.3.6 Fuzzification and Defuzzification
Process variables are numerically measured. These measurements need to be fuzzified. Fuzzi-
fication is the process of converting a numerical value into fuzzy sets and defining the degree of
membership to each set, which is between 0 and 1.
For illustration purposes, rfuzzification of xε{−45,−15, 15, 45} , where x is temperature is
shown in Figure 3.6. Each fuzzified element of x is shown in Table 3.1.
Table 3.1: Fuzzy description of numerical value
x -45 -15 15 45
COLD 1 0.5 0 0
Zero 0 0.5 0.5 0
HOT 0 0 0.5 1
The fuzzy sets with a non-zero membership function are used as inputs to the fuzzy system. The
output obtained, after passing the fuzzified input through the rule base is the fuzzified control output.
The system needs to provide a crisp (exact) value, which requires defuzzification.
Defuzzification is the process of converting the fuzzified set back into a crisp value, which
reverses the fuzzification done initially. To arrive at a crisp value that best represents the membership
functions, available methods include finding the Center of Gravity, Smallest of Maximum, Largest
of Maximum. Center of gravity, in general, yields better results than the latter methods.
The Center of Gravity method calculates the center of gravity of the output membership function
area as a crisp output, which in turn means it is given by the x-coordinate of the center of the resultant
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Figure 3.6: Fuzzification of a numerical value to fuzzy sets







U : Control Input
Wi : Degree of Membership
Ci : Centroid of ith fuzzy set
To illustrate the concept of defuzzification, imagine for a vehicle in 2-D, the lateral error is .5
cm to the right of the trajectory and the heading error is +.20 rad. The rules that get fired are:-
• IF lateral error IS zero AND heading error IS zero THEN torque IS zero
• IF lateral error IS close right AND heading error IS close right THEN torque IS left2
• IF lateral error IS zero AND heading error IS close right THEN torque IS left1
• IF lateral error IS close right AND heading error IS zero THEN torque IS left1
Figure 3.7 and Figure 3.8 show the max-dot inference methods and the center of gravity method
to get crisp outputs respectively.
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Figure 3.7: Max-Dot inference method
Figure 3.7 shows the fuzzy sets Zero and Close Right for both lateral error and orientation error.
The scaling factor for each rule is w1 = .1, w2 = .1, w3 = .4 and w4 = .6. Figure 3.8 shows the scaled
contribution of each output membership function. The centroid of the resulting output membership
function is the control input and can be calculated using (3.26) as follows,
U =
.1 ∗ 0 + .1 ∗ 1 + .4 ∗ 1 + .6 ∗ 2
.1 + .1 + .4 + .6
= 1.41 (3.27)
where the centroid of the output membership functions Zero, Left1 and Left2 are given by C1
= 0.0, C2 = 1.0 and C3 = 2.0.
3.3.7 Fuzzy Logic Controller Implementation
As described previously, the fuzzy logic controller is based on fuzzy sets, in which crisp input
is fuzzified and a fuzzy output is defuzzified to generate a crisp control action. The advantage of
using such a control system is that they are model-free; they do not depend on complex dynamic or
kinematic models in their definition. They do not require a complex probabilistic model to describe
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Figure 3.8: Center of gravity method to determine control output
Figure 3.9: The schematic diagram of AUV and Fuzzy logic control system
uncertainties in the system, rather they use fuzzy logic to define uncertainties. Fuzzy logic is defined
using a linguistic variable which is how human beings perceive processes. The knowledge of human
operators is embedded in the fuzzy rule base. The inference engine and defuzzification approximate
the response of the human operator to a given set of inputs.
The implementation of the designed closed-loop fuzzy logic controller in this thesis is provided
in Figure 3.9. The loop is closed using pose data either through the localization algorithm or other
sensor data. The fuzzy block takes in the number of error values, e(t) which are then interpreted
by the fuzzy block using the appropriate rule base, and outputting a defuzzified control value, U(t).
This control action is applied to the plant and the state is updated. The updated state is captured with
sensor data and is used to update the error values.
A typical fuzzy block is shown in Figure 3.9. As seen in the block diagram, the input to the
system is a number of error values. The following points were considered while choosing input error
32
values:
• Errors must express the plant state with respect to the current trajectory.
• Errors must express the current deviation of the plant from the target state.
Keeping the requirements in mind, the following three error values were selected:
• Front angle error
• Orientation error
• Distance error
3.3.8 Definition of Errors
Front Angle Error
As shown in Figure 3.10, front angle error was the angle measured between the line joining the
current position O to a target waypoint B with a vector along the vehicle’s current orientation ~OO′.
It is measured counterclockwise. It is formulated as:
Front Angle Error = ∠(BOX ′)− θpose = ∠(BOO′) (3.28)
This error always forces the vehicle to move towards the target waypoint. It is helpful in the
case if a vehicle misses the target waypoint or is swept far away from the trajectory. This error in this
case will force the vehicle to come back and pass through the waypoint and then move to the next.
Orientation Error
The orientation error defines the deflection of the vehicular orientation with respect to the trajec-
tory orientation. As shown in Figure 3.10, it is the angle between ~AB′ and ~O′′O′ and is formulated
as:
Orientation Error = θpath–θpose (3.29)
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Figure 3.10: Fuzzy controller geometric error diagram
In this thesis, where the vehicle always has constant forward velocity, it was desirable that the
vehicle aligns with the trajectory.
Distance Error
Distance error is the perpendicular distance of the current vehicle position from the line of the
trajectory. It is signed negative if the vehicle is on the left-hand side and positive if the vehicle is on
the right-hand side of the trajectory when viewed from above. It is shown in Figure 3.10 and the
formula used is:
Distance Error =
+OY if O on right of AB−OY if O on left of AB (3.30)
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3.3.9 Fuzzification
The error values described are crisp values and need to be converted into fuzzy sets, to be
interpreted by the rule base. The transformation of the crisp numerical values to fuzzy sets is called
fuzzification and was done using membership functions. From the available choice of triangular,
trapezoidal, and Gaussian membership functions, the trapezoidal membership function was chosen
for its advantages and used to represent various linguistic variables.
As the name suggests, the trapezoidal membership function is trapezoidal in shape with ‘z’ and
‘s’ as shoulder functions. The membership functions and specifics are defined in Figure 6
Trapezoidal membership functions are less computationally expensive than their counterparts.
Whenever an error value lies in the top flat region of the membership function, the degree of mem-
bership is 1. Hence only a single rule is fired corresponding to that error term, while in the case of
other membership functions, like triangular & Gaussian, a minimum of two times as many rules are
fired for every error term. Fewer rules correspond to less computation during inference and hence
some compute power and time are saved. The top flat region in the trapezoidal membership function
also helps ensure stability for control outputs. Across the range of the top flat surface, a region of
stability can be designated around the zero value of the error states, which can remove Bang-Bang
effects seen in many fuzzy and sliding mode systems.
To reduce computational effort, each fuzzy set was initiated with 3 linguistic variables. For
better performance granularity, the numbers of linguistic variables of the membership functions were
increased. A minimum of 25% overlap between the membership functions was kept in order to
keep the control output smooth throughout the different error ranges. Tuned membership functions
for each of the errors are shown in Figure 3.11 to Figure 3.13. The linguistic variable numerical
representations are provided in Appendix B.
3.3.10 Fuzzy Logic Rule Base
Heuristic knowledge was used to define the fuzzy logic rule base. The control objectives were
kept in mind while defining the heuristic, which was to travel towards the target point with minimum
lateral distance and orientation deviation from the line of the path.
Several objectives were prioritized while deriving the rule base. A priority list helped to make
the rule base efficient while rejecting non-trivial rules, which also made the rule base processing
computationally fast. The heuristic priorities that were kept in mind while developing the rule base
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Figure 3.11: Tuned distance error membership function
Figure 3.12: Tuned orientation error membership function
Figure 3.13: Tuned front angle error membership function
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were:
• Prioritize minimizing lateral distance error, if it is far-right or far-left.
• Prioritize to minimizing front angle error to close range.
• Once in the near vicinity of the path, correct for orientation error.
If lateral distance error is large, i.e. far-right, the vehicle should quickly turn towards the path
and try to minimize the distance error. Since the control objective is to travel with minimum distance
error, there is no point in correcting for orientation. In addition to large distance error, if the vehicle
also has a large front angle error, that points to steeper control action towards the line of the path.
The following rule base enforces these conditions:
IF distance error IS far-right AND front angle error IS far-right THEN right 3
IF distance error IS far-right AND front angle error IS near-right THEN right 2
The rule base also corresponds to conditions, when the system is far from the line of the path but also
sufficiently far away from the target point.
It is only when the vehicle is in the near zone of the distance error where the vehicle should try
to correct for the orientation error. The front angle, in this case, can be minimized by minimizing
lateral distance, so it can be skipped at this stage. The rule invoking this condition is:
If distance error IS near AND orientation error IS far left THEN turn Right 3
Prioritizing objectives using the hierarchical method discussed in [1] greatly helped to reduce
the size of the rule base. Covering all combinations would have resulted in 175 rules, but through
prioritization, the whole range of possibility was covered with 34 rules. Table B.2 in the appendix
shows the left side of the symmetrical rule base.
3.3.11 Defuzzification
As introduced previously, this layer converts multiple fuzzified outputs into crisp values, weigh-
ing each output with corresponding degrees of membership. The output membership function used
37
Figure 3.14: Tuned output membership function
is shown in Fig 3.14. In order to obtain crisp output values, the Center of gravity method was used







U : Control Input
Wi : Degree of Membership
Ci : Centroid of ithfuzzyset
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CHAPTER 4
THE UNSCENTED KALMAN FILTER
The Kalman filter is an online state estimation method that iteratively computes current states
based on the previous state and current measurements. It takes into account uncertainties in both
current measurement, previous state, and outputs a joint probability distribution for a new state with
more confidence in the current prediction. In this thesis, it was used to estimate the position and
orientation of the RexRov in the x-y plane.
The Kalman filter predicts the mean and co-variance of the state variables. The operation of the
Kalman filter can be broken down into 2 major steps: Prediction and Update, after which the cycle
repeats. The Kalman filter algorithm is presented in algorithm1.
Result: State Matrix : x
Initialization: Initialize the state of the filter(Q,P) and the belief in the state(K)
while New Datapoint do
Predict:





yk = Zk −Hkx̂k
Sk = HkP̂kHTk +Rk
Kk = P̂kHTk S
−1
k
xk = xk +Kkyk
Pk = (I −KkHk)P̂k
end
Algorithm 1: Kalman Filter
x̂k is the predicted state, Fk is the state transition matrix which maps the previous state estimate xk−1
to the current prediction, Bk is the control matrix and Uk−1 is the control action. Pk−1 is the error
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covariance matrix, Qk is the process noise, Zk is the current measurement, Hk is the measurement
model matrix, projecting the prediction into the measurement space. Rk is the measurement noise,
Kk is the Kalman gain. xk and Pk are the final estimation and covariance matrix respectively.
Before the cycle of prediction and measurement repeats itself, the initialization step precedes. In
the initialization step, the current state is set based on an initial guess, and the confidence associated
with the guess is set through initializing the covariance matrix. The covariance matrix must be chosen
carefully as it can affect convergence of the solution in some cases. After initialization, the cycle of
prediction and update using the measurement initiates. In the prediction phase, the previous state
estimate is evolved into a new state using a state transition model. In this thesis, the state model
was a simplified dynamical model ( discussed in section 2). Alternatives to the dynamical model in
the prediction step can be a kinematic model or a neural network [36]. In some cases, odometry
based on wheel encoders or LIDAR is used. It must be noted that the prediction models are chosen
to be continuous as states in consideration are also continuous. Both the mean and covariance of the
current state are evolved using the prediction model.
Measurements are used to update the predicted value and reduce the drift induced by the pre-
diction step. The measurements obtained are converted into state-space using a measurement model
which in this case is the identity matrix. The difference between the output from the measurement
model and the prediction model is added to the prediction model output, weighted by the Kalman
gain matrix. The Kalman gain is a weighting factor that gives priority to either the dynamic model-
based prediction or the measurement model-based observations. It minimizes the sum of the least
square error to arrive at the Kalman gain matrix.
The Kalman filter described in algorithm 1 assumes (A): a linear state transition model and (B):
the states can be described by a Gaussian probability distribution. The second assumption holds
true for the scenarios in consideration, i.e. measurements and predictions are normally distributed.
The first one does not hold true as the dynamic model of the underwater vehicles is highly nonlinear.
Hence, other variants of the Kalman filter are required to solve this problem. Extended Kalman filters
(EKF) and Unscented Kalman filters (UKF) provide solutions to the position estimation problem in
this research.
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4.1 Unscented Kalman Filter
Nonlinearity arises when the state-space variables are either intertwined or have an exponent
of more than 1. The dynamic model obtained at the end of chapter 2 is a simplification of a full
6 D.O.F. model of an underwater vehicle and is highly nonlinear. Equation (2.22) is nonlinear for
state variables in consideration, i.e. x , y , z and θ. For example, equation (2.22) depends on
the product of the rate of change of the heave and yaw. In the same equation, it can be seen that
acceleration along the surge depends on the square of velocity along with the surge. Thus it can be
concluded that the dynamics in consideration are highly nonlinear and a simple Kalman filter will
not work.
An Extended Kalman filter(EKF) simultaneously solves the problem of nonlinearity while hold-
ing Gaussian assumptions valid. The EKF handles nonlinearity by taking first-order Taylor series ap-
proximation of dynamic equation around the mean and then the derivative of the linearized equation
is used to propagate. EKF equations are explained in algorithm2. A more in-depth analysis of EKF
equation and its performance is found in [32] [36].
Result: State Matrix : x
Initialization: Initialize the state of the filter(Q,P) and the belief in the state(K)
while New Datapoint do
Predict:




















xk = x̂k +Kkyk
Pk = (I −KkHk)P̂k
end
Algorithm 2: Extended Kalman Filter
An improvement over the Extended Kalman filter approach is the Unscented Kalman filter [37].
The UKF also assumes the state to be a Gaussian random variable. In this case, the distribution is
represented by a minimal set of deterministic sigma points. Nonlinearity up to a 3rd degree Taylor
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series expansion can be captured and does not involve the calculation of a Jacobian matrix. The
Jacobian can be very difficult to compute in some cases. The computational complexity of the UKF
is similar to that of the EKF.
4.2 Algorithm
Consider the following nonlinear state space and measurement model:
xk = f(xk−1) + wk−1 (4.1)
zk = h(xk) + vk (4.2)
• For current state estimation xak−1 and its associated error covariance Pk−1, select 2n+ 1 sigma

















wi = 1 (4.3d)
c is a constant, with associated weight wi, and is obtained from the output of function A.5 .
Each wi controls the spread of each sigma point around the mean xak−1 and (
√
cPk−1)i is the
ith row or column of metric cPk−1

























where wim and w
i
c are the weights of the i
th sigma point for the mean and co-variance matrix
respectively. After this step, the state and associated covariance are predicted.
• Using xfk and P
f
k , generate a new sigma point, x
i









































• This is the final step where the prediction model value, xfk , and observed measurement value,
zk, are fused together:
x̂k = x
f
k +Kk(zk − z
m
k ). (4.8)



















While implementing the UKF for position estimation, many simplifications were made which
were relevant to the application of the vehicle mission and its environment. In this section, simplifica-
tions that were made are discussed. Towards the end, the tuning strategy for parameters is discussed
and the parameter’s final value is shown.
The following points are noted while simplifying the algorithm discussed in the previous sec-
tion:
• Since this project assumed simplified dynamic conditions including a 4 D.O.F. model, n in our
case is 4.
• Each sigma point was propagated through a nonlinear function f and f looked like:
Xt = Xt−1 + ut+ .5at
2, (4.11)
where u is the velocity vector and a is the acceleration vector, both of which are of shape RN .
Since the filter was publishing at the rate of 10 Hz, t was taken to be .1 secs.
• The velocity vector was obtained from the DVL sensor and acceleration was calculated using
the dynamic equation shown in 2.22.
• In the update step, since states were directly observed through compass, GPS, and pressure
sensors, the identity matrix IεRNxN was used to transition estimates of the position into the
measurement space.
The performance of the UKF is defined by the spread of sigma points and the covariance asso-
ciated with measurement noise and process noise. The spread of the sigma points is affected by the
choice of α, β, and κ. While tuning parameters, a single parameter was tuned and others were kept
fixed. In order to arrive at optimal parameters quickly, initial α, β, and κ were chosen from literature
[38], measurement noise covariance R was fixed to I and the process covariance matrix was tuned.
After getting an optimal Q, parameters α, β, and κ were tuned. The final values for α, β, κ were .05,
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1 0 0 0
0 1 0 0
0 0 1 0







10−2 0 0 0
0 10−2 0 0
0 0 10−2 0
0 0 0 1.1519236e−3
 (4.13)
The error covariance matrix, P , was initialized with a diagonal matrix of random numbers




In this section, the controllers were numerically evaluated based on two major criteria - robust-
ness to external disturbance and the complexity of the trajectory. Root mean square error (RMSE)
and absolute max error were used to quantify the performance of the controllers. There is also a
detailed evaluation of the UKF, comparing it with the EKF as provided in [32].
The simulation environment was created using the UUVSim plugin in Gazebo. MATLAB ®
2020A was used for scripting and ROS melodic was used as an interface to publish control commands
from MATLAB ® to the vehicle.
The vehicle speed was set to 0.3 m/s and the wave disturbance was always zero unless specified
otherwise. The vehicle was always moving at a depth of 20m from the surface. In order to close the
feedback loop in the control system, ground truth was subscribed from /rexrov/pose gt. This ROS
topic comes by default with the plugin and fuses odometry and other sensor data as per [2].
In the evaluation of the UKF, the settings for the vehicle velocity and wave disturbance were
exactly the same as before. Sensor data readings like the IMU, DVL, and compass were subscribed
from individual topics and extra noise was added to make the scenario more realistic.
5.1 Waypoint Navigation
The path trajectory was defined by a set of waypoints, which were a set of coordinates in space
defining the path of a mission. In this thesis, since the vehicle was always moving in a 2-D space,
waypoints were defined by (x, y) coordinates. Moving along the trajectory defined by these coordi-
nates is known as waypoint navigation.
In this thesis, three sets of evaluations were used from [39]. These evaluation courses are
referred to as BE1, BE2, and BE3 1. A plot of each trajectory is shown in Figure 5.1. These
1BE stands for Behavior Evaluation
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(a) BE 1 (b) BE 2
(c) BE 3
Figure 5.1: Test courses used for Behavior Evaluation
trajectories include real-life cases such as sharp turns, sinusoidal paths, etc. Hence, the performance
of control systems was compared on these trajectories.
5.2 Control System Evaluation
To evaluate the performance of the control systems, the following experiments were conducted:
• Analysis across different target trajectories.
• Analysis across sea current disturbances.
• Analysis using different constant forward speeds.
• Analysis with noisy feedback.
5.2.1 Analysis across Target Trajectory
In this experiment, the controller’s performance was tested on the trajectories - BE1, BE2, and
BE3, each introducing different complexities. The speed of the vehicle was set to 0.3 m/s and the
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wave disturbance was set to zero. The corresponding results are presented in Table5.1.












Fuzzy Logic 0.0493 0.1933 0.2832 1.5900
Pure Pursuit 0.1017 0.2635 0.3241 1.5700
LQR 0.0359 0.1551 0.2777 1.5730
BE2
Fuzzy Logic 0.0260 0.1526 0.1606 0.8175
Pure Pursuit 0.0279 0.1389 0.1777 0.7901
LQR 0.0231 0.1513 0.1423 0.8070
BE3
Fuzzy Logic 0.0340 0.0698 0.0818 0.2504
Pure Pursuit 0.0071 0.0228 0.0795 0.1605
LQR 0.0363 0.0686 0.0718 0.1671
It was observed that all the 3 controllers have very similar performances in terms of distance and
orientation RMSE. The LQR and fuzzy controllers have slightly lower error values when compared
to the pure pursuit controller.
The fuzzy controller is expected to have a slightly greater error owing to its design. This is
because of the design choice of the membership function used, which is trapezoidal. It is known when
numerical error is in the top flat zone, control output is independent of numerical error values, which
is useful for stability purposes and avoids the bang-bang effect but does not reduce numerical error
to zero. The trade-off between stability and the minimum permissible error value is the designer’s
choice.
The LQR controller, on the other hand, responds proportionally to any non-zero error value
regardless of how small it is. While designing the LQR controller, error weights were intentionally
kept high, and hence the error metric was low. In Figure 5.2, the above-discussed behavior for both
LQR and fuzzy, controllers can be observed. While aligning with the straight-line path in blue, LQR’s
control signal, in red, is generating oscillating signals around zero error values. While the fuzzy logic
controller signals, in yellow, are stable but at a little higher offset from the target trajectory. A stable
control signal results in lower energy consumption and smooth vehicle maneuvering, hence slight
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(a) Figure 1 (b) Figure 2
Figure 5.2: LQR and Fuzzy control signals on BE 1
error offset for smooth and stable control action is acceptable. Figure 5.2 in Appendix E shows the
generated control signal for all three controllers.
Unlike fuzzy and LQR controllers, pure pursuit controllers react only to lateral error and not
to orientation error. Since experiments were being run with constant vehicle speed, overshooting
occurred frequently, resulting in larger error values compared to the other 2 controllers. Similar
reasoning explains the higher orientation RMSE that can be observed for the pure pursuit controller.
These error values can be reduced by tuning the look-ahead distance variable ld and making vehicle
speed vary as a function of the longitudinal distance error.
Max error is the maximum value of the error throughout a trajectory for a given controller.
Usually, max error must be within a predefined threshold. The max lateral error was said to be
within safe limits if it was less than a quarter of the vehicle width, which was 1.5
4
= 0.375m in this
case. It was observed that all the controllers are well within the range for all the trajectories. Max
orientation error serves the same purpose as max lateral error. However, there is no heuristic for
defining a threshold for it. Through the design of the experiment, max lateral distance error limits
and max orientation error were defined. Hence, max distance error is sufficient to comment on the
limits of the controllers. The high values of max orientation error observed in the case of BE1 can
be explained by the design of the trajectory in which each path line is perpendicular to the other.
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5.2.2 Analysis across Sea Current Disturbance
In this experiment, the robustness of the controllers were evaluated with wave disturbances.
The same metrics as before were used. Wave disturbances were simulated by introducing a current
velocity along the + y-axis in the world frame of reference. The error values for different current
velocities used while the vehicle was following the BE2 trajectory with a vehicle speed of 0.3 m/s
have been presented in Table5.2.












Fuzzy Logic 0.0341 0.1628 0.1646 0.8472
Pure Pursuit 0.0282 0.1401 0.1625 0.8019
LQR 0.0305 0.1521 0.1770 0.9484
0.7 m/s
Fuzzy Logic 0.0411 0.1674 0.1662 0.9218
Pure Pursuit 0.0372 0.1494 0.1674 0.8303
LQR 0.0381 0.1549 0.1519 0.8491
1.0 m/s
Fuzzy Logic 0.0516 0.1673 0.1705 0.8910
Pure Pursuit 0.0599 0.1543 0.1699 0.8661
LQR 0.0592 0.1758 0.1671 0.8467
1.2 m/s
Fuzzy Logic 0.0677 0.1721 0.1760 0.8674
Pure Pursuit 0.0867 0.1956 0.1878 0.8961
LQR 0.0662 0.1817 0.1636 0.8622
1.5 m/s
Fuzzy Logic 0.0822 0.2382 0.1778 0.9000
Pure Pursuit 0.0927 0.2869 0.1921 0.9889
LQR 0.0838 0.1953 0.2280 1.2000
It was observed that introducing current velocity resulted in an increase in both the distance
and orientation RMSE values for all controllers. Under lower current velocities, the pure pursuit
controller had slightly better performance. However, this trend broke down as the current veloc-
ity increased. The performance of the pure pursuit controller for higher current velocities can be
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improved by using an adaptive strategy to select the look-ahead distance.
The fuzzy logic and LQR controllers have comparable performance, with the fuzzy logic con-
troller displaying a better performance for higher current velocities. This showed the drawback
of a model-based controller i.e. it is as good as the dynamic/kinematic model of its environment.
Especially for underwater scenarios, where the hydrodynamic constants change at higher current
velocities, the model fails to capture correct dynamics resulting in deterioration in the controller’s
performance. On the other hand, a model-free controller depends only on the observed error to
generate the control actions and acts as a filter to external noise.
It was observed that max distance errors were within the limits and as expected, their values were
increasing with current velocity. 1.5m/s is considered high current speed. To put it in perspective,
the gulf stream surface current value is 2.5m/s. All three controllers were within limits at a current
speed of 1.5m/s.
5.2.3 Analysis on Different Constant Forward Speed
In this experiment, the performance of the controllers were investigated under high-speed mis-
sions, i.e for high vehicle speeds. Results were obtained on the BE2 trajectory with the sea current
disturbance set to zero and are presented in table 5.3.
It was observed that max distance error went outside of the specified limits as the constant
forward speed increased. Doubling the speed to 0.6m/s caused the max distance error to cross the
limit for all controllers except the LQR controller. However, the LQR controller crossed the limit as
well under higher velocities.
This was not a worrisome observation as each engineering system was designed to work under
certain conditions and the same goes for the design of our controller. In such scenarios, the perfor-
mance of the LQR controller can be improved by updating the underlying model and making the
weights adaptive. Adaptive parameter techniques can be applied to both pure pursuit and fuzzy logic
controllers. In the former, the lookahead distance, ld can be tuned while in latter, the design of the
membership function can be made adaptive as well as the gains for the individual rules.
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Fuzzy Logic 0.0260 0.1526 0.1606 0.8175
Pure Pursuit 0.0279 0.1389 0.1777 0.7901
LQR 0.0231 0.1513 0.1423 0.8070
0.6 m/s
Fuzzy Logic 0.1143 0.4516 0.2334 0.8517
Pure Pursuit 0.1037 0.4012 0.2541 0.8281
LQR 0.0796 0.3084 0.2144 0.7648
1.0 m/s
Fuzzy Logic 0.1491 0.5776 0.2723 0.7987
Pure Pursuit 0.1369 0.5600 0.3053 0.8763
LQR 0.1523 0.5702 0.2781 0.8383
5.2.4 Analysis of Noisy Feedback
Since the performance of a controller is highly dependent upon the feedback loop, this experi-
ment was designed to investigate the robustness of a controller under noisy feedback. Such a scenario
may occur due to poor localization or noisy sensor data. A zero-mean noise with varied deviation
was added to the feedback loop, making the input to the controller noisy. The first scenario with
noise deviation of 0.01 simulated feedback under UKF localization and the one with a deviation of
0.001 simulated the scenario of the EKF localization.
The performance of the controllers on the BE2 trajectory was studied with vehicle speed set to
0.3m/s and wave disturbance was set to zero. The results are presented in Table 5.4.
Data suggests under both scenarios that the fuzzy logic controller performed better than its
competition. The fuzzy logic controller acted as a noise filter, The reasoning for this observation
lies in designing the rule base using hierarchical reduction and its inference methods as well as the
trapezoidal linguistic variables. Due to the priority of certain error terms over each other, while
designing the rule base, the redundant error terms contributions were eliminated. This resulted in
less noisy input and hence less noise in the output. Additionally, the weight or degree of membership
(3.31) lowered the noise contribution in the final output.
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Fuzzy Logic 0.0272 0.1693 0.1625 0.8409
Pure Pursuit 0.0334 0.1596 0.1793 0.8462
LQR 0.0973 0.2141 0.1594 0.9043
0.001 m/s
Fuzzy Logic 0.0282 0.1509 0.1580 0.8158
Pure Pursuit 0.0293 0.1351 0.1663 0.7862
LQR 0.0528 0.1614 0.1676 0.8550
In the case of the LQR and pure pursuit controllers, a single sample of error values was consid-
ered, and there was no weight multiplication in the final output. Hence, higher values of RMSE were
expected in LQR and pure pursuit with higher noise.
5.2.5 UKF Evaluation
The following experiments were set up to evaluate the performance of the UKF: -
• Analysis across different target trajectories
• Analysis over noisy measurement data
• Convergence of the co-variance matrix
5.2.6 Analysis across Different Target Trajectory
Since model-based predictions were fused with measurement data, it became important to eval-
uate the performance of different prediction approaches on complex trajectories as well. In this
experiment, the performance of the UKF was evaluated for various target trajectories. Metrics used
for evaluation were Total RMSE, X-RMSE, and Y-RMSE.
The vehicle was controlled with a fuzzy controller and was moving forward at 0.3m/s. The wave
disturbance was set to zero. Table 5.5 presents results.
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Table 5.5: Analysis across target trajectory
Trajectory/Filter X RMSE Y RMSE Total RMSE
BE1
UKF 0.2210 0.2230 0.3145
EKF 0.2970 0.3970 0.4600
BE2
UKF 0.2248 0.2351 0.3253
EKF 0.1920 0.3060 0.3620
BE3
UKF 0.2030 0.2060 0.2890
EKF 0.2380 0.2640 0.3563
It was observed that the UKF had lower RMSE values compared to the EKF for all three trajec-
tories. This is consistent with the majority of the literature performing similar studies [40]. Since the
dynamic model used in prediction was highly nonlinear, the unscented transform of the sigma point
approach (which is UKF) captured nonlinearity much better than linearizing the dynamic model lo-
cally (which is EKF). The computational complexity of both equations is similar which makes UKF
preferable over EKF.
Total RMSE for the UKF is well within the safe limits, while for the EKF it crossed the limit of
0.375m, which again makes UKF preferable over EKF under the given conditions.
5.2.7 Analysis across Noise in Measurement Data
In this experiment, the robustness of the UKF was evaluated to noises in the measurements. In
this case, a zero-mean noise with varying deviations was added to the GPS data and the correspond-
ing performance was compared with that of the EKF. The experiment was performed on the BE2
trajectory with the vehicle speed set to 0.3 m/s and wave disturbances set to zero. A fuzzy controller
was used to control the vehicle. The results are presented in Table 5.6.
It can be observed that an increase in noise led to an increase in the RMSE error for both UKF
and EKF. However, UKF was able to suppress noise better than EKF. For every increment of noise in
measurement, the EKF noise can be seen to double. This might be because of the over-dependence
of the model on the measurement data. The UKF was within the limits of permissible lateral drift
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Table 5.6: Analysis across range of noisy data
Filter Error 0.1 0.5 1.0 1.5
UKF RMSE 0.2430 0.2910 0.3610 0.4890
EKF RMSE 0.1630 0.3565 0.6500 1.0200
until deviation of the noise reached 1m. Beyond this point, the UKF crossed the limits. Robustness
to noise can be attributed to the sigma point approach, which lowers overall noise by weighing down
sigma point noise and aggregating them.
5.2.8 Convergence of the Covariance Metric
The covariance matrix demonstrates how trustworthy the estimated mean value is by the filter.
The earlier the metric converges to a lower value, the more trustworthy are its initial guesses with
high confidence. Figure 5.3 shows covariance metric convergence for the EKF versus the UKF. A
similar observation is made by [41].
It can be observed that the graph corresponding to the EKF converges to a value of the order of
10−3 quickly, but oscillates while the graph of the UKF monotonically converges to a value of the
order of 10−1 smoothly. A lower covariance value implies higher confidence in estimation. Using
this logic, the EKF is more trustworthy. However, the RMSE error values imply that the UKF is
better than the EKF.
The UKF covariance value is low enough to trust the UKF output. Even though its noise is of
the order of 10−1, its output at 3σ is lower than that of the EKF in all the cases. This shows that the
UKF was performing better than the EKF but with higher uncertainty in its estimate than that of the
EKF.
The difference in convergence can be explained by the aggregating sigma point approach in
the UKF. Weighted sigma point aggregation suppresses overall noise and hence leads to a smooth
convergence, while for the EKF, the covariance metric solution is stuck and unable to reach a minima.





Figure 5.3: Convergence of error co-variance matrix
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5.3 Discussion
The hierarchical rule-based reduction based fuzzy controller was able to suppress noise much
better as seen in 5.2.4 results. In both simulation runs, the fuzzy controller’s distance RMSE was
much lower than the LQR and pure pursuit. The reason for such behavior can be attributed to the
choice of membership functions and the reduced rule base. As pointed out in 3.3.9, the trapezoidal
membership function makes control output somewhat immune to sensor noise, when the error is in
the top flat zone of the membership function. The longer the flat zone, the larger the noise that can
be suppressed. This comes at the cost of losing some level of sensitivity. Another advantage of the
proposed methodology is that it reduced the dependency of the control action on all available error
values, unlike the regular fuzzy case where all possible combinations are considered all the time.
Hence it reduced the number of error terms and their noise contributions, thus further reducing noise.
Further during inference, each noisy output corresponding to noisy inputs was weighed down by the
degree of membership, which further reduced noise in the final control output.
The fuzzy controller was shown to be better than the LQR and pure pursuit when sea-currents
were increased as seen in 5.2.2. This points out the ability of the fuzzy controllers to converge to
target trajectories quicker than that of others. Reduced rule-based reduction plays a major role in
achieving such behavior. As discussed 3.3.10, correcting for orientation was not a priority until
the vehicle was in the near vicinity of the target trajectory. This priority list ensured the controller
focused on reducing distance error quickly rather than spending effort on correcting for orientation
simultaneously. This adaptive ability is missing in LQR and Pure Pursuit where such controllers try
to find an optimal control effort. This is especially true for LQR, which attempts to reduce all errors
simultaneously increasing convergence time.
The reduced rule base technique has significantly improved real-time performance in simulation.
As an example from [1], it reduced simulation time from 30 to 20 sec and reduced the rule base from
6125 to 81 rules. In this thesis, the rule base size was successfully reduced from 175 to 34, which
was useful given there was already a lag between MATLAB® and ROS. The design of the rule base
provided an opportunity to embed human-like steering behavior into the vehicle, Making the control
more predictable and better aligned to human needs and infrastructure. As pointed out previously,
trapezoidal membership functions help reduce noise but this can also reduce the sensitivity of the
controller if the top flat portion of the Trapezoid extends too far. Care has to be taken while making
this trade-off. Results 5.2.1 are proof of this claim, as the fuzzy controller has more RMSE error than
LQR and the reason being control action was not as sensitive to the error values in the near vicinity.
The simplified dynamics-based UKF was able to estimate positions better than the EKF in all
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cases. Especially when measurement data was noisy, the UKF was highly robust to increases in noise
when compared with the EKF. A deterministic sampling strategy-based filtering approach is the core
reason for such robust performance as it approximates nonlinear functions better. Further weighing
down each sample’s contribution reduces the overall noise. However, analysis of the covariance
matrix shows the EKF converges faster and to a lower value, suggesting higher confidence in the
EKF value than that of the UKF.
Complications in dynamic model-based prediction may arise while obtaining the required vehi-
cle coefficient and parameters. Mass and other physical measurements can be obtained with direct
measurement and the moment of inertia can be obtained through CAD modeling; however, damping
coefficients require CFD modeling and water testing. In this thesis, values were directly borrowed
from [32]. The UKF based position estimation methodology, presented in this thesis, made several
assumptions while running experiments which reduced the complexity but made simulations less
realistic. Access to GPS signals underwater was assumed, which is not the case in reality as GPS sig-
nals attenuate as the vehicle goes deeper into the water. This assumption was made as the objective
was to test the performance of the reduced dynamic model-based predictions for position estimation
and assumptions of GPS signal availability were made to make the experiment easier. Error model-
ing of the sensors was limited to white noise. Random walk and bias were not modeled but will be
considered in future work. Since comparisons were performed with EKF filtering, which assumed
the same conditions, comparative results and their conclusions were not affected. The irrotational




This study presented the first implementation of a hierarchical rule-base reduction fuzzy con-
troller for steering control of an underwater vehicle. The results were compared with other steering
controllers under fixed forward velocity. Other steering control approaches like model-based and
path-geometry were tested and their performance were observed and evaluated under various real-
life scenarios. The proposed fuzzy controller was successfully able to filter external disturbances
and suppress sensor noise. This controller was also able to generate a smooth control output which
resulted in minimization of the bang-bang effect. Further, it was observed that a fuzzy controller
can be used to design human expert systems and the hierarchical rule base reduction technique is
useful in reducing the number of rules. An optimal, model-based controller like LQR was able to
reduce RMSE error metric better than that of the fuzzy and pure pursuit but at the expense of the
smoothness of the control action. However, every controller exceeded the safe limit under a high-
speed situation, which points to the need for adaptive gains for the controllers. This will make the
controller applicable to wider scenarios with satisfactory performance.
A comparison of the Unscented Kalman filter with the Extended Kalman filter was presented.
The UKF based localization approach performed better than the EKF. The UKF was observed to
be more robust to external noise and disturbance. An important point to be noted, GPS data was
taken for observing states but the GPS signal attenuates as the vehicle goes deep into the water. The
real-life application uses acoustic beacons for measurement.
As to future work, the performance of the proposed fuzzy controller will be tested with varying
initial conditions. This test will help us understand the ability of controller convergence to the main
trajectory if the vehicle is deflected away by a surge of waves or if the localization system has es-
timated position error far away from the actual position due to sudden high sensor noises. Another
approach that has shown promising results in the underwater scenario is model predictive control.
The MPC approach is dynamic in nature and predicts control action considering a finite horizon and
updates gains accordingly. This approach is expected to be applicable to a wide range of scenar-
ios. Computing power is the bottleneck in this approach but can be bypassed by reducing horizon
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lengths and using GPUs. Another interesting topic would be generating control action while limiting
deviation in pitch and roll. Deviation in pitch and roll becomes more prominent when the vehicle
starts translating and rotating in multiple D.O.F. A model-based convex optimization program can be
written which corrects the control command generated by the primary control system.
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Listing A.1: Target Signal Generator MATLAB
f u n c t i o n [ t a r x , t a r y , f l a g , a , p a s t x , p a s t y ] = f c n ( c u r r x , c u r r y , u2 )
p e r s i s t e n t p a t h c o u n t ;
p e r s i s t e n t p a t h l e n g t h ;
p e r s i s t e n t p a t h ;
p e r s i s t e n t p a t h P r e ;
i f i s e m p t y ( p a t h c o u n t )
p a t h c o u n t =1 ;
p a t h P r e =u2 ;
[ p a t h l e n g t h , ˜ ] = s i z e ( p a t h P r e ) ;
p a t h =[ p a t h P r e ; p a t h P r e ( p a t h l e n g t h , 1 ) + 1 0 0 p a t h P r e ( p a t h l e n g t h , 2 ) + 1 0 0 ] ;
end
pos =[ c u r r x c u r r y ] ; % [ x , y ]
t a r g e t = p a t h ( p a t h c o u n t + 1 , : ) ;
p a s t = p a t h ( p a t h c o u n t , : ) ;
t a r x = t a r g e t ( 1 ) ;
t a r y = t a r g e t ( 2 ) ;
p a s t x = p a s t ( 1 ) ;
p a s t y = p a s t ( 2 ) ;
i f ( ( power ( power ( t a r x − c u r r x , 2 ) + power ( t a r y − c u r r y , 2 ) , . 5 ) <=.20))
p a t h c o u n t = p a t h c o u n t +1 ;
end
f l a g =0;
i f ( p a t h c o u n t == p a t h l e n g t h )
f l a g =1;
end
i f ( t a r g e t (2 )== p a s t y )
p r o j x = c u r r x ;
p r o j y = t a r g e t ( 2 ) ;
e l s e i f ( t a r g e t (1 )== p a s t x )
p r o j x = t a r g e t ( 1 ) ;
p r o j y = c u r r y ;
e l s e
m1=( t a r g e t (2) − p a s t y ) / ( t a r g e t (1) − p a s t x ) ;
m2= −1/m1 ;
c1= p a s t y −m1* p a s t x ;
c2= c u r r y −m2* c u r r x ;
p r o j x =( c1 −c2 ) / ( m2−m1 ) ;
p r o j y =(m2*c1 −m1* c2 ) / ( m2−m1 ) ;
end
l d = 1 . 2 ;
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i f ( ( power ( power ( t a r x − p r o j x , 2 ) + power ( t a r y − p r o j y , 2 ) , . 5 ) >l d ) )
a n g l e = a t a n 2 ( t a r y − p a s t y , t a r x − p a s t x ) ;
t a r x = p r o j x + l d * cos ( a n g l e ) ;
t a r y = p r o j y + l d * s i n ( a n g l e ) ;
end
a=mod ( p a t h c o u n t , 2 ) + 1 ;
Listing A.2: Pure Pursuit Control law MATLAB
f u n c t i o n [ a n g c o n t , v , c u r r a n g , d i s t e r r , o r i e n t e r r ,m] = f c n ( t a r x , t a r y , c u r r x , c u r r y , c u r r a n g , p a s t x , p a s t y )
x r e f = t a r x ;
y r e f = t a r y ;
x p a s t = p a s t x ;
y p a s t = p a s t y ;
x c u r r = c u r r x ;
y c u r r = c u r r y ;
m= a t a n 2 ( y r e f − y p a s t , x r e f − x p a s t ) ;
e r r x = t a r x − c u r r x ;
e r r y = t a r y − c u r r y ;
%D i s t a n c e E r r o r c a l c u l a t i o n
a1= x c u r r * ( y p a s t − y r e f ) ;
a2= y c u r r * ( x r e f − x p a s t ) ;
a3= y r e f * x p a s t − x r e f * y p a s t ;
a = −( a1+a2+a3 ) ;
b=norm ( [ ( y p a s t − y r e f ) ( x p a s t − x r e f ) ] ) ;
d i s t e r r =a / b ;
v= a t a n 2 ( e r r y , e r r x ) ;
a n g d i f f =v− c u r r a n g ;
o r i e n t e r r = a t a n 2 ( ( y p a s t − y r e f ) , ( x p a s t − x r e f ) ) − c u r r a n g
i f a n g d i f f > 3 . 1 4
a n g d i f f = a n g d i f f − 2 * 3 . 1 4 ;
e l s e i f a n g d i f f< −3.14
a n g d i f f = a n g d i f f + 2 * 3 . 1 4 ;
end
a n g c o n t = a t a n ( 2 * ( a n g d i f f ) ) ;
Listing A.3: Fuzzy Error Calculation MATLAB
f u n c t i o n [ d i s t e r r , f r o n t a n g e r r , o r i e n t e r r , ang ] = f c n ( t a r x , t a r y , c u r r x , c u r r y , c u r r a n g , p a s t x , p a s t y )
x r e f = t a r x ;
y r e f = t a r y ;
x p a s t = p a s t x ;
y p a s t = p a s t y ;
x c u r r = c u r r x ;
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y c u r r = c u r r y ;
o r i e n t c u r r = c u r r a n g ;
o r i e n t r e f = a t a n 2 ( ( y r e f − y p a s t ) , ( x r e f − x p a s t ) ) ;
%D i s t a n c e E r r o r c a l c u l a t i o n
a1= x c u r r * ( y p a s t − y r e f ) ;
a2= y c u r r * ( x r e f − x p a s t ) ;
a3= y r e f * x p a s t − x r e f * y p a s t ;
a = −( a1+a2+a3 ) ;
b=norm ( [ ( y p a s t − y r e f ) ( x p a s t − x r e f ) ] ) ;
d i s t e r r =a / b ;
%F r o n t Angle E r r o r C a l c u l a t i o n
ang= a t a n 2 ( ( y r e f − y c u r r ) , ( x r e f − x c u r r ) ) ;
f r o n t a n g e r r =ang − o r i e n t c u r r ;
i f f r o n t a n g e r r > 3 . 1 4
f r o n t a n g e r r = f r o n t a n g e r r − 2 * 3 . 1 4 ;
e l s e i f f r o n t a n g e r r< −3.14
f r o n t a n g e r r = f r o n t a n g e r r + 2 * 3 . 1 4 ;
end
%O r i e n t a t i o n E r r o r
o r i e n t e r r = o r i e n t r e f − o r i e n t c u r r ;
i f o r i e n t e r r > 3 . 1 4
o r i e n t e r r = o r i e n t e r r − 2 * 3 . 1 4 ;
e l s e i f o r i e n t e r r <−3.14
o r i e n t e r r = o r i e n t e r r + 2 * 3 . 1 4 ;
end
Listing A.4: LQR MATLAB
f u n c t i o n c o n t r o l = f c n ( l i n v a l , t e r r y , t e r r t h e t a )
l = 1 . 3 ; %l e n g t h o f v e h i c l e
v= l i n v a l ;
d i s p ( v ) ;
A=[0 −v ; 0 0 ] ;
B=[0 v / l ] ’ ;
Q=[1100 0 ; 0 1 0 0 0 ] ;
R = [ . 0 0 1 ] ;
%k= l q r (A, B , Q, R ) ;
k =[ −1095.4 1 0 0 1 . 1 ] ;
u=k *[ t e r r y t e r r t h e t a ] ’ ;
c o n t r o l = u ;
Listing A.5: UKF Weight Function
d e f w e i g h t s ( a lpha , be t a , kappa ) :
”””
I n p u t : − a lpha , be t a , kappa <−− a l l c o n s t a n t
Outpu t : − c <−− c o n s t a n t , w m <−− (2 n + 1 ) * ( 1 ) , W c <−− (2 n +1)* (2 n +1)
”””
lamb da = ( a l p h a * * 2 ) * (N+kappa ) −N
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w m 0 = lamb da / ( N+ lamb da )
w c 0 = lamb da / ( N+ lamb da ) + (1 − a l p h a **2 + b e t a )
w m = np . a s a r r a y ( [ 1 / ( 2 * ( N+ lamb da ) ) ] * 8 )
w m = ( np . i n s e r t (w m , 0 , w m 0 ) ) . r e s h a p e (2*N+1 ,1 )
w c = np . a s a r r a y ( [ 1 / ( 2 * ( N+ lamb da ) ) ] * 8 )
w c = np . i n s e r t ( w c , 0 , w c 0 )
mat = np . eye (2*N+1) − np . r e p e a t (w m, 2 *N+1 , a x i s =1)
d i a g m a t = np . d i a g ( w c )
W c = np . matmul ( np . matmul ( mat , d i a g m a t ) , mat . T )
c = ( a l p h a * * 2 ) * (N+kappa )
r e t u r n c , w m , W c
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APPENDIX B MEMBERSHIP FUNCTIONS
Table B.1: Membership function definition
Membership function Figure Formula
Pi shape π(x, α, β, ψ, ε) =

0 x ≤ α
x−α
β−α α < x ≤ β
1 β < x < ψ
ε−x
ε−ψ ψ ≤ x < β
0 x ≥ ε
S Shape S(x,α, β) =

0 x ≤ α
x−α
β−α α < x < β
1 x ≥ β
Z Shape Z(x,α, β) =

1 x ≤ α
β−x
β−α α < x < β
0 x ≥ β
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Table B.2: Fuzzy logic rule base
Distance Error Front Angle Error Orientation Error Control Output
Far Left Far Left Right 3
Far Left Near Left Right 2
Far Left Close Left Right 1
Far Left Zero Zero
Far Left Close Right Left 1
Far Left Near Right Left 2
Far Left Far Right Left 3
Close Left Far Left Right 3
Close Left Close Left Right 2
Close Left Zero Right1
Close Left Close Right Right1
Close Left Far Right Right1
Zero Far Left Right2
Zero Close Left Right1
Zero zero zero
Zero Close Right Left1
Zero Far Right Left2
Table B.3: Membership function distance error
Linguistic Variable Type Value
Far Left Z [-100 -100 -0.3 -0.15]
Close Left π [-0.3 -0.15 -0.065 -0.04]
Zero π [-0.065 -0.04 0.04 0.065]
Close Right π [0.04 0.065 0.15 0.3]
Far Right S [-100 -100 -0.3 -0.15]
Table B.4: Membership function orientation error
Linguistic Variable Type Value
Far Left Z [-4.567 -3.308 -0.5 -0.2]
Close Left π [-0.5 -0.2 -0.08 -0.05]
Zero π [-0.08 -0.065 0.065 0.08]
Close Right π [0.05 0.08 0.2 0.5]
Far Right S [0.2 0.5 3.307 4.568]
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Table B.5: Membership function front angle error
Linguistic Variable Type Value
Far Left Z [-4.116 -3.171 -0.4211 -0.3211]
Near Left π [-0.4511 -0.3211 -0.2411 -0.1411]
Close Left π [-0.2411 -0.1411 -0.06109 -0.05109]
Zero π [-0.06109 -0.05109 0.05109 0.06109]
Close Right π [0.05109 0.06109 0.1411 0.2411]
Near Right π [0.1411 0.2411 0.3211 0.4511]
Far Right S [0.3211 0.4211 3.171 4.116]
Table B.6: Membership function orientation error
Linguistic Variable Type Value
Right 3 Triangular [-1.1 -1 -0.9]
Right 2 Triangular [-0.7 -0.6 -0.5]
Right 1 Triangular [-0.275 -0.175 -0.075]
Zero Triangular [-0.1 0 0.1]
Left 1 Triangular [0.075 0.175 0.275]
Left 2 Triangular [0.5 0.6 0.7]
Left 3 Triangular [0.9 1 1.1]
72
APPENDIX C SIMULINK BLOCKS
Figure C.1: Fuzzy controller block diagram
73
Figure C.2: LQR controller block diagram
Figure C.3: Pure Pursuit controller block diagram
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APPENDIX D HYDRODYNAMIC CONSTANTS
Table D.1: Added mass value used in dynamic equation
Added Mass Value (Kg) Added Inertia Value (kg/m3)
Xu̇ 0779.79 Kṗ 0534.90
Yv̇ 1222.00 Mq̇ 0842.69
Zẇ 3659.90 Nṙ 0224.32
Table D.2: Damping coefficients used in dynamic equation
Linear Term Value Quadratic Term Value
Xu −0074.89 Xu|u| −0748.22
Yv −0069.48 Yv|v| −0992.53
Zw −0782.40 Zw|w| −1821.01
Kp −0268.80 Kp|p| −0672.00
Mq −0309.77 Mq|q| −0774.44
Nr −0105.00 Nr|r| −0523.27
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APPENDIX E CONTROL SIGNALS
Figure E.1: Control signal comparison for Fuzzy, LQR and Pure Pursuit controller 1
1Graph is shifted because every controller took different time to complete trajectory
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