For a continuous complex-valued function g on the real line without zeros, several notions of a mean winding number are introduced. We give necessary conditions for a Toeplitz operator with matrix-valued symbol G to be semi-Fredholm in terms of mean winding numbers of det G. The matrix function G is assumed to be continuous on the real line, and no other apriori assumptions on it are made.
Introduction and main result
A (bounded linear) operator K on a Banach space B is called normally solvable [11] , [15] if its image is closed. K is called a Φ + operator (a Φ − operator) if it is normally solvable and dim Ker K < ∞ ( dim Coker K = dim B/Range K < ∞, respectively). We denote by Φ ± (B) these classes of operators on B. Fredholm and semi-Fredholm operators have several interesting properties. For instance, the product of two Φ ± operators is again a Φ ± operator, and the formula Ind (K 1 K 2 ) = Ind (K 1 ) + Ind (K 2 ) holds for K 1 , K 2 in Φ + or in Φ − . We refer to [11] , [15] for detailed expositions of the theory of these classes and for applications.
Let C + = {z ∈ C : Im z > 0} be the upper half-plane in the complex plane C. We recall that the classical Hardy space H 2 (C + ) consists of analytic functions f in C + such that f def = sup y>0 |f (x + iy)| 2 dx 1/2 is finite, see [9] . Functions in H 2 (C + ) have non-tangential boundary limit values on R, which permits us to identify H 2 (C + ) with a closed subspace of L 2 (R). We refer the reader to [9] for an exposition of the theory of H p spaces of the half-space. We put H p = H p (C + ), 1 ≤ p ≤ ∞.
For any function space Ψ, we denote by Ψ R the set of its real elements and by Ψ r , Ψ r×r , respectively, the spaces of r × 1 vector-valued functions and of r × r matrixvalued functions with entries in Ψ. If A is a scalar or matrix functional algebra, we denote by GA the set of all its invertible elements.
Let the natural number r be fixed and let G ∈ L ∞ r×r (R). The vector Toeplitz operator T G with the symbol G acts on the vector Hardy space H 2 r by the formula
here P + is the orthogonal projection of L 2 r (R) onto its closed subspace H 2 r . The aim of this paper is to give necessary conditions for T G to be semi-Fredholm and Fredholm. First we quote the following well-known result.
Theorem A (see [4] ). The condition G ∈ GL ∞ r×r (R) is necessary for T G to be semi-Fredholm.
We will always assume this condition to be fulfilled.
Let BMO = BMO R be the space of real-valued functions on R of bounded mean oscillation. We recall that BMO consists of those locally integrable functions f on R that satisfy
where the supremum is taken over all finite subintervals J of the real line and f J = 1 |J| J f is the mean of f on the interval J. It is known [13] that if there exist a constant C and arbitrary real numbers f J such that (1.2) holds for any finite interval J in R, then f belongs to BMO R . We refer to [13] for an exposition of the theory of these spaces.
Let C + (R) be the class of real continuous (nonstrictly) increasing functions on R, and put
We put C b = C b (R) to be the Banach space of all continuous uniformly bounded functions on R with the supremum norm.
We are only concerned with the case when G is continuous on the real line, hence the argument of det G(x) is correctly defined on R up to an additive constant 2πik, where k ∈ Z.
The main result of §2 is as follows.
In §3, we introduce a system of mean winding numbers of det G and formulate and prove Theorems 2 and 3 (they will follow from Theorem 1). In §4, we formulate some problems, related with our results.
The motivation comes from the control theory. In a problem about the complete controllability of delay equations it turned out to be necessary to estimate the number
in terms of some computable characteristics of a matrix function G ∈ GC b r×r (R). The number β(G) has a meaning of the least time of complete controllability. Theorems 2 and 3 permitted us to give a good estimate of this number. These results were obtained jointly by the author and Sjoerd Lunel and will be published elsewhere.
Let us give brief historical remarks; we refer to [14] , [16] , [17] , [3] for systematic expositions of the subject. The Fredholm properties of scalar and matrix Toeplitz operators, in fact, are vastly studied.
In many works, the unit disc D = {z ∈ C : |z| < 1} instead of the upper halfplane C + is considered. If G ∈ L ∞ r×r (T), where T = ∂D is the unit circle, then the same formula (1.1) defines a Toeplitz operator T G on H 2 r (D) (in this setting, P + stands for the orthogonal projection of L 2 r (T) onto the vector Hardy space H 2 r (D)). Let
be the conformal mapping of C + onto the unit disc D. The formula
where W : H 2 r (D) → H 2 r is the unitary isomorphism, given by
shows that each vector Toeplitz operator on C + is unitarily equivalent to a vector Toeplitz operator on D, and vice versa, so there is no difference in the study of Toeplitz operators in these two settings. The symbols on T that correspond to symbols in C b r×r by means of this construction have the only discontinuity at the point 1.
Notice first of all that each function G in GL ∞ r×r (T) factors (in an essentially unique way) as G = U G e , where G e ∈ GH ∞ r×r (D) and U is unitary-valued on T. Then T G = T U T Ge , and T Ge is invertible, so that Fredholmness or semi-Fredholmness of T G is equivalent to the corresponding property of T U . For unitary symbols, the following results hold (see [4] ).
In the scalar case, Theorem B is due to Widom [27] and Devinatz [6] . In this case, the Widom -Devinatz theorem contains more equivalent conditions and provides in fact a very useful criterion of invertibility of T U in terms of the existence of the
Ha is the Hilbert transform of a and b ∞ < π/2. The Coburn lemma implies that in the scalar case T G is in Φ + if and only if it is left invertible; in the matrix case it is false. In the matrix case, Theorems B and C are contained in [7] , [5] . We refer to the books by Böttcher and Silberman [4] , Douglas [8] , Nikolski [16] , [17] , Speck [24] for more detailed information.
If G ∈ C r×r (T) and det G = 0 on T, then T G is Fredholm, and
where wind is the winding number (around the origin). Necessary and sufficient conditions for a Toeplitz operator to be Fredholm and semi-Fredholm are also known if G belongs to various algebras of symbols. For instance, classes PC of piecewise continuous symbols, QC = L ∞ ∩ VMO of quasicontinuous symbols, and PQC = alg (PC, QC) have been studied both in scalar and matrix case. Another well-studied cases are that of almost periodic and semi-almost periodic symbols. For matrix symbols of these types, a great breakthrough has been done recently by Böttcher, Karlovich and Spitkovsky, see [3] . Among other things, generalizations of the index formula (1.6) are known for these cases (see [4] , [16] , [17] ). We refer to [20] , [1] , [2] for symbols of other classes. See [14] for a connection with the factorization and Riemann -Hilbert problem. Books [12] , [10] treat a different setting of the problem. The behavior of the property of Fredholmness under an orientation preserving homeomorphism of R is studied in [2] , [10] .
Much less is known for symbols in C b r×r (R) with no other assumptions, and our paper goes in this direction. Note that we only give necessary conditions for Fredholmness and semi-Fredholmness. We refer to Subsections 2.26 and 4.73 in [4] for other partial results in this sense. Various kinds of mean winding numbers were introduced in the work by Sarason [22] for symbols in QC, by Power [20] for slowly oscillating symbols and by Karlovich, Spitkovsky and others for almost periodic and semi-almost periodic symbols (see [3] and references there).
Proof of Theorem 1
First we need some facts and definitions.
Let 0 < α < 1. We put
here J runs over all compact intervals in R and Lip α (J) is the Lipshitz class on J with the exponent α. Next, we will need the class
where k > 0 a.e. on R, log k ∈ L 1 (R), and s is a real constant. We assume u and v to be real-valued and harmonic in C + . These functions have boundary limit values a.e. on R, which satisfy u|R = log k a.e. and v|R = H(u|R), where H is the Hilbert transform on R.
Each function g in GH ∞ (C + ) is outer; in this case log k ∈ L ∞ (R). We refer to [9] , [13] for all these (classical) facts.
For each function g in GH ∞ (C + ), arg g(z) = s + v(z) is well-defined on C + (up to an additive constant 2πn). We also see that the function arg g(z) has boundary limit values a.e. on R, which will be denoted as arg g(x), x ∈ R.
Definition. We define the class H ∞ * (C + ) as the set of functions f ∈ H ∞ (C + ) that have the form
where g ∈ GH ∞ (C + ) and h is inner in C + and has a continuous extension to R.
A function h is inner of the above type if and only if it has the form
where |C| = 1, a > 0, and z j ∈ C + , |z j | → ∞. Take any positive continuous function y = ψ(x) on R such that the subgraph Γ ψ = {(x + iy) : 0 < y < ψ(x)} ⊂ C + does not contain the zeros z j of h. Then arg h(z) is well-defined and continuous on Γ ψ ∪R.
Definition. Let f ∈ H ∞ * (C + ), and let g, h, Γ ψ be as above. We define the argument arg f on Γ ψ ∪ R by arg f = arg g + arg h.
, the argument arg f is well-defined on Γ ψ (up to adding 2πn, n ∈ Z). It is continuous on Γ ψ and its values on R exist almost everywhere in the sense of nontangential limits.
Proof. For any f = g · h ∈ H ∞ * (C + ) as above, arg g ∈ BMO R and arg h is a continuous increasing function.
We will make use of the following properties.
. This factorization is unique up to multiplying G e on the left by a constant unitary matrix.
(2) If the matrix K (as above) satisfies additionally K
For the property (1), see [14] , Theorem 7.9 and [26], Proposition 7.1. The proof of (2) is contained in [25] , [4] .
Proof. It is more transparent to work with H 2 r (D) instead of H 2 r . Suppose G = G(z) ∈ L ∞ r×r (T) and T G ∈ Φ + ; we have to check that there is some integer n ≥ 0 such that T z n G is left invertible. By the assumption, the kernel Ker T G is finite dimensional; let x 1 , . . . x m ∈ H 2 r (D) be its basis. Put
, then x = m j=1 c j x j for some coefficients c j and z n Gx ∈ H 2 −,r , which implies that c 1 = · · · = c m = 0. Hence Ker T z n G(z) = 0. Since T z n G = T G T z n is a Φ + operator with trivial kernel, it follows that it is left invertible. Proof. Put V = F G −1 , then F = V G on C + and a.e. on R and V is unitary on J. We apply the symmetry principle to V . Since V ∈ GH ∞ r×r (C + ), it is easy to prove that V (z) = V * −1 (z) is an analytic continuation of V onto the lower half-plane through the arc J. (2), we arrive at functions G ne ∈ GH ∞ r×r (C + ) such that G ne • ϕ ∈ A α r×r (D) and K n = G * ne G ne on R. By Lemma 3, G e = V n G ne on (−n, n), where V n are unitary on (−n, n) and analytic in neighbourhoods of these intervals. It follows that G e ∈ A α,loc r×r . Therefore U ∈ Lip α,loc r×r .
We refer to Pousson [19] and Rabindranathan [21] for a related result on the factorization and to [4] , Section 4.38 for the connection with Fredholmness.
. Then for any finite interval L on the real line we have lim sup
Proof. Denote by H(z), z ∈ C + , the harmonic extension of H by means of the Poisson formula. Then for any y > 0,
Since H(x + iy) → H(x) as y → 0+ uniformly on compact subsets of the real line, the result follows.
Proof of Theorem 1. We prove part (1) . Suppose G ∈ C b r×r and T G ∈ Φ + . We have to prove that arg det G ∈ BMO + R . By Lemma 1, there is some k > 0 such that T G1 is left invertible, where G 1 = ϕ k G. Since arg det G = arg det G 1 − kr arg ϕ and arg ϕ ∈ L ∞ (R) ⊂ BMO R , we have only to prove that arg det
r×r and R ∈ C b r×r has a small norm R ∞ : R ∞ < ǫ ′ < ǫ, where ǫ ′ has to be chosen. Since
So it suffices to consider G 2 instead of G.
By Lemma 4, we have a factorization G 2 = U G 2e , where U ∈ Lip α,loc r×r is unitary valued and G 2e ∈ GA α,loc r×r . Then
Since
, we conclude that T U is left invertible. We apply Theorem B and arrive at a function F ∈ H ∞
where ρ > 0. By Lemma 5,
for x ∈ L ρ , y ∈ (0, δ), where δ = δ(ρ) > 0. It follows, in particular, that there is a graph y = ψ(x) of a positive function ψ ∈ C b (R) such that
Hence det F belongs to H ∞ * (C + ) and arg det F is well-defined on Γ ψ . One can define a continuous branch of arg det U (x) −1 F (x + iy) for x + iy ∈ Γ ψ so that | arg det U (x) −1 F (x + iy) | < rπ/2. Therefore there is a continuous branch of arg det F (x + iy), x + iy ∈ Γ ψ such that its limit values satisfy arg det F (x) − arg det U (x) ≤ rπ 2 a.e. on R.
By Proposition 1, arg det F ∈ BMO + R . Hence arg det U ∈ BMO + R . Since G 2e ∈ GA α,loc r×r (C + ), it follows that det G 2e ∈ GH ∞ (C + ), so that arg det G 2e ∈ BMO R . Finally, we deduce from the formula arg det G 2 = arg det U + arg det G 2e that arg det G 2 ∈ BMO + R . The case when T G ∈ Φ − is obtained by considering G * instead of G. The assertion (2) follows from (1) and Lemma 2.
Mean winding numbers
Let H 1 R be the real Hardy space,
Definition. Consider the cone Π = {η ∈ H 1 R : η has a compact support on R,
We remark that the condition R η = 0 guarantees that the above integrals do not depend on the additive constant in arg det G.
As a consequence, we obtain that if
In the scalar case, this inequality follows from the Widom-Devinatz theorem (together with the Fefferman duality theorem) and takes place for all η ∈ H 1 R (if the integral is understood in the sense of the the duality H 1 R -BMO R ).
Definition. Let η ∈ Π, η ≡ 0 be fixed, and let G ∈ C b r×r . Define the upper and the lower mean winding numbers of det G (associated with η) by [4] or [11] , Ch. 9). Corollary 1. Let α > 0, and define generalized winding numbers
This follows immediately from Theorem 3.
In particular, the function η = 1+α 2
The corresponding upper winding number is given by
Let us define similarly the lower winding number w α (G), as the corresponding lower limit. Corollary 1 holds, in particular, for these characteristics of G. If n = 1 and G(x) = exp ik(sign x) · |x| α , then w α (G) = w α (G) = k.
Whenever the usual limit exists, we will write w α instead of w α and w α .
In fact, we could take instead of T 1+α any function ρ(T ) such that ρ(T ) > 0, Indeed, if T e −iτ x G is onto, then it is a Φ − operator, which implies that
We remark that if G is a semi-almost periodic r × r matrix function such that G, G −1 ∈ C b (R), then det G is a scalar semi-almost periodic function, and det G has almost periodic representatives (det G) ±∞ at +∞ and −∞, respectively (see [3] ). These representatives, by the Bohr mean motion theorem, have the form
where κ ± are mean motions of det G(x) at ±∞ and functions g ± are almost periodic. In this case, w 1 (G) = w 1 (G) = κ − + κ + 2 .
If r = 1, complete criteria of Fredholmness, as well as the calculation of the Fredholm index are known for this case since the work by Sarason [23] . The results for the almost periodic and semi-almost periodic matrix case depend on the existence of some special factorizations of G. If these factorizations exist, then complete criteria for Fredholmness and formulas for the index are available, see [18] and [3] , Ch. 10 and §19.6.
Proof of Theorem 2. By Theorem 1, it only has to be proved that if f ∈ BMO + R , then
This inequality follows from the Fefferman duality H 1 R -BMO R (see [13] ) in the case when f ∈ BMO R . Now let f be nondecreasing, and take any function η ∈ Π. Suppose that supp η ⊂ I, where I is a finite interval. Approximate f in L ∞ (I) by a sequence of nondecreasing step functions {f n } of the form
where C n , a nk ∈ R and α nk are negative. Then R ηf n ≥ 0 for all n, hence R ηf ≥ 0. We obtain the result by combining these two cases.
Proof of Theorem 3. Let η T (x) = η(T x). Since H(η T ) = (Hη) T , it follows that η T H 1 R = T η H 1 R . So the assertions follow directly from Theorem 2.
Some related questions
Problem 1. Give a real variable characterization of classes BMO R ± .
Problem 2. 1) Let r = 1, and let G ∈ C(R), arg G ∈ C + (R), lim x→±∞ arg G = ±∞. What additional conditions guarantee that T G ∈ Φ + (H 2 r )? 2) What can be said in this respect for the matrix case r > 1?
Problem 3. Suppose that T G ∈ Φ + . Can one give some estimates of ind T G in terms of some explicit real variable characteristics of arg det G? Problem 4. Suppose that η 1 , η 2 ∈ Π. When can one assert that w η1 (G) = +∞ implies that w η2 (G) = +∞ for all G ∈ C b r×r (R) with | det G| > ǫ > 0 on R? Is there a "universal" function η 0 ∈ Π such that for any G as above, w η0 (G) = +∞ implies that w η (G) = +∞ for all η ∈ Π?
