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This note deals with the substantial inaccuracies in Lemmas 3.4 and 3.5
[more specifically, inequalities (4.48) and (4.53) of their proofs] and in The-
orems 2.2 and 2.3 of [1] related to the important point that if a game option
is not exercised or canceled before the expiration (horizon) time then the
seller pays no penalty to the buyer, which is natural but does not agree well
with the direct extension of payoff formulas beyond the horizon. The argu-
ments in [1] do not require any modification if penalties in the corresponding
game options are extended by zero beyond the horizon which, in view of the
Lipschitz-type condition (2.2) there, would be a somewhat restrictive re-
quirement since it eliminates the case of a constant (nonzero) penalty. Of
course, there is no problem with the argument there if we consider just the
American options case. We will deal with Theorems 2.2 and 2.3 later on
in this note (warning the reader that our first correction of the proof there
contains inaccuracies) and we start with showing that the estimate of Theo-
rem 2.1 remains true if in place of Lemmas 3.4–3.6 we employ the following
argument which extends the idea of Lemma 3.6 there. In the notations, the
value of a game option in the Black–Scholes market is given by
V (z) = inf
σ∈T B
0T
sup
τ∈T B0T
EBQBz (σ, τ)(1)
which in view of Lemma 3.3 in [1] should be compared with
V B,θn (z) = inf
ζ∈T B,n0,n
sup
η∈T B,n0,n
EBQBz (θ
(n)
ζ , θ
(n)
η ).(2)
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Lemma 1. There exists a constant C > 0 such that for all z,n > 0,
|V (z)− V B,θn (z)| ≤C(F0(z) +∆0(z) + z +1)n
−1/4.(3)
Proof. For any δ > 0 there exists σδ ∈ T
B
0T such that
V (z)≥ sup
τ∈T B
0T
EBQBz (σδ, τ)− δ.(4)
As in [1] for each σ ∈ T B0T set νσ =min{k ∈N : θ
(n)
k ≥ σ} and define
ασ,δ = (n ∧ νσδ )Iσδ<T + nIσδ=T .
Since the Brownian filtration is right continuous it is easy to see that
{ασ,δ = n}= {νσδ ≥ n} ∪ ({νσδ < n} ∩ {σδ = T})
= {θ
(n)
n−1 <σδ} ∪ ({θ
(n)
n−1 ≥ σδ} ∩ {σδ = T}) ∈ F
B
θ
(n)
n−1
and
{ασ,δ ≤ k}= {νσδ ≤ k} ∩ {σδ < T}= {θ
(n)
k ≥ σδ} ∩ {σδ < T} ∈ F
B
θ
(n)
k
.
Hence ασ,δ ∈ T
B,n
0,n . Now, let βσ,δ ∈ T
B,n
0,n satisfies
EBQBz (θ
(n)
ασ,δ
, θ
(n)
βσ,δ
)≥ sup
η∈T B,n0,n
EBQBz (θ
(n)
ασ,δ
, θ(n)η )− δ.(5)
Then by (2), (4) and (5),
V B,θn (z)− V (z)≤ E
BQBz (θ
(n)
ασ,δ
, θ
(n)
βσ,δ
)− sup
τ∈T B
0T
EBQBz (σδ , τ) + 2δ
(6)
≤ EB(QBz (θ
(n)
ασ,δ
, θ
(n)
βσ,δ
)−QBz (σδ, θ
(n)
βσ,δ
∧ T )) + 2δ.
It is clear that if θ
(n)
ασ,δ < θ
(n)
βσ,δ
, then σδ < θ
(n)
βσ,δ
∧ T ,
QBz (θ
(n)
ασ,δ
, θ
(n)
βσ,δ
)−QBz (σδ, θ
(n)
βσ,δ
∧ T )≤ J1 + J2 + J3,(7)
where
J1 = |Fθ(n)
βσ,δ∧ασ,δ
(SB(z))− F
θ
(n)
βσ,δ
∧σδ (S
B(z))|,
J2 = |Gθ(n)ασ,δ
(SB(z))−Gσδ (S
B(z))|
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and
J3 = |e
−rθ(n)
βσ,δ∧ασ,δ − e
−r(θ(n)
βσ,δ
∧σδ)
|F
θ
(n)
βσ,δ
(SB(z))
+ |e
−rθ(n)ασ,δ − e−rσδ |Gσδ (S
B(z)).
By assumption (2.2),
J1 ≤ L
((
|θ(n)n − T |+ max
1≤k≤n
|θ
(n)
k ∧ T − θ
(n)
k−1 ∧ T |
)
×
(
1 + zer(θ
(n)
n ∨T ) sup
0≤t≤θ(n)n ∨T
eκBt
)
(8)
+ sup
θ
(n)
n ∨T≥t≥θ(n)n ∧T
|SBt (z)− S
B
θ
(n)
n ∧T
(z)|
+ max
1≤k≤n
sup
θ
(n)
k
∧T≥t≥θ(n)
k−1
∧T
|SBt (z)− S
B
θ
(n)
k−1
(z)|
)
,
where θ
(n)
0 = 0. Employing (4.7), (4.8) and (4.25), we obtain in the same way
as in (4.60)–(4.67) that
EBJ1 ≤C
(1)zn−1/4(9)
for some C(1) > 0 independent of z and n. Next, by (2.2), the same bound
holds for J2, and so
EBJ2 ≤C
(1)zn−1/4.(10)
Finally, by (2.3) and (2.4),
J3 ≤ 2rL(θ
(n)
n ∨ T + 2)(F0(z) +∆0(z) + z)e
r(θ
(n)
n ∨T )
(11)
×
(
|θ(n)n − T |+ max
1≤k≤n
|θ
(n)
k ∧ T − θ
(n)
k−1 ∧ T |
)(
1 + sup
0≤t≤θ(n)n ∨T
eκBt
)
.
Again, employing (4.7) and (4.8), we derive that
EBJ3 ≤C
(2)(F0(z) +∆0(z) + z)n
−1/4.(12)
Now, (6), (7), (9), (10) and (12) yield that
V B,θn (z)− V (z)≤ (2C
(1)z +C(2)(F0(z) +∆0(z) + z))n
−1/4 +2δ.(13)
In order to estimate this difference in the other direction choose ζδ ∈ T
B,n
0,n
such that
V B,θn (z)≥ sup
η∈T B,n0,n
EBQBz (θ
(n)
ζδ
, θ(n)η )− δ.(14)
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Set
σδ = T Iζδ=n + θ
(n)
ζδ
∧ T Iζδ<n.
For any t≤ T ,
{σδ < t}= {ζδ <n} ∩ {θ
(n)
ζδ
< t} ∈ FBt
and
{σδ = T}=Ω \ {σδ < T} ∈ F
B
T .
Since the Brownian filtration is right continuous we conclude that σδ ∈ T
B
0T .
Let τδ ∈ T
B
0T satisfies
EBQBz (σδ, τδ) + δ ≥ sup
τ∈T B0T
EBQBz (σδ, τ)
then by (1) and (14) we obtain
V (z)− V B,θn (z)≤ 2δ +E
B(QBz (σδ, τδ)−Q
B
z (θ
(n)
ζδ
, θ
(n)
ντδ∧n)),(15)
where, recall, ντ =min{k ∈N : θ
(n)
k ≥ τ}. As before, we obtain that ντδ ∧n ∈
T B,n0,n .
It is easy to see from the definition that σδ < τδ if and only if θ
(n)
ζδ
< θ
(n)
ντδ∧n,
and so
QBz (σδ , τδ)−Q
B
z (θ
(n)
ζδ
, θ
(n)
ντδ∧n)≤ J4 + J5 + J6,(16)
where
J4 = |Fτδ (S
B(z))−F
θ
(n)
ντδ
∧n
(SB(z))|,
J5 = |Gσδ (S
B(z))−G
θ
(n)
ζδ
(SB(z))|
and
J6 = |e
−rτδ − e−rθ
(n)
ντδ
∧n |Fτδ (S
B(z))
+ |e−rσδ − e−rθ
(n)
ζδ |Gσδ (S
B(z)).
By (2.2),
J4 ≤L
((
|θ(n)n − T |+ max
1≤k≤n
|θ
(n)
k ∧ T − θ
(n)
k−1 ∧ T |
)
×
(
1 + zer(θ
(n)
n ∨T ) sup
0≤t≤θ(n)n ∨T
eκBt
)
(17)
ANOTHER CORRECTION 5
+ sup
θ
(n)
n ∨T≥t≥θ(n)n ∧T
|SBt (z)− S
B
θ
(n)
n ∧T
(z)|
+ max
0≤k≤n
sup
θ
(n)
k
∧T≥t≥θ(n)
k−1
∧T
|SBt (z)− S
B
θ
(n)
k−1
∧T (z)|
)
.
Thus, J4 has the same bound as J1, and so
EBJ4 ≤C
(1)zn−1/4.(18)
Next, by (2.2) and the definition of σδ ,
J5 ≤ L
(
|θ(n)n − T |
(
1 + zer(θ
(n)
n ∨T ) sup
0≤t≤θ(n)n ∨T
eκBt
)
+ sup
θ
(n)
n ∨T≥t≥θ(n)n ∧T
|SBt (z)− S
B
θ
(n)
n (z)∧T
(z)|(19)
+ max
1≤k≤n
sup
θ
(n)
k
∧T≥t≥θ(n)
k−1
∧T
|SBt (z)− S
B
θ
(n)
k−1
(z)|
)
.
Hence, J5 can be estimated by the right-hand side of (8), and so
EBJ5 ≤C
(1)zn−1/4.(20)
Now, by (2.3) and (2.4),
J6 ≤ 2rL(θ
(n)
n ∨ T + 2)(F0(z) +∆0(z) + z)e
rT
×
(
|θ(n)n − T |+ max
1≤k≤n
|θ
(n)
k ∧ T − θ
(n)
k−1 ∧ T |
)
(21)
×
(
1 + sup
0≤t≤θ(n)n ∨T
eκBt
)
and in the same way as in (12) we obtain that
EBJ6 ≤C
(2)(F0(z) +∆0(z) + z)n
−1/4.(22)
Since δ > 0 is arbitrary we obtain (3) from (13), (15), (16), (18), (20) and
(22).
Next we deal with Theorems 2.2 and 2.3. First, we have to replace the
stopping time ϕ∗n = θ
(n)
µ∗n◦λ(n)B
in Theorem 2.2 by σ∗ = (T ∧ ϕ∗n)Iµ∗n◦λ(n)B <n
+
T I
µ∗n◦λ(n)B =n
and the stopping time θ
(n)
ϕ in Theorem 2.3 by σ = (T ∧θ
(n)
ϕ )Iϕ<n+
T Iϕ=n where, recall, ϕ= µ ◦ λ
(n)
B and (µ ◦ λ
(n)
ξ , π) is a hedge for some self-
financing portfolio strategy π in the corresponding binomial market. Then
the proof of Theorem 2.2 should be modified according to the arguments
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below which will give (2.17) with σ∗ in place of ϕ∗n and the same ψ∗n as
there. In place of (2.22) in Theorem 2.3 we will have the following shortfall
estimates:
sup
τ∈T B0T
EB(RBz (σ, τ)−Z
B
σ∧τ )
+ ≤C(F0(z)+∆0(z)+z+1)n
−1/4(lnn)3/4
(23)
for some constant C > 0 and, furthermore, for any ǫ > 0 there exists a con-
stant Cǫ such that
EB sup
0≤t≤T
EB(RBz (σ, t)−Z
B
σ∧t)
+ ≤Cǫ(F0(z)+∆0(z)+z+1)n
−1/4−ǫ.(24)
Here ZBt is the portfolio value at time t for a self-financing strategy π
B in
the Black–Scholes market constructed by π in Theorem 2.3 and we have
to specify that between the times T ∧ θ
(n)
n and T we manage ZBt so that
its discounted value ZˇBt stays constant, that is, Zˇ
B
t = Zˇ
B
T∧θ(n)n
for all t ∈
[T ∧ θ
(n)
n , T ]. This is done by selling all stocks at the time θ
(n)
n if θ
(n)
n < T
(otherwise, doing nothing), buying immediately bonds for all money and
doing nothing afterward.
In order to prove (23) and (24) set
Ψ = sup
0≤t≤T
∣∣∣∣QBz (σ, t)−QB,nz
(
ϕT
n
,
(n∧ νt)T
n
)∣∣∣∣,
where, recall, QBz (s, t) = e
−rs∧tRBz (s, t) and QB,nz (s, t) = e−rs∧tRB,nz (s, t) are
the discounted payoffs. By (4.22)–(4.28) it follows that
max
0≤k≤n
max
0≤l≤n
∣∣∣∣QB,nz
(
kT
n
,
lT
n
)
−QB,θ,nz (θ
(n)
k , θ
(n)
l )
∣∣∣∣
(25)
≤ r max
0≤k≤n
∣∣∣∣θ(n)k − kTn
∣∣∣∣ max0≤k≤nGkT/n(SB,n(z)) + 3I,
where I is the right-hand side of (4.28). As in Lemma 3.2 we obtain
EB max
0≤k≤n
max
0≤l≤n
EB
∣∣∣∣QB,nz
(
kT
n
,
lT
n
)
−QB,θ,nz (θ
(n)
k , θ
(n)
l )
∣∣∣∣
(26)
≤C(1)(F0(z) +∆0(z) + z +1)n
−1/4(lnn)3/4.
Similarly to (16)–(22) we conclude that
EB sup
0≤t≤T
|QBz (σ, t)−Q
B
z (θ
(n)
ϕ , θ
(n)
n∧νt)| ≤C
(2)(F0(z) +∆0(z) + z)n
−1/4(27)
which together with (26) and Lemma 3.3 yields that
EBΨ≤C(3)(F0(z) +∆0(z) + z + 1)n
−1/4(lnn)3/4.(28)
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From (5.24) it follows that ZˇBϕ∧ντ ≥Q
B,n
z (
Tϕ
n ,
T (ντ∧n)
n ) for any τ ∈ T
B
0T where,
recall, that ZˇBt = e
−rtZBt is the discounted portfolio value. Since ZˇBt is a
martingale which does not change on the time interval [T ∧ θ
(n)
n , T ] and
since σ ∧ τ ∧ θ
(n)
n ≤ θ
(n)
ντ∧ϕ we obtain
ZˇBσ∧τ = Zˇ
B
σ∧τ∧θ(n)n
=EB(ZˇB
θ
(n)
ντ∧ϕ
|FB
σ∧τ∧θ(n)n
) =EB(ZˇB
θ
(n)
ντ∧ϕ
|FBσ∧τ )
(29)
≥ EB(QBz (σ, τ)−Ψ|F
B
σ∧τ ) =Q
B
z (σ, τ)−E
B(Ψ|FBσ∧τ )
taking into account that ZˇB
θ
(n)
ντ∧ϕ
is FB
θ
(n)
n
-measurable and QBz (σ, τ) is F
B
σ∧τ -
measurable. We use the latter measurability in the last equality and the for-
mer one in the third equality of (29) together with the formula EB(X|FBσ˜∧τ˜ ) =
EB(X|FBτ˜ ) which is valid provided X is F
B
σ˜ -measurable and τ˜ , σ˜ are stop-
ping times. This together with (28) gives
sup
τ∈T B0,T
EB(RBz (σ, τ)−Z
B
σ∧τ )
+ ≤ erT sup
τ∈T B0,T
EB(QBz (σ, τ)− Zˇ
B
σ∧τ )
+
≤ erT sup
τ∈T B0,T
EB(EB(Ψ|FBσ∧τ )) = e
rTEB(Ψ)
≤ C(4)(F0(z) +∆0(z) + z + 1)n
−1/4(lnn)3/4
proving (23).
Next, fix α > 0 and set δ =
√
1+α−1
2 . By (2.3) and (4.8), together with the
Ho¨lder inequality and (28), we obtain (for sufficiently large n) that
EBΨ1+δ ≤ EB
(
Ψ1/(1+δ)
(
sup
0≤t≤T
Gt(S
B(z))
)1+δ−1/(1+δ))
(30)
≤ Cδ(E
BΨ)1/(1+δ) ≤ C˜δ(F0(z) +∆0(z) + z +1)n
−1/(4(1+2δ)).
Observe that {EB(Ψ|FBσ∧t)}
T
t=0 is a regular martingale and so from (29),
(30) and the Doob’s maximal inequality we obtain
EB sup
0≤t≤T
((RBz (σ, t)−Z
B
σ∧t)
+)1+δ
≤ erT (1+δ)EB sup
0≤t≤T
((QBz (σ, t)− Zˇ
B
σ∧t)
+)1+δ
≤ erT (1+δ)EB sup
0≤t≤T
(EB(Ψ|FBσ∧t))
1+δ ≤C
(1)
δ E
BΨ1+δ
≤C
(2)
δ (F0(z) +∆0(z) + z +1)n
−1/(4(1+2δ)),
and using Jensen’s inequality we estimate the left-hand side of (24) by
Cαn
−1/(4(1+α)), completing the proof. 
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