As an important example of noisy rotary oscillations, the dynamic magnetization of an assembly of superparamagnetic particles is considered. In the presence of a bias field, there exists a mechanism that causes selective suppression of higher harmonics in the response spectrum of the system. Manifestation of this effect at temperature variation is known as the noise-induced resonance. Its manifestation at the change of excitation intensity, formerly unknown, we term the force-induced resonance. DOI: 10.1103/PhysRevLett.86.1923 Extensive studies of the stochastic resonance -noiseinduced enhancement of the response in a fluctuating system-have revealed a number of remarkable properties of noisy nonlinear oscillators. In particular, for both bistable [1] and monostable [2] potentials there has been discovered a so-called noise-induced resonance (NIR). The term refers to a noisy system driven by a periodic force and means that there occurs a strong selective suppression of higher harmonics under variation of the noise intensity. Nowadays, this phenomenon is under study in view of its prospects for development of new signal-processing schemes [3, 4] .
Extensive studies of the stochastic resonance -noiseinduced enhancement of the response in a fluctuating system-have revealed a number of remarkable properties of noisy nonlinear oscillators. In particular, for both bistable [1] and monostable [2] potentials there has been discovered a so-called noise-induced resonance (NIR). The term refers to a noisy system driven by a periodic force and means that there occurs a strong selective suppression of higher harmonics under variation of the noise intensity. Nowadays, this phenomenon is under study in view of its prospects for development of new signal-processing schemes [3, 4] .
In the original paper [2] , the theory of NIR was developed on the basis of perturbation formalism. The response spectrum was written as a power series, and for the kth harmonic all the contributions of the power higher than j k were omitted; here j is the ratio of the intensity of excitation to the thermal energy. Therefore, the validity range of the theory [2] is bounded by the condition j ø 1.
In the present work we analyze the response spectra of a noisy system that is governed by an anharmonic potential and is exposed to both dc and ac fields of arbitrary amplitudes. Getting beyond the limits of the perturbation method, we find that NIR turns out to be just a particular manifestation of a general nonlinear behavior of a thermalized oscillator. As a matter of fact, NIR always coexists with another effect which, to match the terms, we dub the force-induced resonance (FIR). The latter also causes selective suppression of the higher harmonics, but for FIR the governing parameter is the intensity of excitation.
A generic model object for the stochastic resonance theory [5] is an overdamped nonlinear oscillator embedded in a noisy bath. Relevant particular examples from physics and biophysics are numerous. Here we focus on one of the most interesting that belongs to the rotary (orientational) kind and whose underlying entity is a singledomain magnetic particle with ever-present thermal fluctuations. Indeed, as the recent precise experiments show [6, 7] , the magnetic behavior of isolated nanoparticles follows very closely the laws of superparamagnetism (magnetic Brownian motion). Moreover, when a contribution from a uniaxial magnetic anisotropy is included in the particle energy, the emerging parameter, upon changing, in a natural way guides the system through the variety of oscillation situations: from the absence of any symmetrical potential (an isotropic particle) to a twin pair of infinitely deep wells (a magnetically hard particle). In other words, one can easily move between the Heisenberg (continuous) and Ising (two-level) models for the orientational behavior of a classical spin. Stochastic resonance in such superparamagnets in the framework of the linear response theory was investigated in Refs. [8] [9] [10] [11] [12] [13] , some properties of the response to a finite-amplitude excitation were discussed in Refs. [14] [15] [16] , and the magnetodynamics in the presence of a high dc field was analyzed in Ref. [17] . However, the problem of magnetic NIR has never been addressed before.
Consider a grain of a ferromagnet or ferrite that is small enough (&10 nm) to be single domain. Then, its magnetic state is completely characterized by a single magnetic dipole of the moment m Iy, where I is magnetization and y the particle volume; far from the Curie point the value of m is constant. For a particle residing in a solid matrix, the motion of the dipole is exhausted by its internal rotations. To describe them, a unit vector e m͞m is introduced. Under given conditions, the orientation of e is influenced by the following factors: the crystallographic magnetic anisotropy, external dc (bias) field H 0 , and ac field H 1 ͑t͒ H 1 cos͑vt͒. Both fields H 0 and H 1 are directed along the particle easy axis; the excitation frequency v is small in comparison with the Larmor one, i.e., v ø g͑H 0 1 H 1 ͒, where g is the gyromagnetic ratio.
Taking thermal fluctuations into account, the motion of the particle magnetic moment is described by the orientational distribution function W͑e, t͒ that obeys the FokkerPlanck type equation [18, 19] :
where b J is the operator of infinitesimal rotation with respect to e and U the particle magnetic energy. The reference rotary diffusion time is t Iy͞2lgT , where T is temperature and l the damping (spin-lattice relaxation) 0031-9007͞01͞86(10)͞1923(4)$15.00constant entering the magnetodynamic Landau-Lifshitz equation. For the considered case, the energy function is U͞T 2s cos 2 q 2 ͑j 0 1 j cosvt͒ cosq , (2) with the dimensionless parameters
Here K . 0 is the energy density of uniaxial magnetic anisotropy, and q the polar angle. At j 0, Eq. (2) yields a potential that incorporates a symmetric and antisymmetric (with respect to cosq ) parts, and is bistable at j 0 , 2s and monostable otherwise. In a noisy system described by Eq. (1), observable are only the ensemble averages taken with the distribution W͑e, t͒. The quantity of prime physical interest is the magnetization M͑t͒ If͗P 1 ͑cosq ͒͘, where f is the volume fraction of the particles and P l ͑cosq ͒ is a Legendre polynomial. The kinetic equation (1) may be equivalently presented in terms of the statistical moments ͗P l ͑cosq ͒͘, and the corresponding set reads [15, 20] 
To study its harmonic content, we expand the moments in the Fourier series
Upon that, Eq. (4) transforms in an infinite-dimension matrix equation. Solving it by the matrix sweeping method, the set of amplitudes ͕b lk ͖ may be evaluated with any desired accuracy. According to Eq. (5), the subset ͕b 1k ͖ determines the magnetization that we rewrite as
by definition, the amplitudes m k are real and non-negative. Note that the parameters introduced by a H 1 ͞H 0 and´ s͞j 0 K͞IH 0 do not depend explicitly on temperature. Solving the problem (4) at various frequencies, one finds that the harmonic suppression effect is most pronounced under the adiabatic condition vt ! 0. Henceforth, we focus on it. In this limit, suppression of a kth harmonic means its complete vanishing: the value of m k ͑j 0 , a͒ turns into zero. In Fig. 1 the magnetization amplitudes m 3 6 at s ´ 0, i.e., for magnetically isotropic particles, are presented. At a constant bias field H 0 , it is convenient to treat the coordinate j 0 as the dimensionless inverse temperature and a as the temperature-independent excitation strength. With the logarithmic scale at the z axis, the lines of m k 0 are reflected as the grooves of infinite depth. The amplitudes m 1,2 are not shown: the same as for the oscillators studied in Refs. [1, 2] , they turn to zero but trivially, viz. along the j 0 and a axes. It should be noted that if one needs just the adiabatic solutions, there exists a much shorter way. Namely, it suffices to apply the equilibrium formalism with a quasi-Gibbs distribution W~exp͓2U͑t͒͞T ͔, where the energy function is given by Eq. (2). We used both ways to cross-check the calculations.
In the graphs of Fig. 1 the parameter domain corresponding to that investigated in Refs. [1, 2] makes a narrow band (a ø 1) abutting on the j 0 axis. Our results, obtained by a nonperturbative method, provide a much wider overview and reveal at least three novel features of the response spectrum. First, higher harmonic suppression exists in the range a * 1 as well. Second, when a respective kth groove branches off the j 0 axis, the harmonicsuppression line grows fast with j 0 just initially, then it bends and seems to turn parallel to this axis. Third, the number of zero-level lines increases with the number of the harmonic. Namely, m 3 and m 4 have one zero-level line each, m 5 and m 6 have two lines, etc., so that the pair m 2k21 , m 2k has as many as k 2 1 zero-level lines per each. (We note that occurrence of two NIR points for the 5th harmonic had been mentioned in Ref. [1] , as found from the numeric simulations, but left without discussion.) FIG. 1. Response amplitudes for 3rd to 6th harmonics of the superparamagnet magnetization for s 0 in the adiabatic limit.
In Fig. 2 the projections a kj ͑j 0 ͒ of the zero-level lines  onto the (j 0 , a) plane are shown. Here we reflect two cases with respect to anisotropy. Solid lines correspond to magnetoisotropic particles (´ 0) so that they contour the bottoms of the grooves in Fig. 1 . Thick dashed lines describe the case of magnetically hard particles (´`). The NIR effect -a resonancelike suppression of harmonics at certain values of the noise strength [1,2,5]-occurs when any of those lines is crossed while moving over the diagram in the direction parallel to the j 0 axis. Indeed, in Fig. 2 , any trajectory described by the equation a const means variation of the particle temperature (noise intensity). We remark that the greater j 0 the smaller is the angle between this trajectory and the suppression lines a kj ͑j 0 ͒. So, in the nonlinear region NIR "stabilizes" with respect to temperature and saturates with respect to the excitation strength a. Let us prove that. In the adiabatic limit (vt ! 0) the dependences a kj ͑j 0 ,´͒ follow from the condition that the kth coefficient of the expansion of the quasiequilibrium magnetization m͓j͑t͔͒ in the Fourier series with respect to cos͑kvt͒ turns to zero. Taking averages with the function W~exp͓2U͑t͒͞T ͔, for the limiting cases of anisotropy one finds m͓j͑t͔͒
where the first line is the representation of the Langevin function, and the second equals the Brillouin one for the spin one-half clearly exposing the case´!`as a twolevel system. At j 0 !`both expressions of Eq. (7) reduce to a step function. Asymptotic evaluation then yields
where k $ 3 and index j numbers the zero-level branches at given k. Therefore, according to Eq. (8), for a kth harmonic NIR ceases to exist as soon as a exceeds the maximum value
The asymptotes (8) are shown in Fig. 2 by straight thin dashed lines. Let us locate the positions where the lines a kj ͑j 0 ͒ branch off the j 0 axis; i.e., NIR takes place at an infinitesimal excitation. In Ref. [2] it was shown that this regime can be described in terms of cumulants Q k of the equilibrium distribution function. Carrying on this adiabatic treatment, one finds that the branch-off points in the kth order are the zeros of
Here the last equality relates the cumulant to the adiabatic magnetic susceptibility x ͑a͒ k at the frequency kv. Thus, the sought for equation reduces to x ͑a͒ k ͑j 0 ,´͒ 0. In a real system the adiabatic susceptibility x ͑a͒ k is a directly measurable quantity. Therefore, comparing the measured dimensional bias fields in the branching points with the theoretical numbers j 0kj one can, for example, evaluate the particle volume. In Table I the calculated values of the branch-off points for the limiting cases´ 0 and´!`, i.e., for both families of lines shown in Fig. 2 , are given. Upon trying intermediate´'s, one finds that for every k and j the contours a kj ͑j 0 ,´͒ fill in uniformly the area between the respective limiting curves.
The discovered overall behavior of the zero-level lines a kj ͑j 0 ͒ readily suggests that there is another, rather than NIR, way to selective suppression of the higher harmonics. Let us take the ac field intensity a as the governing parameter. In terms of Fig. 2 this means that we consider the trajectories, which are parallel to the a axis. Clearly, any straight line j 0 const that passes to the right of the first branching point inevitably crosses a zero-level curve at least once. Therefore, the harmonic suppression may equally be caused by varying not temperature (noise) but the exciting field strength (force). To match the terms, we dub this effect the force-induced resonance (FIR). From the evidence Conclusions.-Resonancelike suppression of the higher harmonics in the response spectrum of a superparamagnetic particle is investigated. Using a nonperturbative approach, we analyze the processes that take place under arbitrary values of the dc (bias) and ac (excitation) strengths. The results show that the suppression effect is equally achieved upon varying either noise (temperature) or force (external field intensity) or by a combination of both. In the fundamental aspect, we surmise that the found coexistence of the noise-and force-induced resonances is a generic feature of noisy nonlinear oscillators.
The suppression effect is most pronounced in the adiabatic (low-frequency limit). A typical zero-level curve a͑j 0 ͒ (see Fig. 2 ) may be, although roughly but reasonably, divided into three characteristic parts: the steep ascent with the noise strength (NIR branch), the bend (NIR-FIR crossover), and the noise-independent saturation (FIR branch). To evaluate the parameters of the suppression resonance -positions of the branch-off points j 0kj and saturation values a kj ͑`͒ of the zero-level curves -for particular harmonics, simple but rather accurate relations are proposed.
In our model with the aid of parameter´we continuously pass from a zero bistable potential (magnetoisotropic particle) to a pair of symmetric wells of infinite depth (highly anisotropic particle). For the magnetic case, as for those of Refs. [1, 2] , a crucial circumstance for the harmonic suppression to occur is that an antisymmetric contribution (bias) should be present in the potential. On the other hand, the presence of a symmetrical contribution turns out to be an optional feature, and, although producing some shifting of the reference points, has no qualitative effect on the harmonic suppression whatever small or large is the anisotropy parameter´.
Let us estimate the parameter range that one needs to attain in order to observe the above-considered phenomena. According to Figs. 1 and 2 and Eqs. (8) and (9), the characteristic values for both NIR and FIR are j 0 , a ϳ 1. As a particular reference object we take a dispersion of gamma ferric oxide particles with the mean size a ϳ 10 nm and magnetization I 400 G. According to its definition, the parameter j 0 at room temperature becomes of the order of unity for H 0 ϳ 6T ͞pIa 3 ϳ 200 Oe. Recalling that a H 1 ͞H 0 , one finds that of the same order of magnitude is the reference ac field amplitude. The frequency constraint vt ø 1 for a solid dispersion of the abovementioned nanoparticles gives v ø 10 5 s 21 . Obviously, in the given frequency range the magnetic fields of estimated amplitudes (and several times greater) are feasible without serious problems.
