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Abstract
View-invariant object recognition is a challeng-
ing problem, which has attracted much attention
among the psychology, neuroscience, and computer
vision communities. Humans are notoriously good
at it, even if some variations are presumably more
difficult to handle than others (e.g. 3D rotations).
Humans are thought to solve the problem through
hierarchical processing along the ventral stream,
which progressively extracts more and more invari-
ant visual features. This feed-forward architecture
has inspired a new generation of bio-inspired com-
puter vision systems called deep convolutional neu-
ral networks (DCNN), which are currently the best
algorithms for object recognition in natural images.
Here, for the first time, we systematically compared
human feed-forward vision and DCNNs at view-
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invariant object recognition using the same images
and controlling for both the kinds of transformation
(position, scale, rotation in plane, and rotation in
depth) as well as their magnitude, which we call
“variation level”. We used four object categories:
cars, ships, motorcycles, and animals. All 2D im-
ages were rendered from 3D computer models. In
total, 89 human subjects participated in 10 exper-
iments in which they had to discriminate between
two or four categories after rapid presentation with
backward masking. We also tested two recent DC-
NNs (proposed respectively by Hinton’s group and
Zisserman’s group) on the same tasks. We found
that humans and DCNNs largely agreed on the rel-
ative difficulties of each kind of variation: rotation
in depth is by far the hardest transformation to
handle, followed by scale, then rotation in plane,
and finally position (much easier). This suggests
that humans recognize objects mainly through 2D
template matching, rather than by constructing 3D
object models, and that DCNNs are not too unrea-
sonable models of human feed-forward vision. In
addition, our results show that the variation lev-
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els in rotation in depth and scale strongly modu-
late both humans’ and DCNNs’ recognition perfor-
mances. We thus argue that these variations should
be controlled in the image datasets used in vision
research.
1 Introduction
As our viewpoint relative to an object changes, the
retinal representation of the object tremendously
varies across different dimensions. Yet our per-
ception of objects is largely stable. How humans
and monkeys can achieve this remarkable perfor-
mance has been a major focus of research in vi-
sual neuroscience [1]. Neural recordings showed
that some variations are treated by early visual cor-
tices, e.g., through phase- and contrast-invariant
properties of neurons as well as increasing recep-
tive field sizes along the visual hierarchy [2, 3].
Position and scale invariance also exist in the re-
sponses of neurons in area V4 [4], but these invari-
ances considerably increase as visual information
propagates to neurons in inferior temporal (IT) cor-
tex [4, 5, 6, 7, 8], where responses are highly con-
sistent when an identical object varies across dif-
ferent dimensions [9, 10, 11, 12]. In addition, IT
cortex is the only area in the ventral stream which
encodes three-dimensional transformations through
view specific [13, 14] and view invariant [15, 16] re-
sponses.
Inspired by these findings, several early computa-
tional models [17, 18, 19, 20, 21, 22] were proposed.
These models mimic feed-forward processing in the
ventral visual stream as it is believed that the first
feed-forward flow of information, ∼ 150 ms post-
stimulus onset, is usually sufficient for object recog-
nition [23, 24, 25, 26, 8]. However, the performance
of these models in object recognition was signifi-
cantly poor comparing to that of humans in the
presence of large viewpoint variations [27, 28, 29].
The second generation of these feed-forward
models are called deep convolutional neural net-
works (DCNNs). DCNNs involve many layers (say
8 and above) and millions of free parameters, usu-
ally tuned through extensive supervised learning.
These networks have achieved outstanding accu-
racy on object and scene categorization on highly
challenging image databases [30, 31, 32]. More-
over, it has been shown that DCNNs can tolerate a
high degree of variations in object images and even
achieve close-to-human performance [33, 34, 12].
However, despite extensive research, it is still un-
clear how different types of variations in object im-
ages are treated by DCNNs. These networks are
position-invariant by design (thanks to weight shar-
ing), but other sorts of invariances must be ac-
quired through training, and the resulting invari-
ances have not been systematically quantified.
In humans, early behavioral studies [35, 36]
showed that we can robustly recognize objects de-
spite considerable changes in scale, position, and
illumination; however, the accuracy drops if the ob-
jects are rotated in depth. Yet these studies used
somewhat simple stimuli (respectively paperclips
and combinations of geons). It remains largely un-
clear how different kinds of variation on more real-
istic object images, individually and combined with
each other, affect the performance of humans, and
if they affect the performance of DCNNs similarly.
Here, we address these questions through a set of
behavioral and computational experiments in hu-
man subjects and DCNNs to test their ability in
categorizing object images that were transformed
across different dimensions. We generated natural-
istic object images of four categories: cars, ships,
motorcycles, and animals. Each object carefully
varied across either one dimension or a combination
of dimensions, among scale, position, in-depth and
in-plane rotations. All 2D images were rendered
from 3D planes. The effects of variations across sin-
gle dimension and compound dimensions on recog-
nition performance of humans and two powerful
DCNNs [31, 37] were compared in a systematic way,
using the same images.
Our results indicate that human subjects can
tolerate a high degree of variation with remark-
ably high accuracy and very short response time.
The accuracy and reaction time were, however, sig-
nificantly dependent on the type of object varia-
tion, with rotation in-depth as the most difficult
dimension. This finding does not argue in fa-
vor of three-dimensional object representation the-
ories, but suggests that object recognition is mainly
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based on two-dimensional template matching. In-
terestingly, the results of deep neural networks were
highly correlated with those of humans as they
could well mimic human behavior when facing vari-
ations across different dimensions. This suggests
that humans have difficulty to handle those varia-
tions that are also computationally more compli-
cated to overcome. More specifically, variations
in some dimensions, such as in-depth rotation and
scale, that change the amount or the content of in-
put visual information, make the object recognition
more difficult for both humans and deep networks.
2 Material and methods
2.1 Image generation
We generated object images of four different cat-
egories: car, animal, ship, and motorcycle. Ob-
ject images varied across four dimensions: scale,
position (horizontal and vertical), in-plane and in-
depth rotations. Depending on the type of exper-
iment, the number of dimensions that the objects
varied across were determined (see following sec-
tions). All two-dimensional object images were ren-
dered from three-dimensional models. There were
on average 16 different three-dimensional example
models per object category (car: 16, animal: 15,
ship: 18, and motorcycle: 16).
To generate a two-dimensional object image,
first, a set of random values were sampled from
uniform distributions. Each value determined the
degree of variation across one dimension (e.g.,
size). These values were then simultaneously ap-
plied to a three-dimensional object model. This
resulted in a three-dimensional object images that
has varied across different dimensions. Finally, a
two-dimensional image was generated by taking a
snapshot from the transformed three-dimensional
model. Object images were generated with four
levels of difficulty by carefully controlling the am-
plitude of variations across four levels, from no vari-
ation (level 0, where changes in all dimensions were
very small: ∆Sc = ±1%, ∆Po = ±1%, ∆RD = ±1◦,
and ∆RP = ±1◦; each subscript refers to a dimen-
sion: Sc: Scale, Po: Position, RD: in-depth ro-
tation, RP: in-plane rotation; and ∆ is the am-
plitude of variations) to high variation (level 3:
∆Sc = ±60%, ∆Po = ±60%, ∆RD = ±90◦, and
∆RP = ±90◦). To control the degree of variation
in each level, we limited the range of random sam-
pling to a specific upper and lower bounds.
Figure 1 shows several sample images and the
range of variations across four levels. The size
of two-dimensional images was 400 × 300 pixels
(width×height). All images were initially gener-
ated on uniform gray background. Moreover, iden-
tical object images on natural backgrounds were
generated for some experiments. This was done by
superimposing object images on randomly selected
natural backgrounds from a large pool. Our nat-
ural image database contained 3,907 images which
consisted of a wide variety of indoor, outdoor, man-
made, and natural scenes.
2.1.1 Different image databases
To test humans and DCNNs in invariant object
recognition tasks, we generated three different im-
age databases:
• All-dimension: In this database, objects var-
ied across all dimensions, as described earlier
(i.e., scale, position, in-depth and in-plane ro-
tations). Object images were generated across
four levels in terms of variation amplitude
(Level 0-3, Figure 1.A).
• Three-dimension: The image generation
procedure in this database was similar to all-
dimension database, but object images varied
across a combination of three dimensions only,
while the 4th dimension was fixed. For exam-
ple, objects’ size were fixed across all variation
levels while other dimensions varied (i.e., po-
sition, in-depth, and in-plane rotations). This
provided us with four databases: 1) ∆Sc = 0:
object’s size were fixed to a reference size
across variation levels; 2) ∆Po = 0: objects’
position were fixed at the center of the im-
age; 3) ∆RD = 0: objects were not rotated
in depth (three-dimensional transformation)
across variation levels; 4) ∆RP = 0: objects
were not rotated in plane (see Figure 1.A).
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Figure 1: Image databases and the paradigm of the psychophysical experiment. A. Sample object images from all- and three-
dimension databases for different categories and variation levels. Each column indicates a variation level and each row refers to a database.
First four rows are images from three-dimension database: 1st row) ∆Sc = 0; 2nd row) ∆Po = 0; 3rd row) ∆RD = 0; and 4th row) ∆RP = 0.
The last row shows sample images from all-dimension database. The range of variations across different levels is depicted below the images.
Colored frames refer to the type of database (this color code is the same throughout the paper). B. Sample images from the one-dimension
databases. Each row corresponds to one type of database: 1st row) ∆Sc, Scale-only; 2nd row) ∆Po, Position-only; 3rd row) ∆RP , In-plane-only;
4th row) ∆RD, In-depth-only. The range of variation in each level is the same as A. C. Psychophysical experiment for rapid and ultra-rapid
object categorization (see Materials and Methods).
• One-dimension: Object images in this
database varied across only one dimension
(e.g., size), meaning that the variations across
other dimensions were fixed to reference val-
ues. Thus, we generated four databases: 1)
∆Sc: only the scale of objects varied; 2) ∆Po:
only the position of objects across vertical and
horizontal axes varied; 3) ∆RP : objects were
only rotated in plane; 4) ∆RD: objects were
only rotated in depth. Figure 1.B shows sev-
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eral sample images from these databases.
2.2 Human psychophysical experi-
ments
We evaluated the performance of human subjects
in invariant object recognition through different ex-
periments and using different image databases. In
total, the data of 89 subjects (aged between 23-31,
mean = 22, 39 female and 50 male) were recorded.
Subjects had normal or corrected-to-normal vision.
In most experiments, data of 16-20 sessions were
recorded (two experiments were ran for 5 sessions);
therefore, some subjects completed all experiments
and others only participated in some experiments.
All subjects voluntarily participated to the experi-
ments and gave their written consent prior to par-
ticipation. Our research adhered to the tenets of
the Declaration of Helsinki and all experimental
procedures were approved by the ethic committee
of the University of Tehran.
Images were presented on a 17” CRT mon-
itor (LG T710BH CRT; refresh rate 80Hz,
resolution 1280×1024 pixels) connected to
a PC equipped with an NVIDIA GeForce
GTX 650 graphic card. We used MATLAB
(www.mathworks.com) with psychophysics tool-
box [38, 39] (http://psychtoolbox.org) to present
images. Subjects had a viewing distance of 60 cm
and each image covered ∼ 10×11 degrees of visual
angle.
Details of each experiment are explained in the
following sections. Generally, we used rapid im-
age presentation paradigm with mask to only ac-
count for the feed-forward processing in the ven-
tral visual pathway (see Figure 1). Each trial was
started with a black fixation cross, presented at
the center of the screen for 500 ms, followed by
a randomly selected image from the database that
was presented for either one or two frames depend-
ing on the experiment type (see the description for
each experiment). Afterwards, a gray blank screen
was presented as inter-stimulus interval (ISI). Fi-
nally, a 1/f noise mask image was presented. The
timing of the image presentation, ISI, and mask
depended on the experiment type (see the follow-
ing sections). Subjects’ task was to categorize the
presented object images. They were instructed to
respond as fast and accurate as they could by press-
ing a key on computer keyboard (each key was la-
beled with a category name). The next trial was
started after the key press and there was a random
time delay before the start of the next trial. We
recorded both subjects’ reaction times (reported in
Supplementary Information) and accuracies. Each
experiment was divided into a number of blocks
and subjects could rest between blocks. Subjects
performed some practice trials prior to the main
experiment. Images in the practice trials were not
presented in the main experiments. In the next sec-
tions, we describe the details of each experiment.
2.2.1 Rapid invariant object categorization
In these experiments, subjects categorized rapidly
presented images from four object categories (see
Figure 1). Each trial started with a fixation cross
presented at the center of the screen for 500 ms. An
image was then randomly selected from the pool
and was presented for 25 ms (2 frames of 80 Hz
monitor) followed by a gray blank screen for 25 ms
(ISI). Immediately after the blank screen, a 1/f
noise mask image was presented for 100 ms. Sub-
jects were asked to rapidly and accurately press
one of the four keys, labeled on keyboard, to in-
dicate which object category was presented. The
next trial started after a key press with a random
time delay (2 ± 0.5 second). This experiment was
performed in two types that are explained as fol-
lowing:
• Using the all-dimension database: We
used all-dimension database where object im-
ages varied across all dimensions (i.e., scale,
position, in-depth and in-plane rotations). In
each session, subjects were presented with 320
images: 4 categories × 4 levels × 20 im-
ages per category. Images were presented into
two blocks of 160 images. For each back-
ground condition (i.e., uniform and natural
backgrounds), we recorded the data of 16 dif-
ferent sessions.
• Using three-dimension databases: In
this experiment, we used the three-dimension
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databases. Using these databases, we could
measure how excluding variations across one
dimension can affect human performance in in-
variant object recognition: if the fixed dimen-
sion is more difficult than the others, subjects
would be able to categorize the object more
accurately and within shorter time than in the
case where the fixed dimension is much easier.
We presented subjects with 960 images: 4 cat-
egories × 4 levels × 4 conditions (∆Sc = 0,
∆Po = 0, ∆RP = 0, and ∆RD = 0) × 15 im-
ages per category. Images were presented in
four blocks of 240 images. Note that we inter-
mixed images of all conditions in each session;
therefore, subjects were unaware of the type of
variations. We recorded the data of 20 sessions
for the case of objects on natural backgrounds
and 17 sessions for objects on uniform back-
ground.
To have more accurate reaction times, we also
performed two-category (car versus animal) rapid
invariant object categorization tasks with similar
experimental settings. The details of these two-
category experiments and their results are pre-
sented in Supplementary Information.
2.2.2 Ultra-rapid invariant object catego-
rization
To assess whether the experimental design (presen-
tation time and variation conditions) could affect
our results and interpretations, we ran two ultra-
rapid invariant object categorization tasks, using
three-dimension and one-dimension databases. In
each trial, we presented a fixation cross for 500 ms.
Then, an image was randomly selected from the
pool and presented to the subject for 12.5 ms (1
frame at 80 Hz monitor). The image was then fol-
lowed by a blank screen for 12.5 ms. Finally, a
noise mask was presented for 200 ms. Subjects had
to accurately and rapidly press one of the four keys,
labeled on the keyboard, to declare their responses.
The next trial started after a key press with a ran-
dom time delay (2 ± 0.5 second). As mentioned
above, this experiment was performed in two types
that are explained as following:
• Using three-dimension database: We
recorded the data of five human subjects. Ob-
ject images were selected from natural back-
ground three-dimension database. Images are
identical to those of three-dimension rapid
presentation experiment described in previous
section. But, here, images were presented for
12.5 ms followed by 12.5 ms blank and then
200 ms noise mask.
• Using one-dimension database: In this ex-
periment, we used natural background one-
dimension database to evaluate the effect of
variations across individual dimensions on hu-
man performance. Subjects were presented
with 960 images: 4 categories × 4 levels × 4
conditions (∆Sc,∆Po,∆RP ,∆RD) × 15 images
per category. The experiment was divided
into four blocks of 240 images. We collected
the data of five sessions. Note that we only
used objects on natural backgrounds because
this task was easier compared to previous ex-
periments; therefore, categorizing objects on
uniform background would be very easy. For
the same reason, we did not used the one-
dimension database in the rapid task.
2.3 Behavioral data analysis
We calculated the accuracy of subjects in each ex-
periment as the ratio of correct responses (i.e., Ac-
curacy % = 100 × Number of correct trials / Total
number of trials). The accuracies of all subjects
were calculated and the average and standard de-
viation were reported. We also calculated confusion
matrices for different conditions of rapid invariant
object categorization experiments, which are pre-
sented in Supplementary Information. A confusion
matrix allowed us to determine which categories
were more miscategorized and how categorization
errors were distributed across different categories.
To calculate the human confusion matrix for each
variation condition, we averaged the confusion ma-
trices of all human subjects.
We also analyzed subjects’ reaction times in dif-
ferent experiments which are provided in Supple-
mentary Information. In the two-category experi-
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ment, first, we removed reaction times longer than
1200 ms (only 7.8% of reaction times were removed
across all experiments and subjects). We then com-
pared the reaction times in different experimen-
tal conditions. The reported results are the mean
and standard deviation reaction times. In four-
category experiments, we removed reaction times
longer than 1500 ms because in these tasks it could
take longer time to press a key (only 8.7% of re-
action times were removed across all experiments
and subjects). Although the reaction times in four-
category experiments might be a bit unreliable as
subjects had to select one key out of four keys, they
provided us with clues about the effect of variations
across different dimensions on humans’ response
time.
2.4 Deep convolutional neural net-
works (DCNNs)
DCNNs are a combination of deep learning [40]
and convolutional neural networks [18]. DCNNs
use a hierarchy of several consecutive feature de-
tector layers. The complexity of features increases
along the hierarchy. Neurons/units in higher con-
volutional layers are selective to complex objects
or object parts. Convolution is the main process
in each layer that is generally followed by comple-
mentary operations such as pooling and output nor-
malization. Recent deep networks, which have ex-
ploited supervised gradient descend based learning
algorithms, have achieved remarkable performances
in recognizing extensively large and difficult object
databases such as Imagenet [30, 40]. Here, we eval-
uated the performance of two of the most power-
ful DCNNs proposed by Krizhevsky et al. [31] and
Simonyan and Zisserman [37] in invariant object
recognition. More explanations about these net-
works are provided as following:
• Krizhevsky et al. (2012): This model
achieved an impressive performance in cate-
gorizing object images for Imagenet database
and significantly defeated other competitors in
the ILSVRC-2012 competition [31]. Briefly,
the model contains five convolutional (feature
detector) and three fully connected (classifi-
cation) layers. The model uses Rectified Lin-
ear Units (ReLUs) as the activation function
of neurons. This significantly sped up the
learning phase. The max-pooling operation is
performed in the first, second, and fifth con-
volutional layers. The model is trained us-
ing a stochastic gradient descent algorithm.
This network has about 60 millions free pa-
rameters. To avoid overfitting during the
learning procedure, some data augmentation
techniques (enlarging the training set) and
the dropout technique (in the first two fully-
connected layers) were applied. Here, we used
the pre-trained version of this model (on the
Imagenet database) which is publicly avail-
able at http://caffe.berkeleyvision.org
by Jia et. al [41].
• Very Deep (2014):An important aspect of
DCNNs is the number of internal layers, which
influences their final performance. Simonyan
and Zisserman [37] studied the impact of the
network depth by implementing deep convolu-
tional networks with 11, 13, 16, and 19 layers.
For this purpose, they used very small convolu-
tion filters in all layers, and steadily increased
the depth of the network by adding more con-
volutional layers. Their results showed that
the recognition accuracy increases by adding
more layers and the 19-layer model signifi-
cantly outperformed other DCNNs. Here, we
used the 19-layer model which is freely avail-
able at http://www.robots.ox.ac.uk/~vgg/
research/very_deep/.
2.5 Evaluation of DCNNs
We evaluated the categorization accuracy of deep
networks on natural background three- and one-
dimension tasks. To this end, we first randomly se-
lected 600 images from each object category, varia-
tion level, and variation condition (three- or one-
dimension). Hence, we used 8 different image
databases (4 variation levels × 2 variation condi-
tions), each of which consisted of 2500 images (4
categories × 600 images). To compute the ac-
curacy of each DCNN for given variation condi-
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tion and level, we randomly selected two subsets
of 1200 training (300 images per category) and 600
testing images (150 images per category) from the
corresponding image database. We then fed the
DCNN with the training and testing images and
calculated the corresponding feature vectors of the
last convolutional layer. Afterwards, we used these
feature vectors to train the classifier and compute
the categorization accuracy. Here we used a lin-
ear SVM classifier (libSVM implementation [42],
www.csie.ntu.edu.tw/~cjlin/libsvm) with op-
timized regularization parameters. This procedure
was repeated for 15 times (with different randomly
selected training and testing sets) and the average
and standard deviation of the accuracy were com-
puted. This procedure was done for both DCNNs
and all variation conditions and levels.
To visualize the similarity between DCNNs and
humans, we performed a Multidimensional Scaling
(MDS) analysis across the variation levels of the
three-dimension task. For each human subject or
DCNN, we put together its accuracies over different
variation conditions in a vector. Then we plotted
the 2D MDS map based on the cosine similarities
(distances) between these vectors.
3 Results
We ran different experiments in which subjects and
DCNNs categorized object images varied across
several dimensions (i.e., scale, position, in-plane
and in-depth rotations, background). We mea-
sured the accuracies and reaction times of human
subjects in different rapid and ultra-rapid invari-
ant object categorization tasks, and the effect of
variations across different dimensions on human
performance was evaluated. The human accuracy
was then compared with the accuracy of two well-
known deep networks [31, 37] performing the same
tasks as humans. We first report human results in
different experiments and then compare them with
the results of deep networks.
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Figure 2: Accuracy of subjects in rapid invariant object cat-
egorization task. A. The accuracy of subjects in categorization of
four object categories, when objects had uniform backgrounds. The
dark, blue curve shows the accuracy when objects varied in all di-
mensions and the light, blue curve demonstrates the accuracy when
objects varied in three dimensions. Error bars are the standard de-
viation (STD). P values, depicted at the top of curves, show whether
the accuracy between all- and three-dimension experiment are signif-
icantly different (Wilcoxon rank sum test). Color-coded matrices, at
the right, show whether changes in accuracy across levels statistically
significant (Wilcoxon rank sum test; each matrix corresponds to one
curve; see color of the frame). B. Categorization accuracy when objects
had natural backgrounds.
3.1 Human performance is depen-
dent on the type of object vari-
ation
In these experiments, subjects were asked to ac-
curately and quickly categorize rapidly presented
object images of four categories (animal, car, mo-
torcycle, and ship) appeared in uniform and natural
backgrounds (see section 2.2.1).
Figures 2.A and 2.B provide the average accuracy
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Figure 3: Accuracy of subjects in rapid invariant object categorization task for all-dimension and different three-dimension
conditions. A. Accuracies for uniform background experiments. Left, The accuracy of subjects in categorization of four object categories (i.e.,
car, animal, ship, motorcycle). Each curve corresponds to one condition: ∆Sc = 0, ∆Po = 0, ∆RP = 0, ∆RD = 0 (as specified with different
colors). Error bars are the standard deviation (STD). P values, depicted at the top of curves, show whether the accuracy between all-dimension
and other three-dimension conditions are significantly different (Wilcoxon rank sum test). Color-coded matrices, at the right, show whether
changes in accuracy across levels are statistically significant (e.g., accuracy drop is significant from one level to the other; Wilcoxon rank sum
test; each matrix corresponds to one curve; see color of the frame). Right, absolute accuracy drop between level 0 and level 3 (mean+/-STD).
The horizontal lines at the top of bar plot shows whether the differences are significant (gray line: insignificant, black line: significant). B.
Accuracies for natural backgrounds experiments. Figure conventions are similar to A.
of subjects over different variation levels in all- and
three-dimension conditions while objects had uni-
form and natural backgrounds, respectively. Fig-
ure 2.A shows that there is a small and negligible
difference between the categorization accuracies in
all- and three-dimension conditions with objects on
uniform background. Also, for both experimental
conditions, the categorization errors significantly
increased at high variation levels (see the color-
coded matrices in the right side of Figure 2.A). De-
spite the small, but significant, accuracy drop, this
data shows that humans can robustly categorize
object images when they have uniform background
even at the highest variation levels (average accu-
racy above 90%). In addition, the reaction times
in all- and three-dimension experiments were not
significantly different (Figure S9.A).
Conversely, in the case of objects on natural
backgrounds (Figure 2.B), the categorization accu-
racies in both experimental conditions substantially
decreased as the variation level was increased (see
the color-coded matrices in the right side of Fig-
ure 2.B; Wilcoxon rank sum test), pointing out the
difficulty of invariant object recognition in clutter.
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Moreover, in contrast to the uniform background
experiments, there is a large significant difference
between the accuracies in all- and three-dimension
experiments (see p values depicted at the top of
Figure 2.B; Wilcoxon rank sum test). Overall, it is
evident that excluding one dimension can consid-
erably reduce the difficulty of the task. A similar
trend can be seen in the reaction times (see Fig-
ure S9.B), where the reaction times in both con-
ditions significantly increased as the variation level
increased.
We then broke the trials into different condi-
tions and calculated the mean accuracy in each
condition (i.e., ∆Sc = 0, ∆Po = 0, ∆RP = 0,
∆RD = 0 ). Figure 3.A demonstrates the accura-
cies in all and three-dimension conditions, for the
case of objects on uniform background. As seen,
there is a small difference in the accuracies of dif-
ferent conditions at low and intermediate variation
levels (level 0-2). However, at the highest varia-
tion level, the accuracy in ∆RD = 0 (red curve)
is significantly higher than the other conditions,
suggesting that excluding in-depth rotation made
the task very easy despite variations across other
dimensions. Note that in ∆RD = 0 the accuracy
curve is virtually flat across levels with average of
∼95%. Interestingly, the accuracies were not signif-
icantly different between all-dimension experiment
and ∆Po = 0, ∆Sc = 0, and ∆RP = 0. This con-
firms that much of the task difficulty arises from
in-depth rotation, although other dimensions have
some weaker effects (e.g., scale, and rotation in-
plane). This is also reflected in the bar plot in Fig-
ure 3.A as the absolute accuracy drop in ∆RD = 0 is
lower than 5%, while it is above 10% in ∆Po = 0. It
is also clear that humans had the maximum errors
in ∆Po = 0 condition, suggesting that removing po-
sition variation did not considerably affect the task
difficulty (i.e., position is the easiest dimension).
The reaction times were compatible with the ac-
curacy results (see Figure S10.A), where at the
highest variation level, the human reaction times
in ∆Sc = 0, ∆Po = 0, and ∆RP = 0 significantly
increased, while it did not significantly change in
∆RD = 0. In other words, when objects were not
rotated in-depth, humans could quickly and accu-
rately categorize them.
In a separate experiment, subjects performed
similar task while objects had natural backgrounds.
Results show that there were small differences be-
tween the accuracies in all-dimension and three-
dimension conditions at the first two variation lev-
els (Figure 3.B). This suggests that human sub-
jects could easily categorize object images on natu-
ral backgrounds while objects had small and inter-
mediate degree of variations. However, accuracies
became significantly different as the variation level
increased (e.g., levels 2 and 3 see color-coded ma-
trices in Figure 3.B). As shown in Figure 3.B, there
is about 20% accuracy difference between ∆RD = 0
and all-dimension condition at the most difficult
level, confirming that the rotation in depth is a very
difficult dimension. The bar plot in Figure 3.B,
shows that the highest accuracy drop, between lev-
els 0 and 3, belonged to ∆Po = 0 and all-dimension
conditions while the lowest drop was observed in
∆RD = 0. In addition, the accuracies in ∆Sc = 0
and ∆RP = 0 fall somewhere between ∆Po = 0
and ∆RD = 0, indicating that scale variations and
in-plane rotation imposed more difficulty than vari-
ations in position; however, they were easier than
rotation in depth. This is also evident in the accu-
racy drop.
Different objects have different three-
dimensional properties; so, the categorization
performance might be affected by these properties.
In this case, one object category might bias the
performance of humans in different variation
conditions. To address this question, we broke
the trials into different categories and calculated
the accuracies (Figure S5) and reaction times
(Figures S10.B and S11.B) for all variation and
background conditions. The results indicated that
although the categorization accuracy and reaction
time may differ between categories, the order of
the difficulty of different variation conditions are
consistent in all categories. That is in-depth rota-
tion and position transformation are respectively
the most difficult and easy variations to process.
We also calculated the confusion matrix of humans
for each variation condition and level, to have a
closer look at error rate and miscategorization
across categories. The confusion matrices for
uniform and natural background experiments are
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presented in Figure S6.
Analyses so far have provided information about
the dependence of human accuracy and reaction
time on the variations across different dimensions.
However, one may ask how these results can be in-
fluenced by low-level image properties such as lumi-
nance and contrast. To address this, we computed
the correlation between low-level image statistics
(contrast and luminance) and the performance of
human subjects. The results show that neither lu-
minance (Figure S7) nor contrast (Figure S8) could
explain human accuracy and reaction time in our
invariant object recognition tasks.
We also performed similar two-category rapid
tasks and their results are provided int Supplemen-
tary Information(Figure S1-S4). Interestingly, the
results of two-category experiments are consistent
with the four-category tasks, indicating that our
results are robust to number of categories.
3.2 Human performance is inde-
pendent of experimental setup
Although the effect of variations across different di-
mensions of an object on subjects’ performance was
quite robust, we designed two other experiments to
investigate how decreasing the presentation time
would affect our results. Therefore, we reduced the
image presentation time and the following blank
screen from 25 ms to 12.5 ms (ultra-rapid object
presentation). We also increased the time of the
subsequent noise mask from 100 ms to 200 ms. In
the first experiment, we repeated the natural back-
ground three-dimension categorization task with
the ultra-rapid settings. We did not run uniform
background condition because our results showed
that this task would be easy and some ceiling ef-
fects may mask differences between conditions. For
the second experiment, we studied the effect of each
individual dimension (e.g., scale only) on the accu-
racy and reaction time of subjects. In the following,
we report the results of these two experiments.
3.2.1 Shorter presentation time does not
affect human performance
Figure 4.A illustrates the results of the ultra-rapid
object categorization task in three-dimension con-
ditions with objects on natural backgrounds. Com-
paring the results in rapid (see Figure 3.B) and
ultra-rapid experiments (see Figure 4.A, the left
plot) indicates that there is no considerable differ-
ence between the accuracies in these two experi-
ments. This shows the ability of human visual sys-
tem to extract sufficient information for invariant
object recognition even under ultra rapid presenta-
tion.
Similar to the rapid experiment, subjects had the
highest categorization accuracy in ∆RD = 0 condi-
tion, even at the most difficult level, with signifi-
cant difference to other conditions (see the middle
plot in Figure 4.A). However, there is a significant
difference in accuracies (∼ 10%) between ∆Sc = 0
and ∆RP = 0. In other words, tolerating scale vari-
ation seems to be more difficult than in-plane ro-
tation in ultra-rapid presentation task. It suggests
that it is easier to recognized a rotated object in
plane than a small object. Comparing the accura-
cies in level 3 indicates that ∆RD = 0 and ∆Sc = 0
were the easiest tasks while ∆Po = 0 and ∆RP = 0
were the most difficult ones. Moreover, although
there was no significant difference in reaction times
of different conditions (Figure S12.A), subjects had
shorter reaction times in ∆RD = 0 at level 3 while
the reaction times were longer in ∆Po = 0 at this
level.
Overall, the results of ultra-rapid experiment
showed that different time setting did not change
our initial results about the effect of varia-
tions across different dimensions, despite imposing
higher task difficulty.
3.2.2 Humans have a consistent behavior in
the one-dimension experiment
In all experiments so far, object images varied
across more than one dimension. In this exper-
iment, we evaluated the performance of human
subjects in ultra-rapid object categorization task
while objects varied across a single dimension.
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Figure 4: Accuracy of human subjects in ultra-rapid invariant object categorization task for three- and one-dimension con-
ditions, when objects had natural backgrounds. A. Left, the accuracy of human subjects in three-dimension experiments. Each curve
corresponds to one condition: ∆Sc = 0, ∆Po = 0, ∆RP = 0, ∆RD = 0 (as specified with different colors). Error bars are the standard deviation
(STD). Color-coded matrices, on the right show whether changes in accuracy across levels in each condition are statistically significant (e.g.,
accuracy drop is significant from one level to the other; Wilcoxon rank sum test; each matrix corresponds to one curve; see color of the frame).
Note that the results of the average and STD of 5 subjects. Middle, categorization accuracy in level 3 in different three-dimension conditions
(each bar corresponds to a condition). The horizontal lines on top of the bar plot shows whether the differences are significant (gray line:
insignificant, black line: significant). Right, absolute accuracy drop between level 0 and level 3 (mean+/-STD). Each bar, with specific color,
corresponds to one condition. B. Similar to part A, where the plots present the results in one-dimension experiments.
Object images were presented on natural back-
grounds. Figure 4.B illustrates that the accuracies
were higher in ∆RP and ∆Po than in ∆RD and ∆Sc
conditions. Hence, similar to results shown in Fig-
ure 4.A for three-dimension experiments, variations
across position and in-plane rotation were easier to
tolerate than in scale and in-depth rotation (again
the most difficult). Subjects also had the highest
accuracy drop between levels 0 and 3 in ∆RD and
∆Sc conditions while the accuracy drop in ∆RP was
significantly lower (bar plots in Figure 4.B).
The reaction times in different conditions are
shown in Figure S12.B. Although the differences
were not statistically significant, the absolute in-
crease in reaction time in ∆Sc and ∆RD was higher
than the other conditions, confirming that these
variations needed more processing time (note that
the results are average of five subjects, and increas-
ing the number of subjects might lead to significant
differences).
3.3 DCNNs perform similarly to
humans in different experi-
ments
We examined the performance of two powerful DC-
NNs on our three- and one-dimension databases
with objects on natural backgrounds. We did not
use gray background because it would be too easy.
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Figure 5: The accuracy of DCNNs compared to humans in rapid and ultra-rapid three-dimension object categorization tasks.
A-D. The accuracy of Very Deep (dotted line) and Krizhevsky models (dashed line) compared to humans in categorizing images from three-
dimension database while objects had natural background. E. and F. The average accuracy of DCNNs in different conditions. G-H. Scatter
plots of human accuracy in rapid three-dimension experiment against the accuracy of DCNNs. I-J. Scatter plot of human accuracy in ultra-rapid
three-dimension experiment against the accuracy of DCNNs. Colors show different condition and marker shapes refer to variation levels. The
correlation is depicted on the upper-left and the p-value on lower-right shows whether human and models are significant.
The first DCNN was the 8-layer network, intro-
duced by Krizhevsky et al. [31], and the second
was a 19-layer network, also known as Very Deep
model, proposed by Simonyan and Zisserman [37].
These networks achieved great performance on Im-
agenet as one of the most challenging current im-
ages databases.
Figures 5.A-D compares the accuracies of DC-
NNs with humans (for both rapid and ultra-
rapid experiments) on different conditions of three-
dimension database (i.e., ∆RP = 0, ∆Po = 0,
∆Sc = 0, ∆RD = 0). Interestingly, the overall
trend in accuracies of DCNNs were very similar
to humans in different variation conditions of both
rapid and ultra-rapid experiments. However, DC-
NNs outperformed humans in different tasks. De-
spite significantly higher accuracies of both DCNNs
compared to humans, DCNNs accuracies were sig-
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Figure 6: The similarity between DCNNs and humans. Scatter plots obtained using multidimensional scaling (MDS). Each plot shows
the similarity distances for a variation level. Gray dots illustrate human subjects while red (Very Deep) and blue (Krizhevsky) dots refer to
the DCNNs
.
nificantly correlated with those of humans for both
rapid (Figure 5.G-H) and ultra-rapid (Figure 5.I-
J) experiments. In other words, deep networks can
resemble human object recognition behavior in the
face of different types of variation. Hence, if a vari-
ation is more difficult (easy) for humans, it is also
more difficult (easy) for DCNNs.
We also compared the accuracy of DCNNs in dif-
ferent experimental conditions (Figure 5.E-F). Fig-
ure 5.E shows that the Krizhevsky network could
easily tolerate variations in the first two levels (lev-
els 0 and 1). However, the performance decreased
at higher variation levels (levels 2 and 3). At the
most difficult level (level 3), the accuracy of DCNNs
were highest in ∆RD = 0 while this significantly
dropped to lowest accuracy in ∆Po = 0. Also, ac-
curacies were higher in ∆Sc = 0 than ∆RP = 0.
Similar result was observed for Very Deep model
with slightly higher accuracy (Figure 5.F).
We performed a MDS analysis to visualize the
similarity between the accuracy patterns of DCNNs
and all human subjects across variation levels (see
Materials and methods). For this analysis, we used
the rapid categorization data only (20 subjects),
and not the ultra rapid one (5 subjects only, which
is not sufficient for MDS). Figure 6 shows that the
similarity between DCNNs and humans is high at
the first two variation levels. In other words, there
is no difference between humans and DCNNs in low
variation levels and DCNNs treat different varia-
tions as humans. However, the distances between
DCNNs and human subjects increased at the third
level and became greater at the last level. This
points to the fact that as the level of variation in-
creases the task becomes difficult for both humans
and DCNNs and the difference between them in-
creases. Although DCNNs get further away from
humans, it is not much greater than human inter-
subject distances. Hence, it can be said that even in
higher variation levels DCNNs perform similarly to
humans. Moreover, the Very Deep network is closer
to humans than the Krizhevsky model. This might
be the result of exploiting more layers in Very Deep
network which helps it to act more like humans.
To compare DCNNs with humans in the one-
dimension experiment, we also evaluated the per-
formance of DCNNs using one-dimension database
with natural backgrounds (Figure 7). Figure 7.A-
D illustrates that DCNNs outperformed humans
across all conditions and levels. The accuracy of
DCNNs was about 100% at all levels. Despite this
difference, we observed a significant correlation be-
tween the accuracies of DCNNs and humans (Fig-
ure 7.E-F), meaning that when a condition was dif-
ficult for humans it was also difficult for models.
To see how the accuracy of DCNNs depends on
the dimension of variation, we re-plotted the ac-
curacies of the models in different conditions (Fig-
ure 7.G-H). It is evident that both DCNNs per-
formed perfectly in ∆Po, which is possibly inherent
by their network design (the weight sharing mecha-
nism in DCNNs [43]), while they achieved relatively
14
0 1 2 3
60
70
80
90
100
∆
RP
Variation Levels
M
od
el
 A
cc
ur
ac
y 
(%
)
0 1 2 3
60
70
80
90
100
∆
Sc
Variation Levels
M
od
el
 A
cc
ur
ac
y 
(%
)
0 1 2 3
60
70
80
90
100
∆
Po
Variation Levels
M
od
el
 A
cc
ur
ac
y 
(%
)
1 2 3
60
70
80
90
100
∆
RD
Variation Levels
M
od
el
 A
cc
ur
ac
y 
(%
)
60 70 80 90 100
60
70
80
90
100
 r = 0.86
 p  0.00
 p < 0.001
M
od
el
 A
cc
ur
ac
y 
(%
)
Human Accuracy (%)
60 70 80 90 100
60
70
80
90
100
 r = 0.90
 p  0.00
 p  0.00
M
od
el
 A
cc
ur
ac
y 
(%
)
Human Accuracy (%)
A. 
B. 
C. 
D. 
E. Human vs Krizhevsky et al. 2012
F. Human vs Very Deep 2014 
Levels
0  1   2   3
0 1 2 3
90
92
94
96
98
100
Variation Levels
M
od
el
 A
cc
ur
ac
y 
(%
)
∆RP
∆Sc
∆Po
∆RD
0 1 2 3
90
92
94
96
98
100
Variation Levels
M
od
el
 A
cc
ur
ac
y 
(%
)
G. Krizhevsky et al. 2012
0
Human
Krizhevsky et al. 2012
Very Deep 2014
H. Very Deep, 2014
Figure 7: The accuracy of DCNNs compared to humans in invariant object categorization. A-D. The accuracy of Very Deep
(dotted line) and Krizhevsky models (dashed line) compared to humans (solid line) in categorizing images from one-dimension database while
object had natural background. E and F. Scatter plot of human accuracy against the accuracy of DCNNs. Colors show different condition and
marker shapes refer to variation levels. The correlation is depicted on the upper-left and the p-value on lower-right shows whether human and
models are significant. G and H. The average accuracy of DCNNs in different condition
lower accuracies in ∆Sc and ∆RD. Interestingly,
these results are compatible with humans’ accuracy
over different variation conditions of one-dimension
psychophysics experiment (Figure 4), where the ac-
curacies of ∆Po and ∆RP were high and almost flat
across the levels and the accuracies of ∆Sc and ∆RD
were lower and significantly dropped in the highest
variation level. It can be interpreted that, those
variations which change the amount or the content
of input visual information, such scaling and in-
depth rotation, are much harder to handle (for both
humans and DCNNs) than other types of variation
such as position transformation and in-plane rota-
tion.
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4 Discussion
Although it is well known that the human visual
system can invariantly represent and recognize var-
ious objects, the underlying mechanisms are still
mysterious. Most studies have used object images
with very limited variations in different dimensions,
presumably to decrease experiment and analysis
complexity. Some studies investigated the effect
of a few variations on neural and behavioral re-
sponses (e.g., scale and position [7, 8, 6, 4]). It
was shown that different variations are differently
treated trough the ventral visual pathway, for ex-
ample responses to some variation (e.g., position)
emerge before others (e.g., scale) [44]. However,
there is not any data addressing this for other vari-
ations. Yet depending on the type of variation, the
visual system may use different sources of informa-
tion to handle rapid object recognition. Therefore,
the responses to each variation, separately, or in
different combinations can provide valuable insight
about how the visual system performs invariant ob-
ject recognition. Because DCNNs claim to be bio-
inspired, it is also relevant to check if their perfor-
mance, when facing these transformations, corre-
lates with that of humans.
Here, we performed several behavioral experi-
ments to study the processing of different object
variation dimensions through the visual system in
terms of reaction time and categorization accu-
racy. To this end, we generated a series of image
databases consisting of different object categories
which varied in different combinations of four ma-
jor variation dimensions: position, scale, in-depth
and in-plane rotations. These databases were di-
vided into three major groups:1) objects that var-
ied in all four dimensions; 2) object that varied
in combination of three dimensions (all possible
combinations); 3) objects that varied only in a
single dimension. In addition, each database has
two background conditions: uniform gray and nat-
ural. Hence, our image database has several advan-
tages for studying the invariant object recognition.
First, it contains a large number of object images,
changing across different types of variation such as
geometric dimensions, object instance, and back-
ground. Second, we had a precise control over the
amount of variations in each dimension which let
us generate images with different degrees of com-
plexity/difficulty. Therefore, it enabled us to scru-
tinize the behavior of humans, while the complex-
ity of object variations gradually increases. Third,
by eliminating dependencies between objects and
backgrounds, we were able to study invariance, in-
dependent of contextual effects.
Different combinations of object variations al-
lowed us to investigate the role of each variation
and combination in the task complexity and hu-
man performance. Interestingly, although differ-
ent variations were linearly combined, the effects
on reaction time and accuracy were not modulated
in that way, suggesting that some dimensions sub-
stantially increased the task difficulty. The overall
impression of our experimental results indicate that
humans responded differently to different combina-
tion of variations, some variations imposed more
difficulty and required more processing time. Also,
reaction times and categorization accuracies indi-
cated that natural backgrounds significantly affects
invariant object recognition.
Results showed that 3D object rotation is the
most difficult variation either in combination with
others or by itself. In case of three-dimension ex-
periments, subjects had high categorization accu-
racy when object were not rotated in-depth, while
their accuracy significantly dropped in other three-
dimension conditions. The situation was a simi-
lar for the reaction times: when the in-depth ro-
tation was fixed across levels, the reaction time
was shorter than the other conditions which ob-
jects were allowed to rotate in-depth. Although
we expected that rotation in plane might be more
difficult than scale, our results suggest the oppo-
site. Possibly, changing the scale of the object
might change the amount of information conveyed
through the visual system which would affect the
processing time and accuracy. Besides, the accu-
racy was very low when the objects were located
on the center of the image but varied in other di-
mensions, while the accuracy was higher when we
changed the object position and fixed any other di-
mensions. This suggests that subjects were better
able to tolerate variations in objects’ position.
Moreover, we investigated whether these effects
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are related to low-level image features such as con-
trast and luminance. The results showed that
the correlation between these features and reac-
tion time and accuracy is very low and insignifi-
cant across all levels, type of variations, and ob-
jects. This suggests that although different varia-
tions affect the contrast and luminance, such low-
level features have little effect on reaction time and
accuracy.
We also performed ultra-rapid object categoriza-
tion for the three-dimension databases with natural
backgrounds, to see if our results depend on pre-
sentation condition or not. Moreover, to indepen-
dently check the role of each individual dimension,
we ran a one-dimension experiment in which ob-
jects were allowed to vary in only one dimension.
These experiments confirmed the results of our
previous experiments. Besides, we evaluated two
powerful DCNNs over three- and one-dimension
databases which surprisingly achieved similar re-
sults to those of humans. It suggests that humans
have more difficulty for those variations which are
computationally more difficult.
In addition to object transformations, back-
ground variation can also affect the categorization
accuracy and time. Here, we observed that using
natural images as object backgrounds seriously re-
duced the categorization accuracy and concurrently
increased the reaction time. Importantly the back-
grounds we used were quite irrelevant. We removed
object-background dependency, to purely study the
impacts of background on invariant object recogni-
tion. However, object-background dependency can
be studied in future to investigate how contextual
relevance between the target object and surround-
ing environment would affect the process of invari-
ant object recognition (e.g., [45, 46, 47]).
Another limitation of our work, is that we did
not assess the question of the extent to which pre-
vious experience is required for invariant recogni-
tion. Here, presumably both humans and DCNNs
(through training) had extensive experience of the
four classes we used (car, animal, ship, motorcy-
cle) at different positions, scales, and with different
viewing angles, and it is likely that this helped to
develop the invariant responses. Importantly, stud-
ies have shown that difficult variations (rotation in
depth) are solved in the brain later in development
compared to easier ones [48], suggesting that the
brain needs more training to solve complex vari-
ations. It would be interesting to perform simi-
lar experiments as here with subjects of different
ages, to unravel how invariance to different varia-
tions evolve through the development.
During the last decades, models have attained
some scale and position invariant. However, at-
tempts for building a model invariant to 3D vari-
ations has been marginally successful. In par-
ticular, recently developed deep neural networks
has shown merits in tolerating 2D and 3D vari-
ations [34, 12, 27]. Certainly, comparing the re-
sponses of such models with humans (either be-
havioral or neural data) can give a better insight
about their performance and structural character-
istics. Hence, we did the same experiments on two
of the best deep networks to see whether they treat
different variations as humans do. It was previ-
ously shown that these networks can tolerate vari-
ations in similar order of the human feed-forward
vision [34, 12]. Our results indicate that as humans
they also have more difficulties with in-depth rota-
tion and scale variation.
However, the human visual system extensively
exploits feedback and recurrent information to re-
fine and disambiguate the visual representation.
Also, our vision is continues. Hence, the human
visual system would have higher accuracies if it
was allowed to use feedback information and con-
tinuous visual input. But deep networks lack such
mechanism which could help them to increase their
invariance and recognition ability. The future ad-
vances in deep networks should put more focus on
feedback and continuous vision.
Finally, our results show that variation lev-
els strongly modulate both humans and DCNNs
recognition performances, especially for rotation in
depth and scale. Therefore these variations should
be controlled in all the image datasets used in vi-
sion research. Failure to do so may lead to noisy
results, or even misleading ones. For example a
category may appear easier to recognize than an-
other one only because its variation levels hap-
pen to be small in a given dataset. We thus
think that our methodology and image databases
17
could be considered as benchmarks for investigating
the power of any computational model in tolerat-
ing different object variations. Such results could
then be compared with biological data (electro-
physiology, fMRI, MEG, EEG) in terms of perfor-
mance, but also representational dissimilarity [49].
It would help computational modelers to system-
atically evaluate their models in fully controlled
invariant object recognition tasks, and could help
them to improve the variation tolerance in their
models, and to make them more human-like.
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Supplementary information
1 Two-category rapid presentation experiments
1.1 Psychophysics experiment
In these experiments, subjects categorized rapidly presented images from two categories: car and animal.
Each trial started with a fixation cross presented at the center of the screen for 500 ms. An image was
then randomly selected from the image database and was presented for 25 ms (2 frames of a 80 Hz
monitor) followed by a gray blank screen for 25 ms (ISI). Immediately after the blank screen, a 1/f
noise mask image was presented for 100 ms. Subjects were asked to rapidly and accurately press one of
the two keys, labeled on the computer keyboard, to indicate which object category was presented. The
next trial was started immediately after the key press. There were two conditions which are explained
as following:
• All-dimension database: Object images were selected from the all-dimension database (see Image
generation in the main manuscript). Subjects participated into two sessions: 1) Objects on a gray
uniform background; 2) Objects on randomly selected natural backgrounds. In each session, subjects
were presented with 320 object images (2 categories × 4 levels × 40 images from each category),
divided into two blocks of 160 images. We collected the data of 17 sessions for each condition (i.e.,
uniform and natural backgrounds).
• Three-dimension database: In this experiment, we used the three-dimension databases.This al-
lowed us to study the effect of excluding the variations across one dimension on human performance
in invariant object categorization: if the fixed dimension is more difficult than the others, subjects
will be able to categorize the objects more accurately and within shorter time than if the fixed
dimension is easier. In each session, subjects were presented with 960 images: 2 categories × 4
levels × 4 conditions (∆Sc = 0, ∆Po = 0, ∆RP = 0, and ∆RD = 0) × 30 images per category. Note
that we inter-mixed images of all conditions; so, subjects were unaware of the type of variations.
Images were presented in four consecutive blocks of 240 images. We recorded 17 sessions for each
background condition (i.e., objects on uniform and natural backgrounds).
1.2 Behavioral results
Subjects achieved remarkably high accuracy in categorization of rapidly presented object images from
two categories while they varied across different dimensions (car versus animal; see the experimental
settings in previous Section). When objects had uniform background, the average accuracy of subjects
across different variation levels was about 95% (Figure S1.A). There was no significant difference
between the accuracies when objects varied across all and three dimensions (Wilcoxon rank-sum test).
Also, there was no significant accuracy drop across the variation levels in both experimental conditions
(see the color-coded p-value matrices at the right side of Figure S1.A, Wilcoxon rank sum test).
However, in the experiment with natural backgrounds, there was a significant accuracy drop as the
variation level increased in both all- and three-dimension conditions (see the color-coded p-value matrices
in the right side of Figure S1.B). This shows that the presence of distractors in the background dra-
matically affects the accuracy of subjects in invariant object recognition, specifically at higher variation
levels.
Figure S1 showed the overall accuracy in two experimental conditions, but it did not show how
accuracy depends on variations across different dimensions. For this purpose, we computed the average
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accuracies for different conditions in the three-dimension experiment (i.e., ∆Sc = 0, ∆Po = 0, ∆RP = 0,
∆RD = 0) and compared them with the all-dimension case. Figure S2.A shows that when objects had
uniform background, there was no significant difference in the accuracies of different three-dimension
conditions, suggesting that subjects could robustly categorize objects in this case, even at high variation
levels. The accuracy drop between level 0 and level 3 was also very small (see the bar plot in Figure S2.A).
The situation was completely different when objects had natural backgrounds. Figure S2.B illustrates
that although there is no significant difference in accuracies between three-dimension conditions at low
and intermediate variation levels, there is a significant difference (almost 15%) between the accuracies
in ∆RD = 0 and ∆Sc = 0, and ∆RP = 0 and ∆Po = 0 at the highest variation level (level 3). This is
also evident in the absolute accuracy drops, which indicates that the accuracy drop in ∆RD = 0 and
∆Sc = 0 was significantly smaller than ∆RP = 0 and ∆Po = 0 (Figure S2.B, bar plot). These suggest
that the presence of in-depth rotation and scale variation made the object recognition very difficult.
The accuracy in all-dimension experiment was similar to ∆RP = 0 and ∆Po = 0 conditions (See p values
at the top of Figure S2).
We also recorded the reaction times of subjects performing two-category experiments. Here, we first
report the overall reaction time of human subjects regardless of the type of variations. Figures S3.A
and S3.B present the reaction times of different variation levels when objects varied in all and three
dimensions for uniform and natural backgrounds, respectively.
The average reaction time in the all-dimension condition is longer than in the three-dimension con-
dition across all levels, although the differences are not significant (Figure S3.A, wilcoxon rank sum).
In addition, for both all- and three-dimension condition, there is no significant change in reaction times
across the variation levels (see the color-coded p-value matrices in the right side of Figure S3.A; they
show all possible pair-wise comparisons across levels; wilcoxon rank sum test). As shown in Figure S1.A,
results for the accuracies are similar. Hence, it can be said that humans can accurately ( 95%) and quickly
( 450−520 ms) categorize varied object images in our two-category invariant object categorization tasks
with uniform background.
The general reaction times for natural background condition are provided in Figure S3.B. As can
be seen, there are significant increments in reaction times of both all- and three-dimension, specifically
in higher variation levels. The trend for the accuracies is similar(see Figure S1.B): the accuracies
significantly drop in higher variation levels. These together show that distractors in clutter backgrounds
significantly affect the performance of humans in recognition of highly varied objects. Moreover, although
there was no significant difference in the accuracies between all- and three-dimension experiments,
the reaction times were significantly different at variation levels 2 and 3, indicating that objects with
variations across all-dimensions needed more processing time than in the three-dimension case.
Figures S4.A and S4.B demonstrate the reaction times of each variation combination in the three-
dimension case as well as in the all-dimension case across different levels for both uniform and natural
backgrounds, respectively. Comparing the reaction times in different three-dimension conditions with
uniform background shows insignificant difference among them (Figure S4.A). It means that the elimi-
nation of any dimension dose not affect much the reaction time. In other words, it is easy for humans to
categorize rapidly presented car and animal images with uniform gray background even in high variation
levels independently of the type of variations. However, we can see, from the left bar plot, that removing
rotation in-depth (red bar) made the task easier with smaller absolute drop in reaction time from level
0 to level 3 (this is significant comparing to other conditions, see color-coded horizontal lines at the top
of the bar plots). It is also evident that the all-dimension case has a higher reaction time and it is the
most difficult task.
However, as shown in Figure S4.B, the situation is different when objects had natural backgrounds.
The reaction times of ∆RP = 0 and ∆Po = 0 are longer than ∆RD = 0 and ∆Sc = 0. As seen in
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Figure S2.B, the accuracies of ∆RP = 0 and ∆Po = 0 were also significantly lower than that of the other
two three-dimension conditions. This confirms that in-depth rotation and scale variations are more
difficult than the other two and need more processing time (Figure S4.B). It is also noteworthy that
the reaction times in the all-dimension condition are significantly longer than in all the three-dimension
conditions (See p values at the top of Figure S4.B).
2 Four-category rapid presentation experiments
2.1 Category-wise accuracy
The global accuracies of humans for the four-category rapid experiments are presented in the main
manuscript. Here, for each category, we present the human accuracies in different variation and back-
ground conditions. Figure S5.A illustrates the category-wise accuracies in case of uniform background.
As seen, the ∆RD = 0 condition has the highest accuracy in almost all categories, even at the highest
variation level, while ∆Po = 0 has the lowest accuracy. These two conditions also have the lowest and
highest accuracy drops, respectively. Generally, subjects made the maximum error while categorizing
motorcycle and ship categories, specifically at the highest variation level, while they achieved the great-
est accuracy in categorization of car images. This is also reflected in the accuracy drop bar plots with
the highest drop in categorization of motorcycle images and the lowest drop for car images. This means
that subjects could better tolerate variations in car images and they have more difficulty to deal with
variations in motorcycle and ship instances.
Figure S5.B represents the accuracies of each category in a separate plot, for the natural background
experiment. Although the trend in accuracy is different across categories, it is evident that ∆Sc = 0
and ∆RD = 0 were the easiest in three-dimension on conditions. Moreover, subjects had higher errors
(and longer reaction times; see Figure S11.B) in categorization of ships and motorcycles compared to
the other categories. This can be seen in the bar plots of Figure S5.B, where the highest accuracy drop
was observed when categorizing images from the motorcycle category. In contrast, we observed the
lowest accuracy drop when categorizing car images. This indicates that, contrary to motorcycle and
ship categories, subjects could better tolerate variations in cars. The most difficult categorization task
was when position variation was set to 0 (green curves and bars). In this case, objects varied in the
dimensions (i.e., scale, in-depth and in-plane rotations) that imposed more difficulty to the task.
2.2 Confusion matrix analysis
To have a closer look at error rate and miscategorization across categories, we calculated the confusion
matrices of all- and three-dimension experiments. Figure S6.A shows that in the uniform background
condition, the categorization error increased at level 3, with the highest error rate when categorizing ship
and motorcycle images (e.g., most of wrongly assigned ship labels corresponded motorcycles images).
Comparing different three-dimension conditions shows that the miscategorization rate in ∆Po = 0 was
higher than in the other conditions while the lowest miscategorization rate was observed in ∆RD = 0. The
miscategorization rate in natural backgrounds experiment was higher than in the uniform background
condition (Figure S6.B), even at low and intermediate variation levels. The error rate was lower in
∆RD = 0 than in the other conditions. On the other hand, the highest error rate was observed in
∆Po = 0.
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2.3 Contrast and luminance analysis
As a control, we computed the correlation between low-level image statistics (contrast and luminance)
and the performance of human subjects. Here, we investigate whether the changing pattern of human
accuracy is due to the nature of the task or to the changes in image statistics. The image contrast is
computed by the Root Mean Square Contrast method which is defined as the standard deviation of the
intensity values of all pixels in the image divided by the mean intensity, and the image mean luminance
is obtained by averaging the pixel intensities.
Figures S7.A and S7.B, respectively, illustrate the correlation values of image contrast and mean
luminance with human accuracy and reaction time over different variation levels and variation conditions
for the three-dimension uniform background task. As can be seen, the correlation of image contrast with
human accuracy and reaction time are negligible and insignificant for almost all variation conditions. The
situation is similar for image mean luminance. These together indicate that, for the uniform background
task, image statistics such as contrast and luminance do not significantly contribute to humans’ invariant
object recognition process.
We did the same analysis for the three-dimension natural background conditions. The correlation
values of image contrast and mean luminance with human accuracy and reaction time over different
variation levels and variation conditions are presented in Figure S8.A and Figure S8.B, respectively.
As shown in these figures, the correlation values for both contrast and mean luminance are small and
statistically insignificant for all variation levels and variation conditions. This means that changes in
luminance or contrast do not affect human accuracy and reaction time in invariant object recognition.
2.4 Reaction time
Figures S9.A and S9.B demonstrate the average reaction time of human subjects over different variation
levels of all- and three-dimension experiments, for uniform and natural backgrounds, respectively. Note
that in these figures the reaction time of three-dimension conditions are averaged over different variation
types, meaning that we did not break into the type of variation.
As seen in Figure S9.A, in case of uniform background the reaction times of the all- and three-
dimension experiments are very close to each other and there is no significant difference between these
conditions. However, humans needs more processing time (∼ 50ms) for the same tasks but with natural
backgrounds (see Figure S9.B). Contrary to the uniform background case, there is a big difference
(although not statistically significant) between the average reaction times of the all- and three-dimension
experiments with natural backgrounds.
Figure S10.A provides the reaction times of each three-dimension condition as well as of the all-
dimension experiment, for the case of uniform background. In low and intermediate variation levels, the
reaction times of the different three-dimension conditions as well as of the all-dimension one are closed
to each other. However, in the most difficult level, the reaction times of ∆Sc = 0, ∆Po = 0, and ∆RP = 0
significantly grows up, while it does not change in ∆RD = 0 (see color-coded matrices). Indeed, when
an object is not rotated in-depth humans can more quickly categorize it than when another dimension
is fixed and the object is allowed to rotate in-depth. This again indicates that humans need more
processing time to categorize depth-rotated objects. Evidently, ∆Po = 0 has higher reaction times than
the other conditions, specifically in the highest level. In other words, if we do not change the position
of the object but vary it in other dimensions, subjects need more time to categorize it. This means that
position variation is easier to overcome for humans. Also, these results are confirmed by comparing the
absolute increase in reaction times of different conditions presented in the bar plot of Figure S10.A.
For each object category, the reaction times of the all- and three-dimension uniform background
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experiments are presented in a separate plot in Figure S10.B. In line with categorization accuracies
(see Figure S5.A), ∆RD = 0 has the shortest and ∆Po = 0 has the longest reaction times in almost
all categories. By the way, Motorcycles have the highest reaction times specifically in level 3, and also
have the greatest increase in reaction time. Figure S11.A illustrates the reaction time and absolute
increase in reaction time of the all- and three-dimension experiments with natural backgrounds. The
category-wise reaction times and corresponding reaction time increments from the lowest to the highest
variation level are shown in Figure S11.B.
3 Four-category ultra-rapid presentation experiments (reac-
tion time)
The accuracies of humans for these experiments are available in the main manuscript, and here we
present the reaction times. The left plot in Figure S12.A illustrates the reaction times of the ultra-
rapid invariant object categorization task for the three-dimension conditions, when objects had natural
backgrounds. The absolute reaction time increase, from the first to the last variation level, as well
as the reaction time in level 3 are also presented in the middle and the right plot of Figure S12.B,
respectively. Although there is no statistically significant difference in the reaction times of different
conditions, ∆RD = 0 has the lowest average reaction time in level 3 (note that these results are the
average of five subjects only, so, small sample size might be the reason for insignificant differences).
Also, ∆RD = 0 has the smallest increase in reaction time from the first the highest level. Once again,
∆Po = 0 has the highest average reaction time (although insignificant) in level 3, and the largest increase
in reaction time from level 0 to level 3.
The reaction times in different conditions of the one-dimension natural background experiments are
also shown in the left plot of Figure S12.B. Although the differences are not statistically significant, the
absolute increase in reaction time in ∆Sc and ∆RD is higher than in the other conditions, confirming
that these variations need more processing time (note that the results are the average of five subjects
only and increasing the sample size might lead to observe significant differences). In addition, ∆Po = 0
and ∆RP has the lowest reaction time increment (see the right plot of Figure S12.B), meaning that these
variations need less processing time in the human visual system.
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Figure S1: Human accuracy in two-category rapid invariant object categorization task. A. The average accuracy of human subjects
in categorization of car versus animal images, when objects had uniform background. The dark, blue curve shows the accuracy when objects
varied across all dimensions and the light, blue curve demonstrates the accuracy when objects varied across three dimensions. Error bars are
the standard deviation (STD). P values, printed at the top of curves, show whether the accuracy between all- and three-dimension experiments
significantly differ (Wilcoxon rank sum test). Color-coded matrices, at the right, show all possible pair-wise comparisons across levels, indicating
whether changes in accuracy were statistically significant (Wilcoxon rank sum test; each matrix corresponds to one curve; see color of the frame).
B. Categorization accuracies when objects had natural backgrounds.
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Figure S2: Human accuracy in two-category rapid invariant object categorization task in different three-dimension conditions.
A. Left, human average accuracy in categorization of car versus animal images, when objects had uniform backgrounds. Each curve corresponds
to one condition: ∆Sc = 0, ∆Po = 0, ∆RP = 0, ∆RD = 0 (as specified with different colors). Error bars are the standard deviation (STD).
P values, depicted on the top of curves, show whether the accuracy between all-dimension and three-dimension conditions significantly differ
(Wilcoxon rank sum test). Color-coded matrices show whether changes in accuracy across levels are statistically significant (Wilcoxon rank sum
test; each matrix corresponds to one curve; see color of the frame). Right, absolute accuracy drop between level 0 and level 3 (mean+/-STD).
Each bar corresponds to one condition. The horizontal lines on the top of bar plot show whether the differences are significant (gray line:
insignificant, black line: significant). B. Categorization accuracy when objects had natural backgrounds.
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Figure S3: Average reaction time of humans in two-category rapid invariant object categorization task. A. Average and standard
error of the mean (SEM) of subjects’ reaction time in all- and three-dimension conditions, when objects had uniform background. The orange
curve (resp. brown) shows the reaction time when objects varied in all (resp. three) dimensions. Note that reaction times in three-dimension
case are the overall reaction times across different conditions. P values, depicted at the top of curves, show whether the reaction time difference
between all- and three-dimension are significant (Wilcoxon rank sum test). Color-coded matrices, at the right, show all possible pair-wise
comparisons across levels, indicating that whether or not reaction time changes are statistically significant (Wilcoxon rank sum test; each
matrix corresponds to one curve; see color of the frame) B. Reaction times when objects had natural background.
28
A. B.
0 1 2 3
3 2 1 0
P-value
s.
n.s.
0 1 2 3
3 2 1 0
P-value
s.
n.s.
0 1 2 3
450
500
550
600
650 sn. * ** *
n.s
* *
n.s
*
n.
*
***
n.s sn.
n.s **
Variation Levels
R
ea
ct
io
n 
Ti
m
e 
(m
s)
Sc Po Pl Dp All
0
20
40
60
80
100
120
A
bs
. I
nc
re
as
e 
in
 R
T 
(m
s)
0 1 2 3
450
500
550
600
n.s n.s n.s n.s
sn. sn. n.s n.s
sn. n.s n.s n.s
sn. sn. n.s *
Variation Levels
R
ea
ct
io
n 
Ti
m
e 
(m
s)
Sc Po Pl Dp All
0
10
20
30
40
50
60
70
A
bs
. I
nc
re
as
e 
in
 R
T 
(m
s)
Figure S4: Average reaction time of humans in two-category rapid invariant object categorization task for different three-
dimension conditions. A. Left, average and standard error of the mean (SEM) of subjects’ reaction time in all-dimension and different
three-dimension conditions, when objects had uniform background. Each curve corresponds to one condition: ∆Sc = 0, ∆Po = 0, ∆RP = 0,
∆RD = 0 (as specified with different colors). P values, depicted on the top show whether the reaction time difference between all-dimension
and other three-dimension conditions are significant (Wilcoxon rank sum test). Color-coded matrices show all possible pair-wise comparisons
across levels, indicating whether or not the reaction time changes in each condition are statistically significant (Wilcoxon rank sum test; each
matrix corresponds to one curve; see color of the frame). Right, absolute reaction time increase between level 0 and level 3 (mean+/-STD).
The horizontal lines on the top show whether the differences are significant (gray line: insignificant, black line: significant). B. Average and
SEM of subjects’ reaction time in all- and different three-dimension conditions, when objects had natural backgrounds.
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Figure S5: Categorization accuracy and absolute drop in accuracy for different conditions and object categories. A. Uniform
background. The left plot for each object category illustrates the accuracies of different three-dimension conditions. Error bars are the standard
deviation (STD). P values, depicted on the top show whether the accuracy between all-dimension and other three-dimension conditions are
significantly different (Wilcoxon rank sum test). For each object category, the bar plot on the right demonstrates the absolute accuracy drop
between level 0 and level 3 (mean+/-STD). The horizontal lines on the top of these bar plots show whether the differences between variation
conditions are significant (gray line: insignificant, black line: significant). B. Natural background, the conventions are identical to A.
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Figure S6: Confusion matrices for rapid object categorization tasks for all- and three-dimension conditions. A. Confusion
matrices when objects had uniform backgrounds. Each column of confusion matrices corresponds to a variation level and each row refers to an
experimental condition (written at the right end). The name of categories is written at the first, top-left confusion matrix. The color bar at
the top-right indicates the range of accuracies. B. Confusion matrices when object has natural backgrounds.
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Figure S7: The correlation between low-level statistics (contrast and luminance) and the performance of human subjects,
when objects had uniform backgrounds. A. Correlation between the contrast of images (root mean square contrast) and human accuracy
(top row) and reaction time (bottom row) for all levels and three variation conditions. Each point refers to an image and colors indicate
an experimental condition. Correlation values are depicted in each scatter plot with corresponding colors (Pearson correlation). Significant
correlations are specified using asterisks next to numbers. Scatter plots are plotted for all levels from level 0 (left) to level 1 (right). B.
Correlation between the luminance of images (mean luminance of all pixels) and human accuracy (top row) and reaction time (bottom row)
for all levels and three variation conditions.
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Figure S8: The correlation between low-level statistics (contrast and luminance) and the performance of human subjects,
when objects had natural backgrounds. A. Correlation between the contrast of images (root mean square contrast) and human accuracy
(top row) and reaction time (bottom row) for all levels and three variation conditions. Each point refers to an image and colors indicate
an experimental condition. Correlation values are depicted in each scatter plot with corresponding colors (Pearson correlation). Significant
correlations are specified using asterisks next to numbers. Scatter plots are plotted for all levels from level 0 (left) to level 1 (right). B.
Correlation between the luminance of images (mean luminance of all pixels) and human accuracy (top row) and reaction time (bottom row)
for all levels and three variation conditions.
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Figure S9: Average reaction time of human subjects in rapid invariant object categorization task. A. Average and standard error
of the mean (SEM) of subjects’ reaction time in the all- and three-dimension conditions, when objects had uniform background. The orange
curve shows the reaction time when objects varied in all dimensions and the brown curve demonstrates the data for three dimensions. P values,
depicted on the top, show whether the reaction time difference between the all- and three-dimension experiments are significant (Wilcoxon rank
sum test). Color-coded matrices, on the right, show all possible pair-wise comparisons across levels, indicating whether or not the reaction time
changes are statistically significant (Wilcoxon rank sum test; each matrix corresponds to one curve; see color of the frame). B. Average and
SEM of subjects’ reaction time in the all- and three-dimension conditions, when objects had natural backgrounds.
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Figure S10: Average reaction time of human subjects in rapid invariant object categorization task for the all-dimension and
different three-dimension conditions, when objects had uniform backgrounds. A. Left, average and standard error of the mean of
subjects’ reaction time in the all-dimension and different three-dimension conditions, when objects had uniform backgrounds. Each color refers
to a condition. P values, depicted on the top, show whether the reaction time difference between the all-dimension and the other three-dimension
conditions are statistically significant (Wilcoxon rank sum test). Color-coded matrices, on the right, show all possible pair-wise comparisons
across levels, indicating whether the reaction time changes in each condition are statistically significant (Wilcoxon rank sum test; each matrix
corresponds to one curve; see color of the frame). Right, absolute increase in reaction time between level 0 and level 3 (mean+/-STD). The
horizontal lines on the top show whether the differences are significant (gray line: insignificant, black line: significant). B. Reaction time and
absolute increase in reaction time for different conditions and object categories.
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Figure S11: Average reaction time of human subjects in rapid invariant object categorization task for the all-dimension and
different three-dimension conditions, when objects had natural backgrounds. A. Left, average and standard error of the mean
of subjects’ reaction time in the all-dimension and different three-dimension conditions, when objects had natural backgrounds. Each color
refers to a three-dimension condition (p values and matrices were calculated using a similar approach to fig S10). Right, absolute increase in
reaction time between level 0 and level 3 (mean+/-STD). The horizontal lines on the top show whether the differences are significant (gray line:
insignificant, black line: significant). B. Reaction time and absolute increase in reaction time for different conditions and object categories.
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Figure S12: Reaction time of human subjects in ultra-rapid invariant object categorization task for the different three-
dimension and one-dimension conditions, when objects had natural backgrounds. A. Left, average and standard error of the mean
of subjects’ reaction time in different three-dimension conditions. Each curve corresponds to one condition: ∆Sc = 0, ∆Po = 0, ∆RP = 0,
∆RD = 0 (as specified with different colors). Horizontal axis shows variation levels from level 0-3. Error bars are the standard deviation (STD).
Color-coded matrices, on the right, show all possible pair-wise comparisons across levels, indicating whether the reaction time changes in each
condition are statistically significant (Wilcoxon rank sum test; each matrix corresponds to one curve; see color of the frame). Middle, reaction
times at the most difficult level for different three variation conditions (each bar corresponds to one condition). The horizontal lines on the
top shows whether the differences are significant (gray line: insignificant, black line: significant). Right, absolute increase in reaction time
between level 0 and level 3 (mean+/-STD). B. Left, average and standard error of the mean of subjects’ reaction time in different one-dimension
conditions (details of the plot are similar to A). Middle, reaction times at the most difficult level for different three variation conditions (each
bar corresponds to a condition). Right, absolute increase in reaction time between level 0 and level 3 (mean+/-STD).
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