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The emergent fluctuating hydrodynamics of a viscoelastic fluid modeled by the multiparticle collision dynamics
(MPC) approach is studied. The fluid is composed of flexible, Gaussian phantom polymers, which interact
by local momentum-conserving stochastic MPC collisions. For comparison, the analytical solution of the
linearized Navier-Stokes equation is calculated, where viscoelasticity is taken into account by a time-dependent
shear relaxation modulus. The fluid properties are characterized by the transverse velocity autocorrelation
function in Fourier space as well as in real space. Various polymer lengths are considered—from dumbbells to
(near-)continuous polymers. Viscoelasticity affects the fluid properties and leads to strong correlations, which
overall decay exponentially in Fourier space. In real space, the center-of-mass velocity autocorrelation function
of individual polymers exhibits a long-time tail independent of polymer length, which decays as t−3/2, similar
to a Newtonian fluid, in the asymptotic limit t → ∞. Moreover, for long polymers an additional power-law
decay appears at time scales shorter than the longest polymer relaxation time with the same time dependence,
but negative correlations, and the polymer length dependence L−1/2. Good agreement is found between the
analytical and simulation results.
I. INTRODUCTION
Soft matter and complex fluids are composed of a
broad range of nano- to microscale objects. Such sys-
tems are typically easily deformable, with characteristic
energies on the order of the thermal energy and corre-
spondingly long relaxation times, and entropic degrees of
freedom play an important role.1–3 Paradigmatic exam-
ples of soft matter are biological cells—containing a wide
range of polymeric and colloidal ingredients4,5—blood,
solutions of polymers, emulsions, and suspensions of col-
loidal particles.6,7 The majority of these suspensions are
viscoelastic rather than Newtonian, combining the vis-
cous properties of fluids with elastic characteristics of
solids.6,8–11
Computer simulations are a valuable tool for gain-
ing insight into the viscoelastic properties of complex
fluids.12 Of particular interest are mesoscale simulation
techniques, which account for hydrodynamic interactions
and are able to bridge the length- and time-scale gap
between fluid degrees of freedom and those of the em-
bedded (polymeric) particles.13,14 Established mesoscale
techniques are the lattice Boltzmann method (LB),15–18
dissipative particle dynamics (DPD),19,20 and the mul-
tiparticle collision dynamics approach (MPC).21–23 Vis-
coelasticity is incorporated in different ways in the vari-
a)Electronic mail: david@toneian.com
b)Electronic mail: gerhard.kahl@tuwien.ac.at
c)Electronic mail: g.gompper@fz-juelich.de
d)Electronic mail: r.winkler@fz-juelich.de
ous simulation approaches. LB describes a fluid in terms
of a spatially discretized probability density, whose dy-
namics progresses via the Boltzmann equation.17,18 Vis-
coelasticity is incorporated by extending the stress ten-
sor by a viscous-stress contribution, e.g., the Maxwell
model,6,24,25 and taking this stress into account as a
body force in the discretized propagation equation.24,25
In contrast, DPD and MPC are particle-based simula-
tion approaches, where the bare fluid is represented by
point particles, and a complex fluid by additional sus-
pended objects such as colloids, polymers, membranes,
or cells. In the latter approaches, viscoelasticity emerges
as a consequence of the interactions between the embed-
ded objects. Examples for viscoelastic DPD simulations
are studies of blood cells26 and star polymers27 in flow.
For MPC, the rheological properties of linear, branched,
and star polymers27–33 have been investigated, as well as
that of cells and vesicles.34
Alternatively, viscoelastic fluids can be modeled by an
ensemble of more complex entities, directly representing
a viscoelastic fluid rather than a viscoelastic suspension.
DPD and MPC viscoelastic fluids can be modeled by
linearly connected DPD or MPC particles, respectively.
The simplest viscoelastic unit is a dumbbell. The exten-
sion of the original DPD approach to a dumbbell fluid
is presented in Ref. 35 and to even longer polymers in
Ref. 36. Similarly, the properties of MPC dumbbell fluids
of different complexity are studied in Refs. 13, 14, 37, and
38.
This representation of a viscoelastic fluid via an ensem-
ble of linear elastic polymers raises a number of funda-
mental questions on hydrodynamic interactions in such a
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2solution. Traditionally, it is assumed that hydrodynamic
interactions are screened in polymer melts and that the
properties of individual polymers in the melt are well de-
scribed by the Rouse model.10,39 Screening is assumed
to emerge by the excluded-volume interactions between
the polymers. Conversely, analytical considerations show
that in melts of phantom polymers, i.e., polymers with-
out excluded-volume interactions, hydrodynamic interac-
tions are unscreened.40
Recent computer simulations and theoretical studies
of unentangled polymer melts including excluded-volume
interactions raise considerable doubts on this simple pic-
tures, since the studies show clear evidence of a long-time
tail in the polymer velocity correlation function, indica-
tive for unscreened hydrodynamic interactions.41,42
In this article, we study the properties of a viscoelas-
tic fluid by analytical calculations and simulations. Our
goal is to characterize the properties of the viscoelas-
tic fluid, which will ultimately be used to study em-
bedded objects. Analytically, we consider the linearized
Navier-Stokes equations with a time-dependent relax-
ation modulus, i.e., an integro-differential equation for
the velocity field.6 The relaxation modulus follows from
the Rouse model of polymer dynamics,10 a special case
of the generalized Maxwell model.6 In simulations, we
employ the MPC approach, which has successfully been
applied to study structural and dynamical properties of
a wide range of polymeric systems.12,27,28,43–51 It cor-
rectly captures hydrodynamic interactions43,48 and can
efficiently be parallelized on various platforms, especially
on graphics processing units (GPUs).52,53
We analyze the fluid properties in terms of veloc-
ity autocorrelation functions. An analytical solution
for the transverse velocity autocorrelation function is
conveniently obtained in Fourier space, with respect to
position, and in Laplace space, with respect to time.
Inverse Laplace transformation yields a strongly time-
dependent transverse autocorrelation function, which ex-
hibits damped oscillations. Both, the damping and the
oscillation frequencies depend on the relaxation times of
the polymer and the wave vector. Independent of the
polymer length, the (transverse) velocity autocorrelation
function C(t) exhibits a long-time tail on large length
scales, with the time dependence t−3/2 as is well estab-
lished for Newtonian fluids.42,54–60 Hence, hydrodynamic
correlations determine the dynamical properties of a melt
of phantom polymers on large length scales. This is re-
flected in the polymer center-of-mass diffusion coefficient,
which exhibits the polymer length dependence according
to the hydrodynamic Zimm model.10
The article is organized as follows. Section II presents
the polymer model and a description of the viscoelas-
tic fluid in terms of a modified Navier-Stokes equation.
Velocity autocorrelation functions of the fluid are in-
troduced and their analytical solutions are presented in
Sec. IV. The dynamics of the center-of-mass of an in-
dividual (tagged) polymer is discussed in Sec. V. Sec-
tion III describes the MPC implementation, and Sec. VI
presents the simulation results and a comparison with
theoretical predictions. Finally, the main results and as-
pects of our study are summarized in Sec. VII. The Ap-
pendices A and B describe details of the calculation of
inverse Laplace transformations. Appendix C illustrates
the derivation of the center-of-mass velocity autocorrela-
tion function of a tagged polymer.
II. MODEL OF VISCOELASTIC FLUID
A. Polymer Dynamics
We consider an ensemble of linear phantom polymers,
each composed of N monomers. The bonds between sub-
sequent monomers are described by the harmonic Hamil-
tonian
H =
K
2
N−1∑
i=1
(ri+1 − ri)2 . (1)
In the stationary state, this leads to a Gaussian partition
function capturing the conformational degrees of freedom
of the polymer.61 The overdamped equation of motion
for the position ri(t) of monomer i, corresponding to the
Rouse description of polymer physics,10,62 is then
r˙i = − 1
γ
∂H
∂ri
+
1
γ
Γi. (2)
Here, r˙i(t) is the monomer velocity at time t, kB the
Boltzmann constant, T the temperature, γ the friction
coefficient, and the Γi represent stationary, Markovian,
and Gaussian random processes with zero mean and the
second moments (α, β ∈ {x, y, z})
〈Γiα(t)Γjβ(t′)〉 = 2kBTγδijδαβδ(t− t′). (3)
The coefficient K in Eq. (1) is related to the mean square
bond length l2 via K = 3kBT/l2.
The solution of Eq. (2) is63,64
ri(t) =
N−1∑
n=0
χn(t)b
(i)
n , (4)
with the eigenfunctions
b(i)n =
√
2
N
cos
(
npi
N
[
i− 1
2
])
(5)
and
χ0(t) =
√
1
2N
N∑
i=1
ri(t) =
√
N
2
rcm. (6)
The correlation functions of the mode amplitudes χn are
obtained as (n,m ∈ [1, N − 1])
〈χn(t) · χm(t)〉 = l
2δnm
4 sin2(npi/(2N))
e−t/τn , (7)
3with the relaxation times
τn =
γl2
12kBT sin
2(npi/2N)
. (8)
In the continuum limit N →∞, l→ 0, such that L = Nl
remains constant, the well-know expression
τn =
γL2
3pi2kBTn2
=
τR
n2
(9)
of the continuous Rouse model is obtained, with the
Rouse relaxation time τR = γˆlL2/3pi2kBT , the friction
coefficient γˆ per length, and the bond length (Kuhn
length) l = 2lp, where lp is the persistence length.10,62
The current formulation of the model, with K =
3kBT/l
2, applies to equilibrium systems only, and cannot
reproduce some nonequilibrium properties, such as shear
thinning. To capture such effects, the stretching of poly-
mer bonds by the external forces needs to be prevented.
In case of simple shear, this is easily achieved by a shear-
dependent coefficient µ(γ˙) and the modified force coeffi-
cient K = 3µ(γ˙)kBT/l2, where γ˙ is the shear rate. The
coefficient µ follows from the inextensibility constraint∑N−1
i=1 〈(ri+1 − ri)2〉 = (N − 1)l2.65,66 More general, the
constraint 〈(ri+1 − ri)2〉 = l2 for every bond can be ap-
plied with a corresponding number of Lagrangian mul-
tipliers. Even for dumbbells, shear thinning is obtained
with this length constraint.14
B. Modified Navier-Stokes Equation
The viscous properties of Newtonian fluids are de-
scribed by the Navier-Stokes equations.67 In the absence
of external forces, the corresponding linearized equation
for the fluid momentum is67
%
∂v(r, t)
∂t
= −∇p+ η∆v(r, t), (10)
with the fluid velocity v(r, t) and pressure p(r, t) fields
at the position r and time t, the fluid mass density %, and
the shear viscosity η. We want to consider a viscoelas-
tic fluid composed of the phantom polymers of Sec. IIA.
Viscoelasticity is incorporated in the Navier-Stokes equa-
tion by the (heuristic) extension6,8
%
∂v(r, t)
∂t
= −∇p+
∫ t
0
G(t− t′)∆v(r, t′)dt′. (11)
Here, G(t) is the shear relaxation modulus, which is inde-
pendent of spatial coordinates and vanishes in the asymp-
totic limit (t− t′)→∞.6
The relaxation modulus Gp(t) for the phantom poly-
mers of Sec. II A has been determined in Ref. 10 as (t ≥ 0)
Gp(t) = ϕkBT
N−1∑
n=1
e−2t/τn , (12)
where ϕ is the number of polymers per volume. The
latter is related with the mass density % via
ϕ =
%
mN
=
φ
N
, (13)
where m is the monomer mass, and φ the overall
monomer concentration. The complete fluid relaxation
modulus G(t) is, aside from the polymer-bond contribu-
tion, determined by the ideal gas contribution of the in-
dividual monomers due to their thermal motion. Hence,
we use the relaxation modulus
G(t) = ηδ(t) + ϕkBT
N−1∑
n=1
e−2t/τn . (14)
Then, the Navier-Stokes equation (11) reduces to that of
a Newtonian fluid in case of a monomer solution (N = 1).
The viscosity ηf of the viscoelastic fluid follows from
G(t) via10
ηf =
∫ ∞
0
G(t)dt, (15)
which yields, with Eq. (9),10
ηf = η +
ϕkBT
2
N−1∑
n=1
τn = η +
ϕγl2(N2 − 1)
36
. (16)
With the density ϕ of Eq. (13), the fluid viscosity be-
comes
ηf = η +
φγl2
36
(
N − 1
N
)
. (17)
For long polymers (N  1) and fixed φ, ηf is dominated
by the bond contribution (GP ) and η is negligible. Then,
the fluid viscosity increases linearly with the degree of
polymerization, N .
III. MESOSCALE HYDRODYNAMICS: MULTIPARTICLE
COLLISION DYNAMICS
The MPC method for the simulation of polymer dy-
namics proceeds in two steps—streaming and collision.
In the streaming step over a time interval h, where h is
denoted as collision time, Newton’s equations of motion
for the monomers,
mr¨i = −∂H
∂ri
, (18)
are solved by the velocity Verlet algorithm,68 with the
Hamiltonian of Eq. (1). Since we consider phantom
polymers, only bond forces contribute to the monomer
dynamics. Other monomer-monomer interactions are
implemented via MPC collisions. Here, monomers are
sorted into cubic cells of side length a, with the cells form-
ing a complete tiling of the simulation volume, defining
4the collision environment. We apply the Stochastic Rota-
tion Dynamics (SRD)21,22,69 version of MPC,23 where the
relative monomer velocities, with respect to the center-
of-mass velocity of all monomers in a collision cell, are
rotated around a randomly oriented axis by a fixed angle
α. This yields the new monomer velocities
vi(t+ h) = v¯i(t+ h) + (R(α)−E) (v¯i − v¯ccm) , (19)
where v¯i(t+ h) is the monomer velocity after streaming,
R(α) is the rotation matrix, E the unit matrix, and
vccm(t) =
1
Nc
Nc∑
j=1
vj(t) (20)
is the center-of-mass velocity of the monomers in the
cell of particle i; Nc is the total number of monomers
in that particular cell. The random orientation of the
rotation axis is chosen independently for every collision
step and every collision cell. Partitioning of the sim-
ulation volume into collision cells implies violation of
Galilean invariance. To reestablish Galilean invariance,
a random shift of the collision lattice is performed at
every collision step.23,69 MPC conserves mass, momen-
tum, and energy on the collision-cell level, which leads to
correlations70,71 between the particles and long-range hy-
drodynamic interactions.60 To maintain a constant tem-
perature, the Maxwell-Boltzmann-scaling (MBS) ther-
mostat is applied at every collision step and for every
collision cell.72
The simulations are performed with the hybrid pro-
gram OpenMPCD ,73 a software suite implementing
MPC-SRD21,23,74 combined with molecular dynamics
simulations (MD) (velocity Verlet algorithm68). Both,
the MPC and the MD part of the polymer dynamics—
only phantom polymers with intramolecular bond inter-
actions are considered—are executed in a massively par-
allel manner on a GPU (double precision). The program
exhibits excellent performance on graphical processing
units (GPUs)52 supporting the CUDA75 programming
framework, such as NVIDIA Tesla accelerators.
Dimensionless units are introduced by scaling length
by the cell size a, energy by kBT , and time by√
ma2/kBT . This corresponds to the choice a = kBT =
m = 1. We choose the collision time h = 0.1
√
ma2/kBT ,
the rotation angle α = 2.27rad ≈ 130◦, and the mean
number of monomers in a collision cell 〈Nc〉 = 10. The
latter is equivalent with the mean fluid density % =
10m/a3. A MD time step of ∆t = 0.02
√
ma2/kBT ,
smaller than the collision time step, is used in order
to resolve the polymer dynamics adequately. Three-
dimensional periodic systems are considered with a cu-
bic simulation box of side length LS = 30a, if not in-
dicated otherwise, corresponding to a total number of
Ntot = 2.7× 105 monomers/MPC particles. Simulations
of a monomer fluid, i.e., a bare MPC fluid, yield the vis-
cosity η/
√
mkBT/a4 = 8.7.76 In the following, the units
a, kBT , and m will be dropped, i.e., are set to unity.
For the results presented in Sec. VI, between 2 × 107
and 1 × 108 MPC steps have been performed, typically
approximately 4× 107.
Simulations are initialized by placing the first monomer
of every polymer at a random point in the simulation vol-
ume sampled from a uniform distribution. Subsequent
bound monomers are placed randomly by choosing a ran-
domly oriented unit bond vector. Initial velocities of
each monomer are assigned independently with Cartesian
components taken from a standard normal distribution.
IV. VELOCITY CORRELATION FUNCTION OF
VISCOELASTIC FLUID
The linear equation (11) can be solved using Fourier
and Laplace transforms. Spatial Fourier transformation
(denoted by a tilde) of the velocity,
v˜(k, t) =
∫
v(r, t)e−ik·rd3r, (21)
where v˜(k, t) denotes the transformed velocity, yields
%
∂v˜(k, t)
∂t
= −ikp˜(k, t)− k2
∫ t
0
G(t− t′)v˜(k, t′)dt′.
(22)
By multiplying this equation with v˜(−k, 0), we obtain
%
∂C˜T (k, t)
∂t
= −k2
∫ t
0
G(t− t′)C˜T (k, t′)dt′ (23)
for the transverse velocity autocorrelation function
C˜T (k, t) =
〈
v˜T (k, t) · v˜T (−k, 0)〉 , (24)
where the brackets denote statistical averaging. The
transverse component v˜T (k, t) is the component of the
Fourier-space velocity v˜(k, t) = v˜L(k, t)+v˜T (k, t) that is
perpendicular to the Fourier vector k, i.e., k·v˜T (k, t) = 0.
Laplace transformation (denoted by a circumflex) with
respect to time,
CˆT (k, s) =
∫ ∞
0
C˜T (k, t)e−stdt, (25)
yields
CˆT (k, s) =
%C˜T (k, 0)
%s+ k2Gˆ(s)
. (26)
We assume that the system is in thermal equilibrium at
t = 0, hence,60
C˜T (k, 0) ≡ C˜T (0) = 2kBT
%
. (27)
The Laplace transform of G(t), Eq. (14), is77,78
Gˆ(s) = η + ϕkBT
N−1∑
n=1
1
s+ 2/τn
, (28)
5and we thus obtain
CˆT (k, s) =
%C˜T (0)
%s+ k2
(
η + ϕkBT
N−1∑
n=1
1
s+ 2/τn
) . (29)
The explicit expression C˜T (k, t) for the inverse Laplace
transform of this function is presented in Eq. (A4) of
Appendix A.
The velocity correlation function C(t) = 〈v(r, t) ·
v(r, 0)〉 follows by inverse Fourier and Laplace transfor-
mation. To eliminate the spatial dependence, we average
the correlation function with the distribution function
for r(t).55,57,60 Adopting the Lagrangian description of
the fluid, where a fluid element is followed as it moves
through space and time, we obtain in general
C(t) =
1
(2pi)3
∫
C˜(k, t)
〈
eik·(r(t)−r(0))
〉
d3k
=
1
(2pi)3
∫
C˜(k, t)e−k
2〈(r(t)−r(0))2〉/6 d3k, (30)
due to the Gaussian nature of the displacement distribu-
tion function.10 The mean square displacement (MSD),
averaged over all monomers, is10〈
∆r(t)2
〉
=
〈
(r(t)− r(0))2〉 = 6Dcmt+ 〈∆r(t)2m〉 ,
(31)
where Dcm = kBT/γN is the center-of-mass diffusion
coefficient,10 and with the results of Sec. II A, we obtain
the average monomer MSD in the polymer center-of-mass
reference frame:
〈
∆r(t)2m
〉
=
l2
2N
N−1∑
n=1
1
sin2(npi/(2N))
(
1− e−t/τn
)
.
(32)
Examples of the correlation function G(t) for various
polymer lengths are discussed in the following.
A. Newtonian Fluid (N = 1)
A Newtonian fluid is recovered for N = 1, and corre-
spondingly G(t) = ηδ(t). The inverse Laplace transfor-
mation of
CˆT (k, s) =
C˜T (0)
s+ k2ν
, (33)
with the kinematic viscosity ν = η/%, yields the
time-dependent velocity-correlation function in Fourier
space,78
C˜T (k, t) = C˜T (0)e−νk
2t, (34)
in agreement with previous studies.60 With Eq. (27), the
correlation function C(t) = CL(t) + CT (t) of Eq. (30)
becomes, in the long-time limit,54–57,60
C(t) ≈ CT (t) = kBT
4%
1
(pi[ν +Dcm]t)3/2
, (35)
since the contribution of the longitudinal velocity corre-
lation, CL(t), decays exponentially.48,60
B. Dumbbell fluid (N = 2)
Polymer-like aspects are already captured by a dumb-
bell (dimer)—i.e., two bound monomers—at least as long
as the longest relaxation time of a polymer dominates its
internal dynamics. Here, Eq. (A4) assumes the form
C˜T (k, t) =
C˜T (k, 0)
ω
e−ζt (36)
×
([
2
τ1
− ζ
]
sin(ωt) + ω cos(ωt)
)
,
with the abbreviations
ζ =
1
2
(
2
τ1
+ k2ν
)
, (37)
ω =
1
τ1
√
2k2τ1 (νf − ν)− 1
8
(k2ντ1 − 2)2, (38)
and the kinematic viscosity νf = ηf/% = ν +
ϕkBTτ1/(2%) > ν. The correlation function (36) exhibits
exponentially damped oscillations, where both the fre-
quency, ω, and the damping, ζ, depend on the relaxation
time τ1.
Evidently, the radicand in Eq. (38) is always negative
for ν = νf . More general, in case of a negative radicand,
the substitution ω = iλ, with
λ =
1
τ1
√
−2k2τ1 (νf − ν) + 1
8
(k2ντ1 − 2)2, (39)
yields the correlation function
C˜T (k, t) =
C˜T (k, 0)
λ
e−ζt (40)
×
([
2
τ1
− ζ
]
sinh(λt) + λ cosh(λt)
)
.
Since ζ > λ, we obtain a non-oscillating correlation func-
tion. Equation (38), or Eq. (39), clearly reveal a qualita-
tive different dynamical behavior due to polymer elastic-
ity (viscoelasticity). An oscillatory correlation function
function appears for νf > ν only. There are two obvious
limits with only exponentially decaying correlation func-
tions, namely |k| → 0 and |k| → ∞, which correspond to
large and small scales, respectively.
In the limit λt 1, Eq. (40) becomes
C˜T (k, t) = C˜T (k, 0)
(
1
λτ1
− ζ
2λ
+
1
2
)
e−(ζ−λ)t. (41)
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FIG. 1. Transverse velocity autocorrelation function
C˜T (k, t)/C˜T (k, 0) of dumbbells (Eq. (36) or (40)) as a func-
tion of time for the wave vectors |k| = 0.09, 0.11, 0.4, 0.8, and
2 (top to bottom). The other parameters are η = 8.7, % = 10,
ϕkBT = 5, and τ1 = 13.4. Due to viscoelasticity, the cor-
relation function oscillates for certain wave vectors assuming
positive (solid) and negative (dashed) values.
For |k| → 0, the difference in the exponent reduces to
ζ − λ = k2(ν + ϕkBTτ1/2%) +O(k4) (Eq. (16)), and the
correlation function decays exponentially with the total
kinematic viscosity, νf ,
C˜T (k, t) = C˜T (k, 0)e−νfk
2t. (42)
Then, Fourier transformation w.r.t. k of Eq. (42) yields a
long-time tail CT (t) ∼ (νf t)−3/2 on large length and long
time scales. Conversely, on small length scales |k| → ∞,
the exponent becomes ζ−λ = 2(1+νf/ν)/τ1 +O(1/k2),
and the decay of the correlation function depends only
weakly on the wave vector. In both cases, the decline of
C˜T (k, t) is determined by the properties of the dumbbell
rather than the individual monomers.
Figure 1 provides examples of the correlation function
C˜T (k, t) for various wave vectors and a specific set of pa-
rameters (see figure caption). Note that the oscillating
correlation functions assume positive and negative val-
ues. The correlation functions for the smallest (k = 0.09)
and the largest (k = 2) displayed k vectors decay ex-
ponentially according to Eq. (41), whereas those for in-
between k values exhibit exponentially damped oscilla-
tions, Eq. (36). In the latter case, the oscillation fre-
quency increases with increasing wave number. The de-
cay rates in the limit |k| → 0 and |k| → ∞ agree with
the values discussed above.
C. Continuous Polymer (N →∞)
In the case of continuous polymers, N → ∞, the re-
laxation modulus (14) becomes
G(t) = ηδ(t) + ϕkBT
∞∑
n=1
e−2tn
2/τR . (43)
Two limiting case can be distinguished
(i) t/τR  1 — The sum in Eq. (43) is dominated by the
mode n = 1, corresponding to the dumbbell consid-
ered in Sec. IVB with the relaxation time τ1 = τR.
Again, on large length scales, the velocity correla-
tion function decays exponentially with the viscosity
ηf = η+ϕkBTτR/2, where η can be neglected for long
polymers due to the large Rouse time.
(ii) t/τR  1 — The sum of modes in Eq. (43) can be
replaced by an integral over n,10,79 and we straightfor-
wardly obtain
G(t) = ηδ(t) +
ϕkBT
2
√
piτR
2t
. (44)
Laplace transformation yields
Gˆ(s) = η +
ϕkBTpi
2
√
τR
2s
, (45)
and the velocity correlation function becomes
CˆT (k, s) =
%C˜T (k, 0)
%s+ k2
(
η +
ϕkBTpi
2
√
τR
2s
) . (46)
Inverse Laplace transformation (cf. Appendix B)
yields, neglecting η,
C˜T (k, t) = C˜T (0)f([k2ϕkBTpi
√
τR/(2
√
2%)]2/3t), (47)
with the function f(x) specified in Eq. (B5). Hence,
C˜T (k, t) scales with (k4/3t) as already pointed out in
Ref. 42.
In the asymptotic limit of a large argument of f in
Eq. (47), we find
C˜T (k, t) = −
√
2% C˜T (k, 0)
ϕkBTpi
√
piτR
1
k2t3/2
. (48)
Note that the correlation function is negative. The
correlation function exhibits a long-time-tail-type time
dependence t−3/2, which is very different from the ex-
ponential function of Eq. (34) for individual monomers.
Polymer elasticity complete changes the time and
wave-vector dependence of the correlation function.
However, as shown in Sec. VA2, this does not affect
the long-time-type decay of the correlation function in
real space.
7Inserting C˜T (k, 0) of Eq. (27) and the polymer concen-
tration of Eq. (13) into Eq. (48), we find
C˜T (k, t) = − 2
√
2
pi3/2φl
√
τl
1
k2t3/2
, (49)
with the abbreviation τl = γˆl/(3pi2kBT ). Thus, the
fluid correlation function C˜(k, t) is independent of
polymer length in the time interval τl  t  τR for
long polymers (L/l  1); it depends on the overall
monomer density only.
D. Asymptotic Behavior for t→∞
The asymptotic time dependence of the correlation
function CT (t) for t → ∞ follows from Eq. (29) in the
limit s → 0. Neglecting s in the sum over modes in
Eq. (29), the correlation function reduces to CˆT (k, s) =
C˜T (0)/(s + k2νf ), with the total kinematic viscosity
νf = ηf/%. Then, Fourier and Laplace transformations
yield
CT (t) =
C˜T (0)
8 (piνf t)
3/2
(50)
independent of polymer length. This result is consistent
with the limiting cases discussed in Secs. IVA, IVC, and
corresponds to the long-time tail of simple fluids.54–57,60
Hence, on large length scales and for long times, the poly-
mer melt of phantom chains exhibits fluid-like behavior
similar to simple fluids, but with the total viscosity ηf
determined by polymer elasticity.
E. Oseen Tensor-Type Behavior
Integration of the correlation function C˜T (k, t) over
time yields
T (k) =
∫ ∞
0
C˜T (k, t)dt = CˆT (k, 0) =
%C˜T (0)
k2ηf
, (51)
with the use of the definition of the Laplace transform
(25) and Eq. (29). Hence, T (k) ∼ 1/k2, similar to the
Oseen tensor of a Newtonian fluid,7,10,60 but with the
viscosity of the polymeric fluid. Fourier transformation
with respect to k leads then to a long-range interaction ∼
1/|r| in three-dimensional space. As a consequence, the
considered viscoelastic phantom polymer melt exhibits
the properties of Newtonian fluids in terms of long-range
fluid interactions.
V. CENTER-OF-MASS DYNAMICS OF INDIVIDUAL
POLYMERS
The equations of motion (2) describe the dynamics
of an isolated polymer exposed to thermal noise. We
now consider an individual polymer embedded in other,
identical polymers, accounting for the environment by in-
cluding the convective transport velocity following from
Eq. (11). Hence, we set
r˙i(t) = v(ri, t)− 1
γ
∂H
∂ri
+
1
γ
Γi(t), (52)
with the fluid velocity v(ri, t) at the location of monomer
i. Considering the center-of-mass motion only, we find
r˙cm(t) =
1
N
N∑
i=1
v(ri, t) +
1
γN
N∑
i=1
Γi(t), (53)
for the position rcm and velocity r˙cm of the center of
mass of a particular polymer.
A. Center-of-Mass Velocity Correlation Function
The center-of-mass velocity autocorrelation function is
given by (t > 0)
Ccm(t) = 〈r˙cm(t) · r˙cm(0)〉
=
1
N2
N∑
i=1
N∑
j=1
〈v(ri, t) · v(rj , 0)〉 . (54)
Focusing on the transverse velocity correlation function,
in Fourier representation, we obtain42,48 (cf. App. C for
details)
CTcm(t) =
1
(2pi)3N
∫
S(k, t)C˜T (k, t)d3k, (55)
with C˜T (k, t) presented in Sec. IV and the dynamic struc-
ture factor10,80
S(k, t) =
1
N
N∑
i=1
N∑
j=1
〈
eik·(ri(t)−rj(0))
〉
=
1
N
N∑
i=1
N∑
j=1
exp
(−k2〈(ri(t)− rj(0))2〉/6) (56)
of the polymer. Note that the solution of the polymer
dynamics of Sec. II A yields a Gaussian distribution of the
monomer-monomer separation ri−rj , with 〈(ri−rj)2〉 =
|i− j|l2, and the mean square displacement81〈
(ri(t)− rj(0))2
〉
= |i− j|l2 + 6Dcmt (57)
+
6kBT
γ
N−1∑
n=1
τnb
(i)
n b
(j)
n
(
1− e−t/τn
)
.
Strictly speaking, the mean square displacement has to
be obtained from the solution of Eq. (52), which includes
the convective flow field induced by neighboring poly-
mers. However, on large length scales and for long poly-
mers, the most significant contribution comes from small
8k values. Hence, the time dependence of the dynamic
structure factor can be neglected and the static structure
factor, S(k, 0), can be used, i.e., the relevant properties of
the tracer polymer are captured by its equilibrium struc-
ture. In general, the term Dcmt can be neglected for
long polymers, because the kinematic viscosity is typi-
cally much larger than Dcm (cf. Eq. (35)). Our calcula-
tions confirm that these approximations apply, and that
Ccm(t) is essentially identical when using either S(k, t)
or S(k, 0), even for dumbbells. Consequently, the time
dependence of Ccm(t) is completely determined by the
correlation function, C˜(k, t), of the viscoelastic fluid.
1. Dumbbell fluid (N = 2)
For a dumbbell, the dynamics structure factor (56)
reads
S(k, t) =e−Dcmk
2t
[
exp
(
−k
2l2
12
(
1− e−t/τ1
))
+ exp
(
k2l2
12
(
1− e−t/τ1
))
e−k
2l2/6
]
. (58)
The correlation function CTcm(t) is then obtained by eval-
uation of Eq. (55) with the correlation function C˜T (k, t)
of Sec. IVB.
For a dumbbell, the contribution of the convective ve-
locity in Eq. (52) to dynamic properties, e.g., an effective
relaxation time, is negligible as shown in Ref. 14, and
the relaxation time of the Rouse model can be used. As
pointed out above, the numerical evaluation of Eq. (55)
yields essentially the same correlation function when us-
ing either S(t, t) or S(k, 0).
2. Continuous Polymer (N →∞)
In the limit of a continuous polymer, integration of
Eq. (55) with the correlation function (49) yields
CTcm(t) = −
8√
3l3pi3φ
√
τl
1
t3/2
√
L
(59)
for the time interval τl  t τR. We take only the static
structure factor into account in deriving Eq. (59), i.e., we
set t = 0 in Eq. (57). As our numerical studies show, a
more precise account of S(k, t) changes the very short-
time behavior of the correlation function, but does not
affect the longer-time decay, which is of primary interest
here.
Evidently, the correlation function (59) exhibits a
power-law decay t−3/2 reminiscent to the long-time tail
of hydrodynamics.54–57,60 However, the asymptotic time
regime for t → ∞, corresponding to the long-time-tail
hydrodynamics of simple fluids, is described by Eq. (50).
The correlation function (59) emerges from the polymer
character of the fluid, with its nearly continuous mode
spectrum. The coupling of internal polymer dynamics
leads to fluid-like large-scale and long-time correlations.
Similar dependencies on time and polymer length, 1/
√
L,
have been obtained in Ref. 42.
B. Center-of-Mass Diffusion
The center-of-mass diffusion coefficient follows from
the center-of-mass correlation function via the relation
D =
1
3
∫ ∞
0
CTcm(t)dt =
1
3(2pi)3N
∫
S(k)CˆT (k, 0)d3k,
(60)
because the integral over the longitudinal contribution of
the correlation function vanishes.48,60 Evaluation of the
integral with Eqs. (27) and (29) yields
D =
8kBT
3
√
6pi3ηf
1√
lL
(61)
for a continuous polymer. This is the diffusion coefficient
of a polymer in a solution of viscosity ηf (Zimmmodel).10
Thus, our phantom-polymer melt yields the same poly-
mer length dependence, i.e., 1/
√
lL, as a polymer in so-
lution. This emphasizes that hydrodynamic interactions
are fully developed and determine the diffusive behavior.
VI. SIMULATION RESULTS, COMPARISON WITH
THEORY
A. Correlation Function C˜T (k, t)
In simulations, periodic boundary conditions are ap-
plied, and the monomer velocities in Fourier space are
calculated as
v˜(k, t) =
1
Ntot
Ntot∑
i=1
vi(t)e
−ik·ri(t). (62)
Due to the periodic boundary conditions, the Cartesian
components kα of the wave vector k = (kx, ky, kz)T
assume the values kα = 2pinα/L, with nα ∈ Z,
α ∈ {x, y, z}, and Ntot = NNp the total number of
monomers. Note that only k-values with |k| 6= 0 are
allowed. Here, the Fourier transformation [Eq. (21)] of
the viscoelastic continuum is adjusted to periodic bound-
ary conditions as described in Ref. 60. In agreement with
the results of Ref. 60, the transverse velocity correlation
function of the bare MPC fluid (monomers) decays ex-
ponentially according to Eq. (34) with the kinematic vis-
cosity ν = 0.87.
1. Dumbbell Fluid (N = 2)
Results for the transverse velocity autocorrelation
function of dumbbells of various bond lengths are dis-
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FIG. 2. Transverse velocity autocorrelation functions of
dumbbells, i.e., N = 2, from simulations (solid) and ana-
lytical theory (dashed), Eqs. (36), (40), as a functions of time
t for the bond length (a) l = 1 (K = 3) and (b) l =
√
10
(K = 0.3). The wave vector is in all cases k = (2pi/30, 0, 0)T .
As in Fig. 1, the correlation function in (b) assumes negative
values (even loops). The theoretical curves are fitted to the
simulation data.
played in Fig. 2. We like to mention that accurate simu-
lation data for long times are rather demanding in terms
of simulation time, both for viscous and viscoelastic flu-
ids. The correlation functions typically decay over several
orders of magnitude in the considered time range,60 and
the MPC-intrinsic hydrodynamic fluctuations need to be
averaged out. Nevertheless, good agreement is obtained
between theory and simulations.
The qualitative different behavior in Fig. 2(a) and (b)
is in agreement with the theoretical expectations dis-
cussed in Sec. IVB, since the radicand in Eq. (39) is
positive for l = 1 and negative for l =
√
3. Hence, for
l = 1, the correlation function decays exponentially ac-
cording to Eq. (40), whereas oscillations occur for longer
bonds corresponding to Eq. (36). By fitting the theo-
retical expressions (36) and (40), respectively, we find
the relaxation time τ1 ≈ 2.8 l2 (see also Ref. 14). This
value agrees reasonably well with the theoretical predic-
tion 3.1 l2 following from the relaxation time Eq. (8) with
the friction coefficient γ = 6piηRH , where the hydrody-
namic radius of a monomer is RH = 0.113.14
Evidently, our simulations and the theoretical ap-
proach yield long-range hydrodynamic correlations. The
emergence of such correlations is not unexpected, since
both the MPC simulations and the (generalized) Navier-
Stokes equations conserve momentum. For the relatively
short polymer chains, Rouse-like relaxation can be ex-
pected, because Zimm-type hydrodynamics requires long
polymers, while the dumbbell relaxation time is only
weakly affected by “fluid” correlations.14
2. Decamer Fluid (N = 10)
Figure 3 presents simulation and theoretical results
of C˜T (k, t) for decamers of various bond lengths. Fit-
ting of Eq. (A6) to the simulations data yields the re-
lation τ1 ≈ 54 l2 for the bond-length dependence of
the longest relaxation time. The theoretically predicted
value τ1 ≈ 63 l2, according to Eq. (8), is somewhat larger,
when the hydrodynamic radius RH = 0.113 is used.14
The relaxation times are, compared to a dumbbell fluid,
longer and only damped oscillating correlation functions
occur for the considered k vectors, as expected theoret-
ically. The comparison of Fig. 3(a) and (b) indicates an
increase in the frequency with increasing relaxation time,
in agreement with the theoretical expectations. More-
over, the evident different time intervals between zeros
of C˜T (k, t) in Fig. 3(b) reflect the presence of multiple
relaxation times.
As for the dumbbell fluid, we find very good agreement
between the simulation data and the theoretical predic-
tion over the presented time window. In general, our re-
sults emphasize the strongly correlated polymer dynam-
ics by the momentum-conserving interaction, i.e., long-
range hydrodynamics.
B. Center-of-Mass Velocity Correlation Function in Real
Space
The autocorrelation function of the center-of-mass ve-
locity of a polymer in real space, Eq. (54), can directly be
calculated. For a compressible fluid, like the MPC fluid,
Ccm(t) comprises contributions from transverse and lon-
gitudinal modes, which cannot simply by extracted from
the correlation function (54) determined in simulations.
However, the longitudinal modes affect the short-time be-
havior of Ccm(t) only, since the longitudinal correlation
function decays exponentially,48,60 and the longer-time
hydrodynamic properties are determined by the trans-
verse correlation function with its long-time tail. Hence,
the correlation function Ccm(t) of the MPC fluid exhibits
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FIG. 3. Transverse velocity autocorrelation functions of de-
cameres (N = 10) as a function of time t from simulations
(solid) and analytical theory (dashed) for the bond length (a)
l = 1 (K = 3) and (b) l =
√
3 (K = 1). The wave vector
is k = (2pi/30, 0, 0)T . As in Fig. 1, the correlation functions
assume negative values (even loops). The theoretical curves
are fitted to the simulation data.
the correct long-time behavior. Moreover, the short-time
behavior of the correlation function reflects the partition-
ing of space into collision cells of the MPC approach. Hy-
drodynamics appears only on length scales larger than
the lattice constant a of the collision-cell lattice.60 Con-
sequently, at short times, t . 5 (Fig. 4), the simula-
tion results deviate from the solution of the continuum
Navier-Stokes equations, independent of polymer length,
as is illustrated in Refs. 48, 60, and 82 for various sys-
tems. Therefore, agreement between theory and simu-
lations can only be expected at longer times. This does
not affect the dynamics of embedded colloids or polymers,
because it is determined by the hydrodynamic long-time
tail.
The correlation function for polymers of length N =
100 and bond length l = 1 is presented in Fig. 4. At
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FIG. 4. Time dependence of the velocity autocorrelation func-
tion for polymers with N = 100 monomers and l = 1 (K = 3).
The size of the simulation box is LS = 100. The dashed line
indicates the power law t−3/2.
t = 0, Ccm(0) = 3kBT/mN according to the equiparti-
tion theorem. (Note that this value includes transverse
and longitudinal contributions.) For short times, i.e., for
t . 1, Ccm(t) reflects the discrete-time MPC procedure,
with the first MPC collision at t = h = 0.1. For t & 3, the
correlation function becomes negative due to viscoelastic-
ity, as discussed in Sec. VA2, Eq. (59). At longer times,
the correlation function decays in a power-law manner
as |Ccm(t)| ∼ t−3/2, in agreement with the theoretical
expectation for the regime τl ≈ 1  t  τR ≈ 6 × 103
(cf. Sec. VA). In the simulations, we did not reach the
asymptotic value for t→∞ (Eq. (50)), where the corre-
lation function is positive again. The dependence t−3/2
of the correlation function emphasizes and reflects the
relevance of hydrodynamic interactions in a viscoelastic
fluid of phantom polymers.
VII. CONCLUSIONS
We have presented a polymer-based model for a vis-
coelastic fluid and its implementation in a multiparticle
collision dynamics algorithm. The fluid properties have
been characterized by the transverse velocity autocorre-
lation function. The comparison between analytical pre-
dictions, based on the Navier-Stoks equation, and simu-
lation results shows good agreement and, thus, confirms
the suitability of applied implementation to describe vis-
coelastic fluids.
Polymer elasticity strongly affects the velocity corre-
lation function C˜T (k, t), and leads to damped oscilla-
tions over a certain range of wave vectors. However, for
long times and large length scales (|k| → 0), we expect
and predict an exponential decay of C˜T (k, t) ∼ e−νfk2t
11
as function of time, with the kinematic viscosity of the
polymeric fluid. This implies a long-time tail for the poly-
mer center-of-mass velocity correlation function Ccm(t) ∼
t−3/2. On these scales, the polymer melt behaves as a
fluid in terms of the correlation functions and, hence,
exhibits hydrodynamics with the effective viscosity ηf .
More interestingly, for very long polymers an additional
power-law time regime can be identified. In the range
τl < t < τR between the relaxation time on the scale of
a bond and the Rouse time of the whole polymer, with
a nearly continuous mode spectrum, C˜T (k, t) is negative
and exhibits the power-law dependence t−3/2 rather than
an exponential decay with time. Fourier transforma-
tion of the correlation function weighted by static struc-
ture factor maintains the time dependence, such that the
polymer center-of-mass correlation function in real space
shows the same time dependence. This rather distinct be-
havior is a consequence of the wide spectrum of modes,
and thus, is a polymer-specific property. It reflects a
strong influence of the polymer internal dynamics on the
overall hydrodynamic behavior of the fluid.48
Here, we have only considered phantom polymers. Ex-
tension to polymers with excluded-volume interactions
would be interesting, specifically regarding the impact
of excluded-volume interactions on the correlation func-
tions. Yet, the results of Ref. 42 show that even then
the correlation function of a non-entangled polymer melt
exhibits a long-time tail with the decay t−3/2 in three
dimensions.
Our results on the presence of a hydrodynamic long-
time tail are consistent with theoretical predictions for
phantom polymers.40 However, as pointed out in Ref. 42,
the studies of self-avoiding polymers seem to contradict
the widely accepted view that hydrodynamic interactions
are screened in polymer melts.10 To be precise, the state-
ment is typically used in the context of polymer solutions,
where polymers are dissolved in a fluid, and momentum
conservation is assumed to be violated for the fluid due
to the immobile polymer matrix. Studies of the dynam-
ical interplay of polymers and fluid would be desirable
for a better understanding of screening. The presented
simulation approach of polymers and fluid are very well
suited for such an endeavor.
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Appendix A: General Inverse Laplace Transform of CˆT (k, s)
To calculate the inverse Laplace transform C˜T (k, t) of
CˆT (k, s) of Eq. (29), the denominator of the right-hand
side,
D(s) = %s+ k2
(
η + ϕkBT
N−1∑
p=1
(s+ 2/τn)
−1
)
, (A1)
is multiplied by W (s) =
∏N−1
p=1 (s+ 2/τn), which yields
P (s) = D(s)W (s) (A2)
= (%s+ ηk2)W (s) + k2ϕkBT
N−1∑
n=1
N−1∏
p=1
p 6=n
(s+ 2/τn),
a polynomial in s of degree (N − 1). Let Pn, n =
1, . . . ,M , be the M distinct roots of %−1P (s), each of
multiplicity Mn, so that
∑M
n=1Mn = N , hence, P (s) =
%
∏M
m=1 (s− Pm)Mm . For W (s), which is also a poly-
nomial in s, let Wn be the coefficient of sn, so that
W (s) =
∑N−1
m=0Wns
n. Then, Eq. (29) can be written
as
CˆT (k, s) = %C˜T (k, 0)
W (s)
P (s)
= C˜T (k, 0)
N−1∑
n=0
Wns
n∏M
m=1 (s− Pm)Mm
. (A3)
Inverse Laplace transformation of the terms
sn
∏M
m=1(s− Pm)−Mm yields83,84
C˜T (k, t)
C˜T (k, 0)
=
N−1∑
n=0
Wn
M∑
m=1
ePmt
Mm∑
l=1
Anml(Pm)t
Mm−l
(Mm − l)!(l − 1)! ,
(A4)
with
Anml(x) =
dl−1
dxl−1
xn M∏
j=1
j 6=m
(x− Pj)−Mj
 . (A5)
Note that the degree of the polynomial of the enumerator
is higher than the one of the denominator. If P (s) only
has simple roots, i.e.,Mn = 1 for all n, Eq. (A4) simplifies
to78,83
C˜T (k, t)
C˜T (k, 0)
=
N−1∑
n=0
Wn
N∑
m=1
Pnme
Pmt
N∏
j=1
j 6=m
(Pm − Pj)−1 .
(A6)
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Appendix B: Inverse Laplace Transformation for Continuous
Polymer
The correlation function (46) is of the form
fˆ(s) =
1
s+ b/
√
s
=
√
s
s3/2 + b
. (B1)
The inverse Laplace-transform f(t) = L−1[fˆ(s); t] can be
obtained from that of Hˆ(
√
s), defined as
Hˆ(s) =
s
s3 + b
, (B2)
according to78
f(t) = L−1[fˆ(s); t] = L−1[Hˆ(√s); t]
=
1
2
√
pit3
∫ ∞
0
τ exp
(
−τ
2
4t
)
H(τ)dτ. (B3)
Partial fraction decomposition of s3 + b in Hˆ(
√
s) and
straightforward inverse Laplace transformation yields
H(t) =
1
3 3
√
b
(
eκt cos(ωt) +
√
3eκt sin(ωt)− e−2κt
)
,
(B4)
with the abbreviations κ = 3
√
b/2 and ω =
√
3 3
√
b/2.
Evaluation of the integral (B3) gives, with (B4),
f(x) =
1
3
{
erfcx
(
−1
2
[1 + i
√
3]
√
x
)
+ erfcx
(
−1
2
[1− i
√
3]
√
x
)
+ erfcx
(√
x
)}
,
(B5)
with x = b2/3t. Here, erfcx(y) is the scaled complemen-
tary error function
erfcx(y) = ey
2
(
1− 2√
pi
∫ y
0
e−u
2
du
)
. (B6)
We like to mention that Laplace transformation of
Eq. (46) including η can be performed in a similar man-
ner.
Appendix C: Center-of-Mass Velocity Autocorrelation
Function—Connection to Dynamic Structure Factor
The polymer center-of-mass correlation function is
given by (cf. Eq. (54))
Ccm(t) =
1
N2
N∑
i=1
N∑
j=1
〈v(ri, t) · v(rj , 0)〉 . (C1)
The Fourier representation
v(ri, t) =
1
(2pi)2
∫
v˜(k, t)eik·ri(t)d3k (C2)
yields
Ccm(t) =
1
N2(2pi)2
(C3)
×
N∑
i=1
N∑
j=1
〈v˜(k, t) · v˜(k′, 0)〉 eik·ri(t)eik′·rj(0)d3kd3k′.
With the definition of the fluid correlation function
〈v˜(k, t) · v˜(k′, 0)〉 ∼ δ(k + k′)C˜(k, t) (24), and the dy-
namic structure factor (56)
S(k, t) =
1
N
N∑
i=1
N∑
j=1
〈eik·(ri(t)−rj(0))〉, (C4)
Eq. (C1) becomes
CTcm(t) =
1
(2pi)3N
∫
S(k, t)C˜T (k, t)d3k, (C5)
which is Eq. (55).
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