Abstract-Analyzing the fault-tolerance of interconnection networks implies checking the connectivity of each sourcedestination pair. The size of the exploration space of such operation skyrockets with the network size and with the number of link faults. However, this problem is highly parallelizable since the exploration of each path between a source-destination pair is independent of the other paths. This paper presents an approach to analyze the fault-tolerance degree of multistage interconnection networks using GPUs in order to speed-up it. This approach uses CUDA as parallel programming tool on a GPU in order to take advantage of all available cores. Results show that the execution time of the fault-tolerance exploration can be signif cantly reduced.
I. INTRODUCTION
The analysis of fault-tolerance of highly-parallel machines is a topic of increasing interest. As the system grows, not only its processing capacity does, but also the probability of faults in the system. This probability linearly grows with the number of elements in the system. As the availability of these systems is a concern, it is critical to keep the system working, even in the presence of faults.
A key component of HPC systems from both the faulttolerance and performance points of view is the interconnection network. It must provide eff cient communication among the computing elements to achieve the highest system performance; but also, tolerating faults becomes a problem of great importance since faults in the interconnection network may isolate a large fraction of the machine, containing many healthy processors that otherwise could still be used. The main design parameter that impacts the fault-tolerance degree of an interconnection network is the topology.
The fault-tolerance concern is recurrent when designing a new topology as can be found in the literature [2] - [8] , [10] , [12] , [14] - [18] , but few of these works perform a deep fault-tolerance analysis to quantify the fault-tolerance level achieved by the proposed topologies [9] . These results are very useful when selecting the topology for a new machine. The main problem when performing those analysis is the required computational power. The exploration space size highly increases with network size and with the number of simulated faults.
To overcome this limitation, in this paper, we propose a methodology that takes advantage of GPU processing capabilities to implement highly parallel algorithms that allow the exploration of the whole space or, at least, a highly representative subspace of the topology fault-tolerance. In order to complete the exploration of the fault-tolerance of the topology, for each combination of faults, the connectivity of every pair of nodes in the system must be checked. The good news are that each source-destination pair for a given combination of faults can be checked independently of the rest, which provides a high potential for parallelization. Also, each combination of faults for a given number of faults can be checked independently. In particular, we apply this methodology to the fat-tree topology as an example, but it can be applied to any topology. The fat-tree is one of the most widely used topologies in large machines (see the Top500 list [1] ) since it does not only provide a good performance/cost ratio but also a good faulttolerance degree.
The rest of the paper is organized as follows. Section II provides some background on the fat-trees. It also describes the adaptive routing algorithm commonly-used in fat-trees. Section III provides some background on parallel computing. Section IV describes the problem of analyzing fault-tolerance of interconnection networks. Section V presents the proposed algorithm, and Section VI provides the results obtained with the new proposal and f nally in Section VII some conclusions are drawn.
II. FAT-TREE TOPOLOGY
The fat-tree topology is based on a complete tree that gets thicker near the root. The arity of the switches increases as we go nearer to the root, which makes the physical implementation unfeasible. For this reason, some alternative implementations have been proposed in order to use switches with f xed arity.
In particular, the k-ary n-tree [13] is a parametric family of regular multistage topologies. The number of stages is n and k is the arity or the number of links of a switch that connects to the previous or to the next stage (i.e., the switch degree is 2k). A k-ary n-tree is able to connect N = k n processing nodes using nk n−1 switches. Each processing node is represented as a n-tuple {0, 1, ..., k − 1} n , and each switch is def ned as a pair s, o , where s is the stage where the switch is located at, s ∈ {0..n − 1}, and o is a (n − 1)-tuple {0, 1, ..., k − 1} In what follows, we will assume that descending links are labeled from 0 to k − 1, and ascending links from k to 2k − 1. Figure 1 shows a k-ary n-tree example. The upward links are shown in blue (dotted lines) and the downward links are shown in red color (dashed lines). 
A. Adaptive Routing in Fat-trees
In k-ary n-trees, minimal routing from a source to a destination can be accomplished by sending packets upwards to one of the nearest common ancestors of the source and destination nodes and then, from there, downwards to destination. When crossing stages in the upwards direction, several paths are possible, thus providing adaptive routing. In fact, each switch can select any of its k up output ports. Once one of the nearest common ancestor has been reached, the packet is turned around and sent downwards to its destination as just a single path is available. The stage up to which the packet must be forwarded is obtained by comparing the source and destination components beginning from the most signif cant one. The f rst pair of components that differs indicates the last stage to forward up the packet. Once in that stage, the descending path is deterministic. At each stage, the descending link to choose is indicated by the component corresponding to that stage in the destination n-tuple.
Given that the routing algorithm is adaptive, in the upwards subpath, at each switch, the k input ports can forward packets through either any of the up k output ports, if the packet continues in its upwards subpath, or any of its down output ports if the packet starts its downwards subpath. On the other hand, in the downwards subpath, there are k down input ports that can only request k down output ports, since once a packet has started its downwards subpath, the packet must continue going downwards. Figures 2a and 2b show the output ports that can be requested in the upwards and downwards directions, respectively, in the switches of a 4-ary n-tree. Ports that can be requested in a 4-ary n-tree using adaptive routing. Figure 3 depicts an example of a packet that is sent from processing node 0 to processing node 7. As can be seen, in the upward phase, the packet can take any output port thus providing a high number of possible paths (dotted lines), meanwhile at the downward phase the packet only has one possible path that depends on the chosen path at the upwards phase (dashed lines). The number of paths tends to exponentially increase as the network size increases. 
B. Fault-Tolerance in Fat-Trees
In interconnection networks, fault-tolerance is usually implemented by using a routing mechanism that provides several alternative paths to communicate every source-destination pair. To reach this goal, some proposals add links and switches to the base network.
However, in the case of fat-trees, as stated above, adaptive routing already provides several disjoint paths to send information from each processing node to the corresponding destination. This f exibility might not be only used for performanceimprovement purposes but also for fault-tolerance. In particular, the number of alternative paths between each sourcedestination pair increases with the network arity (k, related to switch degree) and the number of stages n. Depending on the destination, there are a maximum of k (n−1) different paths.
III. PARALLEL COMPUTING
Parallel computing is a form of computation in which many calculations are carried out simultaneously to solve problems that require either large processing time or handling large amounts of data in the shortest possible time. The parallel processing philosophy is to divide the problem into simple tasks and solve them concurrently. However, we must keep in mind that not all problems can be parallelized.
Among the most common forms of parallelizing an application are MPI, OpenMP and, using a GPU. The main drawback of MPI and OpenMP is that the number of parallel tasks is limited by the number of processing elements, which is in the order of tens for most used installations. On the other hand, GPUs offer a large processing capacity in a single unit of hardware at a very low cost. For this reason, most parallel applications are being ported to GPUs, as their use represents economic savings in several aspects (acquisition, maintenance, power consumption, etc.) while providing high performance.
A. CUDA
The f rst GPUs were designed as graphics accelerators. From there their architecture evolved from a specif c singlecore with a f xed-function hardware pipeline made solely for graphics, to a set of highly parallel and programmable cores for more general purpose computation. Starting in the late 1990s, the hardware became increasingly programmable, culminating in NVIDIA's f rst GPU in 1999. From 2001 to 2005 the evolution of CPUs and GPUs was similar. Since 2006, GPU performance increased signif cantly. In 2009, the peak f oating-point calculation throughput ratio between CPUs and GPUs was about 10 to 1, which means GPUs reached 1 teraf op and CPUs only 100 gigaf ops [11] .
The idea of using GPUs for intense numeric computing motivated the design of CUDA (Compute Unif ed Device Architecture), a programming model for execution of an application to take advantage of GPUs [11] .
The architecture of CUDA ( Figure 4 ) is organized in modules called Streaming Multi-processors (SMs). Two SMs form a block (however, the number of SMs in a building block can vary from one generation of GPUs to another) each one with an independent parallel cache, and a Global Memory. The SMs are composed of Streaming Processors (SPs) that share a control logic and an instruction cache. The total number of SPs depends on the GPUs model. The SPs can execute multiple threads per application (even thousands of threads). Meanwhile, CPUs only support 2 or 4 threads per core, according to the current trends. Parallel programming in CUDA is explicit and f ne grain, i.e., it is necessary to design how the task will be divided to be executed in parallel and how the communication between tasks can be performed. This architecture is composed by several elements, and to understand a CUDA code, it is necessary to know some basic concepts about it, such as: host, device, function qualif er, kernel, global memory, constant memory, block and, grid.
• Host and device are used to refer to the hardware. Host is used for the CPU side of the system and device for its GPU counterpart.
• The function qualif ers are used to indicate where the function will be executed and its type of access. The used qualif ers are host , device , and global . The f rst one refers to the function that is callable and executed only in the CPU, while the second one will run on a GPU and not on the host. Besides, this function will be callable only from other device functions or from global functions. The latter means that the function serves as the point of entry into a kernel which executes in parallel on a GPU device.
• A kernel is a function executed on the GPU as an array of threads in parallel. All threads execute the same code and can take different paths. The kernel always is marked as global .
• The Global Memory is tipically implemented in DRAM.
It is analogous to RAM in a computer and can be accessed by both GPU and CPU. It is accessible by all threads of any kernel and its datalife time is from allocation to deallocation by host code. The latency of this memory is between 400 and 800 cycles. Currently, we can found some GPUs with up to 6GB of memory.
• The Constant Memory is used for data that will not change over the course of a kernel execution, and supports short-latency, high bandwidth, read-only access by the device when all threads simultaneously access the same location.
• A block is a set of threads. The block size or maximum number of threads per block depends on the GPU model.
• A grid is a collection of blocks. A grid can be one, two, or tri-dimensional. As the block size, the grid size is limited by the GPU implementation.
IV. THE PROBLEM
The fault-tolerance analysis is based on taking a network and introduce a fault or a set of faults in the interconnection links and test the connectivity of the system, checking that each processing node has, at least, one route to all destinations (except itself). Once f nished this checking, the faults are moved to other links and the checking process is repeated again. If, for example, we have a network with 32 unidirectional links and we are testing a single fault, the process will take place 32 times. In Table I , we can see how increasing the number of faulty links, in a small 2-ary 3-tree network using a fat-tree with adaptive routing, leads to an exponential increase in the number of combinations to evaluate. If, for a given number of faults, for all the possible combinations of this number of faults, the topology is able to provide at least a path for every source-destination pair, then the topology tolerates that number of faults. If some of the combinations are tolerated and others are not, then that number of faults is not tolerated, but in this case, we can obtain the percentage of combinations that are tolerated, that is, those that have at least a healthy path for each source-destination pair.
This type of analysis has a major drawback: the processing time. Two reasons impact the execution time: 1) as the number of faults to evaluate increases, so does the number of combinations that must be evaluated, and 2) as the network size increases, so does the number of network links. In addition, some network topologies use bidirectional links by design, as the fat-trees. In these cases, it is necessary to consider these links as unidirectional to perform a deeper analysis, so every switch with an arity of k, has 2k input ports and 2k output ports (see Figure 1) . Thus, if an up link fails, it does not affect the corresponding downlink. So when considering unidirectional links, the number of links (and locations for faults) to evaluate will double.
Those who have addressed this issue have developed tools working on a single CPU, obtaining a low execution performance. As we mentioned before, the major drawback of this analysis is the high execution time, because evaluating a single combination of faults is a process that may be too long, since the complexity of the algorithm is in order of:
Where the N is the number of processing nodes in the network. In a k-ary n-tree network, the number of nodes is equal to k n . Therefore, the term N * (N − 1) indicates that all the routes between all nodes must be evaluated.
The maximum number of paths (M ax N r P aths) that exist in a network, depends on the topology that is being evaluated. For the case of a fat-tree with adaptive routing, this value is given by the expression:
Finally, the number of combinations (N r Combinations) that can be obtained for a given number of faults is given by the formula:
The variable N etwork Links is the number of links that exist in the network for a fat-tree with adaptive routing, and can be calculated using the formula:
The variable f te is the number of faults to be evaluated when performing the network analysis. The high complexity of the algorithm makes infeasible the analysis of large networks on a CPU. Although statistically is not necessary to evaluate all the faults, it is very important to analyze a representative sample. However, in medium and large-sized networks performing this analysis on a single CPU is not feasible, because the processing time for a single combination of faults will be prohibitive. Such applications may be parallelized in large machines, such as a cluster, but the number of cores is much lower than that available in a single GPU. Alternatively, multiple GPUs or even an hybrid (CPU-GPU) version could be used.
V. THE ALGORITHM
Following the philosophy of parallelization, we have divided our problem into smaller parts, so that each thread on the GPU is responsible of analyzing a part of it.
As stated before, the fault-tolerance analysis is based on testing thousands of combinations of faults in the network links, and in turn, for each combination of faults, the connectivity among all processing nodes of the network must be checked.
From our point of view, we could tackle this analysis in two different ways: 1) evaluate several combinations of faults in the GPU at the same time or 2) to use the GPU evaluating only one fault combination at a time.
In the former, we could copy several network instances to the GPU and assign each one of them to a GPU thread (one fault combination per thread). However, although each combination of faults to evaluate is independent of the rest, it is not appropriate to assign long processes to each thread since the processing time for a single analysis can take considerable time. Furthermore, with this approach, we have to keep in mind two important aspects: 1) different fault combinations can take different processing time, given that the fault location affects the number of paths to evaluate. So, if we assign a combination of faults to each thread we would f nd a barrier, and would have to wait for the last thread to continue the analysis. 2) as the network size increases, the number of instances that f t in the GPU is lower, due to limitation of memory in the device.
In the latter case, to speed up the application execution, we assign only a fault combination to the GPU, i.e. copying only a network instance to the GPU, so that each thread will check the connectivity between a source-destination pair. Thus, as the network grows so does the level of parallelization, allowing us to obtain better execution times on the GPU. This is the approach followed in this paper. The Algorithm 1 shows the general steps that allows us to perform the required analysis.
input : Network and interconnection topology. output: Fault-tolerance stats.
Determinate the grid size, according to the network size and GPU capability; for i ← 0 to N r Combinations − 1 do ⇒ Generate a single combination of faults; ⇒ Apply the combination of faults to the network; ⇒ Copy the network and auxiliar elements to device; ⇒ Launch Kernel ; ⇒ Copy results from device to host; ⇒ Collect processed data; ⇒ Free memory; ⇒ Remove faults from network; end Algorithm 1: Algorithm for analyzing fault-tolerance.
At the GPU side, to avoid overloading the kernel with unnecessary loops or using arrays to store the source-destination pair to evaluate, these values are calculated using the thread identif er, as is shown in Algorithm 2. For the best performance, it would be interesting to copy the network to the constant memory of device, but since the size (in bytes) of the network is generally higher than the constant memory space (16KB-64KB in most cases), we are forced to use the global memory.
input : Network with faults. output: Fault-tolerance stats.
Calculate the thread identif er (tid); //Compute the origin-destination pair to evaluate; orig = tid / (N-1) ; dest = (tid + orig + 1) mod (N-1) ;
Algorithm 2: Kernel code.
The EvaluatePaths function checks if there is an available path between the given source-destination pair. A given combination of faults is tolerated if the result of this function is true for all source-destination pairs. An in-depth description of this function is out of the scope of this paper.
VI. EVALUATION
In this section, we will evaluate the fault-tolerance of a fat tree with adaptive routing to analyze the performance of the tool running on a GPU, comparing the results with the same tool running on the CPU.
A. Simulation Enviroment
To obtain the results of this section, we have developed two versions of the fault-tolerance analyzer, one for each type of hardware. The CPU version runs on a Intel Xeon E5530, while the GPU version runs on a Nvidia Tesla C1060 card. Tables II and III show the most relevant specif cations of the used CPU and GPU, respectively, to carry out the present work. The topology has been analyzed for different network sizes, such as a 4-ary 3-tree, a 8-ary 3-tree and, 16-ary 3-tree. To prevent that the processing time on the CPU becomes very high, we bounded the number of tested combinations to 100000 when the combinations of faults were higher to this value. In both versions of the tool, for timing analysis purposes, we only have considered the function that analyzes the fault-tolerance; the fault combinations generator is not taken into account because it does not represent a processing overhead compared to the execution of the function/kernel that perform the fault-tolerance analysis.
B. Evaluation Results
As stated above, we will show the results for both CPU and GPU processing time. To better observe the differences between the two approaches, the execution time in the f gures have been represented in logarithmic scale.
In Figure 5 , we can see the processing time for a 4-ary 3-tree, the smallest network analized, using both versions of the tool. As can be seen, both execution times are very similar. This is because, since the network size is very small (64 processing nodes), the number of network links is also small. For this reason, the level of exploited parallelism in the GPU is low, getting a performance close to the CPU. For a 8-ary 3-tree network, as it can be seen in Figure 6 , the differences in processing time between both versions of the analyzer are larger because the number of source-destination pairs that must be evaluated is higher, so the potential of the GPU can be better exploited. For this network size the GPUbased tool has performed the analysis 23X faster than the CPU. In other words, while the GPU performs the analysis in 3.8 minutes, for 100 faults, the CPU does the same work in 1.5 hours.
As expected, by analyzing larger networks we can see that the processing time increases signif cantly. Figure 7 shows results for a 16-ary 3-tree. In this case, evaluating 5 faults takes 67.8 hours in the CPU while its counterpart in the GPU, performs the analysis in only 2.3 hours. The speedup of the process was more than 27X. As we can see, the CPU-based tool can not be used in practice for medium to large networks. Table IV shows the number of network links and the maximum number of paths that must be evaluated for the fat-tree topology (with adaptive routing) using different network sizes and 100000 combinations of faults. As it can be seen, this number exponentially grows with the network size and also the CPU execution time. The GPU-based tool effectively enables analyzing these network sizes in a reasonably execution time.
As an example of usage of the developed tool, following we show some of the obtained results for fault-tolerance. In Figure 8 we can see the number of source-destination pairs that are able to communicate for different number of faults and two network sizes. In both cases, we have evaluated up to 256 faults in the network. As we can see, although the exhibited networks have the same number of processing nodes, the number of network links is higher for the 2-ary 6-tree network; therefore, for the same number of faults, its impact is lower. The number of paths is greater and, in turn, better exploited by the adaptivity of the routing algorithm. Another important result is shown in Figure 9 . Here we can see the percentage of non tolerated fault combinations, i.e., of the 100000 tested combinations, it shows what percentage of them fails to establish a path between all origin-destination pairs. In this case, for the 4-ary 3-tree network, the number of tolerated faults is higher than for the another network, i.e. this network supports more faults. This is because the arity of the used switches in the network is higher, therefore the number of connections among switches will also increase, allowing us to reach a higher degree of fault-tolerance.
It is noteworthy that the developed tool supports using multi-GPU, which provides a higher speedup in case of being required. Moreover, it is also possible to run several instances of the GPU-based tool on different nodes of a parallel machine (i.e. a cluster of computers) provided that every one has a GPU installed. Both ways of exploiting parallelism (i.e. at each node and at each GPU) will lead to improved results. 
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VII. CONCLUSIONS
We have presented an approach to optimize the faulttolerance analysis of multistage interconnection networks using parallelism. In particular, we take advantage of the GPU device available in most current systems. The fault-tolerance analyzer based on a single CPU have a very high processing time. Although several instances of the tool can be running on a cluster of computers, it results in a high power consumption and also the number of processing cores is bounded in practice to tens of nodes. By using the GPU-based version, we have obtained an improvement of up to 23X compared with the CPU counterpart, allowing us to perform a more complex analysis in a f nite and reasonably execution time.
Furthermore, although this work has focused in the fattree topology, the fault-tolerance analysis, and consequently its optimization, can be used on other direct or indirect interconnection networks. 
