ABSTRACT Non-local similarity-based group sparse representation (GSR) has shown great potential in image restoration. Considering the universal existing non-stationarity of natural images and the statistic characteristic differences of different components in the sparse domain of image patch group, this paper proposes a new image compressive sensing reconstruction (ICSR) algorithm based on z-score standardized group sparse representation (ZSGSR). Specifically, the image is first partitioned into overlapping patches, and the similar patch groups are further generated to be decomposed by adaptive PCA dictionary; then, the resulting sparse coefficients are performed component-wise on z-score standardization; finally, the l 1 norm of the standardized sparse coefficients are used to regularize the ICSR. The reconstruction model is solved by splitting Bregman iteration (SBI) and soft threshold shrinking algorithms. The z-score standardization could enhance sparse representation ability, which reflects the importance of different sparse coefficients well; this is beneficial to effectively preserve the crucial small coefficients and to better recovery, the edges and texture details of images, thus improving the reconstructed image quality. Using objective and subjective quality evaluation, the extensive experiments show that the proposed method can obtain a better performance than the existing state-of-the-art algorithms.
I. INTRODUCTION
The compressive sensing or compressed sampling (CS) theory [1] - [3] proposed in recent years believes that, the sparse or compressible signal can be accurately reconstructed from far fewer measurements than those required by the Nyquist-Shannon sampling theorem. The CS has many good properties including that, signal sampling and compression could be achieved simultaneously, and computational cost can be shift to decoder leading to a low complexity encoder, etc. Since its proposal, CS theory has attracted extensive attentions in many fields including image sensing, image processing and wireless communication [4] - [10] , et al.
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CS aims to obtain the dimension reduced representation of signal, which is achieved by random linear projection. Let x ∈ R N denote the sampled N-dimensional original signal, the measurement matrix, and y ∈ R M (M N ) the observed representation with dimension reduction, then CS of signal can be mathematically modeled as
CSR can be formulated to solve a regularized minimization problem as
The first term in (2) is fidelity term that represents the closeness of the solution to the observed scene. The second term in (2) is regularization term that denotes a sparsity prior, with setting p in general to 0 or 1 for computing l 0 or l 1 norm, respectively. Also, λ is a regularization parameter that controls the trade-off between both terms.
Image compressive sensing reconstruction of (ICSR) has attracted a lot of research interest [11] - [30] in the past few years, as one hot topic in the field of image restoration.
To obtain high quality reconstructed image from as fewer as possible measurements, many researchers have paid a large amount of efforts to exploit various sparsity prior of image for regularizing the solution of ICSR model. In the early stage, ICSR mainly adopted the fixed bases transform for exploiting a sparse prior, such as those [11] , [12] that used discrete cosine transform (DCT) or discrete wavelet transform (DWT). Although they had got some good reconstruction results, there were in total obvious drawback of low reconstruction efficiency. For this, the researchers up to now continue to develop more effective sparse representation methods, trying to further improve the reconstruction efficiency and image quality. For examples, total variation (TV) based methods [13] , [14] are proposed on the basis of image sparsity in gradient domain; multi-hypothesis (MH) based methods [15] , [16] are designed by using the sparsity prior of residual image; and the patch groups (PGs) based methods are developed under non-local similarity widely existing in natural image, in which the collaborative sparsity (RCoS) method [21] , group sparse representation (GSR) methods [22] , [23] , and nonlocal low rank (NLR) methods [24] , [25] are their typical representatives.
PGs based sparse representation has shown great potential for image restoration, so it has been payed extra attentions in recent years. Although the early PGs based methods have got many pleasing results in ICSR, there are still a lot of obvious flaws that limits the performance. For examples, the collaboration sparse [21] (RCoS) method is lack of adaptive sparse representation of image, due to using a fixed bases based sparse transformation; because of the adoption of the singular value hard threshold shrinkage technique with fixed threshold value, the group sparse representation (GSR) method [22] , [23] may remove some useful high frequency coefficients with smaller magnitude; nonlocal low-rank (NLR) methods [24] , [25] uses nuclear norm to measure the sparsity of PGs, ignoring the local correlation of images. In addition, most of these previous works directly use the sparse coefficients in transformation domain to regularize reconstruction, in which the difference of importance degree of different sparse coefficients has not received enough attentions, thus certainly limits the reconstruction efficiency. To further increase PGs based ICSR performance, many improvements recently have been exploited [26] - [29] . The JASR [26] was proposed by jointing adaptive curvelet thresholding with nonlocal sparse. The GSR-NCR [27] was proposed by group sparse representation with non-convex regularization for CS. The TNNM [28] was proposed by using group sparse representation with truncated nuclear norm minimization for CS. The GSOD [29] was proposed by group sparsity with orthogonal dictionary and nonconvex regularization for CS-MRI.
As we all know, natural images are generally nonstationary, thus image patches in different regions maybe obey different statistical distributions. In fact, when the image patches of the non-stationary natural image are transformed into their sparse representations, the different component coefficients will also show great various in statistical characteristics. On one hand, the images have good local correlation in pixel domain, thus they are frequency band-limited signals, and their energy are utmost concentrated in principal components like low frequency, as well the variance of different component coefficients by orthogonal transformation (such as DCT and principal component analysis (PCA)) gradually decreases with the increase of frequency [31] . On the other hand, the amplitude of high-frequency coefficients of the image patch located at region with rich texture and edge are larger than those of the smooth region, thus the mean and variance of the same frequency component coefficients of different image patches regions are also significantly different. Inspired by the aforementioned facts, in this paper we propose to use the z-score standardization [32] to improve the sparsity of image PGs, and by which to develop a new group sparse representation regularized ICSR method, called z-score standardized group sparse representation (ZSGSR) based algorithm. The core process of the proposed algorithm is described as follows. First, the estimated intermediate image is partitioned into overlapping patches, and the similar PG for each reference patch is extracted; then the adaptive PCA orthogonal transformation is performed on each image PG and the z-score standardized representation of all transformation coefficients are component-wise calculated; finally, the standardized group sparse representation is used to regularize compressed sensing reconstruction. This submission is an extension of our early work published in ICIP2019 [33] , with the detailed analysis and extensive experimental comparisons.
The innovation of this paper could be summarized in the following three aspects. (1) By theoretical analysis and experiments, we verify that the distributions of the componentwise z-score standardized sparse coefficients for the similar patch groups consistently fit Laplace distribution well. (2) Based on the fact of (1), a new ICSR model using ZSGSR is proposed, and a solution based on the variational method is derived. (3) Extensive experimental comparisons demonstrate the effectiveness of the proposed method in better recovering image texture and edge information, i.e. improving the reconstructed images quality in terms of both subjective and objective evaluations. VOLUME 7, 2019 The remainder of this paper is organized as follows. The statistic characteristics of the similar patch groups in z-score standardization sparse domain are studied in Section 2. The proposed ZSGSR model for ICSR and an efficient solution are provided in Section 3. The experimental results and the comparisons with other methods are presented and analyzed in Section 4. Some conclusions of the proposed method are finally given in Section 5.
II. Z-SCORE STANDARDIZATION IN TRANSFORM DOMAIN OF IMAGE SIMILAR PATCH GROUPS AND THEIR DISTRIBUTION
In statistics, z-score is also known as standard score. Z-score standardization is a common method of data processing. Through it, data of different orders of magnitude can be converted into z-score value of unified measurement for comparison. A z-score indicates how many standard deviations an element is from the mean. Given an observation x, its z-score can be calculated from the following formula as [32] 
where µ and σ respectively denote the population mean and standard deviation of x. A z-score truly reflects the relative standard distance from the mean of a score. If we convert each score into a z-score, each z-score will represent the distance or deviation from the mean of a particular score in terms of standard deviation. Z-scores are often used in teaching evaluation [32] for the z-test of standardized tests, simulating a student's t-test rather than estimating its parameters. Natural images are usually bandwidth-limited signals, whose high frequency coefficients represent the details information. When an image or an image patch is transformed by an orthogonal transformation such as DCT or PCA, its low-frequency or principal components generally have larger value while the high-frequency or minor components smaller value. In addition, the magnitude of high frequency (minor) component coefficients of the image patch with rich texture details are larger than those of smooth image patch. Although it is generally assumed that the statistical characteristics of the transformation domain coefficients of natural image obey the distribution with zero mean value, this assumption is only valid for the full image with large smooth regions, and is obviously no longer applicable to the image patch with rich details or edge information. Different component coefficients may be subject to different distribution with various means and variances [31] .
For the ICSR model represented by (2) , when the l 0 norm is selected, the high-frequency (minor) component coefficients of image with tiny amplitude value are obviously the most priority to lose due to hard threshold shrinking. The weighted l 1 -norm sparse representation methods [34] , multiplying the larger amplitude coefficient by the smaller weight while the smaller value coefficient by relatively larger weight to constrain reconstruction, makes it approximate to l 0 norm optimization, which will retain principal components of image well by soft threshold shrinking, while maybe lose some useful minor components that in general represent the detail information.
The non-local similarity prior of image signal have been widely concerned and successfully applied in image restoration [20] - [30] , [35] - [39] . Because natural image signal has good non-local structure similarity, after an image is divided into appropriate size of patches, sufficient similar image patches for each reference patch could be found in intraimage, which could form a set of similar image patches called similar image patch group [23] . In this section, we will deeply analyze the statistical distribution characteristics of similar patch groups of natural images in component-wise z-score representation using adaptive PCA transformation, which will provide a basis of proposing a new ICSR method in the next section.
In order to exploit the distribution characteristics of transform domain coefficients of image patch groups using component-wise z-score representation, we firstly extracted a large number of similar image patch groups from many natural images, and then transformed them by adaptive PCA dictionary, and lastly performed the distribution characteristic fitting experiments for different components.
We let G = [x 1 , x 2 , . . . , x m ] to represent a data matrix formed by a set of vectored similar image patches, where the size of m is set to 60 in our experiments, and the size of image patch is set to 6×6 referencing similar works [22] . Next, each vector x i of G is transformed by the PCA dictionary ψ generated by the covariance matrix of G, into transformation domain coefficients c i = ψx i . Let c j , µ j , σ j respectively denote the jth component coefficients and the corresponding mean and variance, then the z-score representation of c j is calculated based on (3) aŝ
After a number of samples ofĉ j have been obtained, we continue the distribution fitting experiment for the coefficients set {ĉ j }, where the Generalized Gaussian distribution model is adopted as
where (·) represents gamma function, γ is parameter controlling the shape of Generalized Gaussian distribution.
We use Kullback-Leibler divergence (KLD) to measure fitting error, and the optimal value of parameter γ of the matched distribution model will be found based on minimum KLD. Fig. 1 shows the fitting error curves of different components in their z-score representation. Here, only part of curves for several components fitting results are given in Fig. 1 for sake of being seen clearly.
According to Fig. 1 , it can be easily found that: (1) the z-score representations of different components of image patch groups have approximately consistent statistical distribution; (2) the fitting errors of different components are uniformly approach to the minimum points when γ is chosen as about 1.3, which indicates that the statistics characteristics of all the different components in z-score representations approximatively obey Laplacian distribution.
III. CS RECONSTRUCTION OF Z-SCORE STANDARDIZ-ED GROUP SPARSE REPRESENTATION
Recent studies have shown that group sparsity can offer more promising performance for image restoration tasks [22] , [23] . The so-called group sparse representation (GSR) is to utilize the universal structural similarity of the image, and search a group of similar image patches in intra-image by dividing the image into many overlapping patches. If the similar patches of a group are vectorized to form a data matrix, it will show good sparsity that can be effectively used to regularize image restoration.
Based on the experimental results in above section, it can be found that the component-wise z-score representations of coefficients of image similar PGs in PCA domain not only have very consistent statistical distribution characteristics, but also approximately follow the Laplace distribution uniformly. In this section, we propose a new ICSR algorithm using this z-score standardization group sparse representation (ZSGSR) method, in which the l 1 norm of z-score standardized sparse coefficients of image PGs is used to regularize reconstruction. The mathematical model for the proposed ICSR algorithm is expressed as
where G x k = R G k (x k ) denotes the data matrix formed by the vectorized similar image PGs for the reference patch x k , and R G k (·) is defined as operator for extracting the similar image patches. ψ k is the PCA transformation dictionary generated by the covariance matrix of G x k . µ k and σ k denote the means vector and variances vector (here, both should be extended to the corresponding matrixes for dimension match) of sparse coefficients of G x k , respectively. Our proposed ICSR model, expressed as (6), will be solved by using SBI algorithm [40] , [41] . Specifically, based on the variable splitting principle, and by introducing auxiliary variables, (6) can be equivalently rewritten as
So, the solution of (7) can be obtained through the following alternately solving two sub-problems on f (t+1) , x (t+1) in iteration fashion as
where η is a regularization parameter, superscript t denotes the number of iterations, x (0) represents the initial estimation to be reconstructed image, and b (t) expresses Bregman distance initialized as b (0) = 0. In the following, we call solving (8a) as image filtering step (IFS), while solving (8b) as image updating step (IUS).
A. SOLVING SUB-PROBLEM x (t +1)
Here, solving sub-problem of (8b) is firstly discussed because it is simple. In essence, the sub-problem of (8b) is to solve a quadratic function minimum. A direct solution to this problem is to solve its derivative equaling to 0, which can be obtained as i.e. (10) where I is the identity matrix. Although the accuracy solution of x (t+1) can be achieved from (10), the calculation complexity is very large for matrix inverse operation ( T + ηI ) −1 . In general, gradient descent method could be used to reduce calculation complexity.
B. SOLVING SUB-PROBLEM f (t +1)
Before we start to solve sub-problem f (t+1) , the result of x (t) has been obtained. To simplify expression, we let r (t) = x (t) − b (t) . So, (8b) is equivalent to
Equation (12) can be easily proved by using the large Numbers theorem:
where c 1 = N /(KmB), N denotes the size of image dimension, B the size of patch, K the total number of reference image patches by overlapping partition, and m the amount of similar image patches to form a PG. Let α k = k G f k and
, where k is the adopted orthogonal transform dictionary, then we can obtain and (11) can be further equivalent to
where c = η · c 1 . The soft threshold shrinking method can be used to solve the problem of (14) as
where τ = λ/c 1 . 
When α (t+1)
k is obtained, the filtered image patch group G f (t+1) k can be generated by inverse transformation as
Finally, the filtered full image f (t+1) is produced by putting all patches of groups back to their corresponding original locations, with weighted averaging in pixel domain. The mathematical formation is expressed as
Lastly, the proposed algorithm could be summarized as following. Fig.2 shows the flowchart of our proposed ICSR algorithm, which is consist of two parts. The first part is the initial image CS reconstruction (ICSR) step, and the second part is the ZSGSR based CS reconstruction (ZSGSR-CSR) step. The initial image CS reconstruction part is to obtain an initial estimation of original image by using a traditional CS image reconstruction algorithm, such as MH method [15] , as used in our later implementation. The ZSGSR based CS reconstruction part is to obtain a quality enhanced reconstruction image by introducing ZSGSR regularized optimization with the initial reconstructed image. The ZSGSR based CS reconstruction part performs many times of alternately repeating the IFS and the IUS, till the stop conditions meet. The stop conditions detection is to discriminate if the iteration operations has reached the maximum iteration times T max or the reduction of root-mean square errors (RMSEs) between two neighboring iterations is less than the set threshold Tol. The complete description for the proposed ZSGSR based CS reconstruction is given in Algorithm 1.
Algorithm 1 Proposed ZSGSR Based ICSR
Input: measurement values y, measurement matrix , initial reconstructed image x (0) ; Output: reconstructed image x; Set parameters: b, m, B,λ, η; while iteration conditions meet do for k = 1, 2, . . . ,K do forming PG G k for the reference patch r k of image r; generating PCA dictionary ψ k from G k ; producing transformation coefficients α k of G k using ψ k ; estimating µ and σ of α k ; threshold shrinking α k using (15); recovering G k using (16); end for reconstructing f using (17); updating x using (10); updating b using (8c); end while It is worth noting that the ZSGSR based image reconstruction method proposed here is quite different from the two previous similar works: the NCSR method for image restoration proposed in [20] and the BAS method for image denoising proposed in [37] . The NCSR method in [20] proposed the nonlocally centralized sparse representation (NCSR) to regularize image restoration, where two priors are used to regularize reconstruction. One is the patch based sparse representations, and the other is the errors of between the patch based sparse representations and the nonlocally estimations, where one sub-dictionary from the trained K PCA sub-dictionaries is adaptively selected to sparsely code patch. The BAS method in [37] proposed the patch sparse representation with bandwise adaptive to regularize image denoising, where each image patch is sparsely transformed by the content-adaptive PCA dictionary, and then centralized and variance-normalized using nonlocal mean and variance. Both NCSR and BAS methods just adopt patch based sparse regularization, so the sparse representation performance is significantly limited.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
We conduct extensive experiments to evaluate the performance of our proposed ZSGSR based ICSR method in this section. The common gray-level test images are used in our experimental evaluation, which enables a fair comparison of results. Fig.3 shows part of the used original test images. The resolution of test images is 256×256 except vessels with 96×96. Peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) [42] have been calculated to objectively evaluate the reconstructed image quality, and the subjective visual quality of the reconstructed images have been compared in the following. All the experiments are performed in MATLAB 2017b on a laptop computer equipped with an Intel(R) Core(TM) i7-7800x CPU @3.5GHz PC processor, with 32 GB memory, and running on 64 bits Windows 10 operating system.
A. PARAMETER SETTING
In all experiments, the block compression sensing (BCS) [11] , [12] was used to reduce computational complexity, and the size of block was set to be 32×32. Gaussian random projection matrix is adopted as measurement matrix . In the implementation of our ZSGSR based method, we reference the default parameters setting of [23] and [24] . Here, we set the size B of patch to be 6×6, the width of overlapping between adjacent patches to be 3 pixels, the number m of similar patches forming a group is set to be 45, and the size of window for searching similar patches is set to be 20×20. The regularization parameters (i.e., λ and η ) for trade-off the fidelity terms and the regularization terms in Eq. (8) are tuned separately for each sensing rate. In our experiments, η is tuned to be 0.004, and λ is tuned separately for each sensing rate to get the better CS recovery performance, i.e. λ is set to 12.5, 6.13, 3.75 and 2.25 for the sensing rates of 0.1, 0.2, 0.3 and 0.4, respectively. The maximum iteration times T max is set to 200, and the Tol is set to 1.0e-4. It is worth noting that the same setting of parameters are applied to all the test images in our experiments.
B. PERFORMANCE COMPARISON
To demonstrate the effectiveness of the proposed ZSGSR method, we have compared it with several competitive image CS recovery algorithms, including the total variation (TV) algorithm [13] (noting that this implementation is not using BCS but full frame mode), multi-hypothesis (MH) algorithm [15] , collaborative sparse representation (RCoS) algorithm [21] , group sparse representation (GSR) algorithm [23] , group-based sparse representation method with non-convex regularization (GSR-NCR) [27] , and truncated nuclear norm minimization (TNNM) algorithm [28] . The source codes of all benchmark methods were obtained from the authors' websites, and the parameters are set as given in their papers. It is worth emphasizing that both GSR-NCR and TNNM are known as the current state-of-the-art GSR algorithms for block-based image CS recovery.
The PSNR and SSIM performance comparison results at four sampling rates (SR) of 0.1, 0.2, 0.3 and 0.4 are shown in Table 1 and Table 2 , respectively. Note that the best results are emphasized in boldface. It can be seen that the proposed ZSGSR performs competitively comparing with other algorithms. In terms of PSNR, the proposed ZSGSR method achieves 2.88dB, 3.12dB, 1.81dB, 1.37dB, 1.99dB and 0.31dB improvement on average over the TV, MH, RCoS, GSR, GSR-NCR and TNNM at SR = 0.1, respectively. Meanwhile, based on the SSIM, the proposed ZSGSR method achieves 0.1315, 0.1111, 0.0556, 0.0106, and 0.045 improvement on average accordingly, respectively. The visual quality comparisons of the reconstructed images at SR=0.1 are shown in Figs.4-7 . The left-down corner of the image shows the locally enlarged image with 2× factor for better visual comparison. As can be seen from the Figures, the proposed method can better restore the edges and texture details of the image, while other methods suffer from more undesirable artifacts (such as ringing and jaggy artifacts) and lost details. It is particularly noteworthy that, although the PSNR performance of the Parrots image is not the best, its SSIM performance and subjective visual quality are consistently better. In conclusions, the evaluation based on objective indexes and the comparison of subjective visual quality show that our proposed ZSGSR method is very effective to improve quality of reconstructed images.
C. EFFECT OF NUMBER OF THE BEST MATCHED PATCHES
To determine the proper number m of matching patch group for the proposed ZSGSR method, we have investigated the sensitivity of our method against m, where experiments using four 256×256 gray-level images were conducted with respect to different m, ranging from 20 to 160, in the case of SR=0.1 and 0.2, respectively. Fig. 8 shows the PSNR results curves with different m. It can be seen that they all are almost flat and consistent for different images, showing the performance of the proposed ZSGSR scheme is insensitive to m. The best performance of each case was usually achieved with m in the range 40 to 60. Therefore, in this paper m was empirically set to be 45.
D. CONVERGENCE ANALYSIS
Our proposed algorithm is an l 1 regularization optimization problem, which is convex optimization problem, and has good convergence characteristics. Here, we provide empirical evidence to illustrate the convergence of the proposed ZSGSR method. Fig.9 plots the evolutions of PSNR versus iteration numbers for several test images in the cases of SR=0.1 and 0.2. It can be observed that with the growth of iteration number, all the PSNR curves increase monotonically, and ultimately become flat and stable, exhibiting good convergence of the proposed ZSGSR model.
E. COMPUTATIONAL COMPLEXITY
The computational complexity of this method mainly comes from image patch matching, PCA orthogonal dictionary generation, PCA transformation and inverse transformation for each image patch group. Under the default parameter settings, i.e. the image patch size is set as 6×6, the image patch group size as 45, the size of searching window size 40×40, the size of overlapping pixel as 3, the number of iterations as 200, the proposed ZSGSR algorithm requires about 21minutes for 256×256 gray image CS reconstruction, in which algorithm is running 200 times of iterations, and on an Intel(R) Core(TM) i7-7800x CPU @3.5GHz PC with 32G RAM under Matlab R2017b environment.
V. CONCLUSIONS
Due to non-stationary characteristics of natural images, the statistical distributions of both different image patch and different component coefficients have significant difference. Therefore, CS reconstruction using direct sparse representation of image in transform domain, easily losses tiny but important details of image, thus limiting the reconstruction quality. In this paper, we have exploited that Z-score standardization of sparse coefficients could make statistical distributions of different components tend to be consistent, and proposed Z-score standardization of PGs in PCA domain to effectively improve the sparse representation ability of natural images. A new ICSR method based on ZSGSR has also been proposed to achieve consistently and effectively improve the subjective and objective quality of reconstructed images, especially with better performance gains in preserving image dim targets, edges and texture details. Extensive experimental results have demonstrated the effectiveness and efficient of the proposed ZSGSR method when comparing with many state-of-the-art methods. 
