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Abstract
The solution with respect to the reduced action of the one-dimensional
stationary quantum Hamilton-Jacobi equation is well known in the liter-
ature. The extension to higher dimensions in the separated variable case
was proposed in contradictory formulations. In this paper we provide
new insights into the construction of the reduced action. In particular,
contrary to the classical mechanics case, we analytically show that the
reduced action constructed as a sum of one variable functions does not
contain a complete information about the quantum motion. In the same
context, we also make some observations about recent results concerning
quantum trajectories. Finally, we will examine the conditions in which
microstates appear even in the case where the wave function is complex.
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1 Introduction
In the context of quantum trajectories, the notion of the action was first intro-
duced by de Broglie [1] and Bohm [2, 3] by writing the wave function in the
well-known form
Ψ = R exp
(
i
S
h¯
)
, (1)
whereR and S are real functions. The substitution of this expression in the time-
dependent Schro¨dinger equation leads to the two following partial derivative
equations
1
2m
(
~∇S
)2
−
h¯2
2m
∆R
R
+ V = −
∂S
∂t
, (2)
∂R2
∂t
+ ~∇ · (R2~∇S) = 0 , (3)
V being an external potential. Relation (3) is the continuity equation. Relation
(2) reminds us of the Hamilton-Jacobi equation with an additional term
U = −
h¯2
2m
∆R
R
, (4)
called the quantum potential and to which it is attributed the quantum effects.
The function S is identified as the quantum action and relation (2) is then called
the quantum Hamilton-Jacobi equation (QHJE). In the stationary case, we have
S(x, y, z, t) = S0(x, y, z)− Et , (5)
and
Ψ(x, y, z, t) = exp
(
−
i
h¯
Et
)
φ(x, y, z) , (6)
E being the energy and S0 the quantum reduced action. By considering a
system described by a wave function such that φ(x, y, z) is real up to a constant
phase factor, relations (1), (5) and (6) show clearly that S0 is constant. This
feature is unsatisfactory. In the context of the equivalence postulate of quantum
mechanics [4, 5, 6, 7] from which the Schro¨dinger equation (SE) was reproduced,
this difficulty was surmounted by showing that the wave function takes the form
φ(x, y, z) = R
[
α exp
(
i
S0
h¯
)
+ β exp
(
−i
S0
h¯
)]
, (7)
where α and β are complex constants. This bipolar form was also used by
Poirier [8] in order to reconcile semiclassical and Bohmian Mechanics. The new
functions R and S0 satisfy the equations
1
2m
(
~∇S0
)2
−
h¯2
2m
∆R
R
+ V (x, y, z) = E , (8)
~∇ · (R2~∇S0) = 0 , (9)
which are fundamentally different from the stationary version of (2) and (3) since
in the two cases the couple (R,S0) is linked in different manners to the wave
function. To perceive this difference, one can realize the form (7) guarantees
2
that S0 is never constant even in the case where the wave function is real, up
to a constant phase factor. These results were reproduced in [9] by appealing
to the probability current.
In one dimension, Eqs. (8) and (9) turn out to be
1
2m
(
∂S0
∂x
)2
+ V (x)− E =
h¯2
4m
[
3
2
(
∂S0
∂x
)
−2(
∂2S0
∂x2
)2
−
(
∂S0
∂x
)
−1(
∂3S0
∂x3
)]
. (10)
The solution of this equation for an arbitrary potential V (x) has been investi-
gated in [10, 11] and it is written as
S0 = h¯ arctan
(
b(φ1/φ2) + c/2
(ab− c2/4)1/2
)
+K , (11)
where (a, b, c,K) is a set of real constants such that a > 0, b > 0 and ab >
c2/4. The couple (φ1, φ2) is a set of real independent solutions of the associated
SE. The above expression of S0 solves (10) if the Wronskian W = φ1φ
′
2 −
φ′1φ2 is scaled so that W
2 ≡ 2m/[h¯2(ab − c2/4)]. As (10) is a second order
differential equation with respect to ∂S0/∂x, the expression of S0 must contain
two integration constants on top of the additive one. This is the reason for
which the three parameters (a, b, c) are not independent since they are linked to
W for a given choice of the couple (φ1, φ2). Therefore, it is possible to eliminate
one of them. That’s what is done in [9] where the solution of (10) is written as
S0 = h¯ arctan
(
φ1 + νφ2
µφ1 + φ2
)
+ h¯l , (12)
(µ, ν, l) are independent parameters playing the role of integration constants.
They must satisfy the condition µν 6= 1 in order to guarantee that S0 never
takes a constant value. Expression (12) solves (10) without any condition. It is
shown in [12] that solution (12) can be written in the form
S0 = h¯ arctan
(
µ
φ1
φ2
+ ν
)
+ h¯l , (13)
with suitable redefining of µ, ν, φ1 and φ2. Another equivalent expression for
S0 was proposed in [6].
In [13] and [14], the extension of this solution to higher dimensions in the
separated variable case is investigated and the results are contradictory. The
aim of this paper is to provide new insights into the construction of the re-
duced action in higher dimensions. In section 2, we discuss the link between
the reduced action and the wave function. In section 3, we will provide several
arguments to show that the usual method which consists in assuming the re-
duced action as a sum of one variable functions, as in classical mechanics, leads
to an incomplete solution. In section 4, we make some remarks about quantum
trajectories and microstates. Section 5 is devoted to conclusion.
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2 The reduced action and the wave function
Let us consider for stationary states the separated variable case where the po-
tential takes the following form
V (x, y, z) = Vx(x) + Vy(y) + Vz(z) . (14)
Writing the solution for the SE,
−
h¯2
2m
∆φ(x, y, z) + V (x, y, z)φ(x, y, z) = Eφ(x, y, z) , (15)
in the form
φ(x, y, z) = φx(x)φy(y)φz(z) , (16)
we deduce that
−
h¯2
2m
d2φx
dx2
+ Vxφx = Exφx , (17)
−
h¯2
2m
d2φy
dy2
+ Vyφy = Eyφy , (18)
−
h¯2
2m
d2φz
dz2
+ Vzφz = Ezφz , (19)
where Ex, Ey and Ez are real constants satisfying
Ex + Ey + Ez = E . (20)
In this section, we will make some comments about ref. [14].
The first comment is just of a pedagogical nature. It concerns the establish-
ment of the above relations (17), (18) and (19). In section 2 of ref. [14], the
author considered the above relation (20) as an hypothesis and substituted it in
(15) in order to obtain (17), (18) and (19). This manner is wrong because Ex,
Ey and Ez follow from the procedure of variable separation and as well-known
they are integration constants.
Another comment concerns the form of the three functions φq(q) which are
written in section 2 of ref. [14] as
φq(q) = Rq(q)
[
αq exp
(
i
S0q(q)
h¯
)
+ βq exp
(
−i
S0q(q)
h¯
)]
, (21)
Rq(q) and S0q(q) being real functions, αq and βq complex constants and q =
x, y, z. Substituting (21) in (16), we obtain
φ(x, y, z) = RxRyRz
{
αxαyαz exp
[
i
h¯
(S0x + S0y + S0z)
]
+αxαyβz exp
[
i
h¯
(S0x + S0y − S0z)
]
+ · · ·
}
, (22)
where the six missing terms can be easily completed. Whatever the expression
of the reduced action S0 in terms of S0x, S0y and S0z, we see that the form (22)
cannot reproduce (7).
In addition, it is stated in [14] that the above form (21) is justified in [4, 5].
We emphasize that this is wrong. In [4, 5], the form (21) is established in
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the context of the equivalence postulate of Faraggi and Matone for the one-
dimensional case. In higher dimensions, the relation between the wave function
and the couple (R,S0) is established in the same context in [7] and it is given
by the above Eq. (7). Admittedly the separated variable case is particular
but relation (7) continues to work and never reduces to (22) which follows
straightforwardly from (21). Thus, contrary to the statement made in [14],
relations (21) and (22) are not in agreement with the equivalence postulate of
quantum mechanics [4, 5, 6, 7] as they are not with Bohmian mechanics.
The last comment is to say that the procedure used in the construction of
the reduced action in [14] leads to a result which does not contain a complete
information about the quantum motion. To justify this, some mathematical
details are necessary. We come back to this feature in the next section.
We would like to add that all these weakness are reproduced in the others
sections of [14] where spherical and cylindrical symmetries are considered and
in [15] devoted to the hydrogen atom.
3 The reduced action as a solution of the QHJE
Let us call (X1, X2), (Y1, Y2) and (Z1, Z2) three couples of real independent so-
lutions respectively of (17), (18) and (19). It follows that the three-dimensional
SE admits eight real independent solutions{
φ1 = X1Y1Z1, φ2 = X1Y1Z2, φ3 = X1Y2Z1, φ4 = X1Y2Z2,
φ5 = X2Y1Z1, φ6 = X2Y1Z2, φ7 = X2Y2Z1, φ8 = X2Y2Z2.
(23)
By imposing the invariance of the reduced action, up to an additive constant,
under any linear transformation of the solutions of the SE, we showed from the
above relations (8) and (9) that the reduced action in the separated variable
case is given by [13]
S
(1)
0 = h¯ arctan
(∑8
i=1 νiφi∑8
i=1 µiφi
)
+ h¯l , (24)
in which we can fix freely one parameter among νi and one among µi. The
fourteen remaining pertinent parameters play the role of integration constants.
In section 2 of ref. [14], the author wrote the reduced action in the following
form
S
(2)
0 (x, y, z) = S0x(x) + S0y(y) + S0z(z) , (25)
as in classical mechanics. In addition, it is assumed in [14] that in this sum S0x
is the solution of the usual one-dimensional QHJE, Eq. (10), as it is assumed for
S0y and S0z with analogous equations. Let us show that the above expression
(25) of S
(2)
0 (x, y, z) does not contain a complete information about the motion
of the particle and it is a particular case of (24). For this purpose, by taking
into account (12), let us write (25) as
S
(2)
0 = h¯ arctan
(
X1 + γ1X2
γ2X1 +X2
)
+ h¯ arctan
(
Y1 + γ3Y2
γ4Y1 + Y2
)
+h¯ arctan
(
Z1 + γ5Z2
γ6Z1 + Z2
)
+ h¯l , (26)
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in which γ1, ..., γ6 are integration constants and h¯l represents the sum of the
three additive constants associated to S0x, S0y and S0z . Let us search for a
function h defined by
arctanh = arctanfx + arctan fy + arctan fz, (27)
where
fx =
X1 + γ1X2
γ2X1 +X2
, (28)
fy =
Y1 + γ3Y2
γ4Y1 + Y2
, (29)
fz =
Z1 + γ5Z2
γ6Z1 + Z2
. (30)
Knowing that tan(a+ b) = (tan a+tan b)/(1− tana tan b), from (27) we deduce
that
h = tan [arctan fx + arctan fy + arctan fz]
=
tan(arctan fx + arctanfy) + fz
1− tan(arctan fx + arctan fy)fz
=
(fx + fy)(1− fxfy)
−1 + fz
1− (fx + fy)(1− fxfy)−1fz
=
fx + fy + fz − fxfyfz
1− fxfy − fxfz − fyfz
. (31)
Substituting fx, fy and fz by their expressions (28), (29) and (30), we obtain
h =
[
(X1 + γ1X2)(γ4Y1 + Y2)(γ6Z1 + Z2)+
(γ2X1 +X2)(Y1 + γ3Y2)(γ6Z1 + Z2) +
(γ2X1 +X2)(γ4Y1 + Y2)(Z1 + γ5Z2)−
(X1 + γ1X2)(Y1 + γ3Y2)(Z1 + γ5Z2)
]
×[
(γ2X1 +X2)(γ4Y1 + Y2)(γ6Z1 + Z2)−
(X1 + γ1X2)(Y1 + γ3Y2)(γ6Z1 + Z2)−
(X1 + γ1X2)(γ4Y1 + Y2)(Z1 + γ5Z2)−
(γ2X1 +X2)(Y1 + γ3Y2)(Z1 + γ5Z2)
]
−1
, (32)
which can be written in the form
h =
∑8
i=1 λiφi∑8
i=1 δiφi
, (33)
where φi (i = 1, ..., 8) are defined in (23). From (32), the sixteen coefficients λi
and δi can be easily expressed in terms of the six parameters γ1, ..., γ6. Taking
into account relations (27), (28), (29), (30) and (33), expression (26) turns out
to be
S
(2)
0 = h¯ arctan
(∑8
i=1 λiφi∑8
i=1 δiφi
)
+ h¯l , (34)
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Comparing (24) and (34), we see clearly that S
(1)
0 and S
(2)
0 have the same form.
However, in expression (24) there are fourteen independent parameters among
(ν1, ..., ν8) and (µ1, ..., µ8) while in (34) there are six independent parameters
γ1, ..., γ6. Thus, solution (34) can be obtained by choosing particular values for
eight (8 = 14 − 6) parameters in (24). This is the proof that the solution (25)
is a particular case of (24).
Furthermore, we can show that it is (34) which is lacking in parameters and
not in (24) that there is a surplus. In fact, even by supposing that (25) is true,
we will show that Eqs. (8) and (9) lead to a solution more general than (26).
For this purpose, observe that expression (16) for the wave function indicates
that
R(x, y, z) = Rx(x)Ry(y)Rz(z) . (35)
This last expression is suggested in [7] and implicitly assumed in [14]. So, by
setting S0(x, y, z) as in (25) and R(x, y, z) as in (35), we obtain from (8)
1
2m
(
∂S0x
∂x
)2
+
1
2m
(
∂S0y
∂y
)2
+
1
2m
(
∂S0z
∂z
)2
−
h¯2
2mRx
∂2Rx
∂x2
−
h¯2
2mRy
∂2Ry
∂y2
−
h¯2
2mRz
∂2Rz
∂z2
+ Vx(x) + Vy(y) + Vz(z) = E , (36)
where we have used (14). The procedure of variable separation leads to the
three following equations
1
2m
(
∂S0x
∂x
)2
−
h¯2
2mRx
∂2Rx
∂x2
+ Vx(x) = Ex, (37)
1
2m
(
∂S0y
∂y
)2
−
h¯2
2mRy
∂2Ry
∂y2
+ Vy(y) = Ey , (38)
1
2m
(
∂S0z
∂z
)2
−
h¯2
2mRz
∂2Rz
∂z2
+ Vz(z) = Ez . (39)
The three integration constants Ex, Ey and Ez satisfy the condition (20). Sub-
stituting expressions (25) and (35) in Eq. (9) and dividing then the obtained
relation by R2, we find
1
R2x
∂
∂x
(
R2x
∂S0x
∂x
)
+
1
R2y
∂
∂y
(
R2y
∂S0y
∂y
)
+
1
R2z
∂
∂z
(
R2x
∂S0z
∂z
)
= 0 . (40)
From this relation, the procedure of variable separation leads to
1
R2x
∂
∂x
(
R2x
∂S0x
∂x
)
= c1 , (41)
1
R2y
∂
∂y
(
R2y
∂S0y
∂y
)
= c2 , (42)
1
R2z
∂
∂z
(
R2x
∂S0z
∂z
)
= c3 . (43)
Taking into account Eq. (40), the integration constants c1, c2 and c3 must
satisfy the condition
c1 + c2 + c3 = 0 . (44)
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With the use of x as variable, the usual one-dimensional case can be obtained
from (41) by setting c1 = 0. The presence of the constants c1, c2 and c3 in Eqs.
(41), (42) and (43) is the reason for which the extension to three dimensions is
not similar to classical mechanics. In fact, rewriting (41) in the form
2
Rx
∂Rx
∂x
∂S0x
∂x
+
∂2S0x
∂x2
= c1 , (45)
and taking the derivative with respect to x, we find
2
Rx
∂2Rx
∂x2
∂S0x
∂x
−
2
R2x
(
∂Rx
∂x
)2
∂S0x
∂x
+
2
Rx
∂Rx
∂x
∂2S0x
∂x2
+
∂3S0x
∂x3
= 0 , (46)
From (45), we have
∂Rx
∂x
= −
Rx
2
(
∂S0x
∂x
)
−1(
∂2S0x
∂x2
− c1
)
, (47)
Substituting this expression in (46), we find
1
Rx
∂2Rx
∂x2
= −
1
2
(
∂S0x
∂x
)
−1
∂3S0x
∂x3
+
1
4
(
∂S0x
∂x
)
−2
[
3
(
∂2S0x
∂x2
)2
− 4c1
∂2S0x
∂x2
+ c21
]
. (48)
Using this result in (37), we obtain
1
2m
(
∂S0x
∂x
)2
−
h¯2
4m
[
3
2
(
∂S0x
∂x
)
−2(
∂2S0x
∂x2
)2
−
(
∂S0x
∂x
)
−1
∂3S0x
∂x3
]
+Vx(x) − Ex =
h¯2c1
8m
(
∂S0x
∂x
)
−2 [
c1 − 4
∂2S0x
∂x2
]
. (49)
In the same manner, we can also obtain
1
2m
(
∂S0y
∂y
)2
−
h¯2
4m
[
3
2
(
∂S0y
∂y
)
−2(
∂2S0y
∂y2
)2
−
(
∂S0y
∂y
)
−1
∂3S0y
∂y3
]
+Vy(y)− Ey =
h¯2c2
8m
(
∂S0y
∂y
)
−2 [
c2 − 4
∂2S0y
∂y2
]
, (50)
1
2m
(
∂S0z
∂z
)2
−
h¯2
4m
[
3
2
(
∂S0z
∂z
)
−2(
∂2S0z
∂z2
)2
−
(
∂S0z
∂z
)
−1
∂3S0z
∂z3
]
+Vz(z)− Ez =
h¯2c3
8m
(
∂S0z
∂z
)
−2 [
c3 − 4
∂2S0z
∂z2
]
. (51)
In the left hand side of Eq. (49), we recognize the usual one-dimensional QHJE.
Since for an arbitrary potential Vx(x), c1 − 4∂
2S0x/∂x
2 6= 0, the usual one-
dimensional QHJE is a particular case of (49) which happens only if c1 = 0.
Therefore, the decomposition (25) and (35) does not automatically reproduce
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the usual one-dimensional case. This means that the procedure consisting to
search for the reduced action in the form (25) as suggested in [14] spreads
confusion. This follows from a profound geometrical origin. In fact, it is shown in
[7] that assuming the decomposition (25) and (35) leads to express the quantum
potential as a sum of Schwarzian derivatives and does not provide a covariant
formulation within the framework of the equivalence postulate.
In conclusion, even with the assumption (25), the presence of the constants
c1, c2 and c3 in relations (49), (50) and (51) means that in the above expression
(26) of S
(2)
0 there is a lack of integration constants. So, in S
(2)
0 as suggested in
[14], there is a loss of information concerning the quantum motion.
We would like to add that the above solution (24) established in [13] is
really complete. In fact, from the mathematical point of view, the SE is strictly
equivalent to the couple of equations (8) and (9) in the case where the wave
function is complex. In this case, it is established in [13] that by fixing the initial
conditions for the most general solution of the SE, the above expression (24)
contains the exact number of pertinent parameters necessary to fix univocally
the reduced action, as it is well-known in one dimension. This represents a
strong argument in favour of (24). In the next section, we will come back to
this problem of initial conditions.
4 The quantum trajectories
Trajectories in the context of quantum mechanics were introduced by Einstein
[16, 17], de Broglie [1] and Bohm [2, 3]. For various reasons described in the liter-
ature [18, 12, 19, 20], other formulations were published in the one-dimensional
stationary case. In [12], by appealing to the quantum transformation [6, 23]
allowing to write the QHJE in the classical form, the relation
1
2
∂S0
∂x
x˙+ V (x) = E , (52)
is derived. This relation has allowed to establish the quantum Newton law.
Although (52) works in classical mechanics (∂Sclas0 /∂x = mx˙), it describes the
quantum motion because ∂S0/∂x is the solution of the QHJE, Eq. (10). The
higher dimension version of (52) can be sensibly assumed as
1
2
∂S0
∂x
x˙+
1
2
∂S0
∂y
y˙ +
1
2
∂S0
∂z
z˙ + V (x, y, z) = E . (53)
What is at stake is how to prove this relation. In [21], the author claimed that
he provided a proof. However, his reasoning is false. In fact, it is obvious that
the identification of Eqs. (56) and (58) in [21] is erroneous because the author
compared in a development with respect to derivatives of S0 coefficients which
are themselves depending on these derivatives. In addition, the author used the
wrong expressions of these coefficients to determine trajectories in the three-
dimensional constant potential case while the above law (53) should not be
enough to describe a motion in higher dimensions. Even in classical mechanics,
it is known that the use of the energy conservation equation is insufficient to
describe a motion except in one dimension.
We would like to indicate that a correct proof of (53) is provided in [22] in
which we stressed that this law must be completed in order to be applied in the
case where the dimension of space is more than one.
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The last point that we would like to raise concerns microstates associated to
various trajectories for the same physical state. In any dimension, if the variables
are separable, the manifestation of microstates is occurred in the case where the
system is described by a real wave function, up to a constant phase factor. In
the case of complex wave function, it is established in [13] that by fixing the
initial conditions for the most general solution of the three-dimensional SE,
φ(x, y, z) =
8∑
i=1
ciφi , (54)
the reduced action is univocally fixed, (ci) being a set of eight complex constants
and (φi) the real solutions of the SE defined in (23). In others words, there is no
microstates. However, in the context of the Copenhagen interpretation and sep-
arated variables, the probability density in the multidimensional configuration
space is the product of individual probability densities. This is the reason for
which the wave function is often sought in the form given by the above relation
(16) in which φx(x), φy(y) and φz(z) are the general solutions
φx(x) = axX1+ bxX2 , φy(y) = ayY1+ byY2 , φz(z) = azZ1+ bzZ2 (55)
of the corresponding one-dimensional SEs. In (55), X1, X2, Y1, Y2, Z1 and Z2
are the same functions as in (23) and (ax, bx, ay, by, az, bz) is a set of complex
constants. Substituting the one-dimensional general solutions (55) in (16), we
obtain the same form as in (54)
φ(x, y, z) =
8∑
i=1
c′iφi . (56)
Contrary to (54) in which the eight coefficients ci are independent, in (56) the
c′i can be expressed in terms of the six parameters ax, bx, ay, by, az and bz.
To be more precise, a simple rearrangement shows that c′i can be expressed in
terms of only four independent parameters. Thus, fixing the initial conditions
for the wave function and following the same procedure as the one developed in
[13], we cannot determine all the integration constants in (24) and then we do
not fix completely the reduced action. This reveals the presence of microstates.
Contrary to the one-dimensional case [9, 24], we conclude that the QHJE de-
scribes microstates not detected by the SE even in the case of a complex wave
function if it is constructed from (16).
5 Conclusion
To summarize, we pointed out in this paper some flaws in earlier publications
concerning in higher dimensions the construction of the reduced action as a so-
lution of the QHJE [14, 15] and the establishment of the quantum law of motion
[21]. We also indicated how to correct these flaws and provided new insights
into the investigation of the QHJE. In particular, we proved that the reduced
action constructed as a sum of one variable functions, as in classical mechanics,
does not contain a complete information about the quantum motion. Finally,
we established that in higher dimensions the QHJE describes microstates not
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detected by the SE even in the case where the wave function is complex. From
the mathematical point of view, we stress to indicate that in the case where the
wave function is complex, the QHJE is equivalent to the SE. In fact, if the wave
function is written as in (54) where the eight coefficients ci are independent,
there is no trace of microstates [13]. However, the existence of various trajecto-
ries for the same state described by a complex wave function is a consequence of
the relationships between the eight coefficients c′i appearing in (56) and imposed
by the Copenhagen interpretation.
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