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Abstract—Stationarity is a cornerstone in classical signal pro-
cessing (CSP) for modeling and characterizing various stochastic
signals for the ensuing analysis. However, in many complex real
world scenarios, where the stochastic process lies over an irreg-
ular graph structure, CSP discards the underlying structure in
analyzing such structured data. Then it is essential to establish a
new framework to analyze the high-dimensional graph structured
stochastic signals by taking the underlying structure into account.
To this end, looking through the lens of operator theory, we
first propose a new bivariate isometric joint transition operator
(JTO) consistent with the structural characteristic of translation
operators in other signal domains. Moreover, we characterize
time-vertex filtering based on the proposed JTO. Thereupon, we
put forth a new definition of joint wide-sense stationary (JWSS)
signals in time-vertex domain using the proposed isometric
JTO together with its spectral characterization. Then a new
joint power spectral density (JPSD) estimator, called generalized
Welch method (GWM), is presented. Simulation results are
provided to show the efficacy of this JPSD estimator. To show
the usefulness of JWSS modeling, we focus on the classification
of time-series on graph. To that end, by modeling the brain
Electroencephalography (EEG) signals as JWSS processes, we use
JPSD as the feature for the Emotion and Alzheimer’s disease (AD)
recognition. Experimental results demonstrate that JPSD yields
superior Emotion and AD recognition accuracy in comparison
with the classical power spectral density (PSD) and graph PSD
(GPSD) as the feature set for both applications. Eventually, we
provide some concluding remarks.
Index Terms—Graph signal processing, joint transition oper-
ator, joint power spectral density, joint wide-sense stationarity,
time-vertex harmonic analysis.
I. INTRODUCTION
BEYOND doubt, we are in the era of big data in whichmassive amount of information are generated at a fast
pace and this poses new challenges for the data science. Often,
the big structured data lies over an irregular structure, but the
classical signal processing (CSP) disregards the underlying
topological structure. Graphs, as the powerful mathematical
tool, have been widely used in biology, physics, and computer
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science to model the underlying complex structure of non-
Euclidean data through pairwise relations between objects.
Connecting the concepts from algebraic graph theory to
the CSP gave birth to the field of graph signal processing
(GSP) [2]–[6] as a theoretical discipline for analyzing the
structured data. In the recent years, GSP emerged via numer-
ous theoretical research works for tackling challenging prob-
lems in modern signal processing and data science [7]–[14]. In
particular, [14] proposed a new framework for analyzing time-
varying graph signals through a meaningful representations of
time-series on graph. Stationarity and its important subclass
wide-sense statioarity play an essential role in statistical signal
processing and time-series analysis. By the classical definition,
a signal is temporal wide-sense stationary (TWSS) if its
mean and autocorrelation functions are translation invariant.
Likewise, this concept is of paramount importance concerning
time-series on irregular graph structures.
Quick Review. Stationarity on graph is first defined by Gi-
rault et al. [15], [16] via isometric graph translation operator.
Afterwards, Perraudin and Vandergheynst [17] defined station-
arity on graph via a novel localization operator. Moreover,
Marques et al. [18] defined weak stationarity of random graph
signals using the adjacency matrix (or graph Laplacian matrix)
as the graph shift operator. These approaches lead to almost the
same definition of stationarity on graph in spite of their differ-
ent initial ideas [19]. Then, Segarra et al. [20] defined station-
arity in time-vertex domain based on the weighted adjacency
matrix of joint/product graph. By generalizing a classical
“filtering interpretation” of stationarity from Euclidean space,
Loukas and Perraudin [21] defined joint wide-sense stationary
(JWSS) signals via time-vertex filtering. Noticeably, they have
shown that stationarity in the time-vertex domain is more
general than defining the stationarity on joint/product graph.
Isufi et al. [22] extended the classical vector autoregressive and
vector autoregressive moving average recursions for predicting
time-series on graph.
Main Contributions. In this paper, a novel approach, be-
yond [20]–[22], is proposed for characterizing the stationarity
of time-series on graph via bivariate transition invariance in
the time-vertex domain. First, we design a bivariate isometric
joint transition operator (JTO) in the time-vertex domain. Then
we put forth a new definition of wide-sense stationarity of
time-series on graph based on the proposed JTO followed by
its spectral characterization. Next, the joint power spectral
density (JPSD) estimation of JWSS processes is proposed
using a generalized Welch method (GWM) followed by some
simulations to show its effectiveness. Finally, we demonstrate
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2the applicability of proposed framework for the classification
of time-series on irregular graphs by providing experimental
results concerning Emotion and Alzheimer’s disease (AD)
recognition from Electroencephalography (EEG) data.
Notations. Matrices and vectors are denoted by uppercase
and lowercase boldface letters, A and a, respectively. The
n-th element of a vector is indexed by a[n], and the entry
in n-th row and m-th column of a matrix is denoted by
A[n,m]. R = [R(m,n)] is a block matrix where R(m,n) is
its submatrix in the m-th row and n-th column partition.
Other notations are as follows: AT, A, and A∗ = (A)T
stand for the transpose, conjugate, and complex conjugate
transpose of the matrix A, respectively. Moreover, vec(A)
stands for the column vector by stacking all the columns of A
sequentially, Diag(a) represents a diagonal matrix by placing
the elements of vector a on the main diagonal, and Diag(A)
is equivalent to Diag(vec(A)), while diag(A) represents the
column vector containing the diagonal elements of matrix A.
We use ‖a‖p and |a| as the p-norm of a and absolute value of
a, respectively. On the other hand, |A| is a matrix with (n,m)-
th element equal to |A[n,m]|. rowk(A) stands for the k-th
row of matrix A. Also, I, 0, and 1 denote the identity matrix,
matrix/column vector of all zeros, and matrix/column vector of
all ones (their dimensions may be indicated by their subscript
for some emphasized cases), respectively. Symbols ⊗ and 
represent the Kronecker product and Hadamard (element-wise)
product, respectively. Besides, i =
√−1 and Ja, bK represents
the set of integers between a and b inclusive. The Kronecker
sum, denoted by ⊕, is defined as: A⊕B := A⊗IM +IN⊗B
where A ∈ CN×N and B ∈ CM×M . On the other hand, the
direct sum of a set of matrices Ai for i ∈ J1, dK is defined as
⊕̂di=1Ai := Diag(A1,A2, . . . ,Ad). Then CN×N (RN×N ) is
the set of N ×N complex (real) matrices. Besides, CN (RN )
is the set of N × 1 complex (real) vectors. R+ (Z+) accounts
for the set of nonnegative real (integer) numbers. Note that
E[·] accounts for the statistical expectation. Moreover, C, D,
G, and J represent the continuous-time, discrete-time, graph,
and joint time-vertex domains, respectively.
Note 1. Let L be an N×N Hermitian matrix with eigenvalue
decomposition L = ΦΛΦ∗ where Φ is a unitary eigenbasis
matrix ΦΦ∗ = Φ∗Φ = I and Λ = Diag ([λ0, . . . , λN−1]) is
the diagonal eigenvalue matrix. Then, the univariate matrix
function is defined as h(L) := Φh(Λ)Φ∗ where h(Λ) =
Diag([h(λ0), . . . , h(λN−1)]) in which h : R → C [23]. Note
that h can also be a multivariate matrix function.
II. BACKGROUND
Vertex Harmonic Analysis. Let G := (V,E,W ) denote
a fixed graph with finite vertex set V with the cardinality |V| =
N , E = {(n1, n2)| n1, n2 ∈ V, n1 ∼ n2} ⊆ V×V is the edge
set and W : V×V → R+ is a weight function. This function
yields the weighted adjacency matrix as WG = [wn1,n2 ] ∈
RN×N+ where wn1,n2 represents the strength of the connection
between nodes n1 and n2. Throughout this paper, we assume
that the graph is finite, weighted, connected, and undirected.
A graph signal, represented in a compact form by the vector
f ∈ CN , is defined by the function fG : V → R where f [n] is
the function value at the vertex n. Then the graph Laplacian
matrix is defined as
LG := Diag (WG1)−WG. (1)
Since LG is a symmetric positive semi-definite matrix, the
eigenvalue decomposition (EVD) of LG can be written as
LG = ΦGΛGΦ
∗
G, (2)
where ΦG = [ϕG,0, . . . ,ϕG,N−1] ∈ CN×N is a unitary matrix
consisting of a complete set of orthonormal eigenvectors
BG := {ϕG,`,∀` ∈ J0, N − 1K}, such that ϕG,` is equal to
the `-th graph Fourier mode [2], and
ΛG = Diag ([λG,0, . . . , λG,N−1]) , (3)
contains the eigenvalues of LG where without loss of general-
ity, we assume: 0 = λG,0 < λG,1 ≤ · · · ≤ λG,N−1 = λG,max.
Shuman et al. [2] specified that λ` for ` ∈ J0, N − 1K
carries the frequency notion in graph setting. It is shown
that the Fourier transform diagonalizes the Laplace operator
∆C in a Euclidean space Rd with the multiplier (eigenvalue)
−4pi2‖ξ‖22 where ξ represents the frequency in this space [24].
For d = 1, it can be written as
∆C = −F−1C M2CFC, (4)
where (MCx̂)(ξ) = 2piξx̂(ξ) is the angular frequency multi-
plication operator (cf. (79)) and x̂(ξ) is the Fourier transform
of function x. On the other hand, the (combinatorial) graph
Laplacian can be considered as an approximation of the
Laplace-Beltrami operator on a manifold up to a negative
sign [4]. By that, and via (2), (4), the equivalent set of angular
frequencies on graph can be written as
WG := {ωG,` :=
√
λG,`, ` ∈ J0, N − 1K}. (5)
The graph Fourier transform (GFT) and its inverse can be
expressed as [2]
GFT: x̂ = FGx = Φ∗Gx←→ IGFT: x = F−1G x̂ = ΦGx̂, (6)
where FG and F−1G account for the GFT and inverse GFT
(IGFT) operator, respectively.
Discrete−Time Harmonic Analysis. Let x(n), n ∈J1,MK be a discrete-time signal of finite length M . The
discrete Fourier transform (DFT) operator FD and its inverse
F−1D can be represented in a matrix form as [25]
DFT: x̂ = FDx = Φ∗Dx←→ IDFT: x = F−1D x̂ = ΦDx̂, (7)
where x := [x(1), x(2), . . . , x(M)]T is the discrete-time signal
in vector form. Here, Φ∗D and ΦD account for the DFT and
inverse DFT (IDFT) matrices, respectively, such that
ΦD[n+ 1, k + 1] =
1√
M
exp(inωD,k), n, k ∈ J0,M − 1K,
and the set of angular frequencies is defined as
WD := {ωD,k := 2pik/M, k ∈ J0,M − 1K}. (8)
By a classic interpretation, discrete-time domain can be mod-
eled as a M -Cycle graph D with all edge weights equal to
3unity. Moreover, the symmetric time Laplacian matrix LD,
corresponding to the graph D, is defined as the second-order
derivative in discrete-time domain up to a negative sign and,
as a circulant matrix, it can be diagonalized as [14]
LD = ΦDΛDΦ
∗
D, (9)
where the corresponding eigenvalue matrix is
ΛD = Diag ([λD,0, . . . , λD,M−1]) , (10)
such that λD,k = 2(1− cos(ωD,k)) for all k ∈ J0,M − 1K.
Joint Time−Vertex Harmonic Analysis. A time-
varying graph signal is represented in a compact form by
the matrix X = [x1,x2, . . . ,xM ] ∈ RN×M , where xk
denotes the graph signal at discrete-time k ∈ J1,MK with a
fixed sampling interval. Then the joint time-vertex Fourier
transform (JFT) is defined as X̂ := Φ∗GXΦD where Φ
∗
G
and ΦD are the GFT and IDFT matrices, respectively [14],
[26]. The two-dimensional spectrum of time-vertex signal X ,
namely joint spectrum, can be described as
Ω := [(ωG,`, ωD,k)], ` ∈ J0, N − 1K, k ∈ J0,M − 1K, (11)
containing frequency pairs (ωG,`, ωD,k) where ωG,` and ωD,k
are the `-th and k-th angular frequencies on graphs G and D,
respectively. In a compact form, JFT and its inverse can be
rewritten as [26]
JFT: x̂ = FJx = Φ∗Jx←→ IJFT: x = F−1J x̂ = ΦJx̂, (12)
where x = vec(X) is called the “time-vertex signal” and
ΦJ := ΦD ⊗ΦG ∈ CNM×NM , (13)
is a unitary matrix. This consists of a complete set of orthonor-
mal eigenvectors BJ := {ϕJ,j ,∀j ∈ J0, NM − 1K}, such that
ϕJ,` is equivalent to the `-th joint Fourier mode. One can
easily see that ϕJ,0 = 1NM/
√
NM . Likewise the graph
setting and discrete-time domain, joint time-vertex domain can
also be modeled by a joint graph (or product graph) which
is equal to the Cartesian product of undirected graph G and
M -Cycle graph D (see [26, Figure 2]). Moreover, the joint
Laplacian matrix LJ, corresponding to the joint graph, can be
described as [14]
LJ = LD ⊕ LG = ΦJΛJΦ∗J , (14)
where the corresponding eigenvalue matrix is
ΛJ = ΛD ⊕ΛG = Diag ([λJ,0, . . . , λJ,NM−1]) , (15)
contains the eigenvalues of LJ corresponding to the sum of all
eigenvalue pairs of LG and LD (cf. (3), (10)). One can write
the `-th eigenvalue of LJ as follows
λJ,j = λG,` + λD,k, j ∈ J0, NM − 1K, (16)
where
j = `+ kN, ` ∈ J0, N − 1K, k ∈ J0,M − 1K. (17)
III. JOINT TIME-VERTEX TRANSITION OPERATOR
First, we aim at discussing the structural characteristics of
translation operators in various signal domains followed by
generalizing to the time-vertex domain.
Remark 1. Let x(t) be a continuous-time signal and x̂(ξ) =
(FCx)(t) be its Fourier transform where FC is the Fourier
transform operator. The continuous translation operator is
defined as (T τC x)(t) = x(t − τ) with τ as the translation
value. This operator can be formulated in the abstract form as
T τC = F−1C PτCFC, (18)
where PτC = exp (−2piiτξ) is the phase shift operator.
Proof: See Appendix A.
Remark 2. Let x(n) where n ∈ J1,MK be a discrete-time
signal and T υD be the right-circular translation operator in
discrete-time domain with the translation value υ defined as
(T υD x)(n) := x(n − υ). Let x := [x(1), x(2), . . . , x(M)]T be
the signal in vector form. Then, TDx = [e2, e3, . . . , eM , e1]x
where TD is the matrix representation of TD and ei is the
M ×1 unit vector with the i-th entry equal to 1. The discrete-
time translation operator can be unitarily diagonalized by the
DFT matrix as
TD = ΦDPDΦ
∗
D, (19)
where PD := exp(−iMD) such that
MD := Diag
(
[ωD,0, . . . , ωD,M−1]
)
(20)
is the angular frequency matrix in discrete-time domain.
Discussion 1. The isometric translation operator on graph is
firstly introduced by [16], [27]. Indeed, in these research works
the authors designed their operator based on the properties
of isometry and convolutivity. However, as an alternative and
more straightforward approach, one can directly generalize
this notion from classical signal domains to the graph setting
since the translation operators in classical signal domains
(cf. (18) and (19)) are both isometric and convolutive. To
this end, we suggest the direct generalization from classical
signal domains (cf. (18), (19)) without inessential mapping of
angular frequencies to the range [0, pi] in [16]. Then the graph
transition operator (GTO) can be written as
TG := ΦGPGΦ
∗
G, (21)
where PG = exp (−iMG) such that
MG := Diag ([ωG,0, . . . , ωG,N−1]) (cf. (5)) (22)
is a diagonal matrix containing the angular frequencies in
graph setting, and Φ∗G is the GFT matrix. One can simply
rewrite (21) in the vertex domain (as a function of graph
Laplacian matrix) as TG = exp
( − i√LG) (cf. Note 1).
Note that the suggested approach maintains simplicity and
naturalness of generalization from classical domain. Besides,
due to the nature of notion of translation/shift on an undirected
graph, where the signal flows to the neighborhood of each
vertex, as a more sensible terminology, we use “transition”
instead of translation in our paper.
4Definition 1. (Joint Transition Operator) Let TD and TG be
the translation and transition operators in discrete-time and
graph domains, respectively. We define T (υ,ϑ)J : RN×M →
CN×M as the (υ, ϑ)-transition of time-varying graph signal
X as follows
X(υ,ϑ) = T (υ,ϑ)J X := TϑGX
(
TTD
)υ
, (23)
where ϑ, υ ∈ Z+ account for the transition and translation
value in graph and discrete-time domains, respectively1.
Remark 3. To represent the bivariate joint transition operation
in matrix-vector multiplication form, one can write
x(υ,ϑ) = T
(υ,ϑ)
J x, (24)
where x(υ,ϑ) = vec
(
X(υ,ϑ)
)
, x = vec(X), and thanks to the
nice property of Kronecker product2, the matrix representation
of bivariate isometric JTO can be obtained as
T
(υ,ϑ)
J = T
υ
D ⊗TϑG. (25)
It should be underlined that the proposed bivariate JTO is gen-
uinely defined in the time-vertex domain as a two-dimensional
operation on the matrix X . However, for notational simplicity,
in the ensuing presentation, we may use the compact form of
this operation given by (24) instead.
Proposition 1. The JTO T (υ,ϑ)J (cf. Definition 1) is a unitary
operator, and hence isometric.
Proof: It is sufficient to prove it for the unit joint time-
vertex transition simply denoted by TJ. Then we have
TJT
∗
J = (TD ⊗TG) (TD ⊗TG)∗ = (TDT∗D)⊗ (TGT∗G)
= IM ⊗ IN = INM ,
where the third equality holds since TG and TD are unitary
matrices3. Similarly, it can be shown that T∗JTJ = INM . 
Theorem 1. The proposed JTO T (υ,ϑ)J can be written in
matrix form as follows
T
(υ,ϑ)
J = ΦJP
(υ,ϑ)
J Φ
∗
J , ∀υ, ϑ ∈ Z+, (26)
where the bivariate phase shift operator is
P
(υ,ϑ)
J = exp(−iM(υ,ϑ)J ), (27)
and M(υ,ϑ)J = Diag(ξ
(υ,ϑ)) such that
ξ(υ,ϑ) = vec


ξ
(υ,ϑ)
0,0 ξ
(υ,ϑ)
0,1 . . . ξ
(υ,ϑ)
0,M−1
ξ
(υ,ϑ)
1,0 ξ
(υ,ϑ)
1,1 . . . ξ
(υ,ϑ)
1,M−1
...
...
. . .
...
ξ
(υ,ϑ)
N−1,0 ξ
(υ,ϑ)
N−1,1 . . . ξ
(υ,ϑ)
N−1,M−1

 ,
(28)
1Here, TD accounts for the right-circular translation operator (with
unit translation value) in the discrete-time domain. If we consider x =
[x0, x1, . . . , xM−1]T as the discrete-time signal, then xTTTD = (TDx)
T =
[xM−1, x0, x1, . . . , xM−2]T is actually the right-circular translation of xT.
2This is obtained using the following property of Kronecker product: for
any given matrices A ∈ Fm×m, B ∈ Fn×n, and X ∈ Fm×n, where F is
any field, the equation BXA = S can be written as (AT ⊗ B)vec(X) =
vec(S) [28, Proposition 12.1.4].
3Here, we used the properties (A⊗B)∗ = A∗⊗B∗ and (A⊗B)(C⊗
D) = (AC)⊗ (BD).
which consists of all the combinations of frequencies in
discrete-time and graph domains as
ξ
(υ,ϑ)
`,k = ϑωG,` + υωD,k, (29)
where ` ∈ J0, N − 1K, k ∈ J0,M − 1K.
Proof: From Definition 1, one can write
T
(υ,ϑ)
J = T
υ
D ⊗TϑG = (ΦDPυDΦ∗D)⊗
(
ΦGP
ϑ
GΦ
∗
G
)
= (ΦD ⊗ΦG) (PυD ⊗PϑG) (ΦD ⊗ΦG)∗
= ΦJP
(υ,ϑ)
J Φ
∗
J , (30)
where the phase shift matrix is defined as
P
(υ,ϑ)
J = P
υ
D ⊗PϑG = exp
(− iM(υ,ϑ)J ) (31)
such that
M
(υ,ϑ)
J = υMD ⊕ ϑMG. (32)
Using (20) and (22), one can easily write the elements of this
matrix as (29). 
Proposition 2. Some important points associated with the
isometric JTO given by (30) are highlighted as follows:
(i) It is a linear convolutive operator since P(υ,ϑ)J is a
diagonal matrix.
(ii) The power spectrum of time-varying signal X is invari-
ant under the operator T (υ,ϑ)J as∣∣X̂(υ,ϑ)[n,m]∣∣2 = ∣∣X̂[n,m]∣∣2, (33)
where X̂[n,m] denotes the JFT coefficient of time-
varying graph signal X corresponding to the frequency
pair (ωG,n−1, ωD,m−1) for all n ∈ J1, NK,m ∈ J1,MK.
(iii) It can be expressed as
T
(υ,ϑ)
J =
NM−1∑
j=0
γ
(υ,ϑ)
J,j ϕJ,jϕ
∗
J,j , (34)
where for all j ∈ J0, NM − 1K
γ
(υ,ϑ)
J,j = P
(υ,ϑ)
J [j + 1, j + 1]
= exp
(−iξ(υ,ϑ)[j + 1])
= exp(−i(ϑωG,` + υωD,k))
(35)
denotes the ‘j + 1’-th entry in the main diagonal of
P
(υ,ϑ)
J (cf. (17) (28), (29)). Note that γ
(υ,ϑ)
J,j is a bivariate
function of ωG,` and ωD,k.
(iv) The set of Z := {T(υ,ϑ)J : υ, ϑ ∈ Z+}, with the operation
of composition, forms a mathematical group.
Table I summarizes the characteristics of isometric transla-
tion/transition operators in different signal domains including
continuous-time, discrete-time, graph, and time-vertex do-
mains where they share similar structural characteristics.
5TABLE I
STRUCTURAL CHARACTERISTIC OF TRANSLATION/TRANSITION OPERATORS IN VARIOUS SIGNAL DOMAINS
Domain Abstract form Description
Continuous-time (cf. (18)) T τC = F−1C PτCFC
FC: Continuous-time Fourier transform operator, PτC = exp (−i2piξτ),
MC: Angular frequency multiplication operator — (MCx̂)(ξ) := (2piξx̂)(ξ)
Discrete-time (cf. (19)) TυD = ΦDP
υ
DΦ
∗
D
Φ∗D: DFT matrix, P
υ
D := exp
(−iυMD),
MD: Diagonal matrix of discrete angular frequencies
Graph (cf. (21)) TϑG = ΦGP
ϑ
GΦ
∗
G
Φ∗G: GFT matrix, P
ϑ
G := exp
(− iϑMG),
MG: Diagonal matrix of angular frequencies in graph setting
Joint time-vertex (cf. (26)) T(υ,ϑ)J = ΦJP
(υ,ϑ)
J Φ
∗
J
Φ∗J : JFT matrix, P
(υ,ϑ)
J := exp
(− iM(υ,ϑ)J ),
M
(υ,ϑ)
J : Diagonal matrix of joint angular frequencies
IV. JOINT FILTERING VIA JOINT TRANSITION OPERATOR
In discrete-time domain, a linear shift invariant (LSI) filter
is equivalent to the circular convolution operator [25]. Then
the filtering operation in this domain can be represented in a
compact form as y = HDx where x and y are the input and
output signal vectors, respectively, and the filter matrix can be
expressed as follows
HD =
L1−1∑
p=0
hD,pT
p
D, (36)
where hD,0, . . . , hD,L1−1 are the L1 filter coefficients. In the
spectral domain, the dual of HD can be expressed as
ĤD = Φ
∗
DHDΦD =
L1−1∑
p=0
hD,pP
p
D, (cf. (19)). (37)
Filtering in the graph setting is defined as y = HGx =
h(LG)x where x and y are the input and output of the filter,
respectively, and the graph filter HG ∈ CN×N in the form of
matrix function is defined as [2]
HG = h(LG) = ΦGh(ΛG)Φ
∗
G, (38)
where h(ΛG) is a diagonal matrix and h : [0, λG,max] → C
(cf. Note 1). Sandryhaila and Moura [5], [29] considered
weighted adjacency matrix WG as the graph shift operator and
showed that any LSI graph filter can be written as a polynomial
of WG [5, Theorem 1]. In the same spirit, the graph filter can
be written as a polynomial expansion of GTO as follows
HG =
L2−1∑
q=0
hG,qT
q
G, (39)
where hG,q ∈ C is the q-th tap of the filter. In the graph
spectral domain, the dual of HG can be written as
ĤG = Φ
∗
GHGΦG =
L2−1∑
q=0
hG,qP
q
G. (40)
Filtering in the time-vertex domain, or joint filtering, is
defined as y = HJx = h(LG,LD)x where x and y are the
input and output of the filter, respectively, and the joint filter
is expressed as [14], [26]
HJ = h(LG,LD) = ΦJh(ΛG,ΛD)Φ
∗
J , (41)
where h(ΛG,ΛD) is a diagonal matrix and h : [0, λG,max] ×
[0, λD,max]→ C (cf. Note 1).
Theorem 2. Let T(υ,ϑ)J be the matrix representation of iso-
metric JTO. A joint filter HJ is linear transition invariant (i.e.,
T
(υ,ϑ)
J HJ = HJT
(υ,ϑ)
J ) if and only if
HJ =
L2−1∑
q=0
L1−1∑
p=0
hJ,(p,q)T
(p,q)
J , (42)
where hJ,(p,q) ∈ C is the (p, q)-th tap of the joint filter and
L1 − 1, L2 − 1 are the degrees of bivariate polynomial in
discrete-time and graph domains, respectively (i.e., HJ is a
bivariate polynomial of T(p,q)J ).
Proof: Let us first prove the necessity of this theorem. Let
HJ be a joint filter which commutes with the bivariate JTO
T
(υ,ϑ)
J = ΦJP
(υ,ϑ)
J Φ
∗
J where P
(υ,ϑ)
J is a diagonal matrix
(cf. (30),(31)). Without loss of generality, assume υ = ϑ = 1.
By (41), one can write HJ = ΦJOJΦ∗J where OJ is a diagonal
matrix. Clearly, HJ and TJ are simultaneously diagonalizable.
By (35) we have
γJ,j = PJ[j + 1, j + 1] = exp
(−iξ[j + 1]). (43)
Suppose h(x), with x := (x1, x2), is the bivariate polynomial
of degrees L1−1 and L2−1 such that h(γJ,j) = OJ[j+1, j+1]
(cf. (35)). In other words,
h(γJ,j) =
L2−1∑
q=0
L1−1∑
p=0
hJ,(p,q)γ
(p,q)
J,j , ∀j ∈ J0, NM − 1K, (44)
where hJ,(p,q) for all p, q are the polynomial coefficients and
γ
(p,q)
J,j is given by (35). Therefore,
h(TJ) = ΦJh(PJ)Φ
∗
J (cf. Note 1)
=
L2−1∑
q=0
L1−1∑
p=0
hJ,(p,q)
(NM−1∑
j=0
γ
(p,q)
J,j ϕJ,jϕ
∗
J,j
)
, (45)
which clearly reduces to (42) by (34). Next, we prove the
sufficiency of the theorem. Since (42) holds true, we have
HJ =
L2−1∑
q=0
L1−1∑
p=0
hJ,(p,q)T
(p,q)
J = ΦJh(PJ)Φ
∗
J . (46)
6Then, one can further deduce that
HJTJ = ΦJOJΦ
∗
JΦJPJΦ
∗
J
= ΦJPJΦ
∗
JΦJOJΦ
∗
J = TJHJ,
(47)
since OJ and PJ are diagonal, implying that the joint filter
HJ is linear transition invariant. 
Let hJ :=
[
hJ,(0,0), hJ,(1,0), . . . , hJ,(L1−1,L2−1)
]
be vector
containing the coefficients of joint finite impulse response
(JFIR) filter. Then it can be written as
HJ = ΦJĤJΦ
∗
J , (48)
which together with (42) leads to its dual in joint spectral
domain as
ĤJ =
L2−1∑
q=0
L1−1∑
p=0
hJ,(p,q)P
(p,q)
J . (49)
On the other hand, a fundamental subset of joint time-
vertex filters, called separable filters, for which their frequency
response can be written as the product of frequency response
of filters in graph and discrete-time domains [14]. We can
write the dual of separable filter HJ in spectral domain as
ĤJ = ĤD ⊗ ĤG, (50)
where ĤD and ĤG are the dual of discrete-time and graph fil-
ters in corresponding spectral domains, respectively (cf. (37),
(40)). Then, the joint separable filter is given by
HJ = ΦJĤJΦ
∗
J = (ΦD ⊗ΦG)(ĤD ⊗ ĤG)(Φ∗D ⊗Φ∗G)
= (ΦDĤDΦ
∗
D)⊗ (ΦGĤGΦ∗G) = HD ⊗HG. (51)
V. STATIONARITY IN JOINT TIME-VERTEX DOMAIN
Let x be a TWSS process in discrete-time domain and
Rx = E[xx∗] be its autocorrelation matrix. It is known that
isometric translation operator in discrete-time domain TD and
autocorrelation matrix are simultaneously diagonalizable by
the DFT matrix.
Definition 2. (Multivariate TWSS [30]) Suppose that xm ∈
RN is a vector random process in discrete-time m. Let X =
[x1,x2, . . . ,xM ] ∈ RN×M be the collection of such random
vectors. It is called multivariate TWSS (MTWSS) if and only
if
(i) E[xm] = c1N for all m;
(ii) The autocorrelation matrix for every two time indices m
and n is RD,(m,n) = E[xmx∗n] = Ψ(m−n) modM .
Remark 4. Here, we provide an alternative representation of
Definition 2. Suppose that xm ∈ RN is a vector random
process in m. Let X = [x1,x2, . . . ,xM ] ∈ RN×M be the
collection of such random vectors. It is called MTWSS if and
only if
(i) E[X] = E[X(TTD)υ];
(ii) The autocorrelation matrix of X can be described by
the block circulant matrix RX =
[
RD,(m,n)
]
such that
RD,(m,n) = E[xmx∗n] = Ψ(m−n) modM .
Definition 3. ([27, Definition 16]) Let x be a stochastic
graph signal on graph4 G where x[n] is the random variable
corresponding to the vertex n. Then x is called vertex WSS
(VWSS) with respect to (w.r.t.) the translation operator on
graph TϑG if and only if for all ϑ:
(i) mx = E[x] = E[TϑGx];
(ii) Rx = E[xx∗] = E
[
(TϑGx)
(
TϑGx
)∗]
.
Via different approaches for defining wide-sense stationarity
on graph, it is shown or assumed that the GFT matrix
diagonalizes the autocorrelation matrix as Rx = ΦGSxΦ∗G
where Sx is a diagonal GPSD matrix [15], [17], [18] consistent
with the time domain.
Definition 4. (Multivariate VWSS) Let xm ∈ RN be a vector
random process in m and X = [x1,x2, . . . ,xM ] ∈ RN×M be
the collection of such random vectors. It is called multivariate
VWSS (MVWSS) if and only if
(i) E[X] = E[TϑGX];
(ii) The autocorrelation matrix is a block matrix denoted
by RX =
[
RG,(m,n)
]
where RG,(m,n) = E[xmxn] =
E
[
(TϑGxm)
(
TϑGxn
)∗]
such that
RG,(m,n) = ΦGR̂G,(m,n)Φ
∗
G, m, n ∈ J1,MK, (52)
and R̂G,(m,n) is a diagonal matrix.
The bivariate JTO (Definition 1) enables us to generalize
wide-sense stationarity to the time-vertex domain as follows.
Definition 5. (JWSS via Bivariate Transition Invariance) Let
x = vec(X), where X ∈ RN×M , be a time-vertex signal
on the graph G. Then, x is called JWSS under T(υ,ϑ)J
(cf. Definition 1) if and only if for all ϑ and υ we have
(i) mx = E[x] = E
[
T
(υ,ϑ)
J x
]
;
(ii) Rx = E[xx∗] = E
[(
T
(υ,ϑ)
J x
)(
T
(υ,ϑ)
J x
)∗]
.
Theorem 3. Let x be a time-vertex signal on a connected
graph G. Then x is JWSS in the second-order moment, based
on the isometric JTO T (υ,ϑ)J , if and only if the autocorrelation
matrix is unitarily diagonalizable by the JFT matrix as
Rx = ΦJSxΦ
∗
J , (53)
where Sx is a diagonal matrix with nonnegative real entries
on its main diagonal.
Proof: By Definition 5 (ii), the autocorrelation matrix is
written as
Rx = E[xx∗] = E
[(
T
(υ,ϑ)
J x
)(
T
(υ,ϑ)
J x
)∗]
= T
(υ,ϑ)
J E[xx
∗]T(−υ,−ϑ)J .
(54)
Since the bivariate JTO is unitary (cf. Proposition 1), one
can obtain that RxT
(υ,ϑ)
J = T
(υ,ϑ)
J Rx, meaning the auto-
correlation matrix and bivariate JTO commute. Moreover, we
know that the autocorrelation matrix is a positive semidefi-
nite matrix (in other words, diagonalizable with non-negative
eigenvalues). Then, T(υ,ϑ)J and Rx are diagonalizable ma-
trices and commute, implying that they are simultaneously
4We use different notation for the stochastic signal on graph setting to
differentiate it from stochastic processes in classical time domain.
7diagonalizable [31, Theorem 1.3.12]. Since the bivariate JTO
T
(υ,ϑ)
J is diagonalizable by the JFT matrix (cf. (26)), the
result (53) follows immediately. For the proof of sufficiency,
by the reverse implications above, it can be easily shown that
x is JWSS based on the bivariate JTO. 
Remark 5. (See also [19, Property 2])) Let HJ be a linear
JFIR filter defined over the connected graph G and x be the
JWSS process under the JTO T (υ,ϑ)J . Assume JTO has distinct
eigenvalues. Then the output of this filter is a JWSS process
in the second-order moment under the JTO as well.
Proof: See Appendix B.
An important question concerning JWSS processes may
arise here: “What is the relation between JWSS and classical
multivaruiate WSS (MWSS) processes in time and vertex
domains?” Loukas and Perraudin [19, Theorem 2] showed that
a JWSS process, defined via joint filtering, is both MTWSS
and MVWSS. In the following theorem, we elaborate on the
relation between JWSS and classical MWSS processes via
transition invariance.
Theorem 4. A joint time-vertex process x over a connected
graph G is JWSS under the JTO T (υ,ϑ)J if and only if it is
simultaneously MTWSS and MVWSS based upon Definition 2
and Definition 4.
Proof: Let us first prove the necessity of this theorem. By
the first-moment condition (i) in Definition 5, we can write
E
[
TϑGX(T
T
D)
υ
]
= E
[
X
]
. (55)
Letting ϑ = 0, (55) yields E
[
X(TTD)
υ
]
= E
[
X
]
and hence
condition (i) in Remark 4 is satisfied. Likewise, by υ = 0,
condition (i) in Definition 4 holds true. For the second-order
moment, by (53), we have Rx = ΦJSxΦ∗J , where the JPSD
matrix can be written as
Sx = ⊕̂nj=1Sj , (56)
which is the direct sum of diagonal matrices Sj with nonneg-
ative entries on the main diagonal. On the other hand, by (13),
ΦJ can be described as a block matrix ΦJ = [Φ(m,n)] where
Φ(m,n) = exp(i2pi(m− 1)(n− 1)/M)ΦG ∈ CN×N
is its submatrix in m-th row and n-th column partition, and
m,n ∈ J1,MK. Then Rx can be re-expressed as the following
block matrix
Rx =

Ξ(1,1) Ξ(1,2) . . . Ξ(1,M)
Ξ(2,1) Ξ(2,2) . . . Ξ(2,M)
...
...
. . .
...
Ξ(M,1) Ξ(M,2) . . . Ξ(M,M)
 , (57)
where
Ξ(m,n) = ΦGΞ̂(m,n)Φ
∗
G, m, n ∈ J1,MK, (58)
and
Ξ̂(m,n) =
1
M
M∑
j=1
Sj exp
(
i2pi(m− n)
M
)
, (59)
implying that Ξ(m,n) depends on the discrete time difference
m − n. Clearly, Rx is a block circulant matrix and hence
x is a MTWSS process (cf. (ii) in Remark 4). Furthermore,
by (58), the submatrices of Rx, namely Ξ(m,n) for all n,m
are simultaneously diagonalizable with the graph Laplacian.
Therefore, it is MVWSS (cf. (ii) in Definition 4). On the other
hand, for the proof of sufficiency, assuming that the process
x is simultaneously MTWSS and MVWSS, by the reverse
implications above, it can be easily shown that x is JWSS. 
Discussion 2. Let x be a JWSS process under the JTO T (υ,ϑ)J .
Then, x can be written as the output of a joint time-vertex
filter HJ (cf. (51)) in response to a white noise z with zero-
mean and autocorrelation matrix Rz = INM . One can deduce
that Sx = |ĤJ|2 (cf. (83)). For the simplicity of notation, let
θj := Sx[j + 1, j + 1] be the j-th JPSD component where
j ∈ J0, NM − 1K. Then by (49), we can write
θj =
∣∣∣ L2−1∑
q=0
L1−1∑
p=0
hJ,(p,q)γ
(p,q)
J,j
∣∣∣2 = |h(ωG,`, ωD,k)|2, (60)
where h : (ωG,`, ωD,k) → C is a bivariate function and
γ
(p,q)
J,j = exp(−i(qωG,` + pωD,k)) (cf. (35), (17)). It implies
that θj for all j is a bivariate function of ωG,` and ωD,k. On the
other hand, if one chooses the isometric GTO — using joint
Laplacian matrix, as the transition (or translation) operator on
joint graph (cf. (16), (17)) — then the j-th component of JPSD
obtained via this approach is
θ′j = |g(λJ,j)|2, (61)
where g : λJ,j → C. Clearly, by defining the stationarity on
joint graph using isometric GTO, the JPSD is a univariate
function of eigenvalues of joint Laplacian matrix, i.e., λJ,j
(cf. (16)). From (60), (61), and Theorem 3 one can infer that
the JWSS process, in the second-order sense, is more general
than wide-sense stationarity on joint graph where the latter is
actually a special case of former. The reader is referred to [19]
for a further detailed discussion about the difference between
the general notion of stationarity in time-vertex domain and
stationarity on joint graph.
Joint stationarity and separable processes have been defined
on joint graph J based on the joint weighted adjacency matrix
(cf. [32, Definition 12.5]). However, this approach is a special
case of joint stationarity defined over joint graph. Next, we
define separable JWSS under the proposed isometric JTO
T (υ,ϑ)J through the notion of separable filters (cf. (51)).
Definition 6. Let x be a JWSS process under the JTO T (υ,ϑ)J .
It is called separable if it can be written as the output of a
separable joint time-vertex filter HJ (cf. (51)) in response to
a white noise z with zero-mean and autocorrelation matrix
Rz = INM such that
HJx = (HD ⊗HG)z, (62)
where HD and HG are the filters in discrete-time and graph
domains, respectively.
8Remark 6. Let x be a separable JWSS process under the
transition operator T (υ,ϑ)J . Using (83) and (50), we can write
Rx = ΦJSxΦ
∗
J where
Sx = |ĤJ|2Sz =
(|ĤD|2 ⊗ |ĤG|2)Sz. (63)
Since z is a JWSS white noise, it has a flat spectrum as Sz =
INM . One can deduce that Sz = SzD ⊗SzG where SzD = IM
and SzG = IN are the JPSD matrices of zD and zG, as the
white noise processes in the discrete-time and graph domains,
respectively. Then, from (63), we have
Sx =
(|ĤD|2 ⊗ |ĤG|2)(SzD ⊗ SzG) = SxD ⊗ SxG , (64)
where SxD and SxG are the PSD and GPSD matrices cor-
responding to the processes xD and xG, respectively. It is
straightforward to see that Rx = RxD ⊗ RxG . This char-
acterization implies that the separable JWSS process on the
connected graph G can be modeled as the response of two
separate finite length filters, HD and HG, to the two separate
white noise processes in discrete-time and graph domains,
respectively.
VI. JOINT POWER SPECTRAL DENSITY ESTIMATION
Analogous to the stochastic processes in Euclidean space, a
reliable JPSD estimator is important for analyzing time-series
on graph. In this section, given a data X := {xq, q ∈ J1, QK}
where Q is the number of realizations, we present the estima-
tion of JPSD vector denoted by
θx := diag (Sx) (65)
of a JWSS process x = vec(X). The generalized Welch
method (GWM) is defined as the average of windowed pe-
riodograms (cf. (68) below). So, we begin with the definition
of windowing in joint time-vertex domain.
Definition 7. (Joint Windowing) Let x = vec (X) be the
given time-varying graph signal. Let AD = Diag(aD) and
AG = Diag(aG) be the windowing matrices corresponding
to the windows aD and aG in discrete-time and graph do-
mains, respectively. The time-vertex windowing is defined as
Xw := AGX
(
ATD
)
. In the vector form, xw := aJx = AJx
where
AJ = Diag(aJ) = AD ⊗AG, (66)
is the joint window matrix and xw = vec(Xw).
By this definition, we have x̂w = ÂJx̂ where
ÂJ = Φ
∗
JAJΦJ = Φ
∗
JDiag(aJ)ΦJ (67)
is the dual joint windowing matrix in spectral domain.
Following this definition, the generalized Welch JPSD esti-
mator
◦
θx,GWM is defined as:
◦
θx,GWM[k] :=
1
Q
Q∑
q=1
|(Φ∗JAJxq)[k]|2 . (68)
It is worth noting that by assuming AJ = INM in (68),
GWM reduces to the generalized Bartlett method (GBM)
— also called sample estimator [19], denoted by
◦
θx,GBM
in Section VII, as an unbiased estimator. The next theorem
provides the bias and variance of generalized Welch JPSD
estimator.
Theorem 5. Let X be the set of Q independent realizations
of JWSS process x under the isometric JTO and
◦
θx,GWM be
the proposed JPSD estimator given by (68). Also, let % =[
θx[1]
2, . . . ,θx[NM ]
2
]
(cf. (65)). Then
(i) The bias of
◦
θx,GWM is
bGWM[k] = (αk − ek)Tθx, (69)
for all k ∈ J1, NMK where αTk := rowk(ÂJ  ÂJ).
(ii) The variance of
◦
θx,GWM[k] is
σ2GWM,k =
1
Q
βTkρ− ηk, (70)
where ρ[k] = E
[|x̂[k]|4]− %[k] for all k ∈ J1, NMK,
βTk = rowk(ÂJ  ÂJ  ÂJ  ÂJ),
and
ηk = (α
T
kθx)
2 − βTk%
is a nonnegative number. In particular, if x is a Gaussian
JWSS process, then (70) reduces to
σ2GWM,k =
2
Q
βTk%− ηk. (71)
Proof: See Appendix C. 
Remark 7. For a given single realization of a JWSS process
denoted by x = vec(X) ∈ CNM , we exploit a bank of
joint windows for JPSD estimation. In discrete-time domain,
the time-series data of length M is split up into overlapping
segments of length L where
K1 :=
⌊
M − L
∆τ
⌋
+ 1, (72)
is the number of windows, b·c is the floor function, and ∆τ is
the length of overlap. By this, we have a set of discrete-time
windowsAD := {AD,k1 : k1 ∈ J1,K1K}. Moreover, following
the same concept of local windowing [18], we obtain a set of
graph windows AG := {AG,k2 : k2 ∈ J1,K2K}. Then we
come up with a bank of joint windows as follows
AJ := {AJ,k = AD,k1 ⊗AG,k2 : k ∈ J1,K1K2K}. (73)
Then, we calculate
◦
θx,GWM[`] =
1
K1K2
K1K2∑
k=1
∣∣(Φ∗GAJ,kx)[`]∣∣2, (74)
where ` ∈ J1, NMK.
9VII. SIMULATION AND EXPERIMENTAL RESULTS
This section presents simulation and experimental results to
demonstrate the effectiveness of the proposed JPSD estimator
◦
θx,GWM given by (68) and usefulness of JWSS modeling.
Simulation Results. We generate the time-series on graph,
of length M = 128, by passing the white Gaussian noise
through a chosen joint filter of degrees L1 − 1 and L2 − 1 in
discrete-time and graph domains, respectively (cf.(42), (48),
and (49)). Likewise [18], we also use ErdsRnyi graph [33] and
Watts-Strogatz small-world graph5 [34] with N ∈ {100, 200}
nodes in our simulations. In discrete-time window, we use
the Hamming window with 50% overlapping (cf. (72), (73)).
Then, with the obtained bank of joint windows stated in
Remark 7, we calculate
◦
θx,GWM (cf. (74)). Then, for the
estimated JPSD
◦
θx (via GBM or GWM), we compute the
normalized mean-squared error (NMSE), bias, and standard
deviation (Std) as follows:
NMSE = E˜
[‖ ◦θx − θx‖22]/‖θx‖22,
Bias =
∥∥E˜[ ◦θx]− θx∥∥2/‖θx‖2,
Std =
(
E˜
[∥∥ ◦θx − E˜[ ◦θx]∥∥22])1/2/‖θx‖2,
where E˜[·] is the average over all the realizations.
Figure 1 depicts the NMSE performance of JPSD esti-
mator
◦
θx,GBM of Q ∈ J1, 10K independent realizations of
JWSS process. The ErdsRnyi and Watts-Strogatz graphs of
N ∈ {100, 200} nodes are used, and meanwhile true JPSD is
obtained from a JFIR filter of degrees L1 = 7 and L2 = 4.
For all the considered cases shown in this figure, NMSE
performance of GBM is better for larger Q. However, this
estimator suffers from high NMSE when only a small number
of realizations of the process are available. Next, we will focus
on the case where there exists only a single realization of the
process.
Figure 2 presents the NMSE performance of
◦
θx,GWM versus
the degree pairs of JFIR filters (L1, L2). Here, there is only a
single realization of JWSS process available. The ErdsRnyi
and Watts-Strogatz graphs with N ∈ {100, 200} vertices
are used. Moreover, the simulation is performed for window
number pairs (K1,K2) ∈ {(7, 5), (7, 10)}. It can be seen
that, for all scenarios, GWM performs significantly better
than GBM for Q = 1 as shown in Figure 1. The trend of
NMSE linearly and mildly increases with L1 and L2 for all
the considered cases indicating its efficacy for both graphs.
Figure 3 illustrates the performance of GWM w.r.t. the
length of discrete-time window L and number of windows
in graph setting K2 (cf. (72), (74)). In this simulation, there
is only a single realization of JWSS process and the ErdsRnyi
graph with N = 200 nodes is used. Overall, from Figure 3a, 3b
and 3c, one can observe that the larger the L, the better the
NMSE performance along with lower bias and higher Std,
5The Watts-Strogatz model is a random graph generation model that
produces graphs with small-world network properties such as clustering and
short average path lengths. This model lies between two extreme cases of
completely regular and random graph topology such that many biological
and social networks can be modeled via this model.
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Fig. 1. NMSE performance of JPSD estimator
◦
θx,GBM for L1 = 7 and
L2 = 4 where Watts-Strogatz and ErdsRnyi graphs with N ∈ {100, 200}
vertices are used.
(a) (b)
(c) (d)
Fig. 2. NMSE performance of JPSD estimator
◦
θx,GWM for: (a) Watts-Strogatz
graph of N = 100 nodes and window pair (K1 = 7,K2 = 5); (b) Watts-
Strogatz graph of N = 200 nodes and window pair (K1 = 7,K2 = 10); (c)
ErdsRnyi graph of N = 100 nodes and window pair (K1 = 7,K2 = 5); and
(d) ErdsRnyi graph of N = 200 nodes and window pair (K1 = 7,K2 = 10).
whereas the variation of NMSE versus K2 is mild indicating
its low sensitivity to K2. Furthermore, it can be observed from
Figure 3(d), that it is also computationally efficient for smaller
K2 and larger L.
Experimental Results (ER). To show the practicality of
JWSS modeling, [19] focused on the recovery of JWSS
processes while [22] concentrated on forecasting of time-
series on graphs. In our experiment, we present the usefulness
of JWSS modeling for the classification of “time-series on
graph” via JPSD features, using real EEG data, which can
potentially be a new application for graph signal processing.
To this end, we model EEG signals as JWSS processes for
the purpose of: (1) Emotion recognition and (2) Alzheimers
disease (AD) recognition from EEG data. To the best of
our knowledge, Dong [13] is the first who addressed the
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Fig. 3. Effect of the window length in discrete-time domain L and number
of graph windows K2 on JPSD estimation using GWM: (a) NMSE; (b) Bias;
(c) Std; and (d) Computation time, where a JFIR filter of degrees L1 = 7,
L2 = 4 and a ErdsRnyi graph with N = 200 vertices is used.
classification of “graph signals”, using features derived from
graph spectral information, where the principal component
analysis (PCA) and support vector machine (SVM) are used
for feature reduction and classification, respectively. Likewise,
it is sufficient to exploit the PCA and SVM as the fundamental
machine learning tools (rather than advanced tools) in our
experiment as in [13].
In our experiments, we divide EEG signals into frames of
length 150 ms as the realizations of JWSS processes. Then,
estimated JPSD via (68) with AJ = INM is used for the
purpose of classification on EEG time-series on graph. It
should be noted that our experiments using machine learning
approach performed under the same experimental conditions.
The common procedure between the two experiments are as
follows. We first normalize the EEG dataset D = {xk =
vec(Xk) : k ∈ J1, NsK} to be in the range [0, 1]. After feature
extraction, the feature matrix is normalized by exploiting the
z-score technique which makes the values of each feature
have zero-mean (µz` = 0) and unit-variance (σ
2
z`
= 1); the
standardized feature matrix is denoted by Z = [z1, . . . ,zNM ]
where z` = (z` − µz`1)/σz` , where z` is the `-th column of
original feature matrix Z.
ER 1 : Emotion Recognition From EEG Data. Re-
cent attempts for emotion recognition using Electroen-
cephalography (EEG) signals have demonstrated its effec-
tiveness in human-machine interactions [35]. In this section,
we apply the concept of joint wide-sense stationarity for
the challenging task of emotion recognition from brain EEG
signals. The SEED-IV [36] is a publicly available EEG dataset
obtained from 15 subjects each participating in 3 sessions,
each session including 24 trials. In each trial, every participant
watched one out of 72 movie clips while his/her EEG signals
are collected via 62-channel ESI NeuroScan System. The
corresponding EEG channels are illustrated in Figure 4. The
samples are categorized into four emotions as fear (F), happy
(H), sad (S), and neutral (N). Our experiments are based on all
the Ns = 1080 available samples in this dataset. As an initial
preprocessing step, we filter out the frequencies less than 2
Hz (also called slow-wave EEG activity or Delta wave [37])
and high frequency noise using a bandpass Butterworth filter
(2–150 Hz). Moreover, a notch filter is applied to discard the
60 Hz artifact which is a fundamental filtering step in EEG
data analysis. Some studies have shown that the asymmetry
in neuronal activities between the left and right hemispheres
is useful for emotion recognition [38]–[40]. Zhong et al. [35]
exploited this differential asymmetry information to initialize
the adjacency matrix for developing the graph convolution
network for emotion recognition. It is shown experimentally
that the following set of channel pairs, denoted by Eglb, bal-
ances the wiring cost and global efficiency, having particular
importance in Emotion recognition [35], [41]: (FP1, FP2),
(AF3, AF4), (F5, F6), (FC5, FC6), (C5, C6), (CP5, CP6),
(P5, P6), (PO5, PO6), and (O1, O2) depicted by red dash
lines in Figure 4. We build the brain graph based on the
concept of local and global inter-channel relations across all
the EEG channels. Let E be set of all the edges connecting
nodes in brain network. Then we define weighted adjacency
matrix WG = [wi,j ] ∈ R62×62+ based on the locations of EEG
channels via a Gaussian kernel as follows:
wi,j := κ exp
(−dist(i, j)/2γ2), (75)
where γ = 5.1 is a scaling parameter, κ = 2 if (i, j) ∈ Eglb
and κ = 1 if (i, j) ∈ E \ Eglb, and
dist(i, j) := ‖vi − vj‖1 (76)
is the Manhattan distance between two EEG channels i and j
with coordinate vectors vi and vj , respectively. Note that the
values for γ and κ are chosen empirically. In this modeling,
we set κ = 1 for the local inter-channel relations, however,
for the global connections we employ κ = 2 due to above-
mentioned differential asymmetry information between right
and left brain hemispheres in emotion recognition.
Figure 5 shows Emotion recognition system from EEG
signals using JPSD features. Table II presents the correct
classification rate (CCR) of emotion recognition obtained from
three modelings of EGG signals namely TWSS, VWSS, and
JWSS using the corresponding PSD estimates in each case as
the feature sets. The methods have been tested on the SEED-
IV dataset using SVM with radial basis kernel and stratified
10-fold cross validation. Features obtained through TWSS,
VWSS, and JWSS modeling reach up to 55.7%, 33.4%, and
59.4% recognition accuracy (on average over all emotions), all
using cross-validated PCA. Moreover, the obtained average
of recognition accuracy over 30 Monte Carlo runs for the
JWSS modeling is 57.8±0.8 which is superior to the accuracy
obtained from TWSS and VWSS modeling as 53.8± 1.0 and
31.1±0.9, respectively6. Clearly, the feature set obtained from
JWSS modeling (cf. Definition 5 and Theorem 3) performs
6Note that due to the random split of data into training and test sets for
the cross validation, performing Monte Carlo simulation runs is necessary.
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Fig. 4. The EEG layout of 62-electrode exploited in the collection of SEED-
IV dataset [36], [42]. The global inter-channel relations are shown by red
dash lines connecting the associated channels from right to left hemispheres.
TABLE II
CCR OF EMOTION RECOGNITION FROM EEG SIGNALS FOR SEED-IV
DATASET USING USING SVM
CCR (%) Accuracy (%)
N S F H Ach.† Ave. ‡
TWSS 63.3 48.9 59.3 51.1 55.7 53.8± 1.0
VWSS 30.0 20.7 59.3 37.8 33.4 31.1± 0.9
JWSS 59.6 54.0 63.7 60.4 59.4 57.8± 0.8
†Achievable; ‡Average;
better than VWSS and TWSS modeling in terms of recognition
accuracy for emotion recognition from EEG signals.
ER 2 : Alzheimer′s Disease Recognition From EEG
Data. Alzheimer is a chronic neurodegenaritive disorder
which appears in the form of progressive dementia with
no specific cure. Due to its major public health challenge,
analysis of EEG signals associated with AD is particularly
important. Here, we aim at exploiting the PSD and JPSD
as the features for AD recognition from EEG signals. For
that, we use the AD dataset [43] containing EEG signals
taken from 12 AD patients (5 men and 7 women) and 11
healthy control subjects with average age 72.8± 8.0 recruited
from the Alzheimer’s Patients’ Relatives Association of
Valladolid. Note that there are Ns = 663 samples of EGG
signals collected via the international 10–20 system. The
N = 16 channels are as follows: F3, F4, F7, F8, FP1, FP2,
T3, T4, T5, T6, C3, C4, P3, P4, O1, and O2. To make this
experiment more challenging and to show the effectiveness of
JPSD in noisy data, we add additive white Gaussian noise to
the raw data and do the classification afterwards. We define
the weighted adjacency matrix WG = [wi,j ] ∈ R16×16+ based
upon the locations of EEG channels via a Gaussian kernel as:
wi,j := exp
(−dist(i, j)/2γ2), (77)
where γ = 6 is a scaling parameter and dist(i, j) is the Man-
hattan distance between two EEG channels i and j (cf. (76)).
The methods have been tested on the AD dataset by SVM
classifier with radial basis kernel and stratified 10-fold cross
validation. The system for AD recognition is the same as
emotion recognition system which is shown in Figure 5.
Figure 6 depicts the CCR of AD recognition for a range
of signal to noise ratio (SNR) associated with features ob-
tained from TWSS, VWSS, and JWSS modeling. Here, the
CCR is obtained by averaging recognition accuracy over 50
Monte Carlo simulation runs and the corresponding Std in each
case is shown by the bounded vertical line. Clearly, JWSS
modeling has superior performance to the TWSS and VWSS
for all SNR range and demonstrates the higher robustness of
JPSD features against noise. It is worth noting that impact
of temporal information for AD recognition is much more
significant than the spatial information. Also note that as the
SNR increases, the Std of recognition accuracy also decreases.
VIII. ADDITIONAL DECLARATIONS
Availability of Data. The data that we used in our experiments
are as follows:
• SEED IV [36]: The dataset concerning emotion recog-
nition from EEG signals is available at: http://bcmi.
sjtu.edu.cn/˜seed/seed-iv.html.
• AD dataset [43]: The dataset concerning AD recognition
from EEG signals is available at: https://osf.io/
jbysn/.
Note 2. We need to specify that the datasets concerning with
neurological disorders are in general not publicly available,
however, this framework can potentially be used in the case
of availability of challenging datasets concerning with patients
in different stages of such diseases.
Code. The source code of our simulations and experi-
ments will be publicly available at: https://github.com/
amin-jalili/mfdssp/projects/1.
Abbreviations. DFT: Discrete-Time Fourier Transform; IDFT:
Inverese DFT; GFT: Graph Fourier Transform; IGFT: Inverse
GFT; JFT: Joint (Time-Vertex) Fourier Transform; IJFT: In-
verse JFT; GTO: Graph Transition Operator; JTO: Joint Tran-
sition Operator; JWSS: Joint Wide-Sense Stationary; VWSS:
Vertex Wide-Sense Stationary; MVWSS: Multivariate VWSS;
TWSS: Temporal Wide-Sense Stationary; MTWSS: Multivari-
ate TWSS; PSD: Power Spectral Density; JPSD: Joint Power
Spectral Density; GBM: Generalized Bartlett Method; GWM:
Generalized Welch Method; AD: Alzheimer’s disease.
IX. CONCLUSION
We have presented a generalized framework for modeling
the stochastic time-varying graph signal as a JWSS process
via a bivariate isometric JTO. It was shown that the resulting
notion of wide-sense stationarity via bivariate JTO in the time-
vertex domain is more general than defining stationarity via
isometric GTO on joint graph. This approach can be applied to
the JPSD estimation of time-series on graph, from which one
can use the resulting JPSD as the features for machine learning
based applications. Then we presented the generalized Welch
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Fig. 6. CCR performance versus SNR of AD recognition from EEG signals
using TWSS, VWSS, and JWSS modeling where SVM with 10-fold cross
validation is used.
estimator for JPSD estimation, supported by some simulation
results. Eventually, we tested the applicability of JPSD features
for the classification of time-series on graph including Emotion
and AD recognition from EEG signals by modeling them as
JWSS processes. The experimental results demonstrated that
the proposed JWSS modeling with JPSD features outperforms
the classical TWSS and VWSS modelings with PSD and
GPSD as features, respectively. In spite of a simple graph
learning method used for the classification of EEG data, more
effective methods will be our future study for upgrading emo-
tion recognition in the GSP framework. Moreover, as another
future study, it is interesting to exploit the JPSD features
to classify more challenging datasets with multiple classes
associated with different stages of neurological disorders like
AD, Parkinson, and Epilepsy. Finally, the JPSD features can
potentially be used for other real world applications associated
with the classification of time-series on graph, where the JWSS
is a suitable modeling.
APPENDIX A
PROOF OF REMARK 1
Let DC := ∂t denote the differentiation w.r.t. t and x̂(ξ)
be the Fourier transform of x(t). Using the Taylor series
expansion
(T τC x)(t) = x(t− τ) =
∞∑
k=0
1
k!
(−τDC)k x(t). (78)
From the theory of Fourier transform, it is easy to verify
the following property as FCDCx(t) = i2piξx̂(ξ) [44]. In a
compact notation one can write FCDC = iMCFC where
(MCx̂)(ξ) := 2piξx̂(ξ), (79)
is an explicit multiplier. Then one can obtain
DC = iF−1C MCFC. (80)
Equation (78) together with (80) implies that
T τC = 1−
τ
1!
DC + τ
2
2!
D2C − · · ·
= F−1C
(
1− i τ
1!
(2piξ) + i2
τ2
2!
(2piξ)2 − · · · )FC, (81)
which clearly reduces to (18). 
APPENDIX B
PROOF OF REMARK 5
Let the output of joint filter HJ be y = HJx. Then we have
Ry = E[(HJx)(HJx)∗] = HJE[xx∗]H∗J
= ΦJĤJΦ
∗
JRxΦJĤ
∗
JΦ
∗
J = ΦJĤJSxĤ
∗
JΦ
∗
J
= ΦJĤJĤ
∗
JSxΦ
∗
J = ΦJSyΦ
∗
J ,
(82)
since ĤJ and Sx are diagonal (cf. (53)), where
Sy = |ĤJ|2Sx, (83)
is the key equation relating JPSDs of input and output of the
joint filter. 
APPENDIX C
PROOF OF THEOREM 5
By (68), the k-th entry of
◦
θx,GWM is
E
[ ◦
θx,GWM[k]
]
=
1
Q
ϕ∗J,k
(∑Q
q=1
AJE
[
xqx
∗
q
]
A∗J
)
ϕJ,k
= ϕ∗J,kΦJ︸ ︷︷ ︸
e∗k
(
ÂJDiag
(
θx
)
Â∗J
)
Φ∗JϕJ,k︸ ︷︷ ︸
ek
= αTkθx, (84)
where αTk = rowk
(
ÂJ  ÂJ
)
. Then the bias simply can be
written as (69). To prove (70), we need to show
σ2GWM,k = E
[∣∣ ◦θx,GWM[k]∣∣2]− E[ ◦θx,GWM[k]]2 (85)
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satisfies that equation. Then, by (68), one can obtain
E
[∣∣ ◦θx,GWM[k]∣∣2]
=
1
Q2
E
[
e∗k
Q∑
q=1
ÂJx̂qx̂
∗
qÂ
∗
Jeke
∗
k
Q∑
q′=1
x̂q′ x̂
∗
q′ek
]
=
1
Q2
(∑Q
q,q′=1
E
[
αTkdiag
(
x̂qx̂
∗
q
)
αTkdiag
(
x̂q′ x̂
∗
q′
)])
=
NM∑
`=1
βTk [`]
Q2
(∑
q=q′
E[
∣∣x̂q[`]∣∣4] + ∑
q 6=q′
E[
∣∣x̂q[`]∣∣2]E[∣∣x̂q′ [`]∣∣2])
=
1
Q
NM∑
`=1
βTk [`]
(
E
[∣∣x̂[`]∣∣4]+ (Q− 1)θx[`]2), (86)
where the third equality holds due to the fact that X := {xq :
∀q ∈ J1, QK} are independent realizations derived from JWSS
process x and therefore |xq[`]|2 and |xq′ [`]|2 for all q 6= q′ are
pairwise independent. Note that the last equality is obtained
through some straightforward derivations where we used the
fact that θx[k] = Sx[k, k] = E[(Φ∗Jx)[k](Φ∗Jx)∗[k]] =
E[|x̂[k]|2]. Then by inserting (86) into (85), the result (70)
follows immediately. For the case of x to be a Gaussian JWSS
process, we have
E
[|x̂[`]|4] = 3E[|x̂[`]|2] = 3θx[`]2. (87)
thanks to the Isserlis’ theorem [45, Eq. (39)]. Clearly, (70)
reduces to (71) and the proof is completed. 
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