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Asymptotic Analysis of Solutions 
in the “Double Root” Case 
W. KELLEY 
Department of Mathematics, University of Oklahoma 
Norman, OK 73019, U.S.A. 
Abstract-A new method is given for the computation and verification of asymptotic approxima- 
tions for second order linear difference equations. The case that the coefficients are rational functions 
is completely analyzed. 
1. INTRODUCTION 
We will give in this paper an elementary method for obtaining formal asymptotic approximations 
of solutions of second order linear difference equations and a comparison technique for verifying 
the formal approximations in the nonoscillatory case. Our methods will be based on an associated 
Riccati equation. 
The problem of the existence of such approximations was first studied by Poincar6 [l] and 
Perron [2]. An analysis of these equations by analytic methods by G. D. Birkhoff and his students 
culminated in a complicated but complete theory for a certain class of equations [3]. More 
recently, a number of authors, including Kooman and Tijdeman [4] and Geronimo and Smith [5] 
have presented new approaches to this problem. 
For the sake of brevity, we consider here only the so-called “double root” case 
Y(t + 1) + (-2 + x(t)) Y(t) + (1 + VXt)) Y(t - 1) = 0 7 (1) 
where x(t) and G(t) go to zero as t goes to infinity. The associated characteristic polynomial 
X2 -2X+1 = 0 then has the double root X = 1, and the classic theorems of Poincar6 and Perron do 
not apply. Of course, many equations can be transformed into the form (1) by change of variable. 
The double root case is probably the most important and subtle one in the mathematics of 
computation. 
To simplify the discussion, we make the change of variable in (1) 
t-1 
z(t) = Y(t) n & 
and obtain 
z(t 2z(Q 
4 + 
+ 1) - + (1 q(t)) - l) = (x(t) 2)(x(t - 1) O1 - - 2)Z(t 
or equivalently, 
z(t + 1) - 2z(t) + (1 + p(t)) z(t - 1) = 0, 
where p(t) + 0 as t -+ co. We will seek solutions z(t) of (2) that satisfy 
z(t + 1) ~ 1 
z(t) 
(t -+ co). 
(2) 
(3) 
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The following results indicate that such solutions exist in many cases. 
THEOREM. (See [S]). Equation (2) is nonoscillatory if and only if every nontrivial real solution 
z(t) of (2) satisfies (3). 
THEOREM. (See [4]). If ,B is a rational function oft, then there exist independent solutions z1 
and z2 (possibly complex) of (2) that satisfy (3). 
Our method is based on the following calculation. Because of (3), we can write 
z(t + 1) 
- = 1 + 4(t), 
z(t) 
where 4(t) -+ 0 as t --+ co. Using (2), we find that I$ satisfies 
4(t) = (1 + P(t)) l$(& - P(t)* 
For large t, (5) can also be written 
Let 
t-1 
u(t) = JJl + PI- 
By the formula for the solution of a first order linear equation, we have 
4(t) = 4t) [ 
t-1 P(s) + (1 + P(s)) c:“=, (-d(s - l)Y 
E - c 
s=l z1(s + 1) 1 
(4 
(5) 
(6) 
(7) 
6) 
for some constant E. 
2. COMPUTATION OF FORMAL APPROXIMATIONS 
In this section, we obtain formal approximations of solutions of (2) by using (6) and (8) to 
obtain asymptotic information about 4 and then applying equation (4). Because of the form 
of (4) and (7), the following elementary lemma is needed. 
LEMMA. Assume u(t) is given by (7), where p(t) -+ 0 as t + co. 
(a) If C” p and C” p2 converge, then there is a constant C > 0 so that u(t) --+ C (t + 00). 
(b) If C” p or C” p2 diverges, then Jet K be the largest integer so that C” ,4P diverges and 
define 
h(t) = 2 q&t). 
i=l 
Then 
u(t) = /j(t)&“,2 w, 
where e(t) --+ C > 0 as t --t co. 
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PROOF. (a) is a standard sufficient condition for the convergence of an infinite product. Consider 
part (b). By Taylor’s formula, 
where d(s) is between p(s) and 0. Then 
and 0(t) converges to some positive constant as t -+ co. I 
To make our methods as clear as possible, we will limit our attention to functions p(t) of the 
form 
p(t)=q+;+o $ . 0 (9) 
Certainly, p is of this type if $J and x in equation (1) are rational functions of t. 
First, consider the case that a # 0. Now 4 is given by (8), where by the lemma, u(t) -+ 0 or co 
as t + 00. In case a < 0, one can show (using for example the Euler summation formula) that 
and in case a > 0, 
u(t) e J@- + 1 
t 4s+ 1) 
(t --+ 00). 
Since we are assuming that 4(s) --) 0 as t -+ 00, it follows that the next largest term #J~(s - 1) 
in the numerator of the sum in equation (8) must participate in determining the asymptotic 
behavior of d. Thus we assume 
P(s) + 42(s - 1) K P(s) (s + 00). 
We have 
4(s - 1) = *JR? + Y(S), 
where y(s) < l/G (s + co). If (lo), with P given by (9), is 
some simplification) 
qqt)+P(t) - (1 + 0(t)) 1 $)(;“l) 
(10) 
substituted into (6), then (after 
= 7 @q (;;I m + Y(t + 1) - -f(t) + 4 - $ 
- Ty(t) + 2 J-- *y(t) + r2(t) F y ( > 3’2 + Say(t) - t +o -$ =o. ( > (11) 
In order for terms that decrease like l/t312 to cancel out, we need 
-f(t) = $ + b(t), (12) 
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where s(t) < l/t (t -+ 00). Substituting (12) into (ll), we obtain 
so we have calculated formally that 
(13) 
in case a # 0. Note that the lemma implies that we need not compute the next term in the 
expansion for $J if we want only the leading asymptotic behavior of z(t). In fact, we have that 
for the solution of (2) when a # 0. 
Now assume a = 0 so that 
(15) 
where b # 0. In this case 
u(t) = n cl+ P(s)) 
converges to a positive constant as t -+ co. From equation (8), 
4(t) = U(t) 2 P(s) + (1+ ty~yj2 (-44s - w , 
s=t 
and the Euler summation formula indicates that 
4(t) = 4 + y(t) (17) 
for some constant c and y(t) < l/t (t --+ 00). Substituting (17) into (5), using (6), and 
simplifying, we have 
4(t) - (1 + P(t)) 1 f$& + P(t) 
= y(t) - ,y(t - 1) - c +“+%+z$B++L) 
t(t - 1) t2 t2 
= 0. 
Clearly, we want c2 - c + b = 0 and y(t) = c? (l/t2). Then 
and 
(b(t) = 7 + u ; 0 (t --f 00). 
(18) 
(19) 
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From the lemma, the corresponding solutions of equation (2) satisfy 
z(t) - DtC* (t+m) (20) 
for some constant D. 
In the special case that b = l/4, we obtain from (20) only the one parameter family of solutions 
G(t) - Dt’12 (t -+ a). However, in this case we can apply a standard formula from the theory 
of second order linear equations (see [7, p. 941) to find a second family of solutions: 
22(t) = a(t)C zl(t);!;;+ 1) 
Nt5 
'C E t’P(t + l)@ 
w Et112 log t (t + cm). 
Finally, in case b = 0 and P(t) = 0 (l/t3) (t 
behavior 
zl(t) N D 
and 
zz(t) N Et 
where D and E are arbitrary constants. 
oo), one easily obtains the formal asymptotic 
P-)oo) (21) 
3. VERIFICATION OF FORMAL APPROXIMATIONS 
We will now show that the asymptotic estimates obtained in Section 2 that are of nonoscillatory 
type (i.e., the real ones) do in fact represent valid approximations of solutions of equation (2). 
These results will follow easily from the next two theorems. 
THEOREM 1. Assume that l+P(t) 2 0 fort 2 to+1 and that v(t) and w(t) satisfy the inequalities 
W(t) _< (1 + p(t)) 4t - 1) _ p(q 
1 + v(t - 1) 
(t _> to + 1) 
w(q 2 (1+ p(t)) w(t - 1) _ p(t) 
1+ w(t - 1) 
(t 1 to + 1) 
w(to) 2 v(to) 
w(t) > -1 (t > to). 
If #(to) E [w(h), w(b)] and 4(t) satisfies (5) fort 2 to + 1, then v(t) I 4(t) 5 w(t) (t > to). 
PROOF. If v(t - 1) 5 q5(t - 1) 5 w(t - l), then 
-1 < w(t) < 0 + P@)) w(t - l) - 
1+ w(t - 1) 
p(t) 
< (1 + P(i)) 4(t - 1) _ p(t) = 4(t) 
- 
1 + 4(t - 1) 
< (1 + P(t)) w(t - I) _ p(t) = w(t) 
- 
1+ w(t - 1) 7 
(22) 
(23) 
and the result follows by induction. 
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THEOREM 2. Assume that 1 + ,f?(t) > 0, v(t) satisfies (22), w(t) satisfies (23), w(t) 2 w(t), 
[w(t)1 < 1, and jw(t)l < 1 fort 2 to. Then (5) has a solution 4(t) so that w(t) > 4(t) 2 w(t) for 
t 2to. 
PROOF. The assumptions on 2) and w imply that 
wi”‘-i;;i”’ I w(t - 1) (t L to) 
w(t) + p(t) > w(t _ 1) 
1 -w(t) - 
(t > to). 
For s > to, define c,bs(t) = w(t) for t > s. Now 
w(s _ 1) > 4s) + P(s) > h(s) + P(s) 
1 - w(s) - I-MS) 
= W(S) + P(S) > w(s _ I) 
l-w(s)- ’ 
and we define &(s - 1) = (4s(s) +P(s))/(l -&(s)). C on t inuing in this way, we can define $s for 
all to 5 t 5 s - 1 so that qSs(t) satisfies (5) for to 5 t 5 s and w(t) 2 q5s(t) 5 w(t) for all t 2 to. 
It is easily checked that {4s (t)} is increasing for each t 2 to and is bounded above by w(t). Thus 
{q5s(t)} converges pointwise to 4(t), and 4(t) satisfies (5) and w(t) 2 4(t) 2 w(t) for t > to. 1 
First, we verify (14) under the assumption that a < 0. Define 
w(t) = 
/- 
-a+L+dl 
t+1 4t W 
Equations (11) and (13) yield immediately that 
if -3116 - a/2 + 2fidl < 0 and t sufficiently large. The same calculation shows that 
w(t) = 
i- 
-“+;+s 
t+1 
satisfies (23) if -3/16 - a/2 + 2Gd2 > 0 and t sufficiently large. It follows from Theorem 1 
that (5) has a solution qb(t) so that 
for some constant M and large values of t. Then (14) and also (15) are verified for the “+” sign. 
Similarly, these estimates with the “-” sign are verified using Theorem 2. 
In case a = 0 and b 5 l/4, we define 
in the “Double Root” 
From (18), we have 
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if p is sufficiently small and t sufficiently large (note that c+ > 0). Then a w(t) satisfying (23) can 
be defined in the same way (with p large), and we obtain from Theorem 1 a solution 4 of (5) that 
satisfies (19) for c+. The estimate (19) for c_ is verified in the same way, except that Theorem 2 
is applied if c- < 0. 
Finally, if P(t) = 0 (l/t3), the w(t) = r/t2 satisfies (22) for some positive constant T, and 
w(t) = s/t2 satisfies (23) f or some negative constant s if t is sufficiently large. By Theorem 2, 
equation (5) has a solution 4(t) = 0 (l/t2) (t --+ co), and from the lemma, equation (2) has a 
family of solutions satisfying (21). 
The next theorem summarizes these results: 
THEOREM 3. The asymptotic behavior of solutions z(t) of equation (2) with ,8(t) = a/t + b/t2 + 
0 (l/t3) is given by 
ifa < 0, 
Z(t) N ct. 5(1wi=z) 
if a = 0 and b < l/4, 
{ 
cw2 
z(t) N 
cN2 log t 
if a = 0, b = l/4, and 
1 
C 
z(t) - Ct 
(t+(x)) 
(t+m) 
(t+m) 
ifa=Oandb=O. 
Although we have restricted our attention in this paper to a special class of difference equations, 
the technique presented here can be applied to a large class of nonoscillatory equations. More 
general results will be given elsewhere. 
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