The determination of water application parameters for creating an optimal soil moisture profile represents a complex nonlinear optimization problem which renders traditional optimization into a cumbersome procedure. For this reason, an alternative methodology is proposed which combines a numerical subsurface flow model and artificial neural networks ͑ANN͒ for solving the problem in two, fully separate steps. The first step employs the flow model for calculating a large number of wetting profiles ͑output͒, obtained from a systematic variation of both water application and initial soil moisture ͑input͒. The resulting matrix of corresponding input/output values is used for training the ANN. The second step, the application of the fully trained ANN, then provides the irrigation parameters which range from a specified initial soil moisture to a desired crop-specific soil moisture profile. In order to avoid substantial disadvantages associated with the common feedforward backpropagation approach, a self-organizing topological feature map is implemented to perform this task. After a comprehensive sensitivity analysis, the new methodology is applied to the outcome of an irrigation experiment. The convincing results recommend the new methodology as a positive contribution towards an improved irrigation efficiency.
Introduction
Surface and subsurface drip irrigation represents an efficient way for delivering water to crops. Its efficiency depends to a large extent on the water application parameters which have to be adequately chosen in order to create a favorable soil moisture in the vicinity of the root zone of the plants. An optimization of these parameters involves a nonlinear objective function and employs a subsurface flow model for continuous evaluation of the change in the soil moisture imposed by a certain change in irrigation parameters. However, this enormous computational effort plus numerical problems makes an application of the classical operations research strategy practically impossible. Therefore, current research practice tackles the problem by a kind of guided trial and error approach.
In line with this philosophy, Angeiakis et al. ͑1993͒ created a platform that estimates water application parameters by investigating the effect of trickle discharge rates and soil type on the location of the wetting front and soil moisture distribution. They employed modeling approaches with varying levels of sophistication and compared their outcome, i.e., the vertical advance of the wetting front, with experimental results. Using a threedimensional ͑3D͒ Green-Ampt analysis of wetting patterns for surface emitters, Chu ͑1994͒ considers a simplified subsurface flow problem. It is based on the evaluation of the infiltrationcapacity curve, which represents the time distribution of wettingpattern volume of a water source with unlimited inflow supply. Under these restrictors, he proposes a procedure for estimating the time of application, wetting-pattern volume, emitter discharge, and irrigation period of a surface emitter in a drip-irrigation system. For investigating the efficiency of sand tube irrigation under certain water application patterns, Meshkat et al. ͑1999͒ employ the SWMS-2D model implemented in a 3D axisymmetric form, in an attempt to simulate infiltration, water redistribution, and evaporation from the solid surface. Their model simulations compare very favorably with laboratory measurements performed in a weighing lysimeter.
Thus, an analysis of trickle irrigation performance seems to necessitate the application of more sophisticated, physically based flow models. However, the numerical character of these subsurface flow models represents one of the major barriers in using them for an objective and optimal evaluation of irrigation parameters.
In order to avoid cumbersome optimization procedures without abandoning the idea of incorporating rigorous numerical flow modeling, Schmitz and Schütze ͑1998͒ proposed artificial neural networks ͑ANN͒ for the evaluation of optimal irrigation parameters. Applications of ANN as an instrument for water resources planning have been proposed for roughly a decade ͓e.g., French et al. 1992; Smith and Eli 1995; Minns and Hall ͑1996͔͒ . Like the few contributions from soil and irrigation science ͓McClendon et al. ͑1994, 1996͒; Pachepsky et al. ͑1996͒; Schaap and Bouten ͑1996͒; Schapp et al. ͑1998͔͒ , these research works use ANN exclusively in the sense of a multiple regression approach, i.e., the ANN is trained directly by measurements, thus approximating the behavior of the considered phenomenon within the range of the observation. Due to the fact that ANN do not allow any reliable extrapolation, their application is restricted to this range, which makes it impossible to exploit the full, enormous potential of this tool. This can be overcome by combining original measurements and physically based models with a suitable type of ANN, as proposed by Schmitz and Schütze ͑1998͒. They, however, only outline the principle of such an approach which is subsequently put into reality for the case of trickle irrigation.
Methods and Basic Concepts
The solution of the nonlinear optimization problem is divided into two fully separate steps. The first step employs field data, a numerical flow model on the basis of the Richards equation and an ANN. After the parameters of the flow model have been determined from the data of the considered plot, the model is applied to calculate a multitude of realistic irrigation scenarios. For each combination of water application parameters ͑input͒ and initial conditions, which vary within a realistically possible range, the resulting soil moisture profiles ͑output͒ are calculated. This provides a matrix of corresponding input and output values for the various initial conditions which altogether serves as the basis for training the ANN ͑Fig. 1͒. At the end, the numerical ͑subsurface flow͒ model of the irrigation site is approximated by the sufficiently trained ANN. Because the soil hydraulic characteristics describe the properties of the considered site, they correspond to internal parameters of the ANN which cannot be changed without a new training procedure. Contrary to the so-defined ''internal'' model parameters, the ''external'' parameter in our example, namely, the application time, is chosen to serve as output parameter in the course of the rather easy and straightforward application of the trained ANN.
This represents the second step of the proposed optimization strategy: Operating the ANN for a selected initial soil moisture, a given application rate, and a required crop-specific soil moisture profile ͑e.g., a desired saturated soil volume͒ yields the duration of water application.
Subsurface Flow Model
Two different types of numerical flow models have been used in our study. The following sensitivity analysis was performed in order to investigate the numerical properties of the new approach to check the suitability of the network architecture. It incorporates a large number of numerical calculations. Therefore, the generation of the scenarios was based on a one-dimensional ͑1D͒ subsurface flow model which uses the mixed form of Richards equation, see Celia et al 
where hϭmatric head; ϭvolumetric water content; K ϭhydraulic conductivity; zϭdepth taken positive downward; and tϭtime. For describing the unsaturated hydraulic conductivity and soil water retention characteristics, the van Genuchten-Mualem model ͑van Genuchten 1980͒ was used.
After the stage of the more theoretical investigations, the first application of the new methodology focuses on a recently published investigation on trickle irrigation performed by Meshkat et al. ͑1999͒. They used a laboratory experiment together with the axisymmetric version of the HYDRUS-2D model ͑Simúnek et al. 1994͒ for a quasi-3D subsurface flow pattern in order to investigate the wetted soil volume as a desired result of water application time. For this reason, the second type of numerical flow model used in this analysis is the axisymmetric version of the HYDRUS-2D model ͑par 4͒.
Neural Network Architectures
Neural networks are composed of simple elements operating in parallel. These elements are inspired by biological nervous systems. As in nature, the network function is determined largely by the connections between elements. An ANN is trained to perform a particular ͑user specified͒ function by adjusting the values of the connections ͑weights͒ between elements.
Generally, the training of neural networks is based on a comparison of the output and a known target. Such network architectures use a supervised learning procedure with many such inputoutput pairs of data. Most of the current neural network applications apply the Backpropagation algorithm for supervised learning multilayer feedforward networks ͑ANN-BP͒.
Another technique for learning a particular function which is given by a set of reference vectors, is unsupervised training. Network architectures like the one in this paper use Self-Organizing Maps ͑SOM͒ which fit an ''elastic net'' of nodes to a signal space ͑represented by a huge number of reference vectors͒ to approximate its density function in an ordered way.
Two Different Aspects of Using Artificial Neural Network
The proposed new methodology features two different aspects of applying ANN. The first one consists of approximating the subsurface flow model to a required accuracy. This is achieved by training the ANN using the flow model together with the physical and climatic data of the investigated site. Using the ANN for simulating flow scenarios, however, differs significantly from operating a numerical flow model:
• the ANN performs much faster than the numerical model, • the robustness of the purely algebraic algorithm guarantees an easy and straightforward operation of the ANN, • the application of the trained ANN is restricted to the site which provided the data for the training procedure, and • ANN can be continuously updated by measurements ͑''learning by doing''͒, i.e., long term changes in site characteristics ͑which manifest themselves in a recorded input output behavior͒ can be taken into account. The second way of using ANN refers to the solution of the already defined optimization problem. In our example, this consists of evaluating the duration of water application which establishes, for a given application intensity and a specified soil moisture prior to irrigation, a desired horizontal and vertical extension of an almost saturated soil volume beneath the dripper. This task requires for most types of ANN, a new training process. This results in the generation of a second independent ANN for treating the optimization problem. An exception, however, are the subsequently used SOM.
Self-Organizing Maps
Contrary to the widely used ANN-BP, the SOM allow an interpretation of its internal network structure. For the envisaged application, the SOM shows significant advantages compared to the ANN-BP approach and is therefore chosen for this study. The SOM, belonging to the family of competitive trained networks, can be adapted to almost arbitrary domains of definition and are able to approximate the graphs of any continuous function ͑Ko-honen 2001͒.
Combining the SOM with an unsupervised learning strategy allows building one single ANN for different applications, thus offering a new versatility of ANN in the field of irrigation science. In the subsequent investigations, the trained SOM performed simulations of the considered hypothetical infiltration experiment as well as providing the solution to the optimization problem.
The SOM network consists of neurons organized on a regular low-dimensional grid. Each neuron is represented by a d-dimensional weight vector mϭ͓m 1 ,m 2 ,...,m d ͔, where d is equal to the dimension of the input vectors. The neurons are connected to adjacent neurons by a neighborhood relation, which dictates the topology or the structure of the SOM. In our investigations, we used a hexagonal grid for the neighborhood relation and a two-dimensional ͑2D͒ structure of the SOM. During the training, the weight vectors were modified based on the input vectors according to the following rules.
Step 1: Best-Matching Unit (Winner) Node Search. A SOM is trained iteratively. At each step one single sample vector x from the input data set is randomly chosen and its distance to the weight vectors of the SOM is calculated using a specific type of distance measure. The neuron whose weight vector is closest to the input vector x is the ''winner'', called the Best-Matching Unit ͑BMU͒, denoted by c
Step 2: Updating of Weight Vectors. After finding the BMU, the weight vectors of the SOM are updated. In this way, the BMU moves closer to the input vector in the input space.
The updating rule for the weight vector of unit m i follows the rule:
where t denotes the time; ␥ϭlearning rate at time t; and h ci ϭso-called neighborhood function that is valid for the neighborhood N c . It is a nonincreasing function of learning time and of the distance of unit i from the BMU c. The Gaussian function is widely used to describe this relationship
For convergence, it is necessary that h ci (t)→0, if t→ϰ. is the neighborhood radius at time t and d ci ϭʈr c Ϫr i ʈ is the distance between map units c and i on the map grid.
Steps 1 and 2 are repeated until the map has achieved convergence, which may be tested using an average quantization error of training vectors.
Application
Step. The input vectors are formed in two parts x ϭ͓x in ,x out ͔, where x in are the input values in the application, i.e., the initial soil moisture and the desired crop-specific soil moisture profile, and x out is the result, i.e., the irrigation time. During the calculation, step 1 of the SOM learning algorithm is performed with the difference that only the x in part is compared with weight vector m i of each neuron. With Eq. ͑2͒, the n best matching units are determined and its quantization errors ⑀ i ϭʈx in Ϫm c ͓m in ͔ʈ are calculated. The response x out * of the SOM is then evaluated by
Performance and Error Analysis
Prior to solving the optimization problem, with respect to a published example from irrigation research, the new methodology is analyzed and tested within the more general frame of a rather comprehensive performance and error analysis. In order to facilitate performing the necessarily large number of numerical simulations, the already described 1D subsurface flow model is used for generating two different data sets. One represents the data basis for the training procedure, the other data set is taken for an objective evaluation of the ANN performances.
Simulation of Subsurface Flow Scenarios for Generating the Database
The generation of the database for the subsequent training of the ANN employs the 1D flow model for simulating a 1D vertical infiltration phenomenon in a homogeneous soil of z L ϭ2 m depth. A silty soil was chosen which is characterized by the parameters ␣ϭ0.7 m
Ϫ1
, nϭ1.3, r ϭ0.01, s ϭ0.41, and K s ϭ10 Ϫ5 ms Ϫ1 of the soil hydraulic functions published by Roth ͑1996͒.
Discretization in Space and Time.
For the 1D simulation, we chose a discretization in the vertical z axis of ⌬zϭ0.04, which leads to 51 computational nodes. A constant time step of ⌬t ϭ0.016 h ͑1 min͒ was used for an overall simulation time of tϭ60 h.
Initial Condition.
The initial condition at time tϭ0 was defined by ␣ linear increase from a selected matrix head h i at the soil surface which was subject to variation during the generation of the scenarios͒ down to h(z L )ϭ0 at the lower boundary.
Boundary Conditons. The upper boundary condition was defined by a prescribed flux of q 0 (t)ϭ0.25ϫ10 Ϫ5 ms
Ϫ1
. For the lower boundary, a seepage condition according to Simúnek et al. ͑1996͒ was taken.
Calculation of Wetted Depth z s . Due to the soil hydraulic characteristics, the soil was considered to be saturated after reaching ⑀ degree of saturation of z s ϭ0.95 s . On this basis, the wetted depth was determined by an interpolation procedure between the first node, which matches the criteria of saturation z i and the following noise z iϩ1 :
Generating the Database for Artificial Neural Network. Computations of the 1D subsurface flow carried out for a 60 h simulation time using the boundary conditions defined herein. The variation of the initial pressure head at the upper boundary h i ϭ͕Ϫ1,120 cmϩi5 cm͖ iϭ0 220 represented the basis of the permutation scheme for generating the set of feature vectors which formed the database used for training the ANN. Thus, a number of 220 simulations were performed employing the constant time discretization of ⌬tϭ0.016 h. The decision variable for evaluating the water application time was defined as the depth of the wetting front z s at a certain time t p ϭ͕0ϩk3,600s͖ kϭ0 60 . Thus the database consisted of 220ϫ60ϭ13,200 feature vectors (h i , t p , and z s ͒. Fig. 2 illustrates the outcome of the investigated scenarios which exhibit a remarkable behavior at the upper and lower limits of the saturated depth, namely, at z s ϭ0 m and z s ϭ2 m. Within these two domains, certain combinations of the infiltration time, together with the chosen initial condition, yield the same value for z s . The plane of equal z s values at z s ϭ2 m originates from the fact that within the total simulation time of 60 h, the saturation arrives for various initial conditions at the lower boundary, causing deep percolation at this point. An analogous effect can be observed for z s ϭ0 m, where the time required for saturation ͓Eq. ͑6͔͒ varies as a function of the initial conditions. Fig. 2 shows another noticeable feature which refers to the fact that between 1.5 mϽz s Ͻ2 m, a gap in the generated data occurs. This seems to originate from the relatively fast transition to the degree of saturation defined by z s ϭ0.95 s in connection with the constant time intervals of one hour, where the values of z s have been extracted from the results of the simulations.
Data Preprocessing
Before training, the calculated feature vectors, i.e., the whole database established from the simulated scenarios, were separated into two different sets-a training data set and a test data set, each consisting of 6,600 feature vectors. The test data served as the basis for evaluating the accuracy of the neural architecture ͑SOM͒ in approximating the subsurface flow model within a considered domain. The separation of test and training data was based on the variation of h i . When i was an odd number, the feature vector was assigned to the training data, in the other case it was added to the test data set.
In order to achieve a fast and highly convergent learning of the training data, an approximately equal weight of each member of the feature vectors (h i ,t p , and z s ) should be ensured when preparing the SOM. For this reason, each of the features was subject to a normalization in the range of ͓0,1͔
Applying Eq. ͑7͒ to the 6,600 feature vectors obtained from the simulations provided the so-defined long set of training data ͓Fig. 2͑b͔͒ for the subsequent performance and error analyses. Extracting from these normalized data all the redundant information at the upper and lower limits of the saturated depth, namely, at z s ϭ0 m and z s ϭ2 m, provided a second set of training data. This unambiguous portrayal of the training data, which is subsequently denoted as the short set ͓Fig. 2͑a͔͒, consisted of 1,288 feature vectors. For investigating the consequences of superfluous and contradictory information on the ANN, a corresponding short set of test data was created in an analogous way from the original long test data. The subsequent analysis was based on the Toolbox for MATLAB ͑Vesanto et al. 1999͒. All the computations were executed on a Dual Pentium III ͑800 MHz͒ personal computer using the Linux system. The basis of the SOM is formed by a certain number of neurons, which always remain constant throughout the training procedure. For the subsequent analysis, a 2D SOM with a hexagonal topology consisting of 1,000 neurons was chosen. With this topology, the map was characterized by a specific neighborhood relationship, i.e., six neurons belong to the oneneighborhood N c 1 of the neuron c and 12 neurons are assigned to the two-neighborhood N c 2 . The Gaussian function ͓Eq. ͑4͔͒ served as the neighborhood function for calculating the weight coordinates of every single neuron during each training step. Besides the neighborhood function, the learning rate ␥, which weights ͑some-what analogous to a relaxation factor͒ the results of subsequent iterations ͓see Eq. ͑3͔͒ and the neighborhood radius ͓see Eq. ͑4͔͒ had to be selected prior to the start of the learning process. According to Kohonen ͑2001͒, the learning rate of ␥ϭ0.05/ (1ϩt) was taken together with a linear decrease of the neighborhood radius ͓see Eq. ͑4͔͒ around the BMU from 12 to 1 during subsequent training steps.
After completing the training procedure, the SOM was able to perform three fully different tasks. The first one consists of approximating the numerical solution of the subsurface flow problem to a required accuracy h i ,t p →z s . The other ones refer both to the solution of the inverse problem. This includes describing the function h i ,z s →t p for evaluating application time for a specified initial moisture and saturated depth as well as the function z s ,t p →h i which allows to obtain from a given z s and t p the initial soil moisture status.
The first experiment examines the impact of the intensity of the training process on the different stages of the development of the neural network. The training was initiated by presenting to the SOM all the feature vectors ͑h i ,t p ,z s ͒ of the data set long. The formation of the SOM resulting from an increasing number of training cycles. Data set long is illustrated in Figs. 3͑a-d͒. Prior to the training, the network exhibits a chaotic structure ͓Fig. 3͑a͔͒ which already changes substantially after two training cycles, however, not yet showing an evident relationship to the training data ͓Fig. 3͑b͔͒. The step by step approximation of the training data becomes evident in Fig. 3͑c͒ after ten cycles. In the course of 100 training cycles, the close representation of the training data by the SOM covers almost the entire domain of the simulated scenarios ͓Fig. 3͑d͔͒. Fig. 3 . Development of the self-organizing maps during training. Dimensions are the matrix head h i ͑cm͒ in x direction; irrigation time t p ͑h͒ in y direction; and the wetted depth z s in z direction. Fig. 3͑d͒ shows another noticeable feature. It refers to the fact that between 1.5 m Ͻz s Ͻ2 m, the gap in the original data set ͑Fig. 2͒ is filled by a relatively dense field of neurons. In this case, the strategy of the SOM to organize the mesh according to the available data density is more than outweighed by its capability to condense the mesh in areas of a significant variation of the variable ͑in our case z s ͒. Thus, a high standard of the interpolation procedure is guaranteed.
Approximation of the Subsurface Flow Model by Self-Organizing Map
The subsequent analysis investigates the capability of the trained SOM with respect to approximate the subsurface flow model. The assessment was based upon the mean square error given by the difference between the outcome of the flow model, i.e., the depth of saturation z s * from the test data sets, and the outcome of the SOM, namely, z s Mean square error ͑MSE͒: mseϭ 1
The comparison between the numerical solution and the outcome of the ANN focused on the impact of the number of neurons on the accuracy of the approximation, and was performed using both the short and long test and training data sets.
The investigation required generating a great variety of SOMs with different number of neurons. This number was increased by a constant increment of 10, starting with a SOM consisting of ten neurons up to one of 1,000 neurons ͓Fig. 4͑a͔͒. In order to get an insight into the influence of data used both in training and in the evaluation of the performance of the ANN, the test data sets were included in the learning process. Thus, altogether 200 different neural networks were created. The small amount of the mean square error, which decreases almost continuously with an increasing number of neurons ͓Fig. 4͑a͔͒, demonstrates the enormous capability of the SOM in approximating the numerical solution. The reliability for predicting the outcome for values not used in the training is also shown by the fact that the two different data sets, namely, the ones based on the training and the others based on the test data sets, always stay close together as regards the mean square error. Fig. 4͑a͒ also shows that a better approximation of the numerical solution is achieved for the long test and Fig. 4͑b͒ . Except in the vicinity of the boundaries z s ϭ0 cm and z s ϭ200 cm, which in practical applications may not be great interest, a good agreement was achieved.
Solution of Optimization Problem
The second task, which was also quickly and straightforwardly executed by the SOM, refers to the determination of the irrigation time for a selected initial condition and a desired saturated depth, which represents the solution of the preceding defined optimization problem. A comparison between the irrigation time used in the numerical solution and the one predicted by the SOM was performed considering the impact of the number of neurons on the accuracy of the prediction. For the investigation both the short and long test and training data sets were used. The number of neurons for creating the different SOMs was, analogously to the preceding analysis, increased by a constant increment of 10, starting with a SOM consisting of ten neurons up to one of 1,000 neurons ͑Fig. 5͒.
Observing Fig. 5͑a͒ reveals the remarkable effect of superfluous and contradictory information in the training data on the performance of the ANN. The SOMs generated from the long set of training data ͓Fig. 2͑b͔͒ and containing all the redundant information at the upper and lower limits of the saturated depth, performed rather poorly in both cases for the training and test data sets. In this context, it is interesting to note ͓Fig. 5͑a͔͒ that this behavior does not improve with the continuously growing number of neurons. The mean square error, given by the difference between Mean square error ͑MSE͒: mseϭ 1
remains more or less constant or even increases slightly. A totally different picture is obtained from the unambiguous portrayal of the training data, the short set ͓Fig. 5͑a͔͒. It shows a dramatically receding value of the mean square error with the increasing number of neurons. This striking result of the SOM is confirmed by the perfect agreement between the graph of the absolute values of the water application times leading to certain depths of saturation in the numerical simulation, and the application times predicted by the SOM ͓Fig. 5͑b͔͒ for achieving the same saturated depths. The difference between the mean square error of the different test and training datasets to which the SOM is applied remained negligible for all the constellations ͑number of neurons͒. This behavior of the SOM underlines its excellent capability for solving the optimization problem with respect to ''unknown'' scenarios. An assessment of the overall predictor accuracy indicates that the SOM performs even better for solving optimization problems than for managing the simulation task. This is because of the higher density of the neurons as regards the water application time compared to the ͑lower͒ neuron density for the depth of saturation ͑see Fig. 3͒ .
Execution Times on Dual Pentium III (800 MHz) Personal Computer
The preceding error analysis demonstrates a significant improvement of the approximation for an increasing number of neurons. In this context, an important advantage of the SOM architecture comes to fruition, namely, the fact that the computation time only grows linearly with the number of neurons used in the network. The central processing unit ͑CPU͒ time used for training a SOM of 1,000 neurons on the basis of the data set long was less than 260 s. For the data set short, only 100 s CPU time were required. The same SOM trained with unambiguous training data ͑data set short͒ required 1 s CPU time for performing either the simulation or the optimization task. In contrast to these computational requirements, the numerical flow model needed 30 s. for one simulation in the course of the generation of the data bank. This makes it evident that an optimal evaluation of the irrigation parameters via nonlinear optimization strategies is hardly feasible.
Another remarkable feature of the SOM also refers to its extraordinary computational efficiency. It is the particularity of this type of ANN that problems of higher dimensions can be portrayed by the SOM architecture by a 2D mesh structure. As a consequence, the computation time is not significantly affected if a further dimension is included in the analysis.
Application of New Methodology to Drip Irrigation Problem
The new methodology was applied to an irrigation experiment reported by Meshkat et al. ͑1999͒ for solving both the simulation and optimization task. Meshkat et al. ͑1999͒ performed the numerical experiments in order to investigate the efficiency of the sand tube irrigation method and validated their numerical model using a laboratory experiment. Their numerical analysis employed 
Simulation Model and Subsurface Flow Problem
In order to establish the database for training the SOM networks, we used the same numerical model and identical model parameters as described by Meshkat et al. ͑1999͒ . This provided the soil hydraulic characteristics, expressed by the van Genuchten parameters. The soil properties of maury silt loam and sand used as inputs to the model are ␣ϭ0.024 cm Ϫ1 , nϭ1,393, r ϭ0.14, s ϭ0.525 and K s ϭ0.03 cm/min and ␣ϭ0.024 cm
Ϫ1
, nϭ4.13, r ϭ0.02, s ϭ0.42 and K s ϭ3 cm/min, respectively. No hysteresis effect was considered in the modeling. We followed Meshkat et al. 1999 also as regards the implementation of an impervious barrier ͑assumed Kϭ0.000 000 3 cm/min͒ along a portion of the vertical sand column in the numerical model ͑shown as HI in Fig.  2 , Meshkat et al. 1999͒ .
Initial and boundary conditions. Initial head values selected for the Maury silt loam and for the sand were Ϫ12,000 and Ϫ20 cm, respectively. Two different types of upper boundary were assigned. Between the grid points O and G ͑Fig. 2 in Meshkat et al. 1999͒ a flux boundary with an application rate of 4 L/h, and between grid points G and D an atmospheric boundary condition with a potential evaporation rate of 12.2 mm/day, was assumed. All other boundaries had a no-flux condition.
The finite element mesh. The computational grid used for the numerical simulations differs from the one chosen by Meshkat et al. ͑1999͒ . In contrast to the quadrilateral grid ͑Fig. 2 in Meshkat 1999͒ with 1,376 nodes and 1,302 elements we generated a triangular grid of 1,282 nodes and 2,443 elements with MESH-GEN, a supplementary tool of the HYDRUS-2D 2.0 software. Nevertheless, this decision did not lead to noticeable differences regarding the number of grid points used in the simulations because the flow model automatically subdivides the quadrilateral grid into triangles for performing the computation. tivated by the highly satisfactory validation of their axisymmetric version of the 2D flow model using the results of an experiment in a weighing lysimeter. In order to ascertain the agreement between the numerical flow models, some simulations were performed ͑Fig. 6͒ which provided practically the same results as the ones given by Meshkat et al. ͑1999͒.
Generation of Database
The computation of the subsurface flow was carried out for a simulation time of 12 h. The variation of the initial pressure head h at the upper boundary was the first variable in the permutation scheme for generating the set of feature vectors (h i , t p , z sx , and z sz ͒ which form the database for training the SOM. In order to provide an adequate information density also in the domain of high gradients, i.e., for low initial pressure heads ͑dry soil͒, we chose for the lower pressure heads h i ϭ͕Ϫ12,000 ϩi100 cm͖ iϭ0 110 . In the region of less extreme gradients, the scenarios were created by h i ϭ͕Ϫ1,100ϩi2G cm͖ iϭ1 45 . Thus, a number of 156 simulations were performed, employing a fixed time discretization framework with time intervals of 864 s.
The decision variable was defined as the depth of the wetting from in z-direction z sz and in the x-direction z zx at a certain time t p ϭ͕0ϩk864 s͖ kϭ0
50 . This procedure established a database consisting of 156ϫ51ϭ7,956 feature vectors (h i , t p , z sz , and z sx ). Analogous to the procedure previously described herein, this data set was separated into training and the test data. The test data served exclusively as the basis for evaluating the accuracy of the neural network ͑SOM͒ in approximating the subsurface flow model and solving the optimization problem within the considered domain. for a fast and highly convergent learning, an approximately equal weight of each member of the feature vectors for the construction of the SOM was introduced by a normalization of the features xϭ(h i , t p , z sz , and z sx ) in the range of ͓0,1͔ according to x norm ϭ"x i Ϫmin(x)…/"max(x) Ϫmin(x)… .
Training Self-organized Map
The 2D SOM consisting of 1,000 neurons used learning parameters according to Kohonen ͑2001͒, i.e., a learning rate of ␥ ϭ0.05/(1ϩt) together with a linear decrease of the neighborhood radius around the BMU from 12 to 1 during subsequent training steps. The training was initiated by presenting to the SOM all the 3,978 feature vectors (h i , t p , z sx , and z sz ͒ of the training data set. With an increasing number of repeated presentations of this whole training data set ͑training cycles͒ to the SOM, the approximation of the training data already achieved a satisfactory result after as few as 46 cycles.
After completing the training procedure, the SOM is applied to perform three different tasks. The first one consists of approximating the numerical solution of the subsurface flow problem h i ,t p →z sx ,z sz throughout the considered domain. The other ones both refer to the solution of the optimization problem. This includes describing the functions h i ,z sx →t p or h i, z sz →t p in order to evaluate the time of water application for a specified initial soil moisture ͑capillary pressure͒ and a desired horizontal or vertical extension of saturation.
Application of Self-Organized Map to Simulation and Optimization Task
The comparison between the numerical simulation and the outcome of the SOM was taken directly from the test data which was ''unknown'' to the neural network, i.e., not used during the training. The graphs of the horizontal and vertical extension of the saturated soil volume, computed by the flow model and the SOM, are illustrated in Fig. 7 .
The reliability of the SOM in predicting the outcome of the axisymmetric version of the 2D subsurface flow model after only 46 training cycles is demonstrated by the good agreement between the graphs of the numerical and the SOM results. Fig. 7͑b͒ shows, that even the extremely dynamic development of the saturation front in the case of a high initial soil moisture content is reproduced very well, except for a relatively small deviation in the vicinity of the lower boundary with a relatively low data density. This confirms the impact of the density of the training data on the performance of the neural network.
The solution to the optimization problem involves determining the irrigation time for a selected initial condition and a desired extension of the saturated region. Fig. 8 shows the development of the irrigation time necessary to obtain a certain desired horizontal or vertical saturation. In both cases, this task was also quickly and straightforwardly executed by the SOM. It was firstly applied to compute the graph of the water application time which leads to a preselected horizontally wetted radius around the trickle source. The result compares highly favorably with the irrigation times creating the same saturation pattern in the numerical simulation. The comparison between the outcome of the SOM and the test data with respect to the water application time which leads to a required saturated depth, also provided highly satisfactory results ͓Fig. 8͑b͔͒. For a relatively high soil moisture content ͑35%͒, slight deviations from the test data can be detected. This is a consequence of the lower information density in the SOM in the area of low hydraulic and a high velocity of the propagation of the saturated depth. The step by step behavior of the graphs calculated by the SOM shown in Figs. 8͑a and b͒ originates from the interpolation algorithm according to Eq. ͑5͒ which served for processing the output data. In the future, this interpolation method will be replaced by more adequate techniques. An assessment of the overall prediction accuracy makes evident that the SOM performed even better for solving the optimization problem than for managing the simulation task. This is because of the higher density of the neurons as regards the water application time compared to the ͑lower͒ neuron density for the depth of saturation. In both cases the deviation between predicted values of the extension of saturation and the test data was Ϯ1 cm, a result which can easily be improved by a more intensive training.
For producing the outcome shown in Figs. 8͑a and b͒, the SOM computed the unknown irrigation time for each of the 3,978 feature vectors (h i , t p , z sz , and z sx ) which required altogether 86 s CPU time. Throughout all the computations, the SOM performed in an absolutely stable and robust manner.
Summary and Conclusions
This contribution investigates a new methodology for optimizing water application efficiency in trickle irrigation. The solution of the related complex optimization problem traditionally requires cumbersome nonlinear optimization procedure which are not applicable in irrigation practice. The proposed approach overcomes this difficulty by solving the optimization problem in two fully separate steps by combining a physically based flow model with an especially designed type of ANN, namely, a SOM. The first step of the solution procedure employs a rigorous numerical flow model to generate the database for training the ANN. The second step in solving the complex optimization problem is the relatively easy and straightforward procedure of applying the trained ANN to evaluate the parameters of water application for a given initial soil moisture and a desired soil water distribution.
In the course of the performance analysis, a 1D numerical subsurface flow model served to train the SOM. After completing the training procedure, the SOM approximated the numerical solution and also solved the optimization problem, i.e., provided the water application time for a specified initial moisture and saturated depth. The striking accuracy achieved for both tasks by a SOM of 1,000 neurons has to be seen in the light of the computational requirements. The SOM required only 100 s for its training, which consisted of learning 100 times a number of 1,288 input/output vectors. For performing either the simulation or even the optimization task, merely 1 s CPU time was needed, which contrasts with the 30 s. required by the 1D numerical flow model for one single simulation only. Another feature regarding the extraordinary computational efficiency of the SOM refers to the fact that problems of a higher dimension can be portrayed by a 2D mesh structure. As a consequence, the computation time is not significantly affected if a further dimension is included in the analysis. This confirmed a test of the SOM regarding its suitability for solving both the simulation and the optimization task for the case of an irrigation experiment. The axisymmetric version of the HYDRUS-2D model was employed for the learning procedure. The application of the SOM for simulating the horizontal and vertical extension of the wetted soil volume, as a consequence of both specified irrigation time and initial soil moisture, showed a very good approximation of the test data not used for the training. Similar or even better results were obtained for the solution of the optimization problem, namely, the evaluation of the water application time which leads to a desired extension of the wetted soil volume. The high accuracy in performing the simulation task, its ability to find a quick and straightforward solution to the optimization problem, plus its high computational efficiency recommend the new methodology as a promising tool in irrigation practice.
