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Abstract
We construct a state in the loop quantum gravity theory with zero cos-
mological constant, which should correspond to the flat spacetime vacuum
solution. This is done by defining the loop transform coefficients of a flat
connection wavefunction in the holomorphic representation which satisfies
all the constraints of quantum General Relativity and it is peaked around
the flat space triads. The loop transform coefficients are defined as spin foam
state sum invariants of the spin networks embedded in the spatial manifold
for the SU(2) quantum group. We also obtain an expression for the vacuum
wavefunction in the triad represntation, by defining the corresponding spin
networks functional integrals as SU(2) quantum group state sums.
∗E-mail address: amikovic@ulusofona.pt
1 Introduction
In [1] it was demonstrated that the invariants of the embedded spin networks
for the SU(2) BF theory can be interpreted as the loop transform coeffi-
cients of a flat connection wavefunction which satisfies all the constraints of
quantum General Relativity (GR) in the Ashtekar formulation. Since the
flat spacetime can be represented as a flat connection solution with the flat
metric constraint, this opened up a possibility of constructing a flat metric
vacuum state in the framework of loop quantum gravity [2, 3, 4].
The approach of constructing a vacuum state by using the spin network
invariants was initiated by Smolin for the case of non-zero cosmological con-
stant, see [5] for a review and references. In this case, a solution of the
quantum constraints has been already known, which is the Kodama state
[6]. The corresponding loop transform coefficients are given by the SU(2,C)
Chern-Simons (CS) theory invariants of the embedded spin networks, and it
was conjectured that these invariants are given by an analytic continuation
of the SUq(2) quantum group spin networks evaluations at a root of unity
[5]. The quantum group evaluations of the spin networks are given by the
Kauffman brackets [7, 8, 9]. Consequently, one has to use the quantum spin
networks, i.e. the spin networks where the SU(2) irreducible representations
(irreps) are restricted by j ≤ k/2, where k ∈ N and k = 6π/Λl4P , where
Λ is the cosmological constant and lP is the Planck length. In the Λ = 0
case, the CS theory is replaced by the BF theory, and in order to define the
corresponding spin network invariants one must use the same category of the
SUq(2) irreps [1], but then k is an arbitrary natural number.
The state constructed in [1] corresponds to a flat connection wavefunction
which is not peaked around any particular value of the triads, and hence can-
not be a good description of the flat metric vacuum. The same problem also
appears in the case of non-zero cosmological constant, because the Kodama
state is not peaked around any particular value of the triads†.
In this paper we extend the construction of [1] to the case when the flat
connection wavefunction is peaked around the flat metric values of the triads,
so that we obtain a state in the spin network basis which could be considered
as a flat space vacuum. In section 2 we give a review and some basic formulas
of the holomorphic representation. These formulas are then used in section 3
†Classically, self/anti-self dual connection solution describes de-Sitter/anti-de-Sitter
solution only if the spatial metric is flat.
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to construct a flat connection wavefunction which is peaked around the flat
space triads. In section 4 the corresponding spin network basis coefficients
are defined as the SUq(2) spin foam state sum invariants. Since the vacuum
wavefunction satisfies the quantum constraints in the holomorphic represen-
tation, in section 5 we construct the wavefunction in the triad representation
by defining the corresponding functional integrals as SUq(2) state sums. In
section 6 we present our conclussions, and in the Appendix we present the
calculation of the expansion coefficients for the gauge invariant plane waves.
2 Holomorphic representation
The Ashtekar formulation of GR [10] is based on the complex canonical
variables
Aai = −iωai (e) + p˜ai , Eia = e˜ia , (1)
where e˜ia =
√
heia, e’s are the inverse triads, h is the determinant of the
metric on the three-manifold Σ, ω(e) is the torsion free spin connection and
p˜ is the canonically conjugate variable to e˜ ‡. The constraints of GR become
polynomial in terms of the new variables, and the Hamiltonian constraint is
given by
CH = ǫabc
(
EiaEjbF cij + ΛǫijkE
iaEjbEkc
)
, (2)
where Λ is the cosmological constant.
The polynomiality of the constraints simplifies the quantization of the
theory; however, one has to find a representation of the complex canonical
variables which is consistent with the reality conditions, i.e.
A† −A = 2iω(E) , E† = E . (3)
In the case of finitely many canonical variables, this is resolved via the holo-
morphic representation [11]. Given a Heisenberg algebra [p, q] = i, one can
introduce creation and annihilation operators
a = p+ iΩ′(q) , a† = p− iΩ′(q) , (4)
‡Here we use the conventions such that the spin connection is the imaginary part of the
complex connection A. Hence the curvature two-form is given by F a = dAa+ iǫabcA
b∧Ac
where the SU(2) Lie algebra generators Ta satisfy [Ta, Tb] = iǫabcTc. An SU(2) group
element is given by g = eiΘ
aTa , where Θa are real parameters.
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where Ω is a given function of q and Ω′ = dΩ
dq
. Since the operators a and a†
are not hermitian, their eigenvalues α and α¯ will be complex numbers, where
α¯ is the complex conjugate of α. Let us for the sake of convinience denote
the eigenvector of a† as |α〉, so that
a†|α〉 = α¯|α〉 . (5)
These eigenstates can be expressed in the q representation as
〈q|α〉 = e−iα¯q+Ω(q) , (6)
so that for an arbitrary state |Ψ〉 we can define Ψ(α) as
Ψ(α) = 〈α|Ψ〉 =
∫
dq 〈α|q〉〈q|Ψ〉 =
∫
dq eiαq+Ω(q)Φ(q) . (7)
The complex variable function Ψ(α) will be holomorphic, and one can
define the holomorphic representation as
a|Ψ〉 → αΨ(α) , q|Ψ〉 → iΨ′(α) . (8)
Given a holomorphic wavefunction Ψ(α), one can go back to the q represen-
tation via the contour integral
Φ(q) = e−Ω(q)
∫
C=R
dα e−iαqΨ(α) , (9)
so that in order to obtain the usual wavefunction we need to know Ψ(α) for
the real values of α.
In the case of GR one can define the holomorphic representation as [11]
Aˆ|Ψ〉 → AΨ[A] , Eˆ|Ψ〉 → iδΨ
δA
, (10)
where
Ψ[A] = 〈A|Ψ〉 =
∫
DE 〈A|E〉〈E|Ψ〉 =
∫
DE ei
∫
Σ
d3xAE+Ω[E]Φ[E] , (11)
and δΩ
δE
= ω(E). Given a Ψ[A] functional, we can obtain the Φ[E] functional
as
Φ[E] = e−Ω[E]
∫
A∈R
DAe−i
∫
Σ
d3xAEΨ[A] . (12)
Although the expresions in the GR case are a straightforward generalization
of the finite-dimensional ones, the key difference is that all the integrals that
are used in the finite-dimensional case become functional integrals, and these
have to be defined. For our purposes it will suffice to define the functional
integral (12).
3
3 Flat-connection wavefunctions
In [1] it was pointed out that the wavefunctions δ(F )Ψ0(A) are solutions of
the Λ = 0 GR constraints in the holomorphic representation. Since at the
classical level the F = 0 solutions include the flat metric solution, i.e. when
A = iω(E) then F (A) = iR3, where R3 is the scalar curvature of Σ. One
can then use the δ(F )Ψ0(A) wavefunctions to construct a flat metric vacuum
state [1].
Let |0〉 be a state corresponding to δ(F )Ψ0(A), then one can represent
this state in the basis of diffeo invariant spin network states |γ〉 as [3]
|0〉 =∑
γ
〈γ|0〉|γ〉 , (13)
where
〈γ|0〉 =
∫
DAWγ[A]δ(F )Ψ0[A] = Iγ . (14)
The complex number Iγ is a topological invariant for a spin network γ embed-
ded into the three-manifold Σ, and the formal functional integral expression
(14) can be used to define this invariant. This can be done by replacing the
Σ by a simplical complex corresponding to a triangulation of Σ and then
by using the dual one-complex to define the integral over the connections as
an integral over the group elements associated to the dual edge holonomies.
This finite-dimensional integral can be then regulated via the quantum SU(2)
group at a root of unity, which can be represented as a spin foam state sum.
This was done in [1] for the case of Ψ0 = 1.
Note that in the expression (14) the integration is over the complex A,
so that one has to use the SU(2,C) group §. Since the relevant category
of irreps is always over C, and we do not require unitarity of the quantum
group irreps, then the categories of finite-dimensional irreps of SUq(2,R) and
SUq(2,C) are equivalent.
It was also argued in [1] that the state Ψ(A) = δ(F ) can not correspond
to a flat metric vacuum because it does not favor any particular value of the
operator Eˆ. It was then suggested to take a nontrivial Ψ0(A), which would
correspond to a state which is sharply peaked around the flat metric value E0
of Eˆ. Observe that if Ψ0(A) is an eigenstate of Eˆ, then Ψ(A) = δ(F )Ψ0(A)
§The Lie algebra su(2,C) is isomorphic to the Lie algebra sl(2,C), when sl(2,C) is
considered as a complex vector space. If we consider sl(2,C) as a real vector space, then
it is isomorphic to su(2)⊕ su(2).
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is not, but we can still consider the state Ψ(A) as a state which is sharply
peaked around E0. The reason is that the formula (14) can be rewritten as
〈γ|0〉 =
∫
DA∗Wγ[A∗]Ψ0[A∗] , (15)
i.e. as a functional integral over the flat connections A∗, see also [12]. Hence
one can reinterpret |0〉 as a state from a vector space corresponding to a
quantization of the space of flat connections. Let E∗ be the canonical con-
jugate of ReA∗, then the holomorphic representation is defined by the same
formulas as in the case of a non-flat connection A. In particular we have
Ψ0[A
∗] = 〈A∗|Ψ0〉 =
∫
DE∗ 〈A∗|E∗〉〈E∗|Ψ0〉
=
∫
DE∗ ei
∫
Σ
d3xA∗E∗+Ω[E∗]Φ[E∗] , (16)
so that if we choose for Φ an eigenfunctional of Eˆ∗ for the flat-metric eigen-
value E0, which is given formally by δ(E
∗ −E0), we then obtain
Ψ0[A
∗] = ei
∫
Σ
d3xA∗E0−Ω[E0] = ei
∫
Σ
d3xA∗E0 , (17)
since Ω(E0) = 0.
Therefore this analysis suggests to take for the flat metric vaccum a state
|0〉 whose coefficients in the spin network basis are given by the formal ex-
pression
〈γ|0〉 =
∫
DAWγ[A]δ(F )ei
∫
Σ
d3xAE0 . (18)
In the next section we will define this functional integral as a spin-foam state
sum for the quantum SU(2) group at a root of unity.
4 Flat metric spin network invariants
Let T (Σ) be a simplical complex corresponding to a triangulation of Σ. We
consider only the triangulations where the dual one-complex of T (Σ) is a
four-valent graph Γ, see Fig. 1. We can define (18) by taking
DA =∏
l
dgl , (19)
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where l labels the edges of Γ, gl is an SU(2) group element corresponding
to the edge holonomy and dgl is the usual group measure (Haar measure).
Then δ(F ) can be defined as
∏
f
δ(gf) , (20)
where f labels the faces of Γ and gf =
∏
l∈∂f gl. The group delta function is
defined as
δ(g) =
∑
j
(2j + 1) TrD(j)(g) , (21)
where j is the spin and D(j) is the corresponding representation matrix.
We will embedd the spin network γ into the graph Γ by identifying a
subset of vertices V ′ of Γ with the vertices of γ and then we will assign to the
edges of Γ which connect the verticies from V ′ the irreps of the spin network
γ (one can have more than one irrep of γ associated to the same edge of Γ).
Then
Wγ [A] = 〈
∏
l∈L′
∏
jl∈Jγ
D(jl)(gl)
∏
v∈V ′
C(ιv)〉 , (22)
where L′ is a set of edges of Γ labelled by the irreps of γ, Jγ is the set of
irreps of γ, C(ι) are the intertwiner tensors for the intertwiners of γ and 〈 〉
denotes the SU(2) trace [13].
As far as Ψ0 = e
i
∫
Σ
d3x 〈AE0〉 is concerned, it can be discretized as
Ψ0 = exp i
∑
l∈L
〈AlE0∆〉 =
∏
l∈L
ei〈AlE
0
∆
〉 , (23)
where
Ea∆ =
∫
∆
Eaiǫijkdx
i ∧ dxj , (24)
and ∆ is a triangle dual to the edge l. Due to the Peter-Weyl theorem, one
has
eiA
aEa =
∑
j
(cj(E))
α
βD
(j)β
α (e
iAaTa) , (25)
where
(cj(E))
α
β = (2j + 1)
∫
SU(2)
dgD¯(j)βα (g)f(g) , f(g) = f(e
iAaTa) = eiA
aEa .
(26)
6
We then get
Ψ0 =
∑
j1,...,jL
cα1β1 · · · cαLβLD(j1)β1α1 (g1) · · ·D(jL)βLαL (gL) . (27)
Note that in order to have a good definition of Iγ, the function Ψ0 should
be gauge invariant. This translates into the invariance under gl → h−1v glhv′ ,
where v and v′ are the ends of l and h’s are arbitrary group elements. This
invariance requires that one finds an approximation
cα1β1 · · · cαLβL ≈
∑
ι
f(E, ι)C
α1...αL(ι)
β1...βL
, (28)
where C(ι) are the intertwiner tensors ¶. The simplest way to achieve this is
to replace the plane-vawe expansion (25) by a gauge-invariant expression
(eiAE)inv =
∑
j
Cj(E)TrD
(j)(eiAT ) , (29)
where (2j+1)Cj(E) = Tr (cj(E)). Then by taking the trace of both sides of
the approximation (28), and assuming that all the f ’s are equal, one obtains
f(E, ι) =
Cj1(E1) · · ·CjL(EL)
(2j1 + 1) · · · (2jL + 1) . (30)
It is not difficult to calculate the coefficients Cj, see the Appendix. An
interesting feature is that they are non-zero only for j ≤ ǫ = |E|/l2P . The
Cj’s are given by the expression
Cj(E) = [I0(j)− I0(j + 1) + I2(j)− I2(j + 1)] , (31)
where
I0(j) =
θ(ǫ− j)√
ǫ2 − j2 , I2(j) =
1− 2j2/ǫ2√
ǫ2 − j2 θ(ǫ− j) , (32)
where θ is the step function (θ(x) = 0 for x ≤ 0 and θ(x) = 1 for x > 0).
In the case when (E0)
a
i = δ
a
i (flat space), it is natural to take ǫ = 1, so that
the expansion (29) terminates at j = 1. The C1 coefficient is then divergent,
and one would have to decide how to regularize it. The corresponding Iγ will
be given by the integral
Iγ =
∑
j′
l
,ι′
∫ ∏
l
dglC˜j′
l
(E0)
∏
f
δ(gf)Wγ(gl′, j, ι)〈C(ι′)D(j′1)(g1) · · ·D(j′L)(gL)〉 ,
(33)
¶One cannot have an equality because the coefficients cβα(E) are not the group tensors.
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where (2j + 1)C˜j = Cj. This integral can be represented by a state sum
Iγ =
∑
jf ,ιl,j
′
l
,ι′v
∏
f
(2jf + 1)
∏
l
C˜j′
l
(E0)
∏
v
Av(jf , ιl; j
′
l, ι
′
v; j, ι) . (34)
The vertex amplitudes A are evaluations of the vertex spin networks as-
sociated to the spin foam {Γ, jf , ιl} carrying the spin networks {Γ, j′l, ι′v} and
{γ, jl′, ιv′}. The vertex spin networks can be obtained in the following way:
draw the circuit diagram Γc for Γ (each circuit is labelled by a jf) and then
draw the Γ(j′, ι′) and the γ(j, ι) spin networks on the Γc diagram. This gives
the circuit diagram Γc(Γ, γ), see Fig. 2. Then shrink each edge of Γc(Γ, γ)
to a point, and label these points with the intertwiners ιl. These rules follow
from the graphical representation of the group integrations [14], see Fig. 3.
In this way one obtains the vertex spin networks which are the tetrahedral
spin networks with the additional four-vertices j′, ι′ and additional lines and
vertices corresponding to the spin network γ, see Fig. 4.
The state sum for Iγ is regularized by passing to the category of finite
dimensional irreps of SUq(2) where q is a root of unity. Let q = e
2pii/(k+2),
k ∈ N, then the SU(2) irreps satisfy j ≤ k/2 and
Iγ =
∑
jf ,ιl,j
′
l
,ι′v
∏
f
dimq(jf )
∏
l
Cj′
l
(E0)
∏
v
A(q)v (jf , ιl; j
′
l, ι
′
v; j, ι) , (35)
where dimq is the quantum dimension and A
(q)
v is the quantum group eval-
uation of the vertex spin network. These spin networks evaluations can be
calculated by using the formulas from [9].
5 The triad representation
Given the invariants Iγ for the flat-space vacuum, one can construct the
corresponding wavefunction as
Ψ[A] =
∑
γ
Iγ W¯γ[A] . (36)
Since A is complex, we want to obtain the usual wavefunction, i.e. the
function of the real argument. We then use the formula (12) to go to the
triad representation, so that
Φ[E] =
∑
γ
IγΦ¯γ [E] , (37)
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where
Φγ [E] = e
−Ω[E]
∫
A∈R
DAe−i
∫
Σ
d3xAEWγ [A] . (38)
This functional integral can be also defined as a state sum via the simplical
decomposition of Σ. As in the previous section we use the formulas (19), (22)
and (23) so that
Φγ [E] =
∫ ∏
l
dgl
∏
l∈L
e−iAlE∆〈 ∏
l∈L′
∏
jl∈Jγ
D(jl)(gl)
∏
v∈V ′
C(ιv)〉 . (39)
By using the gauge invariant approximation (28) we obtain the state sum
Φγ [E] =
∑
j′,ι′,ι˜
Cj′
1
(E1) · · ·Cj′
L
(EL)
∏
v∈V ′
J (v)Γ,γ (j′, ι′; j, ι; ι˜) , (40)
where J (v)Γ,γ (j′, ι′; j, ι; ι˜) are evaluations of the vertex spin networks obtained
by a composition of the spin network {Γ, j′, ι′} and the spin network {γ, j, ι}.
The vertex spin networks can be obtained by using the following rules:
draw the graph of the spin network γ close to the graph of the spin network
Γ, such that the resulting graph corresponds to the embedding of the spin
network γ into the one-complex Γ, see Fig. 5. Then use the graphical rules
for the group integration, see Fig. 3, so that each edge of the Γ
⋃
γ graph
is cut into two vertices. These new vertices will carry the intertwiners ι˜, if
they are four-valent or higher. If they are two-valent vertices, there will be a
factor of the inverse dimension of the corresponding γ irrep. If the two new
vertices are one-valent (this happens in the case when an edge of Γ
⋃
γ carries
only an irrep of the spin network Γ) such vertices are not included, because
they will carry the trivial identity irrep. In this way one obtains non-trivial
spin networks only for the vertices of Γ which are close to the vertices of γ,
see Fig. 6.
The state sum (40) can be then regularized by using the same category
of the finite-dimensional irreps of the SUq(2) quantum group as in the case
of the invariant Iγ, i.e. q = e
2pii/(k+2), k ∈ N and j ≤ k/2.
6 Conclussions
We expect that the state sum (35) for Iγ should be a topological invariant
because it was based on the diffeomorphism invariant formal expressions
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(18) and (34). This means that Iγ should be independent of the choice of
a triangulation of Σ, which means independence of the dual one-complex Γ.
Still, one should check the triangulation invariance because it may require
different then the usual normalization factors in the spin network amplitudes.
This will require checking the invariance under the Pachner moves, see [16]
for the case when Σ is a two-dimensional manifold and Ψ0 = 1.
Note that the state sum Iγ corresponds to a new type of a spin foam, due
to the presence of a nontrivial function Ψ0. Beside labelling the faces of the
two-complex Γ with arbitrary group irreps, we also have to label the edges
of Γ with arbitrary group irreps.
The expression for the wavefunction in the triad representation (37) will
have the form
Φ[E] =
∑
γ
fγ,Γ(E1, ..., EL) . (41)
Since the number of vertices of a spin network γ satisfies Vγ ≤ VΓ, this
means that the expression for Φ[E] will involve a sum over different Γ’s,
or equivalently a sum over different triangulations of Σ. Note that summing
over triangulations is a way of obtaining diffeomorphism invariant expressions
when the individual terms are not diffeomorphism invariant. This raises a
possibility to approximate Φ by taking a sufficiently big graph Γ, i.e. a
sufficiently fine triangulation of Σ, which would then truncate the infinite
sum (41) to a finite sum over the γ’s such that Vγ ≤ VΓ.
Given the functional Φ[E], the central question is whether it has a good
semi-classical limit. This amounts to showing that an apropriately defined
semi-classical spacetime metric gµν(t, x) (t ∈ R , x ∈ Σ) satisfies quantum
corrected Einstein equations
Rµν + lP c1(∇R)µν + l2P [c2(R2)µν + c3(∇2R)µν ] + · · · = 0 , (42)
where xµ = (t, x). The metric gµν should be an effective classical metric
associated to the vacuum state, and a straightforward way to define gµν is to
take that the corresponding spatial metric hij is given by
(det h) hij(t, x) = 〈0|Eˆia(x)Eˆja(x)|0〉 . (43)
However, the main problem with this approach is to determine the time evo-
lution parameter t. It will be a function of the parameters which appear in
the vacuum state, and it is not obvious how to do this. This is the difficult
problem of the time variable in canonical quantum gravity [17], and it is
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related to the problem of the choice of the scalar product and the normaliz-
ability of the |0〉 state.
A less straightforward, but more promising approach is to use the De
Broglie-Bohm formalism [18]. Then the effective classical metric will be a
solution of the quantum equations of motion given by
fai (E˙, E,Nα) =
δS[E]
δEia(x)
, (44)
where f(E˙, E,Nα) is the expression for the p˜ from the canonical formalism,
Nα are the lagrange multipliers and S[E] is the phase of the wavefunction
Φ[E]. This is a technically simpler approach then the expectation value
approach, and the additional advantages are that there is no problem with
the interpretation of the wavefunction of the universe‖ and there is no need
for the specification of a scalar product in order to verify the semi-classical
limit.
In the case when Λ 6= 0, the Hamiltonian constraint can be solved in the
holomorphic representation via the Kodama wavefunction [6]
ΨK(A) = exp
(
1
Λ
∫
Σ
Tr(A ∧ dA+ i2
3
A ∧ A ∧A)
)
. (45)
One can then construct the corresponding state in the spin network basis via
the spin network invariants for the SU(2) CS theory [5]
Iγ =
∫
DAWγ[A] eSCS/Λ . (46)
When Σ = S3 one can argue that this invariat should be defined as a Wick
rotation of the Kauffman bracket evaluation for the spin network γ. More
precisely, the evaluation for q = e2pii/(k+2), where k ∈ N and Λl4P = 6π/k, is
analytically continued by k → ik [5].
It has been conjectured that the corresponding state in the spin network
basis corresponds to the de-Sitter vacuum spacetime when Λ > 0 [5]. How-
ever, the main problem with this conjecture is that the Kodama wavefunction
is not peaked around any particular eigenvalue of the Eˆ operator, since
EˆΨK =
1
Λ
FˆΨK . (47)
‖The wavefunction is interpreted as a wave which guides the point particles, and hence
there is no need for the external observer because the physical objects and their properties
exist independently of the acts of measurement.
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Hence, exactly as in the Λ = 0 case, ΨK cannot be a very good description
the de-Sitter vacuum, where the spatial metric is also flat.
One can then try to modify the Kodama wavefunction ΨK(A) by multi-
plying it by a Ψ0(A) which is peaked around the E0 eigenvalue, but unlike
the Λ = 0 case, the product ΨK(A)Ψ0(A) does not solve the Hamiltonian
constraint. However, if one takes
Ψ0(A) = δ (F − ΛE0) , (48)
then ΨKΨ0 almost solves the Hamiltonian constraint, i.e. CˆHΨKΨ0 = 0
when F 6= ΛE0, while in the reduced phase space (A∗, E∗), determined by
the constraint F = ΛE0, one has that ΨK is an eigenstate of the Eˆ
∗ operator,
see (47). This then suggests to define Iγ via the expression
Iγ =
∫
DAδ (F − ΛE0)Wγ[A] eSCS/Λ , (49)
where E0 are the flat space triads. It remains to be seen how useful is this
expression for formulating a state sum invariant, but given such an invariant
one can obtain the wavefunction in the triad representation by using the
formulas of the section 5.
APPENDIX
An SU(2) group element g can be represented as
g = eiΘ
aσa = cos(Θ/2) I + 2inaσa sin(Θ/2) (50)
where σa are the Pauli matrices, n
a = Θa/Θ and Θ2 = ΘaΘa. The trace of
the D(j)(g) matrix is given by
χ(j)(g) =
sin(j + 1
2
)Θ
sin(Θ/2)
. (51)
Since gl = e
iAa
l
σa , then the gauge invariant plane-wave coefficients are given
by
Cj(E) =
1
32π2
∫
R3
d3A
(
sin(A/2)
A/2
)2
sin(j + 1
2
)A
sin(A/2)
eiA
aEa , (52)
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see [14]. This integral can be written as
1
4π
∫ ∞
0
dA
∫ pi
0
dθ sin2 θ sin(A/2) sin(j +
1
2
)AeiAE cos θ , (53)
which becomes an integral
1
4π
∫ ∞
0
dA[cos(jA)− cos(j + 1)A][J0(AE) + J2(AE)] , (54)
due to the formula
Jn(z) =
i−n
π
∫ pi
0
eiz cos θ cos(nθ) . (55)
By using
∫ ∞
0
Jn(at) cos(bt)dt =
cos(n arcsin(b/a))√
a2 − b2 , 0 ≤ b < a (56)
and
∫ ∞
0
Jn(at) cos(bt)dt =
−an sin(πn/2)√
b2 − a2[b+√b2 − a2]n , 0 < a < b , (57)
see [15], one obtains (31).
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Figure I: The dual one-complex graph Γ of a triangulation of S3 with two
tetrahedra.
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Figure II: The graph Γc(Γ, γ) for a spin network γ = θ5 embedded in S
3
whose one-complex Γ is given by that of Fig. 1. The small circles around
the edges of Γc indicate the group integrations.
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Figure III: The graphical representation of the group integrations.
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Figure IV: The vertex spin networks for the graph from Fig. 2.
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Figure V: The graph Γ
⋃
γ for Γ = θ4 and γ = θ5.
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Figure VI: The vertex spin networks for the graph from Fig. 5.
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