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a b s t r a c t
Under a non-Lipschitz condition with the Lipschitz condition being considered as a spe-
cial case and a weakened linear growth condition, the existence and uniqueness of mild
solutions to stochastic neutral partial functional differential equations (SNPFDEs) is inves-
tigated. Some results in Govindan (2003, 2005) [2,6] are generalized to cover a class ofmore
general SNPFDEs.
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1. Introduction
Recently, stochastic functional differential equations (SFDEs) in infinite dimensional spaces have been extensively
studied in the literature (see, e.g. [1–5] and the references therein). Particularly, the existence and uniqueness of solutions to
stochastic partial functional differential equations (SPFDEs) has received a great deal of attention. Under the global Lipschitz
and linear growth condition, Taniguchi [5] and Luo [3] considered the existence and uniqueness of mild solutions to SPFDEs
by the well-known Banach fixed point theorem and strong approximating system, respectively. Govindan [6] showed by
the stochastic convolution the existence, uniqueness and almost sure exponential stability of SNPFDEs under the global
Lipschitz and linear growth condition. While, by the comparison principle, in Govindan [2], the existence and uniqueness
of mild solutions to stochastic evolution equations with variable delay was investigated under a less restrictive hypothesis
than the Lipschitz condition on the nonlinear terms. For many practical situations, the nonlinear terms do not obey the
global Lipschitz and linear growth condition, even the local Lipschitz condition, and the readers can refer to Govindan [2],
Rodkina [7], Taniguchi [8], He [9], Yamada [10] and references cited therein.
Motivated by the above papers, in this work, we aim to extend the existence and uniqueness of mild solutions to cover
a class of more general SNPFDEs under a non-Lipschitz condition, with the Lipschitz condition being regarded as a special
case, and a weakened linear growth condition.
2. Preliminary results
Let {Ω,F ,P } be a complete probability space equipped with some filtration {Ft}t≥0 satisfying the usual conditions
(i.e., it is right continuous and F0 contains all P -null sets). Let H, K be two real separable Hilbert spaces and we denote by
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〈·, ·〉H , 〈·, ·〉K their inner products and by ‖ · ‖H , ‖ · ‖K their vector norms, respectively. We denote byL(K ,H) the set of all
linear bounded operators from K into H , equipped with the usual operator norm ‖ · ‖. In this paper, we always use the same
symbol ‖ · ‖ to denote norms of operators regardless of the spaces potentially involved when no confusion possibly arises.
Let τ > 0 and C ≡: C([−τ , 0];H) denote the family of all continuous H-valued functions ϕ defined on [−τ , 0] with norm
‖ϕ‖C = sup−τ≤θ≤0 ‖ϕ(θ)‖H .
We denote by {W (t), t ≥ 0} a K -valued {Ft}t≥0-Wiener process defined on the probability space{Ω,F ,P } with
covariance operator Q , i.e.,
E〈W (t), x〉K 〈W (t), y〉K = (t ∧ s)〈Qx, y〉K , ∀x, y ∈ K ,
where Q is a positive, self-adjoint, trace class operator on K . In particular, we call such {W (t), t ≥ 0} a K -valued Q -Wiener
process relative to {Ft}t≥0. According to Da. Prato [11, Proposition 4.1, p87],W (t) is defined by
W (t) =
∞∑
n=1
√
λnβn(t)en, t ≥ 0,
where βn(t)(n = 1, 2, 3, . . .) is a sequence of real valued standard Brownian motions mutually independent on the
probability space {Ω,F ,P }, (λn, n ∈ N) are the eigenvalues of Q and (en, n ∈ N) are the corresponding eigenvectors.
That is
Qen = λnen, n = 1, 2, 3, . . . .
In order to define stochastic integralswith respect to theQ -Wiener processW (t), we introduce the subspaceK0 = Q 12 (K)
of K , which endowed with the inner product,
〈u, v〉K0 =
〈
Q−
1
2 u,Q−
1
2 v
〉
K
,
is a Hilbert space. LetL02 = L2(K0,H) denote the space of all Hilbert–Schmidt operators from K0 into H . It turns out to be a
separable Hilbert space, equipped with the norm
‖Ψ ‖2
L02
= tr
((
ΨQ
1
2
) (
ΨQ
1
2
)∗)
for any Ψ ∈ L02. Clearly, for any bounded operators Ψ ∈ L(K ,H), this norm reduces to ‖Ψ ‖2L02 = tr(ΨQΨ
∗). Let
Φ : (0,∞)→ L02 be a predictable, Ft-adapted process such that∫ t
0
E‖Φ(s)‖2
L02
ds <∞.
Then, we can define the H-valued stochastic integral∫ t
0
Φ(s)dW (s),
which is a continuous square integrable martingale. For that construction, see Da.Prato [11, p. 90–96].
We are here concerned with the SNPFDE
d[X(t)+ G(t, Xt)] = [AX(t)+ F(t, Xt)]dt + L(t, Xt)dW (t), t ≥ 0 (2.1)
with the initial condition X(t) = ξ(t) ∈ CbF0([−τ , 0];H), which denote the family of all almost surely bounded, F0-
measurable, C([−τ , 0];H)-valued random variables, and where Xt = {X(t + θ) : −τ ≤ θ ≤ 0} can be regarded
as a C([−τ , 0];H)-valued stochastic process. Moreover, the mappings G, F : R+ × C([−τ , 0];H) → H and L : R+ ×
C([−τ , 0];H)→ L(K ,H) are measurable, respectively.
For convenience, we recall from [1] the mild solution to (2.1) as follows.
Definition 2.1. A stochastic process {X(t), t ∈ [0, T ]}, 0 ≤ T <∞, is called a mild solution to (2.1) if
(i) X(t) is adapted to Ft and continuous in t almost surely;
(ii) For arbitrary t ∈ [0, T ], P{ω : ∫ t0 ‖X(t)‖2Hds <∞} = 1 and almost surely
X(t) = T (t)[ξ(0)+ G(0, ξ)] − G(t, Xt)−
∫ t
0
AT (t − s)G(s, Xs)ds
+
∫ t
0
T (t − s)F(s, Xs)ds+
∫ t
0
T (t − s)L(s, Xs)dW (s).
To guarantee the existence and uniqueness of a mild solution to (2.1), the following much weaker conditions, instead of
global Lipschitz and linear growth condition, are described.
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(H1) A is the infinitesimal generator of an analytic semigroup of bounded linear operators T (t), t ≥ 0 in H and T (t) is
uniformly bounded, for some γ > 0
‖T (t)‖ ≤ e−γ t , t ≥ 0.
(H2) The mappings F(·) and L(·) satisfy the following non-Lipschitz condition: for any ξ, η ∈ H and t ≥ 0,
‖F(t, ξ)− F(t, η)‖2H + ‖L(t, ξ)− L(t, η)‖2L02 ≤ κ(‖ξ − η‖
2
C ),
where κ(·) is a concave nondecreasing function from R+ to R+ such that κ(0) = 0, κ(u) > 0 for u > 0 and∫
0+ du/κ(u) = ∞, e.g., κ(u) ∼ uα, 12 < α < 1.
(H3) There is anM > 0 such that
sup
0≤t<∞
(‖F(t, 0)‖2H ∨ ‖L(t, 0)‖2L02) ≤ M.
(H4) The mapping G(t, x) satisfies that there exist numbers α ∈ [0, 1] and K1 ≥ 0 such that, for any ξ, η ∈ H and t ≥ 0,
G(t, x) ∈ D((−A)α) and
‖(−A)αG(t, ξ)− (−A)αG(t, η)‖H ≤ K1‖ξ − η‖C .
We further assume that G(t, 0) ≡ 0 for t ≥ 0.
Since T (t), t ≥ 0, is an analytic semigroup with the infinitesimal generator A such that 0 ∈ ρ(A), then under some
circumstances it is possible to define the fractional power (−A)α for any α ∈ [0, 1] which is a closed operator with its
domainD((−A)α).
In the sequel, to show our main results we recall the following three lemmas.
Lemma 2.1 (Caraballo [12], Lemma 1). For u, v ∈ H and 0 < c < 1,
‖u‖2H ≤
1
1− c ‖u− v‖
2
H +
1
c
‖v‖2H .
Lemma 2.2 (Pazy [13, Theorem 6.13, p. 74]). Let the assumption (H1) hold. Then, for any β ∈ (0, 1] and x ∈ D((−A)β),
T (t)(−A)βx = (−A)βT (t)x
and there exists a positive constant Mβ such that for any t > 0
‖(−A)βT (t)‖ ≤ Mβ t−βe−γ t .
Lemma 2.3 (Mao [14, Theorem 1.8.2, p. 45]). Let T > 0 and c > 0. Let κ : R+ → R+ be a continuous nondecreasing function
such that κ(t) > 0 for all t > 0. Let u(·) be a Borel measurable bounded nonnegative function on [0, T ], and let v(·) be a
nonnegative integrable function on [0, T ]. If
u(t) ≤ c +
∫ t
0
v(s)κ(u(s))ds, for all 0 ≤ t ≤ T .
Then
u(t) ≤ J−1
(
J(c)+
∫ t
0
v(s)ds
)
holds for all such t ∈ [0, T ] that J(c) + ∫ t0 v(s)ds ∈ Dom(J−1) where J(r) = ∫ r0 ds/κ(s), on r > 0, and J−1 is the inverse
function of J . In particular, if, moreover, c = 0 and ∫0+ ds/κ(s) = ∞, then u(t) = 0 for all t ∈ [0, T ].
3. Existence and uniqueness
In this section, we start to study the existence and uniqueness of mild solutions to SNPFDEs under the non-Lipschitz
condition and aweakened linear growth condition. To complete ourmain results, we need to prepare several lemmaswhich
will be utilized in the sequel.
Introduce the following successive approximating procedure: for each integer n = 1, 2, 3, . . .,
Xn(t) = T (t)[ξ(0)+ G(0, ξ)] − G(t, Xnt )−
∫ t
0
AT (t − s)G(s, Xns )ds
+
∫ t
0
T (t − s)F(s, Xn−1s )ds+
∫ t
0
T (t − s)L(s, Xn−1s )dW (s) (3.1)
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and for n = 0,
X0(t) = T (t)ξ(0), t ∈ [0, T ], (3.2)
while for n = 0, 1, 2, . . . ,
Xn(t) = ξ(t), t ∈ [−τ , 0].
Lemma 3.1. Let the hypothesis (H1)–(H4) hold and K1‖(−A)−α‖ < 1. Then there is a positive constant C¯ , which is independent
of n ≥ 1, such that for any t ∈ [0, T ]
E sup
0≤t≤T
‖Xn(t)‖2H ≤ C¯ . (3.3)
Proof. For 0 ≤ t ≤ T , it follows easily from (3.1) that
E sup
0≤t≤T
‖Xn(t)+ G(t, Xnt )‖2H ≤ 4E sup
0≤t≤T
‖T (t)[ξ(0)+ G(0, ξ)]‖2H + 4E sup
0≤t≤T
∥∥∥∥∫ t
0
AT (t − s)G(s, Xns )ds
∥∥∥∥2
H
+ 4E sup
0≤t≤T
∥∥∥∥∫ t
0
T (t − s)F(s, Xn−1s )ds
∥∥∥∥2
H
+ 4E sup
0≤t≤T
∥∥∥∥∫ t
0
T (t − s)L(s, Xn−1s )dW (s)
∥∥∥∥2
H
=: 4(I1 + I2 + I3 + I4). (3.4)
Note from (Pazy [13, Lemma 6.3, p. 71]) that (−A)−α for 0 < α ≤ 1 is a bounded operator. Employing the assumption (H4),
it follows that
I1 ≤ 2
[
E sup
0≤t≤T
‖T (t)(ξ(0))‖2H + E sup
0≤t≤T
‖T (t)(−A)−α(−A)αG(0, ξ)‖2H
]
≤ 2(1+ K 21 ‖(−A)−α‖2)‖ξ‖2C . (3.5)
Applying the Hölder’s inequality and taking into account Lemma 2.2 as well as (H4),
I2 ≤ TE sup
0≤t≤T
∫ t
0
‖(−A)−αT (t − s)(−A)αG(s, Xns )‖2Hds
≤ TK 21 ‖(−A)−α‖2
∫ T
0
E‖Xns ‖2Cds. (3.6)
On the other hand, in view of (H2), we obtain from the Hölder’s inequality that
I3 ≤ TE sup
0≤t≤T
∫ t
0
‖T (t − s)[F(s, Xn−1s )− F(s, 0)+ F(s, 0)]‖2Hds
≤ 2T
[
MT +
∫ T
0
Eκ(‖Xn−1s ‖2C )ds
]
. (3.7)
Next, by (Liu [1, Theorem 1.2.6, p. 14]), together with (H2), there exists a constant C1 > 0 such that
I4 ≤ C1
∫ T
0
E‖H(s, Xn−1s )− H(s, 0)+ H(s, 0)‖2L02ds
≤ 2C1
[
MT +
∫ T
0
Eκ(‖Xn−1s ‖2C )ds
]
. (3.8)
Since κ(u) is concave on u ≥ 0, there is a pair of positive constants a, b such that
κ(u) ≤ a+ bu. (3.9)
Putting (3.5)–(3.8) into (3.4) yields that, for some positive constants C2 and C3,
E sup
0≤t≤T
‖Xn(t)+ G(t, Xnt )‖2H ≤ C2 + C3
[∫ T
0
E‖Xn−1s ‖2Cds+
∫ T
0
E‖Xns ‖2Cds
]
. (3.10)
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While, for K1‖(−A)−α‖ < 1, by Lemma 2.1,
E sup
0≤t≤T
‖Xn(t)‖2H ≤
1
1− K1‖(−A)−α‖E sup0≤t≤T ‖X
n(t)+ G(t, Xnt )‖2H +
1
K1‖(−A)−α‖E sup0≤t≤T(‖G(t, X
n
t )‖2H)
≤ 1
1− K1‖(−A)−α‖E sup0≤t≤T ‖X
n(t)+ G(t, Xnt )‖2H + K1‖(−A)−α‖E‖ξ‖2C
+ K1‖(−A)−α‖E sup
0≤t≤T
‖Xn(t)‖2H ,
which further implies that
E sup
0≤t≤T
‖Xn(t)‖2H ≤
1
(1− K1‖(−A)−α‖)2E sup0≤t≤T ‖X
n(t)+ G(t, Xnt )‖2H +
K1‖(−A)−α‖
1− K1‖(−A)−α‖E‖ξ‖
2
C .
Thus, by (3.10) we have
E sup
0≤t≤T
‖Xn(t)‖2H ≤
C2
(1− K1‖(−A)−α‖)2 +
[
K1‖(−A)−α‖
1− K1‖(−A)−α‖ +
2C3τ
(1− K1‖(−A)−α‖)2
]
E‖ξ‖2C
+ C3
(1− K1‖(−A)−α‖)2
[∫ T
0
E sup
0≤r≤s
‖Xn−1(r)‖2Hds+
∫ T
0
E sup
0≤r≤s
‖Xn(r)‖2Hds
]
.
Observing that
max
1≤n≤k
E sup
0≤t≤T
‖Xn−1(t)‖2H ≤ E‖ξ‖2C + max1≤n≤kE sup0≤t≤T ‖X
n(t)‖2H ,
we then derive that, for some positive constants C4, C5,
max
1≤n≤k
E sup
0≤t≤T
‖Xn(t)‖2H ≤ C4 + C5E
∫ T
0
max
1≤n≤k
E sup
0≤r≤s
‖Xn(r)‖2Hds.
Now, an application of the well-known Gronwall’s inequality yields that
max
1≤n≤k
E sup
0≤t≤T
‖Xn(t)‖2H ≤ C4 + eC5T .
The required assertion (3.3) is obtained since k is arbitrary. 
Lemma 3.2. Let the conditions (H1)–(H4) be satisfied. For α ∈ ( 12 , 1), we further assume that
3K 21M
2
1−αγ−2αΓ (2α − 1)
1− K1‖(−A)−α‖ + K1‖(−A)
−α‖ < 1, (3.11)
where Γ (·) is the Gamma function and M1−α is a constant in Lemma 2.2. Then there exists a positive constant C¯ such that, for all
0 ≤ t ≤ T and n,m ≥ 1,
E sup
0≤s≤t
‖Xn+m(s)− Xn(s)‖2H ≤ C¯
∫ t
0
κ
(
E sup
0≤r≤s
‖Xn+m−1(s)− Xn−1(s)‖2H
)
ds. (3.12)
Proof. From (3.1), it is easy to see that for any 0 ≤ t ≤ T
E sup
0≤s≤t
‖Xn+m(s)− Xn(s)+ G(s, Xn+m(s))− G(s, Xn(s))‖2H ≤ 3E sup
0≤s≤t
∥∥∥∥∫ s
0
AT (s− r)[G(r, Xn+mr )− G(r, Xnr )]dr
∥∥∥∥2
H
+ 3E sup
0≤s≤t
∥∥∥∥∫ s
0
T (s− r)[F(r, Xn+m−1r )− F(r, Xn−1r )]dr
∥∥∥∥2
H
+ 3E sup
0≤s≤t
∥∥∥∥∫ s
0
T (s− r)[H(r, Xn+m−1r )− H(r, Xn−1r )]dW (r)
∥∥∥∥2
H
.
Following from the proof of Lemma 3.1, there exists a positive constant C6 satisfying
3E sup
0≤s≤t
∥∥∥∥∫ s
0
T (s− r)[F(r, Xn+m−1r )− F(r, Xn−1r )]ds
∥∥∥∥2
H
+ 3E sup
0≤s≤t
∥∥∥∥∫ s
0
T (s− r)[H(r, Xn+m−1r )− H(r, Xn−1r )]dW (s)
∥∥∥∥2
H
≤ C6
∫ t
0
κ
(
E sup
0≤r≤s
‖Xn+m−1(r)− Xn−1(r)‖2H
)
ds,
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the last inequality holds from the Jensen’s inequality. Now, by condition (H4), Lemma 2.2 and the Hölder’s inequality,
E sup
0≤s≤t
∥∥∥∥∫ s
0
AT (s− r)[G(r, Xn+mr )− G(r, Xnr )]dr
∥∥∥∥2
H
≤ E sup
0≤s≤t
(∫ s
0
‖(−A)1−αT (s− r)[(−A)αG(r, Xn+mr )− (−A)αG(r, Xnr )]‖Hdr
)2
≤ E sup
0≤s≤t
(∫ s
0
K1
M1−αe−γ (s−r)
(s− r)1−α ‖X
n+m
r − Xnr ‖Cdr
)2
≤ E
[
sup
0≤s≤t
∫ s
0
K 21
M21−αe−γ (s−r)
(s− r)2(1−α) dr
∫ s
0
e−γ (s−r)‖Xn+mr − Xnr ‖2Cdr
]
≤ K 21M21−αγ 1−2αΓ (2α − 1)E sup
0≤s≤t
∫ s
0
e−γ (s−r)‖Xn+mr − Xnr ‖2Cdr
≤ K 21M21−αγ−2αΓ (2α − 1)E sup
0≤s≤t
‖Xn+m(s)− Xn(s)‖2H .
On the other hand, Lemma 3.1 and (H4) give that
E sup
0≤s≤t
‖Xn+m(s)− Xn(s)‖2H ≤
1
1− K1‖(−A)−α‖E sup0≤s≤t ‖X
n+m(s)− Xn(s)+ G(s, Xn+m(s))− G(s, Xn(s))‖2H
+ K1‖(−A)−α‖E sup
0≤s≤t
‖Xn+m(s)− Xn(s)‖2H .
So the desired assertion (3.12) follows from (3.11). 
For the present, we can state our main result.
Theorem 3.1. Under the conditions of Lemma 3.2, then (2.1) admits a unique mild solution.
Proof. Uniqueness: Denote by X(t) and X¯(t) the mild solutions to (2.1). In the same way as Lemma 3.2 was done, we can
show that for some K¯ > 0
E sup
0≤s≤t
‖X(s)− X¯(s)‖2H ≤ K¯
∫ t
0
κ
(
E sup
0≤r≤s
‖X(s)− X¯(s)‖2H
)
ds.
This, together with Lemma 2.3, leads to
E sup
0≤s≤t
‖X(s)− X¯(s)‖2H = 0,
which further implies X(t) = X¯(t) almost surely for any 0 ≤ t ≤ T .
Existence: Following the proof of Lemma 3.2, there exists a positive constant C¯ such that, for all 0 ≤ t ≤ T and n,m ≥ 1,
E sup
0≤s≤t
‖Xn+1(s)− Xm+1(s)‖2H ≤ C¯
∫ t
0
κ
(
E sup
0≤r≤s
‖Xn(s)− Xm(s)‖2H
)
ds.
Integrating both sides and applying Jensen’s inequality gives that∫ t
0
E sup
0≤l≤s
‖Xn+1(l)− Xm+1(l)‖2Hds ≤ C¯
∫ t
0
∫ s
0
κ
(
E sup
0≤r≤l
‖Xn(r)− Xm(r)‖2H
)
dlds
= C¯
∫ t
0
s
∫ s
0
κ
(
E sup
0≤r≤l
‖Xn(r)− Xm(r)‖2H
)
· 1
s
dlds
≤ C¯ t
∫ t
0
κ
(∫ s
0
E sup
0≤r≤l
‖Xn(r)− Xm(r)‖2H
1
s
dl
)
ds.
Then
hn+1,m+1(t) ≤ C¯
∫ t
0
κ(hn,m(s))ds,
where hn,m(t) =
∫ t
0 E sup0≤l≤s ‖Xn+1(l)−Xm+1(l)‖2Hds
t . While by Lemma 3.1, it is easy to see that
sup
n,m
hn,m(t) <∞.
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So letting h(t) := lim supn,m→∞ hn,m(t) and taking into account the Fatou’s lemma, we yield that
h(t) ≤ C¯
∫ t
0
κ(h(s))ds.
Now, applying the Lemma 2.3 immediately reveals h(t) = 0 for any t ∈ [0, T ]. This furthermeans {Xn(t), n ∈ N} is a Cauchy
sequence in L2. So there is an X ∈ L2 such that
lim
n→∞
∫ T
0
E sup
0≤s≤t
‖Xn(s)− X(s)‖2Hdt = 0.
In addition, by Lemma 3.1, it is easy to follow that E‖X(t)‖2H ≤ C1. In what follows, we claim that X(t) is a mild solution to
(2.1). On one hand, by (H4),
E‖G(t, Xnt )− G(t, Xt)‖2H = E‖(−A)−α[(−A)αG(t, Xnt )− (−A)αG(t, Xt)]‖2H
≤ ‖(−A)−α‖2K 21E sup
0≤s≤t
‖Xn(s)− X(s)‖2H
→ 0
whenever n→∞. On the other hand, by (H4) and Lemma 2.2, compute for t ∈ [0, T ]
E
∥∥∥∥∫ t
0
AT (t − s)[G(s, Xns )− G(s, Xs)]ds
∥∥∥∥2
H
≤ TE
∫ t
0
‖(−A)−αT (t − s)[(−A)αG(s, Xns )− (−A)αG(s, Xs)]‖2Hds
≤ TK 21 ‖(−A)−α‖2
∫ T
0
E sup
0≤r≤s
‖Xn(r)− X(r)‖2Hds
→ 0, as n→∞.
While, applying (H2), the Hölder’s inequality and (Liu [1, Theorem 1.2.6, p. 14]) and letting n→∞, we can also claim that
for t ∈ [0, T ]
E
∥∥∥∥∫ t
0
T (t − s)[F(s, Xn−1s )− F(s, X(s))]ds
∥∥∥∥2
H
→ 0
and
E
∥∥∥∥∫ t
0
T (t − s)[H(s, Xn−1s )− H(s, X(s))]dW (s)
∥∥∥∥2
H
→ 0.
Hence, taking limits on both sides of (3.1),
X(t) = T (t)[ξ(0)+ G(0, ξ)] − G(t, Xt)−
∫ t
0
AT (t − s)G(s, Xs)ds
+
∫ t
0
T (t − s)F(s, Xs)ds+
∫ t
0
T (t − s)H(s, Xs)dW (s).
This certainly demonstrates by the Definition 2.1 that X(t) is a mild solution to (2.1) on the interval [0, T ]. 
Remark 3.1. If G = 0, that is, K1 = 0, then, obviously, the condition (3.11) must be satisfied. Consequently, our results can
be reduced to some results in [2]. In other words, in this special case, we generalize [2].
Remark 3.2. In this work, we consider the existence and uniqueness of mild solutions to SNFDEs under a non-Lipschitz
conditionwith the Lipschitz condition being regarded as a special case and aweakened linear growth assumption. Therefore,
some of the results [6] are improved to cover a class of more general SNFDEs.
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