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Abstract
In this paper special polynomials associated with rational and algebraic solutions of the ﬁfth Painlevé equation
(PV) are studied. These special polynomials deﬁned by second-order, bilinear differential-difference equations
which are equivalent to Toda equations. The structure of the zeroes of these special polynomials, which involve a
parameter, is investigated and it is shown that these have an intriguing, symmetric and regular structure. For large
negative values of the parameter the zeroes have an approximate triangular structure. As the parameter increases
the zeroes coalesce for certain values and eventually for large positive values of the parameter the zeroes also have
an approximate triangular structure, though with the orientation reversed. In fact, the interaction of the zeroes is
“solitonic” in nature since the same pattern reappears, with its orientation reversed.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
The six Painlevé equations (PI–PVI),were discovered byPainlevé,Gambier, and their colleagueswhilst
studying second order ordinary differential equations of the form
w′′ = F(z,w,w′), ′ ≡ d/dz, (1.1)
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where F is rational in w′ and w and analytic in z, have the property that the solutions have no movable
branch points, i.e. the locations of multi-valued singularities of any of the solutions are independent
of the particular solution chosen and so are dependent only on the equation; this is now known as the
Painlevé property (cf. [16]). The Painlevé equations can be thought of as nonlinear analogues of the
classical special functions. Indeed Iwasaki et al. [18, p. 119] characterize the six Painlevé equations as
“the most important nonlinear ordinary differential equations” and state that “many specialists believe
that during the twenty-ﬁrst century the Painlevé functions will become newmembers of the community of
special functions” (see Preface of [18]).The general solutions of the Painlevé equations are transcendental
in the sense that they cannot be expressed in terms of known elementary functions and so require the
introduction of a new transcendental function to describe their solution.
Althoughﬁrst discovered from strictlymathematical considerations, the Painlevé equations have arisen
in a variety of important physical applications including statistical mechanics, plasma physics, nonlinear
waves, quantum gravity, quantum ﬁeld theory, general relativity, nonlinear optics and ﬁbre optics. Further
the Painlevé equations have attracted much interest since they arise in many physical situations and as
reductions of the soliton equations which are solvable by inverse scattering (cf. [1,2,17], and references
therein, for further details). For example, PV arises in the description of the one-particle reduced density
matrix of the one-dimensional Bose gas, speciﬁcally the Fredholm determinant of the sine kernel is
expressed in terms of solutions of PV [19], in the study of correlation functions of the transverse Ising
model [32,33], and in random matrix theory [45].
It is well-known that PII–PVI, possess hierarchies of rational solutions for special values of the parame-
ters (see, for example, [3,4,12,15,27,31,34–36,49,50,52] and the references therein). These hierarchies are
usually generated from “seed solutions” using the associated Bäcklund transformations and frequently
can be expressed in the form of determinants through “-functions”.
Vorob’ev [49] andYablonskii [50] expressed the rational solutions of PII
w′′ = 2w3 + zw + , (1.2)
where  is an arbitrary constant, in terms of the logarithmic derivative of certain special polynomials
which are now known as the Yablonskii–Vorob’ev polynomials. Okamoto [41] obtained analogous spe-
cial polynomials related to some of the rational solutions of PIV, these polynomials are now known
as the Okamoto polynomials. Further Okamoto noted that they arise from special points in parame-
ter space from the point of view of symmetry, which is associated to the afﬁne Weyl group of type
A
(1)
2 . Umemura [46] associated analogous special polynomials with certain rational and algebraic solu-
tions of PIII, PV and PVI which have similar properties to theYablonskii–Vorob’ev polynomials and the
Okamoto polynomials; see also [37,48,51]. Subsequently there have been several studies of special poly-
nomials associated with the rational solutions of PII [9,20,22,42], the rational and algebraic solutions of
PIII [21,40], the rational solutions of PIV [9,23,39], the rational solutions of PV [30,38] and the algebraic
solutions of PVI [25,26,28,43,44]. Most of these papers are concerned with the combinatorial structure
and determinant representation of the polynomials, often related to the Hamiltonian structure and afﬁne
Weyl symmetries of the Painlevé equations. Typically these polynomials arise as the “-functions” for
special solutions of the Painlevé equations and are generated through nonlinear, three-term recurrence
relations which are Toda-type equations that arise from the associated Bäcklund transformations of the
Painlevé equations.The coefﬁcients of these special polynomials have some interesting, indeed somewhat
mysterious, combinatorial properties (see [37,47,48]).
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Clarkson and Mansﬁeld [8] investigated the locations of the zeroes of the Yablonskii–Vorob’ev
polynomials in the complex plane and showed that these zeroes have a very regular, approximately trian-
gular structure (see also [7]). An earlier study of the distribution of the zeroes of theYablonskii–Vorob’ev
polynomials is given by Kametaka et al. [24]—see also [18, p. 255, 339]. The structure of the zeroes of
the polynomials associated with rational and algebraic solutions of PIII is studied in [5], which essentially
also have an approximately triangular structure (see the discussion in Section 3), and with rational solu-
tions of PIV in [6], which have an approximate rectangular and combinations of approximate rectangular
and triangular structures. The term “approximate” is used since the patterns are not exact triangles and
rectangles since the zeroes lie on arcs rather than straight lines.
In this manuscript we investigate the zeroes of the special polynomials associated with rational and
algebraic solutions of PV
w′′ =
(
1
2w
+ 1
w − 1
)
(w′)2 − w
′
z
+ (w − 1)
2
z2
(
w + 
w
)
+ w
z
+ w(w + 1)
w − 1 , (1.3)
where ′ ≡ d/dz and , , , and  are arbitrary constants. The special polynomials were ﬁrst derived by
Umemura [46] and subsequently generalized by Masuda et al. [30] (see also [38,48,51]).
This paper is organized as follows. The special polynomials associated with rational solutions of PV,
which occur in the generic case of PV when  = 0, are studied in Section 2. These polynomials depend
on a parameter and plots are given which illustrate motion of the zeroes as the parameter varies. The
special polynomials associated with algebraic solutions of PV, which occur when  = 0 and  = 0, are
studied in Section 3. It is well-known that PV with = 0 and  = 0 can be transformed into PIII and so
the algebraic solutions of PV are expressed in terms of the special polynomials associated with rational
solutions of PIII, which also depend on a parameter. Finally in Section 4 we discuss our results.
2. Rational solutions of PV
2.1. Introduction
In this section we consider the generic case of PV when  = 0, then we set  = −12 , without loss of
generality (by rescaling w and z if necessary), and so we consider
w′′ =
(
1
2w
+ 1
w − 1
)
(w′)2 − w
′
z
+ (w − 1)
2
z2
(
w + 
w
)
+ w
z
− w(w + 1)
2(w − 1) . (2.1)
Simple rational solutions of PV are
w(z; 12 ,−122, 2− ,−12 )= z+ , (2.2a)
w(z; 12 ,−122,−,−12 )= /(z+ ), (2.2b)
w(z; 18 ,−18 , 12,−12 )= (+ z)/(− z), (2.2c)
with  an arbitrary constant. Rational solutions of PV (2.1) have the form
w(z)= z+ + Pn−1(z)/Qn(z), (2.3)
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where  and  are constants, and Pm(z) andQm(z) are polynomials of degree m with no common zeroes
(cf. [15]). Kitaev et al. [27] give a classiﬁcation of the parameter values for which rational solutions
for PV arise. These are summarized in the following theorem (see also [15], where examples of rational
solutions of PV are given).
Theorem 2.1. PV, with  = 0, i.e. (2.1), has a rational solution if and only if one of the following holds
with m, n ∈ Z and ε =±1.
(i) = 12 (m+ ε)2 and =−12n2, where n> 0, m+ n is odd, and  = 0 when |m|<n,
(ii) = 12n2 and =−12 (m+ ε)2, where n> 0, m+ n is odd, and  = 0 when |m|<n,
(iii) = 12a2,=−12 (a + n)2 and =m, where m+ n is even and a arbitrary,
(iv) = 12 (b + n)2, =−12b2 and =m, where m+ n is even and b arbitrary,
(v) = 18(2m+ 1)2 and =−18(2n+ 1)2.
Remarks 2.2.
(1) The rational solutions in cases (i) and (ii) are the special cases of the solutions of PV expressible in
terms of conﬂuent hypergeometric functions 1F1(a; c; z), often called the one-parameter family of
solutions (since they depend on one arbitrary constant), when the conﬂuent hypergeometric function
reduces to the associated Laguerre polynomial L(m)k (	); see [29] for details of these special function
solutions of PV.
(2) The rational solutions in cases (i) and (ii) and those in cases (iii) and (iv) are related by the symmetry
S2 deﬁned by (2.5) below.
(3) Kitaev et al. [27] did not explicitly give case (iv), though it is obvious by applying the symmetryS2
to case (iii).
(4) Kitaev et al. [27] also require that  /∈Z in case (v), though this appears not to be necessary.
2.2. Bäcklund transformations of PV
Frequently families of rational solutions of Painlevé equations are generated by successively applying
Bäcklund transformations to “seed solutions” such as those in (2.2a). There are two types of Bäcklund
transformations for PV, those arising from discrete symmetries of PV which are given in Theorem 2.3,
and the Bäcklund transformation given by Gromak [11] (see also [13–15]), which is given in Theorem
2.4.
Theorem 2.3. Letw(z)=w(z; , , , ), be a solution of PV. Thenwj(zj )=w(zj ; j , j , j , j ), j =
1, 2, are also solutions of PV where
S1: w1(z1)= w(z), z1 =−z, (1, 1, 1, 1)= (, ,−, ), (2.4)
S2: w2(z2)= 1
w(z)
, z2 = z, (2, 2, 2, 2)= (−,−,−, ). (2.5)
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Theorem 2.4. Let w = w(z; , , ,−12 ), be a solution of PV (2.1) such that

(w; z)= zw′ − ε2a w2 + ε3b + (ε2a − ε3b + ε1z)w = 0, (2.6)
and

(w; z)− 2ε1zw = 0, (2.7)
where a =√2 and b =√−2. Then
Tε1,ε2,ε3 : W(z;A,B,C,−12 )=

(w; z)− 2ε1zw

(w; z) , (2.8)
is a solution of PV where
A= 18{+ ε1(1− ε3b − ε2a )}2, (2.9a)
B =−18{− ε1(1− ε3b − ε2a )}2, (2.9b)
C = ε1(ε3b − ε2a ), (2.9c)
and εj =±1, independently.
We note that for j =1, 2, 3 and εj =±1, independently, there are eight distinct transformations of type
Tε1,ε2,ε3 .
2.3. Associated special polynomials I. Umemura polynomials
Umemura [46], see also [30,38,48,51], derived special polynomials associated with rational solutions
of PV (2.1), which are deﬁned in the following Theorem.
Theorem 2.5. Suppose that Tn(z; ) satisﬁes the recursion relation
Tn+1Tn−1 = 8z[TnT ′′n − (T ′n)2] + 8TnT ′n + (z− 2+ 6n)T 2n , (2.10)
with T0(z; )= T1(z; )= 1. Then
wn = w(z; n, n, n, n)=−
Tn(z; + 2) Tn+1(z; + 1)
Tn(z; ) Tn+1(z; + 3) , (2.11a)
satisﬁes PV with parameters
(n, n, n, n)= (182,−18(− 2n)2, n,−12 ). (2.11b)
Henceforthwe shall refer to the polynomialsTn(z; ),which aremonic polynomials of degree 12n(n−1),
as the Umemura polynomials. The rational solutions deﬁned by (2.11) are the special case when m = n
and = 2k of the rational solutions in case (iii) of Theorem 2.1.
Making the transformation
Tn(z; )= 2n(n−1)/2Vn(	; ), (2.12)
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Table 1
The polynomials Vn(	; ) deﬁned by (2.12)
V2(	; )= 	
V3(	; )= 	3 − 3	− 2
V4(	; )= 	6 − 15	4 − 10	3 − 24	− 202
V5(	; )= 	10 − 45	8 − 30	7 + 315	6 + 252	5 − 1575	4 − 3870	3 − 37802	2
− 40(9+ 352)	− 3242
V6(	; )= 	15 − 105	13 − 70	12 + 2835	11 + 3108	10 + 175(42 − 189)	9
− 57510	8 − 365402	7 − 280(352 + 1116)	6 − 7575122	5
+ 8400(72− 772)	4 + 1120(1656− 1752)2	3 + 21772803	2
+ 240(144+ 46552)2	+ 224(144+ 8752)3
Table 2
The discriminants of the polynomials Vn(	; ) deﬁned by (2.12)
Dis(V3(	; ))=−2233(2 − 1)
Dis(V4(	; ))= 210312554(2 − 1)(2 − 4)2
Dis(V5(	; ))= 230327520774(2 − 1)8(2 − 4)2(2 − 9)3
Dis(V6(	; ))= 27036654572816(2 − 1)8(2 − 4)12(2 − 9)3(2 − 16)4
with z= 2(	+ ) and = +n+ 1, in the polynomials deﬁned by (2.10) yields the polynomials given in
Table 1.We remark that the polynomials Vn(	; ), which are also monic polynomials of degree 12n(n−1),
possess the discrete symmetry
Vn(	; )=−Vn(−	;−). (2.13)
We can determine when the zeroes of Vn(	; ) coalesce, and so equivalently when the zeroes of Tn(z; )
coalesce, using discriminants of polynomials. Let f (	)= 	m + am−1	m−1 + · · · + a1	+ a0 be a monic
polynomial of degree m with zeroes 1, 2, . . . , m, so
f (	)=
m∏
j=1
(	− j ).
Then the discriminant of the polynomial f is
Dis(f )=
∏
1j<km
(j − k)2.
Hence the polynomial f (	) has a multiple zero when Dis(f )= 0.
The discriminants of Vn(	; ), which are for example easily evaluated using MAPLE, are given in
Table 2. These show that V3(	; ) has multiple zeroes when  = ±1, V4(	; ) has multiple zeroes when
 = 0,±1,±2, V5(	; ) has multiple zeroes when  = 0,±1,±2,±3, and V6(	; ) has multiple zeroes
when = 0,±1,±2,±3,±4. We remark that the structure of the discriminants of Vn(	; ), in particular
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Fig. 1. V3(	; ).
the factorization, is rather striking and is probably signiﬁcant and nontrivial, though we shall not pursue
this further here.
In Figs. 1 and 2, plots of the zeroes ofV3(	; ) andV4(	; ) are given for various values of , respectively.
We note that the zeroes of Vn(	; ) coalesce at the values of  when Dis(Vn(	; ))= 0.
In Fig. 1, for  sufﬁciently large and negative, the three zeroes of V3(	; ) have a triangular shape,
symmetric about the real axis, with one real and two complex zeroes, all having negative real part. When
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Fig. 2. V4(	; )
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=−1, the two complex zeroes coalesce. For−1< < 1 the zeroes of V3(	; ) are all real. When = 1,
the two zeroes coalesce and two complex zeroes emerge as  increases. Finally for  sufﬁciently large
and positive, the zeroes of V3(	; ) again have a triangular shape, symmetric about the real axis, though
with its orientation reversed, with one real and two complex zeroes, all having positive real part.
In Fig. 2, for  sufﬁciently large and negative, the six zeroes of V4(	; ) have almost triangular shape,
symmetric about the real axis, with two real and four complex zeroes, all having negative real part.
When  = −2, three zeroes coalesce and one real and two complex zeroes emerge as  increases. For
−2< <− 1, there are two real and four complex zeroes. When =−1, the two complex zeroes which
emerge from the coalescence at  = −2 coalesce. For −1< < 0 there are four real and two complex
zeroes. When  = 0 the two smallest real and the two complex zeroes coalesce. For 0< < 1 there are
four real and two complex zeroes. When  = 1, the two smallest real zeroes coalesce and two complex
zeroes emerge as  increases. For 1< < 2, there are two real and four complex zeroes.When =2, three
zeroes coalesce and one real and two complex zeroes emerge as  increases. Finally for  sufﬁciently
large and positive, the zeroes of V4(	; ) again have an almost triangular shape, symmetric about the real
axis, though with its orientation reversed, with two real and four complex zeroes, all having positive real
part.
In general, numerical simulations show that for  sufﬁciently large and negative, the zeroes of Vn(	; )
form an approximate triangle with 12n(n+1) zeroes, all of which have negative real part. The discriminant
ofVn(	; ), i.e. Dis(Vn(	; )), is zero when =±1,±2, . . . ,±(n−2) and =0 if n is even.As  increases,
some zeroes of Vn(	; ) coalesce at z= 0 when  is a root of Dis(Vn(	; ))= 0. Finally for  sufﬁciently
large and positive, the zeroes of Vn(	; ) again form an approximate triangle with 12n(n+ 1) zeroes, all
of which now have positive real part, similar to the situation for  negative. The motion of the zeroes as
 varies is symmetric about = 0 and there is also symmetry about the real axis.
2.4. Associated special polynomials II. Generalized Umemura polynomials
Masuda et al. [30] generalized Theorem 2.5 as follows.
Theorem 2.6. Suppose that Um,n(z; ) satisﬁes the recursion relations
Um+1,nUm−1,n = 8z[Um,nU ′′m,n − (U ′m,n)2] + 8Um,nU ′m,n
+ (z+ 2− 2− 6m+ 2n)U2m,n, (2.14a)
Um,n+1Um,n−1 = 8z[Um,nU ′′m,n − (U ′m,n)2] + 8Um,nU ′m,n
+ (z− 2− 2+ 2m− 6n)U2m,n, (2.14b)
with
U−1,−1(z; )= U−1,0(z; )= U0,−1(z; )= U0,0(z; )= 1. (2.14c)
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Table 3
Generalized Umemura polynomials Um,n(z; ), with = +m− n, deﬁned by (2.14a)
U1,1(z; )= z2 + 4− 42
U2,1(z; + 1)= z4 + 4z3 − 16(2 − 4)z− 162(2 − 4)
U2,2(z; )= z6 + 12(2 − 1)z4 + 48(2 − 1)(2 − 9)− 64(2 − 1)2(2 − 9)
U3,1(z; + 2)= z7 + 10z6 + 36(2 − 1)z5 + 40(2 − 1)z4 − 80(2 − 1)(2 − 9)z3
− 288(2 − 1)(2 − 9)z2 − 320(2 − 1)2(2 − 9)z− 128(2 − 1)2(2 − 9)
U3,2(z; + 1)= z9 + 6z8 − 64(2 − 4)z6 − 962(2 − 4)z5 + 192(2 − 4)(2 − 16)z4
+ 5122(2 − 4)(2 − 16)z3 − 7682(2 − 4)2(2 − 16)z− 5123(2 − 4)2(2 − 16)
U3,3(z; )= z12 − 24(2 − 1)z10 + 240(2 − 1)(2 − 9)z8 − 1280(2 − 1)(2 − 9)(2 − 13)z6
+ 3840(2 − 1)2(2 − 9)(2 − 25)z4 − 6144(2 − 1)2(2 − 9)2(2 − 25)z2
+ 4086(2 − 1)3(2 − 9)2(2 − 25)
Then
w(iii)m,n(z; )= w(z; (iii)m,n, (iii)m,n, (iii)m,n, (iii)m,n)
= − Um,n−1(z; )Um−1,n(z; )
Um−1,n(z; − 2)Um,n−1(z; + 2) , (2.15a)
is a rational solution of PV for the parameters
((iii)m,n, 
(iii)
m,n, 
(iii)
m,n, 
(iii)
m,n)= (182,−18(− 2m+ 2n)2,−m− n,−12 ), (2.15b)
and
w(v)m,n(z; )= w(z; (v)m,n, (v)m,n, (v)m,n, (v)m,n)
= − Um,n−1(z; + 1)Um−1,n(z; + 1)
Um−1,n(z; − 1)Um,n−1(z; + 1) , (2.16a)
is a rational solution of PV for the parameters
((v)m,n, 
(v)
m,n, 
(v)
m,n, 
(v)
m,n)= (18(2m+ 1)2,−18(2n+ 1)2,m− n− ,−12 ). (2.16b)
Some generalized Umemura polynomials Um,n(z; ), with  =  + m − n, deﬁned by (2.14) are
given in Table 3 and discriminants of generalized Umemura polynomials Um,n(z; ) are given in Table
4. Henceforth we shall refer to the polynomials Um,n(z; ), which are monic polynomials of degree
1
2m(m+ 1)+ 12n(n+ 1), as the generalized Umemura polynomials. They have the symmetries
Um,n(z; )= Un,m(z;−), Um,0(z; )= Um,−1(z; + 1), (2.17)
which are simple to verify using (2.14). The Umemura polynomials Tn(z; ) deﬁned by (2.10) are the
special cases of the generalized Umemura polynomials Um,n(z; ) given by
Tn(z; )= Un−1,0(z; 2n− )= Un−1,−1(z; 2n+ 1− ). (2.18)
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Table 4
The discriminants of generalized Umemura polynomials Um,n(z; )
Dis(U1,1(z; ))= 24(+ 1)(− 1)
Dis(U2,1(z; ))= − 22033(+ 1)2(− 1)4(− 3)2
Dis(U2,2(z; ))= 25636(+ 3)3(+ 1)8(− 1)8(− 3)3
Dis(U3,1(z; ))= 26431255(+ 1)3(− 1)8(− 3)8(− 5)3
Dis(U3,2(z; ))= − 212031555(+ 3)4(+ 1)12(− 1)16(− 3)12(− 5)4
Dis(U3,3(z; ))= 2224324510(+ 5)5(+ 3)16(+ 1)25(− 1)25(− 3)16(− 5)5
The rational solutions of PV (2.1) given in Theorem 2.6 include all rational solutions in cases (iii), (iv),
and (v) in Kitaev, Law, and McLeod’s classiﬁcation described in Theorem 2.1. The rational solutions
w
(iii)
m,n(z; ) correspond to case (iii), the rational solutions w(iv)m,n(z; )= 1/w(iii)m,n(z; ) correspond to case
(iv) and the rational solutions w(v)m,n(z; ) correspond to case (v).
In Fig. 3 plots of the zeroes of U2,2(z; ) are given for various values of  and in Figs. 4 and 5 plots
of the zeroes of U3,2(z; ) are given for various values of . We note that the zeroes of U2,2(z; ) and
U3,2(z; ) coalesce at the values of  when Dis(U2,2(z; )) = 0 and Dis(U3,2(z; )) = 0, respectively.
Further the structure of the discriminants of Um,n(z; ), which are given in Table 4, is again striking, as
was the case for the polynomials Vn(	; ) above.
In Fig. 3 for  sufﬁciently large and negative, the zeroes of U2,2(z; ) form two similar triangles, each
with one real and two complex zeroes, which are well separated. As  increases, the triangles move
towards each other and then the four complex zeroes coalesce when =−3. For −3< <− 1 there are
four real and two complex zeroes, and all the zeroes coalesce when =−1. For−1< < 1 there are six
complex zeroes, which all coalesce when = 1. For 1< < 3, again there are four real and two complex
zeroes, and two real and two complex zeroes coalesce when = 3. For > 3 there are two real zeros and
four complex zeroes in the form of two similar triangles which move apart as  increases.We note that all
the coalescences occur at z= 0 and in all the plots, there is symmetry about both the real and imaginary
axes.
In Figs. 4 and 5 for  sufﬁciently large and negative, the zeroes of U3,2(z; ) form two approximate
triangles which are well separated, and there are three real and six complex zeroes. In fact, except for
the values of  when the zeroes coalesce (i.e.  = −3,−1, 1, 3, 5), there are three real and six complex
zeroes. One of the triangles has three zeros and the other has six zeroes. As  increases, the triangles
move towards each other and then the ﬁve zeroes coalesce when  = −3. Nine zeroes coalesce when
 = −1, all the zeroes coalesce when  = 1, nine zeroes coalesce when  = 3, and ﬁve zeroes coalesce
when  = 5. For > 5 two triangles emerge which have the same shape and form as when  was
sufﬁciently large and negative, however the orientation has been reversed. Thus the interaction of the
two triangles of zeroes is solitonic since they reemerge unchanged, except for the change in orientation.
We note that all the coalescences occur at z = 0, and in all the plots, there is symmetry about the real
axis.
In general, numerical simulations show that for sufﬁciently large andnegative, the zeroes ofUm,n(z; )
form two approximate triangles, one with 12m(m + 1) zeroes and the other with 12n(n + 1) zeroes,
which are well separated. The discriminant of Um,n(z; ), i.e. Dis(Um,n(z; )), is zero when  = 2m −
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Fig. 3. U2,2(z; )
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Fig. 4. U3,2(z; )
1, 2m− 3, . . . , 3, 1,−1,−3, . . . , 3− 2n, 1− 2n. As  increases, some zeroes of Um,n(z; ) coalesce at
z = 0 when  is a root of Dis(Um,n(z; )) = 0. Finally for  sufﬁciently large and positive, the zeroes
of Um,n(z; ) again form two approximate triangles, one with 12m(m + 1) zeroes and the other with
1
2n(n+1) zeroes, similar to those for  negative, except that their positions are interchanged. The motion
of the zeroes as  varies is symmetric about  = m − n and always there is symmetry about the real
axis.
124 P.A. Clarkson / Journal of Computational and Applied Mathematics 178 (2005) 111–129
–20
–10
0
10
20
–30 –20 –10 0 10 20 30 –30 –20 –10 0 10 20 30 –30 –20 –10 0 10 20 30
–30 –20 –10 0 10 20 30 –30 –20 –10 0 10 20 30 –30 –20 –10 0 10 20 30
–30 –20 –10 0 10 20 30 –30 –20 –10 0 10 20 30 –30 –20 –10 0 10 20 30
–20
–10
0
10
20
–20
–10
0
10
20
–20
–10
0
10
20
–20
–10
0
10
20
–20
–10
0
10
20
–20
–10
0
10
20
–20
–10
0
10
20
–20
–10
0
10
20
Fig. 5. U3,2(z; ) (cont.)
3. Algebraic solutions of PV
It is well-known that there is a relationship between solutions of the third Painlevé equation (PIII)
d2v
d	2
= 1
v
(
dv
d	
)2
− 1
	
dv
d	
+ av
2 + b
	
+ cv3 + d
v
, (3.1)
where a, b, c, and d are arbitrary constants, in the generic case when cd = 0 (then we set c = 1 and
d = −1, without loss of generality), and solutions of the special case of PV with  = 0 and  = 0 [10]
(see also [15]). This is given in the following theorem.
Theorem 3.1. Suppose that v = v(	; a, b, 1,−1) is a solution of PIII and
(	)= dv
d	
− εv2 + (1− εa)v
	
, (3.2)
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with ε2 = 1. Then
w(z; , , , )= (	)− 1
(	)+ 1 , z=
1
2	
2, (3.3)
satisﬁes PV with
(, , , )= ((b − εa + 2)2/32,−(b + εa − 2)2/32,−ε, 0). (3.4)
Making the change of variables w(z)= u(	), with z= 12	2, in PV with = 0 yields
d2u
d	2
=
(
1
2u
+ 1
u− 1
)(
du
d	
)2
− 1
	
du
d	
+ 4(u− 1)
2
	2
(
u+ 
u
)
+ 2u. (3.5)
Algebraic solutions of PV with  = 0 and  = 0 are equivalent to rational solutions of (3.5) and so
henceforth we shall only discuss rational solutions of (3.5). These are obtained by substituting the rational
solutions of PIII, which are classiﬁed in the following theorem, into Eqs. (3.2) and (3.3).
Theorem 3.2. PIII with =−= 1, has rational solutions if and only if ± = 4n, with n ∈ Z. These
solutions have the form v=Pm(	)/Qm(	), where Pm(	) andQm(	) are polynomials of degree m with no
common zeroes.
Proof. See Gromak et al. [15, p. 174] (see also [34,36]). 
Consequently we have the following classiﬁcation of rational solutions for Eq. (3.5).
Theorem 3.3. Necessary and sufﬁcient conditions for the existence of rational solutions of (3.5) are
either
(, , )= (122,−18(2n− 1)2,−1), (3.6)
or
(, , )= (18(2n− 1)2,−122, 1), (3.7)
where n ∈ Z and  is arbitrary.
Proof. See [15, Section 38] (see also [34,36]). We remark that the solutions of (3.5) satisfying (3.6) are
related to those satisfying (3.7) by the Bäcklund transformation for PV given byS2 (2.5). Thus we shall
be concerned only with (3.6). 
There are special polynomials associated with the rational solutions of PIII given in Theorem 3.2. These
are given in the following theorem, proved in [5], which generalizes the work of Kajiwara and Masuda
[21].
Theorem 3.4. Suppose that Sn(	; ) satisﬁes the recursion relation
Sn+1Sn−1 =−	
[
Sn
d2Sn
d	2
−
(
dSn
d	
)2]
− Sn dSnd	 + (	+ )S
2
n, (3.8)
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Table 5
Polynomials associated with rational solutions of PIII
S1(	; )= 	+ 
S2(	; )= (	+ )3 − 
S3(	; )= (	+ )6 − 5(	+ )3 + 9(	+ )− 52
S4(	; )= (	+ )10 − 15(	+ )7 + 63(	+ )5 − 225(	+ )3
+ 3152(	+ )2 − 1753(	+ )+ 362
S5(	; )= (	+ )15 − 35(	+ )12 + 252(	+ )10 + 1752(	+ )9 − 2025(	+ )8
+ 9452(	+ )7 − 1225(2 − 9)(	+ )6 − 260822(	+ )5
+ 330753(	+ )4 − 3502(352 + 36)(	+ )3 + 113403(	+ )2
− 2252(492 − 36)(	+ )+ 73(8752 − 828)
with S−1(	; )= S0(	; )= 1. Then
vn = v(	; an, bn, 1,−1)= 1+ dd	
{
ln
[
Sn−1(	; )
Sn(	; + 1)
]}
≡ Sn(	; ) Sn−1(	; + 1)
Sn(	; + 1) Sn−1(	; ) , (3.9)
satisﬁes PIII with an = 2n+ 2+ 1 and bn = 2n− 2− 1.
The polynomials Sn(	; ) deﬁned by (3.8) are given inTable 5 and plots of their zeroes appear in [5]. For
 sufﬁciently large and negative, there is an approximate triangle of zeroes. Then as  increases, the roots
then in turn coalesce and eventually give for  sufﬁciently large and negative, the zeroes form another
approximate triangle with its orientation reversed. Thus the pattern of the zeroes for the polynomials
Sn(	; ) is similar to that for the Umemura polynomials Tn(z; ) in Figs. 1 and 2.
Finally rational solutions of (3.5) are obtained by substituting the rational solutions of PIII given by
(3.9) into (3.2,3.3). Hence, in the case when ε = 1, rational solutions of (3.5) have the form
un(	; )= 	v
′
n(	; )− 	v2n(	; )− 2(n+ )vn(	; )− 	
	v′n(	; )− 	v2n(	; )− 2(n+ )vn(	; )+ 	
,
with vn(	; ) given by (3.9). Consequently we obtain the following result.
Theorem 3.5. Suppose that Sn(	; ) satisﬁes the recursion relation (3.8) with S−1(	; )= S0(	; )= 1.
Then, for n1, the rational solution
un(	; )= Sn(	; )Sn−2(	; )
Sn−1(	; + 1)Sn−1(	; − 1) , (3.10)
satisﬁes (3.5) with parameters given by (3.6).
It is straightforward to any speciﬁc value of n that (3.10) satisﬁes (3.5) with parameters given by (3.6).
However, at present, Theorem 3.5 should be regarded as a conjecture rather than a theorem since we do
not yet have a proof. Some rational solutions of (3.5) are given in Table 6.
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Table 6
Rational solutions of (3.5) with = 	+ 
u1(	; )= /
u2(	; )= 
3 − 
(2 − 1)
u3(	; )= (
6 − 53 + 9− 52)
(3 − 32 + 3− )(3 + 32 + 3− )
u4(	; )= 
3 − 
[6 − 65 + 154 − 5(3+ )3 + 152 − 6+ 6− 52]
× 
10 − 157 + 635 − 2253 + 31522 − 1753+ 362
[6 + 65 + 154 + 5(3− )3 − 53 + 152 − 6− 6− 52]
4. Discussion
In this paper we have studied properties of special polynomials associated with rational and algebraic
solutions of PV. In particular we have demonstrated that the zeroes of these polynomials, which depend
on a parameter, have a remarkable structure. For sufﬁciently large values, positive and negative, of
the parameter, the zeroes have a “triangular” structure. However for small values of the parameter, the
zeroes coalesce and have very striking patterns. These are analogous to the results in [5,6,8], where it is
respectively shown that the zeroes of the special polynomials associated with rational solutions of PII,
PIII and PIV have a very symmetric, regular structure. Further the structure of the discriminants of these
polynomials, in particular the factorization, is rather striking and is probably signiﬁcant and nontrivial.An
explanation and interpretation of these computational results is an interesting open problem. This seems
to be yet another remarkable property of the Painlevé equations, indeed more generally of “integrable”
differential equations.
Acknowledgements
I wish to thank Mark Ablowitz, Carl Bender, Philip Charles, Frédérick Cheyzak, Chris Cosgrove,
Galina Filipuk, Andy Hone, Arieh Iserles, Alexander Its, Nalini Joshi, Elizabeth Mansﬁeld, and Marta
Mazzocco for their helpful comments and illuminating discussions. This research arose whilst involved
with the “Digital Library of Mathematical Functions” project (see http://dlmf.nist.gov), in
particular I thank Frank Olver and Dan Lozier for the opportunity to participate in this project. I also
thank the referee for some helpful comments.
References
[1] M.J. Ablowitz, P.A. Clarkson, Solitons, Nonlinear evolution equations and inverse scattering, Vol. 149, L.M.S. Lecture
Notes in Mathematics, C.U.P., Cambridge, 1991.
[2] M.J. Ablowitz, H. Segur, Solitons and the Inverse Scattering Transform, SIAM, Philadelphia, 1981.
[3] H. Airault, Rational solutions of Painlevé equations, Stud. Appl. Math. 61 (1979) 31–53.
128 P.A. Clarkson / Journal of Computational and Applied Mathematics 178 (2005) 111–129
[4] A.P.Bassom, P.A.Clarkson,A.C.Hicks, Bäcklund transformations and solution hierarchies for the fourth Painlevé equation,
Stud. Appl. Math. 95 (1995) 1–71.
[5] P.A. Clarkson, The third Painlevé equation and associated special polynomials, J. Phys. A: Math. Gen. 36 (2003) 9507–
9532.
[6] P.A. Clarkson, The fourth Painlevé equation and associated special polynomials, J. Math. Phys. 44 (2003) 5350–5374.
[7] P.A. Clarkson, Remarks on theYablonskii–Vorob’ev polynomials, Phys. Lett. A 319 (2003) 137–144.
[8] P.A.Clarkson, E.L.Mansﬁeld,The secondPainlevé equation, its hierarchy and associated special polynomials,Nonlinearity
16 (2003) R1–R26.
[9] S. Fukutani, K. Okamoto, H. Umemura, Special polynomials and the Hirota bilinear relations of the second and fourth
Painlevé equations, Nagoya Math. J. 159 (2000) 179–200.
[10] V.I. Gromak, Theory of Painlevé’s equation, Differential Equations 11 (1975) 285–287.
[11] V.I. Gromak, Solutions of Painlevé’s ﬁfth equation, Differential Equations 12 (1976) 519–521.
[12] V.I. Gromak, Bäcklund transformations of Painlevé equations and their applications, in: R. Conte (Ed.), The Painlevé
Property One Century Later, CRM series in Mathematical Physics, Springer, Berlin, 1999, pp. 687–734.
[13] V.I. Gromak, G.V. Filipuk, Functional relations between solutions of the ﬁfth Painlevé equation, Differential Equations 37
(2001) 614–620.
[14] V.I. Gromak, G.V. Filipuk, TheBäcklund transformations of the ﬁfth Painlevé equation and their applications,Math.Model.
Anal. 6 (2001) 221–230.
[15] V.I. Gromak, I. Laine, S. Shimomura, Painlevé differential equations in the complex plane,Vol. 28, Studies inMathematics,
de Gruyter, Berlin, NewYork, 2002.
[16] E.L. Ince, Ordinary Differential Equations, Dover, NewYork, 1956.
[17] A.R. Its, V.Yu. Novokshënov, The isomonodromic deformation method in the theory of Painlevé equations, Vol. 1191,
Lecture Notes in Mathematics, Springer, Berlin, 1986.
[18] K. Iwasaki, H. Kimura, S. Shimomura, M. Yoshida, From Gauss to Painlevé: a modern theory of special functions, Vol.
16, Aspects of Mathematics E, Viewag, Braunschweig, Germany, 1991.
[19] M. Jimbo, T. Miwa, Y. Mori, M. Sato, Density matrix of an impenetrable Bose gas and the ﬁfth Painlevé transcendent,
Physica, D 1 (1980) 80–158.
[20] K. Kajiwara, T. Masuda, A generalization of determinant formulae for the solutions of Painlevé II and XXXIV equations,
J. Phys. A: Math. Gen. 32 (1999) 3763–3778.
[21] K. Kajiwara, T. Masuda, On the Umemura polynomials for the Painlevé III equation, Phys. Lett. A 260 (1999) 462–467.
[22] K. Kajiwara,Y. Ohta, Determinantal structure of the rational solutions for the Painlevé II equation, J. Math. Phys. 37 (1996)
4393–4704.
[23] K. Kajiwara,Y. Ohta, Determinant structure of the rational solutions for the Painlevé IV equation, J. Phys. A: Math. Gen.
31 (1998) 2431–2446.
[24] Y. Kametaka, M. Noda,Y. Fukui, S. Hirano, A numerical approach to Toda equation and Painlevé II equation, Mem. Fac.
Eng. Ehime Univ. 9 (1986) 1–24.
[25] A.N. Kirillov, M. Taneda, Generalized Umemura polynomials and Hirota–Miwa equations, in: M. Kashiwara, T. Miwa
(Eds.), MathPhys Odyssey is Prog. Math. Phys., Vol. 23, Birkhauser–Boston, Boston, MA, 2002, pp. 313–331.
[26] A.N. Kirillov, M. Taneda, Generalized Umemura polynomials, Rocky Mount. J. Math. 32 (2002) 691–702.
[27] A.V. Kitaev, C.K. Law, J.B. McLeod, Rational solutions of the ﬁfth Painlevé equation, Diff. Int. Eqns. 7 (1994) 967–1000.
[28] T. Masuda, On a class of algebraic solutions to Painlevé VI equation, its determinant formula and coalescence cascade,
Funkcial. Ekvac. 46 (2003) 121–171.
[29] T. Masuda, Classical transcendental solutions of the Painlevé equations and their degeneration, preprint
arXiv:nlin.SI/0302026, 2003.
[30] T. Masuda, Y. Ohta, K. Kajiwara, A determinant formula for a class of rational solutions of Painlevé V equation, Nagoya
Math. J. 168 (2002) 1–25.
[31] M. Mazzocco, Rational solutions of the Painlevé VI equation, J. Phys. A: Math. Gen. 34 (2001) 2281–2294.
[32] B.M. McCoy, J.H.H. Perk, R.E. Shrock, Correlation functions of the transverse Ising chain at the critical ﬁeld for large
temporal and spatial separations, Nucl. Phys. B 220 [FS 8] (1983) 269–282.
[33] B.M. McCoy, S. Tang, Connection formulae for Painlevé functions. I, Physica 19 D (1986) 42–72.
[34] A.E.Milne, P.A. Clarkson,A.P. Bassom, Bäcklund transformations and solution hierarchies for the third Painlevé equation,
Stud. Appl. Math. 98 (1997) 139–194.
P.A. Clarkson / Journal of Computational and Applied Mathematics 178 (2005) 111–129 129
[35] Y. Murata, Rational solutions of the second and the fourth Painlevé equations, Funkcial. Ekvac. 28 (1985) 1–32.
[36] Y. Murata, Classical solutions of the third Painlevé equations, Nagoya Math. J. 139 (1995) 37–65.
[37] M. Noumi, S. Okada, K. Okamoto, H. Umemura, Special polynomials associated with the Painlevé equations II, in: M.-H.
Saito,Y. Shimizu, R. Ueno (Eds.), Integrable Systems andAlgebraic Geometry,World Scientiﬁc, Singapore, 1998, pp. 349
–372.
[38] M. Noumi,Y.Yamada, Umemura polynomials for the Painlevé V equation, Phys. Lett. A 247 (1998) 65–69.
[39] M. Noumi,Y.Yamada, Symmetries in the fourth Painlevé equation and Okamoto polynomials, NagoyaMath. J. 153 (1999)
53–86.
[40] Y. Ohyama, On the third Painlevé equations of typeD7, preprint, Department of Pure andApplied Mathematics, Graduate
School of Information Science and Technology, Osaka University (http://www.math.sci.osaka-u.ac.
jp/ ohyama/ohyama-home.html) 2001.
[41] K. Okamoto, Studies on the Painlevé equations III. Second and fourth Painlevé equations, PII and PIV, Math. Ann. 275
(1986) 221–255.
[42] M. Taneda, Remarks on theYablonskii–Vorob’ev polynomials, Nagoya Math. J. 159 (2000) 87–111.
[43] M. Taneda, Polynomials associated with an algebraic solution of the sixth Painlevé equation, Japan. J. Math. 27 (2001)
257–274.
[44] M.Taneda, Representation of Umemura polynomials for the sixth Painlevé equation by the generalized Jacobi polynomials,
in: A.N. Kirillov, A. Tsuchiya, H. Umemura (Eds.), Physics and Combinatorics, World Scientiﬁc, Singapore, 2001, pp.
366–376.
[45] C.A. Tracy, H.Widom, Random unitary matrices, permutations and Painlevé, Commun. Math. Phys. 207 (1999) 665–685.
[46] H. Umemura, Special polynomials associated with the Painlevé equations. I, preprint; unpublished proceedings of Theory
of Nonlinear Special Functions: the Painlevé Transcendents, Montreal, Canada, 1996.
[47] H. Umemura, Painlevé equations and classical functions, Sugaku Expositions 11 (1998) 77–100.
[48] H. Umemura, Painlevé equations in the past 100Years, A.M.S. Translations 204 (2001) 81–110.
[49] A.P. Vorob’ev, On rational solutions of the second Painlevé equation, Differential Equations 1 (1965) 58–59.
[50] A.I. Yablonskii, On rational solutions of the second Painlevé equation, Vesti Akad. Navuk. BSSR Ser. Fiz. Tkh. Nauk. 3
(1959) 30–35 (in Russian).
[51] Y.Yamada, Special polynomials and generalized Painlevé equations, in: K. Koike, M. Kashiwara, S. Okada, I. Terada, H.F.
Yamada (Eds.), Combinatorial Methods in Representation Theory, Adv. Stud. Pure Math. 28 Kinokuniya, Tokyo, Japan,
2000, pp. 391–400.
[52] W.-J. Yuan,Y.-Z. Li, Rational solutions of Painlevé equations, Canad. J. Math. 54 (2002) 648–670.
