Ethanol is the most frequently identified compound in forensic toxicology. Although confirmation involving mass spectrometry is desirable, relatively few methods have been published to date. A novel technique utilizing a Dean's Switch to simultaneously quantitate and confirm ethyl alcohol by flame-ionization (FID) and mass spectrometric (MS) detection after headspace sampling and gas chromatographic separation is presented. Using 100 µL of sample, the limits of detection and quantitation were 0.005 and 0.010 g/dL, respectively. The zero-order linear range (r 2 > 0.990) was determined to span the concentrations of 0.010 to 1.000 g/dL. The coefficient of variation of replicate analyses was less than 3.1%. Quantitative accuracy was within ±8%, ±6%, ±3%, and ±1.5% at concentrations of 0.010, 0.025, 0.080, and 0.300 g/dL, respectively. In addition, 1,1-difluoroethane was validated for qualitative identification by this method. The validated FID-MS method provides a procedure for the quantitation of ethyl alcohol in blood by FID with simultaneous confirmation by MS and can also be utilized as an identification method for inhalants such as 1,1-difluoroethane.
Introduction
Ethanol is the most common analyte identified in forensic toxicology laboratories (1) . Headspace gas chromatography with flame-ionization detection (HS-GC-FID) has become the gold standard for ethanol analysis because of its ease of automation, sensitivity, accuracy, and relative specificity. To enhance specificity, many HS-GC-FID procedures use dualcolumn confirmation, which involves injecting a single sample and splitting to two chromatographic columns of sufficiently different polarity to change retention and elution order of ethanol and other volatiles of interest (2, 3) .
Although desirable for increased specificity, relatively few mass spectrometric (MS) methods for ethanol analysis have been published to date. One published method determined the concentration of ethanol in blood specimens utilizing HS-GC-MS using n-propanol as the internal standard, but was only validated up to 0.2 g/dL of ethanol, required 1 mL of sample, and used a different instrument method to test for inhalants (4) . A second published method required 250 µL of sample and utilized a GC-FID system to presumptively identify and quantitate ethanol followed by transfer of the vials and reanalysis on a separate GC-MS system for qualitative confirmation (5) .
The aim of this study was to develop and validate a novel technique utilizing a Dean's Switch to simultaneously quantitate and confirm ethyl alcohol by FID and MS detection after HS sampling and GC separation. This method combines the simplicity and robustness of an HS-GC-FID quantitative procedure with the unequivocal confirmation generated through MS. Additional advantages which provide effectiveness and efficiency for routine blood alcohol analysis include a small sample volume of 100 µL, a demonstrated linear range of 0.010 to 1.000 g/dL, a single instrument used for quantitation and confirmation, and simultaneous analysis for ethanol and other volatiles that might be used as inhalants, such as 1,1-difluoroethane.
purchased from Cliniqa (catalog no. 93221, San Marcos, CA).
Additional reagents and consumable supplies used were as follows: ethanol, ethyl acetate, chloroform, acetonitrile, acetaldehyde, heptane, toluene, n-butyl acetate, 1-chlorobutane, pentane, and isoamyl alcohol (catalog nos., respectively, EX0278-1, EX0241-1, CX1054-1, AX0146-6, AX0025-4, HX0078-1, TX0737-1, BX1735-5, CX0914-1, PX0166-1, AX1440-3, EMD Chemicals, Gibbstown, NJ); methylene chloride (catalog no. 300-4, Burdick and Jackson, Muskegon, MI); hexanes (catalog no. 9262-03, J.T. Baker, Phillipsburg, NJ); npropanol (catalog no. 41842, Alfa Aesar, Ward Hill, MA); isoflurane, sevoflurane, and desflurane (catalog nos., respectively, 1349003, 1612540, 1171900, U.S. Pharmacopeia, Rockville, MD); 1,1-difluoroethane (catalog no., 295264-100G, Aldrich, St. Louis, MO); deionized water (catalog no. W2-4, Fisher Scientific, Pittsburgh, PA); 20-mL glass round bottom headspace vials and 20-mm crimp-top seals (catalog nos., respectively, C4020-2, C4020-3A, National Scientific, Rockwood, TN); and 20-mm grey butyl stoppers (catalog no. 73827-21, Kimble Chase, Vineland, NJ).
Normal propanol internal standard was prepared at a concentration of 0.01% by volume (% v/v) in deionized water. One ethanol standard at 2.0 g/dL in whole blood and urine and two in deionized water were prepared. The 2.0 g/dL stock solution was then diluted with whole blood, urine, and deionized water to prepare four sets of ethanol standards, one in whole blood and urine and two in deionized water, at 1.000, 0.500, 0.300, 0.080, 0.025, 0.010, and 0.005 g/dL. Controls were also prepared in deionized water at 0.010 and 0.005 g/dL from a 2.0 g/dL stock solution. Equipment included Reference ® pipettes with disposable tips (Eppendorf, Westbury, NY), a Hamilton Microlab ® 503A diluter/dispenser with a 1-mL reagent syringe and 100-µL sample syringe (Hamilton, Reno NV), and a manual crimper.
The instrumentation used for analysis was an Agilent (Palo Alto, CA) G1888 HS sampler with a 7890A series GC equipped with a Dean's Switch, FID, and 5975C series MS. The analytical column used was a DB-ALC1 (Agilent, Palo Alto, CA) fusedsilica capillary column with dimensions of 30 m × 0.32-mm i.d. and a 1.8-µm film thickness. The Dean's Switch was configured using a 1:1 split ratio to the FID and MS according to the manufacturer's instructions using fused-silica capillary restrictors with dimensions of 1.06 m × 0.18 mm to the FID and 2.89 m × 0.18 mm to the MS. Helium was used as the carrier gas. All gases were ultra-high purity.
Method

Sample preparation
One-hundred microliters of sample (calibrators, controls, and case samples) was mixed with 1 mL of internal standard and placed in a 20-mL headspace vial with the Hamilton Microlab ® 503A diluter/dispenser. The vials were then crimp sealed and placed on the instrument for analysis.
For routine casework analysis as well as the case comparison crossover study, one aqueous standard from Cerilliant at 0.020, 0.100, 0.200, and 0.500 g/dL was used to generate the linear (origin not included) calibration curve. To verify the calibration the whole blood volatiles control from Cliniqa with a target concentration of 0.08 g/dL ethanol and aqueous standards from Cerilliant at 0.025 and 0.300 g/dL were prepared in duplicate. One set of controls was analyzed prior to case samples and one set immediately after case samples. An internal standard blank negative control was also prepared with deionized water and analyzed after the 0.500 g/dL calibrator. All case samples were prepared in duplicate.
Instrumental analysis
All samples were analyzed on the HS-GC-FID-MS instrumentation described with a headspace oven temperature of 50°C. The HS loop and transfer line temperatures were set at 70°C and 90°C, respectively. Vial equilibration was set at 20 min. The vial pressurization was set at 15 psi for 0.15 min. Injection, loop fill, and loop equilibration times were set at 0.50, 0.15, and 0.05 min, respectively. Multi HS Extraction and vial shaking were set to off. The GC cycle time was set at 13.5 minutes. For the GC, a constant helium flow rate of 3 mL/min was used. The injection port temperature was maintained at 90°C with a 5:1 split injection of the headspace and a septum purge flow of 3 mL/min. The initial GC oven temperature of 35°C was held for 2 min and then ramped at 25°C/min to a final temperature of 90°C, which was held for 4.3 min. The total GC run time was 8.5 min/sample. Both restrictors were set at a constant helium flow of 2 mL/min. The FID temperature was maintained at 300°C with hydrogen, air, and constant column plus helium makeup pressures of 40, 450, and 50 psi, respectively. The FID signal was zeroed at 0 min with a data collection rate of 10 Hz. The MS transfer line was maintained at 280°C. The MS source and quadrupole were maintained at 230°C and 150°C, respectively. The MS electron multiplier voltage was set to a gain factor of 1 (tuned using Agilent Chemstation Gain Tune followed by Low Mass Auto Tune). The scan range was set at 20 to 200 with a threshold of 150 and a sample number of 4, which resulted in a scan rate of 2.02 scans/s. The instrument parameters are summarized in Table I . Quantitation was performed using the response ratio of the FID response of ethanol to n-propanol. A typical chromatogram from the FID signal and total ion chromatogram (TIC) from the MS of the Cliniqa whole blood control is presented in Figure 1 . The corresponding mass spectra for each target compound and internal standard are presented in Figure 2 .
Validation
The analysis of ethanol by HS-GC-FID-MS method was validated by evaluating headspace oven thermostat time, thermostat stability, sensitivity, linearity, matrix effects, carryover, repeatability, drift/bias, specificity, reportable range, and a crossover case comparison. The general validation scheme described previously (6, 7) , which has been used to validate numerous methods within the Toxicology Unit at the Palm Beach County Sheriff's Office (PBSO), was expanded to include evaluations of additional parameters specific to this type of analysis. All instrumental parameters were determined prior to the start of validation as part of method development and optimization with the exception of the HS oven thermostat time which was determined in the first step of validation as follows. The parameters are summarized in Table I .
Headspace oven thermostat time was evaluated by analyzing 30 Cerilliant ethanol standards at 0.100 g/dL with an incremented HS oven thermostat time. The standards were analyzed to evaluate thermostat times of 1 to 30 min incremented by 1 min for each successive standard. Linearity, matrix effects, sensitivity, carryover, and thermostat stability were evaluated by analyzing the ethanol standards prepared in whole blood, urine, and deionized water. One replicate of each of the 0.005 to 1.000 g/dL standards were analyzed in succession with a matrix matched internal standard blank prepared and analyzed after the 1.000 g/dL standard.
Linearity, sensitivity, and carryover were further evaluated by analyzing another set of ethanol standards prepared in deionized water, with calibrators prepared from 0.005 to 1.000 g/dL and controls prepared at 0.005 and 0.010 g/dL. One replicate of each of the 0.005 to 1.000 g/dL standards were analyzed in succession followed by a matrix matched internal standard blank and 10 replicates of each of the control levels at 0.005 and 0.010 g/dL. This was performed on three separate days by three different analysts.
The linearity of the typical calibration range that will be used for casework was also evaluated along with further evaluation of carryover. Throughout the validation process the typical calibrators used for casework (0.020, 0.100, 0.200, and 0.500 g/dL from Cerilliant) along with an internal standard blank analyzed after the 0.500 g/dL calibrator were analyzed 18 times on 18 different days by 4 different analysts.
Within-run and between-run repeatability was evaluated by analyzing 10 replicates of the 0.025, 0.080, and 0.300 g/dL prepared whole blood standards along with the typical calibrators utilized for casework and an internal standard blank analyzed after the 0.500 g/dL calibrator on four separate days by four different analysts. These levels were chosen to evaluate repeatability at the levels that will be used for routine casework. Also, the repeatability at the LOQ of the method, 0.010 g/dL, was evaluated by analyzing 10 replicates of a prepared 0.010 g/dL aqueous control along with prepared aqueous calibrators from 0.010 to 1.000 g/dL and an internal standard blank analyzed after the 1.000 g/dL calibrator.
Within-run repeatability was further evaluated along with an evaluation of drift/bias throughout a batch by analyzing 65 replicates each of the standards that will be used as controls for routine casework. These include Cerilliant aqueous standards at 0.025 and 0.300 g/dL and the Cliniqa whole blood volatiles control (verified to be 0.075 g/dL ethanol). The standards were analyzed immediately after an internal standard blank and the 4 calibrator standards from Cerilliant (0.020, 0.100, 0.200, and 0.500 g/dL) on three separate days.
Specificity was evaluated by analyzing common volatile solvents, inhalation anesthetics, and 1,1-difluoroethane (DFE). A Cliniqa whole blood volatiles standard was also analyzed and had standard target concentrations for methanol, ethanol, acetone, and isopropanol of 0.04, 0.08, 0.04, and 0.04 g/dL, respectively. Volatile solvents used for analysis were prepared by adding 5 µL of ethyl acetate, chloroform, methylene chloride, acetonitrile, heptane, toluene, n-butyl acetate, 1-chlorobutane, pentane, and isoamyl alcohol to 10 mL of deionized water. The solutions of acetaldehyde and hexane were prepared by adding 2 and 10 µL, respectively, to 10 mL of deionized water. Isoflurane, sevoflurane, and desflurane aqueous solutions were prepared at 0.025, 0.10, and 0.10% v/v, respectively. DFE was prepared at 270, 27, and 2.7 µg/mL in deionized water. All prepared solutions along with the Cliniqa whole blood volatiles control were then prepared for analysis by diluting 100 µL with 1 mL of n-propanol internal standard as described.
A case comparison crossover study was conducted by reanalyzing case samples as well as proficiency samples that were analyzed with an established HS-GC-FID method that was in use for casework (8) . The case samples were submitted to the laboratory in routine driving under the influence and sexual assault cases and were antemortem whole blood. The proficiency samples were from two cycles of the Florida Department of Law Enforcement Alcohol Testing Program (FDLE ATP) proficiency tests. Briefly, the HS-GC-FID method used a Perkin Elmer HS40XL headspace autosampler and AutosystemXL GC equipped with dual columns and dual FIDs. A single injection from the autosampler was split using a glass y-splitter onto a DB-ALC1 (30 m × 0.53 mm × 3 µm) and DB-ALC2 (30 m × 0.53 mm × 2 µm) column (Agilent). Sample preparation was identical with 100 µL of sample being diluted with 1 mL of 0.01% v/v n-propanol internal standard using the Hamilton diluter/dispenser. Quantitation was performed on channel A (DB-ALC1) by using the response ratio of ethanol to n-propanol. Channel B (DB-ALC2) was used for qualitative confirmation. The headspace vials, vial closures, internal standard, calibrators, and controls used were identical in both methods. Calibrators were aqueous ethanol standards from Cerilliant at 0.020, 0.100, 0.200, and 0.500 g/dL. Controls included an internal standard blank, the whole blood control from Cliniqa with a target ethanol concentration of 0.08 g/dL, and aqueous ethanol standards from Cerilliant at 0.025, and 0.300 g/dL. A total of 81 samples were compared between the two methods: 59 positive for ethanol and 22 negative for ethanol.
Results
Thermostatting oven temperature was set at 50°C to maximize partitioning of the volatiles into the headspace while not causing degradation of ethanol to acetaldehyde in whole blood specimens during equilibration (9) . The equilibration time was evaluated from 1 to 30 min at 0.100 g/dL by plotting the instrument response in terms of peak area versus time. Equilibrium was reached for ethanol and the internal standard npropanol at 10 min of thermostatting at 50°C. Vials should therefore be heated for at least 10 min to ensure equilibrium of the volatiles concentration between the liquid and headspace is achieved. Once the first vial is incubated, the instrument software is configured to have subsequent vials ready for injection at the conclusion of each analytical run. This causes the rate limiting step of sample analysis to be the analytical run time and not the thermostatting time. Therefore, 20 min was chosen as the set point for the method to be comparable to the existing HS-GC-FID procedure. Ethanol has been shown to degrade while thermostatting whole blood samples at temperatures greater than 50°C (9, 10) . To prevent the oxidative loss of ethanol in whole blood while thermostatting for headspace analysis, addition of sodium dithionite as an inhibitor (10) or temperatures less than or equal to 50°C have been recommended (9) . To verify that no ethanol degradation occurs through oxidative loss during ther- mostatting at 50°C for 20 min without the use of sodium dithionite, prepared whole blood standards from 0.005 to 1.000 g/dL ethanol were analyzed. No detectable amounts of acetaldehyde (the product of oxidation of ethanol by oxyhemoglobin in whole blood) were present in whole blood standards up to 1.000 g/dL. Thermostatting at 50°C for 20 min without the addition of sodium dithionite did not cause degradation of ethanol present in whole blood samples to acetaldehyde.
To evaluate the limits of detection (LOD) and quantitation (LOQ), ethanol standards prepared in whole blood, urine, and aqueous matrices down to 0.005 g/dL were analyzed. The quantitative results obtained were within ± 22% of the target prepared concentration at 0.005 g/dL and within ± 9% at 0.010 g/dL for all matrices, as shown in Table II . Further evaluation of 10 replicates of prepared aqueous controls at 0.005 and 0.010 g/dL repeated on three days by three different analysts yielded quantitative results within ± 18% at 0.005 g/dL and within ± 8% at 0.010 g/dL, as shown in Table III . For ethanol quantitation, it has been recommended that the accuracy of all calibrators be within ± 10% (11) . Quantitation and confirmation are performed simultaneously by FID and MS, respectively. The signal-to-noise ratio (S/N) of the 0.005 g/dL standard was greater than 24:1 by FID and greater than 3.5:1 by MS for all matrices as shown in Table II . Recommended S/N for the LOQ and LOD are 10:1 and 3:1, respectively (12) . Considering the recommended accuracy and S/N ratio, the LOD by MS and LOQ by FID for ethanol were determined to be 0.005 and 0.010 g/dL, respectively. The observed sensitivity of the method was more than sufficient for routine casework, as routine calibration will be conducted down to 0.020 g/dL with a reporting limit of 0.010 g/dL. Linearity was evaluated by analyzing the prepared ethanol standards. The method was shown to be linear with a coefficient of determination (r 2 ) of 1.000 for all matrices from 0.010 to 1.000 g/dL. The linear (not including the origin) calibration curves that were generated for the aqueous, urine, and whole blood standards are displayed in Figure 3 . Linearity was further verified by analyzing a second set of ethanol standards prepared in deionized water from 0.005 to 1.000 g/dL by three different analysts on three different days. All three calibration curves from 0.010 to 1.000 g/dL yielded an r 2 of 1.000. The typical calibration range used for casework (0.020 to 0.500 g/dL) was also evaluated throughout the validation process by analyzing the Cerilliant calibrators at concentrations of 0.020, 0.100, 0.200, and 0.500 g/dL 18 times on 18 different days by 4 different analysts. Each calibration curve yielded an r 2 of 1.000. The concentration of all calibrators in all experiments was within 0.005 g/dL or 5% (whichever is larger) of the target concentration. The method was shown to be linear from 0.010 to 1.000 g/dL and is suitable for the typical calibration used for casework (0.020 to 0.500 g/dL).
The effect of various matrices on the partitioning of ethanol and other volatiles has been documented (13-16). Techniques to minimize or eliminate these matrix effects include changing equilibration time and temperature, the use of salting-out agents, specimen dilution, and use of different internal standards as well as modifying a multitude of GC conditions. A significant sample dilution (5:1 or greater) was one technique studied that was shown to effectively eliminate this matrix effect (13) . To verify the elimination of a matrix effect at an 11:1 sample dilution, standards prepared in three matrices (deionized water, urine, and whole blood) over a concentration range of 0.005 to 1.000 g/dL were analyzed using the procedure. The calibration curves generated from each matrix were virtually identical when comparing the slope, y-intercept, and r 2 as shown in Figure 3 . Correlation between the instrument responses for whole blood and urine standards were also com- to aqueous standards by plotting the instrument response (ethanol/n-propanol response ratio) and evaluating the coefficient of determination of the resulting curve. Good correlation was observed for both blood (r 2 = 0.9999) and urine (r 2 = 1.000) as compared to aqueous (Figure 4 ). There were no observed matrix effects between water and whole blood or water and urine standards. Therefore, aqueous ethanol standards may be used as calibrators and controls when analyzing whole blood or urine samples. As described in the Sample preparation section, aqueous standards will be used for calibrators and controls along with a whole blood control for routine casework.
Matrix-matched internal standard blank controls were prepared and analyzed immediately after the 1.000 g/dL prepared standard for each of the three matrices. The possibility of carryover was evaluated for both the sampling process with the Hamilton dilutor/dispenser as well as during analysis by the instrument. No carryover of ethanol due to either sampling or analyzing matrix matched blank samples immediately after a 1.000 g/dL ethanol standard for any of the matrices studied (human whole blood, human urine, deionized water) was observed. Carryover was further evaluated by analyzing a second set of ethanol standards prepared in deionized water from 0.005 to 1.000 g/dL along with an internal standard blank analyzed after the 1.000 g/dL standard by three different analysts on three different days. No carryover of ethanol was observed. Also, throughout the validation process Cerilliant calibrators at concentrations of 0.020, 0.100, 0.200, and 0.500 g/dL along with an internal standard blank analyzed after the 0.500 g/dL calibrator were analyzed 18 times on 18 different days by 4 different analysts. No carryover of ethanol was observed. In PBSO casework, no sample has ever had a concentration greater than 0.500 g/dL. Therefore calibrators, controls, and case samples may be run consecutively without blanks on the instrument or additional rinsing of the dilutor/dispenser in between. For routine casework, as described in the sample preparation section, at least one internal standard blank will be prepared and analyzed after the 0.500 g/dL calibrator for each batch of cases.
The headspace autosampler used in this method has 70 vial positions. An internal standard blank followed by four calibrators was analyzed along with 65 replicates of each of the controls that will be routinely used for casework (0.025 and 0.300 aqueous from Cerilliant and 0.08 whole blood from Cliniqa). Data was evaluated limiting the number of vials to 45 (40 replicates with 1 internal standard blank and 4 calibrators) compared to the full 70 vials (65 replicates with 1 internal standard blank and 4 calibrators). Positive drift/bias was observed as the sequence progressed when running 65 replicates and was significant at 0.300 g/dL, causing the minimum and maximum observed concentrations to be outside the Florida Administrative Code (FAC) precision requirement of ±0.01 g/dL for legal blood alcohol determinations in the state of Florida (17) . By limiting the total batch size to 45 (40 replicates) the drift was mitigated and acceptable minimum and maximum ranges were observed at all three levels. The data are presented in Table IV . To address this for casework, no more than 40 vials will be analyzed in any one batch of samples, with two replicates of each positive level of quality control material analyzed. One replicate at each positive level will be analyzed prior to case samples and one replicate at each positive level will be analyzed after case samples.
Replicates of prepared whole blood ethanol standards were also analyzed to verify the precision and accuracy of the method when analyzing whole blood. As mentioned previously, the stated criterion in the FAC for precision is that replicate samples must agree within ± 0.01 g/dL. Through the authors' validation and experience with the HS-GC-FID ethanol quantitation procedure, acceptable criteria for accuracy was established as within ± 0.005 g/dL or ± 5% (whichever is larger) of the true value. Recommended accuracy of quality control materials is ± 20% (or ± 30% at or near the concentration of the LOQ) for most drugs (9), but ± 10% may be more appropriate for ethanol. The 0.025, 0.080, and 0.300 g/dL whole blood prepared standards were analyzed a total of 40 times each (10 replicates of each level by four different analysts on four different days) to evaluate within-run and between-run precision and accuracy. These data are presented in Tables V and VI . Additionally, as described, 65 replicates of each of the controls that will be routinely used for casework (0.025 and 0.300 aqueous from Cerilliant and 0.08 whole blood from Clinqa) were analyzed. The data from the 65 replicates for within-run precision and accuracy was limited to 40 replicates as described in the drift/bias evaluation shown in Table IV . Repeatability at 0.010 g/dL, the LOQ of the method, was evaluated by analyzing 10 replicates of a prepared aqueous standard on three different days by three different analysts and is shown in Table III . The coefficient of variation (CV) for within-run and between-run precision for all levels was less than 3.1%. The largest observed difference between the minimum and maximum of the replicates was 0.007 g/dL at the 0.300 g/dL level. Quantitative accuracy was within ±8%, ±6%, ±3%, and ±1.5% for the 0.010, 0.025, 0.080, and 0.300 g/dL concentrations, respectively. All quantitative results were within the stated acceptable ranges (±0.005 or ±5%, whichever is larger). Several volatiles having similar properties to ethanol were prepared and analyzed along with internal standard blanks prepared with three different matrices (deionized water, urine, and whole blood) to verify the specificity of the method for ethanol and the internal standard n-propanol. The list of compounds studied along with the retention times for each detector is presented in Table VII . Because of the design of the Dean's Switch, even when configured for a 1:1 split ratio, the retention times for each detector will be slightly different. The grade of hexanes used in the experiment was > 95% n-hexane and cyclohexane was not detected. The prepared desflurane solution yielded a single peak that was tentatively identified as pentafluoroethane by a spectral library match (NIST 2008 database) which appeared to be a breakdown product from desflurane. No intact desflurane was detected. None of the compounds studied interfered with ethanol or n-propanol. There were no matrix interferences observed in the internal standard blanks prepared in three different matrices. The combination of headspace sampling, GC (DB-ALC1 column), and dual detection by FID and MS provided for the specific identification of the target, ethanol, and the internal standard, n-propanol, as well as the other volatiles studied.
Eighty-one whole blood samples were analyzed in duplicate by this method, 59 of which had quantitative ethyl alcohol results obtained by the HS-GC-FID ethanol quantitation procedure. All qualitative results were identical. All quantitative results showed good correlation (quantitative values agreed 
Estimation of Uncertainty
An estimation of uncertainty of measurement was conducted to meet requirements set forth as part of the ASCLD/LAB-International accreditation program which currently accredits forensic science laboratories to the ISO/IEC 17025:2005 (18) and the 2011 ASCLD/LAB-International Supplemental Requirements (19).
The estimation of uncertainty of measurement was determined for this procedure based on an internationally agreed upon approach to estimating and expressing measurement uncertainty (20) (21) (22) . The approach involves the development of an uncertainty budget identifying all potential sources of uncertainty including both Type A and Type B uncertainty. Type A uncertainty is defined as uncertainty derived by statistical analysis of experimental data. Type A uncertainty results from the repeatability of control data which is scattered in a random fashion due to the laws of chance and thus has a normal Gaussian-shaped distribution. For the determination of the Type A component, repeatability was calculated using data from a 0.025 g/dL control analyzed both throughout validation and in over four months of routine casework. Type B uncertainty is that uncertainty that cannot be evaluated by a statistical means. Type B uncertainty results from the inherent biases in measuring systems and quantitative analytical methods such as uncertainty associated with calibration, weighing, pipetting, and sampling. Sources of Type B uncertainty taken into account included the accuracy of reference material and precision of the sampling device (the Hamilton diluter/dispenser) utilized during sample preparation. Precision of the diluter/dispenser associated with the sampling of calibrators, internal standard, and samples was included.
All of the contributing uncertainties were combined in a mathematical model that best represents their interactions in the measurement process. The model yields an estimated combined measurement of uncertainty (U combined ) for the entire procedure. An expanded uncertainty of measurement (U expanded ) at a specified confidence level was determined by multiplying the combined uncertainty by the coverage factor (k corr ) associated with the amount of historical data available. The expanded measurement of uncertainty (U expanded ) was calculated by multiplying the combined measurement of uncertainty (U combined ) by the correction factor of 3.23 (degrees of freedom equal to 60) (23). The combined measurement of uncertainty (U combined ) associated with this method for quantitative analysis of ethanol in whole blood was ±2.01%. The expanded measurement of uncertainty (U expanded ) associated with this method 
Discussion
This laboratory had an existing validated method for ethanol analysis by dual column HS-GC-FID, as described in the Validation section. One goal in the development of the HS-GC-FID-MS method was that the same sample preparation could be used (sample volume requirements and internal standard) to obtain similar instrument performance. For the HS-GC-FID method, the LOD and LOQ was 0.005 and 0.020 g/dL, respectively. The zero-order linear range (r 2 = 0.9998) was validated to cover the range of 0.020 to 1.000 g/dL. Quantitative accuracy was within ± 6.4%, ± 1.3%, and ± 1.1% at control concentrations of 0.044, 0.080, and 0.300 g/dL, respectively. The CV of replicate analyses for these three control levels was less than 5%. Therefore, the HS-GC-FID-MS method did obtain similar instrument performance as the HS-GC-FID method. Various settings on the HS-GC-FID-MS were evaluated during method development to achieve similar performance. A summary of select variables examined is presented in Table VIII. DFE was also validated for qualitative identification by this method. Standards were evaluated in human whole blood, human urine and deionized water matrices over a concentration range of 2.6-52 µg/mL. DFE did elute with the air peak on the MS, but good quality scan spectra was obtained with subtraction. The FID signal, MS TIC, and MS extracted ion chromatogram for the 2.6 µg/mL control in deionized water are presented in Figure  5 . The corresponding scan mass spectrum is presented in Figure 6 . For qualitative analysis, sufficient correlation was observed for urine (r 2 = 1.0) and blood (r 2 = 0.98) when compared to aqueous standards. Using 100 µL of sample the LOD was ≤ 2.6 µg/mL. Reported levels in death cases for DFE in blood and urine range from 30 to 192 µg/mL (24) (25) (26) (27) (28) . The CV of replicate within-run and between-run analyses was less than 2% and 8%, respectively. Because the same procedure was used, specificity data from the ethanol validation was used to confirm that volatiles listed in Table VII did not interfere with 1,1-difluoroethane. Further work will be conducted to evaluate the performance of this method with other volatiles that might be used as inhalants such as toluene, 1,1,1,2-tetrafluoroethane, and chlorodifluoromethane.
Conclusions
A novel method has been validated for the quantitation of ethanol by HS-GC-FID combined with simultaneous confirmation by MS. Through validation, this method was shown to possess all the hallmark characteristics of a solid analytical method. The method was shown to possess excellent sensitivity, selectivity, repeatability, robustness, linearity, and ease of use. This method can be used for routine alcohol analysis to provide reliable quantitative data combined with unquestionable confirmation of ethanol and many other volatiles potentially present in blood and urine specimens.
