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Adaptive Discontinuous Galerkin Methods on
Polytopic Meshes
Joe Collis and Paul Houston
Abstract In this article we consider the application of discontinuous Galerkin finite
element methods, defined on agglomerated meshes consisting of general polytopic
elements, to the numerical approximation of partial differential equation problems
posed on complicated geometries. Here, we assume that the underlying computa-
tional domain may be accurately represented by a geometry-conforming fine mesh
Tfine; the resulting coarse mesh is then constructed based on employing standard
graph partitioning algorithms. To improve the accuracy of the computed numerical
approximation, we consider the development of goal–oriented adaptation techniques
within an automatic mesh refinement strategy. In this setting, elements marked for
refinement are subdivided by locally constructing finer agglomerates; should further
resolution of the underlying fine mesh Tfine be required, then adaptive refinement
of Tfine will also be undertaken. As an example of the application of these tech-
niques, we consider the numerical approximation of the linear elasticity equations
for a homogeneous isotropic material. In particular, the performance of the proposed
adaptive refinement algorithm is studied for the computation of the (scaled) effective
Young’s modulus of a section of trabecular bone.
1 Introduction
Over the last couple of decades extensive work has been undertaken on the de-
sign and mathematical analysis of numerical methods for the approximation of
partial differential equations (PDEs) based on exploiting general meshes consist-
ing of polytopic elements, i.e., polygons/polyhedra in two–/three–dimensions, re-
spectively. In particular, we mention the Polygonal Finite Element Method [34],
the Extended Finite Element Method [21], the Mimetic Finite Difference Method
[11, 12, 18], the Virtual Element Method [10], the Hybrid High Order Method
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[19, 20], the Composite Finite Element Method [2, 24, 25, 26], and the closely
related Agglomerated Discontinuous Galerkin (DG) method [5, 7, 8]. The exploita-
tion of general polytopic elements offers great flexibility for mesh generation, and
moreover allows for sequences of nested, successively coarser, meshes to be gener-
ated for use within multli-level solvers, such as multigrid and domain decomposition
preconditioners, cf. [3, 4, 6, 22], for example. We point out that polytopic elements
naturally arise when fictitious domain methods, unfitted methods or overlapping
meshes are employed, cf. [13, 14, 15, 28, 30], for example.
The motivation here for employing polytopic elements is very much inspired by
the work undertaken by Hackbusch and Sauter on Composite Finite Element meth-
ods in the articles [25, 26]; for the extension to DG methods, we refer to [2, 24].
Here, polytopic elements allow for the construction of a geometry-conforming mesh
with a very small number of elements, irrespective of the complexity of the under-
lying domain; as an example in Figure 1 we consider a section of trabecular bone
which will be treated in Section 5.2 below. Indeed, by removing the need to have
standard-shaped elements, i.e., triangles/quadrilaterals in two-dimensions and tetra-
hedra/hexahedra/prisms/pyramids in three-dimensions, highly complex geometries
may be accurately meshed using a small number of (polytopic) elements. In the
series of articles [2, 24, 25, 26], the underlying mesh is constructed based on adap-
tively refining an overlapping mesh and removing elements which do not lie inside
the domain until a suitably accurate representation of the given geometry is com-
puted. By exploiting the underlying tree structure generated by this adaptive refine-
ment procedure, general polytopic elements are formed by agglomerating elements
which share the same parent; for a review of this approach in the DG setting, we
refer to [1]. The generation of such coarse meshes is advantageous from a computa-
tional point of view, in the sense that coarse approximations may be computed very
efficiently; however, the accuracy of the resulting numerical solution may be insuf-
ficient and subsequent mesh refinement may be desirable. In the composite finite el-
ement framework adaptive mesh refinement may be undertaken in a simple manner
by constructing finite element partitions of the domain consisting of agglomerated
elements which belong to different levels of the underlying hierarchical tree data
structure; indeed, this approach has been exploited within the articles [23, 24].
In this article we consider an alternative approach whereby the underlying
geometry-conforming mesh may be constructed more generally using, for exam-
ple, standard mesh generation software, rather than the refined–overlapping mesh
approach considered in [23, 24]. The underlying coarse composite mesh is then
constructed using standard graph partitioning algorithms; for this purpose, here we
employ METIS [29]. On the basis of this coarse agglomerated mesh partition we
consider the application of goal–oriented dual-weighted-residual (DWR) a posteri-
ori error estimation for DG finite element methods; to fix ideas, we focus on the
discretization of the linear elasticity equations for a homogeneous isotropic mate-
rial. However, we stress that this approach is completely general and can be applied
to general classes of PDE problems. Once elements have been marked for refine-
ment on the basis of the DWR error indicators, the agglomerated elements can be
subdivided by simply employing a local graph partitioning algorithm involving the
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Fig. 1 Section of trabecular bone, cf. [31].
set of (standard) elements which form the marked polytope. In this way adaptive
refinement can easily and efficiently be implemented without the need for compli-
cated mesh refinement tree data structures. However, once a refined element is of
the granularity of an element in the background fine mesh, then standard refinement
of the fine mesh may then need to be undertaken. To illustrate the performance of
the proposed agglomeration-based refinement algorithm, we present a series of nu-
merical examples; in particular, we consider the aforementioned three–dimensional
section of trabecular bone depicted in Figure 1.
The outline of this article is as follows. In Section 2 we introduce, as a prototype
PDE problem, the linear elasticity equations for a homogeneous isotropic material.
Section 3 is then devoted to the formulation of the corresponding DG discretiza-
tion, based on employing the symmetric version of the interior penalty method,
cf. [27, 36]. In Section 4 we briefly introduce a goal–oriented a posteriori error
estimator, followed by an outline of the design of an appropriate agglomeration-
based adaptive mesh refinement algorithm. The practical performance of the pro-
posed adaptive refinement strategy is studied in Section 5. Finally, in Section 6 we
summarize the work presented in this article and draw some conclusions.
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2 Model problem
Given that Ω is a bounded, connected Lipschitz domain inRd , d > 1, with boundary
∂Ω , consider the following linear elasticity equation: find u such that
−∇ ·σ (u) = f in Ω , (1)
where u = (u1, . . . ,ud)
⊤ is the displacement and σ is the stress tensor for a homo-
geneous isotropic material, i.e.,
σ (u) = 2µε (u)+λ∇ ·u I,
I is the d× d identity matrix, ε (u) = 1/2(∇u+∇u⊤), and µ and λ are the Lame´
coefficients, which satisfy the relation
0<min{µ,µ +λ}.
We divide ∂Ω into the disjoint subsets ∂ΩD, ∂ΩND, and ∂ΩN whose union is ∂Ω ,
with ∂ΩD or ∂ΩND nonempty and relatively open in ∂Ω . Following [35], we sup-
plement (1) with the following boundary conditions
u= gD on ∂ΩD,
u ·n= gND on ∂ΩND,
σ (u)n · t= 0 on ∂ΩND,
σ (u)n= gN on ∂ΩN,
(2)
where n and t denote the unit outward normal vector and unit tangential vector(s)
on the boundary ∂Ω .
3 Interior penalty discontinuous Galerkin method
In this section we introduce the DG discretization of the model problem (1), (2)
based on employing the (symmetric) version of the interior penalty method, cf. [27,
36].
To this end, let T be a subdivision of the computational domain Ω into dis-
joint open polytopic elements κ such that Ω¯ = ∪κ∈T κ¯ . For the purposes of this
article the polytopic mesh T will be constructed based on an agglomeration of
a geometry-conforming fine mesh Tfine consisting of standard element types, i.e.,
triangles/quadrilaterals in two-dimensions, and so on, cf. Section 1 above. Further
details concerning the construction of T will be given below in Section 4. On the
basis of the (polygonal/polyhedral) mesh T , given the polynomial degree p ≥ 1,
we define the corresponding DG finite element space Vp(T ) by
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Vp(T ) = {u ∈ [L2(Ω)]
d : u|κ ∈ [Pp(κ)]
d , κ ∈T },
where Pp(κ) denotes the space of polynomials of total degree p over κ . As in [17],
the local elemental polynomial spaces employed within the definition of Vp(T ) are
constructed in the physical space, without the need to map from a given reference
or canonical frame.
Following [17], we define the interfaces of the mesh T to be the set of (d−1)–
dimensional facets of the elements κ ∈ T . To allow for the presence of hanging
nodes/edges, the interfaces of T are defined to be the intersection of the (d− 1)–
dimensional facets of neighbouring elements. In two-dimensions, i.e., when d = 2,
the interfaces of a given element κ ∈T will always consist of (d−1)–dimensional
simplices (line segments). In general, for d = 3, this will not be the case; in this
setting, we assume that each interface of an element κ ∈ T may be subdivided by
a set of co-planar triangles. Thereby, we use the terminology ‘face’ to refer to a
(d− 1)–dimensional simplex, which forms part of the boundary (interface) of an
element κ ∈T .
As in [16, 17], we assume that a sub-triangulation into faces of each mesh in-
terface is given if d = 3, and denote by F the union of all open mesh interfaces
if d = 2 and the union of all open triangles belonging to the sub-triangulation of
all mesh interfaces if d = 3. We note that this assumption is trivially satisfied in
our setting when T is formed by the agglomeration of a fine mesh Tfine consist-
ing of simplices. We write F = FI ∪FB , where FI denotes the set of all open
(d−1)–dimensional element faces F ∈F that are contained in Ω , and FB is the
union of element boundary faces. Furthermore, we write FB = FBD ∪F
B
ND∪F
B
N
where FBD , F
B
ND, and F
B
N denote the set of boundary faces whose union form
∂ΩD, ∂ΩND, and ∂ΩN, respectively. Here, the boundary ∂κ of an element κ and
the sets ∂κ\∂Ω , ∂κ ∩ ∂ΩD, ∂κ ∩ ∂ΩND, and ∂κ ∩ ∂ΩN will be identified in a
natural way with the corresponding subsets of F . Implicit in these definitions is
the assumption that T respects the decomposition of ∂Ω in the sense that each
F ∈FB belongs to the interior of exactly one of ∂ΩD, ∂ΩND, ∂ΩN.
Next, we define average and jump operators. To this end, let κ+ and κ− be two
adjacent elements of T , and x be an arbitrary point on the interior face F ⊂ ∂κ+∩
∂κ−, F ∈ FI . Given vector– and matrix–valued functions v and τ , respectively,
that are smooth inside each element κ±, by (v±,τ±) we denote the traces of (v,τ )
on F taken from within the interior of κ±, respectively. Then, we introduce the
averages at x ∈ F :
{{v}}= (v++v−)/2, {{τ}}= (τ++ τ−)/2.
Similarly, the jumps of v at x ∈ F are given by
[[v]] = v+⊗nκ+ +v
−⊗nκ− , [[v]] = v
+ ·nκ+ +v
− ·nκ− .
On a boundary face F ∈FB , we set {{v}} = v, {{τ}} = τ , [[v]] = v⊗n, and [[v]] =
v ·n, where n denotes the unit outward normal vector on the boundary ∂Ω .
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With this notation, the symmetric version of the interior penalty DG method is
given by: find uh ∈ Vp(T ) such that
B(uh,vh) = ℓ(vh) (3)
for all vh ∈ Vp(T ). Here, the bilinear form B : Vp(T )×Vp(T )→ R is given by
B(w,v) := ∑
κ∈T
∫
κ
σ (w) : ε (v)dx
− ∑
F∈FI ∪FBD
∫
F
(
{{σ h(w)}} : [[v]]+{{σ h(v)}} : [[w]]−α µ [[w]] : [[v]]
)
ds
+ ∑
F∈FI ∪FBD ∪F
B
ND
∫
F
α λ [[w]][[v]]ds
− ∑
F∈FBND
∫
F
(((σ h(w)n) ·n)(v ·n)+((σ h(v)n) ·n)(w ·n)) ds,
and the linear functional ℓ : Vp(T )→ R is defined by
ℓ(v) =
∫
Ω
f ·vdx−
∫
∂ΩD
σ h(v) : gD⊗nds+
∫
∂ΩD
α µ gD ·vds
+
∫
∂ΩD
α λ (gD ·n)(v ·n)ds−
∫
∂ΩND
gND((σ h(v)n) ·n−α λ v ·n)ds
+
∫
∂ΩN
gN ·vds,
where σ h is the stress tensor defined elementwise.
The non-negative function α is referred to as the discontinuity-penalization pa-
rameter; the precise definition will be given below based on the work undertaken in
our recent article [17]. To this end, following [17] we first introduce the submesh T˜
of elements from T .
Definition 1. Let T˜ denote the subset of elements κ , κ ∈T , such that each κ ∈ T˜
can be covered by at most nT shape-regular simplices Ki, i= 1, . . . ,nT , such that
dist(κ,∂Ki) > Cas diam(Ki)/p
2
κ , and |Ki| ≥ cas|κ|
for all i= 1, . . . ,nT , for some nT ∈ N andCas,cas > 0, independent of κ and T .
With this definition, we recall the following inverse inequality from [17]; we
stress that this result is sharp with respect to both the polynomial order p, and
moreover takes into account (d−k)–dimensional element facet degeneration, where
k = 1,2, . . . ,d−1.
Lemma 1. Let κ ∈ T , F ⊂ ∂κ denote one of its faces, and T˜ be defined as in
Definition 1. Then, for each v ∈Pp(κ), we have the inverse estimate
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‖v‖2L2(F) ≤CINV(p,κ,F)
p2|F |
|κ|
‖v‖2L2(κ), (4)
with
CINV(p,κ,F) :=Cinv


min
{
|κ|
supκF
♭
⊂κ |κ
F
♭ |
, p2d
}
, if κ ∈ T˜ ,
|κ|
supκF
♭
⊂κ |κ
F
♭ |
, if κ ∈T \T˜ ,
and κF♭ denotes a d–dimensional simplex contained in κ which shares the face F
with κ ∈T . Furthermore, Cinv is a positive constant, which if κ ∈ T˜ depends on the
shape regularity of the covering of κ given in Definition 1, but is always independent
of |κ|/supκF
♭
⊂κ |κ
F
♭ | (and, therefore, of |F |), p, and v.
Based on the inverse inequality stated in Lemma 1, together with the analysis
presented in [17, 27] the discontinuity-penalization parameter α may be defined as
follows.
Definition 2. Let α : F → R+ be defined facewise by
α(x)=Cα


max
κ∈{κ+,κ−}
{
CINV(pκ ,κ,F)
p2|F |
|κ|
}
, x ∈ F ∈FI , F ⊂ ∂κ+∩∂κ−,
CINV(pκ ,κ,F)
p2|F |
|κ|
, x ∈ F ∈FB, F ⊂ ∂κ ∩∂Ω ,
(5)
withCα >C
min
α , whereC
min
α is a sufficiently large lower bound.
4 Error estimation and adaptive mesh refinement
As noted above, for the purposes of this article we assume that the computational
mesh T , consisting of general polytopic elements, is constructed based on agglom-
erating an underlying fine mesh Tfine. Here, Tfine may be constructed using a stan-
dard mesh generator; for example, we employ Triangle [32] and Tetgen [33] in two-
and three-dimensions, respectively. By employing standard mesh generation soft-
ware fine-scale geometry-conforming meshes may be generated; in the case when
the computational domain Ω is highly complex, then Tfine may consist of a very
large number of elements, cf. [1], for example. With this mind, we employ METIS,
cf. [29], for example, to construct T with a user-defined number of partitions based
on agglomerating elements contained within Tfine. In general the construction of
coarse computational meshes will not be sufficient to meet the accuracy demanded
by a user. With this mind, we consider the design of a mesh refinement algorithm
which automatically refines the agglomerates which form T based on repartition-
ing elements which possess a large error contribution. To illustrate this approach,
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we focus on employing a dual-weighted-residual (DWR) error estimator, cf. [9], for
example, together with the references cited therein.
To this end, given a (linear, for simplicity) target functional J, we recall the fol-
lowing a posteriori error estimation formula
J(u)− J(uh) = ℓ(z− zh)−B(uh,z− zh)≡ ∑
κ∈T
ηκ
for all zh ∈ Vp(T ), where ηκ = ηκ(uh,z− zh) denotes the local elementwise error
indicators on κ , κ ∈ T . Furthermore, z denotes the solution of the corresponding
dual/adjoint problem: find z such that
B(v,z) = J(v) ∀v. (6)
In practice, the error indicators ηκ , κ ∈ T , are computed based on approximating
the dual solution z by zˆ on the polytopic finite element mesh T , using polyno-
mials one degree higher than those employed for the computation of uh; thereby,
zˆ ∈ Vp+1(T ). Writing ηˆκ = ηκ(uh, zˆ− zh) gives rise to the approximate error rep-
resentation formula
J(u)− J(uh)≈ ∑
κ∈T
ηˆκ .
On the basis of the size of the modulus of the (approximate) local error indicators,
i.e., |ηˆκ |, the elements in the mesh T are marked for refinement using the fixed
fraction strategy with refinement parameter REF. Once an element κ ∈ T has been
marked for refinement, then assuming that κ is formed from the union of a set of
elements belonging to Tfine ≡ T
(l)
fine, l = 0, i.e., κ = ∪κ ′∈S (l)κ
κ ′, where S
(l)
κ ⊂ T
denotes the set of fine elements which form κ , then METIS is applied to the corre-
sponding graph representation of S
(l)
κ to yield a local partition of κ consisting of
mκ agglomerated elements; here, we setmκ = 2
d . In the case whenmκ > card(S
(l)
κ )
for any element κ ∈ T which has been marked for refinement, then the elements
κ ′ ∈S
(l)
κ , κ ∈T , are first isotropically refined using standard adaptive mesh refine-
ment algorithms to yield a new fine meshT
(l+1)
fine . OnceT
(l+1)
fine has been constructed
then new local partitions S
(l+1)
κ of each element κ ∈T may be computed and, for
those marked for refinement, subsequently subdivided using graph partitioning tech-
niques. We stress that, assuming Tfine does not require adaptive mesh refinement to
be undertaken, then the refinement of T can be done in a very straight-forward
manner using only graph partitioning algorithms, without the need to implement
complicated tree data structures, which are typically employed within standard re-
finement procedures. A summary of the proposed adaptive algorithm is presented in
Algorithm 4.1.
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Algorithm 4.1 Construction and refinement of the agglomerated mesh T .
1: Construct a geometry conforming fine meshTfine ≡T
(l)
fine, l= 0, consisting of standard element
shapes.
2: Compute initial agglomerated mesh T ≡T (k), k= 0, consisting of a user–defined number of
elements.
3: Solve (3) for uh ∈ Vp(T
(k)).
4: Compute the numerical approximation zˆ ∈ Vp+1(T
(k)) to the dual/adjoint problem (6).
5: Evaluate the (approximate) element error indicators ηˆκ = ηκ (uh, zˆ− zh), zh ∈ Vp(T
(k)), for
each κ ∈T (k).
6: if ∑κ∈T (k) ηˆκ < TOL, where TOL is a user-defined tolerance then
7: STOP
8: end if
9: Set refine fine mesh = False
10: Construct the refinement set R based on employing the fixed fraction refinement strategy.
11: for all κ ∈R do
12: if mκ > card(S
(l)
κ ), where mκ = 2
d then
13: for all κ ′ ∈S
(l)
κ do
14: Refine κ ′ and set refine fine mesh = True
15: end for
16: end if
17: end for
18: if refine fine mesh then
19: Set l = l+1 and construct new fine mesh T
(l)
fine.
20: Recompute agglomeration partition for T (k) relative to the new fine mesh T
(l)
fine.
21: end if
22: for all κ ∈R do
23: Refine κ based on computing a subpartition consisting of mκ elements.
24: end for
25: Set k = k+1 and construct newly refined agglomerated mesh T (k).
26: Goto 3.
5 Numerical examples
In this section we present a series of numerical experiments to highlight the prac-
tical performance of the agglomeration-based adaptive mesh refinement algorithm
outlined in Section 4. To this end, following the work presented in the recent arti-
cle [35], we consider the evaluation of the (scaled) effective Young’s modulus of a
given structure; the key application presented in Section 5.2 is concerned with the
modelling of the section of trabecular bone depicted in Figure 1.
Throughout this section, we assume that the underlying geometry Ω is con-
tained within a d–dimensional cuboid Ωcube, where Ωcube = Π
d
i=1(x
min
i ,x
max
i ). Writ-
ing ∂Ωcube to denote the boundary of Ωcube, i.e., the planar sides of the cuboid, we
define ∂ΩND = ∂Ω ∩∂Ωcube and ∂ΩN = ∂Ω\∂ΩND; thereby, ∂ΩD = /0. With this
notation, we set gND = u¯ = 0.01Ld , Ld = x
max
d − x
min
d , on the top section of ∂ΩND,
i.e., where xd = x
max
d , and gND = 0 on all other portions of ∂ΩND. Furthermore, we
set gN = 0 on ∂ΩN. Finally, writing E to denote the Young’s modulus and ν the
Poisson ratio, we define our functional of interest by
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Fig. 2 Example 1. Initial agglomerated mesh consisting of 32 elements.
J(u) =
1
E
Ld
u¯|Ωcube|
∫
Ω
σdd(u)dx,
cf. [35].
5.1 Example 1: Two–dimensional cross geometry
In this section we consider a simple two–dimensional cross-geometry enclosed
within the unit square (0,1)2; cf. Figure 2. Here, we set E = 106 and the Pois-
son ratio ν = 0.3; thereby, on the basis of a fine mesh calculation we compute an
approximation to the (scaled) effective Young’s modulus J(u)≈ 0.228481378.
We generate an initial fine mesh Tfine consisting of 111,457 triangular elements;
this is then agglomerated using METIS to generate a coarse polytopic meshT com-
prising of only 32 elements, cf. Figure 2. In Tables 1 & 2 we show the convergence
history of the proposed agglomeration-based adaptive strategy using a polynomial
order of degree p = 1 and p = 2, respectively, with REF = 20%. In each case, we
show the number of elements in polytopic mesh T , the number of degrees of free-
dom in underlying finite element space Vp(T ), the true error in the (scaled) ef-
fective Young’s modulus functional J(·), the computed error representation formula
∑κ∈T ηˆκ , and the effectivity index θ = ∑κ∈T ηˆκ/(J(u)−J(uh)). As noted in [23],
here we see that, even on very coarse finite element meshes, the quality of the com-
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No of Eles No of Dofs J(u)− J(uh) ∑κ∈T ηˆκ θ
32 192 -3.794E-02 -3.142E-02 0.83
50 300 -2.424E-02 -1.973E-02 0.81
80 480 -1.561E-02 -1.307E-02 0.84
128 768 -1.075E-02 -9.145E-03 0.85
203 1218 -7.681E-03 -6.793E-03 0.88
323 1938 -5.535E-03 -5.100E-03 0.92
514 3084 -3.885E-03 -3.670E-03 0.94
820 4920 -2.661E-03 -2.563E-03 0.96
1308 7848 -1.759E-03 -1.707E-03 0.97
2084 12504 -1.143E-03 -1.112E-03 0.97
3316 19896 -7.352E-04 -7.182E-04 0.98
5274 31644 -4.534E-04 -4.443E-04 0.98
8366 50196 -2.717E-04 -2.680E-04 0.99
13214 79284 -1.565E-04 -1.551E-04 1.00
20798 124788 -8.965E-05 -8.946E-05 1.00
Table 1 Example 1. Adaptive algorithm for p= 1.
No of Eles No of Dofs J(u)− J(uh) ∑κ∈T ηˆκ θ
32 384 -9.499E-03 -4.471E-03 0.47
50 600 -5.955E-03 -3.318E-03 0.56
80 960 -3.458E-03 -2.111E-03 0.61
128 1536 -2.149E-03 -1.473E-03 0.69
203 2436 -1.140E-03 -8.385E-04 0.74
323 3876 -5.537E-04 -4.417E-04 0.80
514 6168 -2.645E-04 -2.221E-04 0.84
817 9804 -1.114E-04 -9.954E-05 0.89
1301 15612 -4.839E-05 -4.337E-05 0.90
2068 24816 -2.051E-05 -1.839E-05 0.90
3277 39324 -8.643E-06 -7.999E-06 0.93
5216 62592 -3.491E-06 -3.491E-06 1.00
Table 2 Example 1. Adaptive algorithm for p= 2.
puted error representation formula is relatively good, in the sense that the effectivity
indices are not too far away from unity. In particular, accuracy which is sufficient for
practical/engineering calculations can be attained with a relatively small number of
degrees of freedom. The results from Tables 1 & 2 are also shown in Figure 3; here,
we clearly observe the superiority of employing higher–order elements, in the sense
that the error computed with p = 2 is significantly smaller than the corresponding
quantity evaluated for p = 1, when the same number of degrees of freedom are
employed.
Finally, in Figure 4 we show the agglomerated polytopic meshes generated af-
ter 6 and 11 adaptive refinement steps have been performed with p = 1. Here we
observe that the meshes have been refined in the vicinity of the reentrant corners
present in the cross domain Ω as we would expect. Indeed, the regions away from
these features have remained largely unrefined. Moreover, we note that hanging
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Fig. 3 Example 1: Convergence of the adaptive mesh refinement algorithm.
nodes are naturally generated through the application of local agglomeration-based
refinement; this is very easily handled within the DG setting.
5.2 Example 2: Modelling trabecular bone
Following the work presented in the recent article [35], in this section we consider
the evaluation of the (scaled) effective Young’s modulus of the section of trabec-
ular bone depicted in Figure 1. The geometry Ω represents a cuboidal section of
trabecular bone obtained by X-ray µCT scanning of a bone biopsy reconstructed
from two-dimensional slices, cf. [31]. In this section we set the Young’s modulus
E = 10GPa and the Poisson ratio ν = 0.3; in this case, we computed the approx-
imate reference value J(u) ≈ 0.1236. The initial fine mesh Tfine, cf. Figure 5(a),
consists of 1,179,569 tetrahedral elements, which is then agglomerated to generate
a coarse polytopic mesh T comprising of only 8000 elements. The first 30 elements
are depicted in Figure 5(b). In Tables 3 & 4 we tabulate the results of the proposed
adaptive refinement strategy with p = 1 and p = 2, respectively, as before, with
REF = 10%; cf., also, Figure 6. As in the previous numerical experiment, we again
notice that the effectivity indices θ are relatively good, given the coarse nature of the
finite element meshes employed. Indeed, as the mesh is refined, we observe that θ
improves and approaches unity. Again, here we observe that a sufficiently accurate
(in terms of engineering accuracy) approximation to the target functional of interest
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(a)
(b)
Fig. 4 Example 1. Agglomerated mesh for p = 1 after: (a) 6 refinements, with 514 elements; (b)
11 refinements, with 5274 elements.
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(a)
(b)
Fig. 5 Example 2. (a) Initial fine mesh; (b) Zoom of the first 30 agglomerated elements (shown in
colour).
may be computed with very few degrees of freedom. Finally, in Figures 7 & 8 we
show the primal and dual displacements, respectively.
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No of Eles No of Dofs J(u)− J(uh) ∑κ∈T ηˆκ θ
8000 96000 -1.402E-01 -1.171E-01 0.83
13600 163200 -1.185E-01 -1.023E-01 0.86
22994 275928 -9.759E-02 -8.748E-02 0.90
38867 466404 -7.945E-02 -7.310E-02 0.92
65634 787608 -6.561E-02 -6.203E-02 0.95
110752 1329024 -5.497E-02 -5.267E-02 0.96
186586 2239032 -4.452E-02 -4.374E-02 0.98
314088 3769056 -3.517E-02 -3.585E-02 1.02
Table 3 Example 2. Adaptive algorithm for p= 1.
No of Eles No of Dofs J(u)− J(uh) ∑κ∈T ηˆκ θ
8000 240000 -6.009E-02 -3.872E-02 0.64
13600 408000 -4.153E-02 -3.065E-02 0.74
22962 688860 -2.473E-02 -2.106E-02 0.85
38808 1164240 -1.660E-02 -1.606E-02 0.97
65584 1967520 -1.253E-02 -1.253E-02 1.00
110602 3318060 -8.375E-03 * *
Table 4 Example 2. Adaptive algorithm for p = 2 (* indicates that the dual problem was not
computed).
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Fig. 6 Example 2: Convergence of the adaptive mesh refinement algorithm.
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(a)
(b)
(c)
Fig. 7 Example 2. Approximate primal solution: (a) u1; (b) u2; (c) u3.
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(a)
(b)
(c)
Fig. 8 Example 2. Approximate dual solution: (a) z1; (b) z2; (c) z3.
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6 Concluding remarks
In this article we have developed an agglomeration-based adaptive mesh refinement
algorithm within the goal-oriented setting for the DG approximation of the linear
elasticity equations for a homogeneous isotropic material. We stress that this PDE
model was chosen simply as a prototype problem; indeed, the work undertaken in
this article naturally generalises to general classes of PDEs. By exploiting general
agglomeration techniques, complicated geometries can be meshed using only a very
small number of polytopic elements. The proposed adaptive refinement strategy then
applies graph partitioning techniques to local elements which are marked for re-
finement. In this manner, the underlying mesh is adaptively refined on the basis of
solution accuracy, rather than computing on fine meshes generated for the purposes
of resolving the underlying geometry. This approach has been applied to a simple
two-dimensional problem, as well as a test case involving estimating the (scaled)
effective Young’s modulus for a section of trabecular bone. Extensions of this work
to include, for example, automatic hp–refinement will be undertaken as part of our
programme of future research.
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