Abstract-This paper discusses the performance of two radar imaging techniques for detecting and tracking multiple moving targets in cluttered environments based on differential timereversal (TR) techniques. The first technique classifies existing targets into stationary versus moving ones based on information provided by multistatic data matrices (MDMs) corresponding to successive pulse radar acquisitions (snapshots). Under certain conditions, the singular value decomposition (SVD) of the (time-)averaged MDM provides information (number and location) on stationary targets, whereas the SVD of the differential MDM provides similar information on moving targets. The second imaging technique is aimed at providing real-time tracking of the moving targets. This technique exhibits superior clutter rejection and requires minimal processing costs. We show that the tracking technique benefits from statistical stability (selfaveraging) provided by ultra-wideband (UWB) TR operation.
I. INTRODUCTION
The need for imaging and tracking of moving targets in strongly cluttered environments arises in many radar applications, including intruder detection systems and throughwall imaging [1] . The development of an efficient real-time tracking algorithm in cluttered environments based on existing hardware radar technology is a challenging task for a number of reasons. First, the tracking algorithm is required to extract the (intended) backscattering (moving target[s] signature [s] ) from that of ambient secondary scatterers (clutter), as well as from the clutter due to multiple scattering. Next, it needs to adequately process the backscattering to construct images of the desired targets (inverse scattering). Of course, the accuracy of the latter process depends on how well the algorithm incorporates any a priori information about the ambient background. In the absence of a priori information, the process of reconstructing the background requires iterative 'full-inversion' inverse scattering algorithms that are very costly and ill-suited for real-time applications.
A number of classical approaches exist for radar localization and detection of moving targets. Doppler radar [2] , for example, corresponds to a 1-D motion detector in its most basic form. Doppler processing can be combined with spatial beamforming to provide 2-D and 3-D localization capabilities. Another technique for through-wall motion detection based on a motion detection filter to suppress stationary clutter was presented in [3] , [4] .
Time-reversal (TR) techniques were originated in acoustics [5] , [6] . More recently, they have been extended to electromagnetics, with applications ranging from remote sensing to wireless communications [7] . In particular, ultra-wideband (UWB) TR has also been applied in the context of throughwall sensing [8] , [9] . TR operation is based on the simple fact that-due to the time-reversal invariance of the wave equation in lossless media-signals emitted from a source and subsequently received by a transceiver array tend to, when timereversed and re-transmitted into the physical medium by the array, automatically re-focus on the original source location. A similar phenomenon occurs if the source is replaced by a passive scatter under external illumination. Moreover, the focusing resolution achieved under TR operation is superior to that dictated by the classical diffraction limit, thus providing superresolution [10] . Another distinctive feature of TR is the ability to yield statistical stability under UWB conditions. This feature is particularly of importance for imaging targets in (random) media whose detailed properties are not known deterministically. Under certain conditions, stable images can be constructed that depend only on the statistical properties of the random medium and not on the particular realization [11] .
In this paper, we evaluate the performance of two UWB differential TR radar imaging techniques for detecting and tracking of discrete targets embedded in richly scattering media (i.e., with strong clutter). These techniques were first introduced in [12] . For reasons of space, we limit ourselves here to the analysis of point-like scatterers in a (full-aspect) circular sensor array configuration. The first technique is based on the acquisition of multistatic data matrices (MDMs) corresponding to successive pulsed-radar ambient interrogations (snapshots). These MDMs are processed to provide information on the number and locations of targets and to classify them into stationary or moving. The images of the targets are constructed using a frequency-synthesized MUltiple SIgnals Classification (MUSIC) method. The second technique presented here is essentially a tracking algorithm based on differential TR operation. This algorithm uses selective beams to focus on each moving target separately. This alleviates the need for processing the backscattering into individual contributions associated with each target and is shown to yield outstanding clutter rejection performance. This technique is used to track three targets moving along OSU shaped paths in the presence of stationary discrete clutter (secondary scatterers). The statistical stability in continuous clutter is also briefly examined.
II. DISCRIMINATION ALGORITHM
The setup considered throughout the paper is illustrated in Fig. 1(a) : it consists of three targets moving in the presence of two stationary scatterers. The locations of the moving targets at six consecutive instants are indicated. The background is assumed to be a homogeneous medium with relative permittivity r = 2. This relative permittivity is chosen so as to coincide with the mean permittivity of scenarios involving continuous random background media (considered later). A full-aspect circular array with a total of fourteen y-polarized dipole antennas is used. The array has a radius of two wavelengths at the center frequency of the operation bandwidth. The MDMs associated to each target location are recorded in the usual fashion: by successively firing a short pulse by each array element and recording the received signal by all elements [13] , [14] . Here, the short pulse used is the first derivative of the BlackmannHarris (BH) function [15] with center frequency f c = 400 MHz and time duration of 1.55/f c . The acquisition time required to record each MDM is much shorter than the other time scales of the problem. In particular, each moving target is assumed still during each MDM acquisition ('snapshot'). The objective here is to discriminate between stationary and moving targets, and to construct images of stationary targets and moving targets at the end of the observation period.
To analyze the contents of each snapshot, TR operators (TROs) of the recorded MDMs are computed for a discrete set of frequencies in the spectral window of the input signal. The TRO at frequency ω, T(ω), is obtained from the MDM
, where † denotes conjugate transpose [14] . The 'time-reversal operator decomposition' (DORT) method [16] - [20] can be then applied to the TRO of each snapshot to obtain its eigenvalue/vector structure. As an example, the eigenvalue spectrum of the TRO of the fifth snapshot of Fig. 1(a) is shown in Fig. 1(b) . This spectrum reflects the presence of five significant eigenvalues, corresponding to five well-resolved point-like targets.
To detect stationary targets, the recorded MDMs are averaged, then the DORT is applied to the TRO of this (time-)averaged MDM. Averaging enhances the relative contribution of stationary targets versus moving targets. Hence, the spectrum of the averaged TRO reflects the presence of only two significant scatterers in this case, which are the stationary targets. This is shown in Fig. 2(a) . Images of the stationary targets can be obtained by employing either the signal subspace (significant eigenvectors) or the null subspace (near-zero or noise eigenvectors) of the averaged TRO. Images obtained by the former method are called DORT images, whereas those obtained by the latter method are called MUSIC images. Fig. 2(b) shows a frequency-synthesized MUSIC image of the stationary targets obtained by projecting the steering vectors of a synthesized imaging domain on the null subspace at each frequency component. The steering vector of point p at frequency ω is given by
T , where where G (p,i) (ω) is the scalar Green's function between location p and the i th element of the array, and N is the number of elements in the array. The entire frequency components of the projection are then summed. Finally, the frequency-synthesized MUSIC image is the reciprocal of this sum. Since here we are using a full-aspect array, it is more accurate to introduce the term 'volumetric frequency-synthesized MUSIC'.
To detect moving targets, we need to enhance the contribution of moving targets in the eigenspectrum while suppressing that of stationary targets. Therefore, a reasonable procedure would be to compute the differential MDM i.e., the difference between the last two recorded MDMs. The acquisition rate has to fast enough so that the displacements of moving targets between differenced snapshots are much shorter than the minimum wavelength. In this case, most of the contribution from stationary targets and multiple scatterings among moving and stationary targets cancel out under differencing. Therefore the eigenspectrum of the differential TRO will mostly correspond to the moving targets. Fig. 3(a) shows six significant eigenvalues in the differential TRO. These in fact correspond to the moving targets at the fifth and sixth snapshots as illustrated by the MUSIC image shown in Fig. 3(b) .
The forward problem here is solved by means of the finite-difference time-domain (FDTD) method [21] , where the computational domain is truncated with perfectly matched layer (PML) [22] defined through stretched coordinates [23] to emulate an open space. All simulation setups are twodimensional in nature, and the FDTD grid utilized is uniform with spatial cell size ∆ s = 2.5 cm. 
III. TRACKING TARGET MOVEMENT VIA DIFFERENTIAL TR
Tracking algorithms need to be sufficiently fast to follow the targets' motion. The main limitation on the tracking speed comes from the processing time required to compute the targets' locations after each snapshot acquisition. This is in fact the main deficiency of the discrimination algorithm discussed in the previous section, since it involves the relatively expensive singular value decomposition of the acquired MDMs; therefore, it is less suited for real-time tracking. Nevertheless, it can be used to determine the initial locations of moving targets at some particular instant of time. From that point on, the tracking algorithm takes over and continues tracking each moving target. The idea behind the proposed tracking algorithm is to successively excite array elements so as to provide beams that selectively focus on the moving targets. Focused beams are fired twice at closely separated time instants to illuminate moving targets at two closely spaced locations. For each target, backscatterings from the two firings are recorded and subtracted. If the acquisition speed is chosen sufficiently faster than the target's speed, the contribution of the clutter tends to cancel out upon subtraction. Moreover, since each target is illuminated with a focused beam (that focuses on the presumably known initial target's location), the contribution of other moving targets to the differential backscattering is negligible as long as all moving targets are well-resolved by the antenna array. It was shown in [12] that when the differential backscattering is time-reversed and backpropagated in the medium under investigation, it automatically focuses in the vicinity of the moving target. This process is repeated where differential signals from one step are used as the interrogating signals for the next step. In this way, we obtain focused beams that continuously track the moving targets in the physical domain. To synthetically reconstruct the moving targets' paths and images, differential signals are projected onto a synthetic imaging domain.
Back to the problem we considered in Section II, the three moving targets, after tracing the vertical paths of Fig. 1(a) , started tracing 'OSU' shaped paths as shown in Fig. 4 . The differential tracking algorithm is used to track and image the targets. As shown in Fig. 4 , detected images coincide very well with the actual traces.
A. Continuous Random Clutter
Performance of the tracking algorithm in continuous random clutter is considered in Fig. 5 . A target is moving on an 'S' shaped path in a background which is a realization of a continuous random medium with permittivity fluctuations following a clipped Gaussian distribution with mean permittivity rm = 2, standard deviation σ = 0.2 rm and correlation length l c = 10∆ s [21] . This scenario may represent for example targets moving through smoke, fog, thick vegetation or building debris. Such types of continuous random permittivity profiles are very hard to reconstruct in real-time since they require iterative full inversion techniques that are lengthy and computationally exhaustive. So in the absence of detailed information about the background, the imaging domain can be chosen as a homogeneous medium having permittivity equal to the (estimated) average permittivity of the actual background.
Fortunately, UWB TR possesses the distinctive feature of statistical stability, meaning that, with the proper relationships among array radius, (medium) correlation length, and utilized frequency band, different frequency components of the interrogating signal can become weakly correlated (or uncorrelated in the limit of large frequency spacing). In this case, wideband TR is (self)-averaging, and therefore the resulting image will be independent of the particular random medium realization, i.e. statistically stable [11] . Fig. 5 (a) and (b) show synthetic images obtained using center frequency 507 MHz and bandwidths of 50.7 MHz and 507 MHz, respectively. The tracking performance in (b) is considerably better than in (a) because the larger bandwidth in (b) provides more decorrelated frequencies for (self)-averaging, and hence better statistical stability.
IV. CONCLUSIONS
We have evaluated the performance of two differential TR techniques for tracking and imaging multiple moving targets, with emphasis on full-aspect TR arrays. The first technique classifies targets into stationary and moving ones by applying the DORT to the averaged and differential MDMs, respectively, acquired at consecutive time instants. The second technique is able to provide real-time tracking of moving targets using differential TR processing. This tracking technique is very efficient in terms of memory resources and processing time since it does not require MDMs storage, SVD processing, or any iterative processing. Performance in the presence of continuous random clutter was also evaluated and statistical stability was verified.
