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Abstract
Mesoscale models are needed to predict the effect of changes to the microstructure of
plastic-bonded explosives on their shock initiation and detonation behaviour. This thesis
describes the considerable progress that has been made towards a mesoscale model for
two HMX-based explosives PBX9501 and EDC37. In common with previous work
in the literature, the model is implemented in hydrocodes that have been designed for
shock physics and detonation modelling. Two relevant physics effects, heat conduction
and Arrhenius chemistry, are added to a one-dimensional Lagrangian hydrocode and
correction factors are identified to improve total energy conservation. Material models
are constructed for the HMX crystals and polymer binders in the explosives, and are
validated by comparison to Hugoniot data, Pop-plot data and detonation wave profiles.
One and two-dimensional simulations of PBX9501 and EDC37 microstructures are used
to investigate the response of the bulk explosive to shock loading. The sensitivity of
calculated temperature distributions to uncertainties in the material properties data is
determined, and a thermodynamic explanation is given for time-independent features
in temperature profiles. Hotspots are widely accepted as being responsible for shock
initiation in plastic-bonded explosives. It is demonstrated that, although shock heating
of crystals and binder is responsible for temperature localisation, it is not a feasible
hotspot mechanism in PBX9501 and EDC37 because the temperatures generated are too
low to cause significant chemical reaction in the required timescales. Critical hotspot
criteria derived for HMX and the binders compare favourably to earlier studies. The
speed of reaction propagation from hotspots into the surrounding explosive is validated
by comparison to flame propagation data, and the temperature of the gaseous reaction
products is identified as being responsible for negative pressure dependence. Hotspot
size, separation and temperature requirements are identified which can be used to
eliminate candidate mechanisms in future.
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v
Symbol Meaning Unit
DCJ Chapman-Jouguet detonation velocity km / s
e specific internal energy kJ / g
es specific internal energy of the solid kJ / g
eg specific internal energy of the gas kJ / g
Ei activation energy for reaction i kJ /mol
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A combination of CGS and SI units have been used in this thesis. These are chosen for
their convenience in modelling explosives and their prevalence in the literature. However,
material model parameters will occasionally be quoted in a different set of units based on
g, cm, µs and Mbar for ease of use in future hydrocode simulations. The conversion factor
is 1Mbar = 100GPa = 100 kJ / cm3. In some figures, cubic centimetres (cm3) will be
abbreviated as “cc”.
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Chapter 1
Introduction
1.1 Motivation
Explosives are substances that can decompose exceedingly rapidly to produce hot, high
pressure gases. They need not have a particularly high energy density; for instance, there
is more energy per unit mass in chocolate than in many explosives, but in explosives
this energy can be released very quickly, in nanoseconds. Two common explosives are
cyclotetramethylene-tetranitramine (HMX) and triamino-trinitrobenzene (TATB), with
molecular formulae C4H8N8O8 and C6H6N6O6 respectively [1]. The fuel and oxidiser
are both located within a single explosive molecule, enabling extremely fast chemical
reactions under certain circumstances. Explosives are used for mining and engineering
purposes, but most research is directed towards military applications. Usually, it is the
expansion of the hot, high pressure gases produced by the explosive that is used to gen-
erate useful work, for example breaking rock or accelerating metal. However, explosives
can only be used if they are safe to handle. They need to react predictably when required
(this is known as performance), but remain intact and inert at all other times (known as
safety) [2].
Explosives can react when they are heated or mechanically insulted. Understanding at
precisely what temperature an explosive will begin to decompose, or at what strength of
mechanical insult, is vital to ensure their safety. The propensity of an explosive to initiate
(start reacting) is known as its sensitivity. A sensitive explosive will initiate following
a weaker mechanical insult than an insensitive explosive, and so is less safe to handle.
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The sensitivity of explosives is controlled by a number of factors including composition
(whether it is made mainly from HMX or TATB, for example), initial temperature, poros-
ity and microstructure [3]. Current models for predicting the sensitivity of explosives use
continuum representations that ignore many details of the microstructure. This means
that they are unable to predict the effect of changes to the microstructure caused by a new
manufacturing technique or as the explosive ages in storage. Such changes may affect the
sensitivity and therefore the safety of the explosive. The aim of this work is to begin con-
structing a mesoscale model for explosives that accurately represents their microstructure
and will eventually be able to predict its effect on sensitivity.
Like many materials, the behaviour of explosives is strongly rate-dependent. Re-
sponses vary from creep and chemical degradation which take place over timescales of
months or years, to detonation chemistry that completes in nanoseconds. No single model
can be expected to account for this diversity. This work focuses on understanding the re-
sponse of condensed phase (solid or liquid) explosives to shock and detonation waves,
which cause chemical reactions over microsecond to nanosecond timescales. Although
this has been an active area of research for more than a century, the complexity of the in-
teraction between shock waves, chemical reactions and the microstructure of explosives
means that much is still not understood.
1.2 Shocks and detonations in condensed explosives
There are two classes of explosives: low and high explosives [4]. Low explosives are
often used as propellants in rocket motors and fireworks, for example. In low explosives,
the chemical reactions can build up to a fast but sub-sonic deflagration wave. This is in
contrast to high explosives, the subject of this thesis, in which the chemical reactions can
generate a super-sonic wave known as a detonation wave that travels at speeds between 1
and 10 km / s. A detonation wave is a self-supporting shock wave.
A shock wave [5] forms when a strong pressure pulse is introduced into either an inert
material or an explosive, as illustrated in figure 1.1. Since the wave speed increases with
pressure at high pressures (above the material’s elastic limit), the top of the pressure pulse
travels faster than the bottom. This means that the front of the pressure pulse gets steeper
as the wave propagates, becoming a near-discontinuity (whose thickness is limited by
viscosity) that is known as a shock front, and the back of the pressure pulse spreads out
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Figure 1.1: Sketch illustrating how a strong pressure pulse forms into a shock wave and
rarefaction fan as it propagates through a material.
into a rarefaction fan. Eventually, if the pressure pulse is unsupported, the rarefaction
will catch up with the shock front and weaken it. In a detonation [6], the shock wave is
supported by chemical reactions triggered by the jump in temperature associated with the
shock front. Since these reactions take a finite time to complete, the chemical energy of
the explosive is released over a short distance known as the reaction zone. For a steady
planar detonation wave, the end of the reaction zone coincides with the sonic point. This
is the point at which the flow switches from super-sonic to sub-sonic. Rarefactions and
other waves can affect the flow behind the sonic point, but they cannot affect what is hap-
pening ahead of the sonic point. Therefore, a steady planar detonation wave propagates
at a constant detonation velocity determined by the response of the explosive ahead of
the sonic point, irrespective of how it was created. In divergent curved geometries, the
reaction zone extends past the sonic point, reducing the energy available to support the
detonation wave and lowering its velocity.
In designed applications of explosives, detonations are initiated using purpose-built
detonators [1]. However, detonations may also occur as a result of high speed impacts in
accident scenarios or experimental configurations. The simplest case is a one-dimensional
projectile impact which drives a sustained shock wave into the explosive, raising its tem-
perature, pressure and density. The response depends on whether the explosive is homo-
geneous or heterogeneous, as shown in figure 1.2.
Homogeneous explosives [7] have a uniform composition, e.g., liquid nitromethane.
The shock propagates at a constant velocity in these explosives, heating the explosive to
a single bulk temperature. Provided the bulk temperature is sufficiently high, chemical
reactions begin everywhere in the explosive but thermal explosion occurs first at the inter-
face between the projectile and the explosive, where the reaction time has been longest.
This creates a super-detonation wave that propagates through the already-shocked explo-
sive, until it catches up with the shock front. After a short time, when the detonation
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Figure 1.2: Illustration of the differences between homogeneous and heterogeneous shock
initiation. The time versus distance plots (left) show how waves propagate through the
explosive [7, 8]. The particle velocity histories (right) demonstrate the features that are
observed in the results of embedded-gauge experiments [9].
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Figure 1.3: A Pop-plot is a logarithmic plot of the run-to-detonation distance (or time)
versus incident shock pressure. HMX-based explosives detonate at weaker shock pres-
sures than TATB-based explosives, i.e. they are more sensitive. Equivalently, HMX-
based explosives have shorter run-to-detonation distances than TATB-based explosives
subjected to the same incident shock.
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is over-driven, the wave settles down to a steady detonation. Homogeneous explosives
are relatively insensitive because the incident shock must be strong enough to heat the
bulk explosive to above its chemical activation energy. Owing to their initially-uniform
composition, homogeneous explosives are not often modelled at the mesoscale.
Heterogeneous explosives [8] have a non-uniform microstructure and are often
porous, e.g., plastic-bonded explosives. These explosives are more sensitive than would
be expected from their bulk temperature. It is widely accepted that reaction begins (i.e. ig-
nition occurs) at localised hot regions, known as hotspots, that are created by shock inter-
actions with the heterogeneous microstructure. Reaction then spreads from the hotspots
into the surrounding cooler explosive (the growth phase). Growing chemical reactions
behind the shock front raise the pressure and temperature, strengthening and accelerating
the shock front. In turn, this produces higher temperatures and faster reactions until even-
tually the shock transits to a detonation wave. The point at which this occurs is known as
the run-to-detonation distance (or time).
A logarithmic plot of the run-to-detonation distance or time versus incident shock
pressure is known as a Pop-plot after Ramsay and Popolato, who noticed that shock initia-
tion data are approximately linear when presented in this way [10]. Pop-plots for different
explosives (e.g., HMX and TATB) can be quite different from each other, as sketched in
figure 1.3. HMX-based explosives are more sensitive than TATB compositions: they re-
quire a significantly lower incident shock pressure to generate the same run-to-detonation
distance. This is due to their different chemical reactivities which result in longer reaction
zones in TATB-based explosives than in HMX. While the eventual aim is that mesoscale
models will be formulated for a variety of different types of explosives, it is sensible to
focus on a single type initially.
Plastic-bonded explosives are solids with complicated heterogeneous microstructures
in their initial unreacted state. The majority of plastic-bonded explosive compositions
are made by pressing together a mixture of coarse and fine explosive crystals that have
each been coated with a thin layer of polymeric binder [1]. The pressing process may
introduce cracks and pores or other heterogeneities into the microstructure of the explo-
sive. To facilitate the construction of a mesoscale model, it is desirable to choose an
explosive with as simple a microstructure as possible. Since TATB crystals are elongated
and highly anisotropic, TATB-based explosives have 3D microstructures and often ex-
hibit anisotropic responses in experimental configurations. In contrast, HMX crystals are
round (i.e. aspect ratio ' 1) and approximately isotropic, making them more appropri-
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ate for mesoscale modelling in 1D and 2D. It is for this reason that this work will focus
on two well-characterised HMX-based explosives. PBX9501 comprises 95% by weight
HMX and 5% binder, with 1.6% porosity [11]. EDC37 comprises 91% HMX and 9%
binder, with <0.2% porosity [12]. These two explosives make an interesting comparison
because they exhibit similar shock sensitivity despite significant differences in porosity.
Pores are often thought to be responsible for shock initiation in plastic-bonded explo-
sives, since porosity is known to have a significant effect on the Pop-plot. For example, the
run-to-detonation distance of an HMX-based explosive PBX9404 at 3GPa input pressure
falls from 9mm at 1.4% porosity to 5mm at 7.8% porosity [11], representing a significant
increase in sensitivity. Pores can trigger reaction in shocked heterogeneous explosives by
creating hotspots on their collapse. Pore collapse has been the subject of much research
owing to its amenability to analytic and computational modelling, and reviews are given
by several authors, e.g., Bourne [13] and Fried [14]. Some continuum models treat pore
collapse as the only active hotspot mechanism in plastic-bonded explosives, but a variety
of other hotspot mechanisms can also be responsible for ignition. For example, shear
bands may occur in a shocked explosive when thermal softening exceeds work harden-
ing, leading to localised deformation and heating due to viscoplastic work [15]. The
similar response of PBX9501 and EDC37 under shock initiation suggests that a hotspot
mechanism other than pore collapse may be dominant in these explosives.
In two landmark papers [16, 17], Field presented evidence for the ten hotspot mecha-
nisms that may cause ignition in explosives and propellants, using the concept of critical
hotspots. A super-critical hotspot is sufficiently large and hot that it can itself react, and
go on to spread reaction into the cooler surrounding explosive, before it is cooled by heat
conduction. A sub-critical hotspot is too small or too cool, so that it dies away before it
can react significantly. A critical hotspot lies on the boundary between these two regimes;
it is just large and hot enough to react and initiate the surrounding explosive. Field used
experimentally-determined criteria [18] that critical hotspots in explosives have dimen-
sions of typically 0.1 to 10 µm, durations of 10−5 to 10−3 s and temperatures greater than
∼700K to evaluate candidate hotspot mechanisms. However, he did not consider the sim-
plest mechanism responsible for temperature localisation in plastic-bonded explosives:
the shock heating of crystals and binder. One of the aims of this work is to determine
whether this is a feasible hotspot mechanism in PBX9501 and EDC37.
Critical hotspots have been the subject of much research because they are important
in a variety of physical systems, for example, engines [19], propellants [20] and explo-
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sives [21, 22]. Previous studies have investigated the size, duration and temperature of
critical hotspots in explosives. The governing heat conduction and chemistry equations
need to be solved numerically even if simple material models are used [23]. Critical
hotspot criteria for realistic models of HMX were first determined using heat transfer
codes [e.g., 24]. These studies have since been extended to include the effects of hydro-
dynamics, after thermal solvers were embedded in hydrocodes [25, 26]. In this work, crit-
ical hotspot criteria will be determined for the HMX and binder components of PBX9501
and EDC37 for comparison to results in the literature.
1.3 Hydrocode modelling of explosives
Models describing the response of explosives to shock and detonation waves are usually
implemented in multi-material hydrodynamics computer codes or “hydrocodes” [27, 28].
Like computational fluid dynamics codes, hydrocodes solve the Euler equations for the
conservation of mass, momentum and energy. An additional relation known as the equa-
tion of state for each material is required to close the system of equations. Hydrocodes
differ from computational fluid dynamics codes in their use of advanced equations of
state to model solids in addition to liquids and gases. Coupled with a method for dealing
with shock discontinuities, hydrocodes allow the shock compression of realistic materials
to be simulated in complex engineering geometries and are a valuable tool for under-
standing the results from experiments. Hydrocode models for detonating explosives date
back over sixty years and have steadily gained in complexity as computing power has
increased. There are three types of model in common use: programmed burn, detona-
tion shock dynamics and reactive burn. These are related to two fundamental models of
detonation: the CJ and ZND theories.
The CJ theory was developed by Chapman [29] and Jouguet [30]. It assumes that the
detonation wave causes each element of explosive to transform instantaneously from its
initial unreacted state into gaseous detonation products. The behaviour of the detonation
products is represented by their equation of state, as sketched in pressure versus specific
volume space in figure 1.4. A straight line drawn through the initial state of the unreacted
explosive is tangent to the equation of state of the detonation products at a unique point
known as the “CJ state”. This straight line represents the only stable state for a detonation
wave and its gradient determines the detonation velocity DCJ, which is a constant.
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Figure 1.4: Sketch illustrating Chapman-Jouguet theory (in red) and the additions made
by Zeldovich, von Neumann and Doering (in black). CJ theory assumes that the explosive
transforms instantaneously into gaseous detonation products. ZND theory accounts for a
finite reaction zone between the von Neumann spike and the CJ state.
Zeldovich [31], von Neumann [32] and Doering [33] independently made additions
to CJ theory to account for finite chemical reaction rates. ZND theory assumes that the
detonation wave shocks the unreacted explosive to a high-temperature state, initiating
chemical reactions which transform the explosive into gaseous detonation products over
a finite reaction zone. As sketched in figure 1.4, the equations of state for the unreacted
explosive and the detonation products are both required. In ZND theory, a straight line
through the initial and CJ states is extended until it intercepts the equation of state of
the unreacted explosive, at a point known as the “von Neumann spike”. In a 1D steady
detonation, the explosive is shocked to this high-pressure spike state. As chemical reac-
tions proceed, the pressure falls as the explosive passes (along the straight black line in
figure 1.4) through partially-reacted equations of state on its way down to the CJ state
(the sonic point), which is reached at the end of the reaction zone.
Programmed burn is the simplest hydrocode model for explosives and is based on
CJ theory. One or more detonation points are defined for each region of explosive. For
each computational cell in that region, the straight-line distance from the detonation point
is calculated and the constant detonation velocity DCJ is used to determine the time at
which the cell will react (its “burn time”), before the hydrocode simulation commences.
At the burn time, and over a finite burn interval determined by the size of the cell, the cell
pressure is increased from zero towards the CJ pressure pCJ. Thereafter, the cell is treated
as containing only gaseous detonation products. Only the initial state of the explosive
and the equation of state of the detonation products are required as input to the model.
Programmed burn is suitable for modelling detonation propagation in explosives where
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CJ theory is a good approximation – these are known as “ideal” explosives. However, all
real explosives show some degree of non-ideal behaviour.
Detonation shock dynamics [34, 35] includes a key property of non-ideal explosives:
the observed variation in detonation velocity with charge size or, equivalently, with wave
curvature. As with programmed burn, the cell pressure is increased from zero towards
pCJ at a pre-determined burn time. However, the burn time calculation does not assume a
constant detonation velocity but requires a relationship to be supplied for the variation in
detonation velocity D with wave curvature K. The D(K) curve is determined empirically
for each explosive from a series of detonation propagation experiments at different charge
sizes. The model requires as input the initial state of the explosive, the equation of state
of the detonation products and the D(K) relation. In some implementations, the equation
of state of the detonation products is modified with K, to ensure that it is consistent with
the local value of D. Detonation shock dynamics can be used for modelling detonation
propagation in non-ideal explosives, but it does not account for shock initiation behaviour.
Reactive burn models represent shock initiation and detonation propagation behaviour
in explosives, and are run as an integral part of the hydrocode simulation. Examples
include the Ignition and Growth model [36], the Wescott, Stewart and Davis model [37]
and the CREST model [38]. A finite reaction rate converts the unreacted explosive to
detonation products and is often assumed to be pressure-dependent, but temperature or
entropy-dependent rates are also used. Reactive burn models require as input the initial
state of the explosive, the equations of state of the unreacted explosive and the gaseous
detonation products, and the reaction rate. The number and variety of models in current
use reflects the fact that the behaviour of heterogeneous explosives in the shock regime
is not fully understood, so empirical reaction rates are used. The ability of a model to
predict shock initiation and detonation propagation phenomena is highly dependent on the
quality of its reaction rate, which is tuned to a suite of experimental data on each explosive
composition. Continuum reactive burn models do not account for the microstructure of
the explosive, and so are unable to predict the effect of microstructural changes on shock
initiation and detonation behaviour.
In recent years, model developers have turned to smaller length-scales in an attempt
to learn more about the underlying mechanisms of shock initiation. The microstructures
of two plastic-bonded explosives, PBX9501 and EDC37, are illustrated in figures 1.5
and 1.6. The complicated geometry arises when the mixture of coarse and fine explosive
crystals, each coated with a thin layer of polymeric binder and having random crystallo-
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Figure 1.5: Micrograph of EDC37 [39] showing a mixture of coarse and fine HMX crys-
tals with diameters between 0.1 and 200 µm, each surrounded by a thin layer of binder.
The scratches and dark holes (known as “pull-outs”) are thought to be artefacts of the
sample preparation, but it is clear that many of the larger striped crystals are twinned.
The scale is such that the height of the picture is ∼1mm.
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Figure 1.6: Micrograph of PBX9501 [39] showing a mixture of coarse and fine HMX
crystals with diameters between 1 and 1000 µm, for comparison with figure 1.5. Some
of the large crystals have cracked under the high pressures applied during the manufac-
turing process. The colour differences between the crystals are caused by their random
crystallographic orientations. The scale is such that the height of the picture is ∼1mm.
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graphic orientations, is pressed during the manufacturing process. The different shapes
and sizes of the crystals in PBX9501 and EDC37 produce different microstructure char-
acteristics; for example, some of the large grains in pressed PBX9501 are cracked [40]
while EDC37 crystals are believed to be relatively undamaged [41]. The crystal size dis-
tribution changes during the manufacturing process [42, 43], but accurate distributions
can be obtained by analysing micrographs [44]. Crystal size effects are known to have
an influence on the sensitivity of explosives. For example, experimental data for a cast
explosive indicate that large grains are more sensitive than small grains at low pressures,
while small grains are more sensitive at high pressures [45]. Although explanations for
such effects have been suggested, microscale and mesoscale models are needed to verify
the mechanisms responsible and to make predictions for other compositions.
Microscale studies use atomistic and molecular dynamics modelling to investigate
both the inert and reactive response of explosive crystals under shock compression. For
example, molecular dynamics simulations have been used to investigate the thermal con-
ductivity of liquid HMX [46] and the decomposition of HMX at 3500K [47], both quan-
tities that would be very difficult to measure experimentally. However, the quality of
molecular dynamics simulations depends on the representation of the force field, the
computational method, the importance of quantum effects that are not accounted for in
a classical simulation, and the convergence that is achieved [48]. In addition, the length
and time-scales that can be accessed by molecular dynamics simulations are highly con-
strained (to micrometres and nanoseconds) by the available computing power and data
analysis techniques. While investigations of hotspot mechanisms might be possible with
molecular dynamics in the near future, modelling the entire run-to-detonation process
in a plastic-bonded explosive is not feasible. Since the aim of this work is to produce
a model that can predict the effect of microstructure on shock initiation and detonation
propagation over centimetres and microseconds, microscale modelling is not a suitable
approach.
Mesoscale models account for the microstructure of plastic-bonded explosives at the
scale of the crystals and binder. Since the crystals in PBX9501 and EDC37 have diameters
between 0.1 and 1000 µm, a mesoscale model of these explosives would be expected to
have a mesh size of approximately 0.1 µm which is significantly smaller than the 100 µm
meshing typically used for continuum reactive-burn models. Mesoscale models often
use the same hydrocode techniques as continuum models but with material models that
have been constructed for the crystal and binder components individually, rather than
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for the plastic-bonded explosive as a whole. The material properties data required to
parametrise these models is drawn from experiments and from the results of microscale
simulations. In this way, mesoscale models can build on microscale studies and it is
envisaged that improvements to continuum reactive-burn models will, in turn, be based
on the results of mesoscale simulations. This approach is known as multiscale modelling
and is often employed for complex materials like explosives. The mesoscale modelling
work presented in this thesis will contribute to the construction of multiscale models for
PBX9501 and EDC37.
1.4 Mesoscale modelling of plastic-bonded explosives
There are two main approaches to mesoscale modelling. The first is to construct a
reactive-burn model that is aware of the microstructure of the explosive. It includes pa-
rameters for the grain size, porosity, etc., and is able to account for their effect on shock
initiation and detonation propagation. Examples include the statistical hotspot models by
Nichols [49] and Hamate [50], the grain burning model by Milne [51], the mixture model
by Swift [52] and the hotspot population dynamics model proposed by Lambourn [53].
Such models are based on mesoscale concepts but they contain empirical parameters that
must be tuned to macroscopic experiments or to more fundamental models, potentially
limiting their predictive capability. Therefore, this approach is not developed further
here.
The second approach is to explicitly model the microstructure of the explosive in
a computer simulation. Ideally, a 3D representative volume would be constructed corre-
sponding to the exact microstructure of the explosive and containing pores, crystal defects
and other heterogeneities. When the microstructure is shocked, the material models in the
code would produce physically-realistic temperatures for the hotspots and the bulk explo-
sive. Chemical reaction would begin in the hotspots and spread through the surrounding
cooler explosive, until it is consumed. A macroscopic average of thermodynamic quan-
tities across the microstructure would reproduce experimental shock and detonation phe-
nomena. Unfortunately, the meshing requirements of such an “ideal” model are currently
prohibitive and, more importantly, much of the detailed physics and chemistry is not
known. To make progress, researchers have focused on particular aspects of the problem
by, for example, neglecting hotspots.
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Microstructure simulations of HMX-based explosives have been conducted in four
different regimes and with a variety of computational methods. The low-rate stress-strain
response of PBX9501 has been studied by Mas [54, 55]. The compaction of granu-
lar HMX was investigated by Menikoff [56, 57] in an Eulerian hydrocode, and by Pan-
chadhar [58] using a Lagrangian code with an inter-granular friction model. The weak-
shock response of PBX9501 microstructures has been simulated using a particle-in-cell
approach [59, 60, 61] and with the discrete element method [62], although this technique
is not widely used owing to the problems identified by Tang [63]. These problems in-
clude the lack of a mathematical proof for the method and numerical anisotropy caused
by the orderly arrangement of elements. The shock initiation and detonation regime
that is the focus of this work has previously been studied in Eulerian hydrocodes by
Baer [64, 65, 66], Brundage [67], Conley [68, 69, 70, 71] and Reaugh [26]. Since they
are well established for shock and detonation modelling, Lagrangian and Eulerian hy-
drocodes will be used in this work.
Explosive microstructures have been represented both in 2D and 3D; for example,
two dimensions were favoured by Conley and Panchadhar, while Baer and Brundage
used three dimensions. Mesoscale simulations on inert materials have demonstrated the
importance of 3D modelling; for example, Benson [72] concluded that a better represen-
tation of the shock compaction of copper powder would be achieved in 3D. In addition,
Flinn [73] stated that 3D simulations would be needed to account for the effect of inter-
granular gases in the dynamic consolidation of stainless-steel powders, because the open
path between particles cannot be represented in 2D. However, 3D simulations are sig-
nificantly more computationally expensive than 2D simulations, which in turn are more
expensive than 1D simulations. This limits the mesh resolution that can be achieved and
therefore the accuracy of the simulation. In this work, both 1D and 2D simulations will be
used to investigate the response of PBX9501 and EDC37 at the mesoscale. Direct com-
parison will be made between 2D and 1D calculations in plane, cylindrical and spherical
geometries to assess the effect of reducing the 3D microstructure to fewer dimensions.
Mesoscale modelling has been applied to a variety of HMX compositions. Baer [66]
and Conley [69] found that the presence of inter-granular voids in porous HMX leads to
greater deformation of the grains and higher temperatures than in simulations with binder
between the grains. In addition to temperature distributions, Conley has investigated
the effects of particle size and the timescales for thermal equilibrium to be achieved in
PBX9501. He found that temperature reaches quasi-equilibrium more quickly than pres-
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sure, and pressure fluctuations persist long after the shock front has passed. In this work,
pressure and temperature fluctuations in PBX9501 microstructures will be compared to
results in the literature. None of these papers simulates EDC37 despite its being a well
characterised explosive [74, 75, 76]. An aim of this work is to address this gap in the
literature by performing direct comparisons between mesoscale simulations of PBX9501
and EDC37.
Methods of creating geometries for microstructure simulations fall into two cate-
gories: constructing an artificial geometry and using tomography data. In the first cat-
egory, the simplest method is to use ordered particle arrays to create an artificial ge-
ometry [e.g., 66] using a simple particle size distribution [e.g., 26]. The drop-and-fill
approach was found to be inadequate for creating low-porosity geometries representative
of plastic-bonded explosives [64]. Monte Carlo methods have been used successfully by
Bardenhagen [60] and by Baer with realistic particle size distributions. Artificial geome-
try methods often treat HMX crystals as spherical (or circular in 2D), which is not realistic
for modelling inter-granular interactions like friction. Although Monte Carlo methods are
available here [77], a simple technique that could analyse tomography data is preferred to
ensure that computational microstructures are as realistic as possible. Either 2D micro-
graphs [e.g., 69 and 78] or 3D tomography data [e.g., 67 and 79] can be used to construct
microstructure geometries. These methods are capable of producing representative parti-
cle size distributions, depending on the resolution of the data, and there is no restriction on
the shape of the explosive crystals. Simple artificial geometries and realistic geometries
constructed from micrographs of PBX9501 and EDC37 will both be used in this work.
A variety of material models have been used in mesoscale simulations of HMX-based
explosives. These are often divided into two parts: an equation of state describing the
response of the material to isotropic compression and a strength model for the devia-
toric response to shear. In common with most mesoscale models in the literature, a
Mie-Gru¨neisen form of equation of state will be used in this work. Several strength
models have been used for the components of plastic-bonded explosives including visco-
elastic [55, 62, 63], visco-plastic [58, 68] and elastic-plastic [e.g., 56, 66 and 67] models.
Owing to this lack of consensus and the paucity of strength data on the components of
PBX9501 and EDC37, the incorporation of strength effects is left for future work. Some
mesoscale models have included additional physical effects, for example Conley devel-
oped a model for the shear viscosity of HMX [68] and viscosity has been used to represent
frictional work at grain interfaces [56]. Panchadhar included friction in his Lagrangian
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model of the compaction of granular HMX, but did not seem to account for the reduction
in frictional heating due to melting, despite the HMX exceeding its melting temperature
in his simulations [58]. Friction is difficult to represent in Eulerian hydrocodes so, in com-
mon with many of the mesoscale studies in the literature, it is not modelled in this work.
Artificial viscous pressure will be used to treat shocks but a physical viscosity model is
not included. Although a few studies have investigated heat conduction [26, 65], it is
not often included in microstructure simulations because of the additional computational
effort required and the small distances over which it operates. However, thermal conduc-
tivity will be included in this work owing to its importance in controlling the behaviour
of hotspots. The material models used in mesoscale modelling are often empirical and
require calibration to experimental data. Menikoff published an excellent compilation of
experimental data for HMX in reference 80, which provides many of the material model
parameters used in this work.
Although explosives are by their very nature highly reactive materials, they are often
treated as inert in mesoscale modelling studies [e.g., 57, 64 and 69] because of uncer-
tainties in the underlying chemical reaction mechanisms and the computational expense
of reactive simulations. Neglecting chemical reaction may be an appropriate assumption
in situations where little reaction is expected over timescales of interest, e.g., for low
strain-rate simulations. In the shock initiation regime, inert simulations have been used
to investigate the shock response of plastic-bonded explosive microstructures without the
complicating influence of chemical reaction. Reactive simulations of shock initiation
require very fine meshing to resolve hotspots accurately, and centimetre-long computa-
tional domains to capture the entire shock-to-detonation transition. To the best of our
knowledge, such simulations have not yet been undertaken, and addressing this gap in
the literature is a long-term aim of this work. To reduce the computational expense, some
mesoscale studies have used Arrhenius reaction rates to represent the reaction in hotspots,
followed by an empirical pressure-dependent burning law describing the propagation of
the reactive wave into the surrounding explosive [70, 71]. Other models use entirely
pressure-based rates [64, 66] for reaction in hotspots and the bulk explosive.
The majority of reactive mesoscale models use Arrhenius temperature-dependent
rates [e.g., 52, 67 and 81] to be consistent with the established chemical literature. Ar-
rhenius reaction-rate schemes for explosives are both single step [82, 83] and multi step
[e.g., 14, 84 and 85]. Conley [68] dismissed single-step schemes as being unable to pre-
dict reliable thermal-explosion ignition times over a wide temperature range, and used
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McGuire-Tarver multi-step kinetics [86] to represent HMX in the shock initiation regime.
Despite this, Reaugh found it necessary to modify one of the McGuire-Tarver parame-
ters to significantly increase the reaction rate at high temperatures [26, 87] and Menikoff
uses a single-step rate for modelling HMX detonation [83]. In this work, single-step and
multi-step Arrhenius schemes have both been tested but a single-step reaction is used for
the majority of the simulations.
1.5 Research plan
The long-term aim of this study is to construct a mesoscale model for shock initiation and
detonation propagation in two plastic-bonded explosives, PBX9501 and EDC37, that is
able to predict the effect of changes to their microstructure. It was decided at the outset
that the model will directly represent the heterogeneous microstructure of the explosives
in a hydrocode, following the approach of Baer [64, 65, 66], Conley [68, 69] and oth-
ers. Since PBX9501 and EDC37 are heterogeneous explosives, the model must represent
not only the bulk response of the microstructure but also the hotspots where chemical
reaction begins and the propagation of reaction from hotspots into the bulk. Developing
such a model is a long-term research project owing to its complexity and because the un-
derlying physics and chemistry is not thoroughly understood. It is envisaged that model
development will take place in three phases:
Phase 1. Model the bulk response:
Incorporate appropriate physics for modelling bulk response in a hydrocode.
Construct material models for the crystal and binder components and validate by
comparison to suitable experimental data.
Investigate the bulk response of shocked explosive.
Phase 2a. Model hotspot mechanisms:
Incorporate appropriate physics for modelling hotspots in a hydrocode.
Model hotspot mechanisms and rank them in order of importance.
Develop approximate models for key hotspot mechanisms if mesh resolution is
insufficient to represent them explicitly.
Phase 2b. Model the reaction propagation from hotspots into the bulk:
Understand how reaction spreads from hotspots into the surrounding explosive.
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Develop an approximate model for reaction propagation if mesh resolution is in-
sufficient to represent it explicitly, and implement in a hydrocode.
Investigate the interaction of reactive waves from multiple hotspots.
Phase 3. Full microstructure simulations:
Establish location of potential hotspot sites from experimental data.
Incorporate hotspots in a hydrocode with appropriate statistics.
Investigate the combined bulk and hotspot response of shocked explosive.
Validate the model by comparison to reactive-burn models and shock initiation data.
This work addresses phase 1 and some aspects of phase 2. The main focus is on mod-
elling the bulk response of PBX9501 and EDC37. This allows the “background” effect
of the shock heating of HMX crystals and binder to be established without the complicat-
ing influence of hotspots. The available hydrocodes did not include heat conduction or
Arrhenius chemistry, two physical effects that are important for mesoscale modelling, so
these are implemented in a one-dimensional Lagrangian hydrocode. Appropriate material
models are constructed for the HMX and binder components from available data. These
are used to investigate the bulk response of PBX9501 and EDC37 microstructures and
the predicted shock temperature distributions are compared to results from the literature.
The capability to model the experimental data relevant to the bulk response of these ex-
plosives will also be assessed. Critical hotspot criteria will be determined for comparison
to results in the literature, and the propagation of reaction from hotspots into the bulk ex-
plosive will be investigated using flame propagation simulations. The feasibility of shock
heating of crystals and binder as a hotspot mechanism in PBX9501 and EDC37 will be
determined. Assessing the remaining hotspot and reaction propagation mechanisms (e.g.,
pore collapse and shear banding) will require additional physics to be incorporated into
the available hydrocodes, and so the remainder of phases 2 and 3 is left for the future.
1.5.1 Thesis outline
This thesis is divided into eight chapters. Chapter 2 discusses the physics relevant to
mesoscale modelling in the shock to detonation regime. The hydrodynamics computer
codes used in later chapters are described and the technique developed to generate com-
putational microstructures is presented. In chapter 3, material modelling assumptions
are discussed and new models are constructed for the HMX and binder components
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of PBX9501 and EDC37. The models are validated by comparison to Hugoniot data,
Pop-plot data and detonation wave profiles in chapter 4. In chapter 5, shock heating
of crystals and binder is investigated and it is confirmed that the results are not sensi-
tive to geometry, meshing or reasonable changes to the material properties data. Crit-
ical hotspots are determined for HMX and the binders in chapter 6, and the effects of
initial temperature, geometry and mesh density are established. The observed reaction
propagation speed is validated using diamond anvil cell data, and implications are drawn
that can be used to rank hotspot mechanisms in the future. In chapter 7, one and two-
dimensional hydrocode calculations are used to determine bulk temperature distributions
in inert PBX9501 and EDC37. The sensitivity to computational settings, geometry and
uncertainties in the material properties is investigated. Pressure versus specific volume
data and pressure/temperature profiles are also obtained. The thesis is concluded in chap-
ter 8, where key points of interest from the earlier chapters and areas that represent novel
work are highlighted. Suggestions will be made for future research on the development
of a mesoscale model for PBX9501 and EDC37.
1.6 Summary
This thesis describes the first phase in a research project to develop a mesoscale model for
two HMX-based plastic-bonded explosives, PBX9501 and EDC37, that is able to predict
the effect on sensitivity of changes to their microstructure. Shocks and detonation waves,
and their effects on homogeneous and heterogeneous explosives, have been introduced.
Current programmed burn, detonation shock dynamics and reactive burn models do not
describe the response of explosive microstructures, and microscale studies are limited by
computing power, motivating the development of mesoscale models. The existing liter-
ature has been reviewed and several gaps have been identified. These will be addressed
in this work by modelling EDC37 in addition to PBX9501 and by investigating the shock
heating of crystals and binder as a potential hotspot mechanism.
Chapter 2
Computational techniques
This chapter presents the computational techniques that will be used for mesoscale mod-
elling of explosives in the shock to detonation regime. Section 2.1 will discuss which
physical processes are relevant and which can be neglected, resulting in a complete set
of reactive-flow equations that include the effects of hydrodynamics, chemistry and heat
conduction. An introduction to the well-established hydrocodes used to solve these equa-
tions, and details of a one-dimensional Eulerian hydrocode that was written during the
early stages of this work, will be given in section 2.2. Since heat conduction and Arrhe-
nius chemistry were not previously available in the codes, section 2.3 will describe how
they were implemented in a one-dimensional Lagrangian hydrocode. The method de-
veloped to analyse micrographs of PBX9501 and EDC37 and to generate computational
microstructure geometries will be discussed in section 2.4. Finally, a summary of the
chapter will be given in section 2.5.
2.1 Relevant physics
Plastic-bonded explosives are initially-solid materials with a complex microstructure. In
the shock to detonation regime, they may be subjected to a variety of hydrodynamic phe-
nomena including shocks, compressions and release waves, all of which will modify the
explosive’s thermodynamic state depending on its material properties. Any significant
increase in temperature will cause chemical reactions to proceed, converting the solid
unreacted explosive into gaseous reaction products. The resulting energy release and
20
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equation of state change will cause additional pressure waves to propagate through the
microstructure. Although the laws of hydrodynamics require that pressure be continuous
across material interfaces, temperature and density discontinuities can occur. Any tem-
perature and composition variations may be reduced by the effects of heat conduction and
species diffusion.
In general, modelling problems similar to this are known as “reactive flow”. The
equations used to model reactive flow can be found in many textbooks, e.g., reference 88.
They include five types of physical processes: motion and compression, chemical reac-
tions, diffusion effects, radiation transport, and waves. Not all of these effects are relevant
to shock initiation of plastic-bonded explosives owing to the scales over which they op-
erate. The length-scales of interest for mesoscale modelling are between 0.1 µm and 1m,
representing the smallest crystal size and the maximum extent of typical explosive charges
respectively. Relevant timescales are between nanoseconds and microseconds, which are
typical of wave reverberation times in hotspots and run-to-detonation times respectively.
The physical processes that will be neglected in this work are discussed below.
• Viscosity affects the behaviour of a fluid under shear motion. For many fluids
(known as Newtonian fluids), the shear stress is proportional to the spatial derivative
of velocity [89]. The proportionality factor is known as the viscosity coefficient µ
and is typically in the range 0.001 to 0.1 Pa s for liquids [80]. Viscosity is significant
over length-scales ∆x . µ/ρu. For typical densities ρ of 2 g / cm3 in plastic-bonded
explosives and particle velocities u of 0.3 km / s in the shock initiation regime, ∆x
lies between 2 nm and 0.2 µm. This is only just within the length-scales of interest
for mesoscale modelling, so it is reasonable to neglect fluid viscosity. In contrast
to liquids where viscosity results from molecular diffusion, viscosity in solids is
an approximation to rate-dependent plasticity and µ ∼ 100 Pa s [80]. Therefore,
viscosity may be significant over length-scales ∆x ∼ 0.2mm which are directly
relevant to mesoscale modelling, if strength effects are significant. Since strength is
in this work (see section 3.1), solid viscosity will also be neglected for consistency.
• Multi-phase flow applies when there are two or more distinct phases present, e.g.,
dust suspended in air. Such flows are different to the multi-species flow described in
this thesis because the phases have different velocities, so additional equations are
required to describe how the two phases interact. Multi-phase flow has been used
in modelling granular energetic materials [90] and can be important for aluminised
explosives. However, multi-phase flow is commonly neglected in conventional ex-
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plosives like PBX9501 and EDC37 because experimental evidence shows that con-
vection is not significant near theoretical maximum density [91, 92]. In addition,
the fast chemical reactions and the isolation of individual reaction centres (hotspots)
mean that there is limited potential for motion within the partially-reacted explosive
during shock initiation. For these reasons, multi-phase flow will be neglected.
• Radiation transport is widely neglected in explosives modelling, although some
experimentalists have suggested that radiative heating may play a role in shock
initiation [93]. An order of magnitude estimate of its significance can be made
using the Stefan-Boltzmann law [94] that the power per unit area radiated by a
black body is σT 4 where σ = 5.67 × 10−8W /m2K4 and T is the temperature. For
detonation products at 3000K and unreacted explosive at 300K, the power radiated
is 4.6 × 106 J /m2 s. In comparison, the energy released by detonating HMX is
approximately 1010 J /m3. For a detonation velocity of ∼10 km / s, the power per
unit area released by chemical reactions within the explosive is ∼1014 J /m2 s. This
is eight orders of magnitude greater than the radiated power and demonstrates that
radiation transport can be neglected.
• Electromagnetic forces are usually ignored in explosives modelling, although the
possibility of applied electromagnetic fields being able to enhance detonation ba-
haviour has been studied [95]. In the absence of an applied field, any electro-
magnetic forces must be internally generated due to charge separation and motion.
Temperatures in detonating explosives (3000K) are much lower than the temper-
atures required to ionise the C, H, N and O atoms they contain (approximately
105K). Therefore, the electromagnetic forces will act over distances comparable to
the molecular separation. For explosives with a density of ∼2 g / cm3 and molecular
mass ∼300 g /mol, the number of molecules in a volume of 1 µm3 can be calculated
from the Avogadro constant 6×1023mol−1. The number of molecules across the
length of a 1 µm cubic computational cell is ∼1600. Since the molecular separation
is three orders of magnitude less than the computational mesh size, electromagnetic
forces are expected to be insignificant at the mesoscale and can be neglected.
• External forces like gravity have a small effect on the µs timescales of relevance in
the shock regime and are rarely included in explosives modelling. For example, the
velocity imparted to a material over 10 µs by the gravitational acceleration at the
Earth’s surface is 9.81×10−8 km / s, significantly less than typical particle velocities
of 0.3 km / s in the shock initiation regime. Therefore, external forces like gravity
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can safely be neglected.
The four physical processes that remain after neglecting the above effects are hy-
drodynamics, chemical reaction, heat conduction and species diffusion, as described by
equations 2.1 to 2.5 for fluids. Strength in solid materials introduces extra terms into
these equations. The behaviour of a solid can be split into isotropic and deviatoric compo-
nents [96], represented by independent equation of state and strength models respectively.
Since strength will be neglected in this work (see section 3.1), the additional terms are
omitted from the following equations. Equations 2.1 to 2.5 are the reactive-flow equations
as they apply to mesoscale modelling of explosives.
∂ρ
∂t
+ ∇ · (ρu) = 0 (2.1)
∂(ρui)
∂t
+ ∇ · (ρuiu) + ∇i(p + Q) = 0 for i = 1, 2, 3 (2.2)
∂(ρe)
∂t
+ ∇ · (ρeu) + (p + Q)∇ · u = ρq˙ + ∇ · (k∇T ) (2.3)
∂n j
∂t
+ ∇ · (n ju) = n˙ j + ∇ · (D∇n j) for j = 1 . . . nt (2.4)
p = p(ρ, e) and T = T (ρ, e) (2.5)
The mass conservation equation 2.1 relates the rate of change of density ρ with time t to
spatial derivatives of the particle velocity vector u, with components ui. The momentum
conservation equations 2.2 in the three dimensions i relate the rate of change of momen-
tum to the spatial derivatives of pressure p and artificial viscous pressure Q. The energy
conservation equation 2.3 describes the effect on the specific internal energy e of the hy-
drodynamic work, the chemical energy release rate q˙ and thermal conduction, through
the thermal conductivity k and the spatial gradient of temperature T . The species con-
servation equations 2.4 for the rate of change of the molar density (number of moles per
unit volume) of each chemical species n j depend on the chemical reaction rates n˙ j and
the diffusion coefficientD. There are nt species conservation equations in total, where nt
is the total number of species involved in the chemical reaction scheme. The equation of
state (equations 2.5) describes the isotropic response of the material to changes in density
ρ and specific internal energy e. For future reference, a list of the notation used in this
thesis is given on page v.
Equations 2.1 to 2.5 above are written in the laboratory reference frame, known as the
Eulerian frame. It is useful to convert the equations to a reference frame that moves with
the material, known as the Lagrangian frame. The Lagrangian time derivative D/Dt can
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be related to the Eulerian time derivative ∂/∂t via
Dφ
Dt
≡ ∂φ
∂t
+ u · ∇φ, (2.6)
where φ is any physical quantity [89]. Manipulating equations 2.1 to 2.4 using equa-
tion 2.6, the reactive-flow modelling equations become in the Lagrangian frame
D(ρδV)
Dt
= 0
ρ
Dui
Dt
+ ∇i(p + Q) = 0 for i = 1, 2, 3
ρ
De
Dt
+ (p + Q)∇ · u = ρq˙ + ∇ · (k∇T ) (2.7)
1
δV
D(n jδV)
Dt
= n˙ j + ∇ · (D∇n j) for j = 1 . . . nt
p = p(ρ, e) and T = T (ρ, e),
where δV is the volume of a small element of the material. Use of the Lagrangian frame
allows the advection terms, which have the form ∇ · (φu) in the Eulerian equations 2.1
to 2.4, to be removed. These terms describe how material flows from one computational
cell to another and can lead to numerical diffusion in Eulerian hydrocodes [28]. (Advec-
tion will be discussed in section 2.2.) Equations 2.7 are the complete set of equations that
will be considered in this work. The four physical processes they describe will be dis-
cussed separately in sections 2.1.1 to 2.1.4, and computational techniques used to solve
them will be presented in section 2.2. The equations of state p(ρ, e) and T (ρ, e) represent
the behaviour of the material and will be the subject of chapter 3.
2.1.1 Hydrodynamics
In this thesis, the term “hydrodynamics” is used to describe unsteady, compressible, invis-
cid flow of any material. The hydrodynamic equations are known as the Euler equations
and can be found in many textbooks, e.g., reference 89. In the Lagrangian frame they are
D(ρδV)
Dt
= 0
ρ
Dui
Dt
= −∇i(p + Q) for i = 1, 2, 3 (2.8)
ρ
De
Dt
= −(p + Q)∇ · u.
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They can be derived by considering the conservation of mass, momentum and energy for
a small element of material. The hydrodynamics equations 2.8 are written in terms of
specific internal energy e rather than total energy for two reasons [28]. Firstly, if they
were written in terms of total energy, then e would need to be calculated as the difference
between the total energy and the kinetic energy for use in the equation of state. Since
the total and kinetic energies are large and similar in magnitude in the shock regime, the
calculation of e would be prone to numerical errors. Secondly, in Eulerian hydrocodes,
unrealistic heating errors can be reduced if specific internal energy is advected rather than
total energy.
The artificial viscous pressure Q is included in the hydrodynamics equations 2.8 in
order to model shock discontinuities by spreading the shock front over several computa-
tional cells [97]. Care must be taken to choose an appropriate form of artificial viscosity
that has good directional properties and introduces sufficient shock smearing to prevent
oscillations, while minimising its diffusive effect [98]. Riemann solvers and flux lim-
iters [28] are alternative techniques for dealing with shocks which have their own advan-
tages and disadvantages, but they will not be used in this work.
Analytic solutions to the hydrodynamics equations can provide a useful test of the
accuracy of numerical schemes. For example, solutions to the Riemann problem [99]
include equations for shocks and rarefactions generated at the interface between two uni-
form regions. These provide an analytic solution to the Sod shock tube [100] which is
regularly used as a hydrocode test problem. Another example is the Rankine-Hugoniot
equations which relate the thermodynamic states before and after a shock, and can be
found in any textbook on shock physics, e.g., reference 1. These equations are used to
generate the analytic solution to the plate-impact test problem in section 2.2. Although
analytic solutions to various idealised hydrodynamics problems are available, the multiple
wave interactions that occur at the mesoscale make an analytic approach not feasible for
modelling the shock-to-detonation transition in plastic-bonded explosives. This is why a
numerical approach is followed in this work.
2.1.2 Chemistry
Chemical reactions are of fundamental importance in explosives. The build-up of chem-
ical reaction behind the shock front is responsible for the growth to detonation, and its
subsequent self-sustaining propagation. As mentioned in sections 1.4 and 3.4, there is
2.1 Relevant physics 26
still considerable uncertainty regarding the detailed reaction kinetics in explosives, de-
spite many decades of research. Many continuum reactive-burn models use pressure-
based reaction rates based on empirical observations [e.g., 36]. However, chemists favour
the Arrhenius temperature-dependent reaction rates that will be used in this work [6].
In the Lagrangian frame and for a single-step reaction A
1→ B, the governing energy
conservation equation is
De
Dt
= q˙ = q1nAz1e−E1/RT (2.9)
and the species conservation equations are
1
δV
D(nAδV)
Dt
= n˙A = −nAz1e−E1/RT (2.10)
1
δV
D(nBδV)
Dt
= n˙B = nAz1e−E1/RT ,
where q1 is the heat released by reaction 1, z1 is the frequency factor for the reaction,
E1 is the activation energy and R is the molar gas constant. For a single-step reaction,
the unreacted explosive is species A and the reaction products are species B, with molar
densities nA and nB respectively. The Arrhenius reaction rate can be derived from kinetic
theory [101] by assuming that molecules must acquire activation energy E1 before they
can react. Arrhenius reactions present a challenge to computational schemes because the
rate of reaction can be slow for a long time, before the temperature rises sufficiently for
rapid reaction to proceed [88]. A stiff ordinary differential equation solver may need to
be used, as will be discussed in section 2.3.2.
2.1.3 Heat conduction
Heat conduction is neglected in many hydrocodes because it is a relatively slow effect on
the centimetre length-scales of interest in engineering applications. However, it is recog-
nised that heat conduction plays an important role in determining whether hotspots are
sub-critical or super-critical (see chapter 6) and so heat conduction needs to be included
in mesoscale models. In the Lagrangian frame, the governing equation is
ρ
De
Dt
= ∇ · (k∇T ), (2.11)
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where k is the thermal conductivity and T is the temperature. This is Fourier’s law of
thermal conduction [102] that the heat flux is proportional to the local temperature gra-
dient ∇T . Section 2.3 will describe how heat conduction was implemented in a one-
dimensional hydrocode. The dependence on the spatial gradient of the temperature means
that heat conduction cannot be implemented on a cell-by-cell basis like equation of state
or strength models, but must be integrated into the energy conservation equation.
2.1.4 Species diffusion
In many computational fluid dynamics codes for reactive flow, species diffusion is in-
cluded in addition to thermal conduction [88]. However, hydrocode models of plastic-
bonded explosives usually do not include species diffusion, and Reaugh [103] has demon-
strated that species diffusion can be neglected at the high pressures of relevance to shock
initiation. In the Lagrangian frame, the species diffusion equations are
1
δV
D(n jδV)
Dt
= ∇ · (D∇n j) for j = 1 . . . nt,
where n j is the molar density of species j,D is the diffusion coefficient and nt is the total
number of species. This is Fick’s law of diffusion [102] that the flux is proportional to
the local concentration gradient, and is analogous to the heat conduction equation. To
determine whether it is appropriate to neglect species diffusion in this work, compare
the magnitudes of the two effects. Using the material properties data for HMX and the
binders in PBX9501 and EDC37 from section 3.2, an estimate for the timescale of thermal
conduction is
∆t ∼ ρcv(∆x)
2
k
∼ (5 × 106 s /m2)(∆x)2,
where cv is the specific heat capacity and ∆x is a relevant length-scale. Bedrov [104] de-
rived the self-diffusion coefficient for liquid HMX from molecular dynamics simulations.
His values ranged from 0.06×10−9m2 / s at 550K to 0.325×10−9m2 / s at 800K, leading
to the following estimates for the timescale of species diffusion in liquid HMX:
∆t ∼ (∆x)
2
D ∼
 (1.7 × 1011 s /m2)(∆x)2 for liquid HMX at 550K(3.1 × 109 s /m2)(∆x)2 for liquid HMX at 800K
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In solid HMX, the diffusion times will be higher because the crystal lattice inhibits molec-
ular motion. These estimates show that species diffusion in HMX is much slower than
thermal conduction. In addition, these timescales can be compared to the reaction du-
ration in detonating PBX9501 and EDC37. From the particle-velocity gauge traces for
an EDC37 experiment which detonates, the reaction time is approximately 0.028 µs [75].
For a steady-state detonation speed of 8.8mm / µs, the reaction zone length is therefore
0.25mm. For diffusion or heat conduction to have an effect over even a tenth of this length
would take 1ms, four orders of magnitude slower than the reaction time. This suggests
that both heat conduction and diffusion are of little interest in the detonation regime. In
the shock initiation regime, the longer reaction time ∼1 µs means that heat conduction
could have an effect over short distances (e.g., for hotspots), but species diffusion is sev-
eral orders of magnitude slower. Therefore, it is reasonable to neglect species diffusion in
both the shock initiation and detonation regimes, so species diffusion is omitted from this
work.
2.2 Hydrocodes
The two major classes of hydrocodes, Lagrangian and Eulerian, are illustrated in fig-
ure 2.1. A Lagrangian hydrocode solves the conservation equations on a grid that moves
with the material. This has the advantages of automatically providing increased resolu-
tion where the material is compressed and allowing accurate modelling of material in-
terfaces, but the disadvantages that the mesh may be difficult to construct in complex
geometries (such as a granular explosive microstructure) and may tangle as the calcula-
tion proceeds [105]. An Eulerian code uses a fixed grid, through which material can flow.
Eulerian hydrocodeLagrangian hydrocode
on moving grid
Lagrangian step
plus re−map to fixed grid
Lagrangian step or steps
Figure 2.1: Illustration of the differences between Lagrangian and Eulerian hydrocodes.
Both types of hydrocode advance the solution to the next timestep using a Lagrangian
step. After a few timesteps, Eulerian codes perform an advection step to re-map the
solution back to the original fixed grid.
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This is often achieved by initially advancing the conservation equations with a few (typi-
cally 1, 2 or 4) Lagrangian steps, before an advection step is used to re-map the solution
back to the original fixed grid [106]. Eulerian codes have the advantage of being robust
because mesh-tangling is avoided, and unimportant material can be allowed to move off
the computational domain through the use of transmissive boundaries. Disadvantages are
that the advection step reduces accuracy and mixed cells at interfaces do not easily allow
physical effects like slide and friction to be modelled. Some codes make a compromise
between these two extremes: Arbitrary Lagrangian Eulerian codes use a Lagrangian grid
that can move in a semi-Eulerian way to avoid mesh tangling [105]. Adaptive Mesh Re-
finement codes use an Eulerian grid with sub-divided cells to increase mesh resolution in
areas of interest. All of these types of hydrocode are available but four codes will be used
in this work. They are all multi-material hydrocodes that use predictor-corrector schemes
to advance the hydrodynamic equations 2.8 in time on a staggered grid.
• Peruse [107] is a one-dimensional Lagrangian hydrocode, whose source code and
documentation were provided by Whitworth [108]. Section 2.3.2 will describe the
modifications that have been made to Peruse in order to incorporate the effects of
heat conduction and Arrhenius chemistry. The updated Peruse code will be used
for one-dimensional simulations throughout this work.
• As will be discussed below, Chec is a one-dimensional Eulerian hydrocode. It was
written during the initial stages of this work to demonstrate that an understanding
of hydrocode numerics had been achieved. However, an Eulerian code provides no
advantage over a Lagrangian code in one dimension where mesh tangling cannot
occur, so Chec will not be used in subsequent chapters.
• Corvus [105] is a two-dimensional Arbitrary Lagrangian Eulerian hydrocode. It
has been used for only a few simulations in this work, although its potential for use
in future work to investigate hotspot mechanisms (where interface effects might be
important) is recognised.
• Petra [109] is a two-dimensional Eulerian hydrocode. Langridge kindly modified
the code to accept microstructure geometries as input (see section 2.4), and pro-
vided the resulting executable and documentation [110]. Petra does not currently
have heat conduction and Arrhenius chemistry capabilities, so it can only be used
for modelling inert explosive. Chapter 7 will make extensive use of Petra to inves-
tigate bulk temperature distributions in PBX9501 and EDC37.
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Peruse, Corvus and Petra are well-established codes that have all passed a suite of test
problems and so they will be used without detailed examination in this work. In contrast,
Chec is a new code and its performance against two test problems will be presented below.
2.2.1 Chec: a 1D Eulerian hydrocode
Chec is a one-dimensional Eulerian hydrocode that was written (in Fortran 90) during
the initial stages of this work. Chec solves the Eulerian reactive-flow modelling equa-
tions 2.1 to 2.5 in one-dimensional plane geometry neglecting chemistry, heat conduction
and diffusion. A polytropic gas is used for the equation of state:
p = (γ − 1)ρe, (2.12)
where γ is the ratio of specific heat at constant pressure to that at constant volume. This
can be derived from the more familiar ideal gas equations p = ρRT and e = cvT , for
constant cv, which were originally determined experimentally but can also be derived
from kinetic theory [101]. The temperature T is eliminated in equation 2.12 to create an
equation of state (EOS) of the form p(ρ, e) which is sufficient to solve the hydrodynamic
equations. A temperature relation T (ρ, e) is only required when additional physics like
heat conduction is modelled. The polytropic gas equation of state is used here because
it is convenient for hydrocode testing purposes owing to its simple analytic form, but it
begins to break down even for gases under atmospheric conditions [88], and is inadequate
for modelling both solid unreacted explosives and hot, high-pressure gaseous reaction
products. For these reasons, more advanced equations of state will be used elsewhere in
this work (see chapter 3).
A simple quadratic artificial viscous pressure [97] is used:
Q =
 0 for ∂u∂x ≥ 0βQρ∆x2 (∂u∂x)2 for ∂u∂x ≤ 0, (2.13)
where ∆x is the computational cell size and βQ is a constant known as the quadratic
artificial viscosity coefficient. This is known as the standard form by Noh [111] and,
although it smooths shock discontinuities sufficiently to enable hydrocode calculations
to run, it fails to entirely eliminate oscillations behind shocks. These can be mitigated
by adding a linear artificial viscosity term βLρc∆x(∂u/∂x) [112], where βL is the linear
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artificial viscosity coefficient and c is the sound speed. More advanced artificial viscosity
forms, for example monotonic viscosity [27] and Wilkins viscosity [98], are implemented
in Peruse and Petra and will be used in subsequent chapters to produce better results.
Chec is an explicit finite-difference code. This means that the flow variables are ad-
vanced to time tn+1 using the known values at the previous time tn, in contrast to an
implicit or semi-implicit scheme where a combination of values at tn+1 and tn is used.
Explicit schemes are favoured for unsteady flow since they are more accurate and compu-
tationally efficient [89]. However, the timestep ∆t = tn+1 − tn used in an explicit scheme
needs to be controlled to ensure stability. The Courant-Friedrichs-Lewy (CFL) condition
for hyperbolic equations is used:
∆t =
C∆x
c
, (2.14)
where C is the Courant factor. It is necessary that C ≤ 1 for stability but it is desirable that
C should be as close to 1 as possible to enable an accurate solution to be obtained [89].
A predictor-corrector scheme is used in Chec to provide second-order accuracy in time.
In the predictor step, the numerical solution is advanced to time tn+1/2 with first-order
accuracy to calculate a half-timestep pressure and artificial viscosity. These are then used
in the corrector step to advance the solution from tn to tn+1 with second-order accuracy.
A staggered grid is used: the velocity u is stored at cell edges while ρ, e, p and Q are
stored at cell centres. Staggered grids allow strength models to be implemented relatively
easily and are generally favoured by the hydrocode community [105]. Two different
boundary conditions, reflective and transmissive, are implemented in Chec using a ghost
cell at each end of the computational domain. The final boundary condition needed to run
a hydrocode simulation is the initial condition at t0. The initial geometry is defined in the
hydrocode input and the thermodynamic state within each computation cell is calculated
during initialisation.
In common with most hydrocodes, Chec uses operator splitting to solve the hydrody-
namics equations in a series of steps [27]. These steps, which are based on the scheme in
Petra [109], are summarised in figure 2.2. The left side of the flow-chart describes how
the solution is advanced to the next timestep on a Lagrangian mesh. The right side shows
the advection step that is used to re-map the solution back to the fixed grid. During the
Lagrangian predictor step, the particle velocity and specific internal energy are advanced
to tn+1/2 using the momentum and energy conservation equations, in order to calculate
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and artificial viscosity
Calculate timestep
Advection step
Print out data
Calculate total energy to 
check energy conservation
Check for end time
End
Call EOS to update pressures
Mass advection
Energy advection
Momentum advection
Update values, including call
EOS to update pressures
Interface construction
Lagrangian
predictor step
Lagrangian corrector step
to update u and e
Set up problem
Figure 2.2: A flow-chart for the computational scheme in Chec. To achieve second-
order accuracy, a predictor step calculates the pressure and artificial viscosity at the half-
timestep, before the full-timestep Lagrangian corrector step. The advection step is used
to remap the full-timestep solution back to the fixed computational grid.
half-timestep values for pressure and artificial viscosity. The velocity and specific inter-
nal energy updates are repeated using the half-timestep values for p and Q during the
corrector step. During the advection step, the mass, energy and momentum conservation
equations are used to calculate the density, specific internal energy and particle veloci-
ties at tn+1, before the equation of state is called to determine the pressure and artificial
viscosity.
The total energy is calculated at the end of each timestep to check that total energy
conservation across the computational grid is satisfactory. A consequence of expressing
the hydrodynamics equations in terms of specific internal energy rather than total energy
is that the momentum advection step does not conserve kinetic energy exactly [28]. In
common with many Eulerian codes, Chec includes an energy dissipation function to add
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the kinetic energy lost from each cell to its internal energy, subject to an artificial viscosity
cutoff of Q ≥ 10−3p. The cutoff ensures that dissipated kinetic energy is converted to in-
ternal energy only in the presence of shocks, where this process is physically reasonable.
First, second and third-order van Leer advection schemes [106] have been imple-
mented to allow the differences between the three schemes to be observed. The first-order
scheme is significantly more diffusive than the higher-order schemes but flux limiters are
needed to reduce non-physical oscillations with the second and third-order methods [109].
An interface construction method is needed to reduce numerical diffusion at material in-
terfaces [28]. The Simple Line Interface Calculation (SLIC) scheme [113] is used in
Chec. This recognises six fluid configuration types and allocates volume fluxes for each
material according to its position relative to the surrounding computational cells. SLIC
is a relatively simple first-order algorithm and more advanced techniques, e.g. Youngs’
method [109], are often used in 2D and 3D hydrocodes. Another error arises when mixed
cells (containing more than one material) are used in Eulerian hydrocodes. During the La-
grangian step, the compression of a mixed cell is distributed evenly between the materials
present in the cell. This assumption is not appropriate when one material is significantly
softer than the others, so inaccurate pressures and temperatures will be produced. A
pressure relaxation option is included in many Eulerian hydrocodes to allow the materials
within a cell to approach pressure equilibrium at the end of the Lagrangian step. However,
this option is not available in Chec.
Chec uses well-established methods to solve the hydrodynamics equations and so it
is not useful to describe its workings in detail here. Instead, the results of two one-
dimensional test problems (sketched in figure 2.3) will be shown to demonstrate that
the code works correctly. The analytic solution [99] to the Sod shock-tube problem is
compared to the results of a Chec simulation at 15 µs in figure 2.4, showing that the code
performs reasonably well. The internal energy overshoot at x = 64 cm is due to the wall
heating effect that will be discussed below. The oscillations near x = 50 cm are a start-up
error caused by the initial shock discontinuity, and could be reduced by suppressing the
timestep at the start of the calculation. Importantly, Chec gives results of similar quality to
other hydrocodes [105, 107] with 100 zones across the computational domain, the mesh
resolution originally defined for the Sod shock-tube problem [100].
The results of a plate impact simulation are compared with the analytic solution at 5 µs
in figure 2.5. The wall heating effect reduces the density and increases the internal energy
at the boundary between the two regions (x = 4.5 cm). Apart from this, figure 2.5 shows
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Ideal gas,   =1.4γ Ideal gas,   =1.4γ
x=50 x=100x=0
Sod shock tube
Ideal gas,   =5/3γ Ideal gas,   =5/3γ
x=0 x=2 x=6
Plate impact
00 e
0 ρ0 0 e0
0 0ρu  =1,    =p  =0,     =1
0u =0,    =0.125, p =0.1,     =2.0ρ0 0 e0
u  =0,    =p =0,    =10 e0 0 ρ0
Figure 2.3: Two standard one-dimensional hydrocode test problems: the Sod shock-tube
problem (above) and a plate-impact problem (below). Any set of self-consistent units can
be used: in figures 2.4 and 2.5 we use g, cm, µs and Mbar to be consistent with other
hydrocodes.
that the code gives good results for the plate impact test problem. The satisfactory results
for both test problems demonstrate that, by writing Chec, an understanding of hydrocode
numerics has been achieved.
The wall heating errors observed in figures 2.4 and 2.5 are a well-documented effect,
described by Noh [111]. They are caused by near-discontinuous shocks being driven into
the computational domain at t = 0 µs. The shocks must travel through several computa-
tional cells before the artificial viscosity is able to smear them sufficiently. This means
that internal energy is over-predicted, and density under-predicted, at the interface. The
effect can be reduced by introducing heat conduction to dissipate the excess energy and/or
by the use of adaptive mesh refinement, but it cannot be eliminated. Wall heating errors
occur in most of the simulations described in this thesis, and their effects will be described
as they arise in each of the chapters.
Noh [111] also defined a spherical rigid-wall impact geometry that is routinely used
as a hydrocode test problem. It highlights two types of errors associated with the use of
artificial viscosity: the wall heating error described above and the overheating that occurs
in convergent geometry. Since the second error does not occur in plane geometry and
Chec does not have the capability to run in cylindrical or spherical geometry, the Noh test
problem is not used here.
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Figure 2.4: The analytic solution to the Sod shock-tube problem (black lines) is compared
to the results of a Chec simulation (points) with 500 zones across the 100 cm computa-
tional domain, at time t = 15 µs, showing reasonably good agreement.
Figure 2.5: The analytic solution to a plate-impact test problem (black lines) is compared
to the results of a Chec simulation (points) with 1000 zones across the 6 cm computational
domain, at time t = 5 µs, showing good agreement.
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2.3 Heat conduction and Arrhenius chemistry
As discussed in section 2.1, heat conduction and Arrhenius chemistry are important phys-
ical effects in shocked explosives. Neither of these effects were previously available in
Peruse [107], although Whitworth has included a rudimentary implementation in recent
versions [114]. This makes two significant approximations: that the internal energy e can
be related to the temperature T and the specific heat capacity cv via the ideal gas equation
e = cvT , and that the reaction rate is decoupled from the hydrodynamics. Neither of these
approximations are deemed to be acceptable in this work, and so a new implementation
of heat conduction and Arrhenius chemistry in Peruse was required. The new coding
was based on the numerical scheme in ReactDiff, a static chemical reaction and thermal
diffusion code [115].
2.3.1 ReactDiff
Fluid Gravity’s ReactDiff code solves the equations for chemical reaction and heat con-
duction, treating the problem as static and one-dimensional. Compared to the full
reactive-flow equations 2.7, hydrodynamics and species diffusion are neglected and so
an equation of state is not required. A variety of chemical reaction schemes are available
in ReactDiff but, as an example, McGuire & Tarver’s [86] three-step reaction scheme
A
1→ B 2→ 2C 3→ D for HMX will be described. For this scheme, ReactDiff solves the
following equations:
cv
∂T
∂t
=
∇ · (k∇T )
ρ
+ NAq1Z1e−E1/RT + NBq2Z2e−E2/RT + NC2q3Z3e−E3/RT
∂NA
∂t
= −NAZ1e−E1/RT
∂NB
∂t
= NAZ1e−E1/RT − NBZ2e−E2/RT (2.15)
∂NC
∂t
= NBZ2e−E2/RT − NC2Z3e−E3/RT
∂ND
∂t
= NC2Z3e−E3/RT ,
where qi is the heat released by reaction i, Zi is the static frequency factor, Ei is the acti-
vation energy and R is the molar gas constant. N j are the mass fractions of the unreacted
explosive A, partially reacted species B and C, and the reaction products D. These static
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equations contain two simplifications compared to the dynamic chemical reaction equa-
tions 2.9 and 2.10. The first is that the specific internal energy has been replaced with
temperature using the thermodynamic relation(
∂e
∂t
)
v
= cv
∂T
∂t
,
where v = 1/ρ is specific volume. This neglects the contribution of compression to the
change in specific internal energy because v is constant in a static code. The second
simplification is the use of the static mass fractions N j which can be related to molar
densities n j as follows:
N j = n jM j/ρ0, (2.16)
where M j is the molar mass of species j and ρ0 is the density (a constant). The derivation
of the static mass-fraction equations 2.15 from the conventional molar density equations
is given in appendix A.
ReactDiff uses an operator splitting method to solve equations 2.15 in two steps.
Firstly, the effect of the chemical reaction is evaluated using the Livermore ordinary dif-
ferential equation solver, VODE [116, 117]. This solves the initial value problem for stiff
or non-stiff systems of first order ordinary differential equations. Integration method 22
is used, which is the recommended option for stiff equations with a full Jacobian, where
the code is required to calculate the Jacobian automatically. Secondly, the effect of heat
conduction is calculated using a Crank-Nicholson scheme [89]. This is a semi-implicit
method that combines the stability of an implicit method with second-order accuracy in
both space and time. The change in temperature in each computational cell due to heat
conduction depends on the temperatures in its nearest neighbours, creating a tridiagonal
set of simultaneous equations. These are solved using a tridiagonal matrix solver from
chapter 2.4 of reference 118. The numerical scheme is unconditionally stable, but the
user is required to specify a sufficiently small timestep to produce accurate results. Both
isothermal and adiabatic boundary conditions are available in ReactDiff.
2.3.2 Peruse implementation
To incorporate chemical reactions and heat conduction in Peruse, the existing hydro-
dynamics coding was extended to include heat conduction and chemistry terms, so that
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the modified code solves the Lagrangian reactive-flowmodelling equations 2.7 neglecting
species diffusion. The implementation of heat conduction and chemistry in Peruse uses
an operator-splitting method: the contribution due to hydrodynamics is calculated first,
followed by chemical reaction and then heat conduction. The chemistry and conduction
steps are based on those in ReactDiff but it is necessary to modify the chemical reaction
equations to account for the effects of dynamics, and additional correction factors are
required to improve total energy conservation. These are discussed below.
In ReactDiff, the governing equations 2.15 are written in terms of N j, the static mass
fraction of species j. To account for the compression of computational cells in Peruse,
the dynamic mass fraction f j is used instead:
f j = n jM j/ρ, (2.17)
where M j is the molar mass of species j and ρ is the density (a variable). Following
the analysis in appendix A, the species conservation equations require additional density
factors to be included for second- or higher-order reaction rates. For example, McGuire
& Tarver’s [86] three-step reaction scheme for HMX becomes
f˙A = − fAZ1e−E1/RT
f˙B = fAZ1e−E1/RT − fBZ2e−E2/RT
f˙C = fBZ2e−E2/RT − ρ
ρ0
fC2Z3e−E3/RT (2.18)
f˙D =
ρ
ρ0
fC2Z3e−E3/RT .
Correction factors
The Lagrangian reactive flow equations 2.7 contain hydrodynamics terms expressed as
functions of specific internal energy e, and chemical reaction and heat conduction terms
dependent on temperature T . For the ideal gas equation of state, it is easy to convert be-
tween the two using e = cvT . For more advanced equations of state, like those described
in chapter 3, e is a function of both T and specific volume v. In addition, for chemically
reactive materials, there may be two or more species with different equations of state,
making the conversion between e and T more difficult. The following method that has
been developed for use in Peruse is similar to the source term method described in refer-
ence 119 and used in ALE3D, a coupled thermal/chemical/mechanical code [120, 121].
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The equations of state (see chapter 3) treat reacting explosive as a mixture of solid un-
reacted explosive and gaseous reaction products, with specific internal energies es and eg
and specific volumes vs and vg. It is assumed that the solid and gaseous components are in
pressure and temperature equilibrium. The burn fraction λ is defined as the mass fraction
of detonation products in the mixture, and the mixing rules are
v = (1 − λ)vs + λvg (2.19)
e = (1 − λ)es + λeg. (2.20)
The equations of state for the unreacted explosive and reaction products provide rela-
tionships es(T, vs) and eg(T, vg) respectively. Substituting these into equation 2.20 and
eliminating vg using equation 2.19 allows the specific internal energy to be written as
e(T, v, vs, λ). Taking the derivative with respect to time gives
De
Dt
=
(
∂e
∂T
)
v,vs,λ
DT
Dt︸           ︷︷           ︸
1
+
(
∂e
∂v
)
T,vs,λ
Dv
Dt︸         ︷︷         ︸
2
+
(
∂e
∂vs
)
T,v,λ
Dvs
Dt︸           ︷︷           ︸
3
+
(
∂e
∂λ
)
T,v,vs
Dλ
Dt︸          ︷︷          ︸
4
. (2.21)
Equation 2.21 expresses the fact that the rate of change of specific internal energy e de-
pends not only on the temperature T but also on the specific volume v, the specific volume
of the solid component vs (representing how that specific volume is divided between the
solid and gaseous components) and the burn fraction λ. Each of the terms 1 to 4 needs to
be accounted for to accurately convert the specific internal energy to temperature for the
chemistry and heat conduction steps. Detailed working for each of the terms is given in
appendix B. The result is that the dependence on Dv/Dt and Dvs/Dt can be eliminated,
leaving
De
Dt
=
cv +
(
∂e
∂vs
)
T,v,λ
Θ
Ψ︸        ︷︷        ︸
χ

DT
Dt
+
eg − es + (vs − vg)
(
∂eg
∂vg
)
T
+
(
∂e
∂vs
)
T,v,λ
Ξ
Ψ︸                                              ︷︷                                              ︸
de
dλ

Dλ
Dt
, (2.22)
where
cv = (1 − λ)cv,s + λcv,CJ
Θ =
(
∂pg
∂eg
)
vg(
∂Tg
∂eg
)
vg
−
(
∂ps
∂es
)
vs(
∂Ts
∂es
)
vs
2.3 Heat conduction and Arrhenius chemistry 40
Ξ =
(
∂pg
∂vg
)
eg
(vs − vg)
λ
−
(
∂pg
∂eg
)
vg
(
∂Tg
∂vg
)
eg(
∂Tg
∂eg
)
vg
(vs − vg)
λ
Ψ =
(
∂ps
∂vs
)
es
−
(
∂ps
∂es
)
vs
(
∂Ts
∂vs
)
es(
∂Ts
∂es
)
vs
−
(
∂pg
∂vg
)
eg
(λ − 1)
λ
+
(
∂pg
∂eg
)
vg
(
∂Tg
∂vg
)
eg(
∂Tg
∂eg
)
vg
(λ − 1)
λ
.
Equation 2.22 is more conveniently written as
De
Dt
= (cv + χ)
DT
Dt
+
de
dλ
Dλ
Dt
. (2.23)
This can be compared to the familiar relation for a single material at constant volume:
De
Dt
= cv
DT
Dt
.
The terms χ and de/dλ are “correction factors” needed to account for the change in spe-
cific internal energy as the reaction progresses and the specific volume of the computa-
tional cell is redistributed between the solid and gas components. The correction factors
allow the energy conservation equation 2.9 for McGuire & Tarver’s [86] three-step reac-
tion scheme to be written as
DT
Dt
=
[
q1 fAZ1e−E1/RT + q2 fBZ2e−E2/RT + q3
ρ
ρ0
fC2Z3e−E3/RT − dedλ DλDt
]
cv + χ
(2.24)
during the operator-split chemistry step. It is assumed that species A and B are solid, and
C and D are gaseous. Therefore, the mass fraction of gaseous reaction products is given
by λ = fC + fD, so Dλ/Dt = fBZ2e−E2/RT .
The correction factors significantly improve energy conservation, but the way in
which they are implemented is important. For example, a static simulation with q1 =
q2 = q3 = 0 should have ∆e = 0 as the material converts from solid unreacted explosive
to gaseous reaction products. For one of the test problems described below, it is found
that ∆e ∼ 600 J / g when the correction factors are omitted, ∆e ∼ 1 J / g when the correc-
tion factors are calculated at the start of the chemistry step, and ∆e ∼ 0.006 J / g when
the correction factors are updated for each iteration within the chemistry step (i.e. they
are sub-cycled). This indicates that the correction factors should be sub-cycled to achieve
the best conservation of specific internal energy, which in turn influences the total energy
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conservation that can be achieved by the code, although the convergence criteria used
to achieve pressure and temperature equilibrium within the equation of state also play a
role (see section 3.5). With sub-cycled correction factors, Peruse achieves total energy
conservation to 10−3% or better over a suite of test problems.
Numerical scheme
The modified numerical scheme in Peruse is illustrated in figure 2.6. Operator splitting
is used to solve the hydrodynamics, chemical kinetics and heat conduction terms in turn.
As in ReactDiff, the Livermore ordinary differential equation solver VODE is used for the
chemical kinetics and a tridiagonal matrix solver is used for the heat conduction terms,
which are formulated using a semi-implicit Crank-Nicholson scheme. A new equation of
state routine is used to achieve pressure and temperature equilibrium between unreacted
explosive and reaction products. This iterates on vs and es to achieve ps = pg and Ts = Tg
Calculate artificial viscosity
Predictor step
Calculate timestep
Update velocity
Corrector step
Cycle
Co
rre
ct
or
Predictor
Iterate to impose p equilibrium
for new T, to recalculate
correction factors    and de/d
Update cell positions, volume and density
Update e due to hydrodynamics, giving e’
Iterate to impose p and T equilibrium, giving T’
λ
n+1/2
n+1/2 λn+1
n+1
Solve chemical kinetics, giving          or        and T’’
Solve heat conduction equation, giving           or  T T
Iterate to impose p equilibrium for new T, updating e and p
χ λ
Predictor
Corrector
Figure 2.6: A flow-chart of the computational scheme in Peruse. The chemical kinetics
and heat conduction terms are implemented within the existing predictor-corrector algo-
rithm [107], to give second-order accuracy. The predictor step (coloured red) gives the
pressure at the half timestep tn+1/2, for use in the velocity update. The corrector step (blue)
then re-calculates all the hydrodynamic quantities at the full timestep tn+1.
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as discussed in section 3.5. To sub-cycle the correction factors χ and de/dλ as discussed
above, it is necessary for the chemical kinetics solver VODE to access the equation of
state routine which, in this case, iterates on vs only in order to achieve ps = pg. If the
iterations fail to converge, start of timestep correction factors are used instead to increase
code robustness at the expense of total energy conservation.
The timestep in Peruse is based on the Courant-Friedrichs-Lewy (CFL) condition as
described section 2.2.1. The additional numerics that have been incorporated in Peruse to
model heat conduction and chemistry are unconditionally stable, and so no modifications
to the timestep calculation were needed. The effect of changing the Courant factor on the
accuracy of the numerical solution will be investigated in section 7.1.3.
Either adiabatic or isothermal boundary conditions can be used in ReactDiff [115].
To implement isothermal boundary conditions in Peruse would require that the internal
energy in the boundary cells be adjusted to maintain a constant temperature. This would
be complicated and, although isothermal boundary conditions can be used to investigate
hotspots [e.g., 24], it was judged that they are not of great relevance to shock initiation
simulations of explosive microstructures, the eventual aim of this study. Therefore, only
adiabatic boundary conditions were implemented in Peruse; these can be used with either
the free or reflective hydrodynamic boundary conditions that were previously available.
Test problems
No significant modifications to a hydrocode can be trusted until they have been thoroughly
tested. The modified Peruse code was subjected to extensive testing, resulting in the
identification of a variety of code bugs that were subsequently resolved. A full list of the
test problems that were eventually passed by Peruse is given below:
Sod shock tube [100]
Noh problem [111]
Beryllium stopping shell [105]
Reactive burn model tests (not relevant to this work)
Carslaw & Jaeger problem [122] - ReactDiff only
ODTX test problems [24, 86, 123] - ReactDiff only
Heat conduction test problem - comparison to ReactDiff
Heat conduction & chemistry test - comparison to ReactDiff
Plate impact test for solid equation of state - comparison to Corvus
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Plate impact test for gas equation of state - comparison within Peruse
Plate impact test for solid and gas mixture
Static explosion in HMX - qualitative comparison to ReactDiff
Static explosion in binder - qualitative comparison to HMX
Dynamic explosion in HMX - qualitative comparison to static and inert calculations
Detonation in HMX - comparison to Menikoff [83] and PBX9501 gauge data [124]
Dynamic reaction of HMX and binder in plane geometry
Dynamic reaction of HMX and binder in spherical geometry
The heat conduction & chemistry test problem will be described in more detail as an
example. This static test problem comprises an HMX region which extends from radius
0 to 0.5 µm and is initially at 724K, surrounded by an inert binder region between radius
0.5 and 5.0 µm. The initial temperature of the binder is set to 882K and it is given thermal
properties representative of the binder in PBX9501. Adiabatic boundary conditions are
used in plane, cylindrical and spherical geometry. To run this test problem in Peruse, the
equation of state mixture treatment was modified so that the unreacted equation of state is
used for all values of the burn fraction λ, and the unreacted equation of state parameters
a, b and Γ were all set to zero, to ensure that the problem remains static by preventing the
pressure rising above zero as chemical reaction proceeds. Results for spherical geometry
are shown in figure 2.7. Overall, the ReactDiff and Peruse calculations agree remarkably
well and total energy is conserved to within 2 × 10−6%, so it was judged that Peruse had
passed the heat conduction & chemistry test problem.
Space does not permit the results of all the test problems to be given here. However,
it was concluded that Peruse had passed a comprehensive suite of test problems by per-
forming as expected and with good total energy conservation. This enables the modified
Peruse hydrocode, which incorporates heat conduction and Arrhenius chemistry, to be
used with confidence in this work.
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Figure 2.7: Comparison between ReactDiff (coloured lines) and Peruse (black points) for
the heat conduction & chemistry test problem for PBX9501, in spherical geometry. The
top graph shows the early time behaviour at relatively low temperatures, while the bottom
graph shows the high-temperature explosion behaviour.
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2.4 Generating computational microstructures
Previous studies have used two different techniques to construct computational geome-
tries for simulations of plastic-bonded explosives. The first is to generate artificial ge-
ometries using knowledge of the size and shape of the explosive crystals [e.g., 64, 66
and 125]. Such methods have the advantage of being independent of experimental data
(which may not be available), but the disadvantage that key features of real explosive
microstructures may be missed. The second technique is to analyse experimental micro-
graphy or tomography data. Although 3D tomography data have been used for mesoscale
modelling [67, 79], such data are not yet available for PBX9501 or EDC37 (partly ow-
ing to poor X-ray contrast between HMX and the binder materials). In this work, 2D
optical micrography data will be used to generate computational microstructures because
high-resolution images are available for these explosives [39]. Since the methods used
previously [e.g., 69 and 78] were not available for this study, a simple technique was
developed to analyse micrographs. Apart from the artefacts mentioned below, it is neces-
sary to assume that the 2D micrographs are representative of the interior of an explosive
charge. In future, it should be possible to test this assumption using 3D tomography data.
The micrographs of PBX9501 and EDC37 are illustrated in figures 1.5 and 1.6 on
pages 10 and 11. A mixture of coarse and fine crystals can be seen, each of which is
coated in a thin layer of binder. The dark holes (known as “pull-outs”) are thought to
have been crystals that were accidentally removed from the surface of the sample during
polishing. The pull-outs and scratches are therefore artefacts of the sample preparation
and should be ignored for the purposes of constructing a computational geometry. Some
of the larger crystals are twinned: alternating layers of molecules have moved to a dif-
ferent crystallographic orientation in response to an applied stress, making them appear
striped. Such features, along with pores and other defects that may not be visible, will
not be represented in the simulations in this work since they will later be accounted for
by hotspot models.
A thresholding tool was written to convert micrographs into a format suitable for hy-
drocode input. Peruse and Petra were modified (by Langridge [110] in Petra’s case) to use
the resulting input file to over-write the initial material properties on a cell-by-cell basis.
In Peruse, a row number must be specified to select the appropriate one-dimensional strip
of microstructural information. Although Petra has mixed-cell capabilities, Peruse is a
Lagrangian code whose cells contain only one material. Since it is desirable to be able
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Figure 2.8: Sketch illustrating the function of the thresholding tool that was developed
to convert micrographs into a format suitable for hydrocode input. A single threshold
converts pixels darker than greyscale b to black and lighter pixels to white. A double
threshold converts pixels darker than a or lighter than b to white, and pixels with greyscale
values between a and b to black.
to use the same input file for calculations in both hydrocodes, an input file containing no
mixed cells was preferred. This was achieved by analysing the micrographs (figures 1.5
and 1.6). By eye, it is easy to make the distinction between the light-grey crystals and
the dark-grey binder between. However, the crystals appear in a variety of shades of grey
and the images contain pull-outs, twinned crystals and scratches. These features mean
that, if hydrocode cell volume fractions were assigned purely based on greyscale values,
the initial computational geometry would comprise mainly grey, mixed cells with isolated
spots of binder in the pull-out locations. To avoid this, a simple thresholding technique
was used as illustrated in figure 2.8.
A single threshold can be applied at a greyscale value b to set pixels darker than the
threshold to black and pixels lighter than the threshold to white. The value of b can be
chosen so that the proportion of crystals and binder in the geometry corresponds to that in
the real explosive composition. An example of this approach is shown in figure 2.9, where
the EDC37 micrograph in figure 1.5 has been subjected to a single threshold at b = 75.
This approach has the advantage of removing texture from the image but the dark pull-
outs are over-emphasized. This results in a high concentration of binder in the pullout
regions, which is not representative of a real microstructure. To avoid this problem, a
double threshold can be applied at greyscale values of a and b. Pixels darker than the
lower threshold a and lighter than the upper threshold b are set to white, while pixels
whose greyscale values lie between a and b are set to black. The lower threshold a can
be chosen by trial and error to produce an image visually representative of the original
micrograph (i.e. not over-emphasizing noise or producing excessive concentrations of
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Figure 2.9: EDC37 micrograph (figure 1.5) after a single threshold has been applied at a
value of b = 75. High binder concentrations, that are not representative of the original
micrograph, are observed in pull-out regions.
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binder), with the upper threshold b being chosen to produce the correct proportion of
crystals and binder in the geometry. Figure 2.10 shows the effect of applying a double
threshold at a = 60 and b = 85 to the original EDC37 micrograph in figure 1.5. The
pull-outs have been removed from the image, allowing a sensible distribution of binder in
the regions between the big crystals.
Owing to its advantages over the single threshold approach, the double threshold tech-
nique has been used to provide microstructure geometries in this work. Although it does
not exploit the advanced graphics techniques sometimes used for mesoscale modelling
in the literature [e.g., 126 and 127], it is sufficient for the purposes of this work. A dis-
advantage of this simple technique is that changes in image intensity due to illumination
like those in figure 1.5, which fades towards the right-hand side, are not corrected. This
results in lower binder concentrations on the right-hand side of the computational geom-
etry in figure 2.10 which can affect the shock velocity in microstructure simulations (see
section 7.3).
The computational geometry used in chapter 7 for EDC37 is shown in figure 2.10 and
contains 90.8wt% HMX and 9.2wt% binder. The geometry for PBX9501 is in figure
2.11 and contains 95.0wt% HMX and 5.0wt% binder. In reality, EDC37 comprises 91%
HMX and 9% binder by weight and PBX9501 contains 95% HMX and 5% binder.
While it is desirable that the computational geometries have representative proportions
of crystals and binder, it is not essential that they match exactly, as will be explained
with reference to figure 2.12. An EDC37 or PBX9501 explosive charge is formulated
to meet a bulk composition specification, but it will be cut into small samples for use in
micrography. These small samples may each contain a slightly different proportion of
crystals and binder but their average composition must be the same as the specification
so that, if the entire explosive charge were to be re-assembled, it would have the correct
composition. Similarly, if each 3D sample were divided into 2D slices and then into
1D lines, the average composition of the 2D slices or the 1D lines must be the same
as the specification, even though the composition of individual slices or lines may vary.
Following this logic, the 2D microstructures used in this work (illustrated in figures 2.10
and 2.11) can be deemed to be representative of EDC37 and PBX9501 because they have
compositions close to the ratio of HMX crystals and binder in real explosive charges.
The effect of changes to the microstructure geometry on temperature distributions will be
assessed in section 7.1.4.
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Figure 2.10: EDC37 micrograph (figure 1.5) after a double threshold has been applied at
a = 60 and b = 85. The image is visually representative of the original micrograph and
pull-outs have been removed. This geometry will be used for EDC37 in chapter 7.
2.4 Generating computational microstructures 50
Figure 2.11: PBX9501 micrograph (figure 1.6) after a double threshold has been applied
at a = 60 and b = 98. The image is visually representative of the original micrograph and
will be used for PBX9501 in chapter 7.
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Figure 2.12: Explosive microstructures in one, two and three dimensions to illustrate
the argument that, while the average composition of two-dimensional slices or one-
dimensional lines through the microstructure must be the same as the bulk composition
specification, each individual sample may contain a slightly different proportion of crys-
tals and binder.
2.5 Summary
The physics relevant to mesoscale modelling of plastic-bonded explosives in the shock
to detonation regime includes hydrodynamics, chemistry and heat conduction. The hy-
drocodes used in this work have been introduced, and an understanding of hydrocode
numerics and the wall heating effect has been demonstrated. The implementation of
heat conduction and chemistry in a one-dimensional Lagrangian hydrocode required the
reaction-rate equations to be expressed in terms of dynamic mass fractions, and correction
factors were needed to accurately convert between specific internal energy and tempera-
ture. The technique developed to analyse and correct micrographs for artefacts, in order
to generate realistic 2D computational microstructures, has also been described.
Chapter 3
Material models & uncertainties
The two plastic-bonded explosives considered in this work both comprise over 90% by
weight HMX crystals. The crystal size distribution varies between 1 and 1000 µm diam-
eter in PBX9501 [128] and between 0.1 and 200 µm in EDC37 [41]. The HMX crys-
tals are bound together by a polymeric binder; in PBX9501 this is a 50:50 mixture of a
polyurethane called estane and a nitroplasticiser called BDNPA-F, with a small quantity
of anti-oxidant [11]. The binder in EDC37 is composed of 1 part nitrocellulose (NC) to
8 parts K10 liquid plasticiser (a mixture of 65% by weight dinitroethylbenzene and 35%
trinitroethylbenzene), with a small percentage of ethyl centralite stabiliser [12]. PBX9501
is pressed to a lower density relative to its theoretical maximum density than EDC37, so
it is more porous. These details are summarised below:
PBX9501: 95% by weight HMX, 5% estane / BDNPA-F binder, with 1.6% porosity
EDC37: 91% by weight HMX, 9% NC / K10 binder, with <0.2% porosity
In order to represent the microstructure of these explosives in hydrocode calculations,
separate HMX and binder regions are used, and each requires a material model. Although
the explosive properties of PBX9501 and EDC37 are primarily due to the HMX crystals,
the binders are also reactive and so it is necessary to represent both the unreacted material
and the reaction products of all three species. This is accomplished using an equation of
state for the solid unreacted material (section 3.2) and an equation of state for the gaseous
reaction products (section 3.3), along with a chemical reaction scheme (section 3.4) and
a mixing rule to define the properties of partially reacted states (section 3.5). In this
chapter, the different equation of state and reaction rate forms available in the literature
will be reviewed and suitable material properties data will be identified. The error bars
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associated with the data will be used in later chapters to assess the effect of uncertainties
in each of the material model parameters on hydrocode simulations.
3.1 Modelling assumptions
Although it is desirable to represent the complex response of plastic-bonded explosives
as accurately as possible, it is not feasible to include every conceivable material property.
A variety of modelling assumptions can be justified by a lack of relevant experimental
data or an immaturity of knowledge in the literature. The material modelling assumptions
made in this work are discussed below.
3.1.1 Strength
Unreacted explosives are solids but they are often modelled as strengthless, in contrast to
metals whose behaviour in shock experiments can be dominated by their strength. For
example, the dynamic yield strength of metals controls their deformation in Taylor rod
impact tests [129]. The strength of plastic-bonded explosives is controlled by the individ-
ual strengths of the crystal and binder components and also by their bond strength. For
example, quasi-static tests [130] show that the tensile failure of EDC37 is due to strain
localisation in the binder and binder-HMX debonding at room temperature, but due to
HMX cracking at low temperatures (and probably, owing to time-temperature superposi-
tion, at high rates). While it is undoubtedly important to understand all of these effects
in structural analysis models, they need only be included in this work if they have a sig-
nificant effect on shock initiation and detonation behaviour. The strongest component of
PBX9501 and EDC37 is the HMX, whose yield strength of approximately 0.2GPa [80]
is similar in magnitude to that of many metals [131]. However, this is an order of mag-
nitude less than typical shock strengths in experiments of between 2 and 10GPa. Elastic
precursors have been observed in low-pressure (≤2.4GPa) shock experiments on sin-
gle crystal HMX [132, 133] but particle-velocity gauge experiments on PBX9501 [134]
and EDC37 [75] at higher pressures show little evidence of precursors. This is because
the precursor wave structure disappears when the shock velocity is greater than the lon-
gitudinal sound speed of 3.82 and 3.17 km / s for single-crystal HMX in the (011) and
(010) orientations [133]. The weakest shock initiation experiments have shock velocities
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∼3.5 km / s; at this shock velocity, only some of the HMX crystals will be orientated cor-
rectly to produce a shock precursor. Overall, any precursor signal is washed out by the
noise on the experimental particle-velocity traces. Since strength effects are not appar-
ent in shock initiation and detonation experiments, strength will be neglected in this work.
This simplifies the reactive-flow equations 2.7 that must be solved but it is recognised that
this could be a significant omission. Therefore, the consequences of neglecting strength
will be investigated in sections 7.2.7 and 7.3.6.
3.1.2 Equations of state for intermediate species
Neglecting strength means that the material response in hydrocode calculations is
isotropic and can be described entirely by the equation of state (equations 2.5). An
equation of state is needed for each inert material. Reactive materials, like explosives,
can transform from their unreacted form to reaction products via a series of intermediate
states, and an equation of state is needed to represent the properties of each state. For
plastic-bonded explosives, the unreacted components are solid while the reaction prod-
ucts are gases, so at least two different equations of state are necessary. If intermediate
states are included, then additional equations of state are needed.
As will be discussed in section 3.4, multi-step Arrhenius reaction rates are often used
in mesoscale modelling of explosives [e.g., 135] and different thermal properties may be
used to represent each of the intermediate states. Some researchers have estimated equa-
tions of state for the intermediate species [e.g., 68] but these are based on very few data
points and are often only slightly modified versions of the equations of state for the un-
reacted explosive or the reaction products. The equations of state of intermediate species
are almost impossible to measure experimentally because chemical reactions in shocked
explosives complete in microseconds, so intermediate species only exist for nanoseconds
and are highly reactive. In addition to the fast timescales and non-equilibrium conditions,
temperatures and pressures can be higher than 1000K and 10GPa which are challenging
for current diagnostic techniques. Thermochemical codes like Cheetah [136] are fre-
quently used to estimate the properties of reaction products under these conditions but
they are based on the assumption of chemical equilibrium, and so have limited poten-
tial to be used for intermediate species. For the above reasons, equations of state for
intermediate reaction species are difficult to define.
It will be assumed in this work that all reaction species can be treated using either
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the solid unreacted equation of state or the reaction products equation of state. This
could lead to computational difficulties for multi-step reaction schemes with an initial
endothermic step, since the fall in energy associated with the chemical reaction would
force the equation of state into regions for which it was not designed, and where negative
energies could occur. Although multi-step schemes are investigated in this work, the
chemical reactions in HMX and the binder materials will be represented by single-step
Arrhenius chemistry (see section 3.4) and so this error cannot occur.
3.1.3 Equation of state mixing rules
In order to represent it in a hydrocode calculation, the explosive is divided into small
computational cells. At any one time, some of the molecules contained within the cell will
be unreacted and others will have converted into reaction products. The reaction progress
variable λ represents the mass fraction of reaction products in the mixture, i.e. λ = 0 for
unreacted explosive and λ = 1 for fully reacted explosive. The unreacted equation of state
defines the behaviour of the cell when λ = 0 and the reaction products equation of state
is used when λ = 1. For partially-reacted states where 0 < λ < 1, the two equations of
state are combined using a mixing rule. Two mixing rules are generally used in reactive
burn models. The ISE model [137] assumes that the unreacted explosive and reaction
products are thermally isolated but in pressure equilibrium. The unreacted explosive is
forced to lie on the isentrope through the shock state, with the reaction products taking
up the remaining cell volume. Although this model has been used in continuum reactive-
burn models [e.g., 38], it is incompatible with Arrhenius reaction rates since there is no
feedback mechanism by which the temperature of the unreacted explosive can increase.
A more common assumption is that the unreacted explosive and reaction products are in
both pressure and temperature equilibrium [e.g., 36]. However, for a 0.2 µm mesh and
following the reasoning in section 2.1.4, the timescales for thermal conduction and wave
propagation are 0.2 µs and 0.0001 µs respectively suggesting that pressure equilibrium
is reached long before temperature equilibrium. Therefore, the mixture probably lies
somewhere between these two approximations, but defining an appropriate mixture rule
is difficult.
Therefore, it will be assumed that the unreacted explosive and reaction products are in
pressure and temperature equilibrium in this work, allowing direct comparison with other
studies, e.g., reference 69. However, it should be noted that this assumption will influence
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all the pressures and temperatures calculated in hydrocode calculations for the partially-
reacted HMX and binder, and so it also affects the reaction rate. It would be possible to
investigate the effect of this assumption by constructing an alternative equation of state
using another mixing rule but this is left for future work.
3.1.4 Temperature calculation
Equations of state are often written as p(v, e), i.e. the pressure p is a function of specific
volume v and specific internal energy e. An additional relation T (v, e) is required when
temperature-dependent physics is included in hydrocode calculations. Provided appro-
priate equations of state are used, the temperature T can be calculated analytically. For
example, the ideal-gas equation of state has T = e/cv, where cv is the specific heat at
constant volume. Gru¨neisen equations of state constructed using isentropes as their refer-
ence curves [e.g., 138] also have analytic expressions for temperature [139]. When other
reference curves such as the Hugoniot are used, an analytic method may be available un-
der specific conditions (see appendix C). For example, the temperature equations for the
linear shock velocity versus particle velocity equation of state are analytic if Gru¨neisen
Γ = 1, 3/2 or 2. Temperature calculations are further simplified if heat capacity is constant.
The assumptions of Γ = 1 and cv = const. will be made in the one-dimensional Peruse
calculations described in this thesis.
An alternative method for calculating temperature in hydrocodes is to use a tabular
form. The equation of state package used by Corvus and Petra contains a numerical
integration package which calculates temperatures for solid materials described using
any equation of state, as follows. The user defines the heat capacity cv(T ) at v0 within the
temperature range of interest, allowing the code to calculate e(v0,T ) by integration of(
∂e
∂T
)
v
= cv.
Isentropes through those e(v0,T ) points are determined using(
∂e
∂v
)
S
= −p.
Then Gru¨neisen Γ(v, e) from the equation of state enables T to be calculated as a function
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of v along the isentropes, using(
∂ lnT
∂ ln v
)
S
= −Γ.
This enables a table of v, e and T to be constructed before the hydrocode simulation
commences. Linear interpolation is used to determine temperatures between points in the
table as the calculation proceeds. This method does not require Γ and cv to be constant
and can be used to check the validity of these assumptions if sufficient data are available
to define cv(T ) and Γ(v, e), as will be discussed in section 7.2.
3.1.5 Thermal conductivity
The incorporation of thermal conduction in Peruse was discussed in section 2.3.2. To
simplify the coding, a single constant value of thermal conductivity k is used for each
material (i.e. the unreacted HMX and its reaction products both have the same value of k,
but the binder can have a different value). However, experimental measurements of k for
a variety of materials show both temperature and pressure dependence [140] and HMX
is no exception [80, 141]. In addition, the gaseous reaction products have lower thermal
conductivity than the solid unreacted explosive, although quoted values for the reduction
in k on reaction from solid HMX to gas vary between 20% [68] and 90% [135]. However,
the considerable uncertainty in the values of k for HMX and the binders in the shock and
detonation regimes suggests that the assumption of constant k is reasonable. The validity
of this assumption will be tested using a range of values for k in hydrocode simulations
in sections 5.3, 6.4 and 7.2.5.
In addition, it will be assumed that there is perfect contact between HMX and binder
regions, so heat can flow unimpeded across the interface. Although this is not a good
approximation for many systems [142], there are no experimental data for the thermal
contact conductance between HMX and binder materials. Plastic-bonded explosives are
manufactured by coating the crystals with liquid binder, before they are pressed into the
explosive charge and machined into test specimens. Although there is generally close
contact between the HMX and binder, the machining process can weaken the plastic-
bonded explosive and potentially render the contact imperfect [77]. However, the extent
of debonding is difficult to quantify and any gaps will close under shock loading. There-
fore, the assumption of perfect contact is reasonable for these materials.
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3.1.6 Latent heat
In this work, no account has been made for the latent heats associated with melting or
other phase transitions. The β − δ phase transition in HMX has been investigated ex-
perimentally in several studies [143, 144, 145]. Menikoff [80] suggests that, although
the β − δ phase transition is important for cook-off experiments involving relatively slow
heating, the fast heating during shock loading may lead to a direct β−liquid transition. In
common with most mesoscale modelling studies, the enthalpy change associated with the
β−δ phase transition (∼0.03 kJ / g) will be neglected in this work. Menikoff [80] estimates
the latent heat of melting as 0.2 kJ / g for HMX. This is considerably less than the energy
released by chemical reactions in HMX (∼5 kJ / g) and will also be neglected.
3.1.7 Porosity
PBX9501 and EDC37 are both porous; that is, their densities are lower than their the-
oretical maximum densities (TMD). The pores, which may be filled with air or solvent
vapours from the manufacturing process, will collapse when the explosive is shocked,
creating hotspots [17]. The average response of the bulk explosive and the hotspots can
be represented using continuum porosity models like the snow-plough model [146]. Fig-
ure 3.1 shows that the temperature T2 calculated using a continuum porosity model is
higher than the temperature T1 in shocked fully-dense explosive. A simple picture of the
mesoscale response is that the bulk explosive (away from the hotspots) is at T1 with the
hotspots at T3, such that the average temperature is T2 for consistency with the contin-
uum model. In reality, the situation is more complicated because interactions between
the HMX and binder components cause a distribution of bulk temperatures and differ-
ent hotspot mechanisms produce a variety of hotspot temperatures. These concepts have
been explored in more detail by Lambourn [53]. An aim of this work is to establish the
effect of the bulk heating of PBX9501 and EDC37 without the complicating influence
of hotspots. Ideally, microstructure simulations that do not include hotspots should have
bulk densities equal to the theoretical maximum density of the composition, so that they
are shocked to temperature T1. This allows the additional effect of hotspots at temperature
T3 to be included in future work, and is why the HMX and binder will be modelled as
fully dense in this work.
In addition to its effect on temperature, porosity changes the shock response of the
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Figure 3.1: Illustration of the different approaches to modelling porous explosives at the
continuum and meso-scales. At the mesoscale, the shock temperature T1 achieved in the
bulk of a porous explosive (i.e. away from the hotspots) is equal to the temperature in a
non-porous explosive at theoretical maximum density (TMD).
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Figure 3.2: Sketch of the effect of porosity on the shock velocity versus particle velocity
Hugoniot using the snow-plough model [146]. The red dashed line illustrates the effect
of using slightly-porous Hugoniot data without correcting the data back to TMD.
3.1 Modelling assumptions 60
explosive. The locus of all possible states behind a shock front is known as the Hugoniot,
which can be expressed as a relation between any two of five variables: the pressure,
density, specific internal energy, shock velocity and particle velocity [1]. The effect of
porosity on the shock velocity versus particle velocity Hugoniot at the continuum scale is
shown in figure 3.2. Using the snow-plough model, even a very small amount of porosity
has a significant effect on the shock velocity at low particle velocities. At high particle ve-
locities, increasing porosity causes the Hugoniot curve to shift downwards to lower shock
velocities. Often, experimental data are only available for porous explosives and they
should be corrected back to TMD using a continuum porosity model like the snow-plough
model in order to construct an equation of state for use in mesoscale modelling [138].
However, the red dashed line in figure 3.2 illustrates that it is not a bad approximation
to use Hugoniot data from a slightly-porous explosive as if it were fully dense. This is
why Hugoniot data for HMX at 1.891 g / cm3 will be used in constructing the unreacted
equation of state in section 3.2, without correcting the data back to TMD at 1.905 g / cm3.
Although this leads to a bulk density that is less than the TMD of PBX9501 and EDC37,
microstructure simulations in section 7.3 give good agreement with experimental Hug-
oniot data, showing that this is a reasonable approximation.
3.1.8 Sound speed
A sound speed estimate is required in order to determine a stable time-step using the CFL
condition (section 2.2.1). Calculating an accurate sound speed c for the reacting mixture
is complicated. A simple approximation is to use the maximum of the solid and gaseous
sound speeds cs and cg in the timestep calculation. This relies on the assumption that the
sound speed of the mixture c satisfies the relation:
c2 < max
(
cs2, cg2
)
This is a safe assumption in a composite material such as PBX9501 or EDC37 since the
wandering path a sound wave would have to make through the composite microstructure
is longer than a straight path through a homogeneous sample of the component with the
highest sound speed. Gudmundsson and Celius [147] found that “the speed of sound
in gas-liquid mixtures is much lower than the speed of sound in the individual phases”,
suggesting that the above assumption is reasonable. An advantage is that it provides
an over-estimate of the sound speed, ensuring that the computational scheme will re-
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main stable, but a significant over-estimate would have an adverse effect on accuracy.
Computational results from a static explosion test problem in Peruse show that the es-
timated sound speed in HMX that has almost converted to gaseous reaction products is
c = cs = 6.6 km / s, compared to cg = 5.2 km / s in the pure reaction products. The similar
magnitude of these two values indicates that this assumption does not greatly reduce the
accuracy of the numerical scheme.
3.1.9 Turbulence
Turbulence can be a dominant mechanism in gaseous energetic materials [102] and there
have been many experimental and theoretical studies of its effect [e.g., 148]. A turbulent
mechanism of energy transfer has been suggested as being responsible for the discrep-
ancy between laminar burning rates <1m / s and the ∼100m / s burning rates necessary to
explain shock initiation in plastic-bonded explosives [149, 150]. Despite this, turbulence
is usually neglected in both continuum and mesoscale models of plastic-bonded explo-
sives, in part owing to the inherent uncertainties in modelling it [151]. Turbulence will be
neglected in this work for consistency with the majority of studies in the literature, but it
is recommended that an analysis of the effects of turbulence is attempted in future work.
3.1.10 Anisotropy
The anisotropic response of HMX crystals under shock loading has been demonstrated
experimentally [e.g., 152]. Anisotropy can be a significant effect in TATB-based plastic-
bonded explosives because the elongated crystals can become preferentially aligned dur-
ing the manufacturing process. However, HMX-based explosives generally respond iso-
tropically because the round crystals are unlikely to be crystallographically aligned. At
the mesoscale, the anisotropic behaviour of each crystal will perturb the passage of a
shock wave through the plastic-bonded explosive. Detailed models for HMX anisotropy
have been constructed in hydrocodes [e.g., 153] and it is possible to gauge the effect of
anisotropy on mesoscale simulations by assigning different equation of state and strength
properties to each HMX crystal [e.g., 64]. Unfortunately, this technique is not easy to
implement here because the computational microstructure geometry does not distinguish
between individual crystal and binder regions. In common with many mesoscale models,
anisotropy will be neglected from this work and evaluating its effect is left for the future.
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3.2 Equation of state for unreacted explosive
A variety of equations of state (EOS) are used to represent unreacted explosives. Sewell
and Menikoff developed a complete equation of state for β-HMX to fit isothermal com-
pression data, with a specific heat computed from molecular dynamics calculations [154].
The widely-used Ignition and Growth model [36] employs a Jones-Wilkins-Lee (JWL)
equation of state for both the unreacted explosive and the reaction products. The CREST
reactive-burn model uses a finite strain form for the unreacted equation of state [155]. A
simplified ignition and growth model known as JWL++, which is applied to a wide range
of explosives, has a Murnaghan form for its unreacted equation of state [156]. The Mur-
naghan EOS is also used in the Arrhenius reactive-burn model CHARM [157]. Several
studies have used a Mie-Gru¨neisen equation of state with a linear shock velocity versus
particle velocity Hugoniot (known as a linear Gru¨neisen EOS). Baer used this form of
equation of state for mesoscale modelling of HMX crystal assemblies [64], as did Con-
ley [68, 69] and Menikoff [56, 158].
A range of unreacted equations of state were already available for use in Peruse,
Corvus and Petra. These include the polytropic gas EOS, several varieties of polynomial
EOS, Gru¨neisen EOS based on linear or cubic shock velocity versus particle velocity
Hugoniot fits, the JWL EOS from Ignition and Growth, and the finite-strain form used
in CREST. To allow testing against existing coding and to avoid this work being domi-
nated by EOS development, it was decided that one of these readily-available EOS would
be used. Criteria for choosing an unreacted EOS were that it should be sufficiently ad-
vanced to represent the observed shock response of HMX and the binder materials (this
eliminated the polytropic gas EOS), while having a simple parameter-fitting method and
easy availability of appropriate materials data. This last point is especially important for
mesoscale modelling of explosives because relevant data on the HMX and binder compo-
nents are scarce. The linear Gru¨neisen equation of state satisfies all these criteria. It has
the advantage of being widely used, as it is appropriate for the many materials [159] that
have an approximately linear shock velocity Us versus particle velocity up Hugoniot
Us = a + bup,
where a and b are fitting parameters. Its main disadvantage is a singularity in the p(v)
Hugoniot at density ρ∗ = ρ0b/(b − 1), where ρ0 is the initial density. This can cause
numerical difficulties when a finite timestep causes the material density to jump from
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one side of the singularity to the other non-physical side. However, this did not occur
very often in the hydrocode simulations described in this thesis. Therefore, the linear
Gru¨neisen EOS will be used for the unreacted HMX and binder materials.
In general, Gru¨neisen EOS can be written as p(v, e) = pr(v) +
Γ(v)
v (e − er(v)), where r
is a suitable reference curve. For the linear Gru¨neisen EOS, the Hugoniot Us = a + bup
is used as the reference curve. After some manipulation [146], the linear Gru¨neisen EOS
can be written as
ps(vs, es) =
a2(v0 − vs)
[v0 − b(v0 − vs)]2 +
Γ(vs)
vs
(
es − a
2(v0 − vs)2
2[v0 − b(v0 − vs)]2
)
, (3.1)
where the subscript s is included because this EOS will be used for the solid, unreacted
materials. Following the analysis in appendix C and assuming Gru¨neisen Γ(vs) = Γ0 = 1
and constant cv,s, the temperature can be calculated using
Ts(vs, es) =
(
v0
vs
)Γ0 T0 + 1cv,s
(
vs
v0
)Γ0
(es − ei(vs))
 , (3.2)
where
ei(vs) =
−a2
b3
(
v0
vs
) [
3b(v0 − vs)
2v0
+ (3 − b) ln
{
v0 − b(v0 − vs)
v0
}
−
(
b − 3
2
)
b(v0 − vs)
v0 − b(v0 − vs)
]
.
These equations, or their equivalents, were already available for use in the hydrocodes
Peruse, Corvus and Petra. They have been incorporated into the new heat conduction and
chemistry coding in Peruse and will be used to represent the unreacted HMX and binder
components in this work.
3.2.1 Unreacted equation of state parameters
The parameters needed to represent the unreacted materials are initial density ρ0 = 1/v0
(assumed to be equal to theoretical maximum density), initial temperature T0, solid heat
capacity cv,s, Hugoniot parameters a and b and constant Gru¨neisen Γ0. The thermal con-
ductivity k will also be included in this section although it applies to both the unreacted
explosive and the reaction products. Best estimates of appropriate values to use for each
of these parameters are given below. The quoted error bars will be used in sections 5.3
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and 7.2 to investigate the effect of their uncertainties on hydrocode simulations.
The initial temperature of T0 = 295K = 22 ◦C will be used in 1D Peruse calculations
as a mid-value for room temperature; reasonable maximum and minimum limits for T0
are 298K = 25 ◦C and 291K = 18 ◦C. The Petra coding is restricted to a constant value
of T0 = 300K = 27 ◦C, so this will be used for the 2D simulations. Gru¨neisen Γ0 is
limited to a value of 1.0 in Peruse to simplify the temperature calculation method. This
is a sensible choice since Γ0 = 1.25 ± 0.75 for most materials [146], and there are few
references in the literature suggesting that Γ0 should be different to 1.0 for HMX or the
binder materials.
HMX
The theoretical maximum density of HMX is 1.905 g / cm3 [160] but Hugoniot data are
only available at lower densities. In Gibbs & Popolato [11],Us(km / s) = (2.901±0.407)+
(2.058 ± 0.490)up for solvent-pressed HMX at ρ0 = 1.891 g / cm3. A different fit to the
same data but missing out one of the points is quoted in reference 159 as Us = (3.07 +
1.79up) km / s. Three Hugoniot points for single-crystal HMX with ρ0 = 1.9 g / cm3 are
listed in Gibbs & Popolato, fitted to Us = (5.80 + 0.59up) km / s in reference 159. The
Hugoniot Us = (2.74 + 2.6up) km / s, Γ0 = 1 for ρ0 = 1.9 g / cm3 from Olinger, Roof &
Cady is frequently quoted [160]. The Gibbs & Popolato Hugoniot is chosen here because
it is widely used by other researchers and the data points on which it is based are quoted.
The error bars suggest that a could be as high as 3.308 km / s or as low as 2.494 km / s, and
b could be as high as 2.548 or as low as 1.568. The corresponding density of 1.891 g / cm3
will be used in the calculations, but this could be as high as 1.905 g / cm3.
The temperature-dependent specific heat quoted in Dobratz [160] is broadly consis-
tent with values measured experimentally by Hanson-Parr [161] and Shoemaker [162].
Values of specific heat used by modellers vary around 1.0 J / gK [e.g., 56]. Menikoff [80]
compares the experimental values of Hanson-Parr and Shoemaker and concludes that cp,s
for β-HMX is linear between 1.0 J / gK at 294K and 1.4 J / gK at the δ phase transition
438K. Above this temperature the measurements differ wildly, likely due to some decom-
position occurring. For higher temperatures, table 3.1 gives specific heats from quantum
chemistry and molecular dynamics calculations [80], which are accurate to within 10 to
20%. Therefore, the heat capacity of HMX could be as low as 0.8 J / gK or as high as
2.1 J / gK. An “average” value of 1.1 J / gK was chosen as being appropriate at intermedi-
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T (K) 300 500 1000 1500 > 3000
cv,s (J / gK) 0.8 1.2 1.7 1.9 2.1
Table 3.1: Temperature-dependent specific heat for HMX, from reference 80.
ate temperatures for mesoscale simulations. Note that the difference between the specific
heat at constant pressure cp,s and at constant volume cv,s is small, e.g., for cv,s = 0.8 J / gK
at 300K, cp,s = 0.84 J / gK for HMX. This is much less than the uncertainty in the data,
so the difference between cp,s and cv,s is neglected in this work.
Several measurements of the thermal conductivity k of HMX are available in the lit-
erature. In his three-step reaction scheme for HMX, A → B → 2C → 12D, Conley [68]
uses values of kA = 0.51W /mK, kB = 0.45W /mK and kC = kD = 0.41W /mK.
Shoemaker [162] measured kβ-HMX = (0.47 − 5.4 × 10−4T (K))W /mK in the range
50 − 180 ◦C. This differs by 50% from the results of Hanson-Parr [161], who found
k = (0.498 − 4.82 × 10−4T (◦C))W /mK in the range 20 − 170 ◦C. Menikoff [80] demon-
strates that the Hanson-Parr result is consistent with other measurements in references 11
and 160, adding that the thermal conductivity is 0.36W /mK at melting (558K) and con-
tinues to decrease in the liquid phase with roughly the same slope until about 700K,
where it levels off with a value of k ∼ 0.26W /mK. This is consistent with conclusions
from molecular dynamics simulations [46]. An “average” value of k = 0.4W /mK seems
appropriate for use here, bearing in mind that it could be as high as 0.5 or as low as
0.2W /mK.
The hydrocodes used in this work use a system of units based on g, cm, µs and Mbar
(see page vii). For ease of use in future work, the unreacted equation of state parameters
for HMX are converted into hydrocode units in the table below:
ρ0 T0 cv,s k a b Γ0
1.891 295 1.1 × 10−5 0.4 × 10−13 0.2901 2.058 1.0
g / cm3 K Mbar cm3 / gK Mbar cm2 / µs K cm / µs
Table 3.2: Linear Gru¨neisen equation of state parameters for unreacted HMX.
Binder in PBX9501
In the literature, a variety of densities are quoted for the binder in PBX9501 but some of
these are for neat estane at 1.186 g / cm3 [159] rather than the estane / BDNPA-F binder
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actually used in PBX9501, at 1.27 g / cm3 [163, 164]. For the Hugoniot, Marsh [159]
has a = 2.32 km / s and b = 1.70 for estane at ρ0 = 1.186 g / cm3. Conley [68] uses
a = 2.35 km / s and b = 1.70 with ρ0 = 1.1 g / cm3. Values of a = 2.4 km / s and b =
1.70 will be used in this work because they are consistent with Baer’s quadratic Us(up)
relation [163]. Fitting reasonable straight lines to Baer’s Hugoniot curve gives maximum
and minimum values of 3.0 and 1.7 km / s for a and 2.4 and 1.2 for b. The minimum value
of 1.7 km / s for a is consistent with Dick’s experimental value of 1.69 km / s for the sound
speed in the estane / BDNPA-F binder.
The heat capacity of estane is quoted as cp,s = 1.56 J / gK in the range 37 − 60 ◦C and
1.68 J / gK in the range 75 − 200 ◦C [160], although Conley uses cp,s = 1.0 J / gK [68]. A
value of cv,s = 1.6 J / gK has been chosen for use in simulations. FollowingMenikoff [80],
analysis using Dulong & Petit’s law suggests that cv,s could be as high as 3.2 J / gK
at elevated temperatures. Data on the thermal conductivity of PBX9501’s binder are
scarce. Conley uses 0.51W /mK [68] but a measurement for estane [160] at 314K gave
0.148W /mK. Recent measurements of the thermal conductivity of EDC37’s binder at
Cambridge University [165] suggested k = 0.2W /mK. The value of 0.2W /mK has
been chosen as a reasonable value for both binder materials, although k could reasonably
be as high as 0.5 or as low as 0.1W /mK.
These parameters are converted into hydrocode units in the table below:
ρ0 T0 cv,s k a b Γ0
1.27 295 1.6 × 10−5 0.2 × 10−13 0.24 1.70 1.0
g / cm3 K Mbar cm3 / gK Mbar cm2 / µs K cm / µs
Table 3.3: Linear Gru¨neisen EOS parameters for the unreacted binder in PBX9501.
Binder in EDC37
The density of the binder in EDC37 is 1.391 g / cm3 [41]. Owing to a lack of experi-
mental data and because the binder is gelatinous and rubbery, Hugoniot parameters were
estimated from data for other polymers [159]. E.g.,
rubber at ρ0 = 1.372 g / cm3 has a Hugoniot of Us = (1.84 + 1.44up) km / s,
phenolic at ρ0 = 1.380 g / cm3 has a Hugoniot of Us = (2.85 + 1.40up) km / s,
sylgard at ρ0 = 1.037 g / cm3 has a Hugoniot of Us ∼ (1.6 + 1.6up) km / s, and
cyclohexadiene at ρ0 = 0.840 g / cm3 has a Hugoniot of Us = (1.87 + 1.33up) km / s.
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Therefore, it was decided to use a Hugoniot of Us = (2.0 + 1.4up) km / s for the binder in
EDC37. Reasonable maximum and minimum values are 3.0 and 1.0 km / s for a, and 2.5
and 1.0 for b. The new Hugoniot data that became available during this work will be used
to validate the equation of state in section 4.1.
The heat capacity of EDC37’s binder has been measured as 1.6 J / gK over the tem-
perature range 20-70 ◦C [165], so this is taken as the value for use in this work. Fol-
lowing Menikoff [80], analysis using Dulong & Petit’s law suggests that cv,s could be as
high as 2.7 J / gK at elevated temperatures. Measurements of the thermal conductivity of
EDC37’s binder gave k = 0.2W /mK [165]. Following the reasoning for the binder in
PBX9501, k could be as high as 0.5 or as low as 0.1W /mK.
These parameters are converted into hydrocode units in the table below:
ρ0 T0 cv,s k a b Γ0
1.391 295 1.6 × 10−5 0.2 × 10−13 0.2 1.4 1.0
g / cm3 K Mbar cm3 / gK Mbar cm2 / µs K cm / µs
Table 3.4: Linear Gru¨neisen EOS parameters for the unreacted binder in EDC37.
3.3 Equation of state for reaction products
Several different equations of state can be found in the literature for the gaseous reaction
products of explosives. By far the most widely-used analytic EOS is the Jones-Wilkins-
Lee (JWL) form [166]. This is an empirical EOS that was developed by matching the
expansion velocity of metal cases surrounding a detonating explosive, for example in
the cylinder test [76]. The JWL EOS is used in many reactive burn models including
Ignition and Growth [36], JWL++ [156] and CREST [38]. Kerley lists a number of
deficiencies with the JWL EOS [167]. Of particular note is his suggestion that, because
of its specific heat deficiencies, the JWL EOS is “inappropriate in problems where the
reaction kinetics depend explicitly on temperature”. However, the JWL EOS continues
to be used in Arrhenius-based models, e.g., CHARM [157]. The Williamsburg EOS
provides an alternative to the JWL [168, 169]. Since its general form can be justified from
molecular interactions, it has the potential to be more accurate when extrapolated outside
its fitting regime. However, the Williamsburg EOS is not available in the hydrocodes used
here.
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An alternative to analytic equations of state is to use a tabular form. Although tab-
ular EOS can be constructed using a variety of means (e.g., quantum mechanical calcu-
lations), reaction products EOS are usually generated using thermochemical codes like
Cheetah [136]. These codes assume thermodynamic equilibrium between reaction prod-
uct species to allow an estimate of the equation of state to be made. Cheetah is available
and has been used in this work to estimate thermal properties and JWL parameters for
the reaction products, where experimental data are lacking. However, tabular equations
of state are not currently implemented in Peruse and, while tabular forms are available
in Corvus and Petra, they are not used for explosives. For this reason and to allow com-
parison with other models, it was decided to use the JWL equation of state for reaction
products in this work.
The JWL equation of state is a Gru¨neisen EOS with an isentrope as the reference
curve and Γ(vg) = w. It can be written as
pg(vg, eg) =
(
1 − wv0
R1vg
)
A exp
[
−R1 vgv0
]
+
(
1 − wv0
R2vg
)
B exp
[
−R2 vgv0
]
+
weg
vg
, (3.3)
where the subscript g is included to refer to the gaseous reaction products and v0 is the
initial specific volume of the solid unreacted explosive. The JWL coefficients are A, B,
C, R1 and R2. Following the analysis in appendix C and assuming constant cv,CJ, the
temperature can be calculated using
Tg =
(
vCJ
vg
)w [
TCJ +
1
cv,CJ
(
vg
vCJ
)w
(eg − ei(vg))
]
, (3.4)
where
ei(vg) =
v0
R1
A exp
[
−R1 vgv0
]
+
v0
R2
B exp
[
−R2 vgv0
]
+
Cv0
w
(
v0
vg
)w
.
These equations have been incorporated into the new heat conduction and chemistry cod-
ing in Peruse and will be used to represent the reaction products of HMX and the binder
throughout this work.
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3.3.1 Reaction products equation of state parameters
The parameters needed for the reaction products equation of state are the JWL coefficients
A, B, C, R1, R2 and w, and the temperature TCJ, heat capacity cv,CJ and specific volume
vCJ at the CJ point. The heat of reaction q is described in section 3.4.
HMX
JWL parameters for a variety of explosives are quoted in Dobratz [160]. The parame-
ters listed for HMX are based on cylinder test data and so should be accurate. However,
the quoted value of q = 5.553 kJ / g is not consistent with the total heat of reaction from
McGuire & Tarver’s three-step reaction scheme [86], q = 5.8618 kJ / g. To obtain a con-
sistent set of parameters with this value of q, the values of pCJ, DCJ, R1, R2 and w were left
unchanged and well-known relations [146] were used to calculate new values of A, B, C
and vCJ. These are listed in table 3.5. The thermochemical code Cheetah [136] (with the
exp6.2 library) was used to check the modified JWL parameters. When examined over a
range of densities ρ0/ρ = 0.5 to 200, the modified JWL agrees well with both a Cheetah
isentrope for HMX and the Cheetah JWL, giving confidence that the JWL parameters
are reasonable. No minimum or maximum values are quoted owing to the difficulty in
estimating them.
Mader quotes two values of the CJ temperature from the BKW thermochemical code
[170]: TCJ = 2364K from RDX parameters and TCJ = 2693K from TNT parameters.
Menikoff assumes TCJ = 3000K for the detonation products of PBX9501 [171]. Cheetah
gives 3349K for HMX at 1.891 g / cm3. A reasonable value of TCJ for use in calculations
would seem to be 3000K, with a minimum of 2400 and a maximum of 4000K to span the
range of possible values. Values of cv,CJ in the literature vary between 1 and 3 J / gK [24].
An average value of 2 J / gK is a sensible choice, which agrees with Menikoff [171] and
Cheetah.
A B C R1 R2 w TCJ cv,CJ vCJ
7.717 0.1064 0.0085 4.2 1.0 0.3 3000 2.0 × 10−5 0.3873
Mbar Mbar Mbar K Mbar cm3 / gK cm3/g
Table 3.5: JWL equation of state parameters for the reaction products of HMX.
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Binders
No JWL parameters from experimental data are available for the binders in PBX9501
and EDC37, so Cheetah was used to estimate the reaction products EOS. The resulting
JWLs in tables 3.6 and 3.7 are reasonable when compared to JWLs for HMX, PBX9501
and EDC37 over a range of densities ρ0/ρ = 0.5 to 200, i.e. the JWLs for PBX9501
and EDC37 from references 76, 136 and 160 lie between those for HMX and the binder,
although they are much closer to HMX because PBX9501 and EDC37 comprise >90wt%
HMX. As was the case for HMX, no maximum or minimum values are quoted and the
value of vCJ comes from the JWL parameters.
Cheetah was used to provide estimates of the thermal properties: cv,CJ = 2.877 J / gK
and TCJ = 2000K for the binder in PBX9501 and cv,CJ = 2.860 J / gK and TCJ = 2700K
for the binder in EDC37. Assuming the same percentage uncertainties as for HMX, rea-
sonable maximum and minimum values for cv,CJ are 4.3 and 1.4 J / gK. For TCJ, they are
2600 and 1400K for the binder in PBX9501, and 3500 and 1900K for the binder in
EDC37.
A B C R1 R2 w TCJ cv,CJ vCJ
2.0879 0.0071 0.0038 4.33 0.645 0.09 2000 2.877 × 10−5 0.5901
Mbar Mbar Mbar K Mbar cm3 / gK cm3/g
Table 3.6: JWL EOS parameters for the reaction products of the binder in PBX9501.
A B C R1 R2 w TCJ cv,CJ vCJ
2.8465 0.0440 0.0072 4.61 1.178 0.225 2700 2.86 × 10−5 0.532
Mbar Mbar Mbar K Mbar cm3 / gK cm3/g
Table 3.7: JWL EOS parameters for the reaction products of the binder in EDC37.
3.4 Reaction rate
It is extremely difficult to measure the chemical reaction rates of explosives directly. Al-
though there have been many studies of low-temperature decomposition [e.g., 172], these
slow reactions are not relevant to the shock initiation and detonation regimes. Embedded
gauge data give an insight into the reactive behaviour of explosives as they undergo the
shock-to-detonation transition [e.g., 134], but not a direct measurement of the reaction
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rate. Lagrangian analysis can be used to infer the reaction rate from embedded parti-
cle velocity gauge data but the technique is prone to errors and an assumption about the
equation of state must be made [173]. Furthermore, such experiments give the integrated
reaction of a plastic-bonded explosive (including hotspots) rather than the “pure” reaction
of the HMX and binder materials that is needed for mesoscale modelling. To overcome
these problems, researchers are turning to computational techniques. Molecular dynam-
ics calculations are being used to study the detailed chemistry of HMX [e.g., 47 and 174]
but these techniques are not yet able to define global reaction schemes. Owing to the lack
of fundamental chemical data, an empirical approach is often taken to modelling reaction
in plastic-bonded explosives.
A variety of different reaction-rate equations are used in reactive-burn models in the
literature; just a few examples are given here. The Ignition and Growth model uses pres-
sure and density-dependent reaction rates [36]. Although these were formulated to repre-
sent the ignition of hotspots and the growth of reaction from hotspots into the surrounding
explosive, over time this has become an empirical model whose parameters often need
to be modified for new experimental configurations. The Wescott, Stewart and Davis
model [37] also uses pressure and density-dependent reaction rates, tuned to an impressive
array of experimental data. Following a detailed analysis [175] of particle velocity gauge
shock-initiation data which suggested that reaction rates should depend on shock strength
rather than pressure, the CREST model uses entropy-dependent reaction rates [38]. The
CHARM model uses an Arrhenius-based pore-collapse and burning model to simulate
shock initiation experiments [157]. Other Arrhenuis reactive-burn models have been used
to model shock initiation in conventional and non-ideal explosives [176, 177]. Some of
these models are purely empirical while others attempt to account for the physics of shock
initiation, but all have parameters that must be tuned to macroscopic experimental data.
Such an approach is not appropriate for mesoscale modelling.
Various studies have focused on the detailed reaction kinetics of HMX. Arrhenius ki-
netics schemes have been proposed with single-step [83], three-step [86], four-step [135]
or multi-step reactions [85]. These have been used both to model reaction in hotspots [24]
and reaction propagation [26]. For the binders, several two-step Arrhenius schemes have
been used [86, 135]. Although complex, these reaction schemes have the considerable
advantage of being based on appropriate chemistry and tuned, where possible, to chem-
ical data such as heats of formation. It is for these reasons that Arrhenius kinetics will
be used in this work. Equations for the four Arrhenius reaction-rate schemes available in
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Peruse are given below in terms of f j, the mass fraction of species j in a dynamic code.
The density factors ρ/ρ0 are needed to convert the frequency factors Zi from the static
mass-fraction-based schemes often used in the literature [e.g., 86] to the dynamic mass-
fraction-based scheme in Peruse (see appendix A). The terms q˙ and DλDt are for use in the
conservation of energy equation 2.24.
1. A︸︷︷︸
solid
1→ B︸︷︷︸
gas
single-step reaction scheme for HMX [83].
f˙A = − fAZ1e−E1/RT
f˙B = fAZ1e−E1/RT
q˙ = q1 fAZ1e−E1/RT
Dλ
Dt
= fAZ1e−E1/RT
2. A︸︷︷︸
solid
1→ B, A + B 2→ 2C︸   ︷︷   ︸
gas
two-step scheme for the binder in EDC37 [86].
f˙A = − fAZ1e−E1/RT − ρ2ρ0 fA fBZ2e
−E2/RT
f˙B = fAZ1e−E1/RT − ρ2ρ0 fA fBZ2e
−E2/RT
f˙C =
ρ
ρ0
fA fBZ2e−E2/RT
q˙ = q1 fAZ1e−E1/RT + q2
ρ
ρ0
fA fBZ2e−E2/RT
Dλ
Dt
= fAZ1e−E1/RT +
ρ
2ρ0
fA fBZ2e−E2/RT
3. A
1→ B︸  ︷︷  ︸
solid
2→ C︸︷︷︸
gas
two-step scheme for the binders in EDC37 and PBX9501 [135].
f˙A = − fAZ1e−E1/RT
f˙B = fAZ1e−E1/RT − fBZ2e−E2/RT
f˙C = − fBZ2e−E2/RT
q˙ = q1 fAZ1e−E1/RT + q2 fBZ2e−E2/RT
Dλ
Dt
= fBZ2e−E2/RT
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4. A
1→ B︸  ︷︷  ︸
solid
2→ 2C 3→ D︸   ︷︷   ︸
gas
three-step scheme for HMX [86].
f˙A = − fAZ1e−E1/RT
f˙B = fAZ1e−E1/RT − fBZ2e−E2/RT
f˙C = fBZ2e−E2/RT − ρ
ρ0
fC2Z3e−E3/RT
f˙D =
ρ
ρ0
fC2Z3e−E3/RT
q˙ = q1 fAZ1e−E1/RT + q2 fBZ2e−E2/RT + q3
ρ
ρ0
fC2Z3e−E3/RT
Dλ
Dt
= fBZ2e−E2/RT
3.4.1 Arrhenius reaction-rate parameters
The reaction-rate equations above have been incorporated into the new heat conduction
and chemistry coding in Peruse and will be used to represent the chemical reactions of
HMX and the binder throughout this work. Note that Arrhenius kinetics are not yet
available in Corvus or Petra. For each reaction rate i, three parameters are needed: the
frequency factor Zi, the activation energy Ei and the heat of reaction qi.
HMX
Several different Arrhenius reaction rates for HMX are available in the literature. Hen-
son [82, 178] collected together a wide variety of data for the time to explosion in HMX,
including one-dimensional time-to-explosion (ODTX) and detonation data, and fitted
them with a simple formula corresponding to a single step Arrhenius rate:
ln t =
E1
RT
− lnZ1.
Unfortunately, this approach produces explosion times that disagree with the results of
thermochemical calculations in ReactDiff [115] and with Hubbard & Johnson’s approxi-
mate formula for the time to explosion from a single step Arrhenius rate [179]:
t =
cv,sT 2R
Z1q1E1
exp
( E1
RT
)
. (3.5)
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Figure 3.3: Arrhenius plot giving the time to explosion versus initial temperature for
HMX. Explosion times calculated using Henson’s rate parameters in ReactDiff simula-
tions with uniform heating (0D sims) and using equation 3.5 (0D calcs) do not agree with
his compilation of experimental data [82, 178]. McGuire & Tarver’s rate parameters [86]
give good agreement to the experimental data in ODTX simulations, but do not extrapo-
late well to high temperatures in 0D simulations. Therefore, both sets of parameters are
unsuitable for use in this work.
The red line in figure 3.3 represents explosion times from both ReactDiff and equation 3.5
since they give similar results in 0D geometry, i.e. a single HMX region with uniform
initial temperature. Figure 3.3 shows that Henson’s reaction rate parameters (the red line)
produce explosion times several orders of magnitude faster than Henson’s experimental
data (the black line). Although Henson’s data are an excellent source of information on
the chemistry of HMX, his reaction rate coefficients are not useful.
McGuire & Tarver [86] advocate a three-step scheme that has been fitted, using a
heat transfer code, to data from ODTX experiments. The ODTX geometry is a 1.27 cm-
diameter sphere of explosive, initially at room temperature, surrounded by anvils that are
heated to a constant temperature [123]. Thermal conduction from the anvils into the sam-
ple raises its temperature, causing chemical reactions to begin. The time at which the
anvils are forced apart by the accumulating high-pressure reaction products is recorded as
the time to explosion. Although there are several options for deriving the corresponding
time to explosion from ReactDiff simulations [115], the time at which there is a sudden
increase in the concentration of the final reaction products is used in this work (see sec-
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Figure 3.4: Arrhenius plot giving the time to explosion versus initial temperature for
HMX. Uniform heating (0D sims & calcs) and ODTX simulations using Menikoff’s re-
action rate [83] give a good match to Henson’s compilation of experimental data [82, 178]
and were chosen for use in this work.
tion 5.1). Their dependence on heat conduction as well as Arrhenius chemistry makes
ODTX simulations rather different in character to 0D simulations, but both sets of data
are often represented on a single Arrhenius plot [e.g., 82]. Figure 3.3 shows that McGuire
& Tarver’s three-step reaction rate matches the experimental data in ODTX simulations
(green pluses) but does not extrapolate well to high temperatures (green dashed line). It
also fails to produce a self-sustaining detonation in one-dimensional hydrodynamics cal-
culations. Henson et al. recently published a complex multi-step Arrhenius scheme for
HMX [85] and Tarver has proposed a reaction scheme that accounts for cross-reactions
between HMX and binder [180]. Although these have not been investigated in this work,
they could be tried in future.
Menikoff [83] uses a single step Arrhenius reaction-rate based on Henson’s data to
model detonation in PBX9501. This has parameters E1 = 149 kJ /mol and lnZ1 = 12.5,
for Z in µs−1. Using equation 3.5, Menikoff’s rate produces explosion times (the blue
dashed line in figure 3.4) which agree well with Henson’s data at high temperatures where
bulk heating is the most significant effect. ODTX simulations in ReactDiff show that
Menikoff’s parameters produce explosion times of the same order of magnitude as the
experimental data, although with the wrong gradient. Using a single-step Arrhenius rate,
3.4 Reaction rate 76
it is difficult to match both the gradient of the low-temperature ODTX data and the high-
temperature explosion times. Menikoff’s parameters are a good compromise and will be
used in this work (table 3.8). They allow detonation to propagate in one-dimensional
hydrodynamics calculations, an essential requirement for a mesoscale model that, it is
hoped, will simulate the shock-to-detonation transition.
Maximum and minimum values for lnZ1 and E1 were estimated by making reasonable
changes to the Arrhenius plot in figure 3.4 using equation 3.5. The explosion time curve
with the minimum gradient has lnZ1 = 11.6 and E1 = 140 kJ /mol, while the curve with
the maximum gradient has ln Z1 = 13.8 and E1 = 160 kJ /mol, for Z in µs−1. Menikoff
quotes q1 ∼ 5 kJ / g [83]. In their three-step scheme, McGuire and Tarver [86] use q =
−100 + 300 + 1200 cal / g = 5.8618 kJ / g, which is not dissimilar to Menikoff’s value.
The value of q1 = 5.8618 kJ / g was chosen for use in this work, since it has been used in
deriving the JWL reaction products EOS for HMX and it is close to the value of 5.96 kJ / g
from Cheetah [136].
lnZ1 E1 q1
12.5 1.49 0.058618
(Z in µs−1) Mbar cm3 /mol Mbar cm3 / g
Table 3.8: Single-step Arrhenius reaction-rate parameters for HMX in hydrocode units.
Binders
Only a limited data set is available for the reaction rates of either of the binders. For
PBX9501’s binder, some ODTX experimental data are available and are plotted in fig-
ure 3.5. Even accounting for the slower heat conduction expected in the ODTX geometry
due to its lower thermal conductivity, this seems to indicate that the binder is more reac-
tive than HMX at certain temperatures, which is surprising because PBX9501’s binder is
often described as inert. Extrapolating these data into the high temperature regime would
be fraught with danger, but a simple approach is to assume that the binders behave in
the same way as HMX. Appropriate values of ln Z and E1 were determined by fitting
equation 3.5 to the HMX data (the black line) in figure 3.5. Therefore, E1 = 149 kJ /mol
is used for both binders, with ln Z1 = 13.2 for the binder in PBX9501 and 13.3 for the
binder in EDC37 (table 3.9). The slight differences in lnZ1 arise because of the different
thermal properties of the two binders.
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Figure 3.5: Arrhenius plot showing that ODTX experimental data for the binder in
PBX9501 [135] are similar to Henson’s compilation of HMX data [82, 178]. Reaction
parameters derived from Menikoff’s rate for HMX are used for the binders in PBX9501
and EDC37 in this work.
lnZ1 E1 q1
PBX9501’s binder 13.2 1.49 0.044959
EDC37’s binder 13.3 1.49 0.039083
(Z in µs−1) Mbar cm3 /mol Mbar cm3 / g
Table 3.9: Single-step Arrhenius reaction-rate parameters for the binders in PBX9501
and EDC37.
Although there is considerably more uncertainty in the Arrhenius reaction rate param-
eters for the binders than for HMX, a first guess for the maximum and minimum reaction
rates is to use a similar range as for HMX. The time to explosion curve with minimum
gradient would therefore correspond to lnZ1 = 12.4 and E1 = 140 kJ /mol, while the
curve with the maximum gradient has lnZ1 = 14.6 and E1 = 160 kJ /mol. Values for
the heat of reaction q1 are calculated from the JWL EOS as 3.9083 kJ / g for the binder in
EDC37 and 4.4959 kJ / g for the binder in PBX9501. Maximum and minimum values are
not quoted owing to the difficulty in estimating them, and the requirement that the JWL
reaction products equation of state is consistent with the value of q1.
3.5 Mixing rule 78
3.5 Mixing rule
As discussed in section 3.1, it is assumed that the unreacted explosive and reaction prod-
ucts in partially-reacted cells are in both pressure and temperature equilibrium. The par-
ticulate mixture rules for specific volume v and specific internal energy e are:
v = (1 − λ)vs + λvg (3.6)
e = (1 − λ)es + λeg (3.7)
where subscript s is for the solid, unreacted explosive and g is for the gaseous reaction
products. Solving for pressure equilibrium p = ps(vs, es) = pg(vg, eg) and temperature
equilibrium T = Ts(vs, es) = Tg(vg, eg) requires iterating on vs and es, since vg and eg can
be calculated using equations 3.6 and 3.7. Following the recipe for conducting Newton-
Raphson iterations in multiple dimensions in reference 118, the following system
α1,1︷       ︸︸       ︷
∂ps
∂vs
− ∂pg
∂vs
α1,2︷       ︸︸       ︷
∂ps
∂es
− ∂pg
∂es
∂Ts
∂vs
− ∂Tg
∂vs︸       ︷︷       ︸
α2,1
∂Ts
∂es
− ∂Tg
∂es︸       ︷︷       ︸
α2,2

 δvs
δes
 =  pg − psTg − Ts

can be solved iteratively using
δvs =
α2,2(pg − ps) − α1,2(Tg − Ts)
α1,1α2,2 − α1,2α2,1 and δes =
α1,1(Tg − Ts) − α2,1(pg − ps)
α1,1α2,2 − α1,2α2,1 .
Convergence limits are chosen to achieve suitable energy conservation. For example,
the total energy conservation in a Peruse test problem (the dynamic reaction of HMX
and binder in plane geometry) improved from 10−2% to <10−4% when the convergence
criteria were tightened from ∆p < 10−4GPa and ∆T < 10−2K to ∆p < 10−5GPa and
∆T < 10−4K. Although it would be desirable to incorporate another iteration scheme
for use in the case that the Newton-Raphson scheme fails to converge, this is difficult
to do in more than one dimension [118] and so Peruse is programmed to stop running if
convergence is not achieved. This did not prove to be a problem for any of the calculations
described in this thesis.
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3.6 Summary
The material models that will be used to represent the HMX and binder components of
PBX9501 and EDC37 have been described. Linear shock velocity versus particle veloc-
ity Gru¨neisen equations of state have been chosen for the unreacted material, with JWL
equations of state for the reaction products, and single step Arrhenius reaction rates. The
assumptions and limitations of these models have been discussed. Although alternative
material models for HMX and the binder in PBX9501 have been constructed by other
authors, the models presented here are original and can be used for future research on
these explosives. In addition, this is the first time that a material model, suitable for use in
mesoscale shock to detonation simulations, has been developed for the binder in EDC37.
Chapter 4
Model validation
Although the material models used in this work are based on experimental data, it is im-
portant to validate them by comparison with the results of integrated experiments. Unfor-
tunately, there have been few experiments on the individual components of plastic-bonded
explosives because interest has historically been in the behaviour of the composite. Al-
though the eventual aim of mesoscale modelling is to be able to reproduce shock and
detonation phenomena in the composite, the very different responses of homogeneous
and heterogeneous explosives means that this will not be possible until hotspots have
been incorporated. Therefore, the models cannot yet be compared to the abundance of
experimental data on PBX9501 and EDC37. In this chapter, the models for HMX and the
binders will be tested against the three data sets that are currently applicable: Hugoniot
data in section 4.1, Pop-plot data in section 4.2 and detonation wave profiles in section 4.3.
4.1 Hugoniot data
The Hugoniot is a curve representing the end states that can be achieved following the
passage of a single shock wave through a material [1]. The unreacted equations of state
used in this work use as their reference curve a linear Hugoniot relation Us = a + bup
for each material (see section 3.2). The coefficients a and b for HMX and the binders in
PBX9501 and EDC37 were fitted to a subset of the Hugoniot data that are now available.
In this section, the unreacted equations of state will be validated by comparison to a wider
data set. Matching Hugoniot data is a basic requirement of models that are designed for
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Figure 4.1: Hugoniot data for single crystal and solvent pressed HMX [11], compared to
the HMX model from section 3.2. The model agrees reasonably well with the data.
use in the shock regime, so good agreement is expected.
The shock velocity versus particle velocity Hugoniot for HMX is shown in figure 4.1.
The HMX model agrees well with the solvent-pressed data, which is not surprising be-
cause the coefficients were tuned to these data. Although the model does not pass through
the single crystal data, these data do lie close to the maximum and minimum Hugoniot
lines which will be used in subsequent chapters to evaluate the effect of the uncertainty in
HMX Hugoniot parameters. Since the density of HMX is known accurately, this means
that the post-shock state (at least in p, v, e space) is well represented in hydrocode calcu-
lations and has appropriate error bars. Suggestions for how the model could be improved
are given in section 8.2.
Hugoniot data for the binder in PBX9501 are given in figure 4.2. It is not surprising
that the model is a good fit to the data, because the linear Hugoniot parameters were
chosen to be consistent with Baer’s quadratic fit [163], which itself was optimised to these
experimental data. The maximum and minimum Hugoniot lines bracket the majority of
the data, showing that they are suitable for use in subsequent chapters to evaluate the
uncertainties in binder Hugoniot data. Overall, figure 4.2 shows that the linear Us(up)
relation for the binder in PBX9501 provides a reasonable fit to the Hugoniot data.
Hugoniot measurements became available for the binder in EDC37 during the course
4.1 Hugoniot data 82
Figure 4.2: Hugoniot data for the binder in PBX9501, a 50:50 mixture of estane and
BDNPA-F. The estane data are from reference 159, the low-pressure data on estane and
the mixed binder are from 164 and Baer’s quadratic Hugoniot, derived from an equation
of state fitted to data from isentropic compression experiments, is from 163. The binder
model and its maximum and minimum limits from section 3.2 agree well with the data.
of this work. A detailed analysis of stress gauge traces and VISAR data from ten gas-
gun experiments in reference 181 yielded five accurate Hugoniot points in the range
up = 0.1 to 0.8 km / s. Ultrasonic measurements of the sound speed provide an ad-
ditional data point at up = 0.0 km / s. Figure 4.3 shows that the binder model is
a reasonable match to the data. A best fit to the experimental Hugoniot data gives
Us = ([1.46 ± 0.07] + [2.52 ± 0.20]up) km / s, which lies between the nominal model
and the Hugoniots with maximum and minimum reasonable gradient. This validates the
model for EDC37’s binder, demonstrating that it appropriately represents the shock state
in hydrocode simulations and that the maximum and minimum parameters are reasonable.
Overall, figures 4.1, 4.2 and 4.3 show that the unreacted equations of state for HMX
and the binders in PBX9501 and EDC37 give a good match to the experimental Hugoniot
data. The Rankine-Hugoniot relations allow pressure, density and specific internal energy
to be calculated from the Us(up) Hugoniot, but not the shock temperature which depends
on cv,s. Measurements of shock temperature are exceedingly difficult for explosives be-
cause only a fraction of a microsecond is available for measurement before chemical
reactions heat the explosive to above its shock temperature. The lack of experimental
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Figure 4.3: Hugoniot data for the binder in EDC37, which comprises 1 part nitrocellulose
to 8 parts K10 liquid plasticizer, from a series of gas-gun experiments at Cambridge Uni-
versity [181]. The data cover a more limited range of particle velocities than in figures 4.1
and 4.2 owing to the capabilities of the single-stage gas gun.
data on shock temperatures is one of the reasons why reactive-burn models for explosives
are often restricted to p, v, e space, since this avoids the need to use a complete equation
of state p(v,T ). Although temperature-dependent reaction schemes are used in this work,
validating the thermal behaviour of the unreacted equations of state has not been possible.
The sensitivity of temperature distributions to uncertainties in thermal properties that will
be demonstrated in section 7.2 highlights the importance of attempting to validate the
thermal models in future work.
Another component of the unreacted equation of state is Gru¨neisen Γ, which controls
the behaviour of the equation of state surface away from the Hugoniot reference curve.
A value of Γ under ambient conditions can be calculated from the volume coefficient of
thermal expansion 3α, the sound speed a and the heat capacity cp via Γ0 = 3αa2/cp [146].
Using thermal expansion data from reference 145 and values for a and cp from section 3.2,
this gives Γ0 = 1.002 for HMX which is remarkably close to the constant value of Γ = 1
used in this work. The variation of Γ(v) with specific volume v could be obtained from
Hugoniot data at various porosities, but these are not available for HMX or the binder
materials. Until further experimental data become available, it will not be possible to
thoroughly validate the treatment of Gru¨neisen Γ.
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4.2 Pop-plot data
A Pop-plot gives the run-to-detonation distance as a function of input pressure for an
explosive, neatly summarising its shock initiation behaviour [10]. The Pop-plot data
for HMX [11] in figure 4.4 illustrate the importance of microstructure on the shock-to-
detonation transition. Wedge-shaped single crystals of HMX that are “free of significant
voids” [182] give 3mm run-to-detonation distances at ∼40GPa pressures. In contrast,
solvent-pressed HMX samples with complex microstructures give 3mm run distances at
8GPa. The solvent-pressed HMX is more sensitive (i.e. it requires a lower input pressure
for the same run distance) because of the influence of hotspots on the reaction. The single
crystals contain few hotspots, so they behave as a homogeneous explosive and need to
be strongly shocked before reaction will build up into detonation. The solvent pressed
material contains voids, crystal boundaries and other defects and so many hotspots are
produced when it is shocked. It behaves as a heterogeneous explosive and can grow to
detonation at modest input pressures.
Pop-plot data are often used to calibrate or validate reactive burn models, in particular
their reaction rates. This is because hydrocode simulations of shock initiation are sensitive
to the reaction rate and therefore to the unreacted equation of state on which the reaction
rate depends, but are relatively insensitive to the equation of state of the reaction products.
With validated unreacted equations of state, Pop-plot data can be used to test the reaction
rates from section 3.4 in the shock initiation regime. The reaction rates in a mesoscale
model are intended to represent the defect-free behaviour of each of the components, since
the effect of hotspots will be accounted for separately. Since they contain few hotspots,
the Pop-plot data from HMX single crystals will be used to validate the HMX material
model in this section. It is not possible to validate the binder reaction rates because Pop-
plot data are not available.
The single crystal Pop-plot data in reference 11 were determined from magnesium
flyer plate impact experiments [182]. No attempt has been made to reproduce the ex-
perimental configuration, but Pop-plot points were extracted from simulations of a single
HMX crystal hitting a rigid wall, to give a flat-topped shock initiation. The results from
Peruse (which solves the reactive-flow equations 2.7 neglecting species diffusion) are
shown in black in figure 4.4. The HMX model does not appear to agree very well with
the experimental data; the simulations require ∼10GPa lower input shock strength to give
similar run to detonation distances, i.e. the model is more sensitive than the data.
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Figure 4.4: Pop-plot data for single HMX crystals (blue) and solvent pressed HMX for
comparison (red) from reference 11. Peruse simulations for sustained shock initiation of
a single HMX crystal (black) show that the HMX model is more sensitive than the data.
A first step towards improving the match of the HMX model to the Pop-plot data is
to evaluate which of the material properties data in chapter 3 could influence the sen-
sitivity. One candidate is the solid heat capacity cv,s, which determines the shock tem-
perature at a given input pressure and therefore the reaction rate. To check whether cv,s
can make a big enough difference to the sensitivity of HMX to account for the 10GPa
difference in the Pop-plot, additional Peruse simulations were run at the upper limit of
cv,s = 2.1 J / gK. While a 38.0GPa shock causes prompt detonation with the nominal
value of cv,s = 1.1 J / gK, little reaction occurs during the simulation for cv,s = 2.1 J / gK.
Even for sustained shock pressures as high as 43.2GPa, reaction is still only building up
by the time the shock wave reaches the end of the 3mm crystal. For comparison, the
experimental Pop-plot has a run distance of 0.80mm at 43.5GPa. With cv,s = 2.1 J / gK,
the HMX model is less sensitive than the experimental data.
Therefore, the HMX model brackets the single crystal Pop-plot data with reasonable
variations to the solid heat capacity cv,s. Although this does not prove that cv,s is respon-
sible for the discrepancy between the simulations and the experiments, it shows that it is
a likely candidate. Other possibilities include a multi-step chemical reaction scheme with
an endothermic first rate. The constant value of cv,s used in this work could be adjusted to
improve the fit to Pop plot data, but it is better to continue using the value derived from
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experimental data to avoid masking other modelling deficiencies. Ways to improve the
models will be suggested in section 8.2. For this work, it is considered sufficient that the
HMX model brackets the Pop-plot data when cv,s is varied within its error bounds. These
bounds will be used in later chapters to establish the sensitivity to uncertainties in the
material properties data, so the “true” response of HMX should lie within the range of the
calculated results.
A better way to validate the reaction rates for HMX and the binder materials would
be to use embedded gauge data. In recent years, embedded particle velocity gauge ex-
periments [e.g., 183] have provided a wealth of data on shock initiation in plastic-bonded
explosives. Owing to the spatial and temporal-resolution these data provide, chemical
reaction rates can be more tightly constrained using embedded gauge data than Pop-plot
data. Unfortunately, the reaction rates for HMX and the binder materials can not yet be
validated in this way owing to a lack of available data.
4.3 Detonation wave profiles
A detonation wave profile is a particle velocity history that has been recorded once steady
detonation has been achieved in an explosive sample. High speed diagnostics are required
to resolve the detonation wave profile in experiments, and so VISAR (Velocity Inter-
ferometer System for Any Reflector) or PDV (Photon Doppler Velocimetry) diagnostics
are used at the interface between the sample and a window material [124]. Figure 4.5
shows the experimental configuration and a sketch of the resulting particle velocity histo-
ries. The arrival of the detonation shock wave at the interface causes the particle velocity
to jump up to a velocity related to the von Neumann spike state. Chemical reaction in
the explosive causes the particle velocity to fall between the spike and the sonic point
which, in a one-dimensional experiment, corresponds to the end of the reaction zone. In
the laboratory frame, the flow is super-sonic until the sonic point and is not influenced
by the depth of the explosive sample. Therefore, detonation wave profiles from different
experiments or measured at different depths within a single experiment are expected to
agree between the von Neumann spike and the sonic point, provided the same explosive
and window materials have been used and steady detonation has been achieved. After
the sonic point, the flow is sub-sonic and so the particle velocity traces from different
experiments will differ, as illustrated by the multiple Taylor wave curves in figure 4.5.
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Figure 4.5: Sketch of the experimental configuration for detonation wave profile mea-
surements (left) and the resulting particle velocity histories (right). The wave profiles
from different experiments are expected to differ only after the sonic point when, in a
one-dimensional experiment, the chemical reactions are complete.
Detonation wave profiles have been measured experimentally for HMX-based explo-
sives [e.g., 124 and 184], but not for single crystals as far as I am aware. These data
provide a useful test of the HMX model because detonation wave profiles are believed to
depend on reactions that are due to bulk heating, rather than on the hotspot-driven reaction
that is important in shock initiation [83]. Three features can be related to properties of the
material model at the high shock strengths associated with detonation: the magnitudes of
the von Neumann spike and sonic point are dependent on the unreacted and reaction prod-
ucts equations of state, and the time delay between the spike and the sonic point is caused
by the duration of chemical reaction. However, exact agreement between Peruse simu-
lations of single-crystal HMX and the experimental data on HMX-based plastic-bonded
explosives is not expected for two reasons. Firstly, after the sonic point, detonation wave
profiles depend strongly on the experimental configuration. A model would need to be
able to reproduce exactly the shock initiation behaviour in the experiment, and in par-
ticular the run-to-detonation distance, in order to be able to match the detonation wave
profile after the sonic point. This is not possible with a defect-free model whose run dis-
tance is considerably longer than for a heterogeneous plastic-bonded explosive, owing to
the absence of hotspots. Agreement can only be hoped for in the region between the von
Neumann spike and the sonic point. Secondly, techniques are still under development to
improve the quality of the detonation wave profile measurements, and current data are
under-resolved for HMX-based explosives [184]. Until the experimental development
work is complete, it would be premature to attempt a thorough assessment of the ability
of the HMX model to represent it. Therefore, only a brief comparison will be made in
this section to detonation wave profile data for PBX9501.
Gustavsen has measured detonation wave profiles in PBX9501 using polymethyl-
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Figure 4.6: Simulated particle velocity histories for detonating HMX from Peruse and
Menikoff [83], for comparison to experimental data for PBX9501 shot 1156 [124]. The
particle velocity is recorded at the interface between the explosive sample and a PMMA
window. Agreement between the simulations and the experiment is not expected beyond
25 or 30 ns after shock arrival.
methacrylate (PMMA) VISAR windows [124]. Interface velocity traces from one of
his experiments, shot 1156, are given in figure 4.6. The black and blue traces correspond
to the two VISARs used in the experiments, with different velocity-per-fringe constants.
The sonic point is estimated to correspond to an interface velocity of 2.89 km / s, which
occurs between 25 and 30 ns after the shock arrival for this experiment. Shot 1156 used a
Vistal gas-gun flyer to drive a flat-topped shock at 5.2GPa into a 23mm PBX9501 sam-
ple, backed with a PMMA window. Since detonation wave profiles are insensitive to the
experimental configuration until the sonic point, no attempt to reproduce the geometry
of the experiments is made. The computational set-up comprises a 10mm HMX sample
backed by 1mm PMMA, in plane geometry and with 200 zones /mmmeshing. The HMX
is initiated by adjusting the initial specific internal energy and density of the first 0.1mm
of HMX such that it is hot enough to react promptly at the start of the calculation. This
is sufficient to initiate a detonation wave in the HMX, which propagates through the sam-
ple to the PMMA window. The interface velocity is obtained by recording the particle
velocity history of computational gauges in the first PMMA zone.
The detonation wave profile produced by the HMX material model in Peruse is com-
pared to the experimental data from shot 1156 in figure 4.6. The experimental data have
been shifted in time so as to match the shock arrival time from the simulations. Pleasingly,
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the simulated spike velocity is in good agreement with the experimental data. Although
the situation is complicated by the presence of the PMMA window, this gives some reas-
surance that the unreacted equation of state is accurate in this regime. Unfortunately, the
following drop in particle velocity is not as fast in the simulations as in the experiments.
This could in part be due to inaccuracies in the equation of state used for PMMA, but it
is the contribution of the HMX material model that concerns us here. A series of Peruse
simulations were used to show that the velocity drop is not greatly influenced by the unre-
acted Hugoniot parameters, the specific heat of the unreacted HMX or the mesh density,
but does depend on the reaction rate. In particular, increasing the Arrhenius parameter
lnZ from 12.5 to 13, 14 or 15 (for Z in µs−1) causes the fall-off time to shorten signif-
icantly. Comparing particle velocity histories from the Peruse simulation in figure 4.6
with burn fraction traces, reaction is 90% completed within 4 ns of the shock arrival, and
99.9% complete with 10 ns. Therefore, the sonic point occurs sooner in the simulations
than it was estimated to do in the experiments. Agreement between the simulations and
the experiments is not expected beyond the sonic point, or 1.115 µs in figure 4.6.
Menikoff has also modelled detonation wave profiles in PBX9501 using an Arrhenius
reaction scheme [83]. Figure 4.6 shows that Menikoff slightly over-predicts the spike but
achieves a better match to the following drop in interface velocity, despite having a similar
reaction duration to Peruse (reaction is quoted as being 90% complete in 4.3 ns). This
may be due to the different equations of state he used for both the unreacted explosive and
the reaction products, which lead to a shock temperature of 2500K compared to ∼3000K
in Peruse. It should also be noted that Menikoff adjusted the reaction rate parameter lnZ
in order to match these experimental data. In section 3.4, the reaction rate parameters for
HMXwere derived by using Hubbard and Johnson’s approximation to calculate explosion
times consistent with Henson’s compilation of HMX data, neglecting the behaviour of the
equations of state. It has already been demonstrated in section 4.2 that reaction rates are
sensitive to the unreacted equation of state. Calculated detonation wave profiles are also
sensitive to the reaction products equation of state, which defines the sonic point. In the
future, the match to detonation wave profiles could be improved by combining equation
of state improvements with adjustments to the reaction-rate coefficients.
In conclusion, figure 4.6 shows that the HMX material model gives a reasonable
match to detonation wave profile data on PBX9501, validating the model in the detona-
tion regime. Unfortunately, it has not been possible to validate the models for the binders
in this way because wave profile data are not available.
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4.4 Summary
The material models constructed in chapter 3 have been tested against available exper-
imental data. The unreacted equations of state give a good match to Hugoniot data for
HMX and the binder materials. Single-crystal Pop-plot data show that the HMX model
brackets the data within the uncertainties on solid heat capacity, validating the reaction
rate in the shock initiation regime. Detonation wave profiles for HMX compare reason-
ably well with data for PBX9501, validating the model in the detonation regime.
Chapter 5
Shock heating of crystals and binder
The simplest possible hotspot mechanism in plastic-bonded explosives is shock heating
of HMX crystals and binder. Owing to their differing material properties, higher tem-
peratures are produced in the binder than in the crystals when the explosive is shocked.
Subsequent chemical reactions may heat the binder further, amplifying the temperature
difference between crystal and binder regions. Although this is not generally regarded as
a hotspot mechanism [17], it does cause significant temperature localisation owing to the
position of the binder in pockets surrounding the crystals. Therefore, it is possible that
heat conduction from the binder to the crystals could cause sufficient chemical reaction
in the crystals for them to explode. The accumulating pressure and temperature caused
by the reaction of multiple crystals could eventually lead to detonation in the explosive.
Since the dominant physics controlling this process is heat conduction and Arrhenius
chemistry, early work investigating this possible hotspot mechanism used ReactDiff. Al-
though the results in section 5.1 indicate that the shock heating of crystals and binder is
not a feasible hotspot mechanism, the effect of hydrodynamics could not be discounted.
Section 5.2 will explain how Peruse was used to account for the combined effects of hy-
drodynamics, heat conduction and chemistry, and to determine conclusively whether this
is a feasible mechanism in PBX9501 and EDC37. Since the material properties data for
the HMX and binder components of these explosives are not well known, it is important
to check that the uncertainties in the material properties do not affect the results. Ex-
ploratory Peruse simulations to determine the influence of these modelling uncertainties
on the results are presented in section 5.3.
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5.1 Initial investigation using ReactDiff
The following is a brief summary of an initial investigation into this hotspot mechanism.
ReactDiff [115] was used to simulate spherical crystals of HMX with radius 0.45 µm
coated in a thick layer of binder. ReactDiff solves the reactive-flow equations 2.7 neglect-
ing hydrodynamics and species diffusion. McGuire & Tarver’s [86] three-step reaction
scheme A
1→ B 2→ 2C 3→ D was used for the HMX (equations 2.15) and the binder
was treated as inert. Illustrative results are given in figure 5.1 for initial conditions rep-
resentative of a shock at 9.5GPa input pressure. The temperature profile shows that the
HMX (with radius <0.45 µm) is initially cooler than the binder (radius >0.45 µm). For
∼1.5 µs, heat conduction from the binder causes the temperature of the HMX to increase.
The species histories show that the endothermic reaction A→ B progresses over the first
1.3 µs, until the first exothermic reaction B → 2C takes hold and causes the temperature
in the centre of the HMX crystal to rise further. The third, highly-exothermic reaction
2C → D takes over at 1.85 µs when there is a sudden increase in the HMX temperature
and the composition transforms almost instantaneously to pure D. This sudden transfor-
mation is a thermal explosion and the time at which it occurs depends on the size of the
HMX crystals, and the thickness and reactivity of the binder layer.
For a 9.5GPa input shock, the minimum time to explosion observed for any crystal
size or binder thickness was 1.5 µs for PBX9501 and 1 µs for EDC37. These timescales
are well above the run-to-detonation time of 0.35 µs in PBX9501 and 0.55 µs in EDC37,
extrapolated from experimental Pop-plot data [12, 134]. This implies that, if shock heat-
ing of crystals and binder were the only hotspot mechanism in simulations of these ex-
plosives, none of the HMX crystals would explode within the experimental run-time and
detonation would certainly not be produced. ReactDiff simulations were also undertaken
using initial temperatures representative of input pressures between 1.3 and 6.3GPa. No
thermal explosion occurred within 10 µs, in contrast to experiments which detonate within
10 µs at these shock strengths. These observations suggest that thermal explosion caused
by shock heating of the binder alone is not responsible for shock initiation in PBX9501
and EDC37.
However, ReactDiff is a static code and does not solve the hydrodynamic equations
of motion. The simulations of crystals and binder, described above, had significant tem-
perature variation through the computational domain and the only mechanism acting to
smooth this was heat conduction. In reality, as the temperature of the crystals and binder
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Figure 5.1: Illustrative results for a ReactDiff simulation of a spherical HMX crystal
surrounded by a layer of PBX9501’s binder. The graphs show HMX species histories
(above) and temperature profiles (below). The time to explosion is ∼1.85 µs when there
is a sudden increase in the HMX temperature and the composition transforms almost
instantaneously to D.
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rises, the pressure also increases. In addition, high-pressure gaseous reaction products
are produced when the crystals and binder react. Waves will distribute this increase in
pressure throughout the computational domain on timescales several orders of magnitude
faster than heat conduction. It was concluded that shock heating of crystals and binder
could not be eliminated as a hotspot mechanism until hydrodynamics had been accounted
for.
5.2 Results obtained using Peruse
Peruse [107] is a one-dimensional hydrocode which solves the Lagrangian reactive-flow
equations 2.7 neglecting species diffusion. The incorporation of heat conduction and Ar-
rhenius chemistry described in chapter 2 allows Peruse to be used to investigate shock
heating of crystals and binder as a hotspot mechanism, accounting for the effects of hy-
drodynamics.
5.2.1 Planar calculations with simplified geometry
In one-dimensional planar geometry, a calculation representative of the microstructure
of EDC37 would contain alternating HMX and binder layers of various thicknesses. The
results of such a calculation are rather complicated, so it was decided to start by investigat-
ing simplified geometries. These are relatively easy to understand and allow confidence
to be gained, before trust is placed in Peruse simulations of more realistic geometries.
Since the explosives PBX9501 and EDC37 are composed mainly of HMX, with a small
percentage by weight of binder, only geometries dominated by HMX are studied here.
HMX and binder material properties were taken from chapter 3.
Firstly, simulations were performed in which a single HMX crystal was fired into
a rigid wall. This drives a shock into the HMX crystal in a computationally efficient
manner, as there is no need to represent an impactor in the simulation. The geometry is
illustrated in figure 5.2. The impact velocity of 1.7 km / s was used for all the simulations
in this section and corresponds to an input pressure of ∼20GPa. This is a high pressure for
the shock to detonation regime, so detonation would be expected to occur promptly in the
plastic-bonded explosive (although not in a single crystal as discussed in section 4.2). The
Pop-plots of PBX9501 and EDC37 extrapolate to run distances of ∼1mm at this pressure.
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Figure 5.2: Geometry of single HMX crystal calculation in Peruse with plane geome-
try. The impact velocity of 1.7 km / s corresponds to ∼20GPa and was used for all the
simulations described in this section.
This pressure is used as an upper limit for the shock to detonation regime: if shock heating
of crystals and binder is not a feasible hotspot mechanism at this pressure, then the non-
linear behaviour of the Arrhenius reaction rate equations means that it certainly will not
be feasible at lower pressures.
The computational geometry is 3mm in length to provide an adequate computational
domain extent to allow reactions to build up, with some leeway over the 1mm run dis-
tance expected from the Pop-plot. In order to prevent excessive computational run-times,
10 µm meshing was used. An investigation into the sensitivity of the results to mesh den-
sity is reported later. Virtual gauges are positioned every 0.15mm through the geometry
to record histories of temperature, pressure, species mass fractions, etc. Temperature his-
tories from the single-crystal simulation are shown in figure 5.3. The axes are chosen to
be comparable with later plots. The temperature histories show that a shock is propagated
through the HMX crystal but that very little reaction occurs behind it. This is confirmed
by examination of the burn fraction histories (not shown).
The first gauge, coloured black in figure 5.3, is positioned in the cell nearest the rigid
wall. It is shocked to a lower temperature than the deeper cells because of wall heating
errors in the simulations (see section 2.2.1). Here, wall cooling occurs because the initial
velocity applied in Peruse smears the shock over too many (rather than too few) compu-
tational cells. Wall heating errors affect the first gauge in all the figures in this section,
so the first temperature trace which is usually coloured black should be disregarded. This
calculation shows that a single HMX crystal with these material properties (and with no
defects or hotspots) will not react when shocked to 20GPa. This is consistent with single
crystal Pop-plot data [11] in which “reasonable” run-to-detonation distances (<10mm)
are only produced for shock pressures higher than ∼35GPa.
To add a level of complication, a thin layer of binder was incorporated next to the
rigid wall. This geometry is illustrated in figure 5.4. The binder thickness of 0.20mmwas
chosen to be comparable with the largest HMX crystal sizes in these explosives and so
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Figure 5.3: Temperature histories for a single HMX crystal calculation in Peruse. The
different colours correspond to gauges located at 0.15mm depths through the crystal and
are labelled here to help with the description of later figures. The temperature at each
gauge does not increase after the shock wave has passed, showing that no reaction occurs
when HMX (without hotspots) is shocked to ∼20GPa.
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Figure 5.4: Geometry of binder/crystal calculation in Peruse.
that it could be adequately resolved with the 0.01mm meshing used in these simulations.
Temperature histories are shown in figure 5.5. Note that the black gauge is in the binder
next to the rigid wall, the red gauge (at 0.15mm) is also in the binder, but the remaining
gauges are in the HMX. The temperature histories once again show that very little reaction
occurs during the simulation. Ignoring the black gauge, the traces demonstrate the effect
of multiple shocks on the temperature achieved. To help explain this, a time-distance plot
is given in figure 5.6. The frame is moving at 1.7 km / s towards the rigid wall, so that
initially the HMX and binder regions appear stationary and the rigid wall (now acting
as a piston) appears to have a forward velocity. This is purely for ease of understanding.
The pressure histories from the PBX9501 simulation are shown in figure 5.7. Both figures
should be used together to understand the explanation below.
The green, blue and yellow gauges in the HMX are positioned close to the binder.
They achieve significantly lower ultimate temperatures than the deeper gauges because
they are double shocked to the final pressure of 20GPa by a first shock at 15GPa. This
second shock is caused by a shock reverberation through the binder layer, as illustrated in
figure 5.6. In contrast, the pink and orange gauges, for example, are positioned deeper into
the HMX, where the second shock has amalgamated with the first shock. These gauges
are single shocked straight to 20GPa. Since multiple shocks to the same pressure result
in lower temperatures than single shocks, there is a large variation in the temperature
reached at different gauge positions through the HMX. For instance, HMX temperatures
between 770 and 1020K are observed in PBX9501. Figure 5.5 shows that the binder in
EDC37 reaches a higher temperature than the binder in PBX9501 owing to the different
equations of state of the two materials.
The next level of complication is a three-region geometry, illustrated in figure 5.8.
Temperature histories from these simulations are shown in figure 5.9. Note that the black
gauge is in the HMX next to the rigid wall, the red gauge (at 0.15mm) is also in the
HMX, the green gauge (at 0.30mm) is in the binder, and the remaining gauges are in
the HMX. These simulations show that reaction proceeds in the binder region, although
rather slowly, but not in the HMX regions. The behaviour of the temperature traces, with
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Figure 5.5: Temperature histories for binder/HMX calculations for PBX9501 (above) and
EDC37 (below), showing that very little reaction occurs in HMX or binder regions.
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Figure 5.6: Time-distance plot for the binder/HMX simulations to aid the interpretation
of figure 5.5.
Figure 5.7: Pressure histories for binder/HMX simulations of PBX9501.
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Figure 5.8: Geometry of crystal/binder/crystal calculation in Peruse.
a minimum temperature achieved at the turquoise gauge, is rather complicated and is
explained below. Figure 5.10 shows a time-distance plot for the HMX/binder/HMX sim-
ulation; once again, the frame is moving at 1.7 km / s towards the rigid wall. Figure 5.11
shows pressure histories from the simulation.
The impact of the piston drives a shock into the first HMX layer, giving rise to state
1 in the HMX at a pressure of 20GPa. This shock is transmitted into the binder and a
rarefaction propagates back into the HMX, giving rise to state 2 in the first HMX layer
and in the binder at 15GPa. This rarefaction is eventually reflected back from the piston,
taking the first HMX layer down to 10GPa and propagating on through the geometry
as rarefaction A. Meanwhile, once it has traversed the binder layer, the original shock
propagates onwards into the second HMX layer as shock B, taking the binder and HMX to
state 3 at 20GPa. A reflected shock reverberates through the binder layer and propagates
forwards into the second HMX layer as shock C.
The first gauge in the second HMX layer is coloured blue in figure 5.11. The pressure
history shows that it is shocked up to state 3 at 20GPa and then rarefaction A arrives, tak-
ing the pressure down to 15GPa. Since it has been shocked to a high pressure, and shocks
are more effective at generating heat than rarefactions are at removing it, the temperature
of the blue gauge remains close to 1000K. Rarefaction A travels faster than shock B and
catches up with it, eroding its strength as it propagates further into the HMX. By the time
shock B has reached the location of the turquoise gauge, it has been entirely overtaken
by rarefaction A and has decayed to a strength of 15GPa. Meanwhile, second shock C
has been propagating through the second HMX layer. The turquoise gauge experiences
a double shock and achieves only a fairly low temperature of ∼750K. The second shock
C travels faster than the first shock B and so catches up with it around the location of
the orange gauge. A single shock to a given pressure achieves a higher temperature than
a double shock to the same pressure, and so the orange gauge and those deeper into the
HMX are shocked to a higher temperature ∼1000K.
This fairly simple simulation demonstrates the wide range of temperatures that can
be achieved in a single HMX layer simply because of the shock wave history it has been
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Figure 5.9: Temperature histories for HMX/binder/HMX calculations for PBX9501
(above) and EDC37 (below), showing that reaction occurs in the binder (green gauge)
only.
5.2 Results obtained using Peruse 102
t piston
1
2
2
3
3
A
C
xHMXbinderHMX
B
Figure 5.10: Time-distance plot for the HMX/binder/HMX simulations, to aid the inter-
pretation of figure 5.9.
Figure 5.11: Pressure histories for HMX/binder/HMX calculations for PBX9501.
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Figure 5.12: Geometry of alternating crystal/binder calculation in plane geometry.
exposed to. In a calculation with Arrhenius reaction rates, which have a strong temper-
ature dependence, this phenomenon could lead to significant variations in reaction rate
through a single crystal. With a more representative geometry, involving multiple HMX
and binder layers, the computational results are difficult to understand in detail and trust
must be placed in the overall conclusions of the simulation (e.g. whether detonation oc-
curs). This demonstrates the power of the computational approach for such materials.
The final level of complication described in this section is an idealised geometry
comprising alternating layers of HMX crystals and binder, as illustrated in figure 5.12.
Temperature histories from these simulations are shown in figure 5.13. The PBX9501
calculation shows that no significant reaction occurs, since the temperature histories do
not rise above ∼1200K. Once again, there is considerable variation in the temperatures
reached by different HMX and binder layers. For EDC37, some of the binder regions do
react but only slowly.
Comparing the results of these simplified geometry calculations, none of the HMX
regions react to any significant extent within the duration of the simulation, and build up
to detonation has certainly not occurred. In contrast, at this pressure, the experimental
Pop-plot predicts a run distance of 1mm (equivalent to the gauge which is shocked at
∼0.2 µs). Since the simulations do not produce a run-to-detonation distance consistent
with the experimental data, these results indicate that shock heating of crystals and binder
is not a feasible hotspot mechanism.
5.2.2 Effect of meshing
The simplified calculations used 10 µm meshing. It is important to check that changes
to the mesh density do not affect the conclusions drawn from the simulations. The al-
ternating HMX and binder calculation of EDC37 in figure 5.13 led to the highest de-
gree of reaction, making it a good test case for investigating the effect of mesh density.
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Figure 5.13: Temperature histories for alternating HMX/binder calculations for PBX9501
(above) and EDC37 (below). The temperature does not rise above ∼1200K for PBX9501
indicating that very little reaction has occurred. The temperatures of ∼2500K for EDC37
show that some of the binder regions do react but only slowly.
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Figure 5.14 shows that the 10 µm-mesh calculation in figure 5.13 was not completely
mesh converged, because the temperature histories change slightly as the mesh resolution
is increased. However, the general behaviour is converged: only the binder shows any
significant reaction at all three mesh resolutions. This confirms that the simplified Peruse
calculations are sufficiently mesh-resolved.
5.2.3 Effect of geometry
The multi-region HMX and binder simulations described above are in one-dimensional
plane geometry. They are not easily generalised to cylindrical or spherical geometry
because the alternating regions would become concentric rings or shells of HMX and
binder, which are not representative of the three-dimensional microstructure of PBX9501
and EDC37. There are two physical effects that are not correctly represented in the 1D
planar calculations: shock focusing and heat conduction. A shock front that is travelling
through a plastic-bonded explosive microstructure is not flat, but shows perturbations as-
sociated with the binder regions (see section 7.3). This means that 3D shock focusing can
occur, leading to localised high-temperature regions. The effect of heat conduction also
depends on the HMX and binder geometry because a spherical HMX crystal surrounded
by hot binder will heat up more quickly than a planar sheet of HMX next to a binder
sheet. It is necessary to confirm that the simplification to 1D plane geometry in this chap-
ter, which neglects the 3D effects of shock focusing and heat conduction, is not affecting
the results of the simulations.
One approach is to examine the temperature distributions produced by large mi-
crostructure simulations of EDC37 and PBX9501 (see chapter 7). These are relatively
insensitive to the choice of one or two-dimensional geometry as will be demonstrated in
section 7.1.4, indicating that shock focusing effects are not significant. Another approach
is to run Peruse simulations of a single HMX crystal surrounded by a layer of binder in
plane, cylindrical and spherical geometry, a similar configuration to critical hotspot sim-
ulations. As will be described in section 6.1.6, such calculations show small differences
between plane, cylindrical and spherical geometry but the overall behaviour is unchanged.
Both these approaches demonstrate that the results in this chapter are not significantly af-
fected by the simplification to 1D plane geometry.
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Figure 5.14: Temperature histories for alternating HMX/binder calculations for EDC37
with 5 µmmeshing (above) and 2.5 µmmeshing (below), for comparison with figure 5.13.
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5.2.4 Representative microstructure calculations
The simplified calculations used idealised geometries where the crystal and binder layers
have equal thickness. Since PBX9501 and EDC37 contain more than 90% HMX, this
is not representative of the physical microstructures of these explosives. Realistic one-
dimensional computational geometries were constructed from micrographs of PBX9501
and EDC37 using the method described in section 2.4. A mesh density of 1 zone / pixel,
which corresponds to ∼0.3 µm and is consistent with the calculations in chapter 7, was
used in “representative” Peruse simulations. Temperature histories were recorded from
cells positioned at ∼30 µm intervals through the calculation, so some of the cells contain
HMXwhile others contain binder. Temperature histories from a representative simulation
of EDC37 are shown in figure 5.15. The impact velocity was 1.7 km / s which is equivalent
to a pressure of ∼20GPa.
The results in figure 5.15 are broadly similar to the alternating crystal/binder calcula-
tion of EDC37 in figure 5.13. Temperature histories from the representative simulation
show higher-frequency oscillations due to wave reverberations in the fine structure of the
Figure 5.15: Temperature histories for representative calculation of EDC37 shocked to
∼20GPa, showing that only the binder regions react over the 0.10 µs duration of the sim-
ulation.
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microstructure geometry. Some of the binder regions do react (i.e. their temperature rises
significantly), but the HMX regions show very little reaction over the duration of the
simulation. Similar calculations for PBX9501 show that even less reaction occurs in the
binder regions than for EDC37. The results suggest that hydrodynamics is dominating
the behaviour by controlling the initial temperature achieved in each computational cell.
Although there is some heat conduction from binder regions into HMX, it is not suffi-
cient to cause much chemical reaction in the HMX. This demonstrates the importance of
including hydrodynamics in studies of hotspot mechanisms.
At this pressure of ∼20GPa, the experimental Pop-plots of PBX9501 and EDC37 ex-
trapolate to a run distance of 1mm. Although the simulated geometry is only 0.69mm
long in this case (owing to the size of the micrograph), there should certainly be signifi-
cant reaction occurring if the EDC37 is to detonate shortly after the end of the computa-
tional domain. The disagreement between the simulations, where little reaction occurs in
HMX regions as a result of the shock heating of crystals and binder, and the experiments,
which detonate, suggests that shock heating of crystals and binder is not a feasible hotspot
mechanism in PBX9501 and EDC37.
5.3 Effect of uncertainties in material properties
The results in section 5.2 indicate that, for the HMX-based explosives PBX9501 and
EDC37, shock heating of crystals and binder is not a feasible hotspot mechanism, known
hereafter as “the conclusion”. It has already been checked that the conclusion is not
sensitive to the geometry or mesh resolution. However, there is considerable uncertainty
in some of the material properties data (see chapter 3), so it is important to check that
reasonable changes to these data do not affect the conclusion. Although it is recognised
that some parameters are thermodynamically inter-dependent (e.g., Gru¨neisen Γ is related
to the thermal expansion coefficient, the sound speed and the heat capacity), the material
model coefficients will be varied independently in this section. This has the advantages
of allowing the effect of each parameter to be isolated and giving a worst-case estimate of
the effect of the uncertainties. It is acknowledged that varying model coefficients that are
independent of temperature or pressure does not necessarily lead to the same results as
incorporating temperature or pressure dependence. However, it is a simple approach that
can be used to identify which features of the material models need further development.
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5.3.1 Initial temperature
An initial temperature of 295K has been used in the Peruse simulations but, as discussed
in section 3.2, this could reasonably be as low as 291K or as high as 298K. Lowering
the initial temperature would slow down chemical reactions, leading to an even longer
run-to-detonation distance, and so reinforce the conclusion that shock heating of crystals
and binder is not a feasible hotspot mechanism. To test the effect of increasing the initial
temperature from 295 to 298K, the alternating HMX and binder simulations illustrated
in figure 5.13 were repeated, although the results are not shown here. Some additional
reaction was found to occur in the EDC37 binder regions but there was still no reaction
in the HMX regions or in PBX9501’s binder. This demonstrates that changing the initial
temperature does not affect the conclusion.
5.3.2 Solid heat capacity
From section 3.2, solid heat capacities for HMX and the binder materials have large
uncertainties. For example, a constant value of 1.1 J / gK is used for HMX but cv,s could
be as low as 0.8 J / gK or as high as 2.1 J / gK, so the largest uncertainty corresponds to
an increase in cv,s. Increasing the heat capacities means that energy put into the system,
by shock waves or chemical reactions, gives rise to smaller temperature increases. The
maximum temperatures achieved would be lower and so heat conduction would be slower,
reducing the degree of reaction. This would reinforce the conclusion.
The only reasonable change to the solid heat capacities that could enhance the re-
activity of the system would be a decrease of cv,s from 1.1 to 0.8 J / gK for HMX. The
alternating HMX and binder calculations of PBX9501 and EDC37 in figure 5.13 were re-
peated with the lower value of cv,s and results are shown in figure 5.16. These calculations
confirm that reducing the solid heat capacity of HMX does increase the degree of reac-
tion observed. The last gauge in the EDC37 calculation (bottom of figure 5.16) at 3mm
depth seems to indicate that detonation might have occurred, since the temperature jumps
straight up to ∼3000K. However, only one of HMX regions in PBX9501 has reacted. To
match the experimental Pop-plots at this shock strength, detonation would need to have
occurred in both explosives by a depth of 1mm so these calculations show that, even with
a reduced cv,s, shock heating of crystals and binder is not a feasible hotspot mechanism.
However, the calculation in figure 5.16 is of an idealised geometry with alternating
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Figure 5.16: Temperature histories for alternating HMX and binder calculations of
PBX9501 (above) and EDC37 (below), with cv,s reduced to 0.8 J / gK for HMX to in-
vestigate the effect of uncertainties in heat capacity.
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HMX and binder layers of equal thickness. To check whether this was influencing the
results, a representative EDC37 geometry (similar to that in section 5.2.4) was run in
Peruse with cv,s reduced from 1.1 to 0.8 J / gK for HMX. No additional reaction was
observed in this simulation than in figure 5.15 and detonation was certainly not produced.
This confirms that the uncertainties in cv,s do not affect the conclusion.
5.3.3 Thermal conductivity
The uncertainties in the thermal conductivities of the HMX and binder layers include
both increases and decreases (see section 3.2). Higher k will act to smooth out tem-
perature gradients more quickly than lower k, giving rise to lower temperatures in
the binder and higher temperatures in the HMX. The effect would be greatest with
kHMX = kbinder = 0.5W /mK, and least for kHMX = 0.2W /mK and kbinder = 0.1W /mK.
These modifications were tried in alternating HMX and binder simulations and there was
no discernable difference in the results from the three sets of calculations, showing that
the effect of changes in thermal conductivity over these timescales is very slight indeed.
In addition, section 7.2.5 will demonstrate that heat conduction has a small effect on the
bulk temperature distributions in two-dimensional microstructure simulations. Therefore,
the uncertainties on thermal conductivity do not affect the conclusion.
5.3.4 Unreacted equation of state
To investigate the effect of uncertainties on the unreacted Hugoniot parameters a and b,
the following simulations were run using the parameters in section 3.2:
1. HMX maximum a and minimum b, nominal binder
2. HMX minimum a and maximum b, nominal binder
3. Binder maximum a and minimum b, nominal HMX
4. Binder minimum a and maximum b, nominal HMX
These combinations correspond to Hugoniot Us − up relations with extremes of gradient.
The results of these simulations are shown in figure 5.17 for PBX9501 and figure 5.18
for EDC37. None of the simulations in figure 5.17 shows much reaction, except for
Hugoniot parameter set 4, where only one binder region reacts within the timescale of the
simulation. Therefore, reasonable changes to the PBX9501 Hugoniot parameters a and
b do not affect the conclusion. Figure 5.18 can be compared to the bottom plot in fig-
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Figure 5.17: Temperature histories for alternating HMX and binder calculations of
PBX9501, with a and b values adjusted according to the numbered list in the text, to
investigate the effect of uncertainties in the unreacted Hugoniot parameters.
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Figure 5.18: Temperature histories for alternating HMX and binder calculations of
EDC37, with a and b values adjusted according to the numbered list in the text, to in-
vestigate the effect of uncertainties in the unreacted Hugoniot parameters.
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ure 5.13. Hugoniot parameter set 1 produces lower temperatures in the HMX, while set
2 produces higher HMX temperatures but not high enough to increase the extent of reac-
tion. Changing the binder parameters to set 3 lowers the binder temperature and reduces
the extent of reaction. With parameter set 4, the binder reacts more quickly but none of
the HMX regions shows any significant reaction. Since there is still significantly less re-
action than would be necessary to be consistent with the experimental run-to-detonation
distance, it seems that reasonable changes to the EDC37 Hugoniot parameters a and b do
not affect the conclusion.
Another parameter controlling the unreacted equation of state is Gru¨neisen Γ. A value
of Γ = 1 has been hardwired into the Peruse coding, but different values of Γ can be used
in inert Petra calculations. Section 7.2 describes two-dimensional microstructure sim-
ulations where the value of Γ = Γ0 + Γ1v/v0 was varied, and it was found that Γ can
have a significant effect on the calculated temperature distributions. This is because Γ
controls the variation of temperature with specific volume via the thermodynamic rela-
tion
(
∂ lnT
∂ ln v
)
S
= −Γ. However, the maximum HMX temperatures for a 1.0 km / s impact
remained well below 1000K and so little reaction would have been produced. Therefore,
reasonable changes to Γ do not affect the conclusion.
5.3.5 Reaction products equation of state
It is difficult to produce reasonable maximum and minimum values for JWL reaction
products equations of state parameters, as mentioned in section 3.3. However, it is not
likely that changing the JWL for HMX would affect the conclusion since so little reaction
occurs in the HMX regions in figure 5.13. The binder JWL could only have an effect in
regions where the binder reacts significantly. However, it is thought that there are greater
uncertainties in the thermal properties of the reaction products than in the equation of
state. If variations to the thermal properties in the next section do not affect the conclu-
sion, then changes to the JWL will not do so either.
5.3.6 Reaction products thermal properties
To investigate the effects of uncertainties in the values of TCJ and cv,CJ, the alternating
HMX and binder simulation illustrated in figure 5.13 was repeated using the maximum
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and minimum values in section 3.3. The results show that changing TCJ or cv,CJ for the
HMX in EDC37 and PBX9501 makes very little difference to the results, since hardly
any reaction occurs in the HMX in these simulations. Similarly for PBX9501, changing
the binder thermal properties makes very little difference to the results because so little
reaction occurs in the binder. However, for EDC37 there is considerably more reaction in
the binder regions in figure 5.13, which had TCJ = 2700K and cv,CJ = 2.86 J / gK. Simu-
lations using the following thermal properties for the binder in EDC37 are illustrated in
figure 5.19.
1. TCJ = 1900K and cv,CJ = 2.86 J / gK
2. TCJ = 3500K and cv,CJ = 2.86 J / gK
3. TCJ = 2700K and cv,CJ = 1.4 J / gK
4. TCJ = 2700K and cv,CJ = 4.3 J / gK
Decreasing TCJ of the binder reduces the extent of reaction in the simulations, whereas
increasing TCJ not only increases the rate of reaction in the binder regions but also in the
HMX regions. Decreasing cv,CJ also lowers the extent of reaction, whereas increasing cv,CJ
increases the rate of reaction mainly in the binder regions. These changes arise owing to
the different thermodynamic states achieved in the equation of state. Even with these in-
creases to the values of TCJ and cv,CJ, the majority of HMX regions in the simulations have
not reacted and detonation has certainly not occurred by the 1mm or ∼0.2 µs predicted by
the Pop-plot. Therefore, reasonable changes to the reaction products thermal properties
do not affect the conclusion.
5.3.7 Arrhenius chemistry parameters
In section 3.4, no maximum and minimum values were quoted for the heat of reaction q1
owing to the difficulty of estimating the uncertainty on q1, since it is necessary that the
heat of reaction from the chemistry scheme be consistent with the JWL reaction products
equation of state. The effect of q1 on the simulations is likely to be two-fold. It will
influence the temperature reached in the detonation products, rather like the changes to
TCJ and cv,CJ did. It will also influence the time to explosion. Using Hubbard & Johnson’s
approximation for the time to explosion from a single step Arrhenius rate
t =
cv,sT 2R
Z1q1E1
exp
( E1
RT
)
,
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Figure 5.19: Temperature histories for alternating HMX and binder calculations of
EDC37, with TCJ and cv,CJ values for the binder adjusted according to the numbered list in
the text, to investigate the effect of uncertainties in the thermal properties of the reaction
products.
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the effect of changes to q1 would be the same as changes to Z1. Therefore, the effect of
reasonable changes to q1 on the conclusion can be gauged by the effects of other param-
eters.
The effect of changes to the Arrhenius reaction-rate parameters was investigated by
repeating the alternating HMX and binder simulation, illustrated in figure 5.13, using
values of lnZ1 and E1 corresponding to the Arrhenius time to explosion curve with min-
imum and maximum gradient (see section 3.4). For PBX9501, these changes had very
little effect on temperature histories. For EDC37, the temperature histories are illustrated
in figure 5.20. Using the lower ln Z1 and E1 values slightly lowers the reaction rate in
the binder regions of EDC37, but the effect is not very great because the three sets of Ar-
rhenius parameters produce similar explosion times in the temperature range of relevance
here (∼1000K). With the higher lnZ1 and E1 values, more reaction occurs in the simu-
lation and even some of the HMX regions react. However, it is clear that detonation still
has not been produced by the 1mm run distance required by the experimental Pop-plot.
Similarly, a representative-geometry EDC37 simulation with these higher values of
lnZ1 and E1 showed increased reaction in the binder but not in the HMX regions; certainly
detonation did not occur by the end of the simulation. In section 3.4, it was noted that the
uncertainty in the Arrhenius reaction rate parameters for the binders is much greater than
for HMX. If the binder reaction kinetics are set to be so fast that it reacts to completion
almost immediately, using E1 = 160 kJ /mol and lnZ1 = 20.0 (for Z in µs−1), there is
still very little reaction in the HMX regions. It is the shock temperature reached in the
HMX, along with the HMX reaction rate parameters, that determines the rate of reaction
in the HMX. These simulations demonstrate that uncertainties in the Arrhenius reaction
parameters do not change the conclusion since no detonation was observed to occur within
the 1mm required by the extrapolation of the experimental Pop-plot.
Overall, the calculations in this section have demonstrated that the uncertainties in
the material properties do not affect the conclusion of this chapter, that shock heating of
crystals and binder is not a feasible hotspot mechanism in the HMX-based explosives
PBX9501 and EDC37.
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Figure 5.20: Temperature histories for alternating HMX and binder calculations of
EDC37, to investigate the effect of the uncertainty in Arrhenius parameters. Values used
were E1 = 140 kJ /mol and lnZ1 = 11.6 for HMX and ln Z1 = 12.4 for binder (above),
and E1 = 160 kJ /mol and ln Z1 = 13.8 for HMX and lnZ1 = 14.6 for binder (below), for
Z in µs−1.
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5.4 Summary
The Peruse hydrocode, with Arrhenius chemistry and heat conduction, has been used to
investigate the feasibility of shock heating of crystals and binder as a hotspot mechanism.
Multi-region HMX and binder calculations have been performed at a shock pressure of
20GPa. At this pressure, the experimental Pop-plot can be extrapolated to give an ex-
pected run-to-detonation distance of 1mm and run time of ∼0.15 µs. None of the simula-
tions has produced detonation within this length or timescale, and there is no reaction at
all in lower pressure simulations, demonstrating that shock heating of crystals and binder
is not a feasible hotspot mechanism. It is believed that this is the first time this has been
explicitly demonstrated. It has been checked that this conclusion is not dependent on the
geometry or meshing used for the simulations, and that reasonable changes to the material
properties data do not change the result significantly.
Chapter 6
Critical hotspots and flame propagation
In this chapter, the models constructed for HMX and the binders in PBX9501 and EDC37
will be used to determine critical hotspot criteria and investigate mechanisms for reaction
to spread outwards from hotspots. Section 6.1 will describe critical hotspot simulations
to examine the behaviour of hotspots in Peruse, to gauge the effect of changes to the ini-
tial temperature, geometry and mesh density on the results, and to investigate whether a
thin layer of binder can impede or enhance the spread of reaction through HMX. Criti-
cal hotspot criteria for HMX and the binders will be compared to results in the literature
in section 6.2. Flame propagation data will be used to validate the reaction propagation
speed in hotspot simulations. Section 6.3 will describe diamond anvil cell experiments
and initial simulations to establish the sensitivity to uncertainties in material properties
data. The results from a series of flame propagation simulations in Peruse will be com-
pared to the experimental data in section 6.4 and suggestions will be made for improv-
ing the simulations in future. The implications of the observed reactive wave speed for
hotspots in PBX9501 and EDC37 will be discussed in section 6.5.
6.1 Critical hotspot calculations
Previous studies of critical hotspots in explosives [24, 25, 26] have modelled hotspots of
uniform high temperature, surrounded by cooler regions of uniform lower temperature.
This is a simple configuration that allows comparison between different studies and is
broadly representative of a variety of hotspot mechanisms, so it will be used through-
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Figure 6.1: Plane geometry used to investigate critical hotspots. The reflective boundary
conditions mean that the simulated geometry effectively extends to either side of the com-
putational domain. Physically, an infinite series of planar hotspots are being modelled,
with hotspot diameter 2r1 and separation 2r2.
out this chapter. The computational geometry comprises a hot region of temperature T1
and thickness r1, surrounded by a cooler region of temperature T2 and thickness r2. In
spherical geometry, this corresponds to a hot sphere surrounded by a cool shell. In plane
geometry, it represents a line through the microstructure of the explosive perpendicular to
a planar hotspot, as sketched in figure 6.1. Reflective boundary conditions are used at each
end of the computational domain. It is widely assumed that hotspots in plastic-bonded
explosives occupy only a small proportion of the microstructure, so that r1 < r2. For the
initial calculations in this section, geometries with r1 ∼ r2 are used to minimise the com-
putational expense. Peruse is used to solve the Lagrangian reactive-flow equations 2.7
neglecting species diffusion, with material models from chapter 3. Plane geometry is
used for the majority of this chapter; the effect of switching between plane, cylindrical
and spherical geometry is investigated in section 6.1.6.
The results from an initial calculation with r1 = r2 = 1 µm are shown in figure 6.2.
Virtual gauges were positioned at 0.1 µm intervals through the HMX and their temper-
ature histories are shown by the different curves in the top graph. The mesh size was
0.05 µm; it will be demonstrated in section 6.1.7 that this is mesh-converged. Initial con-
ditions representative of a post-shock state were imposed on the geometry by specifying
the values of specific internal energy and density at the start of the hydrocode calcula-
tion. The values in the cooler region were chosen to correspond to a point on the HMX
Hugoniot with T2 = 1022K. The hotspot was given the same initial density but elevated
specific internal energy, corresponding to a temperature of T1 = 1500K. These states are
consistent with constant-volume heating within the hotspot, an assumption that will be
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Figure 6.2: Planar HMX hotspot calculation with r1 = r2 = 1 µm, T1 = 1500K and
T2 = 1022K, as an example of the typical behaviour of hotspot simulations in Peruse.
Temperature histories from gauges positioned at 0.1 µm intervals through the geometry
are shown above, with a pressure trace below.
6.1 Critical hotspot calculations 123
tested in section 6.1.5.
As shown by figure 6.2, the first computational zones to react are those within the
hotspot. These start at temperature T1 = 1500K and react to completion in ∼0.05 µs,
as determined by the Arrhenius reaction delay time [179]. As these zones react, their
temperature rises dramatically causing a reactive wave to propagate outwards into the
cooler HMX surrounding the hotspot until, by ∼0.6 µs, all the HMX has reacted. The
wave propagation speed can be calculated by examining the time at which each gauge
rises above a given temperature. The wave speed of ∼1m / s will be discussed in more
detail below. There is a small temperature rise in the cooler HMXwhen the hotspot reacts,
caused by a general pressurisation of the system to 35GPa when the hotspot converts from
solid unreacted explosive to gaseous reaction products. The pressure plot shows that the
system continues to pressurise as the reactive wave spreads from the hotspot into the
cooler HMX. Only one pressure history is shown in figure 6.2 because the traces from
all the different gauges overlay each other. This is because the computational domain is
so small (only 2 µm in extent) that the wave reverberation time is very short (< 1 ns) and
approximate pressure equilibrium is maintained at all times.
The reactive wave is driven by heat conduction, as will be demonstrated by comparing
the calculation with normal thermal conductivity (figure 6.2) to one with reduced thermal
conductivity. Figure 6.3 shows the results of a simulation where the thermal conductivity
k of HMXwas reduced by a factor of 10. In both calculations, the hotspot reacts promptly
and there is a small temperature rise in the cooler HMX as the system pressurises. How-
ever, the propagation speed of the reactive wave into the cooler HMX is significantly
lower in the calculation with reduced k, indicating that the reactive wave is driven by heat
conduction. It has been suggested that a hydrodynamic mechanism might contribute to
the reactive wave [53]; shocks generated by exploding hotspots would heat the cooler
surrounding explosive, enhancing its reaction rate. However, this effect is not observed in
figure 6.2 because the wave-reverberation time is much quicker than the hotspot reaction
time as will be discussed below.
To investigate whether different behaviour would be produced if the hotspot reacted
more quickly, or if the wave reverberation time were longer, two more calculations were
run. Figure 6.4 shows results for the first 2 ns of the simulations. In both calculations, the
hotspot temperature T1 = 5000K is considerably higher than is likely to be achieved in
a real explosive microstructure. It was chosen to yield rapid reaction; the burn fraction
plot in figure 6.4 shows that 50% reaction is achieved within ∼0.1 ns in the hotspot. The
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Figure 6.3: Planar HMX hotspot calculation with r1 = r2 = 1 µm, T1 = 1500K and
T2 = 1022K as in figure 6.2, but with the thermal conductivity k of HMX reduced by a
factor of 10, to demonstrate that the reactive wave is driven by heat conduction.
pressure and temperature traces in figure 6.4 show that the rapid reaction in the hotspot
drives a pressure wave through the cooler surrounding HMX. For the blue traces, the
computational domain is so small that the wave is reflected from the boundary before
reaction has completed. The black traces correspond to a longer computational domain,
and demonstrate that reaction in the hotspot causes a ∼60K jump in the temperature of
the surrounding cooler HMX. However, this temperature jump is insufficient to cause any
significant reaction over µs timescales and no reaction is observed in the burn fraction plot
outside the hotspot. This indicates that a hydrodynamic mechanism of reaction spreading
does not occur in these simulations.
The following observations can be made from the initial simulations:
• Awave driven by heat conduction is the only mechanism by which reaction spreads
from a hotspot into the surrounding cooler material.
• If the hotspot is so hot that it reacts almost instantaneously, a shock can be driven
into the surroundings, but it is only responsible for a ∼60K rise in temperature
(which doubles to ∼120K when the wave is reflected from the boundary). This
is insufficient to cause significant chemical reaction in the cool HMX over µs
timescales.
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Figure 6.4: HMX hotspot calculations with T1 = 5000K, T2 = 1022K and r1 = 1 µm.
The cooler explosive has thickness r2 = 1 µm for the blue traces and r2 = 9 µm for the
black traces. This configuration was designed to investigate whether hotspot simulations
would behave differently if the hotspot reacted more quickly, or if the wave reverberation
time were longer, than in typical simulations.
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• If the hotspot has a more realistic initial temperature, it reacts relatively slowly.
Although a compression wave propagates into the cooler surroundings, this leads
to only a small rise in temperature.
• In most cases, the wave reverberation time is so small that approximate pressure
equilibrium is maintained throughout the computational domain.
The following sections will investigate the effects of hotspot temperature, background
temperature, hotspot size, background size, initial conditions, geometry and mesh density
on the results of hotspot simulations in Peruse. Material properties for HMX and the
binders in PBX9501 and EDC37 are taken directly from chapter 3. Uncertainties on the
data are not considered, since the aim of this section is to establish how the baseline
models perform.
6.1.1 Effect of hotspot temperature
To investigate the effect of varying the hotspot temperature T1, four Peruse simulations
were run with r1 = r2 = 1 µm, T1 = 1000, 1200, 1400 or 1600K and T2 = 1000K. Fig-
ure 6.5 shows that there is very little reaction over a 1 µs timescale for HMX at 1000K.
As the hotspot temperature T1 is increased to 1200K, it is hot enough that significant
reaction can proceed. At higher temperatures, the hotspot reacts sooner but the reactive
wave speed is constant ∼1.6m / s for all four simulations. The “explosion time” of the
first black gauge (positioned at the centre of the hotspot) can be determined from the
steep temperature rise in figure 6.5. This is compared to predictions using the Hubbard
& Johnson delay-time equation 3.5 in table 6.1. The simulated explosion time is roughly
three times the predicted time, due to the effects of hydrodynamics and the equation of
state treatment in Peruse. In contrast, a ReactDiff simulation with T1 = 1200K has an
explosion time of ∼0.2 µs, much closer to the Hubbard & Johnson predictions. This is
T1(K) 1000 1200 1400 1600
texp(µs) >1 0.47 0.085 0.022
tHJ(µs) 2.4 0.17 0.028 0.0073
Table 6.1: Time to explosion texp from Peruse simulations (with r1 = r2 = 1 µm,
T2 = 1000K and hotspot temperature T1) compared to predicted explosion times tHJ
using the Hubbard & Johnson delay-time equation [179]. The difference in explosion
times illustrates the importance of hydrodynamics on hotspot simulations.
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Figure 6.5: Planar HMX hotspot calculations with r1 = r2 = 1 µm and T2 = 1000K, but
with varying T1 = 1000, 1200, 1400 or 1600K to illustrate the effect of changing the
hotspot temperature on the Peruse simulations.
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because ReactDiff is a thermal conduction and Arrhenius chemistry code only, and does
not model the equation of state response of the HMX. Table 6.1 illustrates the impor-
tance of including hydrodynamic effects in hotspot simulations, since the results will be
significantly different to those from static calculations.
6.1.2 Effect of background temperature
The effect of background temperature T2 was investigated using a series of Peruse calcu-
lations with r1 = r2 = 1 µm, T1 = 1200K and T2 = 1100, 1000, 900 or 800K. The results
are shown in figure 6.6. Reducing the background temperature T2 has very little effect on
the temperature histories near the centre of the hotspot (the first black and red gauges),
where the time to explosion is 0.47 µs. This is because these zones are not greatly influ-
enced by heat conduction into the cooler background HMX over these timescales. The
most obvious effect of the reduction in T2 is that the reactive wave propagates into the
cooler HMX at a lower speed. The reactive wave speed is ∼3m / s for T2 = 1100K and
∼1m / s for T2 = 800K, and it will be even slower for the lower temperatures more typi-
cal of shock initiation experiments (see chapter 7 for temperature distributions in shocked
PBX9501 and EDC37).
6.1.3 Effect of hotspot size
The effect of hotspot size r1 was investigated using a series of calculations with r1 = 1,
0.5 or 0.25 µm, r2 = 1 µm, T1 = 1200K and T2 = 1000K. The results in figure 6.7
show that the explosion time increases as r1 is reduced, because heat conduction exerts a
greater influence and reduces the temperature of the hotspot, thereby increasing its time
to explosion. For the smallest hotspots, heat conduction has so great an effect that they
do not react significantly within the 1 µs duration of the simulation. These are sub-critical
hotspots. The minimum size r1 that allows the hotspot to react within 1 µs and propagate a
reactive wave into the cooler surrounding material is defined as the “critical hotspot size”
in this work. In this case, figure 6.7 shows that the critical hotspot size is between 0.25
and 0.5 µm, and the results of additional calculations narrow the range to between 0.3 and
0.4 µm. In general, the critical hotspot size depends on the hotspot temperature T1 and
the background temperature T2. Critical hotspot results will be presented in section 6.2.
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Figure 6.6: Planar HMX hotspot calculations with r1 = r2 = 1 µm and T1 = 1200K,
but with varying T2 = 1100, 1000, 900 or 800K to illustrate the effect of changing the
background temperature on the Peruse simulations.
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Figure 6.7: Planar HMX hotspot calculations with r2 = 1 µm, T1 = 1200K and T2 =
1000K, but with varying r1 = 1, 0.5 or 0.25 µm to illustrate the effect of changing the
hotspot size on the Peruse simulations. Since the simulation with r1 = 0.5 µm reacts
within 1 µs, but the 0.25 µm calculation does not react, the critical hotspot size is between
0.5 and 0.25 µm.
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6.1.4 Effect of background size
To investigate the effect of the size r2 of the cooler background HMX, three calculations
were run with r1 = 0.5 µm, r2 = 1.0, 0.5 or 0.2 µm, T1 = 1200K and T2 = 1000K.
Although r2 > r1 in plastic-bonded explosives, a configuration with r2 < r1 is used here to
emphasize the effect. The gauge colours are consistent between the different calculations,
although there is a different total number of zones in each case. The results in figure 6.8
show that the time to explosion at the centre of the hotspot (black gauge) is not greatly
affected by the reduction in r2. However, the reactive wave spreads from the hotspot into
the background explosive more quickly as r2 is reduced. This is due to two effects: firstly,
as r2 is reduced, there is a smaller heat sink to absorb the heat from the hotspot and so
the temperature at the edge of the hotspot is not so greatly reduced by heat conduction,
and secondly the background heats up more quickly. In a geometry which is below the
critical radius r1, it might be expected that the hotspot would become viable again if r2
were reduced so heat conduction into the background HMX was less significant. The two
calculations in figure 6.9 show that this is not the case. In fact, the size of the background
HMX has little effect on the critical hotspot size.
6.1.5 Effect of initial conditions
The initial density and specific internal energy of each region in the Peruse simulations are
chosen to provide an appropriate pressure and temperature at the start of the calculation.
For the majority of the simulations described in this chapter, the assumption of constant
volume heating is used to select the initial conditions. For example, for a calculation
with T1 = 1200K and T2 = 1000K, the background state is chosen to lie on the HMX
Hugoniot and the hotspot is given the same initial density ρ1 = ρ2 but with e1 adjusted
to give T1 = 1200K. This means that different initial pressures are produced in the two
regions. To investigate whether this assumption is important, an additional simulation was
run with the same background state but with hotspot ρ1 and e1 chosen to give pressure
equilibrium p1 = p2. The initial states of both calculations are listed in table 6.2. The
results in figure 6.10 show that there is little difference between the two simulations.
This demonstrates that the choice of initial density and specific internal energy state (at
constant temperature) is not very important in determining the results of critical hotspot
simulations.
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Figure 6.8: Planar HMX hotspot calculations with r1 = 0.5 µm, T1 = 1200K and T2 =
1000K, but with varying r2 = 1.0, 0.5 or 0.2 µm to illustrate the effect of changing the
background size on the Peruse simulations.
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Figure 6.9: Planar HMX hotspot calculations with r1 = 0.3 µm, T1 = 1200K and T2 =
1000K, but with varying r2 = 1.0 or 0.3 µm to demonstrate that the background size has
little effect on the critical hotspot size.
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Figure 6.10: Planar HMX hotspot calculations with r1 = r2 = 1 µm, T1 = 1200K and
T2 = 1000K, demonstrating that the assumption of constant volume heating or of pres-
sure equilibrium for generating the initial conditions makes little difference to hotspot
simulations.
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Simulation Constant volume heating Pressure equilibrium
Region 1 2 1 2
T (K) 1200 1000 1200 1000
p (GPa) 21.134 20.565 20.565 20.565
ρ (g/cm3) 2.5749 2.5749 2.5661 2.5749
e (kJ/g) 1.6643 1.4443 1.6409 1.4443
Table 6.2: Initial states of the hotspot region 1 and the background region 2 in Peruse
simulations to investigate the effect of changing the initial conditions. Results are shown
in figure 6.10.
6.1.6 Effect of geometry
Most of the simulations described in this chapter are in plane geometry. To investigate the
effect of switching to cylindrical or spherical geometry, with reflective boundary condi-
tions, three simulations were run with r1 = r2 = 1 µm, T1 = 1200K and T2 = 1000K. The
results in figure 6.11 show that the explosion time at the centre of the hotspot increases
slightly with the increased divergence associated with moving from plane to cylindrical
to spherical geometry. This is because the temperature of a spherical hotspot surrounded
by a cool shell falls more rapidly than a planar hotspot in contact with a cool plane. There
is little change to the speed at which the reactive wave propagates away from the hotspot.
Overall, figure 6.11 shows that changing the geometry does not alter the character of
hotspot simulations. However, it can influence the size of critical hotspots. For example,
for a hotspot with T1 = 1200K and background T2 = 1000K, the critical radius lies
between 0.8 and 0.9 µm in spherical geometry, compared to 0.3–0.4 µm in plane geom-
etry and in agreement with figure 5 in reference 24. This is consistent with the factor
of 2.20 difference between spherical and planar critical hotspot radii, determined from a
numerical solution of the chemistry and heat conduction equations 2.9 and 2.11 without
hydrodynamics [23].
6.1.7 Effect of mesh density
The critical hotspot simulations in this section use 0.05 µm meshing. To check that the
results are mesh-converged, three calculations were run with 0.1 µm, 0.05 µm or 0.025 µm
meshing. The colours in figure 6.12 correspond to similar locations, even though the
number of zones is different in each simulation. The temperature overshoots in the 0.1 µm
simulation indicate that this is not quite mesh-converged, and these overshoots are not
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Figure 6.11: HMX hotspot calculations with r1 = r2 = 1 µm, T1 = 1200K and
T2 = 1000K in plane, cylindrical or spherical geometry, to demonstrate that changing
the geometry does not alter the character of hotspot simulations.
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Figure 6.12: Planar HMX hotspot calculations with r1 = r2 = 1 µm, T1 = 1200K and
T2 = 1000K, but with 0.1, 0.05 or 0.025 µm meshing. The temperature overshoots indi-
cate that the 0.1 µm calculation is not mesh-converged. The close agreement between the
0.05 and 0.025 µm results demonstrates that the 0.05 µm meshing used for the majority
of simulations in this chapter is converged.
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present at 0.05 µm. Close examination shows that 0.05 µm and 0.025 µmmeshing produce
almost identical temperature histories; in particular the time to explosion and reactive
wave propagation velocity is unchanged. This initial study demonstrates that 0.05 µm
meshing is adequate for critical hotspot simulations.
6.1.8 Propagation through binder layers
The microstructures of PBX9501 and EDC37 contain crystals of HMX separated by a
thin binder layer. To investigate whether a layer of binder could impede or enhance
the spread of reaction through HMX, several simulations were run using the geometry
in figure 6.13. The hotspot temperature T1 = 1600K ensures quick reaction and r1 =
0.5 µm is well above the critical hotspot size at this temperature. The background regions
each have thickness r2 = r3 = r4 = 1 µm which is approximately the distance over
which the reactive wave can propagate in 1 µs. Initial temperatures in the background
regions 2 to 4 were chosen to be broadly representative of microstructural calculations at
20GPa input pressure (see chapter 7). For EDC37 T2 = T4 = 1000K and T3 = 1300K
and for PBX9501 T2 = T4 = 1000K and T3 = 1150K. Initial density and specific
internal energy states were selected to give approximate pressure equilibrium (p2 = p3 =
p4 ' 20GPa) between HMX and binder layers, to prevent significant changes to the
temperatures at the start of the calculation when pressure waves act to bring the system to
pressure equilibrium.
Results from two EDC37 calculations are shown in figure 6.14. For reactive binder,
the binder reacts over approximately the same timescale as the HMX hotspot. Reactive
waves propagate into the cooler HMX background regions in both directions from the
HMX hotspot and from the binder, so that reaction has completed within 0.7 µs through
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Figure 6.13: Planar geometry used to investigate the propagation of a reactive wave
through a binder layer. Results are shown in figure 6.14 for EDC37 and figure 6.15
for PBX9501.
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the whole geometry. This would seem to imply that binder regions can act as seeds for
reaction, in addition to HMX hotspots. As discussed in section 3.4, binder reaction rates
are poorly known and it is possible that the binder in EDC37 could be considerably less
reactive than has been assumed. A worst case simulation with inert binder shows that
reaction completes in the HMX region within ∼1.7 µs, because the binder is sufficiently
hot for heat conduction to initiate reaction in the cooler HMX region 4. Overall, these
two simulations suggest that the presence of a binder layer does not impede the spread of
reaction in EDC37, and may enhance it.
Similar results for PBX9501 are shown in figure 6.15. Again, a reactive binder has
sufficient time to react independently, before the reactive wave from the HMX hotspot has
reached it. Reaction spreads both forwards and backwards through the geometry from the
hotspot and binder layers. For inert binder, the binder temperature is somewhat lower
than for EDC37 and is insufficient to initiate reaction in the cooler HMX region 4. For
PBX9501, it seems as though an inert binder layer would impede the spread of reaction
from one HMX crystal to another.
Each of the four calculations in figures 6.14 and 6.15 have HMX background tempera-
tures of T2 = T4 = 1000K, with higher binder temperatures. While broadly representative
of the temperatures generated by a 20GPa input shock, these are considerably higher than
typical shock initiation experiments. For a 9.4GPa input shock (a high pressure for the
shock initiation regime), simulations described in section 7.3 show that the mean HMX
and binder temperatures are ∼500K and ∼700K respectively for EDC37, and ∼550K
and ∼640K for PBX9501. At these temperatures, the binder will not react significantly
before the arrival of the reactive wave from the hotspot. This implies that the presence
of a binder layer will not significantly enhance the spread of reaction from hotspots in
HMX. However, provided the binder layer is not inert, it should not impede the spread
of reaction either. In contrast, the low HMX temperatures mean that HMX crystals will
hinder the spread of reaction outwards from hotspots in binder regions.
6.2 Critical hotspot results
In section 6.1.3, it was shown that there is a critical hotspot size below which heat conduc-
tion has so great an effect that the hotspot does not react significantly within 1 µs. This
timescale is based on a 10 µs upper limit for chemical reactions to contribute to shock
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Figure 6.14: Planar calculations to investigate the propagation of a reactive wave through
a binder layer in EDC37 with r1 = 0.5 µm, r2 = r3 = r4 = 1 µm, T1 = 1600K, T2 = T4 =
1000K and T3 = 1300K. The first calculation (above) uses chemical reaction rates from
section 3.4 but the second simulation (below) models the binder as inert, to take account
of the uncertainty in binder reaction rates. Note that different time axes are used for the
two plots.
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Figure 6.15: Planar calculations to investigate the propagation of a reactive wave through
a binder layer in PBX9501 with r1 = 0.5 µm, r2 = r3 = r4 = 1 µm, T1 = 1600K,
T2 = T4 = 1000K and T3 = 1150K. Note that different time axes are used for reactive
binder (above) and inert binder (below).
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initiation, since PBX9501 and EDC37 charges detonate within 10 µs when subjected to
flat-topped shocks above ∼2GPa [12, 134]. For hotspots to be able to contribute to the
overall reaction, they must react on considerably shorter timescales so 1 µs is a reasonable
limit. A series of Peruse simulations has been used to establish the critical hotspot size
for a variety of hotspot and background temperatures T1 and T2. The results are sum-
marised below and will be compared to the literature in section 6.2.3. The simulations
are in plane geometry so the critical size r1 corresponds to half the total hotspot thickness
(see figure 6.1). In most of the Peruse simulations r2 = 1 µm but this was reduced for
very small hotspot sizes, where fine meshing was required to resolve the hotspot, in order
to reduce the computational run-time. It has been demonstrated in section 6.1.4 that this
should not affect the critical hotspot results.
6.2.1 HMX
The critical hotspot results for HMX are given in figure 6.16. The error bars reflect the
difference in hotspot size between a sub-critical simulation and a super-critical simula-
tion, and could be reduced by running further calculations, i.e. they are not associated
with uncertainties in the method. For a given background temperature T2, the critical
hotspot size r1 falls as the hotspot temperature T1 increases. This is because a hotter
hotspot will react more quickly, before it is cooled by the effects of heat conduction, so
a smaller hotspot is viable. The critical hotspot curves move upwards (to larger hotspot
sizes r1) as the background temperature T2 falls but only so far; the critical hotspot sizes
for T2 = 600K and 400K are identical. Since heat conduction depends on the tempera-
ture gradient, it is less effective at cooling the hotspot for high background temperatures.
This allows smaller hotspots to be viable than at lower background temperatures. At low
background temperatures, the difference between the hotspot and background tempera-
tures is so large that any further reduction in background temperature T2 has little effect
on the rate of cooling of the hotspot.
6.2.2 Binders
Critical sizes for hotspots in the binder materials from Peruse simulations are shown in
figure 6.17, for background temperature T2 = 1000K. The results show that smaller
hotspots are viable in the binder materials than in HMX. This is because HMX has the
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Figure 6.16: Critical hotspot results for HMX in plane geometry. The critical hotspot
size is affected by the hotspot and background temperatures, but not by the size of the
background region, so r2 = 1 µm for the majority of the Peruse simulations.
highest thermal conductivity and the lowest heat capacity of all three materials, so heat
will be conducted away from the hotspot most efficiently and larger hotspot sizes are
needed. Despite the fact that the two binders have the same thermal conductivities and
similar heat capacities, their critical hotspot curves are different to each other. This is
due to the different values of TCJ, which result in higher reaction-product temperatures in
EDC37’s binder than PBX9501’s. Smaller hotspots can be maintained in EDC37’s binder
because the higher temperatures take longer to dissipate by heat conduction. Since there
are very few data points on which to base the Arrhenius reaction rates for the binders
in EDC37 and PBX9501, as discussed in section 3.4, these results should be treated with
caution. Nevertheless, this is the first time that critical hotspot sizes have been investigated
for the binder in EDC37, and I am not aware of any previous studies on the binder in
PBX9501.
6.2.3 Comparison with the literature for HMX
Bowden [18] showed experimentally that hotspots need to have dimensions of typically
0.1 to 10 µm, durations of 10−5 to 10−3 s, and temperatures greater than ∼700K. These
criteria are based on hotspot ignition in situations where detonation is produced via
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Figure 6.17: Critical hotspot results for HMX and binder in plane geometry with back-
ground temperature T2 = 1000K demonstrating that, for the reaction rates used here,
smaller hotspots are viable in the binder materials than in HMX.
the deflagration-to-detonation transition [17] which operates over longer, more easily-
measured timescales than the shock-to-detonation transition. This is why the critical
hotspot durations are considerably longer than the 10−6 s time limit applied here, and
it makes direct comparisons between the Peruse results in figure 6.16 and the experimen-
tal criteria difficult. Nevertheless, the calculated critical hotspot sizes of 0.1 to 1 µm for
low background temperatures are consistent with the experimental hotspot dimensions.
In his discussion of the experimental data, Field [17] suggests that hotspots “with sizes
<0.1 µm would cause some decomposition but quench too quickly to produce ignition”.
In contrast, the simulations show that smaller hotspots (with r1 < 0.1 µm) can be super-
critical but only at very high hotspot temperatures. The experimental temperature limit of
700K is less stringent than in Peruse, where significant reaction occurs only for hotspot
temperatures >1000K, owing to the difference in timescales. Overall, the critical hotspot
simulations are not inconsistent with the experimental criteria.
Merzhanov [23] derived an empirical formula for critical hotspots in planar, cylin-
drical and spherical geometry. Figure 6.18 shows the critical hotspot sizes obtained by
substituting relevant material properties from chapter 3 in Merzhanov’s formula, com-
pared to the Peruse simulations for HMX. There is close agreement owing to the use
of constant heat capacity and single step Arrhenius reaction rates in both models. The
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Figure 6.18: Critical hotspot results for HMX in plane geometry from Peruse simulations
(P) and from Merzhanov’s [23] empirical formula (M).
agreement is not perfect because Merzhanov’s formula does not account for the effects
of hydrodynamics. Tarver [24] also investigated critical hotspots in a static code. He
found that the time to explosion was less than 1 µs for HMX hotspots with radius .1 µm,
for which the critical hotspot temperature is greater than 1000K. For hotspot and back-
ground temperatures of T1 = 1200K and T2 = 293K respectively, his critical hotspot
radius is approximately 0.1 µm. In contrast, figure 6.18 shows that significantly larger
critical hotspot sizes are given by Merzhanov’s formula (0.5 µm) and Peruse simulations
(0.6 − 0.7 µm) for T1 = 1200K and T2 = 400K. The difference is caused by Tarver’s use
of a three-step reaction scheme and temperature-dependent thermal properties.
More recently, Tarver [25] investigated critical hotspots in a hydrocode, ALE3D, and
his results for outward growing hotspots in HMX are most relevant here. Figure 4 of
reference 25 gives the time for a spherical hotspot of 0.1 µm radius to grow to eight
times its original diameter. The reaction time is <1 µs for background temperatures be-
tween 500 and 650K. Although the hotspot temperature is not specified, this implies
that a very high temperature was used. Indeed, Tarver’s calculations of inward reaction-
growth have boundary temperatures between 1000 and 4000K, and it seems likely that
the maximum temperature of 4000K was used for the outward growing hotspot calcula-
tions. This temperature is considerably higher than the maximum hotspot temperatures
used in Peruse simulations, making comparison difficult. However, figure 6.16 shows
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that a planar hotspot of radius 0.1 µm in HMX at T2 = 600K would explode in < 1 µs if
it had temperature T1 > 1600K, which is consistent with Tarver’s prediction of ∼0.2 µs
time to complete reaction. Reaugh also used ALE3D to investigate critical hotspots in
HMX [26]. For a hotspot at ∼2800K with background temperatures less than 650K, his
critical radius varied between 0.13 and 0.04 µm. Once again, this is the same order of
magnitude as the Peruse results in figure 6.16, if the T2 = 600K line is extrapolated to
higher hotspot temperatures.
Overall, reasonable agreement has been obtained between the Peruse simulations and
critical hotspot sizes for HMX in the literature. Since similar results have been produced
using different codes, material models and reaction rates, increased confidence can be
placed in Peruse simulations. The implications of these results will be discussed in sec-
tion 6.5.
6.3 Flame propagation
As discussed in section 6.1, a heat-conduction-driven reactive wave with velocity ∼1m / s
is the only method by which reaction can spread from hotspots into the surrounding back-
ground material in Peruse simulations. The aim of this section is to validate this reactive
wave velocity by comparison to flame propagation data. Diamond anvil cell experiments
have been used to determine high-pressure reaction propagation rates in a range of ener-
getic materials [e.g., 185, 186 and 187]. Figure 6.19 shows how the cylindrical sample,
contained in a gasket of diameter 150−400 µm, is compressed by two opposing diamonds
to pressures . 40GPa. A laser with a 5 µm spot size is used to ignite the sample along the
axis of symmetry and a streak camera is used to record the disturbance of a laser speckle
pattern with time, giving the rate at which the deflagration spreads outwards through the
sample. The sample is initially at ambient temperature and the pressure is measured by
the fluorescence of ruby powder on the surface of one of the diamonds.
Diamond anvil cell experiments have been conducted on nitromethane, a homoge-
neous explosive, providing a useful comparison to HMX. The nitromethane data [186]
show that the reaction propagation rate increases from 5m / s at 1GPa to about 100m / s
at 30GPa. Above 30GPa, the propagation rate decreases with pressure to near 40m / s at
41GPa. This change in behaviour has been attributed to a visible change in the reaction
chemistry of nitromethane at pressures above 25GPa.
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Figure 6.19: Sketch of diamond anvil cell experiments to study high-pressure reaction
propagation rates (left) and the cylindrical geometry used in Peruse simulations (right).
The HMX region that will not be reached by the reactive wave before the end-time of the
simulation is modelled as inert to reduce the computational run-time.
Diamond anvil cell data for HMX show an order-of-magnitude variability in defla-
gration rate depending on the sample and technique used [187]. For example, the defla-
gration rate at 8GPa varies between ∼10 and 100m / s. This may be due to incomplete
compaction of the HMX powder in the gasket, leading to the diffusion of hot gaseous
reaction products through the sample [185]. However, the pressures generated in dia-
mond anvil cell experiments are above the yield strength of HMX (which is between 0.1
and 0.3GPa [80]), so it is likely that the grains would be fused together, preventing the
diffusion of hot gases through the sample [188]. Despite the variability, the HMX data
indicate that the deflagration rate increases with pressure from 2 to 30GPa.
For comparison to the experimental data, Reaugh modelled the high-pressure defla-
gration of HMX in a hydrocode, ALE3D. Although his initial simulations produced defla-
gration rates that were several orders of magnitude slower than the experimental data [87],
model improvements led to rates in the range 2 to 10m / s for pressures between 1 and
30GPa [103]. A later study produced flame speeds rising non-linearly from ∼20m / s at
1GPa to just under 60m / s at 20GPa, before falling to 40m / s at 30GPa [26]. This is
broadly in agreement with the diamond anvil cell data for HMX, although the simulated
flame speeds lie outside the experimental scatter. The simulations are difficult because the
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deflagration rate depends on the thermal properties of both the unreacted explosive and
the reaction products, as well as the reaction rate, so all three components of the material
model need to be accurate in the deflagration regime. This is particularly challenging
for shock to detonation models, like those constructed in chapter 3, where the thermo-
dynamic states achieved in the explosive are very different. Therefore, good quantitative
agreement between Peruse simulations and HMX flame propagation data is not expected.
6.3.1 Computational method
The computational geometry used to simulate the diamond anvil cell experiments in Pe-
ruse is shown in figure 6.19. Cylindrical geometry is used with rigid adiabatic boundary
conditions at each end of the computational domain. This gives the best representation of
the experimental configuration, but it contrasts with the use of plane geometry and con-
stant pressure boundary conditions by Reaugh. The geometry comprises three regions: a
hotspot with radius r1 representing the HMX that is ignited by the laser, a reactive HMX
region of thickness r2 and an inert HMX region of thickness r3 both representing the am-
bient HMX sample. Since the reactive wave does not propagate to the edge of the sample
during the simulation, the unburnt region is modelled as inert to reduce the computational
run-time. It is important to include this inert region rather than restricting the size of the
computational domain, to ensure that the pressurisation of the system as the HMX re-
acts is representative of the experiment. All three regions were given material properties
of HMX from chapter 3 and initial density and specific internal energy values consis-
tent with the applied pressure (2 to 20GPa), with the hotspot region 1 having an initial
temperature of 1600K and the reactive and inert HMX regions 2 and 3 having ambient
temperature (295K). The initial hotspot temperature is an approximate value that ensures
prompt reaction, and it was checked that it does not affect the results.
The deflagration rate is calculated, using Lagrangian gauges positioned at regular
intervals through the computational geometry, from the time at which the temperature of
each gauge rises above 1500K and the initial gauge location. This is common practice
in shock wave simulations, but it is an approximation for flame propagation simulations
because the gauges have time to move before the sub-sonic deflagration wave arrives.
To check whether this has a significant effect, a diamond anvil cell simulation was run
with r1 = 1 µm, r2 = 9 µm, r3 = 0 µm, 5 zones / µm meshing and 0.4 µm initial gauge
spacing. The calculated deflagration rate of 1.06m / s is sufficiently close to the true rate
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of 1.22m / s (using the current gauge location) to conclude that using the initial location
is a reasonable approximation.
6.3.2 Flame propagation simulations
Temperature histories from a typical diamond anvil cell simulation are shown in fig-
ure 6.20. The results are similar in character to super-critical hotspot simulations, but
the focus is on the behaviour of the reactive wave rather than the hotspot. The defla-
gration rate decreases as the wave propagates further into the HMX (i.e. the separation
between the gauge traces increases). This is because the system pressurises as the HMX
is converted into gaseous reaction products, causing the temperature of the reaction prod-
ucts to fall, which reduces the rate of heat conduction. The unreacted HMX takes longer
to heat up before it can react, so the reactive wave speed is lower. The initial deflagra-
tion rate in this simulation is 2.9m / s, somewhat lower than the experimental data and
Reaugh’s simulations. To investigate the reasons for the low deflagration rate in Peruse,
the sensitivity of the simulations to material properties and geometry will be explored
below. Coarse meshing (5 zones / µm) was used for many of these initial calculations to
reduce the computational run-time; the effect of mesh density is investigated later.
Since the reactive wave is driven by thermal conduction (see section 6.1), any mate-
rial properties that affect the temperature of the unreacted HMX and the reaction prod-
ucts could affect the flame speed. The temperature of the gaseous reaction products is
controlled by the CJ temperature TCJ and specific heat capacity cv,CJ. Nominal values
of TCJ = 3000K and cv,CJ = 2 J / gK from chapter 3 give an initial deflagration rate of
1.1m / s in a diamond anvil cell simulation. A similar calculation with TCJ = 4000K
had an initial deflagration rate of 1.7m / s owing to higher temperatures in the gaseous
reaction products. If cv,CJ is increased to 3 J / gK instead, the initial deflagration rate is
unchanged but the deflagration rate falls less quickly as the system pressurises, because
the gas temperature is higher. The temperature of the unreacted HMX depends on spe-
cific heat capacity cv,s. Reducing cv,s from its baseline value of 1.1 J / gK to 0.8 J / gK
increases the deflagration rate from 1.1 to 1.4m / s.
Other parameters that could affect the flame speed are the thermal conductivity k and
the Arrhenius reaction rate parameters lnZ1 and E1. Increasing k from 0.4W /mK to
0.5W /mK modifies the deflagration rate by 0.2m / s. Changing the Arrhenius param-
eters to the maximum and minimum values in section 3.4 affects the deflagration rate
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Figure 6.20: Temperature histories from a diamond anvil cell flame propagation simula-
tion at 10GPa with r1 = 1 µm, r2 = 9 µm, r3 = 0 µm and 40 zones / µm meshing. The
hotspot, with an initial temperature of 1600K, reacts promptly and its temperature rises
to ∼3500K (black, red and green gauges). A heat-conduction-driven reactive wave prop-
agates outwards into the surrounding HMX. When it arrives at each gauge location (blue,
yellow, brown, etc.), the temperature rises from 295 to ∼2500K as chemical reaction
converts the unreacted HMX into gaseous reaction products.
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by less than 0.1m / s. In his flame propagation simulations, Reaugh uses a four-step re-
action scheme for HMX from reference 135 but with the frequency factor Z4 increased
by a factor of 80, in order to match the results of molecular dynamics simulations of
HMX decomposition [26, 87]. These rate parameters can be used with a single-step
Arrhenius rate to give an over-estimate of the behaviour that would be obtained using
Reaugh’s reaction scheme. Peruse simulations with lnZ1 = 18.67 (for Z in µs−1) and
E1 = 117.7 kJ /mol give a deflagration rate of 4.0m / s for these reaction-rate parameters,
compared to 1.1m / s for the baseline values.
These initial simulations show that the effect of changing material properties TCJ, cv,CJ,
cv,s, k, ln Z1 and E1 is relatively small. It does not change the character of the simulations
from that in figure 6.20 and, in particular, the deflagration rate always falls as the system
pressurises.
Effect of meshing and geometry
Mesh resolution is important for flame propagation simulations. Figure 6.21 shows
the deflagration rate as a function of mesh resolution for simulations with r1 = 1 µm,
r2 = 9 µm and r3 = 0 µm. The maximum deflagration rate increases from 1m / s to almost
3m / s as the meshing is raised from 5 to 40 zones / µm. The close agreement between
the results of the 40 and 100 zones / µm calculations shows that mesh convergence has
been achieved. Figure 6.21 also shows temperature histories from the simulations with
5 zones / µm and 40 zones / µm meshing. The temperature overshoots at 5 zones / µm re-
duce in magnitude as the mesh density is increased, and disappear altogether once mesh
convergence has been achieved at 40 zones / µm. Reaugh’s simulations gave similar be-
haviour [87]: “My general observation was that if the temperature profiles were smooth
curves, then the resolution was adequate. If they were very steep, or the temperature
wiggled around, then a finer mesh was called for.” The resolution required to achieve
mesh convergence depends on the simulation, but either 40 or 100 zones / µm was used to
produce the final results in section 6.4. For comparison, the critical hotspot simulations
used 20 zones / µm meshing because: “with slower flame speed, one can get away with a
coarser mesh because the heat is spread out” [87].
As has already been mentioned, the size of the computational domain has a significant
effect on the character of flame propagation simulations because it controls the rate at
which the system pressurises. For example, a simulation similar to that in figure 6.20 was
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Figure 6.21: The effect of mesh resolution on flame propagation simulations in Peruse.
The temperature overshoots that occur after the steep temperature rise indicate that the
results are not converged at 5 zones / µm. Also, the maximum deflagration rate (which oc-
curs at ∼2 µm radius) increases significantly with mesh resolution from 5 to 40 zones / µm.
Convergence is achieved at 40 zones / µm and above, where the temperature histories are
smooth and there is no further increase in the maximum deflagration rate.
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run with r2 reduced from 9 to 1 µm. The reactive wave fails to propagate in this geometry
because the high pressures generated when the hotspot reacts reduce the temperature of
the reaction products, and therefore the rate of thermal conduction into the unreacted
HMX. This strong dependence on the size of the computational domain means that a
geometry as close as possible to the experimental configuration should be used. In the
experiments, r1 = 2.5 µm and 150 µm ≤ r2 ≤ 400 µm. Unfortunately, a computational
geometry this big would be prohibitively expensive to run. A compromise geometry with
r1 = 1 µm, r2 = 9 µm and r3 = 10 µm was used to generate results for comparison with
the experimental data.
6.4 Flame propagation results
The results from a series of flame propagation simulations in Peruse are shown in fig-
ure 6.22. The deflagration rates are similar in magnitude to the experimental data. Con-
Figure 6.22: Final results from diamond anvil cell flame propagation simulations in Pe-
ruse compared to the experimental data for small and large-grain HMX from Espos-
ito [185] and Zaug [187]. The simulated deflagration rate is similar in magnitude to
the experimental data in the pressure range 2 − 6GPa but, in contrast to the data, the
deflagration rate falls as the pressure is increased.
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sidering the variability in the data, the agreement could be considered to be good in the
pressure range 2 to 6GPa. Here, the small differences between the simulations and the
data could be due to porosity or grain size effects in the HMX samples, which are treated
as a single fully-dense material in Peruse. However, these effects are not likely to be
responsible for the significant differences above 6GPa, where the experimental defla-
gration rate increases with pressure but the simulated rate falls. The positive pressure
dependence in the experimental data is consistent with high pressure strand burner data
for HMX [187], diamond anvil cell data for nitromethane [186], Reaugh’s hydrocode sim-
ulations [26, 103] and a low-pressure reaction model [189]. However, negative pressure
dependence has been observed for laminar burning in gases [190, 191].
A negative pressure dependence occurs in Peruse because the temperature of the
gaseous reaction products decreases with pressure. To understand why this is requires
some analysis of the equations of state p(v, e) and T (v, e) for the reaction products. The
partial derivatives of pressure p and temperature T with respect to specific volume v and
specific internal energy e are given by equations 6.1 to 6.4. Substituting typical values for
the gaseous reaction products of Γ = 0.3, v = 0.6 cm3 / g, p = 10GPa, c2 = 0.2 cm2 / µs2,
cv,CJ = 2.0 J / gK and T = 4000K into these equations gives(
∂p
∂e
)
v
=
Γ
v
≈ 0.5 g / cm3 (6.1)(
∂p
∂v
)
e
=
Γp
v
− c
2
v2
≈ −50GPa g / cm3 (6.2)(
∂T
∂e
)
v
=
1
cv,CJ
≈ 0.5 gK / J (6.3)(
∂T
∂v
)
e
= − ∂T
∂e
∣∣∣∣∣
v
∂e
∂v
∣∣∣∣∣
T
=
p
cv,CJ
− ΓT
v
≈ 3 × 103 gK / cm3, (6.4)
i.e. the pressure and temperature both increase with e at constant v, while the pressure
decreases and the temperature increases with v at constant e. If the pressurisation that
is observed in flame propagation simulations is at approximately constant v, then the
internal energy must increase and likewise the temperature of the reaction products. This
would cause the deflagration rate to increase with pressure. However the post-reaction
specific internal energy is approximately constant in Peruse, both as pressurisation occurs
within a single simulation and in several simulations with different initial pressures. For
a system that pressurises at constant e, the specific volume must decrease with pressure
and likewise the temperature of the reaction products falls. This causes the deflagration
rate to decrease with pressure.
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The thermodynamic equations 6.2 and 6.4 explain why the post-reaction temperature
falls with pressure in Peruse calculations. The difficulty of temperature measurements
means that it is not yet possible to confirm this behaviour experimentally, although suit-
able techniques are under development [192]. The post-reaction states achieved in the
simulations are a function of the JWL equation of state used for the gaseous reaction
products and, to some extent, the assumption of pressure and temperature equilibrium in
the reacting mixture since this controls the thermodynamic heating path. Reaugh used a
tabular equation of state derived from Cheetah thermochemical calculations in his flame
propagation simulations. Cheetah [136] calculations (using the exp6.3 library) of HMX
in the vicinity of v = 0.6 cm3 / g and T = 4000K confirm that the pressure and temper-
ature both increase with e at constant v, but the temperature increases and the pressure
decreases with v at constant e. Reaugh also observed that the flame speed falls with
pressure above 20GPa, but he did not identify a reason in reference 26. He has since con-
firmed that falling gas temperatures were indeed responsible [87]. A similar reduction
in the deflagration rate of nitromethane has been observed experimentally above 30GPa,
and was attributed to a visible change in the reaction chemistry [186]. As a result of the
Peruse simulations, it is suggested that the reduction in flame speed is instead caused by
a fall in the temperature of the gaseous reaction products at high pressures, which may
subsequently result in changes to the reaction mechanism.
There are several reasons that could explain why the deflagration rate of HMX in-
creases with pressure in the diamond anvil cell experiments and in Reaugh’s low-pressure
simulations, but not in Peruse:
Equation of state. The JWL equation of state for the reaction products is widely used
in the shock and detonation regimes but it was not designed for flame propagation
simulations, which are in a different thermodynamic regime, and its thermal prop-
erties have been questioned [167]. Using a better reaction products equation of
state in Peruse might increase the post-reaction temperatures in flame propagation
simulations, improving the agreement to the experimental data.
Thermal conductivity. Experimental evidence shows that thermal conductivity k de-
pends on pressure and temperature [140], and Reaugh used pressure-dependent
transport properties [26]. To investigate the effect of variable k, an additional Pe-
ruse simulation was run at 10GPa initial pressure with 40 zones / µm meshing. The
deflagration rate increased from 3.1m / s for baseline k = 0.4W /mK to 6.4m / s
for k = 2.0W /mK, an upper limit for HMX reaction products based on transport
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theory [141]. This is closer to, but still less than, the experimental data, suggesting
that the use of a constant thermal conductivity in Peruse is responsible for some of
the disagreement between the simulations and the data in figure 6.22, but not all.
Species diffusion. Numerical simulations of steady flame propagation show that defla-
gration velocities depend on the ratio of the species and thermal diffusivities [193],
although the dependence weakens when the thermal diffusivity is more than twice
the species diffusivity. This suggests that better results might be obtained if species
diffusion could be included in Peruse simulations, although Reaugh did not find it
necessary to include it in his simulations [103].
Reaction kinetics. Reaugh [185] attributed the positive pressure dependence in his sim-
ulations to “the separation of hot gas products from the cold surface that is large
for the low-density, low-pressure products, and is small for the high-density, high-
pressure products.” Menikoff has suggested that this effect is only significant for
multi-step reaction schemes [188], such as that used by Reaugh. A simplified model
for deflagration in HMX with a two-step reaction scheme [189] also produces de-
flagration rates that increase with pressure. Using multi-step reactions in Peruse
might improve the agreement to experimental data.
Turbulence. It has been reported that a turbulent mechanism of energy transfer can en-
hance the burning rate in explosives [149, 150] from <1m / s to ∼100m / s. Ap-
plying a similar scaling factor to the simulations in figure 6.22 would give better
agreement with the experimental data above 8GPa, implying that turbulence may
be an important factor in governing reaction propagation in HMX.
Cracking. It has been suggested that fragmentation of large HMX crystals could enhance
the burning rate by increasing the contact area between the hot reaction products
and the unreacted explosive [25]. While this could be significant in some experi-
ments, e.g. strand burners, the high pressures in diamond anvil experiments and in
shocked explosives are likely to be sufficient to prevent cracks opening.
Pressure-dependent burning. Pressure-dependent burning is widely used in ignition
and growth models of explosives and is often represented using Vieille’s law [194].
This is an empirical model, whose parameters are fitted to deflagration data
and do not extrapolate neatly to the detonation regime [9]. In addition, Lam-
bourn [53] has shown that pressure-based burning is counter to observations that the
global reaction rate in plastic-bonded explosives is primarily dependent on shock
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strength [175]. Therefore, it is not appropriate to include pressure-dependent burn-
ing in mesoscale models; rather, the models should contain the correct physics to
be able to reproduce the experimental observations on which empirical pressure-
dependent models are based.
It is suggested that these effects are investigated in future work. In conclusion, figure 6.22
shows that Peruse simulations give deflagration rates in broad agreement with diamond
anvil cell data. Therefore, the reactive wave velocity has been validated within the con-
straints of modelling assumptions made in this work. The highest pressure (20GPa) di-
amond anvil cell simulation had a deflagration rate of 1m / s. This is consistent with
the critical hotspot simulations in section 6.1 which are at similar initial pressures. The
implications of ∼1m / s burning rates for the spread of reaction from hotspots into the
surrounding cooler explosive are explored below.
6.5 Discussion
The critical hotspot simulations in figure 6.5 on page 127 demonstrate that HMX hotspots
must have temperatures >1000K to react within 1 µs, and similar results were obtained
for the binder materials. This is a consequence of using reaction rate coefficients tuned to
Henson’s compilation of experimental data for HMX [82], which give an explosion time
of 10 µs at 1000K (see section 3.4). It is consistent with chapter 5, where it was demon-
strated that little chemical reaction occurs in hydrocode calculations without hotspots
because the temperatures produced by the passage of a shock wave are too low. There-
fore, hotspot mechanisms must be able to produce temperatures >1000K in order to be
responsible for shock initiation in PBX9501 and EDC37.
The ∼1m / s reactive wave velocity places a limit on the maximum separation of hot-
spots, because it controls how much of the explosive can be consumed by reaction spread-
ing outwards from hotspots. During the 1 µs timescales of relevance to shock initiation,
the reactive wave can propagate ∼1 µm from a hotspot. Making the conservative as-
sumption that 50% of the microstructure must react for the explosive to complete the
shock-to-detonation transition, a simple geometric analysis can be used to calculate the
proportion of the microstructure that must be contained within hotspots, and how widely
separated the hotspots are. The results in table 6.3 provide a set of criteria which can be
used to evaluate different hotspot mechanisms.
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Hotspot size Proportion of explosive in hotspots Hotspot separation
r1 Planar Spherical Planar Spherical
1 µm 25% 6% 6 µm 4.0 µm
0.1 µm 5% 0.04% 4.2 µm 2.2 µm
0.01 µm 0.5% 0.00005% 4.02 µm 2.0 µm
Table 6.3: Results of a simple geometric analysis to determine the maximum separation of
hotspots in PBX9501 and EDC37, based on a ∼1m / s reactive-wave propagation velocity
and the assumption that 50% of the explosive must react.
Bigger hotspots can have lower temperatures (see section 6.2) but they need to engulf
a greater proportion of the explosive. Smaller hotspots must have high temperatures, so
they can react before they are cooled by heat conduction, but they need occupy only a
small fraction of the explosive. In plastic-bonded explosives, it is widely assumed that
hotspots comprise only a few per cent of the composition. Indeed, the proportion must
be small to avoid raising the average temperature of the explosive above the calculated
bulk temperature distribution at a given shock strength. From table 6.3, this means that
the hotspots must be separated by .4 µm. With HMX particle sizes ranging between 1
and 1000 µm diameter in PBX9501 and between 0.1 and 200 µm in EDC37, this implies
that hotspots must form within the HMX crystals and not just in the binder or at the
HMX/binder interface. Table 6.3 shows that, if <5% of the explosive comprises hotspots,
then planar hotspots have size r1 < 0.1 µm. Figure 6.16 shows that planar hotspots of this
size must be hotter than ∼1600K in HMX, for background temperatures <600K which
are typical for gas-gun shock initiation experiments (see section 7.3). Similar criteria
could also be derived for cylindrical or spherical hotspots, placing a stringent requirement
on hotspot mechanisms which can be used to eliminate candidate mechanisms in future
studies of shock initiation.
Different conclusions have been drawn from critical hotspot simulations in the liter-
ature. Tarver and Nichols concluded that “heat conduction alone cannot account for the
reaction rates in large explosive particles necessary to cause shock initiation” [25]. How-
ever, they assumed that hotspots are only produced by pore collapse so, for low-porosity
explosives like PBX9501 and EDC37, the HMX particles contain only a few internal
hotspots or a larger number of external hotspots. Table 6.3 demonstrates that heat con-
duction is sufficient to cause shock initiation if hotspots are distributed throughout the
explosive crystals and binder, with .4 µm separation.
6.6 Summary 159
6.6 Summary
It has been demonstrated that it is important to include hydrodynamic effects in critical
hotspot simulations and that thin binder layers do not impede the spread of reaction from
one HMX crystal to another. Critical hotspot sizes have been determined for HMX and,
for the first time, the binders over a range of temperatures and these compare favourably to
previous results for HMX in the literature. In the Peruse simulations, a heat-conduction-
driven wave is the only mechanism by which reaction spreads from the hotspot into the
surrounding explosive, and its velocity has been validated by comparison to diamond
anvil cell data. A new explanation has been given for the negative pressure dependence
sometimes observed in flame propagation experiments, based on the temperature of the
gaseous reaction products. The reactive wave speed implies that hotspots must be sep-
arated by .4 µm in PBX9501 and EDC37, so they must be positioned within the HMX
crystals and not just in the binder or at the HMX/binder interface.
Chapter 7
Bulk temperature distributions
The passage of a shock wave through the microstructure of a plastic-bonded explosive
produces a distribution of temperatures behind the shock front. This can be divided into
two components, a “hotspot” temperature distribution caused by hotspot mechanisms and
a “bulk” distribution. The bulk temperature distribution includes the temperature localisa-
tion that occurs because of shock interactions of crystals and binder, but does not include
hotspots. Although not by itself responsible for shock initiation (see chapter 5), this bulk
temperature distribution has several important effects. These include influencing how re-
action proceeds within hotspots as they are cooled by heat conduction and how reaction
spreads from hotspots into the bulk explosive during the shock-to-detonation transition
(see chapter 6). Therefore, the bulk temperature distribution forms an important com-
ponent in a mesoscale model of explosives. Unfortunately, experimental temperature
data are scarce owing to the difficulty of measuring temperatures in the bulk of a sample
within the microseconds available before reaction consumes the explosive. Hydrocode
modelling may provide the best way to obtain bulk temperature distributions for some
time to come.
In this chapter, hydrocode simulations are used to determine bulk temperature dis-
tributions in shocked EDC37 and PBX9501. Any computational study is vulnerable to
errors associated with the numerical scheme and the assumptions made in constructing
material models, so considerable work was done to establish their influence. Section
7.1 describes the computational method including the extraction of temperature distri-
butions, the effect of changing the computational settings and the choice of one, two or
three-dimensional geometry. The effects of uncertainties in the material properties data
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and modelling assumptions are presented in section 7.2. From this sensitivity study, it is
concluded that the hydrocode calculations provide reliable temperature distributions for
EDC37 and PBX9501. Results from a limited number of computationally-expensive 2D
microstructure simulations are given in section 7.3. This is the first time that temper-
ature distributions have been determined for shocked EDC37, but previous results [69]
are used to validate the PBX9501 distributions. Pressure versus specific volume data
and pressure/temperature profiles are also presented in section 7.3, allowing several novel
conclusions to be drawn. The chapter is summarised in section 7.4.
7.1 Computational method
Two different hydrocodes are used to determine bulk temperature distributions in shocked
explosive. As discussed in chapter 2, Peruse is a one-dimensional hydrocode which
solves the Lagrangian reactive-flow equations 2.7 neglecting species diffusion. Petra is a
two-dimensional hydrocode which solves the Eulerian reactive-flow equations 2.1 to 2.5
neglecting chemistry, heat conduction and species diffusion. Three types of hydrocode
simulations will be described: full calculations of the entire 2D microstructure (type A),
calculations of a limited 2D microstructure (type B), and one-dimensional calculations
(type C). Their geometries are sketched in figure 7.1. In each case, a shock is driven into
the explosive by firing the microstructure into a rigid wall. The crystal and binder com-
ponents are initially at room temperature and pressure but with a velocity downwards,
towards the wall.
Type A simulations in Petra model an entire 2Dmicrograph, with dimensions 0.6911×
1.0289mm for EDC37 (figure 2.10) and 0.6936× 1.0322mm for PBX9501 (figure 2.11).
The computational mesh size is set equal to the micrograph pixel size, so there are 2611×
3887 zones for EDC37 and 2611 × 3886 for PBX9501. The effect of changing the mesh
size will be discussed in section 7.1.4. These calculations take approximately 24 hours
to run to ∼0.2 µs (enough time for the shock to cross the geometry once) in parallel on
100 processors of a Cray XT3 supercomputer. Type B simulations model a small section
of the 2D micrograph, with 2611 × 100 zones in Petra. These calculations take less than
an hour to run in serial and so are useful for testing the effect of code settings, material
properties, etc. Type C calculations model a 1D line through the 2D micrograph, with
2611 zones. They can be run quickly in serial in both Petra and Peruse, allowing the
comparison of results generated using two different hydrocodes and investigation of the
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Figure 7.1: Geometries of the planar hydrocode simulations used to obtain bulk tempera-
ture distributions.
ρ0 T0 cv,s a b Γ0
(g / cm3) (K) (J / gK) (cm / µs)
HMX crystals 1.891 300 1.1 0.2901 2.058 1.0
EDC37 binder 1.391 300 1.6 0.2 1.4 1.0
PBX9501 binder 1.27 300 1.6 0.24 1.70 1.0
Table 7.1: Unreacted equation of state parameters used in hydrocode simulations to de-
termine bulk temperature distributions.
effects of heat conduction and chemistry in Peruse.
Simulations were run using four different impact velocities: 0.3, 0.5, 1.0 and
1.7 km / s. The lowest three velocities generate shocks of comparable strength to those
in shock initiation experiments. The highest velocity of 1.7 km / s provides an extreme
upper limit, equivalent to an input pressure of approximately 20GPa. Experimental Pop-
plots for EDC37 and PBX9501 extrapolate to a run-to-detonation time of ∼0.15 µs at this
pressure, comparable to the duration of the simulations. Apart from a few simulations in
section 7.2.6, the HMX and binder regions are treated as inert, unreacted material using
a linear Gru¨neisen equation of state (Us = a + bup). The equations of state coefficients
(listed in table 7.1) are taken from chapter 3 apart from T0 which is set to the Petra default
value of 300K. The effect of changing T0 will be discussed in section 7.1.3.
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7.1.1 Temperature distributions
To obtain temperature data from the hydrocode simulations, temperature prints were re-
quested at selected time intervals. Data from these prints were analysed using two differ-
ent versions of a purpose-built Fortran script. These read the temperature prints, count the
number of cells for which the temperature falls into user-defined bins and convert these
statistics to probability distribution functions. The Petra version is more complicated
because it must deal with both pure and mixed cell data in two dimensions, while the
Peruse version need only read pure cell data in one dimension. In Peruse, the probability
distribution function (PDF) is calculated using
PDF(K−1) =
η
ℵω,
where η is the number of cells assigned to each temperature bin, ℵ is the total number
of cells that have been shocked (i.e. whose temperature is greater than the initial temper-
ature) and ω is the width of each temperature bin in K. Since all cells are pure, η is an
integer. In Petra, the probability distribution function is calculated using
PDF(K−1) =
∑
i ϕi
ℵω ,
where ϕi is the volume fraction of the material iwhose temperature lies within the temper-
ature bin. The total number of shocked cells ℵ is calculated by summing volume fractions
and so need not be an integer. Currently, the script does not have the capability to analyse
spatial variations in temperature distributions. Note that the probability is quoted at the
temperature in the centre of each bin.
A typical temperature distribution is shown in figure 7.2. The detached feature on the
far left-hand side is due to unshocked material at 300K. The dominant spike in the centre
of the distribution corresponds to shocked HMX, while the rounded hump on the right is
due to shocked binder cells. The HMX peak is always at a lower temperature than the
binder peak because the binder is softer than HMX, and so is shocked to higher tempera-
tures. Details of the temperature distributions will be discussed in section 7.3. Figure 7.2
also illustrates the variation with time that occurs in type C calculations. Although the
HMX and binder spikes remain centred around 500K and 670K respectively, and have
similar widths, the magnitude of the features varies with time as the shock travels through
the microstructure. Results in section 7.3 will show that the time variation is smaller in
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Figure 7.2: Petra calculations of a type C geometry at 0.11 µs, 0.12 µs and 0.13 µs, to
illustrate the variation that occurs with time.
type A simulations. For now, the time variation in figure 7.2 provides a baseline against
which other factors will be compared.
7.1.2 Hydrocode comparisons
A simple test of any computational simulation is to run it in two different codes to check
whether the same results are produced. To allow comparison between Petra and Peruse,
the one-dimensional type C geometry was used with a microstructure representative of
EDC37. The results in figure 7.3 show that, while the temperature distributions produced
by the two hydrocodes are not identical, the differences are similar to the variation that
occurs with time. This provides confidence that the choice of numerical scheme is not
significantly affecting the results, and allows both codes to be used to investigate the
effect of changes to material properties data, for example. This is a significant advantage
because the tabular equation of state treatment in Petra allows heat capacity and Gru¨neisen
Γ to be varied (which is not possible in the current Peruse implementation), while Peruse
allows the effect of heat conduction and Arrhenius chemistry to be evaluated.
7.1 Computational method 165
Figure 7.3: Type C calculations of EDC37 in Petra and Peruse, to compare the tempera-
ture distributions produced using two different hydrocodes.
7.1.3 Effect of computational settings
Peruse and Petra each contain a number of computational settings whose values need to
be chosen to avoid influencing the temperature distributions. Settings that were found
to have a negligible effect include the option to retain partial densities for mixtures, a
function to remove small volume fractions of material left behind during advection, the
default maximum value of four Lagrangian steps per Eulerian remap step in Petra, and
cutoffs to prevent numerical rounding errors causing motion in cells that should be at rest.
The settings that were found to have a significant effect on the results are discussed below.
Timestep settings
The timestep used to advance the numerical solution in Peruse and Petra is controlled by
the Courant factor (see section 2.2.1). In addition, an initial timestep can be specified by
the user and timestep growth factors control the rate at which the timestep can change.
Within appropriate ranges, it was found that the choice of values for the timestep controls
has very little effect on the temperature distributions, demonstrating that the results are
timestep-converged. A Courant factor of 0.2 in Petra and 0.5 in Peruse has been used
for all the simulations described in this chapter, with an initial timestep of 10−5 µs and
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a growth factor of 2.0 in Petra. The reasons why the two codes need different Courant
factors is currently under investigation [110].
Artificial viscosity
The Wilkins form [98] of artificial viscosity is commonly used in Petra while a mono-
tonic artificial viscosity [27] is recommended in situations where there is a suspicion of
artificial viscosity over-heating, and this can either use an estimate of the sound speed
or the actual value calculated from the equation of state. Monotonic artificial viscosity
is also available in Peruse. Changing the artificial viscosity treatment was found to have
a slight effect on the temperature distributions, but it is small compared to the variation
that occurs as a function of time (figure 7.2). For consistency between Peruse and Petra,
the monotonic artificial viscosity option with sound speed calculated from the equation
of state and coefficients βL = 0.5, βQ = 0.75 has been used in this chapter.
Pressure relaxation and energy dissipation
Pressure relaxation is available in Petra to allow the materials within a mixed cell to ap-
proach pressure equilibrium at the end of the Lagrangian step (see section 2.2.1). As
shown in figure 7.4, pressure relaxation makes a bigger difference to the binder temper-
ature distribution than to that of HMX, because the small proportion of binder in the
plastic-bonded explosive means that much of it is located in mixed cells. Since pressure
relaxation is designed to improve the accuracy of the numerical solution, it is switched on
in the Petra calculations described in this chapter.
An energy dissipation function is available in Petra to add the kinetic energy lost from
each cell during advection to its internal energy, similar to that implemented in Chec. The
effect of using energy dissipation is shown in figure 7.5. When dissipation is turned off,
the temperatures reached in the simulation are lower than when it is turned on because
energy has been lost. Since it helps conserve total energy, energy dissipation is turned on
for the simulations in this chapter.
Pressure relaxation and energy dissipation are not applicable to Peruse which is a
Lagrangian code with no advection step and no mixed cells.
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Figure 7.4: Effect of pressure relaxation in a Petra type C calculation. Pressure relaxation
is switched on for the other simulations in this chapter.
Figure 7.5: Effect of energy dissipation in a Petra type C calculation. Energy dissipation
is switched on for the other simulations in this chapter.
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Boundary conditions
Type A, B and C calculations in Petra use a reflective boundary as a rigid wall at the
bottom of the computational geometry, as illustrated in figure 7.1, with several rows of
void cells and a transmissive boundary at the top. The void cells are included to allow
inflow through the transmissive boundary at the top of the computational domain. It was
checked that the choice of either transmissive or reflective lateral boundary conditions at
the left and right of the domain makes very little difference to the resulting temperature
distributions, so reflective lateral boundaries are used. The effect of introducing an initial
gap between the explosive microstructure and the rigid wall in a type C Petra calcula-
tion was found to be much smaller than the variation that occurs as a function of time
(figure 7.2), so the majority of the simulations in this chapter have no gap.
In Peruse, a reflective boundary is used as a rigid wall with a free surface at the other
end of the computational geometry. It was found that the temperature distributions ob-
tained using a rigid-wall boundary or a symmetrical-impact geometry are almost identical.
7.1.4 Effect of geometry and meshing
A single micrograph has been used to derive the type A computational geometries for each
of EDC37 and PBX9501. It is important to check that the choice of micrograph has not
affected the results, but running several type A simulations with geometries derived from
different micrographs would be computationally expensive. An efficient solution is to use
type C simulations to investigate the effect of choosing different 1D slices through the
2D micrograph, since it is expected that the variation between micrographs would be no
worse than the variation between 1D slices. The temperature distributions from three type
C Petra simulations of EDC37 in figure 7.6 show that the choice of microstructure does
have an effect, but the overall width and magnitude of the HMX and binder distributions
is unchanged. The effect is of similar magnitude to the variation that occurs as a function
of time (figure 7.2). The size of the computational domain is fixed by the micrographs.
No additional simulations have been run to prove that this is sufficiently large to be a
representative volume element [195], but it is comparable to the domain sizes used by
Baer [163] and others for modelling HMX-based explosives.
Figure 7.7 shows that temperature distributions produced using a 1D type C geometry
are similar to those from a 2D type B geometry and those from a 2D type A geometry.
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Figure 7.6: Comparison between Petra type C simulations with computational geometries
derived from different 1D slices of an EDC37 micrograph.
Figure 7.7: Temperature distributions from type A, type B and type C Petra calculations
of EDC37 at 1.0 km / s impact velocity, to investigate the effect of geometry.
7.1 Computational method 170
There are two obvious differences. Firstly, the HMX peak has a higher spike in the type B
geometry owing to the greater proportion of HMX cells that are shocked cleanly, without
being influenced by the presence of binder regions. This is a result of using a long,
thin computational geometry (see figure 7.1) and is not physically realistic. Secondly,
the binder peak is more noisy and finishes at ∼770K in the type C geometry, compared
to ∼920K for type A and B. This is because there are considerably fewer computational
cells in a type C geometry so the temperature distributions are subject to greater statistical
variation. However, the distributions are centred around the same peak temperature and
have approximately the same width and shape. This indicates that shock focusing effects
in 2D do not cause dramatically different shock temperatures to be developed.
A similar effect might be expected if 3D microstructure calculations could be under-
taken at sufficient mesh resolution. Unfortunately, 2D type A calculations take roughly
12 hours to run on 100 processors on a Cray XT3 supercomputer, and n ∼ 1000 zones
in the third dimension would make the simulations take at least n times as long to run.
Even running on more processors, such calculations are unlikely to be feasible for some
years to come. Figure 7.7 suggests that 3Dmicrostructure calculations are unlikely to pro-
duce dramatically different temperature distributions to those from 1D or 2D calculations.
Therefore, the uncertainties associated with the simplification to 1D or 2D geometry are
considerably lower than those due to material properties data (see section 7.2).
The effect of mesh resolution was investigated using three type C calculations in Pe-
ruse with approximately 1 µm, 0.5 µm and 0.1 µm meshing. The results in figure 7.8
show that the width of the temperature distributions reduces as the mesh is refined, since
a smaller proportion of the cells suffer from the wall heating effect (see section 7.2.5). In
addition, two type B Petra calculations with 1 zone / pixel or 4 zones / pixel, equivalent to
0.26 µm or 0.13 µm meshing respectively, produced nearly-identical temperature distri-
butions. These results confirm that the use of 1 zone / pixel meshing is perfectly adequate
for microstructure simulations.
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Figure 7.8: Temperature distributions from three type C Peruse calculations with 1 µm,
0.5 µm and 0.1 µm meshing, to investigate the effect of mesh resolution.
7.2 Material modelling
It was expected that the uncertainties in the material properties data could have a signifi-
cant effect on the temperature distributions in type A, B and C calculations. The material
modelling uncertainties, assumptions and the numerical wall heating effect will be inves-
tigated below. The model parameters will be varied independently to be consistent with
section 5.3.
7.2.1 Temperature calculation
As discussed in section 3.1, Petra’s equation of state package uses numerical integration
to construct temperature tables for the unreacted equation of state. To avoid the mi-
crostructure simulations crashing, the temperature tables must be large enough to cover
any possible state that may be generated during the hydrocode calculation, so the temper-
ature range was specified at 300 − 10, 000K. Although this results in relatively coarsely-
resolved temperature tables, a type C Petra simulation was used to check that the effect
on temperature distributions is very small. The temperature tables cover a compression
range of 0.5−1.93 for HMX, 0.5−3.0 for the binder in EDC37 and 0.5−2.4 for the binder
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Figure 7.9: Effect of the initial temperature Tinit and reference temperature Tref in a Peruse
type C calculation. Usually, these are both set equal to T0 = 300K.
in PBX9501. As the linear Gru¨neisen equation of state contains a singularity at ρ∗ (see
section 3.2), the compression range must be chosen to avoid densities above this value,
which is different for each material. Although the pressure tends to infinity as the sin-
gularity is approached, so theoretically no cells in the calculation should return densities
higher than ρ∗, the finite timestep means that this can sometimes occur. It was checked
that such errors only affect a handful of cells in each hydrocode calculation, and only for
a few timesteps. Unfortunately, equation of state errors do cause a type A calculation of
EDC37 at 1.7 km / s to fail but, since the other simulations finish containing only a few
error messages, it is judged that these errors can be ignored.
The equation of state routines used in Petra are restricted to an initial temperature of
300K, and this is also used as a reference temperature for the unreacted equation of state.
Three type C Peruse simulations were used to investigate the effect of changing the initial
temperature from 295K to 300K. Figure 7.9 shows that changing the reference temper-
ature, but not the initial temperature, has a tiny effect on the temperature distributions.
Altering the initial temperature by 5K has more effect on the temperature distributions,
but it is no bigger than the natural time-variation (figure 7.2). A baseline initial tempera-
ture of 300K is used throughout this chapter, for consistency between Peruse and Petra.
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7.2.2 Heat capacity
As discussed in section 3.2, there is considerable uncertainty in the value of heat capac-
ity for unreacted HMX and the binder materials, because experimental measurements are
difficult at shock temperatures and pressures. Figure 7.10 shows the effect of changing
the constant value of cv,s for HMX within the uncertainty limits. The HMX temperature
distribution shifts to higher temperatures and broadens as its heat capacity is reduced,
while the binder distribution is unchanged. The broadening occurs because a given dis-
tribution of specific internal energies corresponds to a wider range of temperatures for
low heat capacities. (Note that these Petra simulations do not include thermal conduc-
tion.) To check the validity of the assumption of constant heat capacity, the tabular heat
capacity data for HMX in table 3.1 were used in a Petra type C simulation. The results in
figure 7.11 show that, while there is a difference in the temperature distributions, the use
of a constant cv,s = 1.1 J / g is a reasonable approximation.
The effect of the uncertainty in the heat capacity of EDC37’s binder is shown in fig-
ure 7.12. Although there is no difference to the temperature distribution for HMX, the
binder distribution changes significantly. Unfortunately, little can be done to reduce the
uncertainty on the experimental data because the binders begin to decompose at shock
temperatures. The 100K differences in binder temperature in figure 7.12 would have a
Figure 7.10: Effect of the uncertainty in HMX heat capacity in a Petra type C calculation.
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Figure 7.11: Effect of using a tabular HMX heat capacity rather than constant cv,s in a
Petra type C calculation.
Figure 7.12: Effect of the uncertainty in binder heat capacity in a Petra type C calculation
of EDC37.
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significant effect on the Arrhenius rates in a fully-reactive simulation, and the binder in
PBX9501 is expected to behave similarly.
7.2.3 Hugoniot parameters
The effect of the uncertainty in Hugoniot parameters (see section 3.2) was investigated by
running three type C Petra simulations for each material: a baseline, one with the max-
imum reasonable Hugoniot gradient and one with the minimum. Figure 7.13 shows the
results for HMX. The most significant effect of reducing the gradient of the Hugoniot is to
shift the HMX temperature distribution to lower temperatures. However, the binder tem-
perature distribution is also affected because the temperatures achieved are a function of
the wave interactions between the two materials. Figure 7.14 shows the effect of changes
to the binder Hugoniot. As before, while the most obvious effect of a shallower Hugoniot
gradient is a shift of the binder temperature distribution to lower temperatures, the HMX
distribution is also affected. The effect of changing the Hugoniot of PBX9501’s binder is
expected to be similar.
Figure 7.13: Effect of the uncertainty in HMX Hugoniot in a Petra type C calculation of
EDC37.
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Figure 7.14: Effect of the uncertainty in binder Hugoniot in a Petra type C calculation of
EDC37.
7.2.4 Gru¨neisen Γ
Peruse simulations are currently restricted to a value of Gru¨neisen Γ = 1 only (see sec-
tion 3.1.4). The tabular temperature-calculation method in Petra was used to investigate
the effect of changes to the value of Γ = Γ0 + Γ1v/v0. The results in figure 7.15 show that
changing the value of Γ can have a significant effect on the temperature distributions.
7.2.5 Heat conduction and the wall heating effect
To investigate the effect of the uncertainty in thermal conductivity k of HMX and the
binders, three type C Peruse simulations were run: a baseline, one with maximum rea-
sonable k from section 3.2, and one with minimum k. The results in figure 7.16 show
that, as k is increased, the tails of the overall temperature distribution reduce while the
overlap between HMX and binder distributions increases. However, the effect is similar
to the natural variation that occurs with time (figure 7.2) and is smaller than the effect of
cv,s and the Hugoniot parameters.
To gauge the effect of almost removing heat conduction from Peruse, a further type
C simulation was run with k reduced by a factor of 104. Figure 7.17 shows temperature
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Figure 7.15: Effect of the uncertainty in Gru¨neisen Γ in a Petra type C calculation of
EDC37.
Figure 7.16: Effect of the uncertainty in thermal conductivity k in a Peruse type C calcu-
lation of EDC37.
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profiles from two regions containing alternating layers of HMX crystals and binder. In the
case of negligible heat conduction (red curves), ∼50K temperature spikes are observed
at the interfaces between HMX and binder layers, caused by wall heating errors (see
section 2.2.1). With baseline values for thermal conductivity, over time the temperature
spikes in figure 7.17 are smoothed out by the effects of heat conduction. Close behind the
shock front, the temperature spikes are present (bottom plot) but, well behind the shock
front, the spikes are almost completely removed (top). In addition, heat conduction acts
to smear out the physically-correct temperature differences between HMX and binder re-
gions. The importance of this depends on the timescales of thermal conduction in HMX
and the binders. From section 2.1, this timescale is ∆t ∼ (5 × 106 s /m2)∆x2 so, for the
0.3 µs duration of simulations in this chapter, the maximum distance that can be influ-
enced by thermal conduction is ∼0.2 µm. This is consistent with figure 7.17, where the
temperature spikes are smoothed out by the effects of heat conduction but there is little
degradation to the temperatures in the middle of the HMX and binder regions. Since the
effect of baseline k on these simulations is to remove the wall heating spikes but not the
temperature differences between regions, significantly reducing k allows the effect of wall
heating errors to be established.
Temperature distributions from the type C simulations with baseline and reduced ther-
mal conductivity are shown in figure 7.18. The main effects of reducing k are that the
low-temperature tail of the HMX distribution is extended, and the binder distribution is
broadened and shifted to higher temperatures. It is not surprising that the temperature
distribution of the binder is most greatly affected, because the binder is located in small
isolated pockets. Figure 7.18 indicates that the wall heating effect broadens the calculated
temperature distributions but does not significantly change their peaks, and the difference
is comparable in magnitude to the variation that occurs as a function of time (figure 7.2).
A temperature profile from just behind the shock front in a type C Petra calculation
indicates that the wall heating effect is less significant in Eulerian codes. Figure 7.17 (bot-
tom) for Peruse can be compared directly with figure 7.19 for Petra, as they are both at the
same position through the microstructure. The Petra temperature profile does not have any
spikes, even when the temperatures of the components of mixed cells are examined (red
lines). Although Petra does not include heat conduction, the additional dissipation asso-
ciated with the advection step removes the spikes. Figure 7.20 shows that the temperature
distributions from the Peruse and Petra calculations are similar to each other, indicating
that the overall effects of heat conduction in Peruse (with baseline k) are similar to the
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Figure 7.17: Temperature profiles from a type C Peruse simulation at 0.11 µs well behind
the shock front (above) and close to the shock front (below). Baseline k values are taken
from section 3.2.
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Figure 7.18: Effect of almost removing thermal conductivity k from a Peruse type C
calculation. Baseline k values are taken from section 3.2.
Figure 7.19: Temperature profile from a type C Petra calculation at 0.11 µs close to the
shock front, at the same position as figure 7.17 (bottom).
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Figure 7.20: Comparison between a Peruse type C calculation with heat conduction and
a Petra calculation without.
effects of the additional dissipation in Petra.
Another way to establish the influence of the wall heating effect is to increase the mesh
resolution, so a smaller proportion of cells lie in the immediate vicinity of an interface and
have inaccurate properties. As discussed in section 7.1.4, halving the mesh size in Petra
from 0.26 µm to 0.13 µm has very little effect on temperature distributions. In Peruse,
where the wall heating effect is more pronounced, figure 7.8 shows that increasing the
mesh size from 0.1 µm to 1 µm broadens the temperature distributions. However, the
effect is comparable to the natural time variation (figure 7.2).
Careful examination of graphical results from type A Petra calculations (see sec-
tion 7.3) shows that there is a thin strip of hot cells at the bottom of the geometry, where
the shock caused by the impact of the microstructure into the rigid boundary is first es-
tablished. Fortunately, these correspond to only 0.1% of the total number of shocked
cells by the end of the simulation, and so they have a negligible effect on the calculated
temperature distributions.
All of the factors described above show that, while it is possible to discern the in-
fluence of the wall heating effect on the calculated temperature distributions, the effect is
minimal in type A Petra simulations. In addition, over the ∼0.3 µs timescales of relevance
for this work, it is concluded that heat conduction has a small effect on bulk temperature
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distributions and can be neglected in the Petra calculations.
7.2.6 Effect of chemical reaction
The hydrocode simulations described in this chapter are all for inert explosive. Fully-
reactive Peruse type C calculations were used to check the effect of this approximation.
The HMX and binder components of EDC37 are more reactive than in PBX9501 owing
to the higher temperatures achieved when a shock is passed through the microstructure, so
it seems sensible to use EDC37 to investigate this effect. With 1.0 km / s impact velocity,
a Peruse simulation of EDC37 produces almost no reaction; the maximum burn fraction
achieved is less than 10−6 and the temperature distribution is almost identical to that from
an inert simulation.
To establish the maximum realistic effect of chemical reaction, the impact velocity
was increased to 1.7 km / s or approximately 20GPa impact pressure, which is above the
shock strengths generally relevant for shock initiation experiments. At this velocity, some
of the binder regions in a type C calculation of EDC37 fully react within 0.10 µs. Fig-
ure 7.21 shows that the binder temperature distribution extends to ∼2500K in the reactive
calculation but only ∼1500K in the inert case, and pressurisation of the system by the
Figure 7.21: Effect of chemical reactions on a Peruse type C calculation with 1.7 km / s
impact velocity.
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conversion of some binder regions into gaseous products causes a slight increase in HMX
temperatures. Overall, the effect of including chemical reactions is not great, even at this
high shock strength.
These results suggest that temperature distributions derived from the inert calculations
in this chapter can be used with confidence, as chemical reactions have very little effect
on bulk temperature distributions at shock strengths of relevance to shock initiation.
7.2.7 Effect of strength
Although strength has been neglected in this work (see section 3.1), a variety of strength
models are available in Petra. An isotropic, rate-independent model with constant shear
modulus G and von Mises yield strength Y is used for HMX with G = 12.0GPa and
Y = 0.26GPa from references 80 and 158. The results of a type B simulation in fig-
ure 7.22 show that slightly higher temperatures are produced in the HMX with strength
than without. The difference between the two temperature distributions is sufficiently
small that it is reasonable to neglect strength in the shock initiation and detonation
regimes.
Figure 7.22: Effect of strength on a Petra type B calculation of EDC37 with 1.0 km / s
impact velocity.
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7.3 Results
The type B and type C calculations described in sections 7.1 and 7.2 have been used to
investigate the effect of computational settings and material models on hydrocode simu-
lations of PBX9501 and EDC37 microstructures. Most of the factors have a small effect
on the calculated temperature distributions, comparable to the variation that occurs with
time. However, the Hugoniot parameters, Gru¨neisen Γ and heat capacity of the HMX
and binder materials all have a significant effect and it is recommended that future work
should aim to reduce the uncertainties in these quantities (see section 8.2). Despite this,
it is concluded that both Peruse and Petra can be used to generate reliable temperature
distributions for PBX9501 and EDC37. Type B and type C simulations are limited in
their applicability to real explosives by the extent of their computational geometry. Two-
dimensional type A calculations are more representative but they are also computationally
expensive, and so results from only seven such calculations will be described below.
7.3.1 Visual results
Graphical results from an EDC37 type A simulation are shown in figures 7.23, 7.24
and 7.25. These figures show average values and not the density, temperature or pres-
sure of the individual components within a mixed cell.
The density map in figure 7.23 shows the location of crystal and binder regions within
the explosive. The unshocked HMX crystals appear yellow, with blue/green binder be-
tween. A void region is present at the top of the geometry (dark blue) as mentioned in
section 7.1. Initially, the entire microstructure was given a uniform downwards velocity
of 0.3 km / s, which drives a shock upwards through the HMX crystals and binder. The
shock has passed through the majority of the microstructure by this time and is visible
as the boundary between the mainly-yellow and mainly-orange regions. The shock is
not planar, as would be expected for a homogeneous geometry, but shows perturbations
caused by the different shock velocity in the crystal and the binder regions. The shock
has run ahead on the right-hand side where the proportion of HMX in the geometry is
higher. This is an artefact caused by the EDC37 micrograph (figure 1.5 on page 10) fad-
ing away towards the right-hand side, as discussed in section 2.4. Binder cells are shocked
to a lower density than the HMX, so they appear yellow/green in figure 7.23. There are
density perturbations within the HMX crystals although these are difficult to see.
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Figure 7.23: Density map from a type A calculation of EDC37 in Petra with 0.3 km / s
impact velocity at 0.27 µs. Three distinct regions are visible; from top to bottom, these are
the void (dark blue), unshocked explosive (mainly yellow) and shocked explosive (mainly
orange).
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Figure 7.24: Temperature map from a type A calculation of EDC37 in Petra with
0.3 km / s impact velocity at 0.27 µs. From top to bottom, the three regions are the void
(dark blue), unshocked explosive (green) and shocked explosive (yellow, orange and red).
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Figure 7.25: Pressure map from a type A calculation of EDC37 in Petra with 0.3 km / s
impact velocity at 0.27 µs. Two distinct regions are visible; from top to bottom, these are
the void and unshocked explosive (dark blue) and the shocked explosive (green, yellow
and red).
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The temperature map in figure 7.24 shows the binder cells as isolated hot regions (red)
within the cooler shocked HMX (yellow), while the unshocked explosive has a uniform
initial temperature of 300K (green) and the void is dark blue. HMX temperatures are
perturbed in diagonal shadow regions above the binder cells owing to two-dimensional
shock-wave interactions. It is just possible to see a thin strip of hot cells at the bottom
of the microstructure, caused by wall heating errors. Temperature distributions were ex-
tracted from each of the simulations of PBX9501 and EDC37 and will be discussed in
more detail below.
The pressure map in figure 7.25 shows the pressure distribution in the shocked mi-
crostructure. The void and unshocked material both have zero pressure (dark blue). The
colours are most vivid just behind the shock front, where red, yellow and green regions
demonstrate that the pressure varies between 1.3 and 2.6GPa. Well behind the shock
front, the colours are more diffuse as the pressure waves, coupled with numerical diffu-
sion, act to bring the microstructure closer towards pressure equilibrium. The colours are
not associated with HMX crystal or binder regions, since pressure differences cannot be
maintained across material interfaces.
Graphical results from a PBX9501 type A simulation with 0.3 km / s impact veloc-
ity are shown in figures 7.26, 7.27 and 7.28. The density map in figure 7.26 shows the
void (dark blue), unshocked explosive (mainly yellow) and shocked explosive (mainly
orange). Binder cells are clearly visible between the HMX crystals. The temperature
map in figure 7.27 is similar to that for EDC37. The pressure map in figure 7.28 illus-
trates the pressure fluctuations that occur in the shocked microstructure; circular waves
can be seen propagating away from binder-rich regions and interacting with each other.
These are more obvious than they were in EDC37 owing to the large HMX crystal size
in PBX9501. As before, the pressure fluctuations are greatest just behind the shock front
(red to green) but die away behind the shock front as the system begins to approach
pressure equilibrium. Pressure and temperature fluctuations will be discussed further in
section 7.3.6.
7.3.2 Temperature distributions
Type A simulations of EDC37 and PBX9501 have been run at three different impact ve-
locities: 0.3, 0.5 and 1.0 km / s, with an additional calculation at 1.7 km / s for PBX9501.
As mentioned in section 7.1, these impact velocities generate shock pressures typical of
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Figure 7.26: Density map from a type A calculation of PBX9501 in Petra with 0.3 km / s
impact velocity at 0.27 µs. Three distinct regions are visible; from top to bottom, these are
the void (dark blue), unshocked explosive (mainly yellow) and shocked explosive (mainly
orange).
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Figure 7.27: Temperature map from a type A calculation of PBX9501 in Petra with
0.3 km / s impact velocity at 0.27 µs. From top to bottom, the three regions are the void
(dark blue), unshocked explosive (green) and shocked explosive (yellow, orange and red).
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Figure 7.28: Pressure map from a type A calculation of PBX9501 in Petra with 0.3 km / s
impact velocity at 0.27 µs. Two distinct regions are visible; from top to bottom, these are
the void and unshocked explosive (dark blue) and the shocked explosive (green, yellow
and red).
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Figure 7.29: Temperature distributions from a type A simulation of EDC37 with 0.3 km / s
impact velocity, to illustrate the variation that occurs with time.
initiation experiments. Temperature distributions have been produced from each simula-
tion using the method described in section 7.1.1. An indication of the time variability is
given by figure 7.29. Less variability is observed than in the smaller type C calculations
(figure 7.2), because the type A geometry is sufficiently large that occasional tempera-
ture discrepancies associated with the passage of the shock through the microstructure do
not significantly affect the bulk distribution. This stability allows comparisons between
EDC37 and PBX9501 temperature distributions to be made at a single time.
The temperature distributions are shown in figure 7.30. In each case, the HMX peak
is taller for PBX9501 than for EDC37 because PBX9501 contains a greater proportion
(95%) of HMX crystals in its microstructure than EDC37 (91%). Although the scale on
the axes makes it difficult to see, the binder peak is smaller in amplitude for PBX9501
than EDC37 owing to the lower proportion of binder in the composition. The HMX tem-
perature distribution is at slightly higher temperatures for PBX9501 than EDC37, and the
binder temperatures are lower. This is because the binder in EDC37 is softer than the
binder in PBX9501, so it is shocked up to higher temperatures. Since the softer binder
transmits a weaker shock into neighbouring crystals, the HMX is shocked to lower tem-
peratures in EDC37 than in PBX9501. The fine structure in the temperature distribution
curves (e.g. for EDC37 at 1.0 km / s) is believed to be caused by multiple shock processes,
as the HMX and binder components ring up to their final state. It is more pronounced for
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Figure 7.30: Temperature distributions from type A simulations of EDC37 and PBX9501
with impact velocities of 0.3, 0.5, 1.0 and 1.7 km / s. Note the different axis scales.
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EDC37 than for PBX9501 owing to the greater difference in Hugoniot properties between
the HMX and binder components in EDC37. At low shock strengths, the HMX and binder
temperature distributions are narrow and well separated. As the shock strength increases,
the HMX and binder distributions shift to higher temperatures and extend over a wider
temperature range.
This is the first time that temperature distributions have been determined for EDC37
under shock conditions. The PBX9501 distributions compare favourably to previous re-
sults from the literature. For a 0.5 km / s impact, Conley [69] predicted a peak HMX
temperature of ∼370K, with a distribution extending from ∼320 to 420K. At 1.0 km / s,
his distribution covered the temperature range ∼420 to 620K, with a peak at ∼500K. The
peak HMX temperatures in figure 7.30 are close to Conley’s values but the distributions
are narrower. This discrepancy is likely to be due to the different material properties used
in the two sets of simulations.
The results in this section provide temperature distributions for inert EDC37 and
PBX9501 over a range of impact velocities applicable to shock initiation. The impact
velocities of 0.3, 0.5 and 1.0 km / s used in the simulations correspond approximately to
input pressures of 2.0, 3.7 and 9.4GPa. Experiments on PBX9501 and EDC37 at these
shock strengths detonate within 10 µs. The highest temperature achieved in figure 7.30 at
1.0 km / s is approximately 700K for HMX and 900K for binder, but Arrhenius reaction
rates for these materials produce very little reaction on µs timescales for temperatures be-
low 1000K (see section 6.5). Therefore, even if the HMX and binder regions were reac-
tive, the mesoscale simulations would not detonate. This confirms the results in chapter 5
that shock heating of crystals and binder is not by itself responsible for shock initiation in
these explosives.
7.3.3 Bulk properties
It is important to check that the computational microstructures produce bulk behaviour
that is representative of the macroscopic properties of PBX9501 and EDC37. For two
reasons, it is not yet possible to compare the type A simulations to physical shock initi-
ation or detonation behaviour. Firstly, Petra does not have heat conduction or Arrhenius
chemistry capabilities. Secondly, even if type C Peruse simulations were used instead, the
chemical reaction rates generated by shock interactions between crystals and binder are
not sufficient to explain shock initiation and hotspots have not been included in these sim-
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ulations. Instead, the microstructure simulations are compared to density and unreacted
Hugoniot data.
From the precise weight percentage and density of HMX and binder in the computa-
tional microstructures, the bulk density can be determined using the following equation:
1
ρ
=
wt.%HMX
ρHMX
+
wt.%binder
ρbinder
.
The bulk density of the computational microstructures is 1.846 g / cm3 for PBX9501 and
1.831 g / cm3 for EDC37. These are close to the usual working densities for these compo-
sitions, of 1.83 g / cm3 for PBX9501 and 1.84 g / cm3 for EDC37, but are lower than their
theoretical maximum densities (TMD) owing to the use of an HMX equation of state at
1.891 g / cm3. As discussed in section 3.1.7, mesoscale simulations should ideally have
bulk densities equal to the TMD of the composition. Achieving this will require the HMX
equation of state to be corrected to TMD in future work (see section 8.2).
The unreacted Hugoniot was determined from the pressure maps for each type A sim-
ulation as follows. Shock velocities were obtained from the position of the shock front
at four well-separated vertical lines through the microstructure at discrete time intervals.
These were averaged with respect to both time and location to give the bulk shock ve-
locity, and the average particle velocity was taken as the initial rigid-wall impact velocity
for each simulation. Figures 7.31 and 7.32 show that the simulations lie within the scat-
ter on the data from gas-gun particle-velocity-gauge experiments, and also between two
historical best fit lines. This demonstrates that the simulations are reproducing the bulk
properties of PBX9501 and EDC37. However, figures 7.31 and 7.32 both show that the
mesoscale Hugoniot has a slightly steeper gradient than the recent best fits through the
experimental data. Suggested changes to the material models to improve the fit to Hugo-
niot data will be discussed in section 8.2. Here, it is sufficient that the type A mesoscale
simulations are producing such a good fit to the Hugoniot data for PBX9501 and EDC37
in figures 7.31 and 7.32.
7.3.4 Shear velocities
Particle velocity maps from a type A calculation of EDC37 are shown in figure 7.33.
At approximately 9.4GPa input pressure, the particle velocity varies by ±0.2 km / s be-
hind the shock front so an estimate of the maximum shear velocity that could occur is
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Figure 7.31: Hugoniot points from type A simulations of EDC37, compared to experi-
mental data points [12] and best fit lines [196].
Figure 7.32: Hugoniot points from type A simulations of PBX9501, compared to experi-
mental data points [134] and best fit lines [196] which have been corrected to theoretical
maximum density.
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Figure 7.33: Particle velocity maps (in cm/µs) from a type A calculation of EDC37 in
Petra with 1.0 km / s impact velocity at 0.20 µs. The green region at the top of both maps
corresponds to the void which is stationary. The y component of particle velocity (right)
contains a dark blue region corresponding to the unshocked material. Behind the shock,
the x (left) and y components show particle velocity variations of ±0.2 km / s.
0.4 km / s. Similar velocities were used by Frey in his work on shear initiation [15]. His
quasi-steady-state model showed that temperatures >1000 ◦C can be produced for shear
velocities ∼0.1 km / s and input pressures ≥1.4GPa. This suggests that shear banding
could be an important hotspot mechanism in EDC37 if the shear velocities are suffi-
ciently long-lived. Frey found that the time needed for a shear band to form is ∼2 µs for
a 2mm region at 1.03GPa, but the time decreases if the shear is applied over a shorter
distance. The large discrepancy between the mesh size in the simulations of ∼0.26 µm,
which represents the smallest distance over which shear velocities can arise, and the mil-
limetre thicknesses considered by Frey means that it is not possible to determine whether
the shear velocities in figure 7.33 have long enough durations to cause significant temper-
ature localisation without further detailed analysis. Therefore, it is recommended that the
feasibility of shear banding as a hotspot mechanism in PBX9501 and EDC37 be investi-
gated in future work.
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7.3.5 Pressure versus specific volume data
Pressure and specific volume results were also obtained; it is believed that this is the first
time that the results of microstructure simulations of plastic-bonded explosives have been
analysed in this way. Figure 7.34 shows pressure versus specific volume points from each
computational cell in a type C Peruse simulation of EDC37 at eleven print times (0.00,
0.01, 0.02, ..., 0.10 µs). The scale on the axes is such that pre-shock values (with 0GPa
pressure), and pressure-volume states from cells that are in the process of being shocked,
are not shown. The points form two distinct distributions, with the HMX distribution
having a steeper gradient than the binder distribution. Each set of points lies above the
principal isentrope for that material, but runs approximately parallel to it. The principal
Hugoniots pass through each distribution, but many of the points lie some way away
from their Hugoniot. This is because each of the cells in the calculation may have been
shocked, partially released and re-pressurised many times. Figure 7.34 corresponds to an
input shock of approximately 20GPa. At lower shock pressures, the two distributions do
not cross because the principal Hugoniot and isentropes for HMX and binder are more
widely separated. Pressure versus specific volume information has also been determined
for PBX9501. Owing to the stiffer binder, the HMX and binder distributions do not
overlap but form two distinct curves above and approximately parallel to their principal
isentropes.
Figure 7.34: Pressure versus specific volume points for EDC37 with impact velocity
1.7 km / s, from a type C calculation in Peruse. The curves labelled H are the principal
Hugoniots for HMX and the binder, and the curves labelled I are the principal isentropes.
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Since the pressure versus specific volume points lie parallel to the principal isentrope
for that material, it is interesting to compare the points to other isentropes. The binder
distribution lies between two isentropes with φ(S ) = 0.48 and 0.88 kJ / g, where φ(S ) is
a function of entropy that is equal to the value of the internal energy at v = v0 and is
constant along the isentrope (see appendix C and reference 138). The HMX distribution
lies between two isentropes with φ(S ) = 0.165 and 0.605 kJ / g. This illustrates the range
of entropies that may be produced within an inert explosive microstructure. This range
would be wider if hotspots were included in the simulations. If the pressure versus spe-
cific volume history for a particular computational cell in the calculation is examined,
the entropy variation is much smaller. For the same HMX cell as will feature in fig-
ures 7.37 and 7.38 below, the post-shock pressure versus specific volume points remain
within φ(S ) = 0.132 and 0.1375 kJ / g. This demonstrates that, in an inert simulation, the
strength of the incident shock determines the entropy of each zone in the microstructure;
the pressure waves propagating through the microstructure behind the shock cause the
temperature of each cell to fluctuate but the entropy remains approximately constant.
7.3.6 Pressure and temperature traces
The profiles in figures 7.35 and 7.36 provide a snapshot of the pressure or temperature
in each cell of a type C Peruse calculation at three times: 0.09, 0.11 and 0.13 µs. The
pressure profiles in figure 7.35 show that waves reverberate through the microstructure
long after the shock wave has passed, in agreement with other research [66, 69]. These
oscillations have large amplitude and short wavelength close behind the shock, but dis-
sipate over time to smaller amplitude, longer wavelength perturbations well behind the
shock front. This behaviour can also be seen in type A Petra calculations (figure 7.25).
The temperature profiles in figure 7.36 appear to show dramatic fluctuations, but these
are due to the presence of HMX and binder regions. Within a region, for example at
the positions indicated by the arrows, the temperature profiles are roughly constant with
time. These “time-independent” features arise because the temperature in a zone is most
strongly determined by the first shock it experiences.
Further light can be shed on this behaviour by examining pressure and temperature
histories from a single HMX cell. Figure 7.37 shows that the pressure histories are similar
in character to the pressure profiles in figure 7.35; the large amplitude, short wavelength
oscillations close behind the shock dissipate over time to smaller amplitude, longer wave-
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Figure 7.35: Pressure profiles for EDC37 with impact velocity 1.0 km / s, from an inert
type C calculation in Peruse. Curves at 0.09 µs and 0.13 µs have been shifted by ±5GPa.
Figure 7.36: Temperature profiles for EDC37 with impact velocity 1.0 km / s, from an
inert type C calculation in Peruse. Curves at 0.09 µs and 0.13 µs have been shifted by
±400K. Arrows indicate time-independent features.
7.3 Results 201
Figure 7.37: Pressure histories for an HMX zone in an inert type C calculation of EDC37,
with impact velocity 1.0 km / s in Peruse.
Figure 7.38: Temperature histories for an HMX zone in an inert type C calculation of
EDC37, with impact velocity 1.0 km / s in Peruse.
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length perturbations. The temperature histories in figure 7.38 show that, within an HMX
cell, the temperature fluctuates in a similar fashion to the pressure as waves reverberate
through the microstructure. However, the temperature oscillations are smaller than the
pressure oscillations, when compared to the change in temperature or pressure across the
shock front. To investigate this further, a simple statistical analysis method was used.
Ignoring pre-shock values, it was found that the standard deviation of pressure with time
is 12% of the average value, while the standard deviation of temperature is only 6%
of the average, measured with respect to the pre-shock value of 300K. The oscillations
in pressure with time caused by waves reverberating through the system are proportion-
ally larger than the oscillations in temperature with time. This can be explained using
thermodynamic arguments. At constant entropy S ,(
∂ lnT
∂ ln p
)
S
=
Γp
KS
,
where T is temperature, Gru¨neisen Γ = 1, pressure p ∼ 8GPa and the isentropic bulk
modulus KS = ρc2 ∼ 16GPa for HMX. Rearranging, the equation becomes
∆T
T
=
1
2
∆p
p
,
i.e. for a given computational cell, which has already been shown to be at approximately
constant entropy, the fractional change in temperature is expected to be half the fractional
change in pressure. The relatively small change in temperature with time in a single
computational cell means that temperature differences between cells, caused by shock
interactions (see, e.g., section 5.2), persist for the duration of the simulation. This is why
time-independent features are visible on the temperature profiles in figure 7.36, but not on
the pressure profiles in figure 7.35. Similar behaviour has been observed previously [69],
but it was attributed to “viscous work instead of compressive heating”. Here, the HMX
and binder materials are strength-less so the thermodynamic argument presented above is
the only possible explanation.
To investigate the effect of including strength in the HMX crystals, two Petra type C
simulations were run with and without the strength model from section 7.2.7. The binder
was treated as strength-less. Figure 7.39 shows that strength reduces the amplitude of the
pressure fluctuations but does not significantly alter their character, demonstrating that
the decision to neglect strength in this work has not adversely affected the results.
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Figure 7.39: Pressure histories for an HMX zone in two Petra type C calculations of
EDC37 with impact velocity 1.0 km / s, to investigate the effect of strength.
7.4 Summary
One and two-dimensional hydrocode calculations have been used to determine bulk tem-
perature distributions in inert PBX9501 and, for the first time, EDC37. The sensitivity
to material properties data was investigated; the calculated temperature distributions are
highly sensitive to the Hugoniot, Gru¨neisen Γ and heat capacity of the HMX crystals and
binder materials. Nevertheless, the “background” effect of the shock heating of crystals
and binder in PBX9501 and EDC37 has been established, and these temperature distri-
butions provide an important basis for the continuing development of mesoscale models.
Pressure versus specific volume data were obtained; this is believed to be a novel approach
for analysing microstructure simulations of explosives. A new explanation is given for
time-independent features in temperature profiles.
Chapter 8
Conclusions
This thesis describes the considerable progress that has been made towards a mesoscale
model for shock initiation and detonation propagation in two plastic-bonded explosives,
PBX9501 and EDC37. Computational and material models have been constructed for
the HMX crystal and binder components of these two explosives, which account for the
effects of hydrodynamics, heat conduction and chemistry. The models have been vali-
dated by comparison to applicable experimental data, before being used to investigate the
response of the bulk explosive. The key points of interest are summarised below:
Gaps in the literature. A review in chapter 1 identified several gaps in the mesoscale
modelling literature that are addressed in this work. Many studies have investigated
the mesoscale response of PBX9501 but few have compared it to other HMX-based
explosives. In particular, the microstructure of EDC37 has not previously been
modelled despite its being a well-characterised explosive. The shock heating of
crystals and binder has been overlooked as a possible hotspot mechanism despite
its being responsible for significant temperature localisation in plastic-bonded ex-
plosives.
Code capabilities. Heat conduction and Arrhenius chemistry are important for
mesoscale modelling but were not previously included in available hydrocodes.
As discussed in chapter 2, their implementation in a one-dimensional Lagrangian
hydrocode led to the identification of two correction factors χ and de/dλ. These
factors improve total energy conservation by reducing errors associated with con-
verting between specific internal energy and temperature. An extensive suite of
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test problems was used to validate the new conduction and chemistry coding. A
simple method to analyse optical micrographs and convert them into computational
geometries for use in hydrocode calculations has also been developed.
New material models. Material models have been constructed for HMX and the binders
in chapter 3, using well-established equations of state and reaction rate schemes.
Appropriate material properties data have been gathered from the literature or es-
timated from data on similar materials. The models have been validated by com-
parison to Hugoniot data, Pop-plot data and detonation wave profiles in chapter 4.
This is the first time that a material model that is suitable for use in mesoscale
shock-to-detonation simulations has been developed for the binder in EDC37.
Shock heating of crystals and binder. The simulations in chapter 5 have demonstrated
that, although the shock heating of crystals and binder does cause temperature local-
isation, it is not a feasible hotspot mechanism in PBX9501 and EDC37. A thorough
parametric study confirmed that this conclusion is not dependent on the geometry
or meshing used for the simulations, and that reasonable changes to the material
properties data do not change the results significantly. It is believed that this is the
first time this has been explicitly demonstrated.
Critical hotspots. This is the first time that critical hotspot criteria have been determined
for the binders in PBX9501 and EDC37, but the results for HMX in chapter 6 com-
pare favourably with earlier studies. The calculated ∼1m / s speed of reaction prop-
agation from hotspots into the bulk explosive, which has been validated by compar-
ison to diamond anvil cell data, implies that hotspots must be separated by <4 µm
in PBX9501 and EDC37. Therefore, hotspots must be positioned within the HMX
crystals and not just in the binder or at the HMX/binder interface. Falling tempera-
tures in the gaseous reaction products have been identified as being responsible for
the negative pressure dependence sometimes observed in flame propagation exper-
iments.
Inert microstructure simulations. Chapter 7 describes one and two-dimensional hy-
drocode calculations that were used to determine bulk temperature distributions
in inert PBX9501 and, for the first time, EDC37. The sensitivity to material proper-
ties data has been investigated; the calculated temperature distributions are highly
sensitive to the Hugoniot parameters, Gru¨neisen Γ and heat capacity of the HMX
crystals and binder materials. Pressure versus specific volume points extracted from
the simulations lie above the principal isentrope for each material but approximately
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parallel to it. This is thought to be a novel approach for analysing microstructure
simulations of explosives. In addition, a new explanation based on thermodynamic
arguments has been given for time-independent features in temperature profiles.
They arise because the temperature in an element is most strongly determined by
the first shock it experiences, and temperature oscillations due to wave reverbera-
tions are proportionally smaller than pressure oscillations.
Three phases for the development of a mesoscale model for PBX9501 and EDC37 were
laid out in section 1.5. This work completes phase 1 to establish the bulk response of
the explosive to shock and detonation waves. Specifically, the “background” effect of the
shock heating of crystals and binder has been established, providing an important basis for
the continuing development of mesoscale models. Some elements of phase 2 have also
been addressed through the identification of critical hotspot criteria, the elimination of
shock heating of crystals and binder as a possible hotspot mechanism and the discussion
of reaction propagation mechanisms. However, there is much still to do.
8.1 Future research
As mentioned in section 1.5, phase 2a of the development of a mesoscale model for
PBX9501 and EDC37 focuses on the individual hotspot mechanisms that may be re-
sponsible for shock initiation. At least ten different hotspot mechanisms have been
proposed [16], each of which needs to be evaluated using theoretical and/or simple
computational models to determine which mechanisms are dominant. As previous re-
views [13, 68, 114] have demonstrated, a vast literature on hotspot mechanisms already
exists so it should be possible to adapt earlier results to PBX9501 and EDC37. There are
then two possible strategies for incorporating hotspots in hydrocode simulations: either
they can be modelled explicitly if sufficient mesh resolution is available, or an approxi-
mate model can be introduced that is based on the results of detailed hotspot calculations.
Phase 2b, which can run in parallel to phase 2a, is to understand how reaction spreads
from hotspots into the bulk explosive. Although reaction propagation has been modelled
using only hydrodynamics, heat conduction and chemistry in this work, the predicted
propagation rates are slower than observed in diamond anvil cell experiments and other
mechanisms have been suggested as being important, e.g. turbulence [149]. Many models
neglect the underlying physical basis of reaction propagation and instead use an empir-
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ical pressure-dependent burn rate tuned to experimental data. However, this seems to
contradict observations that reaction depends on shock strength and not on the evolving
pressure field behind the shock [53]. Reaction propagation is currently an unresolved
topic and will form an important part of future mesoscale modelling research. Once the
physical mechanisms for the spread of reaction have been identified, there are two pos-
sibilities for incorporating them in hydrocode simulations: either they can be modelled
explicitly or an approximate model can be used.
An interesting topic for study during phase 2b is how the reactive waves propagating
from multiple hotspots interact. In particular, it should be possible to demonstrate the
transition between homogeneous shock initiation in a system without hotspots to hetero-
geneous shock initiation with multiple hotspots. Several studies are already underway
on nitromethane, a liquid explosive with a uniform composition. Dattelbaum has re-
ported shock initiation experiments on neat nitromethane, nitromethane sensitised with
glass beads and nitromethane sensitised with microballoons [197], which demonstrate
both homogeneous and heterogeneous behaviour. Researchers at Los Alamos National
Laboratory [188] and the University of Cambridge [198] are attempting to match these
experimental data using reactive-burn models. Their conclusions will be incorporated in
the development of mesoscale models for plastic-bonded explosives.
Phase 3 is the final step in the development of a mesoscale model for PBX9501
and EDC37, and it relies on the successful completion of the earlier phases. Models
for hotspots and reaction propagation will be incorporated in a hydrocode, allowing mi-
crostructure simulations to be run containing both the bulk response from phase 1 and the
hotspot response from phase 2. Statistical techniques will be used to average the reaction
rate from a finite volume, for comparison to continuum reactive-burn models. If sufficient
computing power is available to allow centimetre-long microstructures to be simulated,
the mesoscale model will be validated against shock initiation experimental data, for ex-
ample the particle-velocity-gauge experiments on PBX9501 [134] and EDC37 [75] that
have been so valuable in calibrating continuum models like CREST [38, 175]. Such
experiments are often treated as one-dimensional because the gauges are embedded in
a region where the flow is undisturbed by side release waves. Therefore, it is possible
that a 1D or 2D mesoscale model will be sufficient, providing a significant advantage in
terms of computational efficiency. However, mesoscale studies on inert materials have
demonstrated the importance of 3D modelling [72, 73] and so it is likely that a 3D model
will eventually be needed for PBX9501 and EDC37. A 3D model for HNS and PETN
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explosives is already under development at Sandia National Laboratory [67].
A key element of phase 3 will be the acquisition of suitable experimental data to es-
tablish the location of hotspot sites in plastic-bonded explosive microstructures. Some
defects are relatively easy to locate owing to their physical characteristics; for example,
gas-filled pores have a different refractive index to HMX crystals and can be seen us-
ing index-matched microscopy [199]. Other defects may be more difficult to find. To
create mesoscale models that can predict the effect of microstructure variations, it will be
necessary to determine how the defect distribution changes with the introduction of a new
manufacturing technique or as the explosive ages in storage. Therefore, phase 3 presents a
challenge to experimentalists as well as modellers. Following its conclusion, the validated
mesoscale model for shock initiation and detonation propagation can be used to improve
assessments of both the performance and safety of PBX9501 and EDC37. The steps
needed to achieve this challenging goal provide an exciting long-term research project.
8.2 Model improvements
In the preceding chapters of this thesis, several topics have been identified for future
work. Mainly, these are ways in which the models for the HMX and binders in PBX9501
and EDC37 can be improved. As described in chapter 3, the material models comprise
an unreacted equation of state, a reaction products equation of state and a reaction rate.
Relatively simple equations of state have been used in work and gains could be made
by switching to more advanced equations of state like those developed for continuum
reactive-burn modelling [e.g., 138 and 200], although there is no clear consensus in the
literature on the best equations to use. Therefore, only the improvements that could be
made within the current equations of state are considered below.
Figure 4.1 on page 81 shows that the Hugoniot parameters for HMX have a higher gra-
dient than the experimental shock velocity versus particle velocity data for single-crystal
HMX. In addition, the simulated Hugoniots of PBX9501 and EDC37 in section 7.3 are
highly dependent on the properties of HMX because the microstructures comprise over
90% HMX. Figures 7.31 and 7.32 on page 196 confirm that the HMX Hugoniot is too
steep, i.e. either the Hugoniot parameter b needs to be reduced or a curved Us(up) rela-
tion should be used in future work. The parameters were based on solvent-pressed data
from reference 159 and more data are available in the literature [e.g., 201 and 202]. A
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thorough approach to improving the unreacted equation of state would require all avail-
able data for HMX to be examined and corrected back to theoretical maximum density
following the method in reference 138. Since the mesoscale simulations in section 7.2
show that the uncertainties in Hugoniot data have a smaller effect than the uncertainties
in thermal properties, re-calibrating the Hugoniot parameters for HMX is recommended
only if the specific heat and thermal conductivity models can be improved. For the binder
in PBX9501, figure 4.2 shows that the linear Hugoniot parameters give a good match
to the available experimental data. The equation of state could be improved by using a
curved Us(up) relation but this is worthwhile only if the significant uncertainties on the
reaction rate and thermal properties can be reduced. For the binder in EDC37, the new
experimental data in figure 4.3 will allow an improved model with lower uncertainties
to be constructed in future work. The data indicate that a linear Us(up) Hugoniot with
coefficients a = 1.46 km / s and b = 2.5 is suitable. Ideally, further experiments should be
carried out to extend the Hugoniot data to a wider range of particle velocities.
The value of Gru¨neisen Γ0 = 1 used in this work was validated for HMX under am-
bient conditions in section 4.1, but it is difficult to determine Γ(v) experimentally. One
method is to use Hugoniot data at different porosities but such data are not available for
HMX or the binder materials. Some off-Hugoniot data are available from gas-gun exper-
iments on EDC37’s binder [181] and isentropic compression experiments on PBX9501’s
binder [163], so it may be possible to analyse these data to improve the value of Γ for the
binders. There are two strategies to enable a variable Γ(v) to be used in Peruse. Either
the unreacted equations of state could be formulated using an isentrope instead of the
Hugoniot as their reference curve or a tabular temperature-calculation method could be
implemented, similar to that already available in Corvus and Petra. However, this will not
become necessary until experimental data prove that Γ = 1 is an unsuitable assumption
for HMX and the binder materials.
Constant specific heat capacities have been used despite temperature-dependent re-
lations being favoured in the literature, because they simplify the equations of state (see
section 3.1.4). The simulations in section 4.2 indicate that temperature-dependent heat ca-
pacities are needed to model shock initiation, specifically Pop-plot data for single-crystal
HMX. Therefore, it is recommended that temperature-dependent heat capacities be im-
plemented in Peruse using either analytic or tabular cv,s(T ) relations. Constant thermal
conductivities have also been used despite experimental data indicating that k varies with
temperature and pressure. As discussed in section 6.4, the use of constant k may be re-
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sponsible for some of the disagreement between diamond anvil cell flame-propagation
simulations and the experimental data. It is suggested that k(T, p) is incorporated in Pe-
ruse in future work. If constant cv,s and k continue to be used, the effect of neglecting
their temperature and pressure dependence can be estimated by running simulations at
their maximum and minimum error bounds. Additional thermal properties data for HMX
and the binder materials would enable the uncertainties on cv,s and k to be reduced.
JWL equations of state have been used in this work despite suggestions that the JWL
form is inappropriate for use with temperature-dependent reaction rates [167]. Owing
to a lack of experimental data, the JWL parameters for the binders were estimated us-
ing Cheetah [136], which fits a JWL equation to the results of thermochemical equilib-
rium calculations. It was noted in section 6.4 that a better reaction products equation of
state, e.g. a tabular equation of state from Cheetah, might improve the match to HMX
flame propagation data. All the reaction products thermal properties were estimated from
thermochemical calculations because the difficulty of measuring TCJ and cv,CJ experimen-
tally makes this the only feasible approach. Unfortunately, the paucity of data makes
the reaction products equation of state and thermal properties a significant uncertainty in
mesoscale models of PBX9501 and EDC37.
Single-step Arrhenius reaction rates have been used for the HMX and binder materi-
als. The reaction rate parameters for HMX were based on a compilation of experimental
data over a wide range of temperatures [82]. Despite this solid experimental basis, it was
noted in section 4.3 that the reaction was slightly too slow for modelling PBX9501 deto-
nation wave profiles. In addition, the sensitivity of the Pop-plot simulations in section 4.2
to cv,s demonstrates that the calculated reaction rate depends on the unreacted equation of
state. Although this is true for any reactive-burn model, the link is especially strong for
Arrhenius kinetics with their exponential temperature dependence. To improve the HMX
model in the future, it may be necessary to adjust the reaction rate coefficients to match
experimental data in the shock to detonation regime. The single-step rates for the binders
were estimated from the HMX data, owing to the paucity of relevant experimental data.
Until additional experimental data become available, it is difficult to see how the reaction
rates for the binders could be improved. It was suggested in section 6.4 that multi-step
rates might be needed to model the positive pressure dependence observed in HMX flame
propagation experiments. Since Peruse already includes a variety of Arrhenius reaction
schemes, it is recommended that these be tried in future work.
Several physical effects that may be important at the mesoscale have been neglected
8.3 Summary 211
in this work. Strength has little effect on the bulk response of explosives in the shock and
detonation regime, but it is known to be important for modelling hotspots [114]. Recent
experiments [93, 203] suggest that shear may be important in shock initiation of single
HMX crystals, causing reaction to begin above 10GPa input pressure where “thermal
estimates are insufficient to produce the observed reaction”. Therefore, it is suggested
that strength effects be included in future. The anisotropy of HMX crystals is neglected
in the majority of mesoscale models, although a recent study examined its effect on pore
collapse [153]. A simple method for gauging the influence of anisotropy is to adjust
the isotropic material properties of the individual crystals to represent the variability that
would be expected assuming random crystal orientations. Finally, the technique devel-
oped to generate computational microstructures from micrographs in section 2.4 is very
simple. It is recommended that the effects of anisotropy and more advanced image anal-
ysis methods be evaluated.
8.3 Summary
The progress made towards a mesoscale model for PBX9501 and EDC37 has been de-
scribed. The novel work reported in this thesis includes: the identification of several gaps
in the mesoscale modelling literature; new material models for HMX and the binders;
demonstrating that shock heating of crystals and binder is not a feasible hotspot mecha-
nism; comparison of critical hotspot criteria and flame propagation simulations with re-
sults in the literature; inert microstructure simulations on PBX9501 and, for the first time,
EDC37. Recommendations have been made for future research. The work described
in this thesis completes phase 1 and some elements of phase 2 of the development of a
mesoscale model for these HMX-based explosives.
Appendix A
Reaction rate equations
This appendix provides the detailed working that allows McGuire & Tarver’s [86] three-
step reaction scheme for HMX to be expressed in terms of static mass fractions N j in
equations 2.15 and dynamic mass fractions f j in equations 2.18 in section 2.3.2.
For the three-step reaction scheme A
1→ B 2→ 2C 3→ D, the Lagrangian species-
conservation equations 2.10 are
1
δV
D(nAδV)
Dt
= −nAz1e−E1/RT
1
δV
D(nBδV)
Dt
= nAz1e−E1/RT − nBz2e−E2/RT
1
δV
D(nCδV)
Dt
= nBz2e−E2/RT − nC2z3e−E3/RT
1
δV
D(nDδV)
Dt
= nC2z3e−E3/RT ,
where n j is the molar density of species j. These equations can equally well be written in
the Eulerian reference frame:
∂nA
∂t
+ ∇ · (nAu) = −nAz1e−E1/RT
∂nB
∂t
+ ∇ · (nBu) = nAz1e−E1/RT − nBz2e−E2/RT (A.1)
∂nC
∂t
+ ∇ · (nCu) = nBz2e−E2/RT − nC2z3e−E3/RT
∂nD
∂t
+ ∇ · (nDu) = nC2z3e−E3/RT .
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In a static code like ReactDiff, the molar densities n j can be related to the static mass
fractions N j using equation 2.16:
N j = n jM j/ρ0,
where M j is the molar mass of species j and ρ0 is the density (a constant). Starting from
the Eulerian equations A.1, substituting for n j and setting u = 0 gives the static species-
conservation equations 2.15 as used in ReactDiff:
∂NA
∂t
= −NAZ1e−E1/RT
∂NB
∂t
= NAZ1e−E1/RT − NBZ2e−E2/RT
∂NC
∂t
= NBZ2e−E2/RT − NC2Z3e−E3/RT
∂ND
∂t
= NC2Z3e−E3/RT ,
where Z1 = z1, Z2 = z2 and Z3 = z3ρ0/MC.
In a dynamic code like Peruse, the derivation is more involved. To account for the
variation of density with time, begin by using the identity
D(δV)
Dt
= (∇ · u)δV
to re-write the left-hand side of the Lagrangian species-conservation equations 2.10 as
1
δV
D(n jδV)
Dt
=
Dn j
Dt
+ n j∇ · u.
Substituting, the equations become
DnA
Dt
= −nA∇ · u − nAz1e−E1/RT (A.2)
DnB
Dt
= −nB∇ · u + nAz1e−E1/RT − nBz2e−E2/RT (A.3)
DnC
Dt
= −nC∇ · u + nBz2e−E2/RT − nC2z3e−E3/RT (A.4)
DnD
Dt
= −nD∇ · u + nC2z3e−E3/RT . (A.5)
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Now, integrate the first equation A.2 over the cell volume dV:∫
DnA
Dt
dV = −
∫
nA(∇ · u)dV −
∫
nAz1e−E1/RTdV. (A.6)
Using the identity∫
Dφ
Dt
dV =
D
Dt
[∫
φ dV
]
−
∫
φ(∇ · u)dV,
where φ is any physical quantity, equation A.6 can be rewritten as∫
DnA
Dt
dV =
D
Dt
[∫
nAdV
]
−
∫
nA(∇ · u)dV. (A.7)
Combining equations A.6 and A.7, the terms containing ∇ · u cancel out leaving
D
Dt
[∫
nAdV
]
= −
∫
nAz1e−E1/RTdV.
To first order, this can be discretised as follows. The superscripts n and n + 1 refer to
values at the current and next timestep respectively, but the cell position subscripts have
been omitted for clarity.
nAn+1dVn+1 − nAndVn
∆t
= −nAnz1e−E1/RT ndVn. (A.8)
In equation A.8, the molar density nA can be converted to the dynamic mass fraction fA
using equation 2.17:
fA =
nAMA
ρ
,
where MA is the molar mass of species A and ρ is the density (a variable). Also, the
Lagrangian mass conservation equation specifies that ρn+1dVn+1 = ρndVn. Therefore,
equation A.8 becomes
fAn+1 − fAn
∆t
= − fAnZ1e−E1/RT n ,
where Z1 = z1. Following a similar analysis, the other chemical reaction equations for
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HMX can be re-written in terms of mass fraction as follows:
fBn+1 − fBn
∆t
= fAnZ1e−E1/RT n − fBnZ2e−E2/RT n
fCn+1 − fCn
∆t
= fBnZ2e−E2/RT n − ( fCn)2Z3e−E3/RT n
fDn+1 − fDn
∆t
= ( fCn)2Z3e−E3/RT n ,
where Z2 = z2 and Z3 = z3ρ/MC. Comparing these equations with the static species-
conservation equations 2.15, we find that Z1 = Z1, Z2 = Z2 and Z3 = Z3ρ/ρ0. In the
limit that ∆t → 0, the species-conservation equations for HMX become the dynamic
equations 2.18 used in Peruse:
f˙A = − fAZ1e−E1/RT
f˙B = fAZ1e−E1/RT − fBZ2e−E2/RT
f˙C = fBZ2e−E2/RT − ρ
ρ0
fC2Z3e−E3/RT
f˙D =
ρ
ρ0
fC2Z3e−E3/RT .
In general, density factors ρ/ρ0 arise in second- and higher-order terms in the dynamic
chemical reaction equations. These are needed to convert the frequency factors Zi from
the static mass-fraction-based scheme used by McGuire & Tarver [86] to the dynamic
mass-fraction-based scheme in Peruse.
Appendix B
Energy conservation
This appendix provides the detailed working that allows equation 2.21 to be written as
equation 2.22 in section 2.3.2. Starting from equation 2.21:
De
Dt
=
(
∂e
∂T
)
v,vs,λ
DT
Dt︸           ︷︷           ︸
1
+
(
∂e
∂v
)
T,vs,λ
Dv
Dt︸         ︷︷         ︸
2
+
(
∂e
∂vs
)
T,v,λ
Dvs
Dt︸           ︷︷           ︸
3
+
(
∂e
∂λ
)
T,v,vs
Dλ
Dt︸          ︷︷          ︸
4
,
consider each of the terms in turn. For term 1,(
∂e
∂T
)
v,vs,λ
= (1 − λ)
(
∂es
∂T
)
vs
+ λ
(
∂eg
∂T
)
vg
= (1 − λ)cv,s + λcv,CJ
= cv by definition.
For term 2, the operator splitting means that Dv = 0 during the chemistry and heat con-
duction steps, so this term can be neglected. For term 4,(
∂e
∂λ
)
T,v,vs
= (1 − λ)
(
∂es
∂λ
)
T,v,vs
+ λ
(
∂eg
∂λ
)
T,v,vs
+ (eg − es).
The first term on the right hand side is zero because es(T, vs) so if T and vs are held
constant, then es is constant. For the second term, differentiate v = (1 − λ)vs + λvg to give
Dv = (1 − λ)Dvs + λDvg + (vg − vs)Dλ.
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Since v and vs are held constant, this can be rearranged to give
Dvg
Dλ
=
vs − vg
λ
.
Therefore,
λ
(
∂eg
∂λ
)
T,v,vs
= λ
(
∂eg
∂vg
Dvg
Dλ
)
T,v,vs
= (vs − vg)
(
∂eg
∂vg
)
T
.
Substituting,(
∂e
∂λ
)
T,v,vs
= eg − es + (vs − vg)
(
∂eg
∂vg
)
T
.
For term 3,(
∂e
∂vs
)
T,v,λ
= (1 − λ)
(
∂es
∂vs
)
T
+ λ
(
∂eg
∂vg
Dvg
Dvs
)
T,v,λ
.
Using the differential Dv above for Dv = 0 and Dλ = 0 then
Dvg
Dvs
=
λ − 1
λ
.
Substituting,(
∂e
∂vs
)
T,v,λ
= (1 − λ)
[(
∂es
∂vs
)
T
−
(
∂eg
∂vg
)
T
]
.
Now, Dvs/Dt can be expressed in terms of DT/Dt and Dλ/Dt by using p = ps(vs, es) =
pg(vg, eg) and T = Ts(vs, es) = Tg(vg, eg). These can be differentiated to give(
∂ps
∂vs
)
es
Dvs +
(
∂ps
∂es
)
vs
Des =
(
∂pg
∂vg
)
eg
Dvg +
(
∂pg
∂eg
)
vg
Deg(
∂Ts
∂vs
)
es
Dvs +
(
∂Ts
∂es
)
vs
Des = DT(
∂Tg
∂vg
)
eg
Dvg +
(
∂Tg
∂eg
)
vg
Deg = DT.
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These can be rearranged to eliminate Des and Deg. Using the differential Dv once again,
for Dv = 0, gives
Dvg =
λ − 1
λ
Dvs +
vs − vg
λ
Dλ.
Substituting gives
Dvs =
Θ
Ψ
DT +
Ξ
Ψ
Dλ,
where
Θ =
(
∂pg
∂eg
)
vg(
∂Tg
∂eg
)
vg
−
(
∂ps
∂es
)
vs(
∂Ts
∂es
)
vs
Ξ =
(
∂pg
∂vg
)
eg
(vs − vg)
λ
−
(
∂pg
∂eg
)
vg
(
∂Tg
∂vg
)
eg(
∂Tg
∂eg
)
vg
(vs − vg)
λ
Ψ =
(
∂ps
∂vs
)
es
−
(
∂ps
∂es
)
vs
(
∂Ts
∂vs
)
es(
∂Ts
∂es
)
vs
−
(
∂pg
∂vg
)
eg
(λ − 1)
λ
+
(
∂pg
∂eg
)
vg
(
∂Tg
∂vg
)
eg(
∂Tg
∂eg
)
vg
(λ − 1)
λ
.
Substituting terms 1 to 4 into equation 2.21 gives equation 2.22:
De
Dt
=
cv +
(
∂e
∂vs
)
T,v,λ
Θ
Ψ︸        ︷︷        ︸
χ

DT
Dt
+
Dλ
Dt
eg − es + (vs − vg)
(
∂eg
∂vg
)
T
+
(
∂e
∂vs
)
T,v,λ
Ξ
Ψ︸                                              ︷︷                                              ︸
de
dλ
 .
Appendix C
Temperature calculation
The contents of this appendix are excerpts reproduced directly from reference 139. They
show how temperature should be calculated from Gru¨neisen equations of state, with the
linear shock velocity versus particle velocity unreacted equation of state and the JWL
reaction products equation of state as specific examples.
Introduction
For normal use in a hydrocode, the equation of state (EOS) need only express the relation-
ship between pressure p, specific volume v and specific internal energy e, with an ability
to calculate sound speed c for stability time step control. Frequently the EOS will be of
Gru¨neisen form, which in this appendix is defined as any p-v-e relationship in which p
varies linearly with e at constant v.
Gru¨neisen Γ
Gru¨neisen Γ is thermodynamically defined as
Γ = v
(
∂p
∂e
)
v
. (C.1)
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The pressure-volume-internal energy relation
The basic assumption in the Gru¨neisen EOS is that Gru¨neisen Γ is purely a function of
volume, i.e.
Γ = Γ(v). (C.2)
Integrating equation C.1 using equation C.2 gives the general form of Gru¨neisen EOS
p − pr(v) = Γ(v)v (e − er(v)) (C.3)
or
p = pr(v) + g(v) (e − er(v)) ,
where
g(v) =
Γ(v)
v
(C.4)
and pr(v), er(v) are functions describing the variation of pressure and internal energy with
volume along a chosen “reference” curve.
For initially solid materials, it is convenient, though not essential, to choose the ref-
erence curve to pass through p = 0, v = v0, at a temperature T0. It is also convenient to
choose the origin of internal energy to be at the same state so that
pr(v0) = 0 and er(v0) = 0. (C.5)
For gases, e.g., the JWL EOS for detonation products, the origin of the internal energy
is usually taken at v = ∞ (i.e. zero density). Care must be taken in choosing internal
energy origins, but there is no effect on the form of the relations between thermodynamic
parameters.
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The internal energy-volume-entropy relationship
Substituting for p using
p = −
(
∂e
∂v
)
S
(C.6)
in the Gru¨neisen EOS (equation C.3) gives a differential equation for the isentrope:(
∂e
∂v
)
S
+ g(v)e = −pr(v) + g(v)er(v). (C.7)
Using an integrating factor
τ(v) = exp
{
−
∫
g(v)dv
}
, (C.8)
equation C.7 becomes(
∂
∂v
[e
τ
])
S
=
−pr(v) + g(v)er(v)
τ(v)
= f ′(v)
so that the e-v-S relation is of the form
e = τ(v)
∫
f ′(v)dv + τ(v)φ(S ), (C.9)
where φ is a function of entropy. If we define φ(S 0) to be zero at the standard point p = 0,
v = v0, then the lower limit of the integral in equation C.9 is v0 and the first term on the
right-hand side of equation C.8 is a defined function of v. Formally integrating f ′(v) gives
for the isentropic relation
e = τ(v)
[
f (v) − f (v0)] + τ(v)φ(S ). (C.10)
Equation C.10 represents an isentrope through any chosen point e, v. If we now con-
sider an isentrope through a point at the same volume but on the reference curve, we find
that
er(v) = τ(v)
[
f (v) − f (v0)] + τ(v)φr(v), (C.11)
where φr is the value of φ on the reference curve. Equations C.10 and C.11 lead to the
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second linear relation for the Gru¨neisen EOS:
e − er(v) = τ(v) [φ(S ) − φr(v)] . (C.12)
The function τ(v) is defined from equation C.8 by the differential equation
dτ
dv
= −gτ = −Γ
v
τ (C.13)
and, in order to non-dimensionalise τ, it is convenient to choose the arbitrary constant so
that
τ(v0) = 1. (C.14)
Hence
τ(v) = exp
{
−
∫ v
v0
g(v)dv
}
. (C.15)
A simple meaning for φ can be derived from equation C.12. If we consider the varia-
tion of φ with e at v = v0 and define
φr(v0) = 0, (C.16)
then from equations C.5 and C.14 it follows that
φ(S ) = e(v0, S ), (C.17)
so that the value of φ at any state (v, S ) of the material is the value of the internal energy at
v = v0 on the isentrope through the point v, S . Using temperature as an implicit parameter,
it follows that φ(S ) is given by
φ =
∫ T
T0
cvdT (C.18)
at v = v0, where
S =
∫ T
T0
cv
T
dT.
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Special case: an isentrope as the reference curve
When the reference curve is an isentrope (subscript S)
pS(v) =
−deS(v)
dv
, (C.19)
equation C.7 becomes(
∂e
∂v
)
S
+ g(v)e =
deS
dv
+ g(v)eS(v), (C.20)
which directly integrates using the integrating factor τ(v) to
e = eS(v) + τ(v)φ(S ). (C.21)
It follows that if the reference curve isentrope is analytic, all other isentropes are analytic.
The pressure-volume-entropy relation
The p-v-S relation is found by substituting equation C.12 into equation C.3, giving
p − pr(v) = g(v)τ(v) [φ(S ) − φr(v)] , (C.22)
and when the reference curve is an isentrope
p = pS(v) + g(v)τ(v)φ(S ). (C.23)
The temperature-volume-entropy relation
Temperature is found by differentiating equation C.12, using the thermodynamic relation
T =
(
∂e
∂S
)
v
(C.24)
so that
T = τ(v)φ˙(S ), (C.25)
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Figure C.1: Calculation of temperature
where the dot indicates differentiation with respect to S .
The importance of equation C.25 is that on any isentrope, temperature is proportional
to τ(v) so that, if the temperature is T1 at volume v, then the temperature at any other
volume v on the same isentrope is given by
T =
τ(v)
τ(v1)
T1. (C.26)
General e-v-T and p-v-T relations for a Gru¨neisen EOS
Assuming that τ(v) and either φr(v), f (v) or eS(v) have been determined separately, then
either equation C.10, C.12 or C.21 can be used to determine φ for any given point P
(figure C.1) with state e, v. For simplicity of writing only, the known function is taken to
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be eS(v). Then
φ =
e − eS(v)
τ(v)
. (C.27)
But from the choice of origins for φ, eS and τ, equation C.17 shows that φ is equal to the
internal energy at the point 1 in figure C.1 where the isentrope through P crosses the line
v = v0, i.e.
φ = e1.
Hence φ is related to the temperature at state 1 by equation C.18
φ =
∫ T1
T0
cvdT
at v = v0 and the required temperature T is given by
T = τ(v)T1 (C.28)
from equation C.26 since
τ(v1) = τ(v0) = 1.
Hence by evaluating φ from equation C.27, T1 from C.18, temperature can be determined
from C.28. Formally T1 and φ can be eliminated to write the general form of e-v-T
equation for a Gru¨neisen EOS
e = eS(v) + τ(v)
∫ T/τ(v)
T0
cvdT. (C.29)
Determination of auxiliary functions
Initially any Gru¨neisen EOS will have defined er(v), pr(v) and Γ(v), from which pressure
can be calculated for any v and e. The auxiliary functions can be determined as follows:
• τ(v).
τ(v) = exp
{
−
∫ v
v0
g(v)dv
}
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which in many cases can be evaluated analytically, but will otherwise need to be in
tabular form.
• f (v), eS(v).
From equation C.9,
f (v) − f (v0) =
∫ v
v0
{−pr(v) + g(v)er(v)
τ(v)
}
dv (C.30)
and hence the variation of internal energy on the principal isentrope is
eS(V) = τ(v)
[
f (v) − f (v0)] . (C.31)
The integral C.30 is only analytic for certain forms of Gru¨neisen EOS.
• φr(v).
The function φr(v) is most easily determined from the variation of internal energy
on any isentrope with known value of φ, e.g., from the principal isentrope – curve
SOS’ in figure C.1 on which e = eS(v) and φ = 0.
Then if point 3 is on the principal isentrope at v = v2, and eS(v2) is the internal
energy at point 3, the value of φr(v2) is obtained from equation C.21:
φr(v2) =
er(v2) − eS(v2)
τ(v2)
. (C.32)
The Linear Us(up) EOS
The linear shock velocity-particle velocity EOS with constant Gru¨neisen Γ is
p =
a2(v0 − v)
{
1 − Γ02
(
v0−v
v
)}
[v0 − b(v0 − v)]2
+
Γ0e
v
, (C.33)
with
τ(v) =
(v0
v
)Γ0
.
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Hence from equation C.31 the internal energy on the principal isentrope is given by
eS(v) = −
(v0
v
)Γ0 ∫ v
v0
a2(v0 − v)
[
1 − Γ02
(
v0−v
v
)] (
v
v0
)Γ0
[v0 − b(v0 − v)]2
dv. (C.34)
It so happens that many metals have Γ0 close to the values 1, 1.5 or 2 and the integral is
analytic, if algebraically tedious to carry out, in each of these cases. To save space the
expressions
x = v0 − v and X = v0 − b(v0 − v) = v0 − bx
will be used, and only the results will be quoted. For Γ = 1,
eS(v) =
−a2
b3
(v0
v
) {3
2
bx
v0
+ (3 − b) ln X
v0
−
(
b − 3
2
)
bx
X
}
. (C.35)
It will be noted that in each case eS(v) has a singularity when X = 0, i.e. when
v =
b − 1
b
v0,
and it is not recommended that the linear Us(up) EOS be used if v is likely to get close to
this limit.
Temperature for a gaseous EOS
For a material for which it is convenient not to arrange the zero of internal energy to be
at p = 0, v = v0, the simple definition of φ given by equation C.18 does not hold and the
calculation of temperature is slightly more complicated.
To illustrate the problem we examine the JWL EOS for which the origin of internal
energy is conventionally taken as p = 0, v = ∞. The problem is further exacerbated
by almost no knowledge of temperature or specific heat data. However, to make some
headway it is supposed that the temperature and specific heat data are determined at the
CJ point by chemical equilibrium calculations.
The JWL EOS for detonation products is
p =
(
1 − w
R1
v0
v
)
A exp
(
−R1 vv0
)
+
(
1 − w
R2
v0
v
)
B exp
(
−R2 vv0
)
+
we
v
, (C.36)
Appendix C. Temperature calculation 228
which has constant Gru¨neisen Γ = w and a reference curve which is apparently e = 0, but
is in fact the CJ isentrope pS(v), eS(v), where
pS(v) = A exp
(
−R1 vv0
)
+ B exp
(
−R2 vv0
)
+ w
(v0
v
)1+w φCJ
v0
(C.37)
eS(v) =
v0A
R1
exp
(
−R1 vv0
)
+
v0B
R2
exp
(
−R2 vv0
)
+
(v0
v
)w
φCJ. (C.38)
The third term in equation C.37 has been written in a form to make it consistent with the
terminology used in this appendix and the special significance of φ. It is more normally
written
C =
wφCJ
v0
. (C.39)
At pCJ, vCJ the temperature is taken to be TCJ and suppose that specific heat at constant
volume is given by
cv(T ) = cv∗ + γ∗(T − TCJ). (C.40)
From equation C.20, the general e-v-S relationship can be written
e = eS(v) + τ(v)(φ − φCJ). (C.41)
Hence for any v, e state off the CJ isentrope, φ can be evaluated by inverting
φ = φCJ +
e − eS(v)
τ(v)
. (C.42)
Knowing φ, equation C.41 can be used to find the internal energy e1 at vCJ on the isentrope
through the unknown point
e1 = eS(vCJ) + τCJ(φ − φCJ). (C.43)
Then by integrating, the temperature T1 corresponding to (e1, vCJ) is given by
e1 = eCJ =
∫ T1
TCJ
cvdT = cv∗(T1 − TCJ) + 12γ∗(T1 − TCJ)
2, (C.44)
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and the temperature at the unknown point is given by
T = T1
τ(v)
τ(vCJ)
. (C.45)
Combining equations C.42 to C.45, the e-v-T relationship is
e = eS(v) + τ(v)
cv∗ ( T
τ(v)
− TCJ
τCJ
)
+
1
2
γ∗τCJ
(
T
τ(v)
− TCJ
τCJ
)2 , (C.46)
or, for a general cv(T ) at v = vCJ,
e = eS(v) +
τ(v)
τCJ
∫ τCJT
τ(v)
TCJ
cvdT. (C.47)
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