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Abstract
A recent result has shown that the graph isomorphism problem can
be solved in quasi-polynomial time, while the general belief is that only
exponential time algorithms are possible for propositional satisfiability.
This is somewhat counter-intuitive, since for propositional satisfiability,
we need to look for one of 2n options, while in graph isomorphism, we need
to look for one of n! options, and n! ≫ 2n . Our qualitative explanation
for this counter-intuitive fact comes from the fact that, in general, a graph
isomorphism problem has a unique solution – in contrast to propositional
satisfiability which, in general, has many solutions – and it is known that
problems with unique solutions are often easier to solve.

1

Complexity of Diﬀerent NP-Problems and a
Recent Result on Graph Isomorphism

To explain the result about graph isomorphisms, it is necessary to recall the
corresponding deﬁnitions: what is a feasible algorithm, what is an NP-problem,
etc. For detailed description of these notions, see, e.g., [7].
Feasible algorithms: reminder. Some theoretical algorithms require so
much computation time that they are not practically useful. For example, if
on inputs of bit size n, the algorithm requires exponentially many 2n steps,
then even for a moderate-size input, with n = 1000, this algorithm needs time
which is larger than the lifetime of the Universe. It is therefore desirable to ﬁnd
out which algorithms are feasible.
Usually:
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• algorithms that require time which is bounded by a polynomial P (n) of
the size of the input (e.g., n2 or n3 time) are practical, while
• algorithms whose running time increases faster than a polynomial (e.g.,
as 2n ) are not practically feasible.
Because of this fact, a feasible algorithm is usually deﬁned as an algorithm A
whose running time tA (x) on any input does not exceed some polynomial P (n)
of the length len(x) of this input: tA (x) ≤ P (len(x)). Formally, we can write
this deﬁnition as
∃P (n) ∀x (tA (x) ≤ P (len(x)).

Comment. It is important to mention that the above deﬁnition does not fully
capture the intuitive idea of when an algorithm is practically feasible. For
example, an algorithm whose running time is tA (x) = 101000 ·len(x) is clearly not
practically feasible, but it is feasible according to the above deﬁnition: indeed,
its running time is limited by a linear polynomial P (n) = 101000 · n.
On the other hand, for an algorithm whose running time is
−12

tA (x) = 210

·len(x)

,

the computation time cannot be bounded by a polynomial, so this algorithm
is not feasible according to the above deﬁnition. However, in practice, for all
inputs whose size does not exceed 1 Terabyte, this algorithm works fast – so,
for all practical purposes, it is feasible.
These are counter-examples, but, in general, this deﬁnition works well – and
it is the best one we have :-(
What are NP-problems: reminder. Algorithms are used to solve problems.
Computers are normally used to solve problems for which it is possible to check
whether a proposed “solution” is indeed a solution or not. It may be diﬃcult
to ﬁnd a solution, but it should not be that diﬃcult to check that the solution
is correct.
A good example is solving a system of nonlinear equations:
• it may be diﬃcult to ﬁnd a solution, but
• once a solution is computed, it is easy to check that it is indeed a correct
solution: just
– plug in the computed values into the corresponding equations and
– check whether the left-hand side of each equation is equal to its righthand side.

2

In precise terms, this means that there should be a feasible algorithm C(x, y)
that, given an input x and the proposed solution y, checks whether y is indeed
a solution to the given problem. For this checking to be eﬃcient, it is also
important to require that simply copying y into a checking algorithm should also
be feasible, i.e., that the length len(y) should be bounded by some polynomial
Pℓ (len(x)) of the length of x.
In line with this natural idea, a generic problem can be deﬁned as a pair
(C, Pℓ ), where C(x, y) is a feasible algorithm producing “yes” or “no”, and
Pℓ (n) is a polynomial. An instance of this generic problem is then deﬁned as
follows:
• given: an input x (a sequence of symbols),
• find: a string y for which C(x, y) is true and len(y) ≤ Pℓ (len(x)).
Generic problems are also known as NP-problems, where NP is short of Nondeterministic Polynomial, meaning that once we have guessed y, we can check,
in polynomial time, whether this guess is indeed a solution to our problem.
NP-hard problems: a reminder. In principle, every NP-problem can be
algorithmically solved: indeed, for every input x, we only need to consider
possible strings y whose length does not exceed a given number Pℓ (len(x)).
There are ﬁnitely many such strings, so, in principle, we can try them all until
we ﬁnd a solution.
The problem with this algorithm is that it requires exponential time: e.g.,
even if we consider binary strings and Pℓ (n) = n, for an input of size n, we need
to try all possible binary strings of length n, and there are 2n of them. A natural
question is: is it possible to solve all NP-problems by feasible algorithms? This
is a known open question.
The class of all generic problems which can be solved by a feasible algorithm
is usually denoted by P, short of Polynomial-time, so the above open question
?
is whether the class NP of all NP-problems is equal to P: P=NP.
Most computer scientists believe that P̸=NP, and moreover, that at least for
some NP-problems, every algorithm for solving them requires – in the worst-case
– exponential time.
While it is not known whether there are NP-problems which cannot be solved
by a feasible algorithm, it is known that there are NP-problems which are harder
than all other NP-problems: namely, for which every other NP-problem can be
reduced to this problem. Such harder-than-all problems are known as NP-hard.
The above deﬁnition is based on the notion of reduction. Reduction is somewhat cumbersome to formally deﬁne, but it is intuitively clear. For example,
r
each equation of the type p + q · x + = 0 can be feasible reduced to a quadratic
x
equation p · x + q · x2 + r = 0.
Historically the ﬁrst example of an NP-hard problem is the propositional
satisfiability problem (SAT), in which:
3

• we are given a propositional formula with k Boolean (“true”-“false”) variables v1 , . . . , vk , and
• we need to ﬁnd the values of these variables that make the given formula
true.
For example, for a formula (v1 ∨¬v2 ∨v3 ) & (¬v1 ∨v2 ), the values v1 = v2 =“false”
make it true.
Graph Isomorphism problem: description and a recent result. For
most other problems for which no polynomial-time algorithm is known, it was
proven that these problems are also NP-hard. There are few problems, however,
for which no one could come up with such a proof. The most well-known problem
is the following Graph Isomorphism problem:
• given: two graphs x,
• find a mapping y that maps the ﬁrst graph into the second one in such a
way that they are isomorphic – i.e., that vertices connected by edges are
mapped into vertices connected by edges, and vertices not connected by
edges are mapped into vertices not connected by edges.
It was recently announced [1] that this problem has a quasi-polynomial
algorithm, i.e., an algorithm whose computation time is bounded by
exp(P (ln(len(x)))) for some polynomial P (n).
If this polynomial was linear, then we would have a polynomial time. In
general, P (ln(n)) ≪ n, so this computation time – while being somewhat longer
than polynomial – is much smaller than exponential.
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Why This New Result Is Somewhat CounterIntuitive?

Intuitively, which problem should be more complex? As we have mentioned, while all NP-problems can be solved by simply testing all possible alternatives – i.e., all possible words y with length len(y) ≤ Pℓ (len(x)). The problem
with this approach is that there are exponentially many such alternatives and
thus, an algorithm that tests all these alternatives is not feasible.
From this viewpoint, it is reasonable to expect that the more alternatives
we have to check, the more complex the resulting problem.
Propositional satisﬁability vs. graph isomorphism: from the common
sense viewpoint, which problem is more complex? Let us use the above
argument to compare the complexity of propositional satisﬁability and graph
isomorphism problems.
To solve an instance of a propositional satisﬁability problem by checking all
possible alternatives, we need to check all possible tuples of n boolean variables
4

v1 , . . . , vn . Each of these variables has two possible values, so overall, we have
2n possible tuples.
On the other hand, to solve an instance of a graph isomorphism problem by
checking all possible alternatives, we need to check all possible ways to map,
in a 1-1 manner, each vertex of the ﬁrst graph to some vertex of the second
graph. If we denote the number of vertices in both graphs by n, then for the
ﬁrst vertex, we have n possible options, for the second, n − 1 possible options
(since one vertex of the second graph is already taken), etc. Thus, overall, we
need to check n · (n − 1) · (n
. . . · 2 · 1 = n! alternatives.
( n−)n2) ·√
Asymptotically, n! ∼
· 2π · n, so n! ≫ 2n . We therefore expect
e
that the graph isomorphism problem be much harder than the propositional
satisﬁability problem.
The above result shows, however, that, vice versa, the graph isomorphism
problem is much easier to solve – at least the best known algorithm for solving
this problem is much faster than the best known algorithm for solving propositional satisﬁability.
How can we explain this counter-intuitive result?
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Our Explanation

An important diﬀerence between graph isomorphism and propositional satisﬁability: uniqueness of the solution. While both graph isomorphism and propositional satisﬁability and NP-problems, there is an important
diﬀerence between these problems in terms of number of solutions.
For graph isomorphism, the only possibility to have at least two diﬀerent
mapping under which two given graphs are isomorphic is when each of these
graphs is isomorphic to itself under some automorphism. It is known that the
vast majority of graphs do not have any non-trivial automorphisms. Thus, in the
overwhelming majority of cases, the graph isomorphism problem has a unique
solution.
In contrast, for propositional satisﬁability, we often have many solutions.
In the above example, v1 = v2 =“true” is also a solution, and each of these
solutions is actually two diﬀerent solutions, since in both cases, we can take
v3 =“true” and v3 =“false”. This can be easily explained for formulas in 3CNF form, i.e., for formulas of the type C1 & . . . & Cm , where each “clause” Cj
has the form a ∨ b ∨ c, and each “literal” a, b, or c is either a variable or its
negation.
For a randomly selected tuple of Boolean variables, the probability that
each literal is false is 1/2, so the probability that all three literals are false is
(1/2)3 = 1/8, and the probability that one of the literals is true – and thus, that
the clause is true – is 1 − 1/8 = 7/8. Thus, a good estimate for the probability
that all m clauses are true is (7/8)m . So, out of 2n tuples, the formula is true
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for 2n · (7/8)m tuples. This number is most probably not equal to 1. If it is
smaller than 1, we expect that the formula has no satisfying vectors at all, if it
is larger than 1, it probably has several satisfying vectors.
Uniqueness makes problems easier to solve. In general, it is known that
uniqueness of a solution makes the problem easier to solve; see, e.g., [2, 3, 4, 5].
For example, in general, no algorithm is possible that, given a computable
function on an interval (or, more generally, on a computable compact set),
returns the point where this function attains its maximum. However, once we
limit ourselves to functions that attains their maximum at a single point, then
ﬁnding this location becomes an algorithmically solvable problem. On the other
hand, if we allow the function to have two diﬀerent locations where maximum
is attained, the algorithm is no longer possible.
Similarly, in general, it is not possible to algorithmically ﬁnd a solution to a
computable system of equations, but, if we limit ourselves to systems that have
exactly one solution, the problem becomes algorithmically solvable. And if we
consider systems with two solutions, no general algorithms is possible.
Another example: in general, it is not possible to algorithmically ﬁnd a ﬁxed
point of a computable mapping, but, if we only consider mappings with a unique
ﬁxed point, such an algorithm becomes possible. And no general algorithm is
possible when we allow mapping with two ﬁxed points.
Similar results are known for many other problems, so uniqueness indeed
enhances computability.
This may be a possible qualitative explanation. This is probably how
we can explain the counter-intuitive relative simplicity of the seemingly-harderto-solve graph isomorphism problem: in this problems, solutions are almost
always unique, and it is known that, in general, problems with unique solutions
are easier to solve.
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