Abstract. In this paper, we present an automated multi-agent multi-issue negotiation solution to solve a resource allocation problem. We use a multilateral negotiation model, by which three agents bid sequentially in consecutive rounds till some deadline. Two issues are bundled and negotiated concurrently, so winwin opportunities can be generated as trade-offs exist between issues. We develop negotiation strategies of the agents under an incomplete information setting. The strategies are composed of a Pareto-optimal-search method and concession strategies. An important technical contribution of this paper lies in the development of the Pareto-optimal-search method for three-agent multilateral negotiation. Moreover, we present the identification of agreements and Pareto-optimal outcomes achieved by our methods in mathematical proof. We show through computer experiments that using the tractable heuristic of Pareto-optimal-search combined with well-designed concession strategies by agents results in (near) Pareto-optimal outcomes.
Introduction
With the rapid development of multi-agent systems, automated negotiation has been widely used to solve coordination and cooperation problems in complex systems. The potentially time-consuming negotiation process is delegated to autonomous software agents who conduct the negotiation on behalf of rational players. In this paper, we propose an automated multi-agent multi-issue negotiation solution to solve a resource allocation problem. In contrast to most previous work on two-player multi-issue negotiation (e.g., [1] ) or multi-player single-issue negotiation (e.g., [2] ), the negotiation model presented in this work is a multi-player multi-issue negotiation model in particular three-player two-issue cases. It is also different from the model of multiple bilateral negotiation between more than two players (e.g., [3] ); it is a multilateral negotiation that always involves all players in a single negotiation. Thus, the negotiation model used by us is more involved and applies to multi-issue negotiation between more than two players in the real world. Given the model, we develop heuristics of negotiation strategies for three-agent two-issue cases where the agents have non-linear utility functions and incomplete information about his opponents' preferences, deadlines, etc. Compared to game-theoretic solutions, our heuristic methods are practical and tractable; the whole solution is very efficient such that (near) Pareto-optimal outcomes can be achieved.
In our negotiation model, two issues are bundled and negotiated concurrently, so the agents can make trade-offs between issues when they have different preferences amongst the issues. This may generate win-win opportunities in which the agents reach an agreement that makes them mutually better off. However, this also makes the negotiation more complicated, because making appropriate proposals is nontrivial when an agent has multiple proposals which may give him the same maximum utility. To tackle with that, we decompose the negotiation strategies into two parts: a Pareto-optimalsearch method and concession strategies. The former takes the Pareto optimality into account to choose bids which can make other agents better off while keeping the bidder own desired utility. The latter determines the desired utilities that the agents want to get as the negotiation progresses.
In this work, we develop a Pareto-optimal-search method, which is called the orthogonal bidding strategy, for the three-agent multilateral negotiation. In [4] [5] [6] [7] , some similar methods work on two-agent cases where the desires of two agents, such as a buyer and a seller, are reverse to each other. That means, one agent wants to reach an agreement on large amounts of issues while the other one wants to reach an agreement on small amounts of issues. In the negotiation, they make compromises by moving their proposals towards each other. Each agent's proposal can be directly used to guide his opponent's counter-proposal towards an agreement. However, this becomes more difficult in our three-agent cases. One point is that all three agents here have the same directions of desires, getting large amounts of issues to achieve high utilities. Moving proposals close to each other directly is an inappropriate way to pursue an agreement. Another point is that compromises should take place between the desires of three sides. These two points make each agent difficult to determine his counter-proposal based on two proposals of his opponents directly. To solve the problem, first, we let each agent make bids only for his own parts of two issues [8] . Second, we introduce the reference point to model the bidding of the other two agents to guide the current bidder's decision. The reference points help the agents to choose the most satisfied bids for each other to pursue the Pareto optimality. The most satisfied bid made by an agent is the one benefiting his opponents most amongst multiple bids which give himself the same maximum utility. This is the cooperative part of a competitive game to generate win-win opportunities. Besides that, the reference points are also used to measure the distances from the current state to an agreement, which can be taken into account by the concession strategies, during the negotiation. Given a desired utility level and its corresponding indifference curve, the orthogonal bidding strategy lets an agent choose the bid which is closest (measured in the Euclidean distance) to the reference point introduced by the last bid of each of his opponents on the indifference curve. We show through computer experiments that by using the Pareto-optimal-search method for three-agent cases combined with well-designed concession strategies, the agents can reach agreements quickly under an incomplete information environment, and those outcomes are very close to Pareto-optimal solutions.
The rest of this paper is organized as follows. In Section 2, we give a brief summary of related work. In Section 3, we present the negotiation model including the problem model, the negotiation protocol and utility functions. In Section 4, we investigate the negotiation strategies, the orthogonal bidding strategy and various concession strategies, and discuss possible Pareto-optimal outcomes achieved by using our methods. In Section 5, we provide computer experiments to show the efficiency of our solutions. Conclusions and future work are given in Section 6.
Related Work
The complex negotiation has been extensively studied in last decades and most research work has been conducted in two fields, game theory and artificial intelligence (AI). In the game-theoretic way, the best known negotiation model is the alternating-offer bargaining game [9] . Its two-player single-issue negotiation model has been extended to the multi-player negotiation (e.g., [2, 10] ) or the multi-issue negotiation (e.g., [1, 11] ). The multi-player multi-issue negotiation has been studied in [8, 12] . A major limitation of the game-theoretic methods is that the equilibrium solutions are difficult to apply in practice, especially in the negotiation with incomplete information or non-linear utility functions or both. In this work, we adopt the multi-player multi-issue negotiation model proposed in [8] , but propose heuristic computational methods of negotiation strategies of agents with incomplete information and non-linear utility functions.
Related to our work, in [4, 5] , heuristic methods to find Pareto-optimal solutions of two-agent two-issue negotiation are introduced. The negotiation strategies are decomposed into concession strategies and Pareto-optimal-search methods. Given his opponent's offer, an agent uses concession strategies to determine his desired utility level first and then chooses a counter-offer on the indifference curve of the utility level in the orthogonal way, the counter-offer lying closest (measured in the Euclidean distance) to his opponent's offer. In [6, 7] , similar methods are used in both two-issue and threeissue cases. In these work of two-agent cases, an agent can directly regard his opponent's offer as the target to make compromises. It is easy to identify agreements and Pareto-optimal solutions based on two indifference curves. In our work, we propose an orthogonal method to solve the three-agent two-issue negotiation problem. When three agents partition two issues, any agent's offer cannot be used as a target to determine the counter-offer in the orthogonal way. We introduce the reference point to model every two agents' offers to support using the orthogonal method in three-agent cases. We also identify agreements and Pareto-optimal solutions based on three indifference curves, which is more complex than the situations in those work.
In [13] , the agents apply similarity criteria to make trade-offs between issues. Given a desired utility level, an agent chooses a counter-offer on the indifference curve of the utility level that is most similar to his opponent's last offer. Their approach, however, is applied to linear additive utility functions and requires the agents have some knowledge about how their opponent weights the issues in the negotiation. In [14] , the authors consider fuzzy constraints on the combination of multiple issues instead of the way that setting one fuzzy constraint on each single issue used in [13] . In [15] , the authors propose a method based on kernel density estimation to learn the weights assigned by the opponent, but it still requires the agents have some prior information about the real weights the opponent assigns on the issues. Compared to their work, we consider the negotiation over continuous issues and choose the Euclidean distance instead the similarity criterion. It does not require any prior information of agents and is not restricted to linearly additive utility functions. In [16] , the trade-off algorithm based on similarity criterion is extended to the negotiation between more than two agents. The algorithm lets each agent choose the counter-offer that is the most similar to the offers of all the other agents on his indifference curve. Because no single notion is introduced to model all the other offers, the algorithm lets the agent select the counter-offer as the one with minimum square (similarity) difference respecting all the other offers. In our work, we use one reference point to model two agents' bids and let the other agent still choose the closest offer based on the Euclidean distance. No other (new) measurement is required. Instead of the negotiation mechanism, an auction-based method is proposed in [17] for multi-issue negotiation with non-linear utility functions.
The Negotiation Model
Suppose three rational agents, N = {1, 2, 3}, partition two issues (resources), M = {1, 2}, through negotiation. The range of each issue is normalized to a continuous range [0, 1] . Each agent requires a combination of a part of every issue. Hence, we let the two issues be bundled and negotiated concurrently, so the agents can make trade-offs between issues to maximize their utilities within an agreement. The negotiation takes place round by round n ∈ N until an agreement is reached or some agent quits. In each round, three agents bid partitions sequentially in some order. The bidding order can either be pre-specified before the negotiation starts or be generated randomly before every round. In this model, only a unanimous agreement can be accepted and implemented.
In the two-agent negotiation, whether one agent proposes partitions for two agents or only for himself has the same effect. However, if an agent needs to propose partitions for all in the negotiation between more than two agents, he has to decide how his opponents divide the issues left by him. Considering that every agent actually only focuses on his own parts and does not know the preferences of his opponents, we let agents bid in the way that every agent only proposes his own desired parts of issues [8] . We let
2 denote a bid of agent i ∈ N in a round and let x i,j ∈ x i denote the amount of issue j ∈ M . We define an agreement to be:
where x is a profile of bids made by three agents in a round. If the three bids can form an agreement in the round, the negotiation stop successfully, otherwise the negotiation passes on to the next round. Each agent i ∈ N has a negotiation deadline T i . If no agreement is reached in any round n ≤ T where T = min{T 1 , T 2 , T 3 }, the agent will quit and the whole negotiation will stop unsuccessfully. Every agent gets zero utility at the outcome of disagreement.
In this work, we assume every agent has a strictly convex preference. We define the utility function u i : (0, 1)
where u i (x, n) represents the utility that agent i would get in round n, if the agents all made bids as specified in x. If x can form an agreement, the utility of x for agent i only depends on his bid x i and is calculated by a valuation function v i : (0, 1)
2 → R + . In this work, we assume the valuation function to be continuous and strictly monotonically increasing in each of the issues. Formally, the utility function is given by:
where
In this model, every agent's preference and negotiation deadline are private information. Given the negotiation model above, we investigate the negotiation strategies of agents under the incomplete information setting.
The Negotiation Strategies
In this section, we present the negotiation strategies. As trade-offs exist between issues, it is possible that multiple bids give the same maximum utility to the bidder. Hence, when it is an agent's turn to bid, he can decide a desired utility level first and then choose a bid amongst those bids of the utility level. The negotiation strategy of an agent is then to specify (i) how to determine the desired utility levels during the whole negotiation and (ii) how to bid given a desired utility level and possible bids of other agents.
Once an agent determines a desired utility level, all bids introducing the same maximum utility at the level are indifferent to the agent, but his bids may influence the bidding of his opponents, which results in various outcomes. To enhance the opportunity of reaching an agreement with his desired utility, the agent can choose a bid to benefit his opponents as much as possible at his current utility level. This is the cooperation part of the negotiation, in which all agents may be better off by making trade-offs between issues, and the negotiation may result in a Pareto-optimal outcome. An outcome is Pareto-optimal if there is no other outcome that would make at least on agent better off without making any other agent worse off. Given the multiple bids at an agent's current utility level, the one benefiting his opponents most will make them most satisfied. We call it the most satisfied bid. If no agreement can be reached on the current utility levels, even if all agents cooperatively make bids satisfying with each other as much as possible, one or more agents must concede their desires of utilities to pursue an agreement, which is better than zero utility of disagreement.
Hence, an agent's negotiation strategy can be decomposed into Pareto-optimalsearch methods and concession strategies [4] . The former takes the Pareto optimality into account to search the most satisfied bid (for all agents) on the current utility level; the latter is to determine how to make concessions by lowering the desired utility levels. Under an incomplete information setting, at any moment, every agent knows his own current desired utility level, his preference and the previous bids of his opponents. In the next section, first, we will present how to use the orthogonal bidding strategy as the Pareto-optimal-search method to make the most satisfied bid at the current utility levels in case of three agents. Second, we will introduce the concession strategies.
The Orthogonal Bidding Strategy
Given the utility function of agent i ∈ N , a utility level can be represented by an indifference curve, which is a graph showing different combinations of issues, between which the agent is indifferent. Thus, it is equivalently to choose any bid (point) on an indifference curve as rendering the same level of utility for the agent. To enhance the opportunity to reach an agreement at his current desired utility level, the agent can choose one bid on the curve which satisfies his opponents most. That means, the rest of issues introduced by the bid gives his opponents highest possibility to get their desired utility levels. Reversely, if a bid of an agent is closest to the rest of issues left by his opponents, it is the one that his opponents satisfy most, give their current desires.
In this section, we will present how an agent determines the most satisfied bid on his curve, given the last bid of each of his opponents, and how the agents search the possible Pareto-optimal solutions, given their current desired utility levels.
The Strategy. When it is agent i's turn to bid, to choose a bid that satisfies his opponents most, he needs to model his opponents' desires first. For the two-agent negotiation studied in [4] [5] [6] [7] , each agent's offer can be used directly to guide his opponent's counter-offer towards an agreement. However, for the three-agent negotiation model in this work, moving bids close to each other cannot form an agreement. Moreover, when an agent considers compromises, two bids of his opponents should be taken into account together.
To solve the problem above, we introduce the reference point to represent the desires of any two agents for the other agent during the negotiation. Given two agents' bids, the rest of the issues composes a reference point which implies the joint desire of the two agents for the other agent, and making bids close to the reference point can make them satisfied. Formally, the reference point r i is given by
is always the last bid of agent k ∈ N − {i}, which can happen in the current round or the previous round determined by the bidding order. We define the orthogonal bidding strategy to be the way that when it is agent i's turn to bid, he always chooses the bid on his current indifferent curve which is closest (measured in the Euclidean distance) to the reference point r i . In this work, the reference points are given by Equation (2) . We mention that there may be some other ways to choose the reference points, and the way to determine the reference point is independent of the orthogonal bidding strategy. Figure 1 illustrates how each agent chooses a bid most satisfied his opponents' desires, which are modeled by a reference point based on their latest bids, where no concession happens during the negotiation round (so the curves are fixed). The indifference curves of the example are generated based on CobbDouglas functions. Given the bids of agent 1 and 3 in round n, agents 2, 3 and 1 bid sequentially in round n + 1. Although it is possible that some agent uses the orthogonal bidding strategy but some agent uses another negotiation strategy, in the rest of this work, we analyze the solution that all three agents use the orthogonal bidding strategy to search the Pareto-optimal solution. The analysis also holds if they do not know the strategies of each other, but they do use the orthogonal bidding strategy.
The Agreement. To better to describe the process of reaching an agreement, we let R be the point representing the remaining issues. given three bids, and let ∆ denote the distance between the remaining issues R to the origin 0 = (0, 0). Formally, the remaining issues R and the distance ∆ can be calculated by
The remaining issues R indicates the bidding result of a round, given three bids; the reference point r i indicates the bidding state of agent i's opponents, given two bids. Note that before reaching an agreement, the remaining issues here may have negative values, R 1 < 0 or R 2 < 0 or both, which implies the total requirements of issues still need to be reduced. In case the remainder is negative, we will use the measure ∆ to indicate how far the current negotiation state is from an agreement. Next, we use an example to show how three agents keep using the orthogonal bidding strategy on fixed utility levels to reach an agreement. We call the process the orthogonal search. In this example, three agents' initial bids are generated randomly and the indifference curves are generated based on Cobb-Douglas functions. Figure 2 illustrates the orthogonal Fig. 2 . Example of the orthogonal search search in which three agents keep bidding on their utility levels without concession. The bids and reference points move closer round by round. Finally, each agent's bids and reference points are converged into one point on his indifference curve. That means, each agent's final bid completely satisfies the desires of his opponents and an agreement is reached. From another perspective, the distance ∆ keeps reducing and the remaining issues R moves to the origin 0 and finally converges into it. That also indicates reaching an agreement. We mention it is possible that the bids of an agreement do not exactly coincide with their reference points after finite rounds, and the convergence may be generated based on the finite precision of computers. Based on the example, we give the following lemma. Proof. Because x is an agreement, given the condition of agreements (A),
Given the definition of reference points in Equation (1),
If r i,j ≥ x i,j where i ∈ N and j ∈ M , given the definition of reference points in Equation (1), we have
Hence, the bid profile x is an agreement.
The Pareto Optimality. In the example of Figure 2 , the remaining issues R converges into the origin. That means, all issues are exactly partitioned without shortages and remains. However, this does not necessarily indicate a Pareto-optimal solution in multiissue negotiation as the agents may still have chances to get Pareto improvements by making trade-offs between issues. A Pareto improvement is a change from one solution to another solution that can make at least one agent better off without sacrificing the utilities of the other agents. The following example shows a negotiation solution, in which the issues are partitioned completely but the opportunities of Pareto improvements clearly exist. Figure 3 illustrates an example where three agents reach an agreement by using the orthogonal search on relatively low utility levels. The initial reference points in Figure 3 are derived from the final reference points of the orthogonal search on higher utility levels. Each agent determines his first bid based on the initial reference points in the orthogonal way separately and then do the orthogonal search on the fixed curves. We observe that each agent's bids and reference points converge into one point (in the direction indicated by the arrow) on the curve and an agreement is formed by the convergence points. (The convergence point of agent 2 just happens close to his first bid.) However, different from the example in Figure 2 , the reference points appear in the upper-right area of the curves. Because those indifference curves are strictly convex, any point (bid) in the upper-right area of a curve can give the agent a higher utility than the utility level of the curve. Suppose agent i chooses a reference point r i in the upperright area of his curve instead of the convergence point as his bid and the other two agents choose the bids which generate r i on their curves. Each of the new bids equals to the reference point introduced by the other two bids. The three new bids can form an agreement (Lemma 1); agent i's utility is increased and the other two agents' utilities are unchanged. That is a Pareto improvement, so the solution of the three convergence points is not Pareto-optimal. From another perspective, except for the final state, the Fig. 3 . Example of the orthogonal search on low utility levels remaining issues are always more than zero in the orthogonal search. That means, the agents have opportunities to reach an agreement with less issue and use extra issues to make Pareto improvement. Next, we give the geometrical interpretation of Paretooptimal solutions achieved by using our method and the mathematical proof.
We let c i denote the current desired utility level of agent i ∈ N and C i denote the set of all points on the indifference curve of utility c i , i.e.,
That means, any point in C i has the value c i . If the point is a bid of an agreement, the bid will give agent i utility c i . Every combination of two points (bids) on the other two agents' curves introduces a reference point r i to agent i. Given any reference point r i where r i,j > 0 (j ∈ M ), if agent i chooses it as his bid, each of his opponents can get a utility at least as good as his current desired utility and agent i can get a utility larger than zero. Given the area composed of all such reference points, we call it the reference area of agent i where every bid (point) in the area can satisfy his opponents. We let X i denote the set of all such bids of agent i, i.e.,
2 .) Because indifference curves are strictly convex, for each other agent k ∈ N − {i}, the set of all agreements where agent k gets at least utility c k is a convex set (i.e., the area above the indifference curve), and X i is the intersection of these sets, one for each other agent k, of all agreements where agent k gets at least utility c k , and is thus also a convex set.
Lemma 2. |X
Proof. Suppose |X i ∩ C i | > 1. Let y i = z i be two points in X i ∩C i . Let x i be a convex combination of y i and z i , i.e., for a t ∈ (0, 1) let x i = t · y i + (1 − t) · z i . Because the indifference curve is strictly convex, x i lies above the curve, thus v i (x i ) > c i . Furthermore, by convexity of X i , it follows that x i ∈ X i , so there exists an agreement x where x i ∈ x and u i (x, n) = v i (x i ) > c i and n ≤ T .
To prove the converse, suppose now that there is an agreement x where 1 , y i,2 ) be the point with utility c i such that y i,1 = x i,1 , and let z i = (z i,1 , z i,2 ) be the point with utility c i such that z i,2 = x i,2 . These points both exist, because of continuity of the utility function. Also we know that y i and z i are in X i because they only use less of one of the issues, and all utility functions are strictly monotonically increasing in all issues. Thus X i ∩ C i contains at least these two points. 
Obviously, when an agreement x in the above example exists, agent i (red one) can make Pareto improvements by bidding x i instead of any point on his current indifference curve. Reversely, if X i ∩ C i = ∅, no agreement can be reached on the current utility levels, which is not a Pareto-optimal outcome of this negotiation. Hence, if the reference area and the indifference curve of every agent i ∈ N has a unique intersection, the profile of three intersections is a Pareto-optimal solution. We give the following theorem with a condition that the indifference curves are strictly convex.
Proof. We give proof by contradiction. Suppose there is a Pareto-optimal solution x where 
Concession Strategies
In the previous section, we presented how the agents bid at desired utility levels. At the beginning of the negotiation, each agent has a relatively high desire of utility, and he can choose to concede at any moment as the negotiation progresses. In this section, we address the concession strategies which determine how to concede, given the previous bids. In this work, we develop four concession strategies:
1. Amount of utility. Agent i ∈ N concedes a fixed amount utility au. 2. Fraction of utility. Agent i ∈ N concedes a fixed fraction f u < 1 of the current desired utility. 3. Fraction of difference. Agent i concedes a fixed fraction f d < 1 of the difference between his current desired utility and the utility that he would get by bidding the last reference point r i . When r i,j < 0 (j ∈ M ), the strategy adopts the difference between his current desired utility and zero utility, which means using the origin to replace the reference point r i . 4. Fraction of remains. Agent i concedes a fix fraction f r < 1 of the remaining issues R. Before reaching an agreement, one or two issues' remains R j have negative values. The conceding is to add a fraction of the remain(s) that has the negative value(s) to the last bid x i .
For the first strategy, the concession per time is fixed. For all the other three strategies, the concession per time turns to small as the negotiation proceeds, which is helpful for agents to reach (near) Pareto-optimal solutions. Combining the concession strategies and the orthogonal bidding strategy, in next section, we evaluate the average performance of different combinations of negotiation strategies. We will measure the Pareto improvement of each agent, the change from his utility and bid in the agreement to his utility and bid in a Pareto-optimal solution.
Experimental Analysis
In this section, we design experiments to measure the efficiency and optimality of the proposed negotiation solutions, and compare the performance of different concession strategies. In the setting we study, there is a negotiation deadline for each of the agents, and therefore some incentive to make concessions. In our current experiments we let the agents make concessions after each round until an agreement is reached, and leave a more detailed analysis of strategic behavior for future work.
Settings
We simulate the negotiation with two types of functions that are used a lot in economics: (i) the Cobb-Douglas function and (ii) the constant elasticity of substitution (CES) function. Given the definition of utility function (1), we specify the valuation function v i (i ∈ N ) by:
We generate the parameters of the valuation functions randomly and choose five typical cases listed in Table 1 . Therefore, we have 5 instances of utility functions in the fol- lowing experiments. Given four concession strategies, for each of them, we choose two factors. One is a (relatively) big step factor, which can make the agents reach agreements quickly and get near Pareto-optimal outcomes. The other one is a small step factor, which let agents get more efficient outcomes. Therefore, we totally have 8 instances of concession strategies. Given an agreement x, we measure the efficiency of this outcome by Pareto improvements. For each agent i ∈ N , we let P i denote the Euclidean distance between his final bid x i ∈ x and his bid in the Pareto-optimal solution, in which agent i's utility is maximized and the utility for agent k ∈ N − i is kept the same as u k (x, n) where n is the finish round of negotiation. In addition, we let Q i denote the difference between agent i's utility u i (x, n) and his utility achieved in the Pareto-optimal solution.
For each combination of one utility function instance and one concession strategy instance, we run the negotiation 100 times, each of which has random initial bids. Given all results using instances of Cobb-Douglas utility functions, we calculate average P i and Q i for each concession strategy instance. Finally, we get 8 pairs of P i and Q i of each agent i for 8 concession strategy instances combined with Cobb-Douglas utility functions, and get another 8 pairs of P i and Q i of each agent i for 8 concession strategy instances combined with CES utility functions. To better compare and analyze the performance of our solutions, we enlarge the range of issues 100 times in the calculation of utilities. All results are presented in the next section. Table 2 shows the average Euclidean distance P i and utility difference Q i from the Pareto-optimal solution of each agent i for various concession strategy instances combined with Cobb-Douglas utility functions. Table 3 shows the average Euclidean distance P i and utility difference Q i from the Pareto-optimal solution of each agent i for various concession strategy instances combined with CES utility functions. For example, the element (1, 1)(= 0.0541 / 25.6880) in Table 2 is the average Euclidean distance and utility difference of agent 1 between his bids in the agreements and the Pareto-optimal solutions respectively, which are generated in the experiments of concession strategy "amount of utility" with the factor au = 30 and Cobb-Douglas utility functions. The column of round in each table indicates how many rounds the agents reach the agreements. Table 2 . Average Euclidean distance and utility difference from Pareto-optimal solutions of each agent for various concession strategy instances combined with Cobb-Douglas utility functions
Experimental Results
From the results, we find both the Euclidean distance and the utility difference from the agreements to the Pareto-optimal solutions of each concession strategy instance is very small, which indicates our solution can provide near Pareto-optimal solutions for those types of utility functions. (Recall that the range of issues is enlarged 100 times in the calculation of utilities.) For each concession strategy, when a big step factor is used, the agreements can be reached very fast; when a small step factor is used, the agreements are very close to the Pareto-optimal solutions for every agents. Although the performance of the former is a little lower than that of the latter, we find it is also very good. Meanwhile, the speed of reaching agreements of the latter is a little slower than that of the former, but it is completely acceptable in the automated negotiation between software agents. Amongst those concession strategies, we find the performance of concession strategy "fraction of difference" is best in our experiments. The reason is it takes the reference points into account, which is the key factor of the orthogonal bidding strategy. To conclude, the solution of the orthogonal bidding strategy combined with well-designed concession strategies is very efficient such that near Pareto-optimal outcomes can be achieved quickly.
Conclusions and Future Work
In this paper, we present an automated three-agent two-issue negotiation solution to solve a resource allocation problem. We adopt a multilateral negotiation model, in which three agents bid combinations of parts of two continuously valued issues sequentially. The model applies to multi-issue negotiation between more than two players in the real world. We develop tractable heuristics of negotiation strategies used in a complex setting, in which the agents have non-linear utility functions and incomplete information about their opponents' preferences and negotiation deadlines. The negotiation strategies are decomposed into two parts: a Pareto-optimal-search method and concession strategies. The agents determine their desired utility levels by using concession strategies first and then use the orthogonal bidding strategy as the Pareto-optimalsearch method to find the bids which satisfy all agents most on their current utility levels. The method makes bids approaching the Pareto-optimal solution as the negotiation proceeds. Important technique contributions lie in the development of the orthogonal bidding strategy for three-agent cases, which can be easily extended to multi-agent cases, and the identification of agreements and Pareto-optimal outcomes achieved by the methods based on mathematical proof. We show through computer experiments that the solution composed of the orthogonal bidding strategy and well-designed concession strategies is very efficient such that (near) Pareto-optimal outcomes can be achieved in short time.
An interesting extension of our work will be to develop the orthogonal bidding strategy for three-agent three-issue cases. The orthogonal method will work on indifference surfaces. Searching the most satisfied bids and identifying agreements and Paretooptimal outcomes will become more complex. Further, we may design some heuristic combined with the orthogonal method to solve the negotiation with many issues. Another interesting extension is to develop more precise concession strategies, such as time independent strategies and correlated strategies. Moreover, we may study the negotiation results when utility functions are non-strict monotonicity.
