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Abstract— Different Natural Language Processing (NLP) 
applications such as text categorization, machine translation, etc., 
need annotated corpora to check quality and performance.  
Similarly, sentiment analysis requires annotated corpora to test 
the performance of classifiers. Manual annotation performed by 
native speakers is used as a benchmark test to measure how 
accurate a classifier is. In this paper we summarise currently 
available Arabic corpora and describe work in progress to build, 
annotate, and use Arabic corpora consisting of Facebook (FB) 
posts. The distinctive nature of thesecorpora is that it is based on 
posts written in Dialectal Arabic (DA) not following specific 
grammatical or spelling standards. The corpora are annotated 
with five labels (positive, negative, dual, neutral, and spam). In 
addition to building the corpus, the paper illustrates how manual 
tagging can be used to extract opinionated words and phrases to 
be used in a lexicon-based classifier. 
Keywords—sentiment analysis, corpora, Arabic language, 
social media. 
I.  INTRODUCTION 
NLP applications operate mainly on textual data. Different 
applications such as text categorization, machine translation 
and sentiment analysis require a corpus for training, testing and 
validation. A corpus is a large set of text built using different 
sources, and is often has metadata (such as: labels andPart of 
Speech (POS) tags) associated with it or to any of its 
components words, phrases, sentences, documents, etc..   Such 
corpora are used by various kinds of classifiers [1] such as 
Naïve Bayes (NB), decision tree (DT), Support Vector 
Machines (SVM), k-nearest neighbors (kNN), etc.. Classifiers 
using annotated corpora are designed and used for a variety of 
purposes, such as predicting movie sales, question answering, 
and other applications [2-10]. However, to test such classifiers, 
and in a supervised learning context, the classes of the text 
used to train and test the classifier is required. The class of each 
record is specified by 'human classifiers' - native speakers of 
the language who read the text and label or mark  it according 
to a predetermined set of  rules[11]. Such rules require that the 
human annotators draw upon their own, often tacit, native 
linguistic knowledge. Reliability can be assessed based upon 
agreement among human annotators, and measured in terms of 
Inter Annotator Agreement (IAA).   
In the sentiment analysis context, classifiers aim to identify 
whether given posts are: positive, negative, neutral, etc. Hence 
the training of such classifiers is dependent upon reliable 
examples of this data, as corpora. Textual posts such as movie 
or product reviews available online are good examples of such 
opinion rich sources. However, the huge number of online 
posts makes the manual extraction and classification of the 
opinions embedded in these posts an infeasible task. In 
addition, public sentiment posts are generally “noisy” – they 
use informal language and dialects with less regard for correct 
spelling and grammatical rules. In the remainder of this paper 
we refer to such informal uses of Arabic as Dialectal Arabic 
(DA). 
Research related to building corpora is limited for the 
Arabic language when compared with the English language. 
Authors in [9, 10, 11] attempt to partially fill this gap.  Arabic 
resources become scarcer when we consider the sentiment 
classification of DA text such as that found in social media.  In 
this work we focus on this problem by describing an approach 
to building such corpora by developing annotated Facebook 
corpora. 
Below, section 2 provides a brief overview about the 
Arabic language and its characteristics, section 3 summarises 
currently available corpora. Section 4 describes our data 
collection process. Section 5 summarises the preprocessing 
approach applied on collected data. We describe different 
actions done during manual tagging in section 6, section 7 
summarises characteristics of the built corpora and we 
conclude in section 8. 
II. THE ARABIC LANGUAGE 
In this section we summarise the main features of the 
Arabic language and its characteristics to clarify the focus of 
this research and associated data. The Arabic language is 
considered amidst top six major languages of the world [9, 10, 
12]. The number of native speakers exceeds 200 million and it 
is the formal language used ? in over twenty countries.  
There are three different forms of Arabic language?[10]: 
Classical Arabic; Modern Standard Arabic (MSA) and 
Dialectal Arabic (DA). Classical Arabic is the language of 
Qur’an, the holy book of Islam, one of the world’s major 
religions. Modern Standard Arabic (MSA) is the dialect used in 
education, books, television, newspapers, and in conversation 
among educated Arabs who have different local dialect. Local 
dialects (also known as colloquial Arabic) exist based on 
geographical location and country - even within the same 
country the dialect may vary in different areas.  
The local dialects can be roughly divided as follows [13]: 
• Dialects of Iraq and Kuwait 
• Dialects of Sudan and Egypt. 
• Dialects of Lebanon, Syria, Jordan, and Palestine. 
• Dialects of the Gulf (Iraq, KSA, UAE, Kuwait, Qatar, 
Bahrain, and Yemen.). 
• Dialects of Libya, Tunisia, Algeria, and Morocco. 
Our work focuses on local dialects as these are commonly 
used by Arab users on social media. The lack of differentiation 
between specific dialects also reflects the often de-localised 
nature of posts to social media. 
The Arabic alphabet consists of 28 letters containing both 
long vowels and consonants. Arabic text has right to left 
alignment. Unlike English, the shape of Arabic letters are not 
fixed, they change according to their location in the word. 
Moreover, short vowels, or diacritics, exist for Arabic 
language. These diacritics change the meaning of the word and 
its pronunciation, for example:    (katabah) means “wrote” 
whereas    (kutub) means “books”. Although the same letters 
are used in both words, the diacritics significantly change the 
meaning, grammar and pronunciation.  
In addition to the complexity of diacritics and the different 
ways a letter can be written in Arabic, the Arabic language 
includes is morphologically complex. 
Morphology: In addition to having different morphological 
features for genders such as 	  (Shariba, which means “he 
drank”) and 
	  (Sharibat, which means “she drank”), the 
Arabic language also has specific morphology different than 
regular singular and plural and is used specifically when the 
word (whether it was verb, subject, adjective, etc.) is referring 
to two, example  (“walad”, which means “a boy”),   
(“waladan”, which means “two boys”), and  (“awlad”, 
which means “more than two boys”). 
Pronunciation: Some pronunciations do not exist in English 
and some other European languages such as "Gh" as in 
"Gharb"  for 'West' or "Ghareeb"  for 'strange') also 
"Kh" (as in Sheikh 	) and finally "Dh" (as in "Dhuhur"  
for afternoon or "Dhil"  for shadow) which can't be easily 
pronounced in other languages.  
The characteristics mentioned above make developing 
resources for Arabic language such as corpora, and tools such 
as classifiers a more complex task when compared to the 
English language. 
III. CURRENT CORPORA 
Corpora are normally built from a variety of representative 
sources, governed by their intended use. For instance, an 
application that will be used to classify sentiment of social 
media posts will not benefit from a corpus of poems or a 
corpus of scientific articles, but would benefit more from a 
corpus consisting of social media posts. Existing research 
shows a number of different sources and approaches to 
developing corpora: 
1. Corpora built by mining data from databases [14-19]. 
2. Corpora manually built by treating written text [20, 
21]. 
3. Corpora built by downloading and processing 
webpages [22, 23]. 
4. Corpora built by downloading social media posts [24, 
25]. 
5. Corpora built by downloading subsets of different 
corpora [26-28]. 
6. Corpora build from combinations of the above [29, 
30]. 
7. Corpora derived from spoken language [31]. 
There are many Arabic corpora available for text 
categorisation. These include: the publicly available Quranic 
corpus [32] that consists of one text file that includes syntactic 
and morphological annotation of the Quran; and,a set of Arabic 
corpora [33] collected from online Arabic websites (mainly 
newswire) and categorised per topic (science, sports, etc.). 
Unfortunately, these are of little help when we consider 
sentiment analysis because they are not opinionated and are not 
sentiment tagged. Hence, despite providing the morphological 
and grammatical features of the words in the corpora, there is 
no sentiment information present.  
One way to compensate for the lack of sentiment tagged 
corpora is to translate existing tagged corpora found in other 
languages. For instance, authors in [34] used movie reviews 
written in English after translating them and modifying the 
sentence structure to fit the classifier used. 
One frequently used English corpus is the movie review 
corpus constructed in [35] that contains 1000 positive reviews 
and 1000 negative reviews, same corpus was used in [36, 37]. 
Reference [38] illustrates how a crawler can be used to 
download web documents for languages with no NLP 
resources. Also available are web resources [39, 40] that 
provide illustrations of how to build a corpus. Concerning 
Arabic language, authors in [41] describe the compilation stage 
related to building an Arabic corpus with different levels of 
analysis: syntactic, semantic, morphological, and lexical. First, 
authors in [42] explain the need for such a corpus in grammar, 
semantics, lexicography and NLP and raise important questions 
that can guide researches when analysing a corpus. CLARA 
[43] studies MSA texts collected from periodicals, books and 
miscellaneous texts. Al-Hayat Online Newspaper [44] and An-
Nahar Online Newspaper [45] are two other Arabic corpora 
that cover different topics where texts are collected from online 
versions of the two newspapers. Authors also highlight the 
areas where progress is still limited concerning tools 
development such as translators, tokenisers?, POS taggers, 
stemmer, vocalisers?, and word disambiguation resolvers. 
Table 1 lists other corpora mentioned in the literature of 
sentiment analysis of Arabic text. Although some corpora exist 
for text domain classification (arts, news, etc.), we are not 
aware of any annotated to support sentiment analysis. Our 
work aims to help address this.  
TABLE I.  ARABIC CORPORA 
Paper Source 
[1] Forums of different domains 
[14, 24, 46 - 49] Social media 
[34] Movie Reviews 
[50] Written Documents 
[51-53] Web Pages 
[54] Treebanks 
 
Although our source of data is similar to those mentioned in 
[14, 24, 46 - 49], our annotation is similar to that of [11] but 
adds a 'spam' class. This gives the five classes: negative, 
positive, spam, dual, and neutral.  
IV. DATA COLLECTION 
Facebook was chosen for data collection since it is the 
social media with the biggest number of users, more than 1.4 
billion users [55], it is the one preferred by Arabs. In addition, 
it allows posts of larger sizes when compared with other social 
media such as Twitter whose post size is limited to 140 
characters [56]. Corpora are either built using crawlers or 
collected manually. Although crawlers have the advantage of 
collecting large numbers of posts, they do require 
preprocessing to remove unwanted data [9]. Any data 
collection from online sources is also subject to the ethical and 
legal constraints governing re-use of the data for research. In 
the case of Facebook not only might crawling not generate 
clean data, it is also excluded by Facebook's terms and 
conditions.  
Hence, we developed our corpus by manually copying 
posts in DA from Facebook groups. The posts consist of 
textual data posted by users as comments on posts written by 
the pages’ administrators. The size of posts ranged from one 
word to a paragraph containing many [give a specific number] 
sentences.  
Two corpora were built for two different domains: news, 
and arts. The news corpus (NC) consists of 1000 posts 
collected from “Al Arabiyya” News Facebook page [57] and 
the arts corpus (AC) consists of 1000 posts collected from “The 
Voice” Facebook page [58]. For example, authors of posts 
were anonymised and the copyright conditions upon Facebook 
groups’ posts were verified. The limit of 1000 posts in each 
corpora was kept to for practical reasons. However the posts 
were also filtered during manual tagging to limit ambiguous 
cases.  
In keeping with ethical requirements to limit the 
identification of individuals, all posts were copied, excluding 
individual’s Facebook identities.  
Although DA includes different dialects, reflecting the non-
localised nature of social media and its contributors, no attempt 
was made to differentiate dialects. Hence, the Facebook posts 
were treated as a reflection of the aggregate DA evident in 
social media. Out of interest, a later assessment of the posts 
indicated only 5% could be associated with a specific dialect 
with the remaining 95% being common to all dialects. 
V. PREPROCESSING 
After data collection, posts were preprocessed in three 
different stages: 
Removing redundancies: online users tend to post the same 
text more than one time in the same thread, either to show 
passion towards an object (like cheering for an artist), to 
express hatred or other negative emotions (using curse words 
and offensive language), or to spread a spam, i.e., to post a 
hyperlink referring to another website or Facebook page. So 
since the corpus will be used for text categorisation or 
sentiment analysis, posts in a corpus should be unique since the 
classifier will not gain extra knowledge from redundant posts. 
Removing time stamps: each post has a time stamp that 
mentions when the post was written. For instance, in Facebook, 
this stamp is relative to the time the post is being seen. A time 
stamp may say the post has been posted two minutes ago. 
Timestamps are of no significance and therefore we removed 
them from collected posts. 
Removing Likes: A "like" in Facebook terminology is a 
link that can be clicked by users to show that users agree with 
what has been posted regardless of its sentiment. In other 
words, a post with many likes is not necessarily a positive one.  
Figure 1 shows a sample of the main post posted by the FB 
page administrators and the downloaded comment posted by an 
online user. 
 
 
Fig. 1. Sample of a downloaded post in context. 
VI. MANUAL TAGGING 
Following preprocessing, four expert native Arabic 
speakers tagged the collected posts. Each expert  human 
taggers could read, write, and speak MSA in addition to having 
a good understanding of other Arabic dialects. Any posts where 
the dialect details were considered to be unfamiliar the expert 
consulted native speakers of the relevant dialect, such as: 
Egyptian, Iraqi, and Tunisian. However, the occurrence of such 
posts was limited (less than 5%). Manual tagging employed the 
following rules: 
Negative: if the post expresses a negative sentiment or 
feeling such as sadness, pessimism, hostility, etc.. For example: 
 !"#$%&'! 
(Unfortunately that was on Yusra's expense) 
Positive: if the posts express a positive sentiment or feeling 
such as enthusiasm, happiness, optimism, etc.. For example: 
 ()*(  
(Congratulations Murad) 
Dual: if the post contains negative and positive sentiments 
regardless of the frequency of positive and negative patterns. 
For example: 
  +,-./0/(123&456+"2!78( 
  (Murad deserves the title, die haters) 
Spam: if the post is inviting users to join or “Like” a 
Facebook page. For example: 
9*7:;<0+,=(>,!"?'  :  
https://www.facebook.com/pages/%D9%85%D8... 
(Greetings, can you spread this page) 
Neutral: if the post is informative or expressing no 
sentiment, example: 

35)5/@	/	(AB8)5/@	/	B/C !  
(Murad how would you feel if you win or lose the 
competition?) 
In addition to giving a tag for each post, the human tagger 
extracted the words and phrases from each post that were 
behind giving the post its class. These extract were used to 
form a lexicon for the relevant domain. In sentiment analysis, a 
lexicon is a dictionary of words and phrases an assigned 
polarity based on sentiment. For instance, “good” is positive, 
“bad” is negative”, and “car” is neutral. For example, in the 
post below: 
 ()*(  
(Congratulations Murad) 
The word )*( (which means congratulations) was added to 
the lexicon with a positive polarity.  
In order to strengthen validity of the manual annotation, 
only posts on which all four annotators agreed were added to 
the corpora, others were discarded. Beforehand the initial Inter 
Annotator Agreement (IAA) was 97%. Downloading and 
processing posts continued until a target of 2000 annotated 
posts was achieved (with 100% IAA following the discards). 
The same validation rules were applied to the extracted 
lexicons. In addition to removing redundant entries.  
VII. CORPORA CHARACTERSITCS 
The output of the manual tagging was a set of posts each 
one belonging to one of the five classes and three sets of 
lexicons (negative, positive, and spam) forming a lexicon. 
Table 2 below shows the number of posts of each class in each 
corpus. Table 3 shows the number of lexicons of each set 
extracted from each corpus. In addition to their use in 
sentiment classification and despite the small size of the set, 
spam lexicon was introduced to fill what may be a gap in 
publicly available resources such as the ones in [59]. Our 
analysis shows that opinionated posts of different classes exist 
in different domains (like news and arts) and in close ratios. 
TABLE II.  FREQUENCY OF POSTS OF EACH CLASS 
 AC NC Total 
Negative 224 230 454 
Positive 233 236 469 
Dual 151 161 312 
Spam 197 193 390 
Neutral 195 180 375 
Total 1000 1000 2000 
 
TABLE III.  FREQUENCY OF EXTRACTED LEXICON ENTRIES 
 AC NC Total 
Negative 743 678 1421 
Positive 684 573 1257 
Spam 96 43 139 
Total 1523 1294 2817 
 
The numbers of extracted lexicon entries show that social 
media posts constitute a good source to build an opinionated 
lexicon: out of the 2817 extracted lexicons, 2509 were unique 
yielding in ~11% redundancy rate. Although the corpus is 
relatively small, the numbers show that on average; at least one 
new lexicon can be extracted from each post. As for the upper 
threshold to this, a much bigger corpus needs to be annotated to 
see show? at which number of posts, or corpus size, will no 
new lexicons appear. Moreover, the numbers of extracted 
lexicons per class indicate that the frequency of lexicons in a 
corpus is not strongly domain dependent. The lexicon 
commonality between domains is ~8% for Negative, ~14% for 
Positive and ~10% for Spam. Further analysis using bigger 
corpora is needed to see if this independence and commonality 
stands.  
It is worth mentioning that extraction of the opinionated 
lexicons (bad, good, etc.) does not necessarily match the class 
of the post, i.e., negative lexicons may be extracted from a 
positive post and vice versa depending on the interpretation of 
the ? overall sentiment of the post. For instance a post would 
say: “The minister reported that the economic situation will get 
better”, although this post contains the positive lexicon 
“better”, the post itself is considered neutral since it is only 
reporting what someone else has said without expressing the 
user’s own opinion. Complete details concerning constructing 
the lexicon will appear in future work. 
AC contains 12053 words with an average of 12 words per 
post whereas NC contains 8423 words with an average of 8 
words per post. Results analysed in [11] show that ~25% of the 
corpus size is enough to classify the corpus if a lexicon-based 
classifier is used which means that the remaining 75% is 
insignificant to a lexicon based classifier as they are non-
opinionated words and would not affect the classification. 
VIII. CONCLUSION 
The Arabic language is one of the top major languages in 
the world and is used in 22 countries. Different forms exist for 
Arabic language (classical, modern and dialectal). DA is used 
by internet user to post textual data on social media such as 
Facebook. On the other hand, sentiment analysis of Arabic text 
posted in social media needs tagged corpora. In this paper, we 
have provided an account of work in progress focusing upon 
how such corpora were built from Facebook posts. The 
ultimate aim behind the corpus is to be used by a lexicon to 
classify the sentiment of social media posts. Within the same 
process we provided an account of how to extract lexicons for 
a corpus. Although our work focused on Facebook, same 
process can be adopted when dealing with tweets (textual data 
posted on Twitter) and comments on other social media such as 
Instagram, MySpace, Linkedin, etc. However, any such 
processing would be subject to platform specific terms and 
conditions. 
Designed (or constructed?) corpora were, subsequently, 
used in a lexicon based classifier. The performance of the 
classifier was determined upon comparing its results against 
the annotation done by the human taggers. Details of 
implementation are beyond the scope of this paper and will 
appear in future publications. Moreover, future work will 
include additional annotations besides working on increasing 
the size of the corpora. Finally, using the corpora, the classifier 
validated with performances ranging between 73% and 96%. 
The corpora are available upon contacting the authors.  
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