ABSTRACT. A relation between the zeros of the partial sums and the zeros of the corresponding tails of the Maclaurin series for e z is established. This allows an asymptotic estimation of a quantity which came up in the theory of the Riemann zeta-function. Some new properties of the tails of e z are also provided.
1. Introduction. We were led to this study of the exponential series from some mean-value estimates pertaining to the derivatives of the Riemann zeta-function ( [2] , [11] ). It is well known that (,(s) satisfies the functional equation
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In their work on the zeros p k of C^k\ s ) Conrey and Ghosh [2] , assuming the Riemann Hypothesis, proved that T J2 xiPk) ~ ot k - that for sufficiently large k \a k \ <*-<* with 0 < f3 < 1 -log 2. Most of the numbers e~uJ are in fact exponentially large as functions of k, so it is indeed striking that a k turns out to be exponentially small. Note that by Lindemann's theorem a k / 0. Upon further scrutiny of the exponential series [12] the stronger estimate for any fixed m > 0, was reached [13] . Two ingredients were employed to obtain this result. One was bounds on the coefficients of the reciprocals of normalized tails of e z . These bounds were found by determining the values assumed by the normalized tails on the unit disk and then applying Cauchy's estimate. The other was-and the exponential smallness of a k really hinged on this-the fact that «s_ 2 = ••• = $_* = 0, where s r (= s r (&)) = £* =1 z/J. This also characterizes the partial sums of &\ All ^-tuples (i/i,..., i/ k ) with the property s-2 -• • • = £_* = 0 are formed by the roots of Pkiz) (S6s and Turân [9] ). (Another characterization, by Buckholtz [1] , expresses that in a certain sense the zeros of partial sums of the exponential series have larger moduli than those of the partial sums of any other power series.) In this paper we find the asymptotic value of a k as k -> 00. First it is found by direct estimation that 1 r z*
as R -• 00 through a sequence which avoids the poles. Then, by means of the residue theorem, a connection is established between the zeros of
those of e*(z)(/x/(*),/= 1,2,...).
THEOREM 1. For every k>2
k 00
From some knowledge on the location of /x/'s it will become clear that
/=i
(lii denotes the zero of Q k (z) with the least modulus), and this furnishes the asymptotic formula for a^ In what follows we shall recount some facts concerning the partial sums and tails of e z from the literature. Some further results on the tails will be demonstrated in §3. It was first shown by Szegô [10] that the numbers ^ cluster around the simple closed curve r = {z : \ze l~z \ = 1, \z\ < 1} as k --» oo, and conversely each point of the Szegô curve is a limit point of the normalized zeros. Moreover, as k ->• oo, the proportion of the normalized zeros which cluster along a given arc of F is asymptotic to ^Aarg ze x~z as z moves on the arc. In particular the proportion of the zeros with negative real parts tends to \ + ^ as k -> oo. Buckholtz [1] added that ^ always lies in the exterior of F within a distance of % from F. It is well-suited for our purpose to present a sketch of how such results concerning the zeros of the partial sums and the tails were derived by Dieudonné [4] . To see the pattern involved in the distribution of the zeros of P*(z) and Quiz) it is convenient to work with the normalized tails,/ n , defined by writing (6)
Q^= <ByMlh>
The power series for/ n is We set n = k + 1 and the solutions of n \ e nz (8)
Uz) =w
are ^. By virtue of (5) we need to consider only \z\ < 1. Let (D) be the domain obtained from the unit disk by erasing all points of distance < r to 1, r being an arbitrarily small but fixed positive number. First it is shown that in (D)
where X n (z) -> 0 uniformly as n --» oo. Using (9) and Stirling's formula in (8) gives The equations (11) may be compared with (12) = e n z with solutions on T to see the distribution of the zeros of the partial sums. Of course the immediate neighbourhood of 1, and the possible zeros there, are left in the dark by this analysis.
To look for the zeros of the tails it is first shown that ^"^ffi-i 1^ tends to y^y as n --> oo, uniformly in (/)'), the domain formed by removing from \z\ > 1 all points of distance < r to 1. Hence, using Stirling's formula, f n (z) = 0 may be expressed as 
Again the neighbourhood of 1 has been unexplored. Dieudonné concludes by remarking that the zeros of the partial sums Pk(nz) and the tails/"(z) are situated in a complementary fashion, together they tend to the curve rur'= {z : \ze l~z \ = 1} as n -> oo.
We now give some lemmas the first two of which follow directly from the definition of/"(z). PROOF. First we show that f n (z) has no zeros on the unit disk. By Lemma 1 if f n (w) = 0, then wf"(w) = n. So, if |w| < 1, then |/^(w)| > n. But on the unit disk the maximum off"(z) is/^1) = n and/ w (l) ^ 0. Now suppose \z\ > 1 and \ze l~z \ < 1. Then
The next is a result due to Buckholtz [1] which can be proved by employing the Cauchy inequality for derivatives in conjunction with Lemma 1. (15) J7Â=Y,dp*, the inversion being valid for \z\ < \u\\. (16) and (17) shows that a = j~, and also
COROLLARY 3. \d p \<^\u\\~p; (p> 2).
PROOF. Observe that for all sufficiently large n, Uui > 1. From the way the zeros are located we infer that 3î(o^) > 1 except for some zeros at a distance 0 (1) We now return to the problem of locating precisely the least-moduli zeros of f n in terms of the zeros of erfc(z). The asymptotic expansion of f n (z) by Soni and Soni [8] lends itself to this end. Let Together with (19) this completes the proof of Theorem 1.
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