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ABSTRAKT
Cieľom tejto práce bolo preštudovať vlastnosti aktívnych prvkov siete (smerovače, prepí-
nače) a zistiť čo ovplyvňuje veľkosť ich latencie a potom najvhodnejšou metódou odme-
rať oneskorenie na dostupných zariadeniach v závislosti na zaťažení zariadenia, veľkosti
paketov a ďalšej konfigurácií zariadení. K tomuto účelu som použil jednoduchý skript
v operačnom systéme Linux a program PING.
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ABSTRACT
The aim of this thesis was to study the properties of the active network elements (routers,
switches) and to find out what factors affect the size of their latency. Furthermore,
the objective was to choose the most appropriate method for measuring latency of
the available active network devices depending on the device load, packet size and the
configuration of devices. For measuring latency I used the simple script in the operating
system Linux and program called PING.
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ÚVOD
V dnešnej dobe sa už asi každý stretol s pojmom internet a sieť. Väčšina bežných
používateľov internetových služieb, ale asi ani netuší, čo tomu predchádza, kým sa
dáta dostanú až k nim, cez aké všetky prvky musia dáta prejsť a čo všetko vplýva na
rýchlosť a kvalitu daných služieb, či už je to iba prezeranie rôznych webových strá-
nok, elektronickej pošty, hlasovej komunikácie alebo rôznych iných multimediálnych
služieb, ktoré dnes internet, resp. siete (či LAN alebo WAN) a celkovo výpočtová
technika ponúka.
Oneskorenie, respektíve latencia je jedným z hlavných kvalitatívnych parametrov
(QoS), ktorý ovplyvňuje kvalitu služieb a rýchlosť pripojenia. Pod pojmom latencia
si môžme predstaviť čas, ktorý je potrebný na prenesenie určitých dát z jedného
miesta na druhé. Veľkosť latencie siete ovplyňujú do istej miery aj jednotlivé prvky
siete.
Dané prvky jednotlivých sietí môžeme rozdeliť na dve skupiny – pasívne a aktívne
prvky. Pasívne a aktívne prvky slúžia na vzájomné prepojenie jednotlivých častí
sietí.
Pasívne prvky sietí sú napríklad konektory, káble a podobne. U týchto prvkov
oneskorenie prenosu môžeme považovať za konštantné a jeho veľkosť závisí od druhu
použitého kábla a jeho dĺžky. Pasívne prvky nijak neupravujú a nemenia prenášaný
signál na rozdiel od aktívnych prvkov.
Za aktívne prvky môžme považovať zariadenia, ktoré sa aktívne podieľajú na
prenose signálu a to tým, že ho môžu podľa potreby upraviť, zosilniť alebo iba re-
generovať. Medzi aktívne prvky môžme zaradiť opakovače (repeaters), rozbočovače
(hubs), mosty (bridges), ale aj zariadenia pracujúce na vyššej úrovni ako prepínače
(switches), inteligentné prepínače (L3/multilayer switches) a smerovače (routers).
Všetky tieto zariadenia a hlavne ich výkon ovplyvňujú kvalitatívne parametre spo-
jenia, čiže aj latenciu siete.
Cieľom tejto práce je preštudovať vlastnosti aktívnych prvkov, zistiť čo ovplyv-
ňuje veľkosť ich latencie a najvhodnejšou metódou odmerať oneskorenie na dostup-
ných zariadeniach v závislosti na zaťažení zariadenia, veľkosti paketov a ďalšej kon-
figurácií.
10
1 LATENCIA SIETE
Pojem latencia alebo oneskorenie v sieťach označuje čas, ktorý je potrebný, aby
sa paket, respektíve dáta dostali z jedného počiatočného bodu do druhého koncového
bodu. Ideálny stav by bol, ak by dáta boli prenesené okamžite, tj. bez akéhokoľvek
oneskorenia a meškania. To je však v reálnych podmienkach nemožné.
1.1 Príčiny vzniku latencie
Existuje veľké množstvo faktorov, ktoré prispievajú k latencii siete. Medzi zdroje
oneskorenia patrí:
1. Oneskorenie na sieťovom rozhraní, vrátane modulácie signálu a rámcova-
nia dát. Veľkosť oneskorenia na sieťovom rozhraní záleží na veľkosti paketov
𝐿p a šírke pásma linky, resp. rýchlosti linky 𝑣. Toto oneskorenie sa tiež nazýva
serializačné 𝑇ser. Môžeme ho vypočítať zo vzťahu:
𝑇ser =
𝐿p
𝑣
(1.1)
V tabuľke 1.1 môžeme vidieť vypočítané hodnoty serializačného oneskorenia
pre niektoré veľkosti paketov a rýchlosti linky.
Veľkosť paketov 10Mbit/s 100Mbit/s 1Gbit/s
512 bajtov 409,6 40,96 4,069
768 bajtov 614,4 61,44 6,144
1 024 bajtov 819,2 81,92 8,192
1 500 bajtov 1 200 120 12
Tab. 1.1: Veľkosť serializačného oneskorenia v 𝜇𝑠
2. Oneskorenie šírením signálu je vlastne čas potrebný na prenesenie signálu
v danom prostredí (metalický kábel, optika, vzduch). Toto oneskorenie sa tiež
nazýva prenosové oneskorenie (z ang. propagation delay) a môžeme ho označiť
𝑇PROP. Veľkosť tohto oneskorenia záleží na dĺžke prenosového prostredia 𝐿
a rýchlosti šírenia v danom prostredí 𝑣 a riadi sa základnými zákonmi fyziky.
Prenosové oneskorenie môžeme vypočítať pomocou všeobecného vzťahu:
𝑇PROP =
𝐿
𝑣
(1.2)
Pre predstavu je u UTP kábla kategórie 5e prenosové oneskorenie približne
4,8 ns až 5,3 ns na jeden meter dĺžky kábla.[1][12]
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3. Vlastné oneskorenie aktivnych prvkov v ceste označuje čas, ktorý je po-
trebný na odovzdanie paketu zo vstupného portu zariadenia na výstupný port.
Dané zariadenie, či už sa jedná o smerovač alebo prepínač prevádza optické
alebo elektrické signály, ktoré príjme na vstupnom porte na bity a pakety,
ukladá ich do dočasnej pamäte, zisťuje cieľovú adresu a preposiela pakety na
výstup s tým, že bity konvertuje späť na modulovaný signál. Veľkosť oneskore-
nia aktívnych prvkov záleží na použitej architektúre (u prepínačov napríklad
či je použitý mód store and forward alebo cut-trough), na čase vyhľadávania
cieľovej adresy (u smerovačov oneskorenie ovplyvňuje veľkosť smerovacej ta-
buľky a množstvo smerovacích záznamov) a iných hardwarových parametroch
zariadenia. V smerovačoch a prepínačoch vzniká takisto oneskorenie vplyvom
radenia paketov do fronty. Radenie paketov do fronty môže viesť k značnému
oneskoreniu. [1][12]
Celkovú latenciu siete respektíve oneskorenie siete môžeme potom definovať ako
súčet oneskorení na prenosovom médiu plus súčet oneskorení na aktívnych prvkoch
(smerovače, prepínače) medzi odosielateľom a prijímateľom.[12]
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2 LATENCIA AKTÍVNYCH PRVKOV SIETE
2.1 Prepínač
Prepínač (z ang. switch) je sieťové zariadenie pracujúce na druhej (linkovej) vrste
OSI modelu. Môžeme ho vo všeobecnosti definovať ako zariadenie, ktoré sa používa
na prepojenie jednotlivých sietí a často je prepínač využívany ako zariadenie na pri-
pájanie koncových sieťových zariadení a staníc, pretože obsahuje niekoľko desiatok
v súčasnoti vysokorýchlostných portov. V porovnaní s rozbočovačom (z ang. HUB)
dokáže prepínač prijímané dáta odosielať len na jeden výstupný port. Rozbočovač
ako zariadenie prvej vrstvy nie je identifikovaný ani MAC ani IP adresou a v sieti
je „neviditeľný“ . To znamená, že okolité zariadenia v sieti (napr. smerovače) o ňom
nevedia. Pretože pracuje na prvej vrstve nedokáže pracovať s MAC adresami a pri-
jaté dáta sú iba regenerované a odosielané na všetky ostatné porty a tým pádom
dochádza k neefektívnemu využitiu siete. Prepínač už ako zariadenie druhej vrstvy
pracuje s MAC adresami a prijaté dáta dokáže odoslať len jeden daný výstupný port
a tak predísť zbytočnému zaťažovaniu siete.
2.1.1 Vznik latencie u prepínača
Prepínač podobne ako aj každé iné sieťové zariadenie potrebuje určitý čas na
spracovanie príchodzieho toku dát. Tento čas môžeme nazvať latenciu.
Hlavnou úlohou, resp. činnosťou prepínača je čo najrýchlejšie prepínanie (tzv.
switching) dát zo vstupného portu na výstupný. Ako zariadenie druhej vrstvy pra-
cuje s MAC adresami, z ktorých si tvorí tabuľku a podľa tejto tabuľky určuje kam
dáta poslať. V prípade, že príjme nejaké dáta z určitého portu, zistí zdrojovú MAC
adresu. Z danej MAC adresy a prislúchajúceho portu si v pamäti vytvára CAM
tabuľku (Content addressable Memory), v ktorej potom vyhľadáva cieľovú MAC
adresu a k nej prislúchajúci výstupný port, na ktorý následne odošle dáta. Ak však
žiadny záznam pre danú MAC adresu nemá, v tom prípade musí prepínač odoslať
dáta na všetky porty a čakať na odpoveď. Vo väčšine prípadov dát odoslaných na
všetky porty nie je veľa, pretože odpoveď príchadza skoro a prepínač už potom vie
určiť na ktorý port dáta posielať. [7]
Veľkosť latencie samotného prepínača záleží na viacerých faktoroch. Jedným
z nich je určite použitá architektúra a hardwarové parametre zariadenia (rýchlosť
CPU, veľkosť pamäte a pod.). Ďalšou príčinou vzniku je veľké zaťaženie zariadenia.
V prípade, že prepínač príjme dáta z viacerých zdrojov a majú byť odovzdané na
rovnaký výstupný port, tak ich musí radiť do fronty. V tomto prípade môže dôjsť
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k nárastu latencie. A v neposlednom rade má na veľkosť latencie prepínača vplyv
aj metóda prepínania, ktorú prepínač používa.
Prepínače pracujú na princípe prepínania rámcov. Vytvárajú spojenie medzi
dvoma segmentami siete len na čas, ktorý je potrebný na odoslanie aktuálneho
rámca. Prichádzajúce rámce sú uložené v dočasnej pamäti (v bufferi) prepínača. Pre-
pínač prečíta cieľovú MAC adresu z hlavičky rámca a vyhľadá ju v CAM
tabuľke a ak ju nájde okamžite prepošle na daný port.
Prepínače používajú tri metódy prepínania paketov:
Store and forward
Prepínač, ktorý používa metódu store and forward najprv uloží celý paket do
dočasnej pamäte a vykoná sa CRC kontrola chýb. Ak paket obsahuje chyby, potom
je zahodený. Ak je všetko v poriadku, tak prepínač zistí MAC adresu a rámec odošle
na daný port. Táto metóda je zo všetkých najpomalšia, ale zabezpečuje kontrolu
chýb.[14]
Cut-through
Pri metóde cut-trough prepínač prečíta MAC adresu hneď ako je rámec dete-
kovaný na prepínači. Po uložení šiestich bajtov, ktoré obsahujú informácie o adrese
okamžite začne vysielať rámec na cieľový port. Nečaká sa na prijatie celého paketu,
ale posiela sa čo najskôr, aby bolo oneskorenie v prepínači čo najmenšie. Táto me-
tóda prepínania je najrýchlejšia, avšak jej hlavnou nevýhodou je, že neposkytuje
žiadnu kontrolu chýb.[14]
Fragment-free
Menej používanou je metóda fragment-free. Táto metóda pracuje podobne ako
metóda cut-trough. Narozdiel od metódy cut-trough ukladá prvých 64 bajtov a až
po ich prijatí začne preposielať dáta. Hlavný dôvod je ten, že väčšina chýb a kolízií
sa vyskytne v prvých 64 bajtoch rámca.[14]
Iba veľmi málo prepínačov používa len metódu cut-trough, pretože neposkytuje
žiadnu korekciu chýb. Na druhej strane veľa prepínačov kombinuje metódy store
and forward a cut-trough, aby ostala zachovaná kontrola chýb a aby sa dosiahla čo
najmenšia latencia prepínača. [14]
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2.2 Smerovač
Smerovač (z ang. router) už pracuje na tretej vrstve OSI modelu (L3 – sieťová
vrstva) a môžeme ho považovať za inteligentné zariadenie. Používa sa na oddelenie
broadcastových domén a prepojenie podsietí. Časté je aj využitie smerovača na
pripojenie lokálnej siete do internetu, čiže na prepojenie lokálnej siete (LAN – local
area network) s rozľahlou sieťou (WAN – wide area network). V tomto prípade ho
môžeme pomenovať ako bránu (z ang. gateway).[6]
2.2.1 Vznik latencie u smerovača
Tak ako aj prepínač ani smerovač nie je dokonalé zariadenie a takisto v ňom
pri spracovávaní dát dochádza k vzniku latencie. Latencia smerovača rovnako tak
záleži na architektúre a hardwarových parametroch zariadenia. Takisto pri veľkom
zaťažení CPU, môže dôjsť k nárastu latencie a radeniu paketov do fronty. Smerovač
môže vykonávať okrem smerovania aj radu ďalších operácií, ktoré môžu mať vplyv
na zväčšenie jeho latencie. Uvediem len niektoré z voliteľných konfigurovateľných
operácií ako napr.:
• filtrovanie dát pomocou ACL,
• preklad adries (NAT),
• šifrovanie/dešifrovanie,
• a mnohé iné osobitné a špecifické operácie.
Cisco Access Control List (ďalej už len ACL) je pravdepodobne najpoužívanejší
objekt v Cisco IOS. Slúži nielen ako nástroj na filtrovanie paketov (určitý druh
firewallu), ale tiež napríklad na kontrolu šírky pásma, identifikáciu a klasifikáciu
prevádzky (pre QoS, NAT a pod.). Najčastejšie sa však ACL používajú na filtrova-
nie (obmedzenie) sieťovej komunikácie a prevádzky na základe určitého kritéria na
danom rozhraní aktívneho prvku.
Access Control Listov poznáme viacero typov (IP, IPX, AppleTalk, XNS, DEC-
net, a ďalšie) a dokážu spracovať takmer akýkoľvek protokol. ACL sa značia číslami,
ktorými nielen jednoznačne identifikujeme ACL, ale aj typ. Existuje aj identifikácia
podľa mena a tieto ACL nazývame tzv. pomenované. Pomenované ACL majú nie-
koľko výhod. Asi najväčšou z nich je, že u pomenovaného ACL môžeme jednotlivé
záznamy upravovať alebo odstrániť. To sa u ACL označených číslom nedá (je nutné
zmazať celý zoznam a znova napísať).
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Primárne a asi aj najbežnešie delenie ACL je na:
• Štandardný ACL
– používajú číselný rozsah 1-99 a 1 300-1 399,
– veľmi jednoduché,
– použitie väčšinou blízko cieľa.
• Rozšírený ACL
– používajú číselný rozsah 100-199 a 2 000-2 699,
– umožňuje jemnejšie nastavenie pravidiel (protokol, port a pod.),
– možnosť časovo obmedziť platnosť,
– použitie väčšinou blízko zdroja.
Aplikovať ACL môžeme na ľubovoľné rozhranie zariadenia a takisto môžeme
určiť smer dnu alebo von (in/out). Jednotlivé smery toho istého rozhrania na sebe
nie sú závislé. To znamená, že to isté rozhranie môže nastavený určitý ACL v smere
dnu a iný v smere von.[4]
Jednotlivé ACL pozostávajú z niekoľkých pravidiel, ktoré môžu na základe ur-
čených pravidiel pakety povoliť alebo zahodiť. Jednotlivé pravidlá známe tiež pod
skratkou ACE (Access Control Entries) sú v danom ACL radené za sebou. To zna-
mená, že každý nový záznam sa pridáva na koniec ACL.
PRICHÁDZAJÚCE/
ODCHÁDZAJÚCE 
PAKETY
ÁNO ÁNO
ÁNO
ÁNO
NIE
NIE
NIE
Deny
ÁNO
Deny
ÁNO
Deny
Permit
Permit
Permit
Prvé 
 pravidlo?
Druhé
 pravidlo?
Posledné 
 pravidlo?
ZAHODIŤ POVOLIŤ
Implicitne
deny any
Obr. 2.1: Stavový diagram ACL
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Každý Access Control List sa vždy prechádza od začiatku, postupne jedno pra-
vidlo za druhým až pokým nedôjde k zhode. Na obr. 2.1 je zobrazený jednoduchý
diagram cesty paketu cez filtrovacie pravidlá. Využíva sa tzv. pravidlo „first-fit“ , to
znamená, že nie vždy je nutné prehľadávať celý zoznam, pretože pri prvej zhode sa
prehliadavanie končí a rozhodne sa, či bude paket povolený alebo zahodený. Ak sa
rozhodne, že paket má byť zahodený, tak sa odošle správa ICMP host nedostupný
(host unreachable). Na konci každého ACL je vždy implicitne pravidlo deny any
(výnimkou je prázdny ACL). Týmto implicitným pravidlom sa docieli toho, že pa-
ket ktorý nevyhovie ani jednému z pravidiel v ACL a prejde až na úplny koniec bude
zahodený. Toto implicitné správanie je možné zmeniť pridaním pravidla permit any
na koniec ACL. V tomto prípade už paket, ktorý prejde celým zoznamom až na ko-
niec bude povolený.
2.2.2 Smerovanie
Hlavná úloha, resp. činnosť smerovača je smerovanie. Rýchlosť smerovania pod-
statne ovplyvňuje latenciu smerovača. Pri smerovaní paketov musí smerovač vykonať
niekoľko krokov, ktoré ovplyvňujú jeho latenciu.
Ako prvé musí skontrolovať správnu veľkosť rámca a zistiť či je jeho FCS správne.
V prípade, žeby došlo k chybe bude rámec zahodený. Ak však tento krok prebehne
v poriadku, pokračuje sa ďalej a kontroluje sa hlavička IP paketu. V prípade, že
kontrolná suma nesedí paket bude zahodený. V prípade, že má správnu kontrolnú
sumu smerovač ďalej zisťuje z IP adresy príjemcu, či paket nie je náhodou určený
pre lokálnu adresu. V prípade, že je určený pre lokálnu adresu nemusí sa ďalej sme-
rovať. Ak však nie je určený pre lokálnu adresu smerovač ďalej musí overiť TTL
paketu. Ak hodnota TTL nie je väčsia ako 1 paket je zahodený a odosielateľ je
upozornený ICMP správou. Ak však TTL je väčšie ako 1 smerovač pokračuje vyhľa-
dávaním v smerovacej tabuľke, v ktorej hľadá vhodný záznam k IP adrese príjemcu.
V prípade, že vhodný záznam nenájde, paket bude zahodený a smerovač odošle odo-
sielateľovi ICMP správu. Ak však nájde vhodný záznam, tak ďalej smerovač zisťuje
či daný záznam odkazuje na východzie rozhranie, ktorým má paket poslať. Ak ne-
odkazuje na východzie rozhranie tak potom odkazuje na IP adresu ďalšieho skoku.
V tomto prípade si túto adresu smerovač zapamätá a vráti o krok späť. Ak však
odkazuje na východzie rozhranie tak pokračuje ďalej a to tým, že v ARP tabuľke
vyhľadá Layer2 informácie na vytvorenie rámca. Následne smerovač musí znížit
TTL a znovu prepočítať kontrolnú sumu. Ako posledné smerovač IP paket zapúzdri
pomocou informácií vyhľadaných v ARP tabuľke do nového rámca a odošle. [15]
Táto medóda smerovania sa nazýva Process Switching a je to základná a zá-
roveň aj najpomalšia metóda, pretože celý vyššie uvedený proces sa opakuje pre
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každý paket zvlášť. To má značný vplyv na veľkosť latencie smerovača a preto sa aj
pozornosť upriamila na vývoj nových metód smerovania. Na obr. 2.2 môžeme vidieť
blokovú schému metódy Process switching. [10]
Process 
switching
Smerovacia 
tabuľka
 Rámec Paket  Rámec Paket
Obr. 2.2: Bloková schéma spracovania paketov metódy Process switching
Ako som už spomínal Process switching je základnou a aj najpomalšou metó-
dou smerovania. Cisco IOS však podporuje aj niekoľko alternatívnych a vylepšených
technológií:
• Fast switching – smerovanie paketov na úrovni prerušenia. Vytvára si pamäť
cache z údajov prvých paketov smerovaných metódou process switching. [15]
• Autonomous and SSE switching – Technológia, ktorá urýchľuje proces
prepínania na modeloch Cisco 7 000 pomocou hardvérových akcelerátorov ako
tzv. „Switch Processor“ pri Autonomous switchingu alebo tzv. „Silicon Swit-
ching Engine“ pri SSE switchingu. [15]
• Optimum switching – optimalizovaná verzia metódy Fast switching na mo-
deloch Cisco 7 500. Má efektívnejšiu štruktúru vyrovnávacej pamäte cache
a používa tzv. cache lookup. [15]
• Distributed switching – distribuovaná verzia Fast switchingu. [15]
• Cisco Express Forwarding (CEF) – smerovacia metóda, ktorá využíva
veľmi dobre vyriešenú a optimalizovanú verziu smerovacej tabuľky. Výkon
prepínania paketov je veľmi vysoký. Existuje aj distribuovaná verzia CEF
(dCEF) a táto technológia je použitá v platformách Cisco Gigabit Switch
Router (GSR). [15]
• NetFlow switching – rozšírená metóda prepínania vyvinutá na odstráne-
nie niektorých nevýhod Fast switchingu. NetFlow je používaná ako technika
na rozšírenie ostatných prepínacích metód o štatistiku prevádzky a funkcie
zrýchlenia. [15]
Na smerovačoch Cisco 2 801 a Cisco 2 811, ktoré som mal pri meraní k dispozícii
sú dostupné z alternatívnych metód smerovania len Fast switching a Cisco Express
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Forwarding. Preto ďalej bližšie rozoberiem len tieto dve metódy.
Fast Switching
Pracuje na úrovni prerušenia na rozdiel od základnej metódy smerovania pake-
tov process switchingu, ktorý pracuje na úrovni procesu. Prepínanie je rýchle nielen
preto, že pakety nemusia čakať na vykonanie zdĺhavého process switchingu, ale aj
preto, že dátové štruktúry a vyhľadávacie mechanizmy sú oveľa lepšie optimalizo-
vané.
Fast switching
Route cache
 Rámec Paket  Rámec Paket
Process 
switching
Záznam 
v cache ?
ÁNO
NIE
Obr. 2.3: Bloková schéma spracovania paketov metódy Fast switching
Na obr. 2.3, môžeme vidieť jednoduchú blokovú schému mechanizmu metódy
Fast switching.[10] Pri tejto metóde je vždy prvý paket spracovaný metódou pro-
cess switchingu. Po tom ako je prvý paket spracovaný, smerovač si vytvorí záznam v
cache pamäti, ktorý obsahuje cieľový IP prefix, výstupné rozhranie cez ktoré ma byť
paket poslaný a parametre na prepis rámca do ktorého má byť paket enkapsulovaný.
Záznamy v cache pamäti sú tvorené na úrovni procesov, avšak samotné vykonáva-
nie Fast switchingu pracuje na úrovni presušenia. Pri Fast switchnigu smerovač už
nemusí hľadať v smerovacej tabuľke výstupné rozhranie a adresu dalšieho hopu,
ale namiesto toho robí smerovacie rozhodnutie na základe už predpripraveného zá-
znamu v cache pamäti. Všetky pakety, ktoré sú určené do rovnakého cieľa sa ďalej
prepínajú na úrovni prerušenia použitím záznamu z route cache pamäti. [15]
Pri Fast switchingu smerovač nevykonáva rekurzívne vyhľadávanie trasy, pretože
hneď ako je záznam v route cache pamäti vytvorený, smerovač pozná výstupné
rozhranie a údaje na prepis rámca.[15]
Jednotlivé záznamy v route cache pamäti sú organizované tak, aby vyhľadávacie
operácie zabrali čo najmenej času. Redukcia času je dosiahnutá použitím špeciál-
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nej dátovej štruktúry tzv. „radix tree“ . Princípy triedenia dát radix stromu a vy-
hľadávacie mechanizmy nebudem podrobne rozoberať, ale základnou myšlienkou je
vytvorenie binárneho stromu.[9]
Koreň stromu
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Obr. 2.4: Štruktúra binárneho stromu
Route cache pamät je v Cisco IOS dynamická. To znamená, že jednotlivé záznamy
sú vytvárané a mazané na požiadanie. Vytvorenie záznamu je vždy podmienené
prvým paketom spracovaným metódou process switchingu. Na druhej strane jednot-
livé záznamy z route cache pamäte môžu byť mazané pri nasledujúcich udalostiach:
• Ak má byť vytvorený nový záznam, ale celá pamäť pre route cache je použitá,
tak sa maže najstaršia položka.[15]
• V prípade, že došlo k zmenám v hlavnej smerovacej tabuľke, tak všetky
záznamy, ktoré môžu byť ovplyvnené sú neplatné.[15]
• Každú minútu 5% zo všetkých záznamov route cache pamäte sú náhodne ozna-
čené za neplatné. Hlavnou myšlienkou tohto náhodného zneplatnenia
záznamov je snaha o obnovenie všetkých položiek v route cache pamäti za
20 minút.[15]
Okrem rýchleho smerovania má Fast switching implementovaných aj mnoho ďal-
ších funkcií, ktoré vykonáva na úrovni prerušenia (napr.: kontrolu ACL, policy rou-
ting, IP multicast routing a ďalšie).
Fast switching sa zapína priamo na danom rozhraní príkazom :
ip route-cache
a vypína sa príkazom :
no ip route-cache
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Cisco Express Forwarding
Veľký rozvoj internetu viedol k požiadavke na tzv. core smerovače, aby poskyto-
vali podporu veľkých smerovacích tabuliek a pritom aj veľkú rýchlosť smerovania.
Metódy, ktoré sa používali v smerovačoch Cisco bolo potrebné ďalej zlepšovať a na-
praviť ich niektoré nevýhody. Ako riešenie Cisco vyvinuli novú metódu prepínania
s názvom Cisco Express Forwarding (CEF). CEF je vlastne ďalšim vylepšením Fast
switchingu a jeho route cache.
Hlavný rozdiel medzi CEF a ďalšími metódami je ten, že metóda CEF nie je
založená na cache pamäti. To znamená, že FIB nie je cache, ale samostatná štruktúra
postavená s použitím viacerých zdrojov, z ktorých hlavným je smerovacia tabuľka.
Cisco Express 
Forwarding
CEF tabuľky
FIB a Adjacency
 Rámec Paket  Rámec Paket
Obr. 2.5: Bloková schéma spracovania paketov metódy CEF
CEF používa tzv. Forwarding Information Base (ďalej FIB), čo je vlastne sme-
rovacia tabuľka postavená z informácií z hlavnej smerovacej tabuľky. Jedná sa
o vlastnú dátovú štrúkturu, do ktorej si organizuje záznamy zo smerovacej tabu-
ľky a ktorá je optimalizovaná pre veľmi rýchle vyhľadávanie. FIB používa stromovú
štruktúru, presnejšie 256-cestný strom (256-way MTrie). Narozdiel od pamäte route
cache pri Fast switchingu, FIB obsahuje všetky cesty a udržuje ich synchronizované
s hlavnou smerovacou tabuľkou. Informácie o prepise rámca sa ale neukladajú do
FIB, ale do dalšej dátovej štruktúry tzv. adjency tabuľky (adjency table). Jednotlivé
položky z FIB potom odkazujú na informácie v adjency tabuľke.[3][15]
Výhoda rozdelenia do dvoch dátových štruktúr spočíva v tom, že pri zmene
informácií v adjency tabuľke nedochádza ku zmene vo FIB.[8]
Na obr. 2.6 môžeme vidieť softverovú realizáciu CEF. Softvérovú realizáciu po-
užívajú väčšinou smerovače určené pre menšie siete. Pri hardvérovej realizácii sú
v smerovačoch použité špecializované integrované obvody, ktoré slúžia na uchovanie
FIB. Hardvérová realizácia sa používa hlavne v high-end smerovačoch.
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Obr. 2.6: Štruktúra CEF tabuľky
Spočiatku bol CEF implementovaný v IOS verzii 11.1CC IOS len pre high-end
smerovače. Teraz je metóda CEF podporovaná na všetkých smerovačoch Cisco, po-
čínajúc radou Cisco 2 600 Series vo verzii IOSu 12.0.[15]
Metóda Cisco Express Forwarding je považovaná za najlepšiu a najrýchlejšiu
spomedzi všetkých ostatných. Je odporúčané používať CEF ak to zariadenie a IOS
podporuje.[9]
Konfigurácia je veľmi jednoduchá. CEF sa zapína v globálnom konfiguračnom
móde príkazom :
ip cef
a vypína sa príkazom :
no ip cef
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3 MERANIE LATENCIE
Na meranie latencie neexistuje žiadna univerzálna a jedinečná metóda, ktorá by
nám uľahčila samotné meranie. Preto je potrebné ešte pred samotným meraním
položiť si zopár základných otázok, ktoré môžu pomôcť pri návrhu pre nás vhodnej
metódy a určiť si :
• cieľ merania,
• akú veličinu chceme merať,
• akú presnosť merania požadujeme,
• uvedomiť si logickú a fyzickú topológiu,
• zvoliť vhodnú metódu pre dané meranie,
• zvoliť vhodný spôsob podávania správ a výsledkov,
• zvážiť prípadnú archiváciu výsledkov,
• zvážiť možnosti nasadenia špecializovaných zariadení pre dané me-
ranie. [12]
Latenciu je možné merať jednosmerne (z ang. one-way). V podstate ide o tzv.
end-to-end latenciu. Jednoducho povedané sa jedná o čas, ktorý je potrebný na do-
ručenie paketu od zdroja k cieľu. Ďalšou možnosťou je merať obojsmernú latenciu
(z ang. Round-trip time – RTT), čo je vlastne suma jednosmerného oneskorenia od
zdrojovej k cieľovej stanici plus oneskorenie spracovaním cieľovou stanicou a jedno-
smerné oneskorenie od cieľovej stanice späť k zdrojovej.
3.1 Obojsmerná vs. jednosmerná latencia
Vo všeobecnosti je možné povedať, že je jednoduchšie merať obojsmernú latenciu
ako jednosmernú, pretože v prípade obojsmernej latencie sa všetky dáta spracúvajú
na jednom konkrétnom fyzickom mieste respektíve stanici. Pri tejto metóde nevý-
hoda spočíva v tom, že cesta od odosielateľa k prijímateľovi môže byť iná ako cesta
od prijímateľa späť k odosielateľovi. Z tohto dôvodu vo väčších sieťach, u ktorých
dochádza k zmenám v topológii častejšie a nie je zaručené, že dáta pôjdu tam aj
späť rovnakou cestou je vhodnejšie použiť jednosmernú latenciu.
3.2 Jednosmerná latencia
Pri meraní jednosmerného oneskorenia sa dáta odosielajú z jedného fyzického
umiestnenia a spracúvajú na inom mieste respektíve sa odosielajú z jednej stanice
na inú, na ktorej sa spracúvajú a vyhodnocujú. Tu nastáva ale problém. Je totiž
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potrebné zabezpečiť presné korigovanie časových udalostí z rôznych fyzických miest.
Meranie jednosmernej latencie je vykonávané odpočítaním doby udalosti (časovej
pečiatky – z ang. time stamp) z dvoch alebo viacerých pozorovacích miest. [12]
3.2.1 Princípy časovej synchronizácie
Vykonať presnú synchronizáciu je ale celkom obtiažne, pretože pri použití ho-
dín zabudovaných do počítačov, serverov alebo iných sieťových zariadení dochádza
k značným odchýlkam a nepresnostiam. Je to spôsobené tým, že v počítačoch, serve-
roch a podobných zariadeniach sú použité lacné kryštálom riadené oscilátory (z ang.
low-cost crystal oscilators). Aj v prípade kedy by dva oscilátory začali s úplne pres-
nou a dokonalou synchronizáciou, tak po určitom čase sa rozídu. U PC hodín to
môže byť približne 100 ppm (merané v jednotkách ppm – z ang. parts per mi-
lion), čo sa rovná jednej milisekunde každých 10 sekúnd respektíve 8,46 sekúnd
denne. U presnejších hodín môže nastať posun 1 až 10 ppm, čo sa rovná jednej mi-
lisekunde každých 100 až 1000 sekúnd. Použitie samostatných atómových hodín je
oveľa presnejšie, ale z finančného hľadiska veľmi drahé a nákladné. Atómové hodiny
sa môžu oneskoriť o menej ako jednu mikrosekundu za rok a pol.[12]
Časová synchronizácia predstavuje značný problém a neexistuje žiadna univer-
zálna metóda na meranie jednosmernej latencie. Základný princíp, ale spočíva v za-
bezpečení pravidelnej synchronizácie, aby sa predišlo jej rozpadu. Systémy na syn-
chronizáciu hodín sú citlivé na premenlivosť, ktorú môžu zapríčiniť siete, počítače
(hosty) a operačné systémy.[12]
Pri navrhovaní vhodnej časovej synchronizácie by sme sa mali držať niekoľkých
základných a dôležitých krokov:
1. Voľba vhodného zdroja hodín na synchronizáciu rôznych zariadení. Zdro-
jom hodín by mohlo byť GPS alebo serverové hodiny vysokej presnosti (ató-
mové hodiny). Najbežnejšie je asi používané GPS aj keď to nie je vždy veľmi
praktické pripájať GPS prijímač ku každému zariadeniu, ktoré chceme syn-
chronizovať. Často je GPS prijímač umiestnený na streche alebo na okne a cez
miestny komunikačný kanál posiela synchronizačný hodinový signál viacerým
zariadeniam. [12]
2. Voľba vhodného komunikačného kanálu pre distribúciu synchronizačného
signálu zo zdroja hodín. Ako komunikačný kanál môžeme použiť priame pri-
pojenie káblom alebo pripojenie k miestnej sieti alebo aj internet. Všeobecne
platí, že spojenie napr, point-to-point káblom poskytuje vyššiu presnosť syn-
chronizácie. [12]
24
3. Voľba vhodného časového protokolu. Pri priamom spojeni káblom sa pou-
žíva protokol s názvom „pulz-za-sekundu“ (z ang. Puls-per-second). Je to veľmi
jednoduchý protokol. Medzi ďalšie protokoly používané na časovú synchronizá-
ciu patria Network Time Protocol (NTP), ktorý je popísaný v norme RFC1305
a Precision Time Protocol (PTP), ktorý je popísaný v norme IEEE1518. [12]
Rôzne synchronizačné metódy a protokoly poskytujú rôzne úrovne presnosti
v rôznych prostrediach. Na určenie úrovne presnosti merania nie je dostačujúci iba
výber protokolu, ale aj presnosť zdroja hodín.[12]
3.3 Obojsmerná latencia
Ako som už skôr spomínal, merať obojsmernú latenciu je jednoduchšie hlavne
z toho dôvodu, že pri tejto metóde sa nemusí vykonávať časová synchronizácia. Pri
meraní obojsmernej latencie zdrojová stanica posiela žiadosť cieľovej stanici. Cieľová
stanica ihneď po prijatí odošle odpoveď na zdrojovú stanicu. Zdrojová stanica potom
odčíta čas odoslania žiadosti od času prijatia odpovedi a tým sa získa doba prechodu
dát od zdrojovej stanice k cieľovej a späť, čo je vlastne obojsmerná latencia.
Obr. 3.1: Posielanie žiadostí a odpovedí u obojsmernej latencie
Existuje veľké množstvo nástrojov, programov a komplexných softwarových rie-
šení, ktoré dokážu merať obojsmernú latenciu. V dnešnej dobe si môžeme vyberať
z veľkej rady rôznych sieťových analyzátorov, ktoré dokážu merať nielen sieťovú la-
tenciu, ale aj napríklad priepustnosť siete a mnoho iných parametrov a výsledky
z meraní spracovávať, archivovať, vyhodnocovať a v prípade nejakej poruchy ozná-
miť túto udalosť napr. prostredníctvom mailu a pod. Samozrejme takéto softwarové
riešenia sú komerčné, to znamená, že za ich používanie si musíme zaplatiť vo väč-
šine prípadov nemalou čiastkou. Na jednoduché meranie a testovanie obojsmernej
latencie sa asi najčastejšie používa program PING, ktorý je súčasťou asi každého
operačného systému.
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3.3.1 Program PING
Program alebo nástroj PING je veľmi dobre známy a dosť často využívaný do-
konca aj medzi odborníkmi. Bol vytvorený v roku 1983 Mikom Muussom. Medzi
jeho hlavné výhody patrí jeho jednoduchosť, ale hlavne aj dostupnosť, pretože sa
za jeho používanie nemusí platiť a je súčasťou operačných systémov. Pôvodne bol
vyvinutý na zisťovanie dostupnosti jednotlivých zariadení alebo staníc v sieti.
Využíva tzv. správy Echo Request (žiadosť) a Echo Reply (odpoveď). Zdrojová
stanica odosiela správy Echo Request cieľovému uzlu. V prípade, že je sieť a jej prvky
nakonfigurované správne cieľový uzol obdrží správu Echo Request, ktorú spracuje
a odošle odpoveď v podobe správy Echo Reply. [2]
Ping ku svojej činnosti využíva protokol ICMP (Internet Control Message Pro-
tocol).
3.3.2 Protokol ICMP
Protokol ICMP je súčasťou IP-protokolu. Je to služobný protokol a je využívaný
na signalizáciu mimoriadnych stavov, situácii a udalostí v sieťach postavených na
IP-protokole. Protokol ICMP svoje dátové pakety balí do IP-protokolu, to znamená,
že ak by sme prehliadli prenášané datagramy, tak by sme v nich našli za linkovým
záhlavím hlavičky IP-protokolu nasledované hlavičkou ICMP paketu.[11]
Obr. 3.2: ICMP paket
IP datagram, ktorý môžeme vidieť na obr. 3.2 sa skladá z IP hlavičky (jej veľkosť
nemôžeme meniť a je 20bajtov), ďalej nasleduje ICMP hlavička (ďalších 8bajtov)
a potom nasledujú dáta.
Protokolom ICMP je možné signalizovať najrôznejšie situácie, skutočnosť je však
taká, že konkrétne implementácie TCP/IP podporujú vždy len istú časť týchto sig-
nalizácií a navyše z bezpečnostných dôvodov môžu byť na smerovačoch mnohé ICMP
signalizácie zahadzované.[11]
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4 NAVRHNUTÁ METÓDA MERANIA
Pri meraní latencie jednotlivých smerovačov a prepínačov som vychádzal z faktu,
že cesta ktorou dáta prejdú od odosielateľa k prijímateľovi je rovnaká ako cesta
od prijímateľa k odosielateľovi. Z toho dôvodu je jednoduchšie merať obojsmernú
respektíve round-trip time latenciu, pretože odpadá nutnosť komplikovane zabezpe-
čovať synchronizáciu času na pozorovacích staniciach. V tomto prípade ak odmeri-
ame obojsmernú latenciu, tak jednosmernú latenciu dostaneme jednoducho podele-
ním obojsmernej latencie dvoma.
4.1 Metóda pre meranie latencie v závislosti na veľ-
kosti paketov, zaťažení a počte záznamov v ACL
K testu boli použité dve stanice (označme ich A a B), ktoré boli k daným
zariadeniam pripojené rychlosťou 100Mbit/s na ethernet porty pomocou UTP kábla.
Stanica A bola meracia stanica, ktorá odosielala dáta a vyhodnocovala a spracová-
vala namerané výsledky. Na meranie bol použitý dobre známy program zvaný PING,
ktorý je súčasťou asi väčšiny operačných systémov. Z dôvodu, že pri testoch bola
potrebná presnosť na desiatky až jednotky mikrosekúnd bol na meracej stanici A
nainštalovaný operačný systém Linux v distribúcii Ubuntu 10.10. Program PING
pod Linuxom dokáže oproti verzii, ktorá sa nachádza v distribúciách systému MS
Windows merať oneskorenie v mikrosekundách.
Priame spojenie
Prepínač/smerovač
Stanica  A Stanica  B
Obr. 4.1: Schéma merania latencie aktívnych prvkov siete
Ako môžeme vidieť z obr. 4.1, základom celého testu je odmerať oneskorenie,
ktoré vzniká pri posielaní dát medzi stanicami spojenými priamo káblom. Potom
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sa do cesty pridá smerovač alebo prepínač a odmeriame oneskorenie s pridaným
aktívnym prvkom v ceste. Jednoduchým odčítaním hodnôt dostaneme oneskorenie,
ktoré pridáva daný aktívny prvok v sieti. Nesmieme však zabúdať na to, že latencia,
ktorú sme odmerali je obojsmerná. Preto ak chceme zistiť jednosmerné oneskorenie
daného aktívneho prvku, musíme túto hodnotu ešte vydeliť dvoma.
Pomocou rovnice 4.1 vypočítame minimálnu hodnotu jednosmernej latencie da-
ného aktívneho prvku. V tejto rovnici 𝑡PCmin značí minimálnu hodnotu obojsmernej
latencie medzi stanicami priamo spojenými káblom, čiže bez aktívneho prvku v ceste
a 𝑡min označuje minimálnu hodnotu obojsmernej latencie so zapojeným aktívnym
prvkom v ceste.
𝐷Lmin =
𝑡min − 𝑡PCmin
2
(4.1)
Pomocou rovnice 4.2 vypočítame maximálnu hodnotu jednosmernej latencie da-
ného aktívneho prvku. V tejto rovnici 𝑡PCavg značí priemernú hodnotu obojsmernej
latencie medzi stanicami priamo spojenými káblom, čiže bez aktívneho prvku v ceste
a 𝑡max označuje maximálnu hodnotu obojsmernej latencie so zapojeným aktívnym
prvkom v ceste.
𝐷Lmax =
𝑡max − 𝑡PCavg
2
(4.2)
Minimálna a maximálna hodnota pre nás nemajú veľký význam a značia
„extrémy“ alebo lepšie povedané označujú krajné hodnoty latencie. Minimálna a ma-
ximálna hodnota nám umožňuje lepšie si predstaviť v akom rozmedzí sa pohybovala
latencia počas testovania.
Z dôvodu aby sa predišlo veľkému skresleniu výsledkov a príliš veľkým nepres-
nostiam vplyvom veľkých výkyvov maximálnej a minimálnej hodnoty, tak pri jed-
notlivých testoch som vychádzal z doporučenia RFC2544, ktoré určuje, že pri meraní
latencie, by mal každý test trvať aspoň 120 sekúnd. Tým sa zabezpečí, že nám jedna
alebo dve vychýlené hodnoty nespravia pri veľkom množstve odmeraných hodnôt
veľké skreslenie. Určuje tiež, že každý test by sa mal opakovať aspoň 20-krát so
zaznamenanou priemernou hodnotou. Priemernú hodnotu jednosmernej latencie
daného aktívneho prvku vypočítame podľa rovnice 4.3.
𝐷Lavg =
𝑡avg − 𝑡PCavg
2
(4.3)
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V rovnici 4.3 𝑡PCavg označuje priemernú hodnotu obojsmernej latencie medzi
stanicami priamo spojenými káblom, čiže bez aktívneho prvku v ceste a 𝑡avg označuje
priemernú hodnotu obojsmernej latencie so zapojeným aktívnym prvkom v ceste.
Pri meraní latencie v závislosti na veľkosti paketov som v programe PING
nastavoval veľkosti paketov na hodnoty 84, 512, 1 024 a 1 500 bajtov pri ktorých som
vykonával merania. Hodnota 1 500 bajtov bola maximálna, pretože jednotlivé zaria-
denia mali defaultne nastavenú hodnotu MTU na 1 500 a tým pádom pri veľkosti
paketu nad 1 500 už dochádza k fragmentovaniu paketu. Jednotlivé zariadenia boli
pri testovaní latencie v závislosti na veľkosti paketov v defaultných nastaveniach.
Pri meraní latencie v závislosti na zaťažení som dané aktívne prvky zaťažoval
pomocou prenosu FTP. Stanica A slúžila ako FTP server a stanica B bola FTP
klient. Pri testoch bola využívaná celá šírka pásma, čiže 100Mbit/s. Z FTP servera
bol prenášaný súbor s veľkosťou 1,9GB v niekoľkých dátových tokoch súčasne. Celá
šírka pásma sa delila počtom súbežných dátových tokov, takže napr. pri dvoch dá-
tových tokoch bola prenosová rýchlosť jedného toku 50Mbit/s, pri troch dátových
tokoch bola prenosová rýchlosť jedného toku približne 33Mbit/s a pri štyroch dá-
tových tokoch bola prenosová rýchlosť jedného toku 25Mbit/s. Aj pri tomto teste
boli zariadenia v defaultných nastaveniach.
Pri meraní latencie v závislosti na počte záznamov v ACL som jednotlivé
záznamy generoval pomocou jednoduchého skriptu v linuxe.
#!/bin/bash
n=1
while [ $n -lt 3 ]; do
for (( i = 0 ; i <= 255; i++ ))
do
echo access–list 1 deny 192.168. $n.$i >> ./ACL.txt
done
let n=n+1
done
echo access–list 1 permit any >> ./ACL.txt
Výpis kódu 4.1: ACLskript.sh
Pomocou TFTP servera som do počítača stiahol bežiacu konfiguráciu daného
smerovača. Pomocou skriptu som vygeneroval tri ACL o veľkosti 20 000, 40 000
a 60 000 záznamov, ktoré som potom skopíroval do bežiacej konfigurácie a následne
pomocou TFTP servera nahral naspäť do smerovača. Na smerovači ešte bolo nutné
zakázať metódy Fast switching a Cisco Express Forwarding, aby smerovač použí-
val metódu Process switching a prehľadával ACL pre každý jeden paket. Jednotlivé
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ACL som použil na rozhraniach v smere dnu (in). Skript a upravené súbory bežiacej
konfigurácie sú priložené na DVD.
4.2 Metóda pre meranie latencie v závislosti na po-
užitej smerovacej metóde
Pri meraní latencie v závislosti na použitej smerovacej metóde som postupoval
podobne ako aj v predchádzajúcich meraniach. Ako môžeme vidieť na obr. 4.2 tak
aj v tomto prípade sa najprv musí odmerať obojsmerná latencia bez zapojených
smerovačov, čiže iba medzi počítačmi. Následne sa odmeria latencia so zapojenými
smerovačmi v ceste.
Priame spojenie
Smerovač 1
Stanica  A Stanica  B
Smerovač 2
Obr. 4.2: Schéma merania latencie smerovačov v závislosti na smerovacej metóde
Jednosmerná latencia smerovačov sa potom dopočíta rovnako ako aj pri pred-
chádzajúcich meraniach akurát s malou zmenou, pretože nesmieme zabudnúť, že
v tomto prípade sú v ceste zapojené dve zariadenia a preto aj konečný výsledok
musíme podeliť štyrmi.
Pomocou rovnice 4.4 vypočítame minimálnu hodnotu jednosmernej latencie da-
ného aktívneho prvku.
𝐷Lmin =
𝑡min − 𝑡PCmin
4
(4.4)
Pomocou rovnice 4.5 vypočítame maximálnu hodnotu jednosmernej latencie da-
ného aktívneho prvku.
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𝐷Lmax =
𝑡max − 𝑡PCavg
4
(4.5)
A priemernú hodnotu jednosmernej latencie daného aktívneho prvku vypočítame
podľa rovnice 4.6.
𝐷Lavg =
𝑡avg − 𝑡PCavg
4
(4.6)
Rovnako ako aj v prípade merania latencie v závislosti na počte záznamov v ACL
som pomocou skriptu v linuxe vygeneroval 1 000 smerovacích záznamov, ktoré som
potom skopíroval do bežiacej konfigurácie a následne pomocou TFTP servera naspäť
nahral do smerovačov.
#!/bin/bash
n=1
while [ $n -lt 5 ]; do
for (( i = 0 ; i <= 250; i++ ))
do
echo ip route 192.$n.$i.0 255.255.255.0 192.1.2.1 >> ./route.txt
done
let n=n+1
done
Výpis kódu 4.2: ROUTEskript.sh
Na smerovačoch som potom nastavil požadovanú metódu smerovania a odmeral
latenciu. Príkazy použité na vypnutie alebo zapnutie jednotlivých metód smerovania
sú uvedené v teoretickej časti.
31
4.3 Automatizácia merania
Operačný systém Linux a jeho distribúcie sú využívané pomerne často aj z dô-
vodu možnosti vytvárania a jednoduchého používania skriptov, ktoré dokážu často
používateľovi pomôcť pri správe napríklad aj sietí.
Ja som si svoju prácu uľahčil jednoduchým skriptom na meranie latencie po-
mocou programu PING. Daný skript mal za úlohu spustiť jednotlivé testy latencie
podľa predom určených parametrov a do súboru vypísať iba hodnoty minimálnej,
priemernej a maximálnej latencie.
#!/bin/bash
cislo =1 #nastav. premennej cislo na hod. 1
while [ $cislo -lt n ]; do #začiatok cyklu s podmienkou
echo PINGtest $cislo #oznámenie začiatku testu
VYPIS=`ping 192.168.1.3 -c121 -s1472 -q` #spustenie testu a uloženie výpisu
min=`echo "$VYPIS" | awk -F"/" '{print $4}'` #nájdnenie min., priem. a max.
avg=`echo "$VYPIS" | awk -F"/" '{print $5}'` #hodnoty z výpisu a uloženie
max=`echo "$VYPIS" | awk -F"/" '{print $6}'` #hodnôt do určených premenných
echo min / avg / max / $min /$avg /$max >> ./ PingTest.txt #uloženie do súboru
let cislo=cislo+1 #inkrementovanie premennej cislo
echo Koniec testu #oznámenie konca testu
sleep 5 #pauza 5 sekúnd medzi testami
done #koniec cyklu
Výpis kódu 4.3: PINGtest.sh
V danom skripte, môžme meniť počet testov a to nastavením hodnoty n v pod-
mienke cyklu. Veľkosť paketov a počet poslaných žiadostí sa nastavuje parametrami
za príkazom ping.
Ja som používal tieto parametre na nastavenie testu:
• –c[číslo] – daným parametrom sa nastavuje počet poslaných žiadostí. Ja som
daným parametrom nepriamo ovplyvňoval dĺžku trvania testu. Pretože de-
faultne je nastavený čas medzi posielaním jednotlivých žiadostí na 1 sekundu,
tak hodnota 121 zaistila dĺžku trvania testu 120 sekúnd, pričom bolo poslaných
121 žiadostí.
• –s[číslo] – týmto parametrom určujeme veľkosť vysielaných paketov. Treba
ale počítať s tým, že výsledný paket bude mat veľkost o 28 bajtov väčšiu,
pretože sa pridá IP hlavička (20 bajtov) a ICMP hlavička (8 bajtov).
• –q – daným parametrom sa nastavuje tzv. tichý výpis. To znamená, že sa
na konci testu vypíše iba záverečný výpis, ktorý obsahuje počet odoslaných
a prijatých paketov, stratu paketov v percentách, minimálnu, priemernú a ma-
ximálnu hodnotu latencie a dĺžku trvania testu. Tento parameter som v skripte
využíval z dôvodu skrátenia výpisu z ktorého som pomocou skriptu vyhľadal
minimálnu, priemernú a maximálnu hodnotu a len tie sa potom zapisovali do
súboru.
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5 VÝSLEDKY MERANIA
5.1 Meranie latencie v závislosti na veľkosti pake-
tov
5.1.1 Smerovač Cisco 2801
V tabuľke 5.1 možme vidieť, že latencia smerovača Cisco 2 801 sa postupne
zväčšovala v závislosti na veľkosti paketov. Grafickú závislosť si môžme pozrieť na
obr. 5.1. Namerané hodnoty obojsmernej latencie sú v prílohe.
Veľkosť paketov 𝐷Lmin 𝐷Lavg 𝐷Lmax
84 bajtov 66 116 821,5
512 bajtov 132,5 204,5 950,5
1 024 bajtov 243,5 275 750
1 500 bajtov 351 411,5 1 181
Tab. 5.1: Latencia smerovača Cisco 2 801 v 𝜇𝑠
Latencia smerovača Cisco 2801 v závislosti na veľkosti paketov
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Obr. 5.1: Latencia smerovača Cisco 2 801 v závislosti na veľkosti paketov
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5.1.2 Smerovač Cisco 2811
V tabuľke 5.2 môžeme vidieť latenciu smerovača Cisco 2 811. Porovnaním hodnôt
so smerovačom Cisco 2 801 v tabuľke 5.1, môžeme vidieť, že smerovač Cisco 2 811
mal o niečo väčšiu latenciu ako smerovač Cisco 2 801. Môže to byť spôsobené mierne
odlišnou architektúrou obidvoch smerovačov. Grafickú závislosť môžeme vidieť na
obr. 5.2. Namerané hodnoty obojsmernej latencie sú v prílohe.
Veľkosť paketov 𝐷Lmin 𝐷Lavg 𝐷Lmax
84 bajtov 98 160 967,5
512 bajtov 178,5 222,5 1 086
1 024 bajtov 285,5 351 1 131
1 500 bajtov 363 425,5 1 171
Tab. 5.2: Latencia smerovača Cisco 2 811 v 𝜇𝑠
Latencia smerovača Cisco 2811 v závislosti na veľkosti paketov
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Obr. 5.2: Latencia smerovača Cisco 2 811 v závislosti na veľkosti paketov
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5.1.3 Prepínač Cisco Catalyst 2960
V tabuľke 5.3 môžeme vidieť latenciu prepínača Cisco Catalyst 2 960. Tento pre-
pínač mal vo väčšine testov najmenšiu latenciu. V porovnaní hodnôt so smerovačmi
Cisco 2801 a Cisco 2 811 bol o niečo rýchlejší. Prepínač Cisco Catalyst 2 960 pra-
coval v móde store and forward, takže prijaté rámce najskôr uložil a až potom ich
odosielal. Hodnota latencie by mohla ešte klesnúť ak by prepínač použil metódu
cut-trough. Bohužial daný prepínač dokáže pracovať len v móde store and forward.
Grafickú závislosť môžeme vidieť na obr. 5.3. Namerané hodnoty obojsmernej laten-
cie sú v prílohe.
Veľkosť paketov 𝐷Lmin 𝐷Lavg 𝐷Lmax
84 bajtov 41,5 87,5 658,5
512 bajtov 142 166 967
1 024 bajtov 245 271 1 064,5
1 500 bajtov 318,5 347,5 1 225
Tab. 5.3: Latencia prepínača Cisco Catalyst 2 960 v 𝜇𝑠
Latencia prepínača Cisco Catalyst 2960 v závislosti na veľkosti paketov
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Obr. 5.3: Latencia prepínača Cisco Catalyst 2 960 v závislosti na veľkosti paketov
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5.1.4 Prepínač Cisco Catalyst 3560
V tabuľke 5.4 môžeme vidieť latenciu prepínača Cisco Catalyst 3 560. Jedná sa
o L3 prepínač a v porovnaní s prepínačom Cisco Catalyst 2 960 mal väčšiu latenciu,
čo môže byť spôsobené odlišnou vnútornou architektúrou oproti prepínaču Cisco
Catalyst 2 960. Pretože sa jedná o L3 prepínač spracovanie paketu si vyžiada viac
strojového času než u prepínača Cisco Catalyst 2960. V porovnaní hodnôt so sme-
rovačmi Cisco 2 801 a Cisco 2 811 bol o niečo rýchlejší, ale rozdiel už bol menší
ako u prepínača Cisco Catalyst 2 960. Grafickú závislosť môžeme vidieť na obr. 5.4.
Namerané hodnoty obojsmernej latencie sú v prílohe.
Veľkosť paketov 𝐷Lmin 𝐷Lavg 𝐷Lmax
84 bajtov 57 100 1 045,5
512 bajtov 129 180,5 1 161
1 024 bajtov 233 268,5 817
1 500 bajtov 321,5 373 1 052
Tab. 5.4: Latencia prepínača Cisco Catalyst 3 560 v 𝜇𝑠
Latencia prepínača Cisco Catalyst 3560 v závislosti na veľkosti paketov
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Obr. 5.4: Latencia prepínača Cisco Catalyst 3 560 v závislosti na veľkosti paketov
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5.1.5 Porovnanie latencie akt. prvkov v závislosti na veľkosti
paketov
Pri testovaní latencie v závislosti na veľkosti paketov mali menšiu latenciu pre-
pínače pri veľkosti paketov 84 bajtov a 512 bajtov. Pri veľkosti paketov 1 024 bajtov
a 1 500 bajtov rozdiel nebol veľký a hodnoty latencie boli porovnateľne. Bolo to
spôsobené tým, že prepínače pracovali metódou store and forward, to znamená, že
museli prichádzajúce rámce ukladať a až po uložení celého rámca ho mohli vyslať na
výstupný port. To u prepínačov pri väčších paketoch mohlo spôsobiť väčšie onesko-
renie. U prepínača Cisco Catalyst 3 560 som nameral síce o trochu nižšie hodnoty, ale
nie s veľkým rozdielom ako u smerovača Cisco 2801. Môže to byť zapríčinené tým,
že sa jedná o L3 prepínač, ktorý má odlišnú architektúru ako normálne prepínače
a podobne ako smerovač dokáže pakety smerovať.
Bohužiaľ firma Cisco v dokumentácii k jednotlivým zariadeniam neuvádza hod-
noty latencií pre dané zariadenia a preto som sa snažil správnosť výsledkov overiť
a približne porovnať s prácou Michala Krumnikla, ktorý vo svojej práci meral laten-
ciu prepínačov a uvádza hodnoty v rozsahu od 96 𝜇𝑠 do 118 𝜇𝑠 pre veľkosť rámca 98
bajtov, čo sa približne zhoduje s mojími nameranými hodnotami. U vyšších veľkostí
paketov nameral väčšie hodnoty latencie, čo môže byť spôsobené väčším serializač-
ným oneskorením.[13]
Zhrnutie a porovnanie hodnôt latencií pre jednotlivé zariadenia môžeme vidieť
v grafickej podobe na obr. 5.5. V grafe sú porovnávané priemerné hodnoty latencií.
Latencia aktívnych sieťových prvkov v závislosti na veľkosti paketov
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Obr. 5.5: Porovnanie latencie akt. prvkov v závislosti na veľkosti paketov.
37
5.2 Meranie latencie v závislosti na zaťažení
5.2.1 Smerovač Cisco 2801
V tabuľke 5.5 možeme vidieť vplyv súbežných dátových tokov na latenciu sme-
rovača Cisco 2 801. Grafickú závislosť môžeme vidieť na obr. 5.6. Namerané hodnoty
obojsmernej latencie sú v prílohe.
n 𝐷Lmin 𝐷Lavg 𝐷Lmax
1 528 876,5 3 009,5
2 1 320 2 044,5 5 092
3 1 945,5 3222,5 8 659,5
4 3 402 4 236 9 957
Tab. 5.5: Latencia smerovača Cisco 2 801 v 𝜇𝑠
Latencia smerovača Cisco 2801 v závislosti 
na počte súbežných tokov dát
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Obr. 5.6: Latencia smerovača Cisco 2 801 v závislosti na počte súbežných dátových
tokov
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5.2.2 Smerovač Cisco 2811
V tabuľke 5.6 možeme vidieť vplyv súbežných dátových tokov na latenciu sme-
rovača Cisco 2 811. Hodnoty latencie pri tomto meraní sú porovnateľné so smerova-
čom Cisco 2 801. Grafickú závislosť môžeme vidieť na obr. 5.7. Namerané hodnoty
obojsmernej latencie sú v prílohe.
n 𝐷Lmin 𝐷Lavg 𝐷Lmax
1 223 872,5 2 425
2 817 2 293 4 952,5
3 2 380,5 3 289 6 263
4 3 512,5 4 936 9 124,5
Tab. 5.6: Latencia smerovača Cisco 2 811 v 𝜇𝑠
Latencia smerovača Cisco 2811 v závislosti 
na počte súbežných tokov dát
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Obr. 5.7: Latencia smerovača Cisco 2 811 v závislosti na počte súbežných dátových
tokov
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5.2.3 Prepínač Cisco Catalyst 2960
V tabuľke 5.7 možeme vidieť vplyv súbežných dátových tokov na latenciu prepí-
nača Cisco Catalyst 2 960. Hodnoty sú porovnateľné s ostatnými testovanými zaria-
deniami. Grafickú závislosť môžeme vidieť na obr. 5.8. Namerané hodnoty obojsmer-
nej latencie sú v prílohe.
n 𝐷Lmin 𝐷Lavg 𝐷Lmax
1 480 910 3 015,5
2 1 606 2 128 4 858
3 1 064 3 412,5 6 967
4 3 395,5 4 496 9 218,5
Tab. 5.7: Latencia prepínača Cisco Catalyst 2 960 v 𝜇𝑠
Latencia prepínača Cisco Catalyst 2960 v závislosti 
na počte súbežných tokov dát
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Obr. 5.8: Latencia prepínača Cisco Catalyst 2 960 v závislosti na počte súbežných
dátových tokov
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5.2.4 Prepínač Cisco Catalyst 3560
V tabuľke 5.8 možeme vidieť vplyv súbežných dátových tokov na latenciu prepí-
nača Cisco Catalyst 3 560. Hodnoty sú porovnateľné s ostatnými testovanými zaria-
deniami. Grafickú závislosť môžeme vidieť na obr.5.9. Namerané hodnoty obojsmer-
nej latencie sú v prílohe.
n 𝐷Lmin 𝐷Lavg 𝐷Lmax
1 585,5 865 2 644
2 1 540 2 070,5 4 023
3 2 351,5 3 330 6 392,5
4 3 471,5 4 676 8 292
Tab. 5.8: Latencia prepínača Cisco Catalyst 3 650 v 𝜇𝑠
Latencia prepínača Cisco Catalyst 3560 v závislosti
 na počte súbežných tokov dát
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Obr. 5.9: Latencia prepínača Cisco Catalyst 3 560 v závislosti na počte súbežných
dátových tokov
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5.2.5 Porovnanie latencie akt. prvkov v závislosti na zaťažení
V týchto testoch sa prejavil vplyv latencie daných zariadení v závisloti na počte
súbežných dátových tokoch. Hodnoty nameraných latencií jednotlivých zariadení,
či už prepínačov alebo smerovačov boli pri zaťažení v závislosti na dátových tokoch
porovnateľné. Myslím, že nemá cenu porovnávať jednotlivé zariadenia medzi sebou,
pretože hodnoty sú veľmi podobné a môžu byť skreslené, pretože hodnoty mini-
málnej a maximálnej latencie počas testu dosť kolísali. Zvyšovanie počtu súbežnych
dátových tokov, ktoré boli určené pre jeden výstupný port malo za následok značné
zvýšenie latencie a bolo to spôsobené tým, že dané zariadenia museli dáta radiť do
fronty.
Pri jednom dátovom toku bola latencia zariadení približne 900𝜇𝑠. Pri dvoch
súbežných tokoch latencia stúpla približne na hodnotu približne 2 100𝜇𝑠 až 2 200𝜇𝑠.
Pri troch súbežných tokoch sa latencia pohybovala v rozmedzí 3 200𝜇𝑠 až 3 400𝜇𝑠.
U štyroch súbežných dátových tokoch nastali medzi hodnotami väčšie rozdiely a hod-
noty sa pohybovali od 4 200𝜇𝑠 do 4 900𝜇𝑠.
Grafické porovnanie hodnôt latencií v závislosti na počte súbežných dátových
tokov pre jednotlivé zariadenia môžme vidieť na obr. 5.10. V grafe sú porovnávané
priemerné hodnoty latencií.
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Obr. 5.10: Porovnanie latencie akt. prvkov v závislosti na zaťažení.
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5.3 Meranie latencie v závislosti na počte záznamov
v ACL
5.3.1 Smerovač Cisco 2801
V tabuľke 5.9 možeme vidieť ako ovplyvňuje veľký počet záznamov v ACL laten-
ciu smerovača Cisco 2 801. Smerovač pri meraní spracovával pakety metódou process
switching, pretože iba touto metódou bolo možné odmerať rozdiely latencie pri jed-
notlivých počtoch záznamov v ACL. Latencia sa zo zvyšujúcim počtom záznamov
zvyšovala približne o 70𝜇𝑠 na 20 000 záznamov. Grafickú závislosť môžeme vidieť
na obr. 5.11. Namerané hodnoty obojsmernej latencie sú v prílohe.
Počet záznamov v ACL 𝐷Lmin 𝐷Lavg 𝐷Lmax
0 ACL 486 522 1 099,5
20 000 ACL 558,5 598,5 1 810
40 000 ACL 574,5 658 2 588,5
60 000 ACL 628 732,5 4 275
Tab. 5.9: Latencia smerovača Cisco 2 801 v 𝜇𝑠
Latencia smerovača Cisco 2801 v závislosti na počte záznamov v ACL
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Obr. 5.11: Latencia smerovača Cisco 2 801 v závislosti na počte záznamov v ACL
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5.3.2 Smerovač Cisco 2811
V tabuľke 5.10 možeme vidieť ako ovplyvňuje veľký počet záznamov v ACL
latenciu smerovača Cisco 2 811. Ako aj v predchádzajúcich meraniach, aj v tomto
mal smerovač Cisco 2 811 o niečo väčsiu latenciu ako smerovač Cisco 2 801. Latencia
sa podobne ako u smerovača Cisco 2801 zvyšovala zo vzrastajúcim počtom záznamov
v ACL približne o 70𝜇𝑠 na 20 000 záznamov. Grafickú závislosť môžeme vidieť na
obr. 5.12. Namerané hodnoty obojsmernej latencie sú v prílohe.
Počet záznamov v ACL 𝐷Lmin 𝐷Lavg 𝐷Lmax
0 ACL 528 573 1 268,5
20 000 ACL 618,5 681 1 658
40 000 ACL 665 735 3 737
60 000 ACL 726,5 802 3 929
Tab. 5.10: Latencia smerovača Cisco 2 811 v 𝜇𝑠
Latencia smerovača Cisco 2811 v závislosti na počte záznamov v ACL
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Obr. 5.12: Latencia smerovača Cisco 2 811 v závislosti na počte záznamov v ACL
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5.3.3 Porovnanie latencie akt. prvkov v závislosti na počte
záznamov v ACL
Cieľom merania latencie v závislosti na počte záznamov ACL bolo zistiť, aký
veľký podiel majú záznamy v ACL na veľkosti latencie a do akej miery ACL spo-
maľuje smerovače. Meranie prebehlo v konfigurácií smerovačov bez ACL a ďalšie so
20 000, 40 000 a 60 000 záznamami v ACL. Latencia sa podľa predpokladov zvyšo-
vala zo vzrastajúcim počtom záznamov v ACL. Nárast latencie bol približne o 70𝜇𝑠
na 20 000 záznamov. Z toho sa dá usúdiť, že pri veľkých ACL síce mierne laten-
cia vzrastie, ale v realných sieťach to veľký vplyv mať nebude, pretože len ťažko asi
nájdeme reálny smerovač so 60 000 záznamami v ACL. To ale neznamená, že jednot-
livé ACL by nemali byť tvorené s rozumom a s pomocou čo najmenšieho množstva
záznamov.
Ak by som mal porovnať latenciu smerovačov medzi sebou, tak ako aj v ostatných
testoch mal menšiu latenciu smerovač Cisco 2 801.
Grafické porovnanie hodnôt latencií v závislosti na počte záznamov v ACL pre
jednotlivé zariadenia môžeme vidieť na obr. 5.13. V grafe sú porovnávané priemerné
hodnoty latencií.
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Obr. 5.13: Porovnanie latencie akt. prvkov v závislosti na počte záznamov v ACL
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5.4 Meranie latencie v závislosti na použitej smero-
vacej metóde
5.4.1 Smerovač Cisco 2801
V tabuľke 5.11 možeme vidieť latenciu smerovača Cisco 2 801 v závislosti na pou-
žitej metóde smerovania paketov. Latencia smerovača Cisco 2 801 rapídne stúpla ak
používal metódu process switching. Oneskorenie pri metódach Fast switching a CEF
je skoro rovnaké, pretože dané meranie bolo založené na toku paketov len z jednej
stanice, ale vo veľkých sieťach s veľkým počtom paketov z rôznych smerov by bol roz-
diel viditeľný. Rozdiel je však badateľný v maximálnych hodnotách, kde maximálna
hodnota latencie pri metóde Fast switching je vyššia ako u CEF a porovnateľná s
metódou process switching, pretože počas testu občas dochádzalo k zneplatneniu
záznamov v cache pri metóde Fast switching. Grafickú závislosť môžeme vidieť na
obr. 5.14. Namerané hodnoty obojsmernej latencie sú v prílohe.
Metóda 𝐷Lmin 𝐷Lavg 𝐷Lmax
Process Switching 406,75 450,25 893,5
Fast Switching 56,25 106,75 839,25
Cisco Express Forwarding 60,25 101,25 530,75
Tab. 5.11: Latencia smerovača Cisco 2 801 v 𝜇𝑠
Latencia smerovača Cisco 2801 v závislosti na použitej metóde smerovania
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Obr. 5.14: Latencia smerovača Cisco 2 801 v závislosti na použitej metóde smerova-
nia
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5.4.2 Smerovač Cisco 2811
V tabuľke 5.12 možeme vidieť latenciu smerovača Cisco 2 811 v závislosti na
použitej metóde smerovania paketov. Z neznámeho dôvodu nešlo na tomto smero-
vači nakonfigurovať, aby použivál iba metódu Fast switching a preto som pri tomto
smerovači mohol zmerať len metódy Process switching a Cisco Express Forwarding.
Mohlo to byť zapríčinené chybou v danej verzii IOSu. Hodnoty latencií pri jednot-
livých metódach sú o niečo väčšie ako u smerovača Cisco 2 811. Grafickú závislosť
môžeme vidieť na obr. 5.15. Namerané hodnoty obojsmernej latencie sú v prílohe.
Metóda 𝐷Lmin 𝐷Lavg 𝐷Lmax
Process Switching 533 593 1 128
Cisco Express Forwarding 82,5 158 642
Tab. 5.12: Latencia smerovača Cisco 2 811 v 𝜇𝑠
Latencia smerovača Cisco 2811 v závislosti na použitej metóde smerovania
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Obr. 5.15: Latencia smerovača Cisco 2 811 v závislosti na použitej metóde smerova-
nia
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5.4.3 Porovnanie latencie akt. prvkov v závislosti na použitej
smerovacej metóde
V tomto meraní sa potvrdilo, že samotná metóda smerovania paketov Process
switching nie je veľmi vhodná a preto aj vznikli rôzne iné metódy, ktoré sa snažia
odstrániť jej nedostatky. Pri použití metódy Process switching sa latencia smerova-
čov značne zvýšila. Rozdiel latencie medzi metódou Process switching a metódami
Fast switching alebo CEF bol približne 350𝜇𝑠 u smerovača Cisco 2 801 a približne
450𝜇𝑠 u smerovača Cisco 2 811. Oneskorenie pri metódach Fast switching a Cisco
Express Forwarding bolo pri daných testoch porovnateľné. Ale rozdiel by bol určite
značný pri veľkých sieťach a tzv. core smerovačoch s veľkým množstvom smerova-
cích záznamov v smerovacej tabuľke, kde by sa dosiahla menšia latencia s metódou
CEF.
Grafické porovnanie hodnôt latencií v závislosti na použitej smerovacej metóde
pre jednotlivé zariadenia môžme vidieť na obr. 5.16. V grafe sú porovnávané prie-
merné hodnoty latencií.
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Obr. 5.16: Porovnanie latencie akt. prvkov v závislosti na použitej smerovacej me-
tóde
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6 ZÁVER
Mojou úlohou bolo zistiť čo vplýva na veľkosť latencie a vhodnou metódou odme-
rať latenciu dostupných aktívnych prvkov. V teoretickej časti som rozobral príčiny
vzniku latencie, základný princíp činnosti aktívnych prvkov a možnosti merania
sieťovej latencie.
Z dostupných možností a metód na meranie latencie som sa rozhodol merať
obojsmernú latenciu pomocou jednoduchého skriptu v linuxe a programu ping, ktorý
v linuxe dokáže merať latenciu v 𝜇𝑠. Z nameranej obojsmernej latencie som potom
dopočítal jednosmernú latenciu daných aktívnych prvkov.
Hodnoty latencií pre jednotlivé zariadenia v závislosti na veľkosti paketov vyšli
podľa očakávaní. Bohužiaľ firma Cisco v dokumentácii k jednotlivým zariadeniam
neuvádza hodnoty latencií pre dané zariadenia, z toho dôvodu nie je možné porov-
nať namerané výsledky a zhodnotiť ich presnosť. Správnosť výsledkov som približne
porovnával s prácou Michala Krumnikla, ktorý vo svojej práci meral latenciu prepí-
načov.
Zaujímavé výsledky som nameral aj pri zaťažení daných zariadení niekoľkými
tokmi dát. Dáne oneskorenie bolo spôsobené v tomto prípade radením dát do fronty.
Veľkosť latencie by sa dala v tomto prípade ovplyvniť vhodným nastavením QoS.
Pri meraní latencie v závislosti na konfigurácii som sa snažil zistiť, aký veľký
vplyv má na latenciu smerovača použitie filtrovacích pravidiel (ACL). Na generova-
nie veľkého množstva záznamov ACL som vytvoril jednoduchý skript. Tieto vygene-
rované ACL som do smerovačov nahrával pomocou TFTP servera a running-configu,
do ktorého som vygenerované záznamy vložil. Latencia smerovačov so vzrastajúcim
množstvom záznamov v ACL stúpala. Nárast latencie bol približne o 70𝜇𝑠 na 20 000
záznamov. V reálnych sieťach smerovače, ale nemajú také veľké ACL, takže pri po-
užití ACL sa nemusíme obávať veľkého nárastu latencie.
Posledné meranie bolo v závislosti na použitej smerovacej métode. Najväčšiu la-
tenciu som podľa očakávania nameral pri použití metódy Process switching. Mne
dostupné smerovače podporovali ešte metódy Fast switching a Cisco Express Forwar-
ding. Latencie pri týchto dvoch metódach boli porovnateľné. Výhoda metódy Cisco
Express Forwarding by sa prejavila pri smerovačoch s veľkým počtom smerovacích
záznamov a veľkých sieťach s množstvom ciest a to je bohužiaľ pri laboratórnych
podmienkach nerealizovateľné.
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ZOZNAM SYMBOLOV, VELIČÍN A SKRATIEK
ACE Položka v zozname prístupu – Access Control Entrie
ACL Zoznam pre riadenie prístupu – Access Control List
ARP Sieťový protokol na zisťovanie MAC adries – Address Resolution Protocol
CAM Tabuľka záznamov u prepínača – Content Addressable Memory
CEF Metóda smerovania paketov – Cisco Express Forwarding
dCEF Distribuovaná metóda smerovania paketov – Distributed Cisco Express
Forwarding
CPU Centrálna procesorová jednotka – Central Processor Unit
CRC Cyklický redundantný súčet – Cyclic Redundancy Check
𝐷Lavg Priemerná hodnota jednosmernej latencie aktívneho prvku
𝐷Lmax Maximálna hodnota jednosmernej latencie aktívneho prvku
𝐷Lmin Minimálna hodnota jednosmernej latencie aktívneho prvku
FCS Kontrolná suma pre rámce – Frame Check Sequence
FIB Smerovacia tabuľka pre CEF – Forwarding Information Base
FTP Protokol pre prenos súborov – File Transfer Protocol
GPS Globálny polohový systém – Global Positioning System
GSR Rada smerovačov Cisco pre veľké siete – Gigabit Switch Router
ICMP Služobný, signalizačný protokol v IP sieťach– Internet Control Message
Protocol
IOS Operačný systém zariadení firmy Cisco – Internetwork Operating System
IP Dátovo orientovaný komunikačný protokol sieťovej vrstvy – Internet
Protocol
IPX Sieťový protokol používaný v Novell NetWare – Internetwork Packet
Exchange
LAN Lokálna sieť – Local Area Network
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MAC Jedinečný identifikátor sieťového zariadenia – Media Access Control
MTU Maximálna prenosová jednotka – Maximum Transmission Unit
NAT Preklad sieťových adries – Network Address Translation
NTP Protokol na časovú synchronizáciu v sieťach – Network Time Protocol
PTP Protokol na presnú časovú synchronizáciu v sieťach – Precision Time
Protocol
QoS Kvalita služby – Quality of Service
RTT Obojsmerná latencia – Round-trip time
TCP/IP Primárny transportný protokol/Protokol síeťovej vrstvy – Transmission
Control Protocol/Internet Protocol
TFTP Jednoduchý protokol pre prenos súborov – Trivial File Transfer Protocol
TTL Obmedzuje dobu platnosti dát – Time To Live
𝑡avg Priemerná hodnota obojsmernej latencie pri zapojeni PC-akt. prvok-PC
𝑡max Maximálna hodnota obojsmernej latencie pri zapojení PC-akt. prvok-PC
𝑡min Minimálna hodnota obojsmernej latencie pri zapojení PC-akt. prvok-PC
𝑡PCavg Priemerná hodnota obojsmernej latencie pri zapojení PC-PC
𝑡PCmax Maximálna hodnota obojsmernej latencie pri zapojení PC-PC
𝑡PCmin Minimálna hodnota obojsmernej latencie pri zapojení PC-PC
UDP Nespoľahlivý protokol transportnej vrstvy – User Datagram Protocol
UTP Netienená krútená dvojlinka – Unshielded Twisted Pair
WAN Rozľahlá sieť – Wide Area Network
XNS Sada protokolov vyvinutých firmou Xerox – Xerox Network Services
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A PRÍLOHA
A.1 Tabuľky nameraných hodnôt obojsmernej la-
tencie v závislosti na veľkosti paketov
𝑡PCmin 𝑡PCavg 𝑡PCmax
Priame spojenie 253 487 3 638
Tab. A.1: RTT latencia bez zapojeného smerovača Cisco 2 801 v 𝜇𝑠
Veľkosť paketov 𝑡min 𝑡avg 𝑡max
84 bajtov 385 719 2 130
512 bajtov 518 896 2 388
1 024 bajtov 740 1 037 1 987
1 500 bajtov 955 1 310 2 849
Tab. A.2: RTT latencia so zapojeným smerovačom Cisco 2 801 v 𝜇𝑠
𝑡PCmin 𝑡PCavg 𝑡PCmax
Priame spojenie 304 417 1 505
Tab. A.3: RTT latencia bez zapojeného smerovača Cisco 2 811 v 𝜇𝑠
Veľkosť paketov 𝑡min 𝑡avg 𝑡max
84 bajtov 500 737 2 352
512 bajtov 661 862 2 589
1 024 bajtov 875 1 119 2 679
1 500 bajtov 1 030 1 268 2 759
Tab. A.4: RTT latencia so zapojeným smerovačom Cisco 2 811 v 𝜇𝑠
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𝑡PCmin 𝑡PCavg 𝑡PCmax
Priame spojenie 212 461 1 869
Tab. A.5: RTT latencia bez zapojeného prepínača Cisco Catalyst 2 960 v 𝜇𝑠
Veľkosť paketov 𝑡min 𝑡avg 𝑡max
84 bajtov 295 636 1 778
512 bajtov 496 793 2 395
1 024 bajtov 702 1 003 2 590
1 500 bajtov 849 1 156 2 911
Tab. A.6: RTT latencia so zapojeným prepínačom Cisco Catalyst 2 960 v 𝜇𝑠
𝑡PCmin 𝑡PCavg 𝑡PCmax
Priame spojenie 211 417 1 505
Tab. A.7: RTT latencia bez zapojeného prepínača Cisco Catalyst 3 560 v 𝜇𝑠
Veľkosť paketov 𝑡min 𝑡avg 𝑡max
84bajtov 325 617 2 508
512 bajtov 469 778 2 739
1 024 bajtov 677 954 2 051
1 500 bajtov 854 1 163 2 521
Tab. A.8: RTT latencia so zapojeným prepínačom Cisco Catalyst 3 560 v 𝜇𝑠
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A.2 Tabuľky nameraných hodnôt obojsmernej la-
tencie v závislosti na zaťažení
n 𝑡PCmin 𝑡PCavg 𝑡PCmax
1 288 808 2 455
2 250 1 168 4 634
3 310 1 505 5 629
4 247 1 979 8 356
Tab. A.9: RTT latencia bez zapojeného smerovača Cisco 2 801 v 𝜇𝑠
n 𝑡min 𝑡avg 𝑡max
1 1 344 2 561 6 827
2 2 890 5 257 11 352
3 4 201 7 950 18 824
4 7 051 10 451 21 893
Tab. A.10: RTT latencia so zapojeným smerovačom Cisco 2 801 v 𝜇𝑠
n 𝑡PCmin 𝑡PCavg 𝑡PCmax
1 206 804 3 749
2 223 1 043 7 573
3 256 1 216 11 365
4 294 1 669 12 504
Tab. A.11: RTT latencia bez zapojeného smerovača Cisco 2 811 v 𝜇𝑠
n 𝑡min 𝑡avg 𝑡max
1 652 2 549 5 654
2 1 857 5 629 10 948
3 5 017 7 794 13 742
4 7 319 11 541 19 918
Tab. A.12: RTT latencia so zapojeným smerovačom Cisco 2 811 v 𝜇𝑠
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n 𝑡PCmin 𝑡PCavg 𝑡PCmax
1 206 804 3 749
2 223 1 043 7 573
3 256 1 216 11 365
4 294 1 669 12 504
Tab. A.13: RTT latencia bez zapojeného prepínača Cisco Catalyst 2 960 v 𝜇𝑠
n 𝑡min 𝑡avg 𝑡max
1 1 166 2 624 6 835
2 3 435 5 299 10 759
3 2 384 8 041 15 150
4 7 085 10 661 20 106
Tab. A.14: RTT latencia so zapojeným prepínačom Cisco Catalyst 2 960 v 𝜇𝑠
n 𝑡PCmin 𝑡PCavg 𝑡PCmax
1 206 804 3 749
2 223 1 043 7 573
3 256 1 216 11 365
4 294 1 669 12 504
Tab. A.15: RTT latencia bez zapojeného prepínača Cisco Catalyst 3 650 v 𝜇𝑠
n 𝑡min 𝑡avg 𝑡max
1 1 377 2 534 6 092
2 3 303 5 184 9 089
3 4 959 7 876 14 001
4 7 237 11 021 18 253
Tab. A.16: RTT latencia so zapojeným prepínačom Cisco Catalyst 3 650 v 𝜇𝑠
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A.3 Tabuľky nameraných hodnôt obojsmernej la-
tencie v závislosti na počte záznamov v ACL
𝑡PCmin 𝑡PCavg 𝑡PCmax
Priame spojenie 313 506 3 026
Tab. A.17: RTT latencia bez zapojeného smerovača Cisco 2 801 v 𝜇𝑠
Počet záznamov v ACL 𝑡min 𝑡avg 𝑡max
0 ACL 1 285 1 550 2 705
20 000 ACL 1 430 1 703 4 126
40 000 ACL 1 462 1 822 5 683
60 000 ACL 1 569 1 971 9 056
Tab. A.18: RTT latencia so zapojeným smerovačom Cisco 2 801 v 𝜇𝑠
𝑡PCmin 𝑡PCavg 𝑡PCmax
Priame spojenie 313 506 3 026
Tab. A.19: RTT latencia bez zapojeného smerovača Cisco 2 811 v 𝜇𝑠
Počet záznamov v ACL 𝑡min 𝑡avg 𝑡max
0 ACL 1 369 1 652 3 043
20 000 ACL 1 550 1 868 3 822
40 000 ACL 1 643 1 976 7 980
60 000 ACL 1 766 2 110 8 364
Tab. A.20: RTT latencia so zapojeným smerovačom Cisco 2 811 v 𝜇𝑠
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A.4 Tabuľky nameraných hodnôt obojsmernej la-
tencie v závislosti na použitej smerovacej me-
tóde
𝑡PCmin 𝑡PCavg 𝑡PCmax
Priame spojenie 321 473 1 556
Tab. A.21: RTT latencia bez zapojeného smerovača Cisco 2 801 v 𝜇𝑠
Metóda 𝑡min 𝑡avg 𝑡max
Process Switching 1 948 2 274 4 047
Fast Switching 550 900 3 830
Cisco Express Forwarding 562 878 2 596
Tab. A.22: RTT latencia so zapojeným smerovačom Cisco 2 801 v 𝜇𝑠
𝑡PCmin 𝑡PCavg 𝑡PCmax
Priame spojenie 321 473 1 556
Tab. A.23: RTT latencia bez zapojeného smerovača Cisco 2 811 v 𝜇𝑠
Metóda 𝑡min 𝑡avg 𝑡max
Process Switching 2 453 2 845 4 985
Cisco Express Forwarding 651 1105 3 041
Tab. A.24: RTT latencia so zapojeným smerovačom Cisco 2 811 v 𝜇𝑠
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