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Abstract
First, using the uniform decomposition in both physical and frequency spaces, we obtain
an equivalent norm on modulation spaces. Secondly, we consider the Cauchy problem for the
dissipative evolutionary pseudo-differential equation
∂tu+ A(x,D)u = F
(
(∂αx u)|α|6κ
)
, u(0, x) = u0(x),
where A(x,D) is a dissipative pseudo-differential operator and F (z) is a multi-polynomial.
We will develop the uniform decomposition techniques in both physical and frequency spaces
to study its local well posedness in modulation spaces Msp,q and in Sobolev spaces H
s. More-
over, the local solution can be extended to a global one in L2 and in Hs (s > κ + d/2) for
certain nonlinearities.
MSC 2010: 35S30, 42B37, 42B35, 35K55.
1 Introduction
We study the Cauchy problem of the dissipative evolutionary pseudo-differential equa-
tion
∂tu+A(x,D)u = F
(
(∂αxu)|α|6κ
)
, u(0, x) = u0, (1.1)
where A(x,D) is a pseudo-differential operator, which is defined by (cf. [22, 30])
A(x,D)f(x) =
∫
eix·ξA(x, ξ)f̂(ξ)dξ, f ∈ S .
Recall that A(·, ·) is said to be in the class SM if A ∈ CN (R2d) for some N ≫ d and
satisfies
|∂αx ∂
β
ξ A(x, ξ)| 6 Aα,β(1 + |ξ|)
M−|β|, x, ξ ∈ Rd, |α|, |β| 6 N.
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Moreover, A(x,D) is said to be dissipative with order M , if
Re A(x, ξ) & |ξ|M , (x, ξ) ∈ Rd × Rd.
We will study the following two cases: (i) A(x,D) = a(x)+b(D), where Rea(x) & |x|σ1
and b ∈ SM is M -order dissipative for some σ1,M > 0, (ii) A ∈ S
M is M -order dissipative
for some M > 0. The nonlinearity
F (z) =
∑
26|β|6K
λβz
β, z = ((∂αxu)|α|6κ) (1.2)
is a multi-polynomial which contains at most κ-order derivative of u, κ is less than or
equal to the dissipative order M , the powers in the nonlinearity are less than or equal to
K ∈ N.
In order to solve the equation (1.1), we will use the uniform decomposition operators
to both frequency and physical spaces. The uniform decomposition in physical spaces
was applied by Kenig, Ponce and Vega [19, 20] in the study of the derivative nonlinear
Schro¨dinger equations. The frequency-uniform decomposition operators have been exten-
sively applied in the study of nonlinear evolution equations (cf. [27, 28, 29]). First, we
recall the definition of frequency-uniform decomposition operators. Let {σn}n∈Zd be a
smoothing function sequence satisfying
supp σ ⊂ [−3/4, 3/4]d , σn(·) = σ(· − n),∑
n∈Zd σn(ξ) ≡ 1, ∀ ξ ∈ R
d,
|∂ασn(ξ)| 6 C
|α|, ∀ ξ ∈ Rd.
(UD)
Denote
Υd = {{σn}n∈Zd : {σn}n∈Zd satisfies (UD)} .
Let {σn}n∈Zd ∈ Υd be a function sequence and
n := F
−1σn(ξ)F ,
n (n ∈ Z
d) are said to be the frequency-uniform decomposition operators. For n ∈ Zd,
we denote 〈n〉 = (1 + |n|2)1/2. Let s ∈ R, 1 6 p, q 6 ∞. Modulation spaces M sp,q
were introduced by Feichtinger [9] in 1983. Using the frequency-uniform decomposition
operators, they can be equivalently defined as
M sp,q(R
d) =
{
f ∈ S ′(Rd) : ‖f‖Msp,q =
( ∑
n∈Zd
〈n〉sq‖nf‖
q
p
)1/q
<∞
}
. (1.3)
It is well-known that M s2,2 is identical with Sobolev spaces H
s := (I − ∆)−s/2L2(Rd).
Modulation spaces are basic tools in the theory of time-frequency, which plays an impor-
tant role in the Gabor frame theory, see Gro¨chenig [10]. At first glance, one sees that they
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are quite similar to Besov spaces, which can be defined by using the uniform decomposi-
tion instead of the dyadic decomposition in Besov spaces, however, comparing with Besov
spaces, modulation spaces exhibit rather different aspects in their regularity, scaling prop-
erties and algebraic structures, see [9, 23, 13]. On the other hand, modulation spaces have
been widely applied in the theory of pseudo-differential operators and nonlinear evolution
equations, cf. [1, 2, 3, 4, 5, 6, 10, 11, 12, 17, 18, 16, 21, 24, 25, 26, 27, 28, 29]. The solutions
of the dispersive wave equations in modulation spaces also have different behavior with
respect to Besov spaces. For example, eit∆ is bounded in all modulation spaces and eit∆
is bounded in Besov spaces spaces Bsp,q if and only if p = 2. For the nonlinear case, we
know that nonlinear Schro¨dinger equation (NLS) is globally well-posed in M02,1 with small
data, which contains a class of functions out of the critical Sobolev spaces Hsc , so called
super-critical data in Hs (0 < s < sc) for NLS. The global well-posedness for such a kind
of super-critical cases of NLS is hard to obtain by only using Sobolev spaces.
In order to solve equation (1.1), we further decompose physical spaces in the same
way as the frequency space and introduce the frequency-physical-uniform decomposition
operators
m,n := σm(x)F
−1σn(ξ)F .
Acted on the operators m,n, the equation (1.1) is localized in a neighbourhood of (m,n)
in physical and frequency spaces and one can roughly regard A(m,n) as the main part of
A(x,D). Along this line, the dissipative structure of equation (1.1) can be simplified as
∂t +A(m,n) in local physical-frequency spaces. Indeed, we have
Proposition 1.1 (Localization in physical and frequency spaces) (1.1) is formally equiv-
alent to the following system
∂tm,nu+A(m,n)m,nu+m,nF
−1(A(x, ξ) −A(m,n))û = m,nF (u),
for all m,n ∈ Zd, (1.4)
where F (u) := F
(
(∂αxu)|α|6κ
)
(and we always use this notation if there is no confusion).
Proof. It is an easy consequence of (1.1) and (UD). 
Proposition 1.2 (Localized integral equation) Denote
Am,nf =
∫ t
0
e−(t−s)A(m,n)m,nf(s)ds. (1.5)
Then (1.4) is formally equivalent to
m,nu(t) =e
−tA(m,n)m,nu0 −Am,n(F
−1(A(x, ξ) −A(m,n))û)
+ Am,nF (u), for all m,n ∈ Z
d. (1.6)
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Proof. Considering the following equation for c > 0,
∂tv + cv = f, v(0, x) = v0, (1.7)
one easily sees that (1.7) is equivalent to
v(t) = e−ctv0 +
∫ t
0
e−c(t−s)f(s)ds.
This implies (1.6), as desired. 
So, in view of Proposition 1.2, in order to show the well-posedness of (1.1), it suffices
to consider the well-posedness of the system (1.6). Recall that the analytical semigroup
etA(x,D) and its applications to semilinear heat equations in Banach (Hilbert) spaces have
been studied for instance, in [14, 15], but the dissipative effects of ∂t + A(x,D) were
not extensively applied in those works. Noticing that e−tA(m,n) is exponentially decay-
ing, the dissipative structure in ∂t + A(x,D) will be captured by the semi-group system
{e−tA(m,n)}m,n∈Zd and the integral operator system {Am,n}m,n∈Zd . Now the difficulty is
to show that F−1(A(x, ξ) − A(m,n))û is really a reminder term of A(x,D)u and one
needs to find suitable function spaces to control the nonlinearity. In the following we in-
troduce some function spaces connected to the frequency-physical uniform decomposition
operators. For convenience, we write
ℓqsℓ
p(Lr) :=
{
{gm,n}m,n∈Zd : gm,n ∈ S
′(Rd),
∥∥∥‖{〈n〉s‖gm,n‖r}‖ℓp
m∈Zd
∥∥∥
ℓq
n∈Zd
<∞
}
. (1.8)
In order to apply the frequency-physical-uniform decomposition operators, combining
{m,n}m,n∈Zd with ℓ
q
sℓp(Lr), we can introduce the following norm:
‖f‖Xsr,p,q =
∥∥∥∥∥∥‖{〈n〉sm,nf}‖r∥∥ℓp
m∈Zd
∥∥∥∥
ℓq
n∈Zd
. (1.9)
Combining (1.9) and (1.8), we see that ‖f‖Xsr,p,q = ‖{m,nf}‖ℓqsℓp(Lr). X
s
r,p,q is of impor-
tance for us solving (1.6). In fact, we can show that
Proposition 1.3 Let s ∈ R, 1 6 p, q, r 6 ∞. Then ‖ · ‖Xsr,p,q is an equivalent norm on
M sp,q.
In order to handle the function u(x, t) of (x, t) ∈ Rd× [0, T ], we also need the following
function spaces L γ(0, T ;Xsr,p,q) for which the norm is defined as
‖u‖L γ(0,T ;Xsr,p,q) :=
( ∑
n∈Zd
〈n〉sq
( ∑
m∈Zd
‖m,nu‖
p
Lγ (0,T ;Lr)
)q/p)1/q
<∞. (1.10)
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Note that for 1 6 p ∨ q 6 γ 6 ∞, by Minkowski’s inequality, we have L γ(0, T ;Xsr,p,q) ⊂
Lγ(0, T ;Xsr,p,q). On the contrary, for 1 6 γ 6 p ∧ q 6 ∞, we have L
γ(0, T ;Xsr,p,q) ⊂
L γ(0, T ;Xsr,p,q).
In this paper, we will show the well posedness of (1.1) for initial data in M sp,q and H
s.
In order to indicate our method in a comparatively easier way, we first consider a simple
case A(x,D) = a(x) + b(D). We assume that the following conditions are satisfied:
(H1) a(x) ∈ CN (Rd), b(ξ) ∈ CN (Rd \ {0}) for some N ≫ d;
(H2) There exists σ1 > 0 such that |∂
α
x a(x)| . 〈x〉
σ1−|α| for x ∈ Rd, 1 6 |α| 6 N ;
(H3) There exists σ2 > 0 such that |∂
β
ξ b(ξ)| . |ξ|
σ2−|β|, if ξ 6= 0 and 0 6 |β| 6 N ;
(H4) Rea(x) & |x|σ1 and Reb(ξ) & |ξ|σ2 for x, ξ ∈ Rd;
First, we consider the general nonlinearity which contains derivative terms.
Theorem 1.4 Let 1 6 p, q, r 6 ∞. Assume that the symbol A(x, ξ) satisfies (H1)–(H4).
Suppose that the nonlinearity takes the form as in (1.2), with κ 6 σ2. We have the
following results:
(i) Let 0 < κ < σ2 and
γ(K) := max
(
K,
σ2(K − 1)
σ2 − κ
)
, s(ρ) := κ+
d
q′
−
σ2
ρ
.
We assume that
γ >
{
γ(K), if s(γ(K)) > 0,
σ1 ∨ γ(K), if s(γ(K)) < 0.
Suppose that s0 > κ + d/q
′ − σ2/γ, u0 ∈ M
s0
p,q. Then there exists T > 0 such that
(1.6) has a unique solution u ∈ C([0, T ];M s0p,q) ∩L
γ(0, T ;X
s0+σ2/γ
r,p,q ).
(ii) Let κ = σ2, s0 > σ2+d/q
′ and u0 ∈M
s0
p,q. Suppose that ‖u0‖Ms0p,q is sufficiently small.
Then there exists T > 0 such that (1.6) has a unique solution u ∈ C([0, T ];M s0p,q) ∩
L ∞(0, T ;Xs0r,p,q).
(iii) Let 0 6 κ 6 σ2. Assume that a(0) > 0 and Re (F (u), u) 6 0
1. Let s0 > κ +
d/2, u0 ∈ H
s0 is sufficiently small. Then (1.6) has a unique global solution u in
C(0,∞;Hs0) ∩ L2(0,∞;Hs0+σ2/2).
Next, if the nonlinearity contains no derivative terms, i.e., κ = 0, we can assume that
the initial data have lower regularity. In particular, we can consider a class of data in
modulation spaces with negative regularity index.
1We denote by (·, ·) the complex inner product.
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Theorem 1.5 Let 1 6 p, q, r 6 ∞. Assume that the symbol A(x, ξ) satisfies (H1)–(H4).
Suppose that the nonlinearity takes the form
F (u) =
I∑
i=1
λi|u|
ki−1u, ki ∈ 2N+ 1, K = max
16i6I
ki.
We have the following results:
(i) Let σ2 6 d/q, s0 > 0, s0 > d/q
′ − σ2/(K − 1), K ≪ γ < ∞ and u0 ∈ M
s0
p,q.
Then there exists T > 0 such that (1.6) has a unique solution u ∈ C([0, T ];M s0p,q) ∩
L γ(0, T ;X
s0+σ2/γ
r,p,q ).
(ii) Let σ2 > d/q, s > 0 and s > d/q
′ − d/q(K − 1). Denote
γ(q,K) := max
(
K,
K − 1
1− d/qσ2
)
. (1.11)
Assume that s − σ2/γ > 0 for some γ > γ(q,K), or s − σ2/γ < 0 for some γ >
γ(q,K) ∨ σ1. If u0 ∈M
s−σ2/γ
p,q , then there exists T > 0 such that (1.6) has a unique
solution u ∈ C([0, T ];M
s−σ2/γ
p,q ) ∩L γ(0, T ;Xsr,p,q).
(iii) Let d < 2σ2, Reλi 6 0 for 1 6 i 6 I, u0 ∈ L
2, and K < 1 + 2σ2/d. There
exists γ > γ(2,K) such that (1.6) has a unique global solution u in C(0,∞;L2) ∩
L
γ
loc(0,∞;X
σ2/γ
2,2,2 ).
Remark 1.6 Theorems 1.4 and 1.5 need several remarks.
(i) A(x,D) = 〈x〉σ1 + (−∆)σ2/2 is included in Theorems 1.4 and 1.5.
(ii) Theorems 1.4 and 1.5 contain a class of data in modulation spaces with negative
regularity index. For example, we consider the case q = 1 in (ii) of Theorem 1.5: If
σ2 > d, γ > γ(1,K)∨σ1, u0 ∈M
−σ2/γ
p,1 , then (1.6) with the nonlinearity in Theorem
1.5 is local well-posed in C(0, T ;M
−σ2/γ
p,1 ) ∩L
γ(0, T ;X0r,p,1) for some T > 0.
(iii) Theorem 1.4 also contains the following semi-linear parabolic equation
ut + 〈x〉
σ1u−∆u = −|∆u|K−1u, u(0, x) = u0(x). (1.12)
By the result of (iii) of Theorem 1.4, we see that it is globally well-posed in the space
C(0,∞;H2+d/2+ε) ∩ L2(0,∞;H3+d/2+ε) if σ1 > 0, K ∈ 2N + 1 and u0 ∈ H
2+d/2+ε
is sufficiently small.
(iv) Recall that for the semi-group et∆,
‖∆et∆u0‖p . t
−1‖u0‖p,
one cannot obtain the global well-posedness of (1.12) by only use the above decaying
estimate, since t−1 contains singularity at t = 0.
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Finally, we consider the general case A ∈ SM . We have
Theorem 1.7 Let 1 6 p, q, r 6∞. Assume that the symbol A ∈ SM is M -order dissipa-
tive and there exists ε > 0 such that
|∂αxA(x, ξ)| 6 Aα(1 + |ξ|)
M−ε for 1 6 |α| 6 N.
Suppose that the nonlinearity takes the form as in (1.2) with κ 6M . Let
γ > max
(
K,
M(K − 1)
M − κ
)
for κ < M.
We have the following results:
(i) Let κ < M , s0 > κ+d/q
′−M/γ, u0 ∈M
s0
p,q. Then there exists a positive time T > 0
such that (1.6) has a unique solution u in C([0, T ];M s0p,q) ∩L
γ(0, T ;X
s0+M/γ
r,p,q ).
(ii) Let κ =M , s0 > M + d/q
′, u0 ∈M
s0
p,q and ‖u0‖Ms0p,q is sufficiently small. Then there
exists a positive time T such that (1.6) has a unique solution u ∈ C(0, T ;M s0p,q) ∩
L ∞(0, T ;Xs0r,p,q).
(iii) Assume that the symbol A(0, 0) > 0, Re (F (u), u) 6 0, and the pseudo-differential
operator A(x,D) satisfies
Re (A(x,D)ϕ,ϕ) & ‖ϕ‖2
HM/2
, ∀ ϕ ∈ S .
Let s0 > κ+d/2, u0 ∈ H
s0 and ‖u0‖Hs0 be sufficiently small, then (1.6) has a unique
global solution u in C(0,∞;Hs0) ∩ L2(0,∞;Hs0+M/2).
Some notations in this paper are as follows. For any multi-index α = (α1, α2, · · · , αd),
we denote |α| = α1 + α2 + · · · + αd, D
αj
j = (−i)
|αj |∂
αj
j for j = 1, 2, · · · , d, and D
α =
Dα11 D
α2
2 · · ·D
αd
d . For any p ∈ [1,∞], p
′ denotes the conjugate number of p, i.e., 1/p+1/p′ =
1. We will use the Lebesgue spaces Lp := Lp(Rd) with the norm ‖ · ‖p := ‖ · ‖Lp(Rd). We
denote by S := S (Rd) the Schwartz space and by S ′ := S ′(Rd) its dual space. we
denote by a∨ b = max(a, b), a∧ b = min(a, b), a+ = a+ ε for some 0 < ε≪ 1. χE denotes
the characteristic function on E.
The paper is organized as follows. In Section 2 we show Xsr,p,q =M
s
p,q with equivalent
norms. We will obtain some algebraic properties of L γ(0, T ;Xsr,p,q) in Section 3. In Section
4 we consider the estimates of the linear terms in the integral equation (1.4) in the spaces
L γ(0, T ;Xsr,p,q). In Section 5 we will make the estimates of the nonlinear term in the
integral equation (1.4) in the spaces L γ(0, T ;Xsr,p,q). The local and global well-posedness
of (1.1) will be shown in Sections 6–8. In the Appendix, we show that the solution of
(1.6) solves (1.1) in some weak function spaces.
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2 Equivalent Norms
First, let us recall the original definition of modulation spaces given by Feichtinger [9].
The short-time Fourier transform of a function f with respect to ϕ ∈ S is
Vϕf(x, ω) =
∫
Rd
e−it·ωϕ(t− x)f(t)dt,
where ϕ is said to be a window function. We write
‖f‖◦Msp,q =
(∫
Rn
(∫
Rd
|Vϕf(x, ω)|
pdx
)q/p
〈ω〉sqdω
)1/q
with the usual modifications if p or q is infinite. Modulation spaces M sp,q are defined as the
spaces of all distributions f ∈ S ′ for which ‖f‖◦Msp,q is finite (see Feichtinger [9]). A time–
frequency localized definition of M01,1 was given by Do¨rfler, Feichtinger and Gro¨chenig [7]
via the localized operators
Hλf := V
∗
ϕσλVϕf, λ ∈ Z
2d
and they showed that ‖‖Hλ·‖L2(R2d)‖ℓ1,1 is an equivalent norm onM
0
1,1. By using a different
technique, Do¨rfler and Gro¨chenig [8] generalized this equivalence to all modulation spaces
M sp,q, i.e., ‖‖Hλ · ‖L2(R2d)‖ℓsp,q and ‖ · ‖Msp,q are equivalent norms for all 1 6 p, q 6∞.
Using the operators m,n, in this section we show that M
s
p,q = X
s
r,p,q with equivalent
norms. Noticing that nf can be regarded as a frequency-localized version of Vϕf , one sees
that m,nf is a frequency-physical localized version of Vϕf , which is more closely related
to σmσnVϕf than H(m,n)f . We start with the following lemma, which is also useful in the
next few sections.
Lemma 2.1 Let 1 6 p, q 6 ∞. Assume that ϕ,ψk are Schwartz functions satisfying
suppψk ⊂ {x : |x− k|∞ 6 1} and
‖ψk‖p′ + ‖ψk‖q 6 Ck, k ∈ Z
d,
CN,ϕ := sup
|α|6N
‖∂αϕ‖1, N ∈ N.
Denote for m,k ∈ Zd,
Tm,kf := ψm(x)F
−1ϕ(ξ)Fψk(x)f.
Then we have
‖Tm,kf‖q . CmCkCN,ϕ〈m− k〉
−N‖f‖p.
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Proof. Let us rewrite
Tm,kf = ψm(x)
∫
Rd
ψk(y)f(y)
∫
Rd
ei(x−y)·ξϕ(ξ)dξdy. (2.1)
Obviously, ∣∣∣∣ ∫
Rd
ei(x−y)·ξϕ(ξ)dξ
∣∣∣∣ 6 ‖ϕ‖1 6 CN,ϕ. (2.2)
Integrating by parts, we have∣∣∣∣ ∫
Rd
ei(x−y)·ξϕ(ξ)dξ
∣∣∣∣ = ∣∣∣∣ 1(x− y)α
∫
Rd
ei(x−y)·ξ∂αϕ(ξ)dξ
∣∣∣∣.
Hence, we have∣∣∣∣ ∫
Rd
ei(x−y)·ξϕ(ξ)dξ
∣∣∣∣ 6 CN,ϕmin(1, |x − y|−N ) 6 (2d)NCN,ϕ〈x− y〉−N . (2.3)
Inserting the estimate of (2.3) into (2.1), we have
|Tm,kf(x)| 6
∣∣∣∣ψm(x)∫
Rd
CNCN,ϕ〈x− y〉
−N |ψk(y)f(y)|dy
∣∣∣∣.
By translation and Ho¨lder’s inequality,
‖Tm,kf‖q =
∥∥∥∥ψm(·+m)∫
Rd
CNCN,ϕ〈m− k + x− y〉
−N |ψk(y + k)f(y + k)|dy
∥∥∥∥
q
6 CNCN,ϕ〈m− k〉
−N‖ψm‖q‖ψk‖p′‖f‖p
6 CNCmCkCN,ϕ〈m− k〉
−N‖f‖p.
The result follows. 
Remark. The result in Lemma 2.1 is also right for non-integral order decay. Indeed,
combining (2.2) and (2.3), for θ ∈ [0, 1], we have
‖Tm,kf‖q . CmCkCN,ϕ〈m− k〉
−θN‖f‖p. (2.4)
Proposition 2.2 (Equivalent Norm) Let s ∈ R and 1 6 p, q, r 6∞. Then Xsr,p,q = M
s
p,q
with equivalent norm. In particular, we have Xsr,2,2 = H
s with equivalent norm.
Proof. First, we show that
Xsr1,p,q ⊂ X
s
r2,p,q, ∀ 1 6 r1, r2 6∞.
Let us observe that
m,nf = σm(x)F
−1σn(ξ)Ff =
∑
|l1|∞∨|l2|∞61
∑
k∈Zd
σm(x)F
−1σn+l1(ξ)Fσk+l2(x)k,nf.
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From Lemma 2.1 it follows that
‖m,nf‖r2 .
∑
k∈Zd
〈m− k〉−2d‖k,nf‖r1 . (2.5)
By definition,
‖f‖Xsr2,p,q
=
( ∑
n∈Zd
〈n〉sq
( ∑
m∈Zd
‖m,nf‖
p
r2
)q/p)1/q
. (2.6)
Inserting (2.5) into (2.6), and using Young’s inequality, we have
‖f‖Xsr2,p,q
.
( ∑
n∈Zd
〈n〉sq
( ∑
m∈Zd
( ∑
k∈Zd
〈m− k〉−2d‖k,nf‖r1
)p)q/p)1/q
.
( ∑
n∈Zd
〈n〉sq
( ∑
k∈Zd
‖k,nf‖
p
r1
)q/p)1/q
= ‖f‖Xsr1,p,q .
The embedding Xsr1,p,q ⊂ X
s
r2,p,q is obtained. Exchanging the roles of r1 and r2, we have
Xsr2,p,q ⊂ X
s
r1,p,q. Then we have X
s
r1,p,q = X
s
r2,p,q. It follows that X
s
r,p,q = X
s
p,p,q. Let us
observe
‖f‖Xsp,p,q =
( ∑
n∈Zd
〈n〉sq
(∫ ( ∑
m∈Zd
|σm(x)|
p
)
|nf(x)|
pdx
)q/p)1/q
.
Noticing that
∑
m∈Zd |σm(x)|
q =
∑
|l|∞61
|σm+l(x)|
q ∼ 1 for any x ∈ Rd, we immediately
have Xsp,p,q =M
s
p,q. 
Remark. One may ask the question why Xsr,p,q is independent of r ∈ [1,∞]. It is
well-known that for r1 6 r2, ‖f‖r2 . ‖f‖r1 if suppf̂ is compact, ‖f‖r1 . ‖f‖r2 if suppf
is compact. Hence, ‖f‖r1 ∼ ‖f‖r2 if f and f̂ could be both supported in compact sets.
Unfortunately, it is impossible to expect that suppf and suppf̂ are both compact. By a
formal observation, we see that the support set of m,nf is compact in physical space and
F−1σnFf has a compact support set in frequency space. Even though we cannot realize
‖m,nf‖r2 . ‖m,nf‖r1 , r2 > r1, (2.7)
we can show (2.5) which is an approximative version of (2.7). ‖m,nf‖r2 is mainly bounded
by ‖k,nf‖r1 for |k−m| . 1, and the contributions of the other ‖k,nf‖r1 are very small
due to the fast decay of 〈m− k〉−N .
3 Multi-linear Estimates
Proposition 3.1 (Algebraic Estimates) Let 1 6 p, q, r 6∞. We have
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(i) Let s > 0. Then Xsr,p,1 is a Banach algebra:
‖u1u2‖Xsr,p,1 . ‖u1‖Xsr,p,1‖u2‖Xsr,p,1 . (3.1)
(ii) Let q > 1, s > d/q′. Then Xsr,p,q is a Banach algebra:
‖u1u2‖Xsr,p,q . ‖u1‖Xsr,p,q‖u2‖Xsr,p,q . (3.2)
Proof. In view of Xsr,p,q = M
s
p,q and Proposition 6.9 and Remark 6.4 in [9], we have the
results. 
Now we consider the algebraic structure of L γ(0, T ;Xsr,p,q).
Proposition 3.2 (Multi-linear Estimates) Let 1 6 p, q, r, γ, pi, qi, ri, γi 6∞ satisfy
1
γ
=
1
γ1
+
1
γ2
+ · · · +
1
γN
,
1
r
=
1
r1
+
1
r2
+ · · ·+
1
rN
,
1
p
=
1
p1
+
1
p2
+ · · ·+
1
pN
,
1
q
=
1
q1
+
1
q2
+ · · ·+
1
qN
− (N − 1),
and s > 0. Then we have
‖f1 · · · fN‖L γ(0,T ;Xsr,p,q) .‖f1‖L γ1 (0,T ;Xsr1,p1,q1 )
N∏
i=2
‖fi‖L γi (0,T ;X0ri,pi,qi )
+ ...
+
N−1∏
i=1
‖fi‖L γi+1 (0,T ;X0ri+1,pi+1,qi+1 )
‖fN‖L γ1 (0,T ;Xsr1,p1,q1 )
. (3.3)
In particular, if q = 1, we have
‖f1f2 · · · fN‖L γ(0,T ;Xsr,p,1) .‖f1‖L γ1 (0,T ;Xsr,p,1)
N∏
i=2
‖fi‖L γi (0,T ;X0r,p,1) + ...
+
N−1∏
i=1
‖fi‖L γi+1 (0,T ;X0r,p,1)‖fN‖L
γ1 (0,T ;Xsr,p,1)
. (3.4)
If q > 1, we have
‖f1f2 · · · fN‖L γ(0,T ;Xsr,p,q) .‖f1‖L γ1 (0,T ;Xsr,p,q)
N∏
i=2
‖fi‖
L γi (0,T ;X
d/q′+
r,p,q )
+ ...
+ ‖fN‖L γ1 (0,T ;Xsr,p,q)
N−1∏
i=1
‖fi‖
L
γi+1 (0,T ;X
d/q′+
r,p,q )
. (3.5)
Proof. By definition
‖f1f2 · · · fN‖L γ(0,T ;Xsr,p,q) =
∥∥∥∥〈n〉s∥∥∥‖m,n(f1f2 · · · fN )‖Lγ (0,T ;Lr)∥∥∥ℓpm
∥∥∥∥
ℓqn
.
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It is easy to see that
‖m,n(f1f2 · · · fN )‖Lγ(0,T ;Lr) 6
∑
n1,n2,··· ,nN∈Zd
∥∥m,n(n1f1n2f2 · · ·nNfN)∥∥Lγ(0,T ;Lr).
From n
(
n1f1 n2f2 · · ·nN fN
)
= 0 if |n− n1 − · · · − nN | ≫ 1, it follows that
‖m,n(f1f2 · · · fN )‖Lγ (0,T ;Lr)
6
∑
n1,n2,··· ,nN∈Zd
∥∥m,n(n1f1n2f2 · · ·nNfN)∥∥Lγ(0,T ;Lr)χ|n−n1−···−nN |.1.
Denote
˜m,n :=
∑
|h|∞61
σm+h(x)F
−1σn(ξ)F , (3.6)
and from Lemma 2.1, we have
‖m,n(f1f2 · · · fN )‖Lγ(0,T ;Lr)
6
∑
n1,n2,··· ,nN∈Zd
∑
k∈Zd
∥∥m,n(k,n1f1˜k,n2f2 · · · ˜k,nNfN)∥∥Lγ(0,T ;Lr)χ|n−n1−···−nN |.1
.
∑
k∈Zd
〈m− k〉−2d
∑
n1,n2,··· ,nN∈Zd
∥∥k,n1f1˜k,n2f2 · · · ˜k,nNfN∥∥Lγ(0,T ;Lr)χ|n−n1−···−nN |.1.
By Ho¨lder’s inequality, we get that
‖m,n(f1f2 · · · fN)‖Lγ (0,T ;Lr)
.
∑
k∈Zd
〈m− k〉−2d
∑
n1,n2,··· ,nN∈Zd
‖k,n1f1‖Lγ1 (0,T ;Lr1)
N∏
i=2
‖˜k,nifi‖Lγi (0,T ;Lri)χ|n−n1−···−nN |.1.
From Minkowski’s inequality, Young’s inequality, and Ho¨lder’s inequality, we obtain∥∥∥‖m,n(f1f2 · · · fN )‖Lγ(0,T ;Lr)∥∥∥
ℓpm
.
∑
n1,n2,··· ,nN∈Zd
∥∥∥∥‖m,n1f1‖Lγ1 (0,T ;Lr1 ) N∏
i=2
‖˜m,nifi‖Lγi (0,T ;Lri )
∥∥∥∥
ℓpm
χ|n−n1−···−nN |.1
.
∑
n1,n2,··· ,nN∈Zd
∥∥∥‖m,n1f1‖Lγ1 (0,T ;Lr1 )∥∥∥
ℓ
p1
m
N∏
i=2
∥∥∥‖˜m,nifi‖Lγi (0,T ;Lri)∥∥∥
ℓ
pi
m
χ|n−n1−···−nN |.1.
(3.7)
Without loss of generality, we can assume that 〈n1〉 = max16i6N〈ni〉. It follows from
|n − n1 − · · · − nN | . 1 that 〈n〉 . 〈n1〉. Taking the ℓ
q
s norm in both sides of (3.7) and
using Young’s inequality, we have from 〈n〉s . 〈n1〉
s,
‖f1f2 · · · fN‖L γ(0,T ;Xsr,p,q) . ‖f1‖L γ1 (0,T ;Xsr1,p1,q1 )
N∏
i=2
‖fi‖L γi (0,T ;X0ri,pi,qi )
, (3.8)
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which implies (3.3). Observing Xsri,p,q = X
s
r,p,q = M
s
p,q in Proposition 2.2 and ℓ
p ⊂ ℓpi for
i ∈ {1, 2, · · · , N} and taking q1 = q, qi = 1 for 2 6 i 6 N , we have from (3.8) that
‖f1f2 · · · fN‖L γ(0,T ;Xsr,p,q) . ‖f1‖L γ1 (0,T ;Xsr,p,q)
N∏
i=2
‖fi‖L γi (0,T ;X0r,p,1). (3.9)
If q = 1, (3.9) implies (3.4). If q > 1, from Ho¨lder’s inequality,
‖fi‖L γi (0,T ;X0r,p,1) =
∑
n∈Zd
〈n〉−(d/q
′+)〈n〉d/q
′+
∥∥∥‖m,nfi‖Lγi (0,T ;Lr)∥∥∥
ℓpm
.
( ∑
n∈Zd
〈n〉−(d/q
′+)q′
)1/q′
‖fi‖
L γi (0,T ;X
d/q′+
r,p,q )
. ‖fi‖
L γi (0,T ;X
d/q′+
r,p,q )
(3.10)
Inserting (3.10) into (3.9), we get the conclusion (3.5). 
4 Linear Estimates for A(x,D) = a(x) + b(D)
In this section, we will always assume that the symbol A(x, ξ) = a(x) + b(ξ) satisfies
the hypothesis (H1)–(H4). For convenience, we denote sγ := s0 + σ2/γ, in particular, we
have s∞ = s0, s2 = s0 + σ2/2. We also write L
γ(0, T ; ℓqsℓp(Lr)) := ℓ
q
sℓp(Lγ(0, T ;Lr)).
Lemma 4.1 Let 1 6 p, q, r, γ 6∞, 0 < T < 1. Assume that A(x, ξ) satisfies (H4). Then
we have
‖{e−tA(m,n)m,nu0}‖L γ(0,T ;ℓqsγ ℓp(Lr)) . ‖u0‖M
s0
p,q
.
Proof. Using condition (H4),
‖e−tA(m,n)m,nu0‖Lγ(0,T ;Lr) .
(∫ T
0
e−ct|n|
σ2γdt
)1/γ
‖m,nu0‖Lr
. 〈n〉−σ2/γ‖m,nu0‖Lr . (4.1)
By the definition (1.8) and (1.9), we get the desired conclusion. 
Lemma 4.2 Let 1 6 p, q, r 6∞, 1 < γ 6∞, sγ > 0. In addition we assume that γ > σ1
if s0 < 0. Assume that a(x) satisfies (H1),(H2) and (H4) for N = [sγ ]+d+2. Then there
exists δ > 0 such that
‖Am,n((a(x)− a(m))u)‖L γ(0,T ;ℓqsγ ℓp(Lr))∩L∞(0,T ;ℓ
q
s0
ℓp(Lr)) . T
δ‖u‖
L γ(0,T ;X
sγ
r,p,q)
. (4.2)
‖Am,n((a(x)− a(m))u)‖L∞(0,T ;ℓqs0ℓp(Lr))
. T δ‖u‖L∞(0,T ;Xs0r,p,q), if s0 > 0. (4.3)
To prove this lemma, we need the following lemma.
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Lemma 4.3 Let 1 6 r 6 ∞. Assume that a(x) satisfies |∂αx a(x)| 6 Aα〈x〉
σ1−|α| for any
1 6 |α| 6 K + 1. Then for any N > d+ σ1 − 1, we have
‖m,n((a(x) − a(m))u)‖r
. 〈m〉(σ1−1)∨0
∑
n1,n2,l∈Zd
〈m− l〉−N 〈n1〉
−K‖˜l,n2u‖rχ|n−n1−n2|∞63, (4.4)
where ˜l,n is as in (3.6).
Proof. By using
∑
k∈Zd σk(x) = 1, one can get
‖m,n((a(x) − a(m))u)‖r 6
∑
k∈Zd
‖m,n(σk(x)(a(x) − a(m))u)‖r.
Noticing that n
(
n1u1 n2u2
)
= 0 if |n− n1 − n2|∞ > 4, we have
‖m,n((a(x) − a(m))u)‖r
6
∑
n1,n2,k∈Zd
‖m,n(n1(σk(x)(a(x) − a(m))) n2u)‖rχ|n−n1−n2|∞63.
Using the almost orthogonality σl =
∑
|h|∞61
σlσl+h, from Lemma 2.1 it follows that for
any N ∈ N,
‖m,n((a(x) − a(m))u)‖r
6
∑
n1,n2,k,l∈Zd
‖m,n(l,n1(σk(x)(a(x) − a(m))) ˜l,n2u)‖rχ|n−n1−n2|∞63
.
∑
n1,n2,k,l∈Zd
〈m− l〉−N−1‖l,n1(σk(x)(a(x) − a(m))) ˜l,n2u‖rχ|n−n1−n2|∞63. (4.5)
By Ho¨lder’s inequality, (4.5) implies that
‖m,n((a(x)− a(m))u)‖r
.
∑
n1,n2,k,l∈Zd
〈m− l〉−N−1‖l,n1(σk(x)(a(x) − a(m)))‖∞‖˜l,n2u‖rχ|n−n1−n2|∞63. (4.6)
Using the multiplier estimates and then applying Lemma 2.1, we immediately have for
any K,M ∈ N,
‖l,n1(σk(x)(a(x)− a(m)))‖∞
. 〈n1〉
−2K‖σl(x)F
−1〈n1〉
2K〈ξ〉−2Kσn1(ξ)F (I −∆)
K(σk(x)(a(x)− a(m)))‖∞
. 〈n1〉
−2K〈l − k〉−M−1‖(I −∆)K(σk(x)(a(x) − a(m)))‖∞. (4.7)
In view of the condition (UD), the mean value theorem and the assumption of a(x), we
get that
‖(I −∆)K(σk(x)(a(x) − a(m)))‖∞ .
(
〈k〉σ1−1 + 〈m〉σ1−1
)
〈m− k〉
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.
(
〈k〉σ1−1 + 〈m〉σ1−1
)
〈m− l〉〈l − k〉. (4.8)
Inserting (4.8) into (4.7) and noticing that 〈n1〉
−2K . 〈n1〉
−K , we have
‖l,n1(σk(x)(a(x) − a(m)))‖∞ . 〈n1〉
−K〈l − k〉−M
(
〈k〉σ1−1 + 〈m〉σ1−1
)
〈m− l〉, (4.9)
Therefore, inserting (4.9) into (4.6), we have
‖m,n((a(x) − a(m))u)‖r
.
∑
n1,n2,k,l∈Zd
〈m− l〉−N 〈l − k〉−M
(
〈k〉σ1−1 + 〈m〉σ1−1
)
〈n1〉
−K‖˜l,n2u‖rχ|n−n1−n2|∞63.
(4.10)
If 0 6 σ1 6 1, then 〈k〉
σ1−1 + 〈m〉σ1−1 . 1. It follows that for M > d,
‖m,n((a(x)− a(m))u)‖r
.
∑
n1,n2,l∈Zd
〈m− l〉−N
( ∑
k∈Zd
〈l − k〉−M
)
〈n1〉
−K‖˜l,n2u‖rχ|n−n1−n2|∞63
.
∑
n1,n2,l∈Zd
〈m− l〉−N 〈n1〉
−K‖˜l,n2u‖rχ|n−n1−n2|∞63.
If σ1 > 1, we divide (4.10) into 〈k〉 6 〈m〉 and 〈k〉 > 〈m〉 two parts, which are denoted by
Im,n and IIm,n respectively. For M > d, we obtain that
Im,n . 〈m〉
σ1−1
∑
n1,n2,l∈Zd
〈m− l〉−N
( ∑
k∈Zd
〈l − k〉−M
)
〈n1〉
−K‖˜l,n2u‖rχ|n−n1−n2|∞63
. 〈m〉σ1−1
∑
n1,n2,l∈Zd
〈m− l〉−N 〈n1〉
−K‖˜l,n2u‖rχ|n−n1−n2|∞63.
Furthermore, we divide IIm,n into three parts, that is
IIm,n .
∑
n1,n2,k,l∈Zd
〈m− l〉−N 〈l − k〉−M 〈k〉σ1−1〈n1〉
−K‖˜l,n2u‖rχ|n−n1−n2|∞63χ{〈k〉>〈m〉}
×
(
χ{〈k〉>10〈l〉} + χ{〈k〉6 〈l〉
10
}
+ χ
{〈k〉∈(
〈l〉
10
,10〈l〉)}
)
=: II(1)m,n + II
(2)
m,n + II
(3)
m,n.
For 〈k〉 > 10〈l〉, we have 〈l − k〉−M . 〈k〉−M . Taking M > d+ σ1 − 1, we know that
II(1)m,n .
∑
n1,n2,l∈Zd
〈m− l〉−N
( ∑
k∈Zd
〈k〉−M 〈k〉σ1−1
)
〈n1〉
−K‖˜l,n2u‖rχ|n−n1−n2|∞63
.
∑
n1,n2,l∈Zd
〈m− l〉−N 〈n1〉
−K‖˜l,n2u‖rχ|n−n1−n2|∞63.
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For 〈k〉 6 〈l〉/10, we have 〈l − k〉−M . 〈l〉−M . Then for M > d+ σ1 − 1, we can get
II(2)m,n .
∑
n1,n2,l∈Zd
〈m− l〉−N 〈l〉−M
( ∑
k∈Zd
〈k〉σ1−1χ
{〈k〉6
〈l〉
10
}
)
〈n1〉
−K‖˜l,n2u‖rχ|n−n1−n2|∞63
.
∑
n1,n2,l∈Zd
〈m− l〉−N 〈l〉−M 〈l〉d+σ1−1〈n1〉
−K‖˜l,n2u‖rχ|n−n1−n2|∞63
.
∑
n1,n2,l∈Zd
〈m− l〉−N 〈n1〉
−K‖˜l,n2u‖rχ|n−n1−n2|∞63.
For 〈k〉 ∈ (〈l〉/10, 10〈l〉), we need to further divide II
(3)
m,n into two parts,
II(3)m,n .
∑
n1,n2,k,l∈Zd
〈m− l〉−N 〈l − k〉−M 〈k〉σ1−1〈n1〉
−K‖˜l,n2u‖rχ|n−n1−n2|∞63χ{〈k〉>〈m〉}
× χ
{〈k〉∈( 〈l〉
10
,10〈l〉)}
(
χ
{〈m〉6 〈l〉
10
}
+ χ
{〈m〉∈( 〈l〉
10
,10〈l〉)}
)
=: II(3.1)m,n + II
(3.2)
m,n .
If 〈m〉 6 〈l〉/10, then 〈m− l〉−N/2 . 〈l〉−N/2. For N/2 > d+ σ1 − 1, we get
II(3.1)m,n .
∑
n1,n2,l∈Zd
〈m− l〉−N/2〈l〉−N/2〈l〉d+σ1−1〈n1〉
−K‖˜l,n2u‖rχ|n−n1−n2|∞63
.
∑
n1,n2,l∈Zd
〈m− l〉−N/2〈n1〉
−K‖˜l,n2u‖rχ|n−n1−n2|∞63.
In the condition of II
(3.2)
m,n , we know that 〈k〉 ∼ 〈l〉 ∼ 〈m〉. Thus for M > d,
II(3.2)m,n . 〈m〉
σ1−1
∑
n1,n2,l∈Zd
〈m− l〉−N
( ∑
k∈Zd
〈l − k〉−M
)
〈n1〉
−K‖˜l,n2u‖rχ|n−n1−n2|∞63
. 〈m〉σ1−1
∑
n1,n2,l∈Zd
〈m− l〉−N 〈n1〉
−K‖˜l,n2u‖rχ|n−n1−n2|∞63.
Now we complete the proof of the Lemma 4.3. 
Proof of Lemma 4.2. We only prove the result of (4.2), the proof of (4.3) is similar
and easier. Using Young’s inequality, we see that
‖Am,n((a(x)− a(m))u)‖Lγ (0,T ;Lr)∩L∞(0,T ;Lr)
.
(
‖e−tA(m,n)‖L1(0,T )∩Lγ′ (0,T )
)
· ‖m,n((a(x) − a(m))u)‖Lγ (0,T ;Lr). (4.11)
Inserting Lemma 4.3 into (4.11), we can get
‖Am,n((a(x)− a(m))u)‖Lγ (0,T ;Lr)∩L∞(0,T ;Lr)
.
(∫ T
0
〈m〉(σ1−1)∨0
ect|m|
σ1
dt+
(∫ T
0
〈m〉γ
′(σ1−1)∨0
ect|m|
σ1γ′
dt
)1/γ′)
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·
∑
n1,n2,l∈Zd
〈m− l〉−N 〈n1〉
−K‖˜l,n2u‖Lγ(0,T ;Lr)χ|n−n1−n2|∞63.
Applying Minkowski’s and Young’s inequalities, for N > d we have∥∥‖Am,n((a(x) − a(m))u)‖Lγ (0,T ;Lr)∩L∞(0,T ;Lr)∥∥ℓpm
.
(∫ T
0
sup
m∈Zd
〈m〉(σ1−1)∨0
ect|m|
σ1
dt+
(∫ T
0
sup
m∈Zd
〈m〉γ
′(σ1−1)∨0
ect|m|
σ1γ′
dt
)1/γ′)
·
∑
n1,n2∈Zd
〈n1〉
−K
∥∥∥∑
l∈Zd
〈m− l〉−N‖˜l,n2u‖Lγ(0,T ;Lr)
∥∥∥
ℓpm
χ|n−n1−n2|∞63
. T δ
∑
n1,n2∈Zd
〈n1〉
−K
∥∥‖m,n2u‖Lγ(0,T ;Lr)∥∥ℓpmχ|n−n1−n2|∞63, (4.12)
where T δ = max(T, T 1/σ1 , T 1/γ
′
, T 1/σ1−1/γ). From γ > 1 ∨ σ1, we see δ > 0. Since
〈n〉sγ . 〈n1〉
sγ + 〈n2〉
sγ if |n − n1 − n2| . 1, taking K > d + sγ and using Young’s
inequality, we have from (4.12) that
‖Am,n((a(x) − a(m))u)‖L γ(0,T ;ℓqsγ ℓp(Lr))∩L∞(0,T ;ℓ
q
s0
ℓp(Lr))
. T δ
( ∑
n∈Zd
( ∑
n1,n2∈Zd
〈n1〉
−K+sγ〈n2〉
sγ
∥∥‖m,n2u‖Lγ(0,T ;Lr)∥∥ℓpmχ|n−n1−n2|∞63
)q)1/q
. T δ‖u‖
L γ(0,T ;X
sγ
r,p,q)
. (4.13)
The conclusion follows. 
Lemma 4.4 Let s ∈ R, 1 6 p, q, r, γ 6 ∞. Assume that b(ξ) satisfies (H1), (H3) and
(H4). Then
‖Am,n((b(D) − b(n))u)‖L γ(0,T ;ℓqsℓp(Lr)) .
(
T + T 1/σ2
)
‖u‖L γ(0,T ;Xsr,p,q); (4.14)
‖Am,n((b(D)− b(n))u)‖Lγ (0,T ;ℓqsℓp(Lr)) .
(
T + T 1/σ2
)
‖u‖Lγ (0,T ;Xsr,p,q). (4.15)
Before proving Lemma 4.4, we show the following lemma.
Lemma 4.5 Let 1 6 r 6 ∞ and b(ξ) satisfy (H1), (H3) and (H4). Then there exists
ϑ ∈ (0 ∨ (1− σ2), 1) such that
‖m,n((b(D)− b(n))u)‖r . 〈n〉
σ2−1
∑
|l1|∞61
∑
k∈Zd
〈m− k〉−(d+1−ϑ)‖k,n+l1u‖r. (4.16)
Proof. Noticing the almost orthogonality σn =
∑
|l1|∞61
σnσn+l1 , we see that
‖m,n((b(D)− b(n))u)‖r
.
∑
|l1|∞∨|l2|∞61
∑
k∈Zd
‖σm(x)F
−1σn(ξ)(b(ξ) − b(n))Fσk+l2(x)k,n+l1u‖r. (4.17)
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When n 6= 0, from Lemma 2.1 and (2.4), for N ∈ N and θ ∈ [0, 1], we obtain
‖m,n((b(D) − b(n))u)‖r
.
∑
|l1|∞61
∑
k∈Zd
‖σ‖r‖σ‖r′ sup
|β|6N
∥∥∂βξ (σn(ξ)(b(ξ) − b(n)))∥∥1〈m− k〉−θN‖k,n+l1u‖r. (4.18)
From the condition (UD), the mean value theorem and the assumption of b(ξ), it follows
that ∥∥∂βξ (σn(ξ)(b(ξ) − b(n)))∥∥∞ . 〈n〉σ2−1, ∀ |β| 6 N.
Since σn(ξ) has compact support, we have from (4.18) that
‖m,n((b(D)− b(n))u)‖r . 〈n〉
σ2−1
∑
|l1|∞61
∑
k∈Zd
〈m− k〉−θN‖k,n+l1u‖r. (4.19)
When n = 0, similar to the proof of Lemma 2.1, we need to control
I(x, y) :=
∣∣∣∣ ∫ σ(ξ)(b(ξ) − b(0))ei(x−y)·ξdξ∣∣∣∣.
If |x − y|∞ . 1, I(x, y) 6 ‖σ(ξ)(b(ξ) − b(0))‖1 . 1 because of b(ξ) ∼ |ξ|
σ2 , |ξ| 6 1. If
|x− y|∞ ≫ 1, we suppose |x1 − y1| = |x − y|∞ ≫ 1. For the sake of convenience, denote
b¯(ξ) := b(ξ)− b(0) and ξ¯ = (ξ2, ξ3, · · · , ξd). Using dyadic decomposition, we have
I(x, y) 6
∑
j60
∣∣∣∣ ∫ σ(ξ)ϕj(ξ)b¯(ξ)ei(x−y)·ξdξ∣∣∣∣
=
∑
j60
2jd
∣∣∣∣ ∫ 1
2
6|ξ|62
σ(2jξ)ϕ(ξ)b¯(2jξ)ei2
j(x1−y1)·ξ1dξ1e
i2j(x¯−y¯)·ξ¯dξ¯
∣∣∣∣
=:
∑
j60
2jd · J(x, y). (4.20)
By carrying out the repeated integrations by parts, we know that
J(x, y) .
1
|2j(x1 − y1)|K
∫
1
2
6|ξ|62
∣∣∣∣∂K(σ(2jξ)ϕ(ξ)b¯(2jξ))∂ξK1
∣∣∣∣dξ1dξ¯
. 2j(σ2−K)|x1 − y1|
−K , ∀K ∈ N+.
Hence, making the interpolation between K = d and K = d+1, we have for any ϑ ∈ [0, 1),
J(x, y) . 2j(σ2−d)ϑ|x1 − y1|
−dϑ2j(σ2−(d+1))(1−ϑ)|x1 − y1|
−(d+1)(1−ϑ)
. 2j(σ2−(d+1−ϑ))|x1 − y1|
−(d+1−ϑ). (4.21)
Inserting (4.21) into (4.20) and taking 1 > ϑ > 1− σ2, we get
I(x, y) .
∑
j60
2j(σ2−1+ϑ) · |x1 − y1|
−(d+1−ϑ) . |x1 − y1|
−(d+1−ϑ) . 〈x− y〉−(d+1−ϑ).
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Therefore, (4.17) is continued by
‖m,0((b(D)− b(0))u)‖r .
∑
|l1|∞61
∑
k∈Zd
〈m− k〉−(d+1−ϑ)‖k,l1u‖r. (4.22)
Combining (4.19) and (4.22), taking θN = d+ 1− ϑ, we get the result (4.16). 
Proof of Lemma 4.4. We only prove the result of (4.14), because (4.15) is similar.
From Lemma 4.5 and using Young’s inequality, we have
‖Am,n((b(D)− b(n))u)‖Lγ (0,T ;Lr)
.
∫ T
0
e−tReA(m,n)dt ·
∑
|l1|∞61
∑
k∈Zd
〈n〉σ2−1〈m− k〉−(d+1−ϑ)‖k,n+l1u‖Lγ(0,T ;Lr)
By Young’s inequality and d+ 1− ϑ > d, we obtain∥∥∥‖Am,n((b(D)− b(n))u)‖Lγ (0,T ;Lr)∥∥∥
ℓpm
.
(∫ T
0
〈n〉σ2−1
ect|n|
σ2
dt
)∥∥∥ ∑
|l1|∞61
∑
k∈Zd
〈m− k〉−(d+1−ϑ)‖k,n+l1u‖Lγ(0,T ;Lr)
∥∥∥
ℓpm
.
(∫ T
0
〈n〉σ2−1
ect|n|
σ2
dt
)∥∥∥ ∑
|l1|∞61
‖m,n+l1u‖Lγ (0,T ;Lr)
∥∥∥
ℓpm
(4.23)
From the definition we can obtain from (4.23) that
‖Am,n((b(D) − b(n))u)‖L γ(0,T ;ℓqsℓp(Lr))
.
(∫ T
0
sup
n∈Zd
〈n〉σ2−1
ect|n|
σ2
dt
)∥∥∥∥〈n〉s∥∥∥ ∑
|l1|∞61
‖m,n+l1u‖Lγ(0,T ;Lr)
∥∥∥
ℓpm
∥∥∥∥
ℓqn
.
(
T + T 1/σ2
)
‖u‖L γ(0,T ;Xsr,p,q).
The conclusion follows. 
5 Nonlinear Estimates
Proposition 5.1 Let s ∈ R, 1 6 p, q, r, γ, γ1, γ2 6 ∞, 1 + 1/γ = 1/γ1 + 1/γ2, and
0 6 κ 6 σ2/γ2, 0 < T < 1. Then we have
‖Am,nf‖L γ(0,T ;ℓqsℓp(Lr))∩L∞(0,T ;ℓqs−σ2/γℓ
p(Lr))
. (T 1/γ
′
1 + T 1/γ2−κ/σ2)‖f‖
L γ1 (0,T ;Xs−κr,p,q)
. (5.1)
Proof. Using Young’s inequality, we have
‖Am,nf‖Lγ(0,T ;Lr) . ‖e
−tA(m,n)‖Lγ2
t∈[0,T ]
‖m,nf‖Lγ1 (0,T ;Lr);
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〈n〉−σ2/γ‖Am,nf‖L∞(0,T ;Lr) . 〈n〉
−σ2/γ‖e−tA(m,n)‖
L
γ′
1
t∈[0,T ]
‖m,nf‖Lγ1 (0,T ;Lr).
Since ReA(m,n) & |n|σ2 , we see that
‖e−tA(m,n)‖Lγ2
t∈[0,T ]
. ‖e−ct|n|
σ2
‖Lγ2
t∈[0,T ]
. 〈n〉−σ2/γ2 ;
〈n〉−σ2/γ‖e−tA(m,n)‖
L
γ′
1
t∈[0,T ]
. 〈n〉−σ2(1/γ+1/γ
′
1) . 〈n〉−σ2/γ2 .
On the other hand, if 0 6 κ < σ2/γ2, we have
‖e−tA(m,n)‖Lγ2
t∈[0,T ]
. 〈n〉−κ
(∫ T
0
〈n〉κγ2
ect|n|
σ2γ2
dt
)1/γ2
. 〈n〉−κ
(∫ T
0
1 + t
−
κγ2
σ2 dt
)1/γ2
. T 1/γ2−κ/σ2〈n〉−κ,
and
〈n〉−σ2/γ‖e−tA(m,n)‖
L
γ′
1
t∈[0,T ]
. 〈n〉−κ
(∫ T
0
(〈n〉κ−σ2/γ
ect|n|
σ2
)γ′1
dt
)1/γ′1
. 〈n〉−κ
(∫ T
0
1 + t
−
(
κ
σ2
− 1
γ
)
γ′1dt
)1/γ′1
. (T 1/γ
′
1 + T 1/γ2−κ/σ2)〈n〉−κ.
Hence, we have
‖Am,nf‖Lγ(0,T ;Lr) + 〈n〉
−σ2/γ‖Am,nf‖L∞(0,T ;Lr)
. (T 1/γ
′
1 + T 1/γ2−κ/σ2)〈n〉−κ‖m,nf‖Lγ1 (0,T ;Lr). (5.2)
Taking sequence ℓqsℓp norms in both sides of (5.2), we get (5.1), as desired. 
Lemma 5.2 (Derivative Estimates) Let s ∈ R, 1 6 p, q, r 6∞. We have
‖∂αxu‖L γ(0,T ;Xsr,p,q) . ‖u‖L γ(0,T ;Xs+|α|r,p,q )
. (5.3)
Proof. It is easy to see that∥∥m,n(∂αx u)∥∥r = ‖σm(x)F−1σn(ξ)ξαuˆ‖r
.
∑
|l1|∞∨|l2|∞61
∑
k∈Zd
‖σm(x)F
−1σn+l1(ξ)ξ
α
Fσk+l2σkF
−1σnuˆ‖r. (5.4)
From Lemma 2.1, (5.4) is controlled by∥∥m,n(∂αxu)∥∥r . ∑
|l1|∞61
∑
k∈Zd
‖σ‖r‖σ‖r′ sup
|β|6N
‖∂βξ (σn+l1(ξ)ξ
α)‖1〈m− k〉
−N‖k,nu‖r
20
. 〈n〉|α|
∑
k∈Zd
〈m− k〉−N‖k,nu‖r. (5.5)
Inserting (5.5) into the definition of Xsr,p,q, using Young’s inequality and taking N > d,
we can obtain
‖∂αxu‖L γ(0,T ;Xsr,p,q) =
( ∑
n∈Zd
〈n〉sq
( ∑
m∈Zd
∥∥m,n(∂αxu)∥∥pLγ(0,T ;Lr))q/p
)1/q
.
( ∑
n∈Zd
〈n〉(s+|α|)q
( ∑
m∈Zd
( ∑
k∈Zd
〈m− k〉−N‖k,nu‖Lγ(0,T ;Lr)
)p)q/p)1/q
. ‖u‖
L γ(0,T ;X
s+|α|
r,p,q )
.
Now we get the conclusion (5.3). 
Lemma 5.3 Let 1 6 p, q, r, γ 6∞, κ := max
16i6N
|αi| 6 σ2 and 0 < T < 1.
(i) If κ < σ2, let sγ > κ + d/q
′, γ > max(N, (N − 1)σ2/(σ2 − κ)), then there exists
δ(N) = min(1/γ′1, 1 + (1−N)/γ − κ/σ2) > 0 such that
‖Am,n(∂
α1
x v1 · · · ∂
αN
x vN )‖L γ(0,T ;ℓqsγ ℓp(Lr))∩L∞(0,T ;ℓ
q
s0
ℓp(Lr)) . T
δ(N)
N∏
i=1
‖vi‖L γ(0,T ;Xsγr,p,q).
(ii) If κ = σ2, let s0 > σ2 + d/q
′, then
‖Am,n(∂
α1
x v1 · · · ∂
αN
x vN )‖L∞(0,T ;ℓqs0ℓp(Lr))
.
N∏
i=1
‖vi‖L∞(0,T ;Xs0r,p,q).
Proof. Denote u1 = ∂
α1
x v1, · · · , uN = ∂
αN
x vN . From Propositon 5.1, we have
‖Am,n(u1u2 · · · uN )‖L γ(0,T ;ℓqsγ ℓp(Lr))∩L∞(0,T ;ℓ
q
s0
ℓp(Lr))
. T δ(N)‖u1u2 · · · uN‖
L γ1 (0,T ;X
sγ−κ
r,p,q )
. (5.6)
where 1 + 1/γ = 1/γ1 + 1/γ2, 0 6 κ 6 σ2/γ2. Then from Proposition 3.2, Lemma 5.2, we
have
‖Am,n(u1u2 · · · uN )‖L γ(0,T ;ℓqsγ ℓp(Lr))∩L∞(0,T ;ℓ
q
s0
ℓp(Lr))
. T δ(N)
N∏
i=1
‖ui‖
L γ(0,T ;X
sγ−κ
r,p,q )
. T δ(N)
N∏
i=1
‖vi‖L γ(0,T ;Xsγr,p,q), (5.7)
where 1/γ1 = N/γ, γ > N . If κ < σ2, from γ > N ∨ (N − 1)σ2/(σ2 − κ) it follows that
1
γ2
−
κ
σ2
> 0,
1
γ′1
> 0.
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Then we obtain the conclusion of (i). If κ = σ2, it means that γ2 = 1, γ = γ1 =∞. Note
that s∞ = s0, then (5.7) implies the conclusion (ii). 
In order to handle the case that the nonlinearity contains no derivative, we need a
modification to the above argument. Let us connect our approach with Proposition 5.1.
We consider the following two cases:
Case 1. 1/q > σ2/d. Let s > 0 satisfy
s > d/q′ − σ2/(N − 1).
Then we can choose some εi ∈ (0, 1) satisfying
s(1− ε0)
d
=
1
q′
−
σ2(1− ε1)(1 − ε2)
d(N − 1)
Denote κ = σ2(1− ε2), and taking γ > (N −1)/ε2 (one can assume that ε2 < (N −1)/N),
γ1 = γ/N , we have from Proposition 5.1 that
‖Am,nf‖L γ(0,T ;ℓqsℓp(Lr))∩L∞(0,T ;ℓqs−σ2/γℓ
p(Lr)) . T
δ‖f‖
L γ/N (0,T ;Xs−κr,p,q)
(5.8)
for some δ > 0. We can choose q1 and q2 satisfying
1
q
−
1
q1
=
σ2(1− ε1)(1 − ε2)
d
,
1
q′2
=
σ2(1− ε1)(1− ε2)
d(N − 1)
.
Applying Ho¨lder’s inequality, we have from (5.8) that
‖Am,nf‖L γ(0,T ;ℓqsℓp(Lr))∩L∞(0,T ;ℓqs−σ2/γℓ
p(Lr)) . T
δ‖f‖L γ/N (0,T ;Xsr,p,q1 )
. (5.9)
Noticing that
1
q1
=
1
q
+
N − 1
q2
− (N − 1),
in view of Proposition 3.2, we have
‖uN‖L γ/N (0,T ;Xsr,p,q1 )
. ‖u‖L γ(0,T ;Xsr,p,q)‖u‖
N−1
L γ(0,T ;X0∞,∞,q2 )
. (5.10)
Since (1/q2 − 1/q) = s(1− ε0)/d, we have the embedding
L
γ(0, T ;Xsr,p,q) ⊂ L
γ(0, T ;X0∞,∞,q2).
Hence,
‖uN‖
L γ/N (0,T ;Xsr,p,q1 )
. ‖u‖N
L γ(0,T ;Xsr,p,q)
. (5.11)
It follows from (5.9) and (5.11) that
‖Am,n(u
N )‖L γ(0,T ;ℓqsℓp(Lr))∩L∞(0,T ;ℓqs−σ2/γℓ
p(Lr)) . T
δ‖u‖N
L γ(0,T ;Xsr,p,q)
. (5.12)
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Case 2. We consider the case 1/q < σ2/d. Let s > 0 satisfy
s > d/q′ − d/q(N − 1).
We can find some εi ∈ (0, 1) satisfying
s(1− ε0)
d
=
1
q′
−
(1− ε1)
q(N − 1)
.
By choosing
γ > max
(
N,
N − 1
1− d/qσ2
)
, (5.13)
we have from Proposition 5.1 that
‖Am,nf‖L γ(0,T ;ℓqsℓp(Lr))∩L∞(0,T ;ℓqs−σ2/γℓ
p(Lr)) . T
δ‖f‖
L γ/N (0,T ;X
s−d/q
r,p,q )
(5.14)
for some δ > 0. We can choose q1 and q2 satisfying
1
q
−
1
q1
=
(1− ε1)
q
,
1
q′2
=
(1− ε1)
q(N − 1)
.
Applying Ho¨lder’s inequality, we have from (5.8) that
‖Am,nf‖L γ(0,T ;ℓqsℓp(Lr))∩L∞(0,T ;ℓqs−σ2/γℓ
p(Lr)) . T
δ‖f‖
L γ/N (0,T ;Xsr,p,q1 )
. (5.15)
Noticing that
1
q1
=
1
q
+
N − 1
q2
− (N − 1),
in view of Proposition 3.2, we have
‖uN‖
L γ/N (0,T ;Xsr,p,q1 )
. ‖u‖L γ(0,T ;Xsr,p,q)‖u‖
N−1
L γ(0,T ;X0∞,∞,q2 )
. (5.16)
Since (1/q2−1/q) = s(1−ε0)/d, we have the embeddingL
γ(0, T ;Xsr,p,q) ⊂ L
γ(0, T ;X0∞,∞,q2).
Hence, it follows that (5.12) also holds in Case 2. Up to now, we have shown the following:
Lemma 5.4 Assume that s > 0 satisfies
s >
{
d/q′ − σ2/(N − 1), if σ2 6 d/q,
d/q′ − d/q(N − 1), if σ2 > d/q.
Let γ ≫ N if σ2 6 d/q, and γ satisfy (5.13) if σ2 > d/q. Then there exists δ > 0 such
that
‖Am,n(v1...vN )‖L γ(0,T ;ℓqsℓp(Lr))∩L∞(0,T ;ℓqs−σ2/γℓ
p(Lr)) . T
δ
N∏
i=1
‖vi‖L γ(0,T ;Xsr,p,q). (5.17)
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6 Local Well-Posedness for A(x,D) = a(x) + b(D)
Proof of (i) and (ii) of Theorem 1.4 (Local Well-Posedness). The conclusion is
obtained by using the standard iteration method. Let us take F (u) = λ1∂
α1
x u · · · ∂
αK
x u+
λ2∂
β1
x u · · · ∂
βL
x u and the general cases can be handled in a similar way. We can assume
that K > L. We consider the iteration sequence {u(µ)}∞µ=0:
∂tu
(µ+1) +A(x,D)u(µ+1) = F (u(µ)), u(0) = 0. (6.1)
Using Proposition 1.2,
m,nu
(µ+1)(t) =e−tA(m,n)m,nu0 −Am,n((a(x) − a(m))u
(µ+1))
−Am,n((b(D)− b(n))u
(µ+1)) + Am,n(F (u
(µ))), u(0) = 0. (6.2)
We will show that {u(µ)}∞µ=0 is a Cauchy sequence in L
γ(0, T ;X
sγ
r,p,q) for some T > 0.
(i) 0 < κ < σ2. Recall that γ satisfies
γ > K ∨
(K − 1)σ2
σ2 − κ
> L ∨
(L− 1)σ2
σ2 − κ
.
Assume that sγ = s0+σ2/γ > κ+d/q
′. We can assume that 0 < T < 1. Taking N = K,L
in Lemma 5.3, we have
‖Am,n(F (v) − F (w))‖L γ(0,T ;ℓqsγ ℓp(Lr))
. T δ(L)(‖v‖L−1
L γ(0,T ;X
sγ
r,p,q)
+ ‖w‖L−1
L γ(0,T ;X
sγ
r,p,q)
)‖v − w‖
L γ(0,T ;X
sγ
r,p,q)
+ T δ(K)(‖v‖K−1
L γ(0,T ;X
sγ
r,p,q)
+ ‖w‖K−1
L γ(0,T ;X
sγ
r,p,q)
)‖v − w‖
L γ(0,T ;X
sγ
r,p,q)
. (6.3)
Combining (6.2), Lemmas 4.2, 4.4 and the above estimate, we obtain that there exists
δ > 0 such that
‖Am,n(A(x,D)−A(m,n))(v − w)‖L γ(0,T ;ℓqsγ ℓp(Lr))
.T δ‖v − w‖
L γ(0,T ;X
sγ
r,p,q)
. (6.4)
Taking T > 0 satisfies CT δ 6 1/2, we have from (6.3) and (6.4) that
‖u(µ+1) − u(µ)‖
L γ(0,T ;X
sγ
r,p,q)
. T δ(L)(‖u(µ)‖L−1
L γ(0,T ;X
sγ
r,p,q)
+ ‖u(µ−1)‖L−1
L γ(0,T ;X
sγ
r,p,q)
)‖u(µ) − u(µ−1)‖
L γ(0,T ;X
sγ
r,p,q)
+ T δ(K)(‖u(µ)‖K−1
L γ(0,T ;X
sγ
r,p,q)
+ ‖u(µ−1)‖K−1
L γ(0,T ;X
sγ
r,p,q)
)‖u(µ) − u(µ−1)‖
L γ(0,T ;X
sγ
r,p,q)
.
(6.5)
Take M = 3C‖u0‖Ms0p,q . We further assume that C(T
δ(L)ML−1 + T δ(K)MK−1) 6 1/100.
It follows from Lemma 4.1 that
‖u(1)‖
L γ(0,T ;X
sγ
r,p,q)
6 C‖u0‖Ms0p,q =M/3.
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By induction, we have
‖u(µ)‖
L γ(0,T ;X
sγ
r,p,q)
6M
and
‖u(µ+1) − u(µ)‖
L γ(0,T ;X
sγ
r,p,q)
6
1
2
‖u(µ) − u(µ−1)‖
L γ(0,T ;X
sγ
r,p,q)
.
This implies that {u(µ)} is a Cauchy sequence in L γ(0, T ;X
sγ
r,p,q) and must converge to
some u ∈ L γ(0, T ;X
sγ
r,p,q). Taking w = u and v = u(µ) in (6.3); and taking w = u and
v = u(µ+1) in (6.4), we immediately have from (6.2) that
m,nu(t) =e
−tA(m,n)m,nu0 −Am,n((a(x) − a(m))u)
−Am,n((b(D)− b(n))u) + Am,nF (u) (6.6)
for all m,n ∈ Zd.
We can further show that L∞(0, T ;Xs0r,p,q). Indeed, from Minkowski’s inequality, and
Lemmas 4.1, 4.2, 4.4 and 5.3, we see that
‖u‖L∞(0,T ;Xs0r,p,q) 6 C‖u0‖M
s0
p,q
+ CT δ‖u‖L∞(0,T ;Xs0r,p,q) + CT
δ‖u‖
L γ(0,T ;X
sγ
r,p,q)
+ CT δ‖u‖K
L γ(0,T ;X
sγ
r,p,q)
+ CT δ‖u‖L
L γ(0,T ;X
sγ
r,p,q)
.
From the above discussion, we have
‖u‖L∞(0,T ;Xs0r,p,q) . ‖u0‖M
s0
p,q
.
Therefore, the system (6.6) has a unique solution u ∈ C(0, T ;Xs0r,p,q)∩L
γ(0, T ;X
s0+σ2/γ
r,p,q ).
(ii) κ = σ2. Let γ =∞ and s0 > σ2+d/q
′. Take M = 3C‖u0‖Ms0p,q . Let T and ‖u0‖M
s0
p,q
be sufficiently small such that
CT δ + C(MK−1 +ML−1) 6 1/100,
Similarly as above, combining (6.2), Lemmas 4.1, 4.2, 4.4 and 5.3, we obtain
‖u(µ+1) − u(µ)‖
L∞(0,T ;X
s0
r,p,q)
. (‖u(µ)‖K−1
L∞(0,T ;X
s0
r,p,q)
+ ‖u(µ−1)‖K−1
L∞(0,T ;X
s0
r,p,q)
)‖u(µ) − u(µ−1)‖
L∞(0,T ;X
s0
r,p,q)
+ (‖u(µ)‖L−1
L∞(0,T ;X
s0
r,p,q)
+ ‖u(µ−1)‖L−1
L∞(0,T ;X
s0
r,p,q)
)‖u(µ) − u(µ−1)‖
L∞(0,T ;X
s0
r,p,q)
.
Repeating the arguments as in the case κ < σ2, we can get that there exists a unique
solution u in C(0, T ;Xs0r,p,q) ∩L
∞(0, T ;Xs0r,p,q). 
Proof of (i) and (ii) of Theorem 1.5 (Local Well-Posedness). By Lemma 5.4,
one can use the same way as in the proof of the local well-posedness of Theorem 1.4 to
obtain the result and the details of the proof are omitted. 
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7 Global well-posedness for A(x,D) = a(x) + b(D)
7.1 Initial data in L2
We need a priori estimate.
Lemma 7.1 (A Priori Estimate) Assume that A(x,D) satisfies Re(A(x,D)u, u) > ‖u‖2
H˙σ2/2
,
and F (u) satisfies Re(F (u), u) 6 0. Then we have a priori estimate∫ t
0
‖u(τ)‖2
H˙σ2/2
dτ +
1
2
‖u(t)‖22 6
1
2
‖u0‖
2
2. (7.1)
Proof. Taking the inner-product with u in (1.1), we get(
∂tu+A(x,D)u− F (u), u
)
= 0. (7.2)
Taking the real part of (7.2) and using the assumptions, we have
0 = Re
(
∂tu, u
)
+Re
(
A(x,D)u, u
)
−Re
(
F (u), u
)
>
1
2
∂t‖u‖
2
2 + ‖u‖
2
H˙σ2/2
.
Integrating about the time variable, we know that (7.1) holds. 
Proof of (iii) of Theorem 1.5. First, let us observe the priori estimate. From
condition (H4) it follows that,
Re(A(x,D)u, u) = Re
∫
a(x)|u|2dx+Re
∫
b(ξ)|uˆ|2dξ
&
∫
|x|σ1 |u|2dx+
∫
|ξ|σ2 |uˆ|2dξ > ‖u‖2
H˙σ2/2
.
It is easy to see that Re(λi|u|
ki−1u, u) 6 0. Thus from the priori estimate (7.1), we see
that supt∈[0,∞] ‖u(t)‖2 6 ‖u0‖2.
Recall that M02,2 = L
2 with equivalent norm. If σ2 > d/2, s > d(1 − 1/(K − 1))/2,
using the result of (ii) of Theorem 1.5, we can take
γ =
{
K + ε, K 6 2σ2/d,
(K − 1)/(1 − d/2σ2) + ε, K > 2σ2/d
for some 0 < ε≪ 1. If K < 1 + 2σ2/d, then we have
d
2
(
1−
1
K − 1
)
−
σ2
γ
< 0.
It follows that there exists s > d(1−1/(K−1))/2 such that s−σ2/γ = 0. So, in view of the
result of (ii) of Theorem 1.5, u0 ∈ L
2 implied that there exists a T > 0 such that (1.1) has
a unique solution u ∈ C([0, T ];L2) ∩ L γ(0, T ;X
σ2/γ
2,2,2 ). Since supt∈[0,∞) ‖u(t)‖2 6 ‖u0‖2,
we see that one can extend the solution from [0, T ] to [T, 2T ], [2T, 3T ],... . 
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7.2 Derivative Nonlinearity
Generally speaking, if Rea(0) = Reb(0) = 0, ∂t + A(m,n) contains no dissipative
structure at (m,n) = (0, 0). As a result, it is impossible to get a time-global estimate for
A0,0f . Hence, we assume A(x, ξ) satisfies (H1)-(H4) and in addition, assume a(0) > 0 in
this subsection. Recall that sγ = s0 + σ2/γ, s∞ = s0 and s2 = s0 + σ2/2.
Lemma 7.2 Let 1 6 p, q, r 6∞ and γ ∈ {2,∞}. We have
‖e−tA(m,n)m,nu0‖L γ(0,∞;ℓqsγ ℓp(Lr)) . ‖u0‖X
s0
r,p,q
.
Proof. It is easy to show that
‖e−tA(m,n)m,nu0‖Lγ (0,∞;Lr) 6
(∫ ∞
0
e−tReA(m,n)γdt
)1/γ
‖m,nu0‖Lr
. 〈n〉−σ2/γ‖m,nu0‖Lr .
By the definition (1.10), we get the desired conclusion. 
Lemma 7.3 Let 1 6 p, q, r 6 ∞, s0 > 0. Assume that a(x) satisfies (H1), (H2), (H4)
and a(0) > 0. Then there exists ρ > 0 such that
‖Am,n((a(x) − a(m))u)‖L 2(0,∞;ℓqs2ℓp(Lr))
. ‖u‖
L 2(0,∞;X
s2−ρ
r,p,q )
; (7.3)
‖Am,n((a(x) − a(m))u)‖L∞(0,∞;ℓqs0ℓp(Lr))
. ‖u‖
L 2∨σ1 (0,∞;X
s0
r,p,q)
. (7.4)
Proof. For (7.3), using Young’s inequality, we know that
‖Am,n((a(x)− a(m))u)‖L2tLrx
.
∫ ∞
0
e−tReA(m,n)dt · ‖m,n((a(x) − a(m))u)‖L2tLrx
.
1
〈m〉σ1 + 〈n〉σ2
· ‖m,n((a(x) − a(m))u)‖L2tLrx , (7.5)
where the last inequality is because of a(0) > c and ReA(x, ξ) & |x|σ1 + |ξ|σ2 . In view
of Young’s inequality ab 6 ap/p + bp
′
/p′ (a, b > 0, p > 1), we see that 〈m〉σ1 + 〈n〉σ2 &
(〈m〉σ1)(σ1−1)/σ1(〈n〉σ2)1/σ1 & 〈m〉σ1−1〈n〉σ2/σ1 , if σ1 > 1. Therefore, we have the following
facts:
1
〈m〉σ1 + 〈n〉σ2
.
{
〈n〉−σ2 , if 0 6 σ1 6 1;
〈m〉1−σ1〈n〉−σ2/σ1 , if σ1 > 1.
Therefore, (7.5) implies that
‖Am,n((a(x)− a(m))u)‖L2tLrx
.
1
〈m〉(σ1−1)∨0
〈n〉−σ2/1∨σ1 · ‖m,n((a(x) − a(m))u)‖L2tLrx , (7.6)
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Inserting (4.4) into (7.6), we can get
‖Am,n((a(x) − a(m))u)‖L2tLrx
. 〈n〉−σ2/1∨σ1
∑
n1,n2,l∈Zd
〈m− l〉−N 〈n1〉
−K‖˜l,n2u‖L2tLrxχ|n−n1−n2|6k0(d).
By similar discussion with (4.12)-(4.13), we immediately get the conclusion (7.3).
For (7.4), if σ1 6 2, then σ1/2 > (σ1 − 1) ∨ 0, from Young’s inequality we get
‖Am,n((a(x)− a(m))u)‖L∞t Lrx . 〈m〉
−σ1/2‖m,n((a(x) − a(m))u)‖L2tLrx
. 〈m〉−((σ1−1)∨0)‖m,n((a(x) − a(m))u)‖L2tLrx . (7.7)
If σ1 > 2, then from Young’s inequality and 1+ 1/∞ = 1/σ1 + (σ1 − 1)/σ1, we know that
‖Am,n((a(x) − a(m))u)‖L∞t Lrx . 〈m〉
−(σ1−1)‖m,n((a(x)− a(m))u)‖Lσ1t Lrx
. (7.8)
Combining (7.7)-(7.8) and Lemma 4.3, we have
‖Am,n((a(x)− a(m))u)‖L∞t Lrx
.
∑
n1,n2,l∈Zd
〈m− l〉−N 〈n1〉
−K‖˜l,n2u‖L2∨σ1t Lrx
χ|n−n1−n2|6k0(d).
Again by similar discussion with (4.12)-(4.13), we have the conclusion (7.4).
Lemma 7.4 Let 1 6 p, q, r 6 ∞ and γ ∈ {2,∞}. Assume that b(ξ) satisfies (H1), (H3)
and (H4). Then
‖Am,n((b(D)− b(n))u)‖L γ(0,∞;ℓqsγ ℓp(Lr)) . ‖u‖L 2(0,∞;Xs2−1r,p,q )
. (7.9)
Proof. By using Young’s inequality and 1 + 1/γ = 1/2 + (γ + 2)/2γ, we have
‖Am,n((b(D)− b(n))u)‖Lγt Lrx
.
∥∥e−tA(m,n)‖
L
2γ/γ+2
t
‖m,n((b(D) − b(n))u)‖L2tLrx
. 〈n〉−σ2(γ+2)/2γ‖m,n((b(D) − b(n))u)‖L2tLrx . (7.10)
Note that sγ − σ2(γ + 2)/2γ + σ2 − 1 = s2 − 1 for γ ∈ {2,∞}, then using Lemma 4.5 and
Young’s inequality, we have from (7.10) that
‖Am,n((b(D)− b(n))u)‖L γ(0,∞;ℓqsγ ℓp(Lr))
.
∥∥∥∥〈n〉s2−1∥∥∥ ∑
|l1|∞61
∑
k∈Zd
〈m− k〉−(d+1−ϑ)‖k,n+l1u‖Lγt Lrx
∥∥∥
ℓpm
∥∥∥∥
ℓqn
.
∥∥∥∥〈n〉s2−1∥∥∥ ∑
|l1|∞61
‖m,n+l1u‖Lγt Lrx
∥∥∥
ℓpm
∥∥∥∥
ℓqn
. ‖u‖
L γ(0,∞;X
s2−1
r,p,q )
,
where we used the condition d+ 1− ϑ > d. The conclusion follows. 
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Lemma 7.5 Let 1 6 p, q, r 6∞, κ := max
16i6N
|αi| 6 σ2, and s0 > κ+ d/q
′, then we have
‖Am,n(∂
α1
x u · ∂
α2
x u · · · ∂
αN
x u)‖L 2(0,∞;ℓqs2ℓp(Lr))∩L∞(0,∞;ℓ
q
s0
ℓp(Lr))
. ‖u‖N−1
L∞(0,∞;X
s0
r,p,q)
‖u‖
L 2(0,∞;X
s2
r,p,q)
.
Proof. Denote u1 = ∂
α1
x u, · · · , uN = ∂
αN
x u. From Young’s inequality, we have
‖Am,n(u1u2 · · · uN )‖L2tLrx . 〈n〉
−σ2‖m,n(u1u2 · · · uN )‖L2tLrx ;
‖Am,n(u1u2 · · · uN )‖L∞t Lrx . 〈n〉
−σ2/2‖m,n(u1u2 · · · uN )‖L2tLrx .
It follows from Proposition 3.2 and Lemma 5.2 that
‖Am,n(u1u2 · · · uN )‖L 2(0,∞;ℓqs2ℓp(Lr))∩L∞(0,∞;ℓ
q
s0
ℓp(Lr))
.
( ∑
n∈Rd
〈n〉(s2−σ2)q
( ∑
m∈Rd
‖m,n(u1u2 · · · uN )‖
p
L2tL
r
x
)q/p)1/q
.
N∑
j=1
∏
i 6=j
‖ui‖
L∞(0,∞;X
d/q′+
r,p,q )
‖uj‖L 2(0,∞;Xs2−κr,p,q )
. ‖u‖N−1
L∞(0,∞;X
s0
r,p,q)
‖u‖
L 2(0,∞;X
s2
r,p,q)
,
The conclusion follows. 
Proof of (iii) of Theorem 1.4. Without loss of generality we can assume that F (u) =
λ1∂
α1
x u · · · ∂
αK
x u+ λ2∂
α1
x u · · · ∂
αL
x u. Let us assume that ‖u0‖Hs0 6 δ for some sufficieintly
small δ > 0. In view of Xsr,2,2 = H
s, we will denote L q(0, T ;Hs) := L q(0, T ;Xsr,2,2).
According to the local well-posedness results, it suffices to show that
ϕ(T ) := ‖u‖L∞(0,T ;Hs0 )∩L 2(0,T ;Hs2 ) 6 Cδ, ∀ T > 0. (7.11)
Recall the integral equation
m,nu(t) =e
−tA(m,n)m,nu0 −Am,n((a(x) − a(m))u)
−Am,n((b(D)− b(n))u) + Am,n(F (u)).
By Lemma 7.2–Lemma 7.5, we obtain
‖u‖L∞(0,T ;Hs0 ) + ‖u‖L 2(0,T ;Hs2)
. ‖u0‖Hs0 + ‖u‖L 2(0,T ;Hs2−ρ) + ‖u‖L 2∨σ1 (0,T ;Hs0)
+ (‖u‖K−1
L∞(0,T ;Hs0 ) + ‖u‖
L−1
L∞(0,T ;Hs0 ))‖u‖L 2(0,T ;Hs2). (7.12)
Since a(0) > 0 and ReA(x, ξ) & 〈x〉σ1 + |ξ|σ2 , we have Re(A(x,D)u, u) > ‖u‖2
Hσ2/2
. In a
similar way to a priori estimate (7.1), we can get∫ t
0
‖u(τ)‖2
Hσ2/2
dτ +
1
2
‖u(t)‖22 6
1
2
‖u0‖
2
2.
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It follows that
‖u‖
L 2(0,T ;Hσ2/2) = ‖u‖L2(0,T ;Hσ2/2) . ‖u0‖2.
If σ1 6 2, by interpolation theory, we have from (7.12) that
‖u‖L∞(0,T ;Hs0 ) + ‖u‖L 2(0,T ;Hs2 )
. ‖u0‖Hs0 + ‖u‖L 2(0,T ;Hs2−ρ) + (‖u‖
K−1
L∞(0,T ;Hs0 ) + ‖u‖
L−1
L∞(0,T ;Hs0 ))‖u‖L 2(0,T ;Hs2 )
. ‖u0‖Hs0 + ‖u‖
θ
L 2(0,T ;Hσ2/2)
‖u‖1−θ
L 2(0,T ;Hs2 )
+ ϕ(T )K + ϕ(T )L
. ‖u0‖Hs0 + ‖u0‖
θ
2ϕ(T )
1−θ + ϕ(T )K + ϕ(T )L. (7.13)
The continuity arguments imply that (7.11) holds. Indeed, assume that ‖u0‖Hs0 6 ǫ for
some 0 < ǫ≪ 1. If ϕ(T ) 6 ǫθ, then from (7.13) it follows that
ϕ(T ) . ǫ+ ǫθǫθ(1−θ) + ǫθK + ǫθL. (7.14)
Since ǫ≪ 1, we have ϕ(T ) 6 ǫθ/2. This implies that ϕ(T ) 6 ǫθ for all T > 0.
If σ1 > 2, we have
‖u‖L σ1(0,T ;Hs0 ) . ‖u‖
2/σ1
L 2(0,T ;Hs0 )
‖u‖
(σ1−2)/σ1
L∞(0,T ;Hs0 )
. ‖u‖
2ϑ/σ1
L 2(0,T ;Hσ2/2)
‖u‖
2(1−ϑ)/σ1
L 2(0,T ;Hs2 )
‖u‖
(σ1−2)/σ1
L∞(0,∞;Hs0)
. ‖u0‖
2ϑ/σ1
2 ϕ(T )
1−2ϑ/σ1 .
Similar to (7.13), we have from (7.12) that
‖u‖L∞(0,T ;Hs0 )∩L 2(0,T ;Hs2 ) . ‖u0‖Hs0 + ‖u0‖
θ
2ϕ(T )
1−θ
+ ‖u0‖
2ϑ/σ1
2 ϕ(T )
1−2ϑ/σ1 + ϕ(T )L + ϕ(T )K .
Again, in view of the continuity arguments, one can obtain that (7.11) holds. 
8 Well-posedness in Case A ∈ SM
In this section we will always assume that
(A1) A ∈ SM is M -order dissipative;
(A2) |∂αxA(x, ξ)| 6 Aα(1 + |ξ|)
M−ε for 1 6 |α| 6 N.
We only need to estimate the second term of the localized integral equation in Propo-
sition 1.2, the estimates of the other terms have been worked out in the previous sections.
Lemma 8.1 Let 1 6 p, q 6∞, ∂αx ∂
β
ξ ϕ(x, ξ) ∈ L
1
loc(R
d×Rd). Denote for m,n, h, l, k ∈ Zd,
Tm,n,h,l,kf(x) := m,n
(
σh(x)F
−1
ξ σl(ξ)ϕ(x, ξ)Fxσk(x)f(x)
)
.
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Then for any N1, N2, N3 ∈ N, we have
‖Tm,n,h,l,kf‖q . 〈m− h〉
−N1〈n− l〉−N2〈h− k〉−N3 sup
|α|6N2
|β|6N3
‖∂αx ∂
β
ξ ϕ(x, ξ)‖L1x,ξ(Qh×Ql)
‖f‖p.
(8.1)
Proof. Let us rewrite
Tm,n,h,l,kf(x) = σm(x)
∫∫∫∫
eixησn(η)e
−izησh(z)e
izξσl(ξ)ϕ(z, ξ)e
−iyξσk(y)f(y)dydξdzdη.
(8.2)
Case 1. We consider the case |m1 − h1| = |m − h|∞ ≫ 1, |h1 − k1| = |h − k|∞ ≫ 1 and
|n1 − l1| = |n− l|∞ ≫ 1. Making the integration by part, we have∫
ei(x−z)ησn(η)dη =
1
(−i)N1(x1 − z1)N1
∫
ei(x−z)η∂N1η1 σn(η)dη, (8.3)
∫
ei(ξ−η)z(x1 − z1)
−N1σh(z)ϕ(z, ξ)dz
=
1
(−i)N2(ξ1 − η1)N2
∫
ei(ξ−η)z∂N2z1
(
(x1 − z1)
−N1σh(z)ϕ(z, ξ)
)
dz, (8.4)
and∫
ei(z−y)ξ(ξ1 − η1)
−N2σl(ξ)∂
N2
z1
(
(x1 − z1)
−N1σh(z)ϕ(z, ξ)
)
dξ
=
1
(−i)N3(z1 − y1)N3
∫
ei(z−y)ξ∂N3ξ1
(
(ξ1 − η1)
−N2σl(ξ)∂
N2
z1
(
(x1 − z1)
−N1σh(z)ϕ(z, ξ)
))
dξ.
(8.5)
Inserting (8.3)-(8.5) into (8.2), and using the condition (UD), we obtain
|Tm,n,h,l,kf(x)| 6
∣∣∣∣σm(x)∫∫∫∫ |∂N1η1 σn(η)||z1 − y1|−N3 |σk(y)f(y)|
×
∣∣∣∂N3ξ1 ((ξ1 − η1)−N2σl(ξ)∂N2z1 ((x1 − z1)−N1σh(z)ϕ(z, ξ)))∣∣∣dydξdzdη
∣∣∣∣
. |m1 − h1|
−N1 |n1 − l1|
−N2 |h1 − k1|
−N3 |σm(x)|
∫
|∂N1η1 σn(η)|dη
× sup
|α|6N2
|β|6N3
∫
Qh
∫
Ql
|∂βξ1∂
α
z1ϕ(z, ξ)|dξdz
∫
|σk(y)f(y)|dy.
Therefore, by using Ho¨lder’s inequality, the result (8.1) follows.
Case 2. At least one of |m − h|∞, |h − k|∞ and |n − l|∞ is less than C. Without loss of
generality, we assume that |n1 − l1| = |n − l|∞ . 1. In this case we do not need to make
the integrations by parts of (8.4). We can get the corresponding result
‖Tm,n,h,l,kf‖q . 〈m− h〉
−N1〈h− k〉−N3 sup
|β|6N3
‖∂βξ ϕ(x, ξ)‖L1x,ξ(Qh×Ql)
‖f‖p.
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This completes the proof of Lemma 8.1. 
In the following we will use the same notations as in the previous section by letting
sγ := s0 +M/γ, i.e. s∞ = s0, s2 = s0 +M/2.
Lemma 8.2 Let 1 6 p, q, r, γ 6∞, sγ > 0. Assume that A(x, ξ) satisfies (A1) and (A2),
then we have
‖Am,n((A(x,D) −A(m,n))u)‖L γ(0,T ;ℓqsγ ℓp(Lr))∩L∞(0,T ;ℓ
q
s0
ℓp(Lr))
.
(
T + T ε/M + T 1/γ
′)
‖u‖
L γ(0,T ;X
sγ
r,p,q)
.
Proof. By the properties of pseudo-differential operators and
∑
l∈Zd σl(x) = 1, we have
m,n((A(x,D) −A(m,n))u)
= σm(x)F
−1
η σn(η)FzF
−1
ξ (A(z, ξ) −A(m,n))uˆ
=
∑
h,l∈Zd
σm(x)F
−1
η σn(η)Fzσh(z)F
−1
ξ σl(ξ)(A(z, ξ) −A(m,n))uˆ. (8.6)
Denote
k,l :=
∑
|l1|∞∨|l2|∞61
σk+l1(x)F
−1σl+l2(ξ)F ,
we have from (8.6) that
m,n((A(x,D) −A(m,n))u)
=
∑
h,k,l∈Zd
σm(x)F
−1
η σn(η)Fzσh(z)F
−1
ξ σl(ξ)(A(z, ξ) −A(m,n))Fyσk(y)k,lu.
From Lemma 8.1,
‖m,n((A(x,D) −A(m,n))u)‖r
.
∑
h,k,l∈Zd
〈m− h〉−N1−1〈n− l〉−N2−1〈h− k〉−N3
× sup
|α|6N2
|β|6N3
‖∂βξ ∂
α
z (A(z, ξ) −A(m,n))‖L1z,ξ(Qh×Ql)
‖k,lu‖r. (8.7)
From the condition (UD), the mean value theorem and the assumption of A(x, ξ), it follows
that
‖∂βξ ∂
α
z (A(z, ξ) −A(m,n))‖L1z,ξ(Qh×Ql)
.
(
〈l〉M−ε + 〈n〉M−ε
)
〈m− h〉+
(
〈l〉M−1 + 〈n〉M−1
)
〈n− l〉. (8.8)
Inserting (8.8) into (8.7), we can get
‖m,n((A(x,D) −A(m,n))u)‖r
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.
∑
h,k,l∈Zd
〈m− h〉−N1〈n− l〉−N2〈h− k〉−N3
(
〈l〉M−ε + 〈n〉M−ε
)
‖k,lu‖r. (8.9)
We divide (8.9) into 〈l〉 6 10〈n〉 and 〈l〉 > 10〈n〉 two parts,
‖m,n((A(x,D) −A(m,n))u)‖r
.
∑
h,k,l∈Zd
〈m− h〉−N1〈n− l〉−N2〈h− k〉−N3〈n〉M−ε‖k,lu‖rχ{〈l〉610〈n〉}
+
∑
h,k,l∈Zd
〈m− h〉−N1〈n− l〉−N2+M−ε〈h− k〉−N3‖k,lu‖rχ{〈l〉>10〈n〉}. (8.10)
From Young’s inequality, we have
‖Am,n((A(x,D)−A(m,n))u)‖Lγ (0,T ;Lr)
. ‖e−tA(m,n)‖L1(0,T )‖m,n((A(x,D) −A(m,n))u)‖Lγ (0,T ;Lr), (8.11)
and
‖Am,n((A(x,D) −A(m,n))u)‖L∞(0,T ;Lr)
. ‖e−tA(m,n)‖Lγ′ (0,T )‖m,n((A(x,D) −A(m,n))u)‖Lγ (0,T ;Lr). (8.12)
For 〈l〉 6 10〈n〉, inserting (8.10) into (8.11) and (8.12), we know from Young’s inequality
that∥∥∥‖Am,n((A(x,D) −A(m,n))u)‖Lγ (0,T ;Lr)∥∥∥
ℓpm
.
(
〈n〉M−ε‖e−tA(m,n)‖L1(0,T )
)
×
∑
l∈Zd
〈n− l〉−N2
∥∥∥∥ ∑
h,k∈Zd
〈m− h〉−N1〈h− k〉−N3‖k,lu‖Lγ(0,T ;Lr)
∥∥∥∥
ℓpm
χ{〈l〉610〈n〉}
.
(
〈n〉M−ε‖e−tA(m,n)‖L1(0,T )
)
·
∑
l∈Zd
〈n− l〉−N2
∥∥‖m,lu‖Lγ(0,T ;Lr)∥∥ℓpmχ{〈l〉610〈n〉}, (8.13)
and∥∥∥‖Am,n((A(x,D) −A(m,n))u)‖L∞(0,T ;Lr)∥∥∥
ℓpm
.
(
〈n〉M−ε‖e−tA(m,n)‖Lγ′ (0,T )
)∑
l∈Zd
〈n− l〉−N2
∥∥‖m,lu‖Lγ (0,T ;Lr)∥∥ℓpmχ{〈l〉610〈n〉}. (8.14)
Therefore,
‖Am,n((A(x,D) −A(m,n))u)‖L γ(0,T ;ℓqsγ ℓp(Lr))∩L∞(0,T ;ℓ
q
s0
ℓp(Lr))
.
∫ T
0
sup
n∈Zd
〈n〉M−ε
et|n|M
dt+
(∫ T
0
(
sup
n∈Zd
〈n〉M−M/γ−ε
et|n|M
)γ′
dt
)1/γ′
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×
∥∥∥〈n〉sγ ∑
l∈Zd
〈n− l〉−N2
∥∥‖m,lu‖Lγ(0,T ;Lr)∥∥ℓpmχ{〈l〉610〈n〉}∥∥∥ℓqn . (8.15)
Noticing sγ > 0, taking N2 > sγ + d, and using Young’s inequality, we obtain
‖Am,n((A(x,D) −A(m,n))u)‖L γ(0,T ;ℓqsγ ℓp(Lr))∩L∞(0,T ;ℓ
q
s0
ℓp(Lr))
.
(
T + T ε/M + T 1/γ
′)∥∥∥∑
l∈Zd
〈n − l〉−N2+sγ 〈l〉sγ
∥∥‖m,lu‖Lγ(0,T ;Lr)∥∥ℓpm∥∥∥ℓqn
.
(
T + T ε/M + T 1/γ
′)
‖u‖
L γ(0,T ;X
sγ
r,p,q)
. (8.16)
For 〈l〉 > 10〈n〉, we know from Young’s inequality that∥∥∥‖Am,n((A(x,D) −A(m,n))u)‖Lγ (0,T ;Lr)∩L∞(0,T ;Lr)∥∥∥
ℓpm
.
(
T + T 1/γ
′)∑
l∈Zd
〈n− l〉−N2+M−ε
∥∥∥∥ ∑
h,k∈Zd
〈m− h〉−N1〈h− k〉−N3‖k,lu‖Lγ(0,T ;Lr)
∥∥∥∥
ℓpm
.
(
T + T 1/γ
′)∑
l∈Zd
〈n− l〉−N2+M−ε
∥∥‖m,lu‖Lγ(0,T ;Lr)∥∥ℓpm . (8.17)
Then using the similar method with (8.15)-(8.16), just taking N2 > M + sγ + d, we can
get
‖Am,n((A(x,D) −A(m,n))u)‖L γ(0,T ;ℓqsγ ℓp(Lr))∩L∞(0,T ;ℓ
q
s0
ℓp(Lr))
.
(
T + T 1/γ
′)
‖u‖
L γ(0,T ;X
sγ
r,p,q)
. (8.18)
Now the proof is completed. 
Lemma 8.3 Let 1 6 p, q, r 6 ∞. Assume that A(x, ξ) satisfies (A1) and (A2), and
A(0, 0) > 0. Then we have
‖Am,n((A(x,D) −A(m,n))u)‖L 2(0,∞;ℓqs2ℓp(Lr))∩L∞(0,∞;ℓ
q
s0
ℓp(Lr)) . ‖u‖L 2(0,∞;Xs2−εr,p,q )
.
(8.19)
Proof. One just need to note that
‖Am,n((A(x,D) −A(m,n))u)‖L2tLrx
.
∫ ∞
0
e−tA(m,n)dt · ‖m,n((A(x,D) −A(m,n))u)‖L2tLrx
. 〈n〉−M‖m,n((A(x,D) −A(m,n))u)‖L2tLrx ,
and
‖Am,n((A(x,D) −A(m,n))u)‖L∞t Lrx . 〈n〉
−M/2‖m,n((A(x,D) −A(m,n))u)‖L2tLrx .
Taking the similar proceeding with (8.13)-(8.18), we can get the conclusion (8.19). 
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9 Appendix
In this Appendix we show that the solution of the system (1.6) is really solving (1.1)
in some function spaces. Denote
‖f‖Xs1,s2r,p,q =
∥∥∥∥∥∥{‖〈m〉s1〈n〉s2m,nf‖r}∥∥ℓp
m∈Zd
∥∥∥∥
ℓq
n∈Zd
. (9.1)
Comparing Xs1,s2r,p,q with Xs2r,p,q, we see that X
s1,s2
r,p,q contains another weight 〈m〉s1 with
respect to physical spaces. We further denote
‖f‖
L γ(0,T ;X
s1,s2
r,p,q )
=
∥∥∥∥∥∥{‖〈m〉s1〈n〉s2m,nf‖Lγ(0,T ;Lr)}∥∥ℓp
m∈Zd
∥∥∥∥
ℓq
n∈Zd
. (9.2)
For the sake of convenience, we also use the notation
‖{gm,n}‖L γ(0,T ;ℓqs2ℓ
p
s1
(Lr)) =
∥∥∥∥∥∥{‖〈m〉s1〈n〉s2gm,n‖Lγ (0,T ;Lr)}∥∥ℓp
m∈Zd
∥∥∥∥
ℓq
n∈Zd
. (9.3)
Proposition 9.1 Let sc > κ+ d/q
′, γ ≫ γ(K)∨σ1 ∨σ2 is defined in Theorem 1.4. Then
the solution obtained in Theorem 1.4 satisfies (1.1) in the sense of
∂tu, A(x,D)u, F (u) ∈ L
γ(0, T ;X−σ1,sc−σ2r,p,q )
Proof. Taking the derivative on time variable to (6.2), we have
∂tm,nu
(µ+1) = −m,n(A(x,D)u
(µ+1)) +m,nF (u
(µ)), for all m,n ∈ Zd. (9.4)
Let us observe that
m,n(A(x,D)u
(µ+1)) = A(m,n)m,nu
(µ+1) +m,nF
−1(A(x, ξ)−A(m,n))û(µ+1). (9.5)
It is easy to see that∥∥∥{A(m,n)m,n(u(µ+1) − u)}∥∥∥
L γ(0,T ;ℓqsc−σ2
ℓp−σ1
(Lr))
. ‖u(µ+1) − u‖L γ(0,T ;Xscr,p,q) → 0.
(9.6)
Moreover, by Lemma 4.3 we have∥∥∥{m,n((a(x)− a(m))(u(µ+1) − u))}∥∥∥L γ(0,T ;ℓqsc−σ2ℓp−σ1(Lr))
. ‖u(µ+1) − u‖L γ(0,T ;Xscr,p,q) → 0. (9.7)
It follows from Lemma 4.5 that
‖{m,n((b(D)− b(n))(u
(µ+1) − u))}‖L γ(0,T ;ℓqsc−σ2ℓ
p
−σ1
(Lr))
. ‖u(µ+1) − u‖L γ(0,T ;Xscr,p,q) → 0. (9.8)
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In view of the algebra property∥∥∥{m,n(F (u(µ))− F (u))}∥∥∥
L γ(0,T ;ℓqsc−σ2
ℓp−σ1
(Lr))
. ω
(
‖u(µ)‖L∞(0,T ;Xscr,p,q), ‖u‖L∞(0,T ;Xscr,p,q)
)
‖u(µ) − u‖L γ(0,T ;Xscr,p,q) → 0. (9.9)
Collecting the estimates in (9.6)–(9.9), we see that
−A(x,D)u(µ+1) −+F (u(µ))→ −A(x,D)u+ F (u)
in L γ(0, T ;X−σ1 ,sc−σ2r,p,q ). By (9.4), we see that ∂tu
(µ+1) converges to A(x,D)u + F (u) in
L γ(0, T ;X−σ1 ,sc−σ2r,p,q ). Using the embedding
L
γ(0, T ;X−σ1,sc−σ2r,p,q ) ⊂ D
′(0, T ;S ′(Rd)),
we see that ∂tu
(µ+1) → ∂tu. So, u satisfies (1.1) in L
γ(0, T ;X−σ1,sc−σ2r,p,q ). 
If the initial data have more regularity, we can show that
Proposition 9.2 Let sc > κ + d/q
′, sγ = sc + σ2/γ, γ is defined in Theorem 1.4. Let
u0 ∈ M
sc+σ2
p,q ∩ X
σ1,sc
r,p,q . Then the solution obtained in Theorem 1.4 satisfies (1.1) in the
sense of
∂tu, A(x,D)u, F (u) ∈ L
γ(0, T ;Xsc+σ2/γr,p,q ) ∩L
∞(0, T ;Xscr,p,q).
Proof. First, we estimate ∂tu. According to the system (6.6),
m,n∂tu(t) =−A(m,n)e
−tA(m,n)m,nu0 − e
−tA(m,n)m,n((a(x) − a(m))u0)
− e−tA(m,n)m,n((b(D)− b(n))u0) + e
−tA(m,n)m,nF (u0)
−Am,n((a(x) − a(m))∂tu)−Am,n((b(D) − b(n))∂tu) + Am,n∂t(F (u))
:=Im,n + ...+ V IIm,n. (9.10)
Using (4.1) and |A(m,n)| . 〈m〉σ1 + 〈n〉σ2 , we see that
‖{Im,n}‖L γ(0,T ;ℓqsγ ℓp(Lr)) . ‖u0‖Msc+σ2p,q
+ ‖u0‖Xσ1,scr,p,q . (9.11)
By Lemma 4.3 and (4.1), we have
‖e−tA(m,n)m,n((a(x)− a(m))u0)‖Lγ(0,T ;Lr)
. 〈n〉−σ2/γ
∑
n1,n2,l∈Zd
〈m− l〉−N+σ1〈l〉σ1〈n1〉
−K‖˜l,n2u0‖rχ|n−n1−n2|∞63. (9.12)
Using Young’s inequality, we have
‖{IIm,n}‖L γ(0,T ;ℓqsγ ℓp(Lr)) . ‖u0‖X
σ1,sc
r,p,q
. (9.13)
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Applying Lemma 4.5 and (4.1),
‖e−tA(m,n)m,n((b(D)− b(n))u0)‖Lγ (0,T ;Lr)
. 〈n〉−σ2/γ+σ2−1
∑
|l1|∞61
∑
k∈Zd
〈m− k〉−(d+1−ϑ)‖k,n+l1u0‖r. (9.14)
Applying Young’s inequality, we have
‖{IIIm,n}‖L γ(0,T ;ℓqsγ ℓp(Lr)) . ‖u0‖Mσ2+scp,q
. (9.15)
Since M s0p,q is an algebra, by (4.1) we have
2
‖{IVm,n}‖L γ(0,T ;ℓqsγ ℓp(Lr)) . ‖F (u0)‖M
sc
p,q
. ‖u0‖
K
M
sc+σ2
p,q
+ ‖u0‖
L
M
sc+σ2
p,q
. (9.16)
The estimates of Vm,n − V IIm,n are similar to those in Lemmas 4.2, 4.4 and 5.3:
‖{Vm,n}‖L γ(0,T ;ℓqsγ ℓp(Lr)) . T
δ‖∂tu‖L γ(0,T ;Xsγr,p,q), (9.17)
‖{V Im,n}‖L γ(0,T ;ℓqsγ ℓp(Lr)) . T
δ‖∂tu‖L γ(0,T ;Xsγr,p,q), (9.18)
‖{V IIm,n}‖L γ(0,T ;ℓqsγ ℓp(Lr)) . T
δ(‖u‖K−1
L γ(0,T ;X
sγ
r,p,q)
+ ‖u‖L−1
L γ(0,T ;X
sγ
r,p,q)
)
× ‖∂tu‖L γ(0,T ;Xsγr,p,q). (9.19)
Collecting the estimates of Im,n − V IIm,n and using the same way as the argument in
proving the local well-posedness, we have for some 0 < T < 1,
∂tu ∈ L
γ(0, T ;X
sγ
r,p,q) ∩L
∞(0, T ;Xscr,p,q).
By Lemmas 4.3 and 4.5, we have
A(x,D)u ∈ L γ(0, T ;X
sγ
r,p,q) ∩L
∞(0, T ;Xscr,p,q).
Similarly as in the above,
F (u) ∈ L γ(0, T ;X
sγ
r,p,q) ∩L
∞(0, T ;Xscr,p,q).
So, we have the result, as desired. 
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2For the general nonlinearity, we have similar result.
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