Structural equation models (SEM) are commonly used to analyze the relationship between variables some of which may be latent, such as individual "attitude" to and "behavior" concerning specific issues. A number of difficulties arise when we want to compare a large number of groups, each with large sample size, and the manifest variables are distinctly nonnormally distributed. Using an specific data set, we evaluate the appropriateness of the following alternative SEM approaches: multiple group versus MIMIC models, continuous versus ordinal variables estimation methods, and normal theory versus non-normal estimation methods. The approaches are applied to the ISSP-1993 Environmental data set, with the purpose of exploring variation in the mean level of variables of "attitude" to and "behavior " concerning environmental issues and their mutual relationship across countries. Issues of both theoretical and practical relevance arise in the course of this application.
Introduction
Structural Equation Models (SEM) are widely used in empirical research to investigate interrelationships among variables, some of which may be latent (see, e.g., Bollen, 1989 , and references contained therein). In some applications, interest focuses on the relationship between latent variables of "attitude" to and "behavior" concerning specific issues (e.g., Fishbein and Ajzen, 1975; Ajzen and Fishbein, 1982; Pieters, 1988) . This relationship is of paramount importance in social environmental research where, by inducing a change in "attitude" (e.g. via education), we aim to change "behavior" and induce the individual to participate in environmental protection issues. The present paper has two purposes. A substantive aim, namely to identify variation in the mean level of variables of "attitude" to and "behavior" concerning environmental issues in a number of countries and the variation in the country level associations; and a theoretical aim, which is to compare alternative approaches to SEM analysis when we have a large number of groups, a large sample size in each group and nonnormality in manifest variables. To do this, we analyzed data extracted from the ISSP-1993 survey for 22 countries detailed below.
Here, we are concerned with methodological issues such as the comparative performance of alternative methods for handling non-normal data, the validity of normal theory inferences, and the effect of large sample size on goodness of fit testing. Methodological issues also arise in selecting the model, for example when choosing between the multiple group or MIMIC model approach.
The paper is organized as follows. Section 2 describes alternative approaches and estimation methods, with a review of asymptotic robustness of normal theory methods that might be of relevance to the questions posed here. Section 3 presents the data to be analysed. Section 4 discusses the family of models considered. Section 5 describes the main results of the empirical analysis. Section 6 concludes the paper.
Statistical issues with non-normal data
As a standard, SEM with continuous variables is fitted by the normal theory (NT) maximum likelihood (ML) approach, or the equivalent generalized least squares method. ML analysis has been available for many years in standard computer software for SEM, such as LISREL (Jöreskog and Sörbom, 1996) and EQS (Bentler, 1995) . For SEM in multiple group data, NT methods were introduced by Jöreskog (1971) and Sörbom (1974) .
For non-normally distributed data, though comprising variables of a continuous scale, asymptotic distribution-free (ADF) methods have been proposed (Browne, 1984) . The ADF approach is available in the above mentioned software for SEM analysis and can also be used with multiple group data. Even though the ADF approach ensures asymptotic optimality (AO) regardless of the distribution of the data, it is not very robust with small data sets. In the case of large models and a sample that is not very large, ADF suffers from computational burden such as non-convergence and/or improper solutions. For small samples, the ADF estimators are biased, as are the estimators of their standard errors. See Kaplan (1991) , Finch, West and MacKinnon (1997) and Green, Akey, Fleming, Hershberger and Marquis (1997) for recent studies that evaluate alternative methods of estimating and testing in SEM, as well as a partial evaluation of the ADF approach.
3 An alternative to the ADF approach is pseudo maximum likelihood (PML) analysis, which uses the NT maximum likelihood estimation in conjunction with robust standard errors (se) and robust and scaled chi-square test statistics. See Satorra (1992) for an overview and discussion of PML analysis in mean and covariance structures. In contrast to the ADF approach in which fourth order sample moments are used in computing both parameter estimates and se and test statistics, in the PML approach the fourth order sample moments are used only for computing se and test statistics (parameter estimates are the same as in ML). For small samples, PML is much more robust than ADF, without substantial loss of efficiency. In combination with PML analysis, an alternative to the robust chi-square goodness-of-fit test is the scaled chi-square goodness test (Satorra and Bentler, 1994) . See Satorra and Bentler (1999) for the scaled version of the difference chi-square test statistic.
An additional argument in support of the use of ML rather than ADF is provided by recent results regarding the asymptotic robustness (AR) of normal theory methods. Results for AR guarantee that, under certain conditions, normal theory produces correct inferences even when the normality assumption does not hold. See Satorra (1993) for the theory of AR in the general case of multiple group analysis. The conditions for AR are: 1) a model condition (MC), by which no restrictions are imposed on the variances and covariances of the non-normal constituents of the model; and 2) a distribution condition (DC), of mutual independence among random constituents of the model such as common and unique factors, instead of the usual assumption of no correlation. The key result about AR is that when both MC and DC hold, the NT standard errors (i.e. those of the standard ML) are consistently estimated for parameters that are not variances and covariances of non-normal constituents of the model (e.g., loadings and regression coefficients), and the NT chi-square goodness-of-fit tests (i.e., the standard loglikelihood-ratio test statistic) is appropriate. When this is the case, the robust statistics associated with PML are not required, as they coincide (asymptotically) with those of the NT. The AR theory is of particular relevance here since most of the models to be considered below verify the MC.
Up to this point, our discussion of SEM analysis has been concerned solely with continuous (CO) variables. SEM is often undertaken with categorical variables defined on ordinal scales, such as the Likert scale. Methods that take into account the OR nature of the variables are nowadays available in standard software for SEM, such as LISREL (Jöreskog and Sörbom, 1996) , EQS (Bentler, 1995) and Mplus (Muthén and Muthén, 1998) . Seminal studies for the analysis of SEM with OR variables include Muthén (1984) , Christoffersson (1975) and Olsson (1979 A special feature of the empirical analysis to be discussed below is its large sample size. In large samples, models are usually rejected by the chi-square goodness-of-fit test. The classic argument is that since the chi-square goodness of fit uses the sample size as a multiplying factor, any small (or substantively irrelevant) specification errors will be magnified by the large value of sample size with the result of a significant chi-square goodness-of-fit test. It has even been argued that for a very large sample size the chi-square goodness-of-fit test should be abandoned in favor of goodness-of-fit indices. However, we found that, despite a large sample size, and the fact that indeed models are only approximate, the classic chi-square goodness-of-fit test statistic plays a crucial role in model assessment (whereas typical indexes for goodness of fit were generally found to be insensitive to substantial misfits in the model). See Saris, den Ronden and Satorra, (1987) for a discussion of this issue and its relation to the power of the chi-square goodness-of-fit test.
Data used in the empirical analysis
The data used in the empirical analysis is extracted from the ISSP-1993 Environment file 3 . It includes variables V1, V2 and V3, indicators of "attitude" toward environmental issues (environmental conservation, willingness to sacrifice time, prices and resources, respectively), and V4 the sole indicator of "behavior", actual participation in recycling. Variables V1 -V3 are on a 5-point Likert scale, and V4 is on a 4-point Likert scale. Appendix 1 shows the wording used in the ISSP-1993 survey for those variables. We used samples from 22 countries. The sample size for each country is shown in the first column of Table 6 .
The data analyzed resulted from list-wise deletion in variables V1-V4. The extend of missing data varies from 61 % in Russia to 3% in Philippines. Overall, 25 %. of the data items are missing, most of them for variable V4, specially in countries where no recycling is available. The five highest values -Russia (61%), Poland (54%), Bulgaria (52%), Czech Republic (51 %) and Slovenia (43 %) -are recorded in countries with high values of missing data on variable V4 as a result of the response category "recycling not available" (see Q. 19a in Appendix 1). In fact, if we consider all 22 countries, 75% of missing data was due to that response. Our approach in the empirical analysis was to ignore the missing mechanism and to treat the available data as if they were complete 4 .
Inspection of the marginal distributions of variables V1 to V4, overall and across countries, showed that, even though there was a clear non-normality, no extreme skewnes or ceiling 5 effects were encountered. The variables V1-V4 are ordinal (OR), with four or five categories, so it is tempting to treat them as CO variables. Thus, the question of the comparison of CO versus OR types of analysis arises. In the case of CO variable methods, the AR theory raises the additional question of whether NT methods give correct results despite the clear nonnormality of the data.
Models
The aim of the paper is to assess country effect to both a) (mean) level of "attitude" and "behavior" and b) effect of "attitude" on "behavior".
Figure 1. Aims
The basic structure underlying all the models considered here is shown in Figure 2 . It comprises a regression equation in which factors F1 (Attitudes) and F2 (Behavior) are respectively the explanatory and dependent variables. We then have measurement equations where variables V1-V3 are indicators of F1, while V4 is a single indicator for F2. Table 1 shows the structural and measurement equations in format that is more suitable for interaction with typical software for SEM analysis.
Note that the asterisks in Table 1 parallel those in Figure 2 and represent the model's free parameters. When covariances alone are analyzed, we put zeros in the columns of the variable intercept (INT).
The above two-factor model is actually a single-factor model with four indicators, where the fourth loading (that of variable V4) corresponds to the regression coefficient in Figure 2 . The single-factor model is depicted in Figure 3 . From now on, we shall use only this single-factor model formulation, on the understanding that loadings include the regression coefficient. To ensure identification of the factor scale, the loading of variable V1 is set equal to 1 In order to characterize the variation across countries of the mean of factor and/or manifest variables, we need to include the means of manifest variables within the analysis. The models that are considered here are listed in Table 2 and discussed below.
Multiple group models
Various multiple group models arise depending on whether we impose or not restrictions on the means of manifest and latent variables, and the degree of invariance across groups of all model parameters.
We shall first consider the case of models with no restrictions on the means, i.e. the case of covariance structures (means excluded from the analysis). This leads to multiple group (MG) single-factor models with varying degrees of parameter invariance across groups: MG0, all parameters invariant across groups; MG1, invariance of loadings only (i.e., variances of factor and errors are set free across groups); MG2, all parameters free across groups; and finally, MG12 , invariance across groups of a selected subset of loadings. We also consider a model MG2-bis that allows for correlated errors in some countries (the countries that in the last column of Table 7 show a number different than 0). Note the nested sequence: MG0 < MG1 < MG12 < MG2, where "A < B" denotes model "A" is nested within model "B" (i.e., model "A" is model "B" with some restrictions on the parameters)
When we allow restrictions on the means, i.e., when we specify mean and covariance structures, we obtain the nested sequence of mean restricted multiple group (MMG) models: MMG0 < MMG1 < MMG12. Depending on the level of invariance across groups of the mean (22) gives rise to mean structures with considerable variation on degrees of freedom. See Kaplan and George (1995) for a discussion of power issues when testing across group invariance of mean levels of the factor.
In relation to the AR theory discussed above, we note that the MC (model condition) holds for models MG1, MG12 and MG2, and the corresponding MMG models, since no restrictions are placed on variances and covariances of factors and errors, not even across groups. Thus, for these models, when DC holds (i.e. factors and errors are mutually independent, not only uncorrelated), the NT analysis gives valid se for loadings and intercept parameters (including the country effects), and valid chi-square goodness-of-fit tests. Note, however, that MC does not hold for models MG0 or MMG0, as the latter restrict variances of factors and errors so that they must be equal across groups. Thus, for models MG0 and MMG0, non-normality of factor and errors may distort the validity of NT se of all parameters and also the chi-square statistics (i.e., robust se and test statistics of PML analysis are required for these models).
The MIMIC approach
For modeling heterogeneity across groups, an alternative to multiple group analysis is the multiple indicator multiple cause (MIMIC) model approach as proposed in Muthén (1989) . See Jöreskog and Goldberger (1975) for a seminal study on the MIMIC model. Muthén (1989) argued that the MIMIC model approach provides a convenient way to assess heterogeneity across groups when we have a large number of groups.
The family of MIMIC models considered here is depicted in Figure 4 , where we have a singlefactor model underlying four manifest variables, and there are country "effects" both on the factor and to the manifest variables. In this graph, the triangle labeled "country" represents a set of dummy variables, one less than the number of countries 6 . Table 2 also lists the various MIMIC models considered: MIMIC -A, the arrow from country to F1 (arrow in bold); MIMIC-B, arrows from country to F1 and to manifest variables (bold and dashed arrows); MIMIC-C, correlated error between V3 and V4 in addition to the effects from country (bold and dashed arrows, and the two-headed arrow -dots and dashes). Note also the nested structure: MIMIC-A < MIMIC-B < MIMIC -C.
Figure 4. MIMIC Models
Note that each arrow emanating from the triangle is in fact a set of arrows -one specifically for each country, except for the chosen baseline country. Some of these arrows may not be significant in a specific analysis, and can be set to zero. In fact, in our empirical analysis, the choice of the final set of direct effects from countries on manifest variables has been made on the bases of Lagrange Multiplier test statistics when fitting model MIMIC-A Note that the arrows from countries affect only the levels of the variables, not their variances or covariances.
It is interesting to compare the MIMIC modeling approaches with that discussed above for multiple group factor models. Clearly, a similar structure is imposed by MIMIC-A and MMG0, as in both cases loadings and variances must be equal across groups. There is however a fundamental difference between the multiple group models MMG1 or MG1 and the MIMIC model, as the former allow for variation across groups of the variance parameters. That is, the MIMIC approach assumes homogeneity across groups of loadings and variance parameters. In fact, Muthén (1989) pointed out that " the MIMIC approach is restricted to modeling under the assumption of a group-invariant covariance matrix for the observed response variables '' (p. 564).
The test of the assumption of invariance of variances and loadings can be carried out by comparison of the chi-square goodness-of-fit values of models MG1 and MG0. Note, however, that this test is not robust to the violation of the normality assumption, since it implies testing the equality of variances of non-normal constituents of the model. In such a case, the scaled difference of chi-square statistics as proposed recently by Satorra and Bentler (1999) could be useful.
Here we conjecture the usefulness of the MIMIC model approach beyond that restriction of equality across groups of variances of common and unique factors. Indeed, models MIMIC-A and MMG1 differ in the sense that the latter allows for heterogeneous variances across groups. We conjecture that as regards to inferences on loadings, the results of MIMIC-A are accurate approximations of those obtained by MMG1. Such robustness of the MIMIC approach to the violation of the homogeneity assumption of variances is of practical relevance, since, in
Country comparison with the multiple group approach, the MIMIC approach is easier to implement and gives results that are more easily understandable. Note, however, that we are not suppressing the assumption of invariance of loadings across groups. Our claim is that inferences on loading parameters and effects from independent variables provided by the MIMIC approach are valid, for all practical purposes, provided it holds the assumption of an "strongly factorial invariant model" in the sense of Meredith (1993) .
Finally, we should point out that the above MIMIC models satisfy the MC for AR, thus when common and unique factors are mutually independent (not only un-correlated), the NT analysis provides valid inferences for estimates of loadings and effects from independent variables 7 . The usual NT chi-square should also be valid in this case.
Empirical results
In this section we describe the main results of the empirical analysis when applying the models described above. For the results corresponding to CO analysis, we used EQS (Bentler, 1995) , version 8, and for the OR type of results we used PRELIS and LISREL (Jöreskog and Sörbom, 1996) , version 10.
We begin by reviewing the results of model assessment. Table 3 gives a summary of the chisquare goodness-of-fit values of the models listed in Table 2 . As we are interested in the comparative analysis of alternative methods of estimation, we list the various alternative chisquare test statistics. Note the nested structure by rows, thus the difference of chi-square values across rows gives test statistics of various restrictions across groups. Clearly, the hypothesis of equality of variances of common and unique factors is rejected by the data (compare the chisquare values for MG0 -MG1, clearly significant). We find that a correlated error is needed between variables V3 and V4, present in models MG2-C and MG2-C bis. Clearly, the multiple group model MG2-C bis, with correlated errors in a selected set of countries, has a nonsignificant chi-square goodness-of-fit test, despite the large sample size. The hypothesis of invariance across groups of loadings is also rejected (compare models MG2-MG2-C). This lack of invariance across groups of loadings questions theoretically the validity of the MIMIC model for our data, but the comparison of estimates of the MIMIC and multiple group models allow us to conclude that the MIMIC model approach is useful despite the violation of the homogeneity hypothesis. In fact, for the single group analysis, we do not obtain a model that passes the chi-square goodness of fit test (at 5% significance level), not with MIMIC-C, nor with SG-C (irrespective of the method of estimation used); we believe that this might be due to the loadings heterogeneity across groups, visible in the fit of model MG2-C.
Application of the scaled difference chi-square statistic (Satorra and Bentler, 1999) for testing the null hypothesis of invariance across groups of variances of common and unique factors yields a chi-square value of 2449.35 which, in relation to 105 (= 212 -107) degrees of freedom, clearly rejects the null hypothesis As argued by Satorra and Bentler (1999) , the scaled difference is not necessarily equal to the difference of scaled chi-square statistics (=2582.98). Despite the rejection of this hypothesis of homogeneity of variances across groups, we see that, with regard to loadings and country effects, the results for model MIMIC-A differ only slightly from those obtained using the multiple group model MMG1.
The values of the goodness-of-fit statistics are remarkable similar for the CO and OR approaches. In fact, for both approaches, we reach similar conclusions regarding model choice. Both approaches coincide in identifying the need for a correlated error among variables V3 and V4, in rejecting the hypothesis of homogeneity across groups of variances of common and unique factors, as well as in rejecting the hypothesis of homogeneity of loadings across groups.
An overview of parameter estimates for the different models and estimation methods is provided in Table 4 . We see the small discrepancy in loading estimates when we use different models, and also the small discrepancy in NT and robust se, especially for the loading parameters in the models where AR results are applicable. Some differences are observed across groups in the estimated variances of unique and common factors 8 , while the estimated common loadings arising from MMG1 and MMG0 are close to each other and those estimated using the single group approach of model MIMIC-A. The similarity of values applies not only to parameter estimates but also to the NT se. This is of importance in practice, since it shows that when estimating loadings and regression effects, the analysis provided by MIMIC-A is robust to the customary assumption of invariance across groups of all the parameters of the covariance structure.
In Table 5 we show the standardized values of the loadings for different models and estimation methods. Estimates of loadings (standardized values) when we use CO are generally smaller than the estimates when we use the OR approach. The difference is very small in the case of the loading for V4 (regression parameter). In any case, the differences between CO and OR estimates can be considered small in terms of their substantive relevance. Table 6 gives the results for the multiple group models with the lowest number of df., i.e. the MG2 factor model. The table shows parameter estimates for the loading parameters and the values of the NT and scaled chi-square goodness-of-fit tests. We can report that AR results for model MG2 show up in the similarity of regular (i.e. NT) and robust se in the case of loading parameters (not so similar in the case of variance parameters) and regular and robust chisquare goodness-of-fit test (including that obtained from AO analysis) 9 . Table 7 shows the results for model MG2-C bis (which passes the chi-square test at the 5% significance level), though no substantial differences can be reported in the estimates of parameters that are common to both MG2 and MG2-C bis models.
From the analysis of model MG2 in Table 6 , we can report the generally high values of the loadings for variables V1 to V3, reflecting an adequate measurement model (the standardized values range from .5 to .99), whereas V2 (disposition to pay higher taxes) is the variable with the largest loadings. For V2, the standardized loading ranges across countries from .71 to .92. The loadings associated with V4 are smaller than the others, but we might interpret this loading as a regression coefficient, thus its low value does not deteriorate the measurement model for F1. With respect to the goodness of fit of the model, the overall fit is highly significant, in accordance with highly significant chi-square values for the fit in each country. The inclusion of correlation effects in some countries decreases the chi-square goodness statistic dramatically. For example, in Germany-West, where the NT chi-square is 31.30 (d.f. = 2), the inclusion of a correlation between V3 (sacrifice standard of living) and V4 (participation in recycling) yields a chi-square value of 2.5 10 . This is not the case for the Netherlands, where the correlation needed is between V2 (pay higher taxes) and V4 (participation in recycling). For some countries, however, the model has a non-significant chi-value despite the high sample size. This is the case of Poland, Australia, Philippines, Russia, Ireland, Israel and Slovenia, where the NT chi-square is smaller than 2.5. Even though all the regression coefficients are significant at the 5 % level, for some countries the effect is small enough for it not to be important. The countries with a low effect between Attitude and Behavior are Germany-West, Japan, Russia and Philippines, whose standardized regression coefficient is below .06; on the other hand, countries like Northern Ireland, Bulgaria, Great Britain and Norway have standardized regression coefficients above .24. A multiple group model that passes the chi-square test is model MG2-C bis, whose estimation and tests results are shown in Table 7 . No substantial difference can be seen when comparing the estimates of loading parameters resulting of Tables  6 and 7 , despite the clear difference on the misfit of the model in terms of chi-square goodnessof-fit test of both MG2 and MG2-C bis models.
Despite violation of the factorial invariance hypothesis, multiple group models and MIMIC approach give comparable results. Table 8 , showing the results for model MIMIC-C, offers an overview of the variation across countries (in relation to a baseline country, in this case Australia) of the mean levels of latent and manifest variables. We see, for example, that the Netherlands induces the largest positive country effect on F1 (.405), while the Czech Republic has the largest negative effect on F1 (-.501). With regard to the direct effect of country on variables, we see a large negative value of Russia on V4 (-1.36) while there is a large positive value (.359 and .317) in both Germany-West and East. Bulgaria, Israel and Northern Ireland also induce a large negative effect on V4 11 .
Conclusions
The paper has considered alternative approaches to the analysis of group differences in both the mean levels of manifest and latent variables, and in their mutual relationship. Continuous versus ordinal methods, single group versus multiple group methods, NT versus asymptotic robust methods have been applied to ISSP-1993 survey data. The specific features of the data file are the large number of groups, the large sample size in each group, and the marked non normality of observable variables.
For the ISSP-1993 Environmental data set, and the given SEM context, it was found that major substantive conclusions are fairly robust to the choice of alternative model strategies and 12 estimation methods. Indeed alternative approaches to SEM analysis coincide in rejecting: 1) a null hypothesis of homogeneity across countries of variances of unique and common factors on "attitude" to and "behavior" concerning environmental issues; 2) the hypothesis of invariance across country of measurement loadings and the regression effect of "attitude" to "behavior". Furthermore, for some countries, a direct correlation between variable V3 (disposition to cutting standard of living) and V4 (actual recycling behavior), not accounted for by the common factor F, was detected empirically. These findings are clearly visible from the chi-square values shown in Table 3 .
The differences between countries in the measurement structure of variables V1-V3 when measuring F1 (positive disposition toward protecting environment), and the variation across countries of the regression effect of F1 to V4, are displayed in Table 7 (which gives results for a multiple group model MG2-C bis). The direct effects of the countries on both the level of the common factor F1 and the manifest variables V1-V4 were isolated and quantified: these effects are shown in Table 8 (which shows results for the single group model MIMIC-C).
The MIMIC model was found useful for summarizing the effects of countries on both latent and manifest variables, despite the violation of the assumption of homogeneity across groups of variances of unique and common factors.
Minimal differences were found between NT and robust se in the case of CO analysis when estimating loadings and country effects for those models in which the MC of AR applies. Although we were involved with a very large data set, the chi-square goodness-of-fit test was useful for model assessment. 
