In this paper we develop a new approach to the design of direct numerical methods for multidimensional problems of the calculus of variations. The approach is based on a transformation of the problem with the use of a new class of Sobolev-like spaces that is studied in the article. This transformation allows one to analytically compute the direction of steepest descent of the main functional of the calculus of variations with respect to a certain inner product, and, in turn, to construct new direct numerical methods for multidimensional problems of the calculus of variations. In the end of the paper we point out how the approach developed in the article can be extended to the case of problems with more general boundary conditions, problems for functionals depending on higher order derivatives, and problems with isoperimetric and/or pointwise constraints.
Introduction
The main problem of the calculus of variations has the form min I(u) = Ω f (x, u(x), ∇u(x)) dx subject to u| ∂Ω = ψ,
where Ω ⊂ R n is an open set, ∂Ω is the boundary of Ω, and f : Ω × R × R n → R and ψ : ∂Ω → R are given functions. Various aspects of this problem, such as the existence and regularity of solutions [38, 22, 24, 36, 10] , qualitative properties of critical points (so-called "the calculus of variations in the large") [39, 18] , and necessary and sufficient conditions for a local minimum [23] , have been extensively studied by many researches. However, relatively little attention has been paid to the development of direct numerical methods (especially in the multidimensional case) for problems of the calculus of variations.
By direct numerical methods we mean methods that are not based on direct numerical solution of the Euler-Lagrange equation, and, instead, rely on the variational formulation of the problem. Besides being one of the approaches to numerical solution of some partial differential equations, direct numerical methods are especially useful and important for those problems of the calculus of variations that arise directly as optimization problems. This type of problems naturally appear, in particular, in image processing [37, 4] .
The vast majority of direct numerical methods of the calculus of variations is based on an approximate reduction of problem (1) to a finite dimensional optimization problem. Various types of reduction techniques and corresponding numerical methods in the one dimensional case (i.e. in the case when Ω = (a, b) ⊂ R) were proposed in [9, 26, 28, 27, 33, 56, 57, 19, 54, 2, 32, 3] . In the multidimensional case, the range of choice of direct methods is much more narrow, and it includes (although is not exhausted by) the finite elements methods, the Galerkin method and the Ritz method [35, 48, 30, 8, 7, 44, 43, 5] . However, there exist some direct numerical methods of the calculus of variations in the one dimensional case that do not consist of an approximate reduction to a finite dimensional problem. Among them are the first-and second-variation methods [34] , that are based on straightforward usage of the necessary optimality conditions for problem (1), He's variational iteration method [55] , the continuous method of steepest descent [49] , the discrete steepest descent method [51, 47] , Newton's method [25] , and the method of hypodifferential descent based on the use of exact penalty functions [16, 50, 15] . Let us also mention that some multidimensional problems of the calculus of variations can be solved by standard gradient based methods for functionals defined on Hilbert or Banach spaces [49, 47, 11, 52, 14, 53, 29, 46] with the use of the so-called Sobolev gradients [42] .
The main goal of this paper is to develop a new approach to the design of direct numerical methods for multidimensional problems of the calculus of variations. This approach is based on a transformation of problem (1) that allows one to analytically compute the direction of steepest descent of the functional I with respect to a certain norm. Utilizing this direction of steepest descent one can apply an obvious modification of almost any first order method of finite dimensional optimization to problem (1) . The basic ideas (in a very crude form) that lead to the the development of the approach studied in this article were presented in the two dimensional case in [17] . It should be noted that the main results of the paper [17] were inspired by the ideas of the late prof. V.F. Demyanov [12, 13] , as well as the method of hypodifferential descent and the method of steepest descent mentioned above.
The paper is organised as follows. In Section 2 we informally discuss the underlying ideas of the approach developed in this article. In Section 3 we introduce and study a new class of Sobolev-like spaces that plays a central role in the formalization of the new direct numerical methods. In particular, we obtain a convenient characterization of a certain function space from this class that is very important for the transformation of problem (1) . The direction of steepest descent of the functional I with respect to a certain norm is derived in Section 4. In the Conclusion we discuss possible generalizations of the ideas developed in this paper, and briefly outline some directions of future research.
How to Compute the Direction of Steepest
Descent?
In this section, we informally discuss a general technique for constructing new minimization methods for the main problem of the calculus of variations. A possible formalization of this technique is presented in the subsequent sections. We suppose that all functions that appear in this section are sufficiently smooth. Consider the main problem of the calculus of variations
where Ω ⊂ R n is an open set and f = f (x, u, z). We want to apply infinite dimensional analogues of standard gradient-based methods of finite dimensional optimization to the problem above. In order to do that we need to compute the gradient or, more generally, the direction of steepest descent of the functional I.
It is well-known and easy to check that the functional I is Gâteaux differentiable, and its Gâteaux derivative has the form
(3) Therefore in order to compute the direction of steepest descent of the functional I we need to solve the following problem of the calculus of variations
where · is some norm. However, this problem is, usually, too complicated to be solved analytically, and even in simple cases it is equivalent to the problem of solving a linear partial differential equation (see, e.g., [42] , Chapter 9). In order to overcome this difficulty, let us transform problem (2) . For the sake of simplicity, suppose that n = 2, ψ ≡ 0, and let Ω be an open box, i.e. Ω = (a 1 , b 1 ) × (a 2 , b 2 ). Let also u be a function such that u| ∂Ω = 0. Observe that
and ∂u/∂x 1 (x 1 , a 2 ) ≡ 0 due to the fact that u(x 1 , a 2 ) ≡ 0. Therefore
Hence with the use of (4) one gets that
Furthermore, from the latter equality it follows that
Then it is easy to see that for the function u = T v, where
one has u| ∂Ω = 0. Thus, we have that the following result holds true. 
2.
b1 a1
From the proposition above it follows that problem (2) with ψ ≡ 0 is equivalent to the following optimization problem: minimize
subject to the constraints
As we shall see, one can easily compute the direction of steepest descent for this problem. Indeed, denote by L 0 the linear space consisting of all functions v satisfying (6). Clearly, the functional F is Gâteaux differentiable. Integrating by parts in (3) one gets that the Gâteaux derivative of F has the form
where
and u = T v. Hence the direction of steepest descent for problem (5) , (6) is a solution of the following optimization problem:
where · is some norm. We choose the
Let us solve problem (8).
Proposition 2. Suppose that the function u = T v does not satisfy the EulerLagrange equation for the functional I. Then the direction of steepest descent h * for problem (5), (6) has the form h
Proof. Applying the Lagrange multipliers rule to problem (8) one gets that there exists λ ∈ R such that
Note that for any infinitely differentiable function ϕ with compact support one has
for any infinitely differentiable function ϕ with compact support. Hence applying the fundamental lemma of the calculus of variations one gets that
It is easy to verify that λ = 0 if and only if the function u = T v satisfies the Euler-Lagrange equation for the functional I (see (7)). Thus, we can suppose that λ = 0. Hence
where r 1 and r 2 are some functions. Taking into account the fact that h * ∈ L 0 one obtains that
Solving this system with respect to r 1 and r 2 one obtains that
Hence (9) holds true.
Since we know the direction of steepest descent for problem (5), (6), we can apply an obvious modification of almost any gradient-based algorithm of finite dimensional optimization to this problem and, in turn, to the initial problem (2).
If we look at the way the direction of steepest descent was derived, we can easily see that this direction is the direction of the steepest descent of the functional I with respect to the norm
(the fact that this seminorm is, indeed, a norm follows from Proposition 1). However, any space of smooth functions equipped with this norm is incomplete. Therefore it is natural to consider the original problem in the setting of Sobolevlike spaces, and to transfer the main ideas discussed above to this more general setting.
Remark 1. As it is well-known, the direction of steepest descent as well as the performance of the method of steepest descent depend on the choice of an underlying Hilbert (Banach) space and an inner product (norm) in this space (see, e.g., [40, 41, 42] ). From this point of view, the main goal of this article is to introduce a Hilbert space such that the direction of the steepest descent of the functional I(u) in this space can be easily computed analytically.
Special Function Spaces
In this section, we introduce a class of function spaces that plays a central role in the formalization of the minimization methods for multidimensional problems of the calculus of variations discussed above. This class of functions is closely related to the Sobolev spaces and possesses many properties of these spaces. We suppose that the reader is familiar with basic results on the Sobolev spaces that can be found in [1, 20, 31] .
Main Definitions and Basic Properties
Introduce the notation first. A point in R n is denoted by x = (x 1 , . . . , x n ) ∈ R n , and its norm is denoted by |x| = (
for any k ∈ {0, . . . , n}. It is clear that I 0 = {(0, . . . , 0)} and I n = {(1, . . . , 1)}. If α ∈ I k for some 0 ≤ k ≤ n, then a unique multi-index β ∈ I n−k such that α + β ∈ I n is denoted by α. Here the sum of multi-indices is component-wise.
The kernel of a linear operator L : X → Y is referred to as ker L (here X, Y are linear spaces).
Remark 2. We consider only real valued functions and normed spaces over the field of real numbers. If f is a bounded linear functional defined on a normed space X, then we denote its norm by f or by f X when we want to specify the domain of f . 
for which there exist all weak mixed derivatives of the order k = 1 : m that belong to L p (Ω). The set M m,p (Ω) is a linear space that can be equipped with the norm
(Ω). Let, as usual, W m,p (Ω) with m ∈ N and 1 ≤ p ≤ ∞ be the Sobolev space, and W
(Ω). Moreover, these embeddings are continuous. On the other hand, M m,p (Ω) is dense in W 1,p (Ω) for any m ∈ {1, . . . , n}, and M 1,p (Ω) = W 1,p (Ω). Let us describe some properties of the spaces M m,p (Ω). Arguing in a similar way to the case of the Sobolev spaces (see, e.g., theorems 3.2 and 3.5 in [1] ) one can easily derive the following results.
is complete in the case 1 ≤ p ≤ ∞, is separable in the case 1 ≤ p < ∞, and is reflexive and uniformly convex in the case 1 < p < ∞. Moreover, M m,2 (Ω) is a separable Hilbert space with the inner product
Remark 3. (i) An analogous result holds true for
It is well-known that the space W m,p 0
(Ω) can be equipped with the norm
which is equivalent to the standard norm · m,p (see, e.g., [1] , sections 6.25-6.26). Analogously, the space M m,p 0
(Ω) can be equipped with a different norm, which is equivalent to the norm ·; M m,p , and is more suitable for our purposes. Set
It (Ω) which is equivalent to the norm ·; M m,p .
A Characterization of M
n,2
(Ω)
Our aim now is to give a simple characterization of the space M n,2 0 (Ω) that is crucial for the computation of the direction of steepest descent. In order to do that we need to introduce several integral operators that will be useful in the sequel.
Let v ∈ L 2 (Ω). For 1 ≤ i ≤ n define the operator
By virtue of the Fubini theorem one gets that T i is correctly defined and is a continuous linear operator mapping
and suppose that α ij = 1, 1 ≤ j ≤ k, where 1 ≤ i 1 < . . . < i k ≤ n, and α l = 0 iff l = i j for any 1 ≤ j ≤ k, i. e. α ij are the only nonzero components of the multi-index α. Then define the operator
With the use of the Fubini theorem one gets that for any permutation ℓ of the set {1, . . . , k} the following holds
For the sake of convenience, denote T = T (1,...,1) . Applying the Lebesgue differentiation theorem (cf., for instance, [21] , corollary 2.9.9) and integrating by parts one can verify that for any v ∈ L 2 (Ω), 1 ≤ k ≤ n and α ∈ I k there exists the weak derivative
Recall that α ∈ I n−k is a unique multi-index such that α + α ∈ I n . Thus, as it easy to see, T is a continuous linear operator mapping
where 1 ≤ i 1 < . . . < i k ≤ n and α r = 0 iff r = i j for all 1 ≤ j ≤ k. For the sake of convenience denote S i = S α for any α ∈ I 1 , where i is the only non-zero component of α.
It is easy to verify that for any α ∈ I k , 1 ≤ k ≤ n the linear operator S α continuously maps L 2 (Ω) to L 2 (Ω). Therefore, in particular, the linear subspace
of the Hilbert space L 2 (Ω) is closed. Consequently, there exists the orthogonal projector P r L0 of L 2 (Ω) onto L 0 . We will need an explicit formula for the projector P r L0 (cf. Proposition 2).
Proof. Fix an arbitrary v ∈ L 2 (Ω), and denote the function on the right-hand side of (12) by w. A direct computation shows that
by the Fubini theorem and the fact that
Remark 4. (i) Note that for any function ϕ ∈ C n (Ω) with compact support one has
e. the projection operator P r L0 preserves smoothness.
The following theorem gives a convenient characterization of M (1,...,1) ϕ k , one gets that for some C ≥ 0, depending only on n and Ω, the following inequalities hold true
Moreover, as it easy to verify,
(Ω). We will prove that there exist functions u m ∈ M n,2 (Ω) such that 
It is clear that u m ∈ M n,2 (Ω) and u m = 0 outside
(Ω), then we get the desired result.
Indeed, it is easily to verify that u m → u in L 2 (Ω). Fix an arbitrary α ∈ I r , 1 ≤ r ≤ n. Observe that
where the functions ω 
where ζ γ ∈ C ∞ (Ω) and
Hence there exists C ≥ 0 depending only on n, Ω and ζ such that
by virtue of the fact that ζ(m(x k − a k )) = 0 for any x k > a k + 2/m and
. Fix an arbitrary 0 ≤ k ≤ r − 1, β ∈ I k and γ ∈ I r−k such that β + γ = α. Without loss of generality we can suppose that α 1 = . . . = α r = 1, γ 1 = . . . = γ r−k = 1 and β r−k+1 = . . . = β r = 1. Our aim is to show that
Taking into account (13) one gets that
where ω η,θ ∈ C ∞ (Ω) and |ω η,θ | ≤ 1. Therefore it is sufficient to show that for any multi-indices η and θ such that η + θ = γ one has
as m → ∞. Fix an arbitrary 0 ≤ j ≤ r − k, η ∈ I j and θ ∈ I r−k−j such that η + θ = γ. Without loss of generality we can suppose that η 1 = . . . = η j = 1 and θ j+1 = . . . = θ r−k = 1. As it was mentioned above, (11)). Taking into account the fact that v ∈ L 0 one obtains that . . .
Consequently, with the use of the Hölder inequality one gets that there exists C ≥ 0, depending only on n and Ω, such that for a. e.
Therefore, applying the fact that ζ ′ (m(x k − a k )) = 0 for any x k > a k + 2/m and ζ ′ (m(b k − x k )) = 0 for any x k < b k − 2/m one gets that for some C 1 , C 2 > 0 that do not depend on m the following holds
. . .
. . . 0 (Ω). This question becomes more reasonable after one notes that if u ∈ C n (Ω) and T r(u) = 0, i.e. u| ∂Ω = 0, then u ∈ M n,2 0 (Ω). Indeed, from the equality T r(u) = 0 it follows that
Corollary 1. The operator T is an isometric isomorphism between
Observe that u(x 1 , a 2 , x 3 , . . . , x n ) ≡ 0. Therefore ∂u/∂x 1 (x 1 , a 2 , x 3 , . . . , x n ) = 0 for all x ∈ Ω. Hence
Taking into account (14) one gets that
Applying mathematical induction one can easily obtain that u = T D (1,...,1) u and D
(1,...,1) u ∈ L 0 , which by the theorem above yields that u ∈ M n,2 0 (Ω).
In the following sections, we will use the function space 
The Direction of Steepest Descent
In this section, we compute the direction of steepest descent of the main functional of the calculus of variations. This direction can be utilized in order to design new direct numerical methods for solving multidimensional problems of the calculus of variations. Consider the following problem of the calculus of variations (15) where
is a given function that defines boundary conditions, u = (u 1 , . . . , u d ) and
We suppose that the function f :
satisfies the Carathéodory condition, is differentiable with respect to u and z, and the derivatives ∂f /∂u i , ∂f /∂z ij satisfy the Carathéodory condition as well. Let also the following growth conditions be valid:
1. there exist C > 0 and g ∈ L 1 (Ω) such that for a. e. x ∈ Ω and for all u ∈ R n , z ∈ R d×n one has |f (x, u, z)| ≤ C(|u| 2 + |z| 2 ) + g(x).
2. there exist D 1 , D 2 > 0 and g 1 , g 2 ∈ L 2 (Ω) such that for a. e. x ∈ Ω and for all u ∈ R n , z ∈ R d×n one has
Remark 6. In the general case, problem (15) is not equivalent to the standard problem of the calculus of variations
. (16) Problems (15) and (16) are equivalent if and only if there exists an optimal solution u * of problem (16) 
In other words, problems (15) and (16) are equivalent if and only if there exists a "sufficiently smooth" optimal solution u * of problem (16) .
It is easy to see that the functional I is Gâteaux differentiable at every point u ∈ W 1,2 (Ω, R d ) and its Gâteaux derivative has the form
for all h ∈ W 1,2 (Ω, R d ). Here ·, · is the inner product in R s , and
As it was mentioned above, the problem of finding the direction of steepest descent of the functional I is very complicated. We utilise the characterization of M n,2 0 (Ω, R d ) (Theorem 3) in order to solve this problem and to design new direct numerical methods for minimizing this functional.
Recall that the operator T ,
Therefore problem (15) is equivalent to the problem
We suppose that the functional F is defined on L 0 , and will minimize F over the space L 0 .
The functional F is Gâteaux differentiable, and integrating by parts in (17) one gets that the Gâteaux derivative of the functional F has the form
∂f /∂z i = (∂f /∂z 1i , . . . , ∂f /∂z di ), and
, since the derivatives of f satisfy the growth condition. Hence one has that
where u = u + T v, and
is the Gâteaux gradient of the functional F at the point v. Consequently, −G(u)/ G(u) 2 is the direction of steepest descent of F at the point v, which implies that −T G(u)/ G(u) 2 is the direction of steepest descent of the functional I at the point u = u + T v.
Thus, the following result holds true.
is the direction of steepest descent of J at the point w = T v, and −G(u)/ G(u) 2 is the direction of steepest descent of F at the point v.
Remark 7. Note that for any v ∈ L 0 one has u = T v ∈ M n,2
. Therefore, as it was mentioned above, the trace T r(u) of the function u = T v is correctly defined and equals zero. Thus, the direction of steepest descent −T G(u)/ G(u) 2 does not change the values of a function on the boundary of Ω, i.e. T r(u + αT G(u)) = T r(u) for all α ∈ R.
Let us mention several simple properties of the mappings G(·) and Q(·).
Then the following statements hold true:
Proof. The validity of the first statement follows directly from definitions. Let us prove the second statement. It is clear that
From the fact that for any
. Then integrating in (19) by parts one gets that
Applying the fundamental lemma of the calculus of variations (see, e.g., [10] , Theorem 3.40) one obtains the desired result.
Observe that the mapping u → G(u) ∈ L 0 is well defined defined for any
Proof. Necessity. Suppose that
Consequently, integrating by parts one gets
Since we now know the gradient G(·) of the functional F , we can modify most of the gradient-based methods of finite-dimensional optimization to the case of this functional and use these methods in order to find critical points (or points of global minimum in the convex case) of the functionals F and I. Convergence analysis of these methods can be performed in the standard way (see, e.g., [49, 47, 11, 14, 53, 29, 46] for convergence analysis of minimization methods in Banach and Hilbert spaces.).
Conclusion
In this article we developed a new approach to the design of minimization algorithms for the main problem of the calculus of variations. Let us discuss some possible generalizations of this approach and some directions of future research.
More General Boundary Conditions
The results developed in this article can be modified to the case when the boundary condition has the form u| Γ = ψ, where Γ ⊂ ∂Ω. In other words, one can extend the theory presented in this article to the case when the values of a function u are specified only on a part of the boundary of Ω. However, it should be mentioned that any modification of the methods discussed above to the case of more general boundary conditions requires a different formalization, then the one based on the use of the space M n,2 0 (Ω). Therefore the following discussion has an informal character.
Let, for example, n = 2 and the boundary condition has the from
i.e. the values of u are not specified on the upper side on the rectangle Ω = (a 1 , b 1 ) × (a 2 , b 2 ). Then one can show that the gradient of the functional F has the form
Here we use the same notation as in Section 4.
In the case when the boundary condition has the form
the gradient of the functional F coincides with the function Q(u).
If the boundary condition has the from
then one should use a different representation of a function u:
This representation can be used to compute the direction of steepest descent.
Isoperimetric Problems
One can easily modify the proposed approach to the case of problems of the calculus of variations with linear isoperimetric constraints. Namely, let n = 2, and suppose that there is the additional constraint
Denote by Q I (u) the function Q(u) for the functional I (see (7) and (18)). Applying the same argument as in Section 2 one can easily demonstrate that the direction of steepest descent for the problem with additional isoperimetric constraint (20) has the same form as for the problem without this constrain with the function Q I (u)(x) replaced by the function Q I (u) + λQ J (u). Here λ is a constant that is chosen so that the direction of steepest descent satisfies constraint (20) with c = 0.
Functionals Depending on Higher Order Derivatives
Let us also note that the approach developed in this article can be generalized to the case when the functional I(u) depends on derivatives of the function u of order greater than 1. Indeed, consider, for instance, the following twodimensional problem of the calculus of variations:
where Ω = (a 1 , b 1 ) × (a 2 , b 2 ), and ν is the outward unit normal at the boundary of Ω. Let us demonstrate how one can easily transform this problem utilizing the same technique as above in order to easily compute the direction of steepest descent of the functional I(u) with respect to a certain norm. Here we provide only an informal description of such transformation. A formalization of this transformation can be done in the same way as in the case of the functional that depends only on the first order derivatives.
Let sufficiently smooth functions u and u satisfy boundary conditions (22) . Then the function w = u−u satisfies the same boundary conditions with ψ 1 (·) = ψ 2 (·) = 0. Hence w(x 1 , x 2 ) = 
Furthermore, it is easy to check that Applying the proposition above one obtains that problem (21) , (22) is equivalent to the problem of minimizing the functional F (v) = I(u + T v) subject to linear equality constraints (24) . The direction of steepest descent for this problem with respect to the L 2 -norm can be easily computed in the same way as in the proof of Proposition 2.
Directions of Future Research
Let us briefly outline some other directions of future research:
• One can modify Newton's method [25] to the multidimensional case, and use the methods developed in this article to perform each iteration of Newton's method. The use of Newton's method might be reasonable in the case of highly nonlinear problems of the calculus of variations.
• In the case of problems of the calculus of variations with nonlinear isoperimetric constraints one can modify sequential quadratic programming methods [6] in order to solve these problems. On each iteration of this method one needs to solve a problem with a quadratic functional and linear constraints that can be solved with the use of the methods discussed above.
• One can use the same augmented Lagrangian method as in [45] (or some other augmented Lagrangian methods) in order to apply the approach developed in this article to variational problems with pointwise constraints.
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