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1  Methodische Aspekte von Strukturgleichungsanalysen 
1.1  Grundlagen linearer Strukturgleichungsmodelle mit latenten Variablen 
Im Zentrum vieler betriebswirtschaftlicher Fragestellungen in Forschung und Praxis 
steht häufig die Untersuchung kausaler Abhängigkeiten, die durch ein Netzwerk von 
Ursache-Wirkungsbeziehungen geprägt sind.
1 In der Wirtschafts- und Sozialforschung 
wurden in der Vergangenheit komplexe Verfahren der multivariaten Analyse zur empi-
rischen Erforschung derartiger Wirkzusammenhänge entwickelt, die als Kausalanalyse 
oder auch als Strukturgleichungsanalyse bezeichnet werden.
2 Diese Verfahren dienen 
der empirischen Überprüfung von theoretisch abgeleiteten Aussagen über komplexe 
Ursache-Wirkungsbeziehungen. Die Strukturgleichungsanalyse ist ein Verfahren, „wel-
ches auf der Grundlage von empirisch gemessenen Varianzen und Kovarianzen
3 von 
Indikatorvariablen durch Parameterschätzung Rückschlüsse auf Abhängigkeitsbezie-
hungen zwischen zugrundeliegenden latenten Variablen zulässt.“
4 Dadurch eröffnet sich 
die Möglichkeit, „(…) Kausalität zu untersuchen, was im strengen wissenschaftstheore-
tischen Sinn nur mittels (…) kontrollierter Experimente möglich ist“.
5 Die Kausal-
analyse vereint Elemente der Regressions- sowie der Faktorenanalyse, ist jedoch hin-
sichtlich ihrer Anwendungsmöglichkeiten und ihrer Ergebnisgüte diesen klassischen 
Verfahren überlegen.
6 So ist es möglich, mittels der Kausalmodelle auch komplizierte 
Dependenzstrukturen bzw. kausale Ketten abzubilden, welche formalisiert in Form ei-
nes linearen Gleichungssystems getestet werden. Zudem ist festzuhalten, dass wohl kein 
anderes Verfahren den Theoriebildungsprozess in einem derart hohen Maß unterstützt.
7 
Da das Verfahren der Kausalanalyse nur unter sehr speziellen Bedingungen Rück-
schlüsse auf kausale Zusammenhänge zulässt, wird auch häufig die treffendere Be-
zeichnung der Strukturgleichungsanalyse verwendet.
8 Die Annahme der Kausalität ist 
bei der Strukturgleichungsmodellierung essentiell. Obwohl der Kausalitätsbegriff in der 
                                                 
1   Vgl. Riekeberg (2002), S. 802 f. 
2   Vgl. Ringle (2004b), S. 278. 
3   Unter empirischer Kovarianz ist ein Indikator für die Systematik in den Veränderungen der Beobach-
tungswerte zweier Variablen zu verstehen. Sie gibt zugleich die Wirkrichtung des Zusammenhangs 
an, vgl. dazu Weiber/Mühlhaus (2010), S. 10. 
4   Homburg (1989), S. 2. 
5   Homburg/Hildebrandt (1998), S. 17. 
6   Vgl. Ringle (2004b), S. 282. 
7   Ein praktisches Beispiel findet sich dazu bei Meyer (1987), S. 242 ff.  
8   Vgl. Herrmann/Homburg/Klarmann (2008), S. 549. Aus diesem Grund wird der Begriff Struktur-
gleichungsanalyse synonym für den Begriff der Kausalanalyse verwendet. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            3 
 
wissenschaftlichen Literatur mitunter sehr kontrovers diskutiert wird, so ist nach COOK / 
CAMPELL eine kausale Ursache-Wirkungsbeziehung immer dann gegeben, wenn die 
nachfolgenden drei Bedingungen erfüllt sind:
9 
 
1.  Veränderungen der unabhängigen Variablen führen zu Veränderungen der ab-
hängigen Variablen, so dass hier ein systematischer Zusammenhang vorliegt.  
2.  Es besteht eine zeitliche Abfolge derart, dass die Veränderung der unabhängi-
gen Variablen zeitlich vor den Veränderungen der abhängigen Variablen liegt 
3.  Die unabhängige Variable stellt die einzige plausible Erklärung für die Verän-
derung der abhängigen Variablen dar, die sich theoretisch oder sachlogisch fun-
dieren lässt. 
 
Für Kausalität sollte also eine notwendige und eine hinreichende Bedingung erfüllt sein. 
Die notwendige Bedingung für das Vorliegen einer Kausalbeziehung ist eine statistische 
Abhängigkeit zwischen den jeweils betrachteten Variablen. Der Schluss von einer sta-
tistisch nachgewiesenen Abhängigkeit auf eine kausale Ursache ist jedoch nur dann 
möglich, wenn zuvor intensive sachlogische Überlegungen bezüglich der Beziehungen 
zwischen den betrachteten Variablen angestellt wurden (hinreichende Bedingung).
10  
Die Besonderheit von Strukturgleichungsmodellen im Rahmen des kausalanalytischen 
Ansatzes ist darin zu sehen, dass sie eine Trennung zwischen manifesten und latenten 
Variablen ermöglichen. Dabei sind manifeste Variablen direkt beobachtbar (also mess-
bar), während sich latente Variablen einer direkten Messung entziehen.
11 Im nachfol-
genden Abschnitt wird die Besonderheit latenter Konstrukte im Rahmen der Beschrei-
bung der Messmodelle näher spezifiziert. 
Formal lässt sich das lineare Strukturgleichungsmodell aus dem statistischen Verfahren 
der Regressionsanalyse ableiten und kann daher in folgender Form dargestellt werden: 
η = B ⋅ η   +   Γ   ⋅   ξ   +   ζ           ( 1 )  
Die Variable η repräsentiert den Vektor der endogenen Variablen, ξ den Vektor latenter 
Variablen. Da in den meisten Fällen endogene Variablen nicht vollständig durch die 
exogenen Variablen innerhalb des Strukturmodells erklärt werden können, wird ergän-
                                                 
9   Cook/Campell (1979), S. 31. Für eine tiefgreifendere Diskussion des Kausalitätsbegriffes in der  
sozialwissenschaftlichen Methodenlehre siehe auch Hodapp (1984), S. 10 ff. 
10   Vgl. Weiber/Mühlhaus (2010), S. 9. 
11   Vgl. Backhaus et al. (2006), S. 338. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            4 
 
zend eine Residualvariable (ζ) aufgenommen. Diese steht für all diejenigen Einfluss- 
bzw. Wirkfaktoren, die im Modell nicht berücksichtigt wurden und sich somit einer 
direkten Kontrolle entziehen.
12 Die Koeffizientenmatrizen B  bzw.  Γ bilden die 
hypothesierten Abhängigkeitsbeziehungen (Pfadkoeffizienten) ab. Dabei steht die 
Koeffizientenmatrix B für die direkten Abhängigkeitsbeziehungen zwischen den laten-
ten endogenen Variablen. Die Koeffizientenmatrix Γ repräsentiert hingegen die direkten 
Beziehungen zwischen den latenten exogenen und den latenten endogenen Variablen. 
Ein weiteres Merkmal linearer Strukturgleichungsmodelle ist die explizite Berücksich-
tigung von Messfehlern, welche bei anderen klassischen multivariaten Analyseverfah-
ren in dieser Form nicht gegeben ist. Dieser integrale Modellbestandteil ermöglicht eine 
bessere Approximation an reale Sachverhalte und lässt somit die Abbildung eines exak-
teren Wirklichkeitsbildes zu.
13 
1.2  Aufbau von Strukturgleichungsmodellen 
Vollständige Kausalmodelle bestehen aus verschiedenen Teilmodellen - in der Regel 
aus einem inneren Strukturmodell und äußeren Messmodellen. Somit ist die Struktur-
gleichungsmodellierung eine Kombination von Messhypothesen (Messmodelle) und 
einer Überprüfung von Substanzhypothesen (Strukturmodell). Bevor eine genauere Be-
schreibung der Teilmodelle erfolgt, sei an dieser Stelle angemerkt, dass sich die ver-
wendete Notation am LISREL-Ansatz (Linear Structural Relationship) von Jöreskog 
und Sörbom orientiert und in Tab. 1 zusammengefasst aufgeführt ist. 
Abkürzung  Bedeutung 
η Latente  endogene  Variable,  die im Modell erklärt wird 
ξ  Latente exogene Variable, die im Modell nicht erklärt wird 
x  Indikator für eine latente exogene Variable 
y  Indikator für eine latente endogene Variable 
δ Messfehler  /  Residualvariable für einen Indikator x 
ε  Messfehler / Residualvariable für einen Indikator y 
ζ  Messfehler / Residualvariable für latente exogene Variablen 
 
Tab. 1: Nomenklatur von Strukturgleichungsmodellen   
                                                 
12   Vgl. Riekeberg (2002), S. 805. 
13   Vgl. Fassot/Eggert (2005), S. 32, Steenkamp/Baumgartner (2000), S. 197, Chin/Newsted (1999), 308. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            5 
 
Der Grundgedanke von Strukturgleichungsmodellen liegt darin, dass Assoziationen 
zwischen den beobachteten Indikatorvariablen, die in der Kovarianzmatrix abgebildet 
werden, auf Beziehungen zwischen einer kleineren Anzahl zugrundeliegender Kon-
strukte zurückgeführt werden.
14 Abb. 1 stellt exemplarisch ein vollständiges Kausalmo-
dell dar. 
Das Strukturmodell bildet die auf theoretischen und sachlogischen Überlegungen auf-
gestellten Wirkbeziehungen zwischen den hypothetischen Konstrukten in Form eines 
Pfaddiagramms ab.
15 Dabei werden latente Variablen, die im Strukturmodell andere 
Variablen erklären als exogen (ξ) bezeichnet und solche, die durch exogene latente Va-
riablen ihre Erklärung finden, als endogen (η).
16  
Die Messmodelle dienen der Schätzung der Strukturbeziehungen der latenten Variab-
len. Da sich latente Variablen jedoch einer direkten Beobachtung entziehen, müssen 
ihnen geeignete empirische Indikatoren zugewiesen werden, welche das latente Kon-
strukt möglichst exakt beschreiben. In diesem Kontext sind unter Indikatoren unmittel-
bar messbare Sachverhalte zu verstehen, die begründbare Rückschlüsse auf das Vor-
handensein der von der latenten Variablen beschriebenen, nicht direkt erfassbaren Phä-
nomene zulassen.
17 Die Messmodelle verknüpfen also die manifesten Indikatoren mit 
den  latenten  Variablen  und  ermöglichen  somit  eine  Messbarmachung  der  nicht         
beobachtbaren Konstrukte Variablen.
18 In Analogie zum Strukturmodell sind auch im 
Messmodell Residualterme (δ bzw. ε)  unablässig. Dadurch wird der Tatsache Rech-
nung getragen, dass die gemessenen Größen i.d.R. mit Fehlern behaftet sind. Kapitel 0 
beleuchtet die Besonderheiten reflektiver und formativer Messmodelle genauer. 
Das in Abb. 1 abgebildete Kausal- bzw. Strukturgleichungsmodell besteht aus insge-
samt zwei exogenen Konstrukten ξ1 und ξ2 sowie einem endogenen Konstrukt η1. Die 
hypothesierten Beziehungen zwischen den latenten Konstrukten werden mittels Pfeilen 
in einem Pfaddiagramm dargestellt, die als Pfadkoeffizienten (γ) bezeichnet werden. 
                                                 
14   Vgl. Homburg/Pflesser/Klarmann (2008), S. 557. 
15   Vgl. Backhaus et al. (2006), S. 341. 
16   Vgl. Ringle et al. (2006), S. 86, Backhaus et al. (2006), S. 341, Tenenhaus et al. (2005), S. 165 f.  
17   Vgl. Kroeber-Riel/Weinberg (2003), S. 31. 
18   Vgl. Huber et al. (2007), S. 3. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            6 
 
 
Die Pfadanalyse wird in der Wirtschafts- und Sozialforschung grundsätzlich als „eigen-
ständiges, auf der Regressionsanalyse basierendes Verfahren zur Überprüfung kausaler 
Abhängigkeiten zwischen Variablen“
19 bezeichnet. Dabei repräsentiert die Pfeilrichtung 
zugleich die Wirkungsrichtung der kausalen Beziehung. Der Pfadkoeffizient ist ein In-
dikator für die Stärke der Kausalbeziehung. Gemäß des Fundamentaltheorems der Pfad-
analyse lassen sich die Wirkbeziehungen in direkte und indirekte kausale Effekte unter-
scheiden. Der totale kausale Effekt kann ermittelt werden, indem der Korrelationskoef-




   
                                                 
19   Riekeberg (2002), S. 803. 
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Abb. 1: Aufbau eines vollständigen Kausalmodells  
Quelle: eigene Darstellung Methodische Aspekte linearer Strukturgleichungsmodelle                                                            7 
 
1.3  Messtheoretische Operationalisierung latenter Variablen 
Wie bereits verdeutlicht wurde, sind latente Konstrukte dadurch gekennzeichnet, dass 
sie sich einer direkten Beobachtbarkeit und respektive auch einer direkten Messbarkeit 
entziehen. Die latenten Variablen können jedoch im Rahmen der Messmodelle durch 
eine Zuweisung von empirischen Indikatorvariablen operationalisiert werden.
21 Dies 
sollte jedoch nur auf Basis einer theoretischen und sachlogischen Klärung der inhaltli-
chen Bedeutung des Konstrukts geschehen.
22 Nach BLALOCK stehen mit reflektiven und 
formativen Messmodellen zwei Möglichkeiten zur Operationalisierung latenter Kon-
strukte zur Verfügung:
23 
            
 
Reflektive Messmodelle basieren auf einem faktoranalytischen Ansatz, bei dem die 
empirischen Indikatoren so gewählt werden sollten, dass sie das latente Konstrukt in 
seiner Gesamtheit möglichst exakt wiederspiegeln bzw. reflektieren (effect indicators). 
Die latente Variable ist dabei die verursachende Größe, von der die Beobachtungswerte 
der zugrundeliegenden Indikatoren abhängen.
24 Veränderungen des latenten Konstrukts 
bewirken Veränderungen der beobachtbaren Indikatoren. Grundsätzlich wird von einer  
hohen Korrelation zwischen dem Konstrukt und den jeweils zugeordneten empirischen 
                                                 
21   Vgl. Weiber/Mühlhaus (2010), S. 34. 
22   Vgl. Herrmann/Huber/Kressmann (2006), S. 46, Fassot/Eggert (2005), S. 40.  
23   Vgl. Abb. 2. 
24   Vgl. Weiber/Mühlhaus (2010), S. 35, Homburg/Klarmann/Pflesser (2008), S. 293. 
ξ 
x1 x2  x3
δ  
Formatives Messmodell 
mit drei Indikatoren 
π1  π2  π3 
r23  r12 
r13 
ξ 
x1  x2  x3
δ1  δ3 
Reflektives Messmodell 
mit drei Indikatoren 
δ2 
λ1  λ2  λ3 
r12  r23 
r13 
Abb. 2: Operationalisierung reflektiver und formativer Konstrukte   
Quelle: eigene Darstellung in Anlehnung an Fassot/Eggert (2005), S. 37. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            8 
 
Indikatoren ausgegangen. Aus diesem Grund ist eine Elimination einzelner Indikatoren 
unproblematisch, da das Konstrukt unberührt bleibt.
25 
Formale Darstellung reflektiver Messmodelle von latenten Variablen: 
x =  Λx ⋅ ξ + δ  (latent exogene Variable ξ)       ( 2 )  
y =  Λy ⋅ η + ε  (latent endogene Variable η)       ( 3 )  
Dabei bezeichnet ξ den Vektor der latenten exogenen Variablen und η den Vektor der 
latenten endogenen Variablen. x benennt den Vektor der Indikatorvariablen (x1, …, xn) 
bzw. y den Vektor der Indikatorvariablen (y1, …, yn).  Darüber hinaus bilden Λx bzw. Λy 
die Vektoren der Pfad- bzw. Ladungskoeffizienten (λ1, …, λn) ab. Bei reflektiven 
Messmodellen drücken die Ladungen aus, wie groß die gemeinsame Varianz der Indi-
katoren mit der latenten exogenen Variablen ist. Somit gelten die Ladungskoeffizienten 
als Maß dafür, wie gut die Indikatorvariablen das latente Konstrukt reflektieren. Sie 
resultieren aus einfachen Regressionen der Indikatorvariablen auf die latenten exogenen 
Variablen.
26 δ bzw. ε  bezeichnen die Vektoren der exogenen bzw. endogenen Residuen 
(Messfehler des jeweiligen Indikators). 
Bei formativen Messmodellen sind die empirischen Indikatorvariablen die Ursache für 
die Ausprägung für das latente Konstrukt (cause indicators).
27 Damit unterscheiden sich 
formative Messmodelle hinsichtlich der Wirkrichtung und der Kausalität nahezu dia-
metral von reflektiven Messmodellen. Formative Messmodelle beruhen auf dem regres-
sionsanalytischen Ansatz – allerdings sind für die abhängige Variable der Regressions-
gleichung, sprich dem latenten Konstrukt, keine empirischen Messwerte verfügbar. Aus 
diesem Grund muss die latente Variable zunächst in Relation zu anderen latenten Kon-
strukten geschätzt werden.
28  
Formale Darstellung formativer Messmodelle von latenten Variablen: 
ξ = x ⋅ Пξ  + δξ   (latent exogene Variable ξ)       ( 4 )  
η = y ⋅ Пη + δη  (latent endogene Variable η)       ( 5 )  
Die Symbole ξ, η,  x und y entsprechen denen der Gleichungen der reflektiven Mess-
modelle. П ξ  bzw. П η bezeichnen den Vektor multipler Regressions- bzw. Gewich-
                                                 
25   Vgl. Diamantopoulos/Winklhofer (2001), S. 271. 
26   Vgl. Backhaus et al. (2006), S. 349 f. 
27   Vgl. Homburg/Klarmann/Pflesser (2008), S. 293. 
28   Vgl. Weiber/Mühlhaus (2010), S. 35. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            9 
 
tungskoeffizienten zwischen einer (exogenen bzw. endogenen) latenten Variablen und 
den zugewiesenen Indikatorvariablen. Und δξ und δη stehen schlussendlich für die Vek-
toren der Residualgrößen.
29  
Tab. 2 veranschaulicht noch einmal die wesentlichen Merkmale reflektiver und formati-
ver Messmodelle. Trotz umfangreicher Hinweise in der Literatur findet in der prakti-
schen Forschung häufig keine Unterscheidung zwischen formativen und reflektiven 
Messmodellen statt. Stattdessen ist eine Dominanz reflektiver Messmodelle bei der 
Operationalisierung latenter Konstrukte zu beobachten, wie mehrere Metastudien bele-
gen.
30 Eine falsche Spezifikation der Messmodelle kann zu fehlerhaften oder gar fal-
schen Forschungsergebnissen führen.
31  
Kriterium  Reflektives Messmodell  Formatives Messmodell 
Richtung der Wirkbe-
ziehung 
Konstrukt  Indikatoren 
(effect indicators) 
Indikatoren  Konstrukt 
(cause indicators) 
Austauschbarkeit der 
Indikatoren  austauschbar nicht  austauschbar 
Korrelation zwischen 
den Indikatoren 
Hohe Korrelation zw. den 
Indikatoren erforderlich 
Geringe Korrelation zw. den 
Indikatoren möglich 
Einordnung in das   
nomologische Netz 
Indikatoren haben identische 
Ursachen 
Indikatoren haben identische 
Wirkung 
Tab. 2: Kriterien reflektiver und formativer Messmodelle  
Quelle: Eigene Darstellung in Anlehnung an Jarvis et al. (2003), S. 201. 
Stehen die Indikatoren zur Messung eines Konstrukts bereits fest, so ist eine Entschei-
dung zwischen formativen bzw. reflektiven Messmodellen zu treffen. Da die Abbildung 
der latenten Variablen durch die Berechnung der Kovarianzen und Korrelationen er-
folgt,
32 sollte unbedingt die Prämisse der Eindimensionalität beachtet werden bzw. soll-
te keine Kollinearität mit anderen Konstrukten des Modells bestehen.
33 Die Identifikati-
on und Auswahl von Indikatorvariablen sollte demgemäß mit größter Sorgfalt erfolgen. 
In der Literatur wird daher häufig empfohlen, bereits verwendete Skalen bzw. Messmo-
delle zu verwenden, die Ergebnis früherer Untersuchungen sind. Auch eigene Überle-
gungen, die im Vorhinein mittels explorativer Vorstudien validiert wurden, sind zuläs-
                                                 
29   Vgl. Ringle (2004b), S. 297. 
30   Eine Übersicht findet sich u.a. bei Fassot/Eggert (2005), S. 42 ff., Jarvis et al. (2003), S. 205 ff. 
31   Vgl. Huber et al. (2007), S. 17, Weiber/Mühlhaus (2010), S. 38. 
32   Vgl. Backhaus et al. (2006), S. 341. 
33   Vgl. Anderson/Gerbing/Hunter (1987), S. 432. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            10 
 
sig.
34 Allgemein sollte die Wahl zwischen formativen und reflektiven Messmodellen auf 
inhaltlichen Überlegungen über die Beziehungen zwischen latenten und manifesten be-
ruhen: „The choice of indicator model depends on the substantive theory behind the 
model: the way in which variables are conceptualized.”
35 
 
1.4  Allgemeine Vorgehensweise bei Strukturgleichungsanalysen 
Für Strukturgleichungsmodelle werden in der Literatur eine Vielzahl unterschiedlicher 
Vorgehensweisen aufgezeigt. Diese Arbeit erweitert den Ansatz von BACKHAUS  / 
ERICHSON / PLINKE / WEIBER
36 um einige Schritte und findet folgende Form: 
 
1.  Theoretische Fundierung und Hypothesenbildung 
2.  Methodenwahl 
3.  Modellformulierung 
4.  Empirische Erhebung 
5.  Parameterschätzung 
6.  Beurteilung der Schätzergebnisse 
7.  Modifikation der Modellstruktur 
 
1. Schritt: Theoretische Fundierung und Hypothesenbildung: Zu Beginn einer Struktur-
gleichungsanalyse stehen, wie im vergangenen Abschnitt bereits diskutiert, sach-
logische theoretische Überlegungen über die Wirkzusammenhänge der relevanten Vari-
ablen. Entsprechend dieser theoretischen Vorüberlegungen werden Hypothesen gebil-
det. Anschließend werden die hypothesierten Konstrukte mittels eines 
Hypothesensystems zueinander in Verbindung gestellt.
37 Damit besitzen Strukturglei-
chungsanalysen einen strukturüberprüfenden bzw. konfirmatorischen Charakter und 
werden den hypothesentestenden Verfahren zugerechnet.
38   
2. Schritt: Methodenwahl: Die Wahl der Methode spielt je nach Art der Untersuchung 
und des Forschungsziels eine entscheidende Rolle. Eine Beurteilung bezüglich der Vor-
teilhaftigkeit zwischen dem kovarianzbasierten Ansatz mittels LISREL (Kap. 2.1) und 
                                                 
34   Vgl. Homburg/Klarmann (2006), S. 732, Hildebrandt/Temme (2006), S. 619 
35   Vgl. Fornell/Cha (1994), S. 61. 
36   Backhaus et al. (2008), S. 515. 
37   Vgl. Jöreskog (2003), S. 296. 
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dem varianzbasierten Ansatz mittels PLS (Kap. 2.2) wird in Kapitel 3 sehr ausführlich 
vorgenommen. 
3. Schritt: Modellformulierung: In diesem Schritt werden die theoretischen Überlegun-
gen in ein lineares Gleichungssystem überführt.
39 Um die Komplexität zu reduzieren, 
werden die hypothetischen Zusammenhänge mittels eines Pfadsystems grafisch darge-
stellt.
40 Im Rahmen dieser Arbeit wird das Programm SmartPLS verwendet um die Mo-
dellstruktur in Form eines Pfaddiagrammes darzustellen.
41 
4. Schritt: Empirische Erhebung 
Im Anschluss an die Spezifikation bzw. die Formulierung der Modellstruktur sind ge-
eignete empirische Daten zu erheben, auf deren Basis später eine Lösung des linearen 
Strukturgleichungssystems erfolgen kann. Zur Validierung der Skalen empfiehlt sich 
eine empirische Vorstudie. 
5. Schritt: Parameterschätzung: Die Schätzung der Parameter kann auf unterschiedliche 
Weise erfolgen. Die nachfolgende Darstellung entspricht dem Ansatz des PLS-
Verfahrens.
42 Die simplere Variante schätzt das Strukturgleichungsmodell sukzessive in 
zwei Schritten. Zunächst erfolgt eine faktorenanalytische Schätzung der Faktorladungen 
(Lambda-Koeffizienten) des exogenen und endogenen Messmodells sowie eine Berech-
nung der jeweiligen Faktorwerte. Die Faktorwerte fungieren dabei als Meßwerte der 
Faktoren. Sie liefern die geschätzten Beobachtungswerte der latenten Variablen aller 
Beobachtungen. Mittels der Faktorenwerte wird anschließend eine Regressionsanalyse 
durchgeführt, bei der die exogenen Variablen die unabhängigen Größen und die endo-
genen Variablen die abhängigen Größen bilden.
43 Die hypothesierten Ursache-
Wirkungsbeziehungen im Strukturmodell werden über die Regressionskoeffizienten 
abgebildet. Der Darstellung des varianzbasierten Ansatzes widmet sich Kap. 2.1. 
6. Schritt: Beurteilung der Schätzergebnisse: Im Anschluss an die Schätzung der Para-
meter wird überprüft, wie gut sich die Modellstruktur den empirischen Daten anpasst. 
Zur Evaluierung der Schätzergebnisse stehen unterschiedliche Gütekriterien zur Verfü-
gung. Diese werden in den Kapiteln 2.1.3 und 2.2.3 detailliert beschrieben. 
                                                 
39   Vgl. Homburg/Pflesser/Klarmann (2008), S. 554. 
40   Vgl. Backhaus et al. (2006), S. 356. 
41  Die Auswahl der Softwareapplikation SmartPLS sowie des kovarianzbasierten Ansatzes (PLS) wird 
ausführlich in Kapitel 0 diskutiert. 
42   Vgl. dazu Kap. 2.2. 
43   Vgl. Backhaus et al. (2008), S. 515. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            12 
 
7. Schritt: Modifikation der Modellstruktur. Häufig stellt sich die Frage, welche Anpas-
sungen vorgenommen werden können, sofern die Gütekriterien eine nur moderate oder 
gar schlechte Anpassung der modelltheoretischen Korrelationsmatrix an die tatsächliche 
Datenstruktur ergeben haben. Dies würde zunächst bedeuten, dass die erhobenen Daten 
nicht mit der Theorie übereinstimmen. In manchen Fällen lassen sich jedoch auf Basis 
der gewonnenen Kenntnisse Implikationen für eine Modellmodifikation ableiten. Da-
durch verliert die Strukturgleichungsanalyse jedoch an konfirmatorischem Wert und 
erhält einen eher explorativen Charakter.
44 Als Hilfsmittel zur Modifizierung des Mo-
dells dienen die aus der Theorie bekannten Gütekriterien. Gegebenenfalls sind unter 
strengen Prämissen neue Parameter aufzunehmen bzw. zu eliminieren.
45 Ziel einer Mo-
difikation sollte eine allgemeine Erhöhung der Anpassungsgüte sein.
46 
Bei allen methodischen Anstrengungen und Bestrebungen einen guten Modell-Fit zu 
erzielen, ist für die theoretische Entwicklung die Falsifikation von Hypothesen häufig 
sogar von höherem Wert als eine Elimination von Parametern, weil es den Theoriebil-
dungsprozess neu herausfordert.
47 Es sollte in diesem Zusammenhang besonders dem 
Testen von Hypothesen und der Methodologie Rechnung getragen werden.
48  
 
   
                                                 
44   Vgl. Backhaus et al. (2006), S. 384 f. 
45   Vgl. dazu die Ausführungen in Kap. 2.2.3. 
46   Vgl. Backhaus et al. (2006), S. 384 f. 
47   Vgl. Meyer (1996), S. 286 ff. 
48  Ein empirisches Modell ist nur so brauchbar, wie das theoretische Wissen der Forschenden über die 
praktischen Phänomene, die einer empirischen Überprüfung zugeführt werden. Vgl. dazu Meyer 
(1987), S. 242 ff. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            13 
 
2  Vergleich von varianz- und kovarianzbasierten Analyseverfahren 
zu Strukturgleichungsmodellen 
Für die Schätzung von Strukturgleichungsmodellen zu komplexen Problemstellungen 
haben sich in der betriebswirtschaftlichen Forschung mit den kovarianzbasierten und 
den varianzbasierten Strukturmodellen zwei unterschiedliche Verfahren etabliert.
49 
HENSELER/RINGLE/SINKOVICS verwenden synonymhaft für kovarianzbasierte Verfahren 
LISREL, für die varianzbasierten Verfahren Partial-Least-Squares (PLS).
50 Es sei da-
rauf hingewiesen, dass es sich bei den beiden genannten Schätzverfahren nicht um kon-
kurrierende oder substitutive Ansätze handelt. Vielmehr sind der kovarianz- und der 
varianzbasierte Ansatz als komplementär zu verstehen, da keine gravierenden Unter-
schiede bestehen, wie sich in den nachfolgenden Abschnitten herausstellen wird.
51 
Die Auswahl eines geeigneten Verfahrens, welches den Anforderungen des For-
schungsprojektes Rechnung trägt, soll auf Basis einer ausführlichen Diskussion beider 
Ansätze in einer abschließenden Beurteilung erfolgen. In der deutschsprachigen be-
triebswirtschaftlichen Literatur ist ein solcher Verfahrensvergleich in ausführlicher 
Form, bis auf wenige Ausnahmen
52, nicht häufig vorzufinden.  
  
2.1  Kovarianzbasierte Strukturanalysen 
2.1.1  Grundlagen 
Der kovarianzbasierte Ansatz im Rahmen von Strukturgleichungsmodellen ist auf die 
Arbeiten von JÖRESKOG zurückzuführen, der auch als Begründer des LISREL-Ansatzes 
gilt.
53 Die Bezeichnung LISREL („Linear Structural Relationships“)  wurde lange Zeit 
synonym für Strukturgleichungsanalysen mit latenten Variablen verwendet.
54  
Der Grundgedanke ganzheitlicher Kovarianzanalysen und damit auch des LISREL-
Ansatzes liegt darin, mit Hilfe von Varianzen und Kovarianzen beobachtbarer Variablen 
(=Indikatorvariablen der entsprechenden latenten Konstrukte) Rückschlüsse auf Abhän-
                                                 
49   Vgl. Gefen/Straub/Boudreau (2000), S. 8. 
50   Vgl. Henseler/Ringle/Sinkovics (2009), S. 277. 
51   Vgl. Wold (1980), S. 52. 
52   Vgl. u.a. Ringle (2004b), Dehler/Weber (2001) und  in Ansätzen auch Nitzl (2010). 
53   Vgl. Jöreskog (1970), Jöreskog (1973). 
54   Vgl. Weiber/Mühlhaus (2010), S. 47. Die Bezeichnung LISREL stammt von der gleichnamigen Soft-
wareapplikation. Diese gilt als Basisanwendung für Programme wie EQS uns AMOS. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            14 
 
gigkeitsbeziehungen eben dieser hypothetischen, latenten Konstrukte zu ziehen.
55 Dies 
erlaubt eine simultane Schätzung sämtlicher Parameter des Strukturgleichungsmodells 
auf Grundlage der Informationen einer empirischen erhobenen Varianz-
Kovarianzmatrix (Korrelationsmatrix).
56 Dieser Vorgang lässt sich dadurch veranschau-
lichen, dass die Korrelationen zwischen den empirischen Indikatorvariablen auf den 
Einfluss der latenten Variablen zurückgeführt werden können.
57 Somit können latente 
Variablen als Faktoren dargestellt werden, denen Beobachtungswerte zugewiesen wer-
den. Kovarianzbasierte Strukturanalysen mittels LISREL fundieren also auf dem statis-
tischen Verfahren der konfirmatorischen Faktorenanalyse.
58 
 
2.1.2  Methodik kovarianzbasierter Ansätze 
Ziel der Kovarianzanalyse ist es, Parameter so zu schätzen, dass die erzeugte modell-
theoretische Korrelationsmatrix (Σ) eine möglichst exakte Reproduktion der empiri-
schen Korrelationsmatrix darstellt.
59 Anhand der Parameterschätzungen können im An-
schluss die spezifischen Beziehungsstrukturen zwischen den hypothetischen Konstruk-
ten (latenten Variablen) und den Messvariablen überprüft werden.
60  
Bevor jedoch mit der eigentlichen Parameterschätzung bei LISREL begonnen werden 
kann, muss das Strukturgleichungsmodell zunächst auf seine Identifizierbarkeit getestet 
werden. Ein Modell gilt nur dann als identifizierbar, wenn die empirische Datengrund-
lage ausreichend viele Informationen für eine eindeutige Schätzung der Parameter und 
somit für eine Lösung des Gleichungssystems enthält.
61 Dies ist dann gegeben, wenn 
die notwendige Bedingung erfüllt ist, dass „ (…) die Anzahl der zu schätzenden Mo-
dellparameter höchstens so groß [ist] wie die Anzahl der über empirisch erhobene Daten 
bestimmten Varianzen und Kovarianzen.“
62 Sofern mit hoher Wahrscheinlichkeit davon 
                                                 
55   Vgl. Weiber/Mühlhaus (2010), S. 47, Backhaus et al. (2006), S. 341, Riekeberg (2002), S. 803, 
Homburg (1989), S. 2. 
56   Vgl. Weiber/Mühlhaus (2010), S. 47. 
57   Derartige kausale Zusammenhänge werden als reflektive Messmodelle bezeichnet, vgl. Abschnitt 0. 
58   Siehe dazu Abb. 1. Der ganzheitliche kovarianzbasierte Ansatz basiert auf dem Fundamentaltheorem 
der Faktorenanalyse. 
59   Vgl. Backhaus et al. (2008), S. 516. 
60  Vgl. Weiber/Mühlhaus (2010), S. 49. Eine Darstellung möglicher Modellparameter bietet Homburg 
(1989), S. 151 ff. Als Modellparameter werden ferner auch die Pfadkoeffizienten der latenten exoge-
nen und endogenen Variablen sowie ihren Indikator- und Messfehlervariablen bezeichnet. 
61   Vgl. Backhaus et al. (2006), S. 366, Diamantopoulos/Siguaw (2000), S. 48. 
62   Ringle (2004b), S. 290. Vgl. dazu auch Jöreskog/Sörbom (1989), S. 17. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            15 
 
ausgegangen werden kann, dass ein Modell identifiziert ist, folgt im nächsten Schritt die 
Bestimmung der Modellparameter.  
Ausgangsbasis zur Bestimmung der unbekannten Parameter des Mess- und Strukturmo-
dells ist die aus den empirischen Rohdaten errechnete Kovarianzmatrix. Für die modell-
theoretische Kovarianzmatrix Σ gilt formal: 
 =  (α)              ( 6 )  
Während α den Vektor der zu schätzenden Modellparameter bezeichnet, repräsentiert 
Σ(α) die Kovarianzmatrix der beobachteten Variablen als Funktion von α. Die Kova-
rianzmatrix entspricht somit einer Funktion der zu schätzenden Modellparameter.
63 Ziel 
ist dabei, die Differenz (Residualmatrix) zwischen der empirischen und der generierten 
theoretischen Kovarianzmatrix zu minimieren. Die Distanz der modelltheoretischen 
Kovarianzmatrix Σ(α) und der empirischen Kovarianzmatrix S wird durch die Diskre-
panzfunktion F ausgedrückt:
64 
fs(α) = F(S,Σ(α)) →  m i n !         ( 7 )  
Zur Bestimmung der Modellparameter stehen unterschiedliche iterative Schätzverfahren 
wie z.B. die Maximum-Likelihood-Methode (ML) oder der Unweighted Least Squares-
Methode (ULS) zur Auswahl.
65 Wie eine Metastudie von BACKHAUS/BÜSCHKEN zeigt, 
wird das Maximum-Likelihood-Verfahren am häufigsten zur Parameterschätzung ver-
wendet.
66 Allerdings wird bei diesem Schätzverfahren eine Normalverteilung der mani-
festen Meßvariablen vorausgesetzt.
67 In Simulationsstudien konnte jedoch gezeigt wer-
den, dass der ML-Algorithmus auch bei leichten Verletzungen der Verteilungsannah-
men trotzdem robuste Ergebnisse liefert.
68 Die Vorteile des ML-Verfahrens sind asymp-
totischer Natur, da es als asymptotisch unverzerrt und effizient gilt. Zudem liefert der 
Algorithmus konsistente und skalenfreie Schätzer, über die sich Standardfehler errech-
                                                 
63   Vgl. Homburg/Pflesser (2000), S. 350. 
64   Vgl. Ringle (2004b), S. 289, Backhaus et al. (2006), S. 368. Zur Abbildung dieser Differenz können 
unterschiedliche Diskrepanzfunktionen verwendet werden. 
65  Vgl. Backhaus et al. (2006), S. 368. Zudem besteht die Wahl zwischen folgenden Schätzmethoden: 
generalized least squares (GLS), scale free least squares (SLS) asymptotically least squares (ADF). 
66   Vgl. Backhaus/Büschken (1998), S. 165. 
67   Backhaus et al. (2006), S. 369 f. 
68   Vgl. dazu u.a. Boomsma (1987), S. 160 ff., Bentler/Chou (1987), S. 89. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            16 
 
nen und somit Signifikanztests durchführen lassen.
69 Eine ausführliche Darstellung des 
iterativen Schätzprozesses bei LISREL geben DIAMANTOPOLIS/SIGUAW.
70 
Bei der Durchführung von kovarianzbasierten Strukturanalysen ist neben der multiva-
riaten Normalverteilung noch von einigen weiteren Annahmen auszugehen, die sich in 
komprimierter Form wie folgt zusammenfassen lassen:
71 
1.  Sämtliche Variablen sind als Abweichungen von ihrem jeweiligen Erwartungs-
wert gemessen und haben somit einen Erwartungswert = 0 
2.  Sämtliche exogene latente Variablen und Messfehlervariablen des Struktur-
modells sind unkorreliert 
3.  Sämtliche latente Variablen und Messfehlervariablen sind unkorreliert 
4.  Messfehlervariablen unterschiedlichen Typs korrelieren nicht untereinander 
Für eine ausreichende Informationsbasis, die eine robuste Modellspezifizierung erlaubt, 
wird bei LISREL ein Mindeststichprobenumfang von n=200 und mehr empfohlen.
72 Bei 
steigender Modellkomplexität (z.B. durch Hinzunahme weiterer Konstruktvariablen) 
kann der notwendige Mindestumfang an Beobachtungen rasch ansteigen.
73 
 
2.1.3  Beurteilungsmaße der Modellgüte 
Die Beurteilung der Modellgüte nimmt im Rahmen der Kausalanalyse einen besonderen 
Stellenwert ein, da sie Aufschluss über die Qualität der Anpassung der theoretischen 
Modellstruktur an die empirischen Ausgangsdaten gibt.
74 Ziel ist es, eine Modellbeur-
teilung in Hinblick auf quantifizierbare Reliabilitäts- und Validitätskriterien vorzuneh-
men.
75 Während die Reliabilität das Ausmaß beschreibt, in welchem ein Messverfahren 
bei wiederholten Versuchen die gleichen Resultate konsistent liefert, ist die Validität ein 
Maß für die Gültigkeit eines Messinstruments.
76 Im Folgenden werden nun die wich-
tigsten Gütemaße bzw. statistischen Tests vorgestellt, die unter Verwendung sogenann-
ter Validitäts- und Reliabilitätskriterien eine Beurteilung der Modellstruktur zulassen. 
                                                 
69   Vgl. Bollen (1989), S. 108 f. 
70   Vgl. Diamantopoulos/Siguaw (2000), S. 55 ff.   
71   Vgl. Backhaus et al. (2006), S. 364. 
72   Vgl. Bagozzi/Yi (1988), S. 80, Backhaus et al. (2006), S. 370. 
73   Vgl. Homburg/Klarmann (2006), S. 733Backhaus et al. (2006), S. 714. 
74   Vgl. Backhaus et al. (2006), S. 379. 
75   Vgl. Homburg/Klarmann/Pflesser (2008), S. 282. 
76   Vgl. Peter (1981), S. 6. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            17 
 
Im Allgemeinen werden globale (=modellbezogene) und lokale Gütemaße (=konstrukt-
bezogene) als Kriterien zur Einschätzung der Qualität von Strukturgleichungsmodellen 
unterschieden.  
Lokale Gütemaße beziehen sich auf die Beurteilung von Teilstrukturen des postulier-
ten Modells. Es handelt sich also um partielle Gütemaße zur Überprüfung der Güte ein-
zelner Parameter bzw. der Messung latenter endogener oder exogener Variablen durch 
ihre empirischen Indikatorvariablen. Beispiele für lokale Gütemaße des Messmodells 
sind die Indikatorreliabilität, die Faktorreliabilität, die durchschnittlich erfasste Varianz 
(DEV) sowie das Fornell/Larcker-Kriterium.
77 Neben den lokalen Gütemaßen des 
Messmodells stellt die quadrierte multiple Korrelation für jede latente endogene Variab-
le ein Prüfkriterium zur Beurteilung der Anpassungsgüte des Strukturmodells dar. Die-
ses Kriterium ist ein Maß dafür, inwiefern die Varianz der latenten exogenen Variablen 
die Varianz der latenten endogenen Variablen erklärt.
78 In Tab. 3 sind die wichtigsten 
Lokalen Gütemaße von Kovarianzanalysen dargestellt. 
Lokale Gütemaße  Niveau 
Messmodell 
Indikatorreliabilität  ≥ 0,40 
Faktorreliabilität (Konstruktreliabilität)  ≥ 0,60 
Durchschnittlich erfasste Varianz (DEV)  ≥ 0,50 
Fornell/Larcker-Kriterium *
79 
Strukturmodell  Quadrierte multiple Korrelation je endogener lat. Variable  ≥ 0,40 
Tab. 3:  Lokale Gütemaße zur Beurteilung von Kovarianzstrukturmodellen  
Quelle: Eigene Darstellung in Anlehnung an Homburg/Klarmann/Pflesser (2008), S. 288, Homburg/Giering 
(1996), S. 13. 
Globale Gütemaße basieren im Rahmen von Kovarianzstrukturanalysen auf einem 
Vergleich der modelltheoretischen Kovarianzmatrix Σ und der empirischen Kovarianz-
matrix S. Zu den bekanntesten globalen Gütemaßen zählen der Goodness of Fit Index 
(GFI) und der Adjusted Goodness of Fit Index. Der GFI misst die relative Menge an 
Varianz und Kovarianz an, die durch das Modell erklärt wird. Allerdings wird der An-
                                                 
77  Auf eine ausführliche Erörterung der lokalen Gütemaße soll an dieser Stelle verzichtet werden. Es 
wird an dieser Stelle auf die einschlägige Literatur verwiesen. Vgl. dazu Homburg/Klarmann/Pflesser 
(2008), S. 286 ff.,  Backhaus et al. (2006), S. 383 f. 
78   Vgl. Homburg/Baumgartner (1998), S. 361. 
79   Anspruchsniveau des Fornell/Larcker-Kriteriums: DEV (ξi) > quadr. Korrelation (ξi, ξj), für alle i ≠ j. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            18 
 
zahl der Freiheitsgrade, die ein Maß für die Komplexität des Modells darstellen, keine 
Berücksichtigung geschenkt. Diesem Problem trägt jedoch der AGFI Rechnung.
80  
Zudem werden inkrementelle Anpassungsmaße unterschieden. Der Normed Fit Index 
bestimmt die Güte eines Modells im Vergleich zum empirischen Basismodell. Ähnlich 
wie beim GFI finden beim NFI die Freiheitsgrade ebenfalls keine Berücksichtigung. 
Der Non-Normed Fit Index (NNFI) bzw. der Comparative Fit Index (CFI), als modifi-
zierte Versionen des NFI, gelten als inkrementelle Anpassungsmaße, welche die Mo-
dellkomplexität und somit die Freiheitsgrade berücksichtigen. Werte zwischen 0,9 und 
0,95 lassen bei allen drei Tests auf eine akzeptable Modellgüte schließen.
81 
Neben den inkrementellen Anpassungsmaßen stehen auch sogenannte Stand-Alone-
Anpassungsmaße zur Auswahl. Dazu zählen u.a. der RMSEA und die χ
2-Teststatistik, 
die inferenzstatistische Rückschlüsse durch statistische Signifikanztests erlauben.
82 Der 
Root Mean Squared Error of Approximation (RMSEA) überprüft, ob das Modell die 
Realität hinreichend approximiert. Der Modellfit kann bei einem Wert ≤ 0,08 als akzep-
tabel und ≤ 0,05 als gut bewertet werden.
83 Der χ
2-Test prüft die Validität bzw. die „ab-
solute Richtigkeit“ des Modells. Der Quotient aus χ
2-Test und der Zahl der Freiheits-
grade ist eines der gebräuchlichsten Beurteilungskriterien, da er die Parameterzahl des 
Modells berücksichtigt. Werte ≤ 3,00 gelten bei diesem Test als akzeptabel.
84 Tab. 4 
gibt einen Überblick über die globalen Gütemaße und deren Anspruchniveaus. 
Globale Gütemaße    Niveau 
Gesamtmodell 
Goodness of Fit Index (GFI)  ≥ 0,90 
Adjusted  Goodness of Fit INDEX (AGFI)  ≥ 0,90 
Normed Fit Index (NFI)  ≥ 0,90 
Non-Normed Fit Index (NNFI)  ≥ 0,90 
Comparative Fit Index (CFI)  ≥ 0,90 
Root Mean Squared Error of Approximation (RMSEA)  ≤ 0,05 
χ
2/df  ≤ 3,00 
Tab. 4:  Globale Gütemaße zur Beurteilung der Qualität von Kovarianzstrukturmodellen 
Quelle: Eigene Darstellung in Anlehnung an Homburg/Klarmann/Pflesser (2008), S. 288, Homburg/Giering 
(1996), S. 13. 
                                                 
80   Eine ausführliche Darstellung der Gütemaße findet sich bei Backhaus et al. (2006), S. 379 ff. 
81   Vgl. Bentler/Bonett (1980), S. 588 ff., Homburg/Klarmann/Pflesser (2008), S. 284. 
82   Vgl. Homburg/Klarmann/Pflesser (2008), S. 285. 
83   Vgl. Browne/Cudeck (1993), S. 136 ff. 
84   Vgl. Bollen (1989), S. 278. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            19 
 
Im Anschluss an eine Modellbeurteilung anhand der vorgestellten Gütemaße sollte eine 
Kreuzvalidierung erfolgen. Ziel ist es dabei, mit Hilfe der Varianz des errechneten 
Strukturgleichungsmodells die Varianzen eines Kontrolldatensatzes zu erklären.
85 
 
2.2  Varianzbasierte Strukturanalysen 
2.2.1  Grundlagen 
Neben dem kovarianzbasierten Ansatz bietet die Varianzstrukturanalyse basierend auf 
der Partial Least Square-Methode eine komplementäre Alternative zur Schätzung von 
Kausalmodellen. Obwohl die ursprünglich von WOLD
86 hervorgebrachte Methode fast 
zeitgleich zu LISREL entwickelt wurde, findet sie in der deutschsprachigen Forschung 
erst relativ spät Anwendung, auch wenn dieser eine vergleichbar leistungsfähige Alter-
native darstellt. WOLDS Grundidee liegt in der Erzielung brauchbarer Schätzergebnisse, 
auch bereits bei einer relativ niedrigen Informationsbasis der Ausgangsdaten.
87 Die 
nachfolgenden Ausführungen beziehen sich auf das von WOLD entwickelte „basic PLS 
design“.
88 
Während die Schätzung der Modellparameter bei kovarianzerklärenden Verfahren über 
eine bestmögliche Reproduktion der empirischen Kovarianzmatrix erfolgt, wird beim 
varianzerklärenden Ansatz (PLS) versucht, eine möglichst exakte Prognose der tatsäch-
lichen Beobachtungswerte zu erreichen. Ziel ist es also, die Parameter so zu schätzen, 
dass die erklärte Varianz der endogenen Variablen im Strukturmodell und der empiri-
schen Indikatoren in den Messmodellen maximiert wird.
89 Dabei bedient sich das Ver-
fahren einer iterativen, regressionsanalytischen Kleinste Quadrate Schätzung (=Least 
Squares), die auf einer Hauptkomponentenanalyse und einer kanonischen Korrelations-
analyse fundiert.
90 Gleichzeitig besteht die Zielsetzung, die Messfehler- und 
Konstruktvarianz zu minimieren.  
 
                                                 
85   Vgl. Balderjahn (1998) und die von ihm angegebene, einschlägige Literatur. 
86   Vgl. Wold (1980), Wold (1975), Wold (1973), Wold (1966). Wold gilt als Lehrer von Jöreskog, dem 
Begründer des LISREL-Verfahrens. 
87   Vgl. Wold (1980), S. 70. 
88   Vgl. Wold (1982), S. 122. 
89   Vgl. Herrmann/Homburg/Klarmann (2008), S. 571. Dabei wird versucht, die Varianz der Fehlervari-
ablen in Mess- und Strukturmodell zu minimieren, um so eine bestmögliche Approximation an die 
empirischen Ausgangsdaten zu erhalten. 
90   Vgl. Wold (1975), S. 200, Chin/Newsted (1999), S. 312, Herrmann/Huber/Kressmann (2006), S. 37, 
Weiber/Mühlhaus (2010), S. 58. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            20 
 
2.2.2  Methodik des Partial Least Squares-Ansatzes 
Beim PLS-Ansatz wird das Strukturmodell als inneres Modell und die Messmodelle der 
latenten Konstrukte als äußeres Modell bezeichnet:  
Durch das innere Modell wird die Beziehung zwischen den latenten Konstrukten spezi-
fiziert.
91 Die formale Darstellung entspricht Gleichung (1).
92  
In den äußeren Modellen werden Beziehung zwischen latenten Konstrukten und den 
entsprechend zugeordneten manifesten, direkt beobachtbaren Indikatorvariablen gemes-
sen. Beim PLS-Ansatz werden im Allgemeinen formative und reflektive Messmodelle 
der latenten Variablen differenziert. Die Besonderheiten formativer und reflektiver 
Messmodelle wurden in Kap. 0 bereits vertieft erläutert.  
Im PLS-Ansatz untersteht die allgemeine formale Gleichung des Strukturmodells einer 
Modellspezifikation. Dies gilt ebenso für die Gleichungen der reflektiven und formati-
ven Messmodelle. Dabei werden die linearen Gleichungssysteme in ihre Bestandteile 
dividiert. Die nicht beobachtbaren, latenten Variablen werden beim PLS-Verfahren als 
Linearkombination der gewichteten Mittelwerte der ihnen zugeordneten empirischen 
Indikatoren geschätzt. Sämtliche Variablen sind normalisiert, mit einem Mittelwert von 
Null:
 93 
η = wη ⋅ y           b z w .          ( 8 )  
ξ = wξ ⋅  x           ( 9 )  
Dabei steht w für die jeweiligen Gewichte. Die Schätzung von Kausalmodellen mithilfe 
des Partial Least Squares-Algorithmus erfolgt in einem dreistufigen Verfahren,
94 wie 
Abb. 3 entnommen werden kann. Im Folgenden werden die drei Stufen genauer erläu-
tert, wobei der Beleuchtung von Stufe 1 besondere Beachtung geschenkt werden soll.  
                                                 
91   Vgl. Henseler (2010), S. 109, Weiber/Mühlhaus (2010), S. 59. 
92   Vgl. dazu Kap. 1.1. 
93   Vgl. Lohmüller (1989), S. 28 f. 






Auf der ersten Stufe des PLS-Algorithmus werden aus den empirischen Informationen, 
die den Ausgangsdaten (Rohdatenmatrix) entstammen, konkrete Werte für sämtliche 
latente Variablen geschätzt. Der Algorithmus vollzieht sich auf dieser ersten Stufe in 
vier Teilschritten und wird iterativ wiederholt:
95  
  Schritt #1: Zunächst werden die inneren Gewichte für jede latente Variable ge-
schätzt. Dabei ist eine Initialisierung der Schätzung als Ausgangspunkt für den Al-
gorithmus notwendig.
96 Für eine solche Initialisierung wird dem Konstruktwert der 
Wert der ersten manifesten Variablen gleichgesetzt. Durch diesen Behelf besteht 
ein Ausgangswert, mit dessen Hilfe mit der inneren Schätzung der latenten Variab-
len begonnen werden kann.
97 Zur Bestimmung der inneren Gewichte vij stehen drei 
Pfadschemata zur Auswahl.
98 Dazu zählt das Centroid Weighting Scheme
99, das 
                                                 
95   Vgl. Tenenhaus et al. (2005), S.  
96  Den vier Schritten der ersten Stufe (vgl. Abb. 3) geht eine Initialisierung durch einen Ausgangswert 
voraus. Vgl. Ringle et al. (2006), S. 84 ff, Lohmüller (1989), S. 28 f., Henseler (2005), S. 71 f. 
97  Chatelin et al. schlagen vor, aus pragmatischen Gründen jeweils den ersten Indikator des jeweiligen 
Indikatorblocks mit dem Faktor 1, die Übrigen mit dem Faktor 0 zu gewichten. Vgl. dazu ausführlich 
Chatelin/Tenenhaus/Vinzi (2002), S. 9 f.  
98   Da die Diskussion und Erörterung von Pfadschemata der Auswahl eines kausalanalytischen Ansatzes 
nicht entscheidend beeinflusst, wird an dieser Stelle von einer ausführlicheren Diskussion abgesehen. 
99   Sofern eine Verbindung zwischen latenten Variablen besteht, entspricht die innere Gewichtungsgröße 
dem Vorzeichen der Korrelation der latenten Variablen bzw. dem äußeren Proxy. Vgl. dazu ausführ-
lich Wold (1982). 
 
Stufe 1: Iterative Bestimmung von Konstruktwerten für latente Variablen 
A: Innere Schätzung des Konstruktwerts 
Schritt #1: Schätzung der inneren Gewichte 
Schritt #2: Berechnung des inneren Schätzwertes für latente Variablen 
B: Äußere Schätzung des Konstruktwerts 
Schritt #3: Schätzung der äußeren Gewichte 
Schritt #4: Berechnung des äußeren Schätzwertes für latente Variablen 
Stufe 2: Bestimmung der Pfadkoeffizienten des Strukturmodells 
Stufe 3: Bestimmung der Mittelwerte und Konstanten der Regressionsfunktionen 
Abb. 3: Die Stufen des Partial Least Squares-Schätzalgorithmus 
Quelle: Eigene Darstellung in Anlehnung an Weiber/Mühlhaus (2010), S. 59 ff., Lohmüller (1989), S. 28 ff. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            22 
 
Factor Weighting Scheme
100 und das Path Weighting Scheme.
101 Die Werte können 
dabei auf einem Intervall zwischen -1 und +1 liegen. Formal kann die Schätzung 
der inneren Gewichte folgendermaßen dargestellt werden:
102  
vij = sign cov(Yj;Yi)          ( 1 0 )    
  Schritt #2: Sind die inneren Gewichtungsgrößen bestimmt, so werden die geschätz-
ten Größen dazu verwendet, um den inneren Konstruktwert zu berechnen. Ỹj ist da-
bei die Annäherung (Approximation) der gewichteten Summe angrenzender Vari-
ablen, zu welchen eine Beziehung innerhalb des Strukturmodells besteht. Die zuvor 
ermittelten Schätzwerte werden auf Basis der Beziehungen zwischen den latenten 
Variablen im Strukturmodell sukzessive verbessert.
103 Formal kann die Berechnung 
des inneren Konstruktwerts wie folgt dargestellt werden:
104 
Ỹj = ∑ v   ij Yi           (11) 
  Schritt #3: Der in Schritt #2 berechnete Konstruktwert Ỹ geht nun in die Schätzung 
der äußeren Gewichte als Instrumentalvariable ein. Für die Schätzung muss zwi-
schen reflektiven Messmodellen (Modus A) und formativen Messmodellen (Modus 
B) unterschieden werden:  
In Modus A, sprich bei reflektiven Messmodellen, erfolgt die Bestimmung der äu-
ßeren Gewichte w    über eine Hauptkomponentenanalyse und entspricht damit dem 
Regressionskoeffizienten einer einfachen Regression zwischen dem aus der inneren 
Schätzung stammenden Schätzwert der latenten Variablen (abhängige Variable) 
und den Indikatorvariablen (unabhängige Variablen). 
In Modus B, sprich bei reflektiven Messmodellen, werden die äußeren Gewichte 
über eine multiple Regressionsanalyse ermittelt. Die äußeren Gewichtungsgrößen 
sind dabei die multiplen Regressionskoeffizienten zwischen dem Schätzwert der la-
tenten Variablen (abhängige Variable) und den zugehörigen Indikatorvariablen (un-
abhängige Variablen). Für Modus A und B gilt formal:
105 
                                                 
100   Sofern eine Verbindung zwischen latenten Variablen besteht, so ist die innere Gewichtungsgröße 
gleich der Korrelation zwischen den latenten Variablen gesetzt. Vgl. ausführlich Lohmüller (1989). 
101  Vgl. ausführlicher Weiber/Mühlhaus (2010), S. 28. 
102  Vgl. Lohmüller (1989), S. 29. Dies gilt nur für angerenzende Variablen. Besteht keine Verbindung gilt 
vij = 0.  
103  Vgl. Ringle (2004b), S. 301. 
104  Vgl. Lohmüller (1989), S. 29. 
105  Vgl. Lohmüller (1989), S. 29. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            23 
 
Ỹjn  =  ∑ w    y         + d       Modus  A     (12) 
y    =   w    Ỹ    + e       Modus  B     (13) 
  Schritt #4: Nach der Ermittlung der Gewichtungsgrößen kann der äußere 
Konstruktwert berechnet werden. Dieser errechnet sich als Linearkombination aus 
der latenten Variablen und den ihr zugeordneten manifesten Variablen. Formal gilt: 
Yjn =  f  ∑ wkj  ykjn kj             ( 1 4 )  
Sind die Ergebnisse berechnet, beginnt der Algorithmus auf dieser Basis erneut mit der 
Schätzung. Dieser iterative Prozess (Schritt #1 – Schritt #4) wechselt solange zwischen 
inneren und äußeren Approximationen, bis sich die Gewichte nur noch marginal än-
dern.
106 Dieser Zustand der Konvergenz ist erreicht, wenn die Änderung der Gewichte  
≤ 0,001.
107 
Auf der zweiten Stufe des PLS-Algorithmus werden die Pfadkoeffizienten und Faktor-
ladungen auf Basis der in Schritt #1 ermittelten Schätzwerte der latenten Variablen be-
rechnet. Dies geschieht durch die Kleinste-Quadrate-Methode.
108 
Auf der dritten Stufe des PLS-Algorithmus werden die Mittelwerte und der konstante 
Term („location parameter“) für die linearen Regressionsfunktionen geschätzt.
109 
Für die Erzielung verlässlicher Ergebnisse werden im PLS-Ansatz aufgrund der partiel-
len Schätzung einzelner Bestandteile des Kausalmodells weniger empirische Beobach-
tungen (Fälle) benötigt als im Vergleich zu den kovarianzbasierten Modellen.
110 CHIN 
gibt als Richtwert für die Stichprobengröße an, dass die Fallanzahl mindestens das 10-
fache des Maximums aus der Anzahl an Indikatorvariablen des Blocks mit der größten 
Anzahl an formativen Indikatoren haben sollte.
111 Die empfohlene Mindeststichproben-
größe liegt bei PLS zwischen n=30 und n=100.
112  
                                                 
106  Vgl. Wold (1982), S. 14.  
107  Vgl. Chin/Newsted (1999), S. 320. Wold rät zu einem Abbruch des Algortihmus, wenn die Summe 
der quadrierten Gewichtsänderungen zwischen den Iterationen den Wert 10
-5 unterschreitet, vgl. Wold 
(1982), S. 14. Einen Überblick über die Literatur zur Konvergenz des „PLS path modeling algorithm“ 
gibt Henseler (2010), S. 111 ff. 
108  Vgl. Lohmüller (1989), S. 30. 
109  Vgl. Chin/Newsted (1999), S. 315 ff. Die Autoren geben einen guten Überblick über den Ablauf des 
PLS-Algorithmus. 
110  Vgl. Chin/Newsted (1999), S. 314. 
111  Vgl. Chin (1998), S. 311. 
112  Vgl. Chin/Newsted (1999), S. 314. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            24 
 
2.2.3  Beurteilungsmaße der Modellgüte 
Grundsätzlich stehen zur Beurteilung varianzbasierter Kausalmodelle mit latenten Kon-
strukten die gleichen Gütemaße zur Verfügung, wie bei den kovarianzbasierten Verfah-
ren.
113 Allerdings sind die unter LISREL zur Anwendung kommenden parametrischen 
Gütemaße aufgrund der fehlenden Verteilungsannahmen auf lokaler Ebene für varianz-
basierte bzw. für das Partial Least Squares-Verfahren nicht geeignet.
114 Statt dessen 
werden in der Literatur nicht-parametrische, schätzorientierte Tests vorgeschlagen, die 
nicht über die Anpassungsgüte von Kovarianzen bestimmt werden, sondern vielmehr 
den Annahmen der Verteilungsfreiheit gerecht werden.
115 Ebenso wie bei den kova-
rianzbasierten Verfahren kommt der Beurteilung der Modellgüte anhand quantifizierba-




SCHLODERER/RINGLE/SARSTEDT schlagen einen mehrstufigen Prozess zur Evaluierung 
des hypothetisch formulierten Gesamtmodells vor: Für die Beurteilung der Modellgüte 
ist zunächst zwischen reflektiven und formativen Messmodellen zu unterscheiden. Die 
Beurteilungen sollten unbedingt getrennt voneinander ablaufen. Im Anschluss wird das 
Strukturmodell evaluiert, bevor eine abschließende Beurteilung des Gesamtmodells 
stattfinden kann (Abb. 4).
117 
 
                                                 
113  Vgl. Homburg/Pflesser/Klarmann (2008), S. 573. 
114  Vgl. Chin (1998), S. 316. 
115  Vgl. Wold (1982), Chin/Newsted (1999), S. 328. 
116  Vgl. hierzu Kap. 2.1.3 und die darin enthaltenen Ausführungen. 





Beurteilung des Strukturmodells 
Beurteilung des Gesamtmodells 
Abb. 4: Vorgehen zur Beurteilung von PLS-Modellschätzungen  
Quelle: Eigene Darstellung in Anlehnung an Schloderer/Ringle/Sarstedt (2009), S. 589 Methodische Aspekte linearer Strukturgleichungsmodelle                                                            25 
 
2.2.3.1  Gütebeurteilung reflektiver Messmodelle 
Für die Beurteilung reflektiver Messmodelle stehen die statistischen Gütekriterien der 
Faktorenanalyse zur Verfügung.
118 Dabei handelt es sich um Prüfgrößen der internen 
Konsistenz
119, die über Korrelationsbetrachtungen ermitteln, in welchem Maße ein la-
tentes Konstrukt durch seine ihm zugeordneten Indikatorvariablen gemessen wird.
120 Zu 
diesen zählen die Indikatorreliabilität, die Konstruktreliabilität, die durchschnittlich er-
fasste Varianz sowie die Diskriminanzvalidität. 
Die Indikatorreliabilität ermittelt den Anteil der Varianz eines Indikators, der durch 
die ihm zugeordnete latente Variable erklärt wird.
121 Die Reliabilität rel(xi) eines Indi-







      ( ) ,         ( 1 5 )  
wobei λij die geschätzte Ladung des Indikators xi auf die zugeordnete latente Variable ξj 
darstellt. Die geschätzte Varianz des Messfehlers wird durch var(εi) bezeichnet. Die 
Werte können zwischen 0 und 1 liegen, wobei mindestens die Hälfte der Varianz der 
Indikatorvariablen durch die latente Variable erklärt werden sollte. Dies entspricht ei-
nem Ladungswert von mindestens 0,7 (√0,7 ≈ 0,5).
123 
Die Konvergenzvalidität beschreibt das Ausmaß der Übereinstimmung zweier oder 
mehrerer Versuche einer Konstruktmessung. Als Prüfgröße zur Beurteilung der Kon-
vergenzvalidität können die Konstruktreliabilität und die durchschnittlich erfasste Va-
rianz herangezogen werden,
124 die daher im Folgenden erläutert werden: 
Der Konstruktreliabilität (bzw. Faktorreliabilität) wird im Schrifttum eine höhere Be-
deutung zugemessen als der Messung auf Indikatorebene mit Hilfe der Indikator-
reliabilität.
125 Das Ziel der Betrachtung auf Ebene des Konstrukts ist es, zu ermitteln, 
wie gut die latente Variable durch die ihr zugeordneten Indikatorvariablen wiedergege-
                                                 
118 Vgl. hierzu Kap. 2.1.3 
119    Ein gebräuchliches Messkonzept der internen Konsistenz ist Cronbachs α, vgl.  Cronbach  (1951),      
S. 297 ff. 
120  Vgl. Homburg/Klarmann/Pflesser (2008), S. 208.  
121  Vgl. Homburg/Klarmann/Pflesser (2008), S. 286. 
122  Vgl. Homburg/Klarmann/Pflesser (2008), S. 286, vgl. auch in modifizierter Form Chin (1998), S. 320. 
123  Vgl. Ringle/Spreen (2007), S. 212, Huber et al. (2007), S. 35. Für einen toleranteren Ladungswert 
=0,4, vgl. Krafft/Götz/Liehr-Gobbers (2005), S. 73 ff. 
124  Vgl. Hair et al. (2006), S. 776 f. 
125  Vgl. Götz/Liehr-Gobbers (2004), S. 727, Krafft/Götz/Liehr-Gobbers (2005), S. 73. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            26 
 
ben bzw. gemessen wird. Somit kann die Konstruktreliabilität als Maß für die Eignung 
des ihm zugeordneten Indikatorblocks bezeichnet werden. Die Konstruktreliabilität 




(   ) 
(   )       ( )        ( 1 6 )  
 
Auch bei der Beurteilung von Messmodellen auf Konstruktebene kann die Reliabilität 
Werte zwischen 0 und 1 annehmen. Dabei gelten Ladungswerte von mindestens 0,6 als 
akzeptabel.
127 Da der häufig verwendete Cronbach α-Koeffizient bei Anwendung von 
PLS die interne Konsistenz zumeist unterschätzt, ist das oben dargestellte Gütekriterium 
mit Vorrang zu verwenden.
128 
Die  durchschnittlich erfasste Varianz als weiteres Kriterium zur Überprüfung der 
Konvergenzvalidität setzt den Anteil der erklärten Varianz ins Verhältnis zum Messfeh-





   
       ( )       ( 1 7 )  
Somit können Aussagen darüber getroffen werden, wie hoch der durch eine latente Va-
riable erklärte Varianzanteil der Indikatorvariablen ist. Vice versa kann überprüft wer-
den, wie hoch der Messfehler (nicht erklärte Varianzanteil) ausfällt.
130 Die Werte der 
DEV können sich zwischen 0 und 1 erstrecken, wobei ein Mindestwert >0,5 erforder-
lich ist, damit die gemeinsame Varianz der Indikatorvariablen größer ist die Einflüsse 
der Messfehler.
131  
Die Diskriminanzvalidität gilt als methodisches Gegenstück zur Konvergenzvalidität 
und ist definiert als das Ausmaß, zu welchem sich die Indikatorvariablen eines Kon-
strukts von denen eines anderen Konstrukts unterscheiden.
132 Sie kann als gegeben be-
trachtet werden, wenn die Korrelation zwischen Indikatoren des gleichen Konstrukts 
größer ist als die Korrelation zwischen Indikatoren unterschiedlicher Konstrukte.
133 Zur 
                                                 
126  Vgl. Chin (1998), S. 320. 
127  Vgl. Ringle/Spreen (2007), S. 212, Huber et al. (2007), S. 35. 
128  Vgl. Chin (1998), S. 320, Henseler/Ringle/Sinkovics (2009), S. 298 f. 
129  Chin (1998), S. 321. 
130 Vgl. Chin (1998), S. 321. 
131  Vgl. Homburg/Baumgartner (1998), S. 361, Hildebrandt/Temme (2006), S. 625. 
132  Vgl. dazu ausführlich Fornell/Cha (1994), S. 69. 
133  Vgl. Krafft/Götz/Liehr-Gobbers (2005), S. 74 f., Homburg/Giering (1996), S. 7. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            27 
 
Überprüfung der Diskriminanzvalidität ist das Fornell/Larcker-Kriterium geeignet. 
Dieses ist erfüllt, sofern die durchschnittlich erfasste Varianz latenter Variablen größer 
ist als die Wurzel zwischen latenten Variablen.
134 Neben dem Fornell/Larcker-
Kriterium gelten die Kreuzladungen als komplementäres Kriterium zur Bestimmung 
der Diskriminanzvalidität.
135 Sie errechnen sich aus den Korrelationen zwischen den 
Faktorwerten latenter Variablen und weiterer Indikatorvariablen des Modells, die diesen 
latenten Variablen nicht zugeordnet sind. Dabei sollten die Korrelationen der Indikato-
ren mit dem ihnen zugeordneten Konstrukt größer sein als Korrelationen eben dieser 
Indikatoren mit fremden Konstrukten. 
Ein reflektives Messmodell einer latenten Variablen kann als reliabel und valide be-
zeichnet werden, sofern es die Mindestmaße der vorgestellten Gütekriterien aufweist.
136 
Ist dies nicht der Fall, ist eine Elimination bestimmter Indikatorvariablen denkbar. Be-
vor jedoch eine rein datengetriebene Herausnahme von Indikatoren stattfindet, sind wei-
tere sachlogische Überlegungen notwendig. Die Inhaltsvalidität hat im Vergleich zu 
kausalanalytischen Überprüfung der Reliabilität und Validität stets Priorität.  
Güteart  Gütekriterium  Niveau 
Reliabilität 
Indikatorreliabilität  ≥ 0,70 
Cronbach`s Alpha  ≥ 0,70 
Konvergenz-
validität 
Konstruktreliabilität  ≥ 0,60 
Durchschnittlich erfasste Varianz (DEV)  ≥ 0,50 
Diskriminanz- 
Validität 
Fornell/Larcker-Kriterium  ≥ 0,40 
χ
2-Differenztest (5% Niveau)  ≥ 0,40 
Tab. 5: Gütemaße zur Beurteilung reflektiver Messmodelle 
Quelle: Eigene Darstellung in Anlehnung an: Huber et al. (2007), S. 32. 
 
2.2.3.2  Gütebeurteilung formativer Messmodelle 
Anders als bei der Beurteilung reflektiver Messmodelle finden sich im Schrifttum nur 
relativ wenige Hinweise zur Gütebeurteilung formativer Messmodelle. Formativ gemes-
sene Konstrukte unterscheiden sich von reflektiven Messmodellen dahingehend, dass 
die Indikatorvariablen nicht mehr exakt den gleichen Sachverhalt repräsentieren.
137  
                                                 
134  Vgl. Fornell/Larcker (1981), S. 46. 
135  Vgl. Chin (1998), S. 321. 
136  Vgl. Henseler/Ringle/Sinkovics (2009), S. 300. 
137  Vgl. Schloderer/Ringle/Sarstedt (2009), S. 592. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            28 
 
Dies schränkt eine Überprüfung der Reliabilität stark ein und setzt eine grundsätzlich 
andere Vorgehensweise der Validitätsprüfung voraus.
138 Im Allgemeinen sollte bei der 
Spezifizierung formativer Konstrukte darauf geachtet werden, dass alle Facetten des 
dem Konstrukt zugrundeliegenden Sachverhaltes durch die Wahl der Indikatoren abge-
bildet werden.
139 
Die Indikatorrelevanz liefert einen ersten Anhaltspunkt zur Validitätsprüfung formati-
ver Konstrukte. Die Relevanz eines Indikators wird über die Höhe seines Gewichtes 
ausgedrückt.
140 Die Gewichte entsprechen im Rahmen der Regressionsanalyse den Reg-
ressionskoeffizienten.
141 Je höher das Gewicht eines Indikators ausfällt, desto stärker ist 
dessen Beitrag für die inhaltliche Bestimmung des ihm zugeordneten formativen Kon-
strukts.
142 Im standardisierten PLS-Modell können die Werte dabei auf einem Intervall 
zwischen -1 und +1 (jeweils starker Zusammenhang) liegen, wobei bei einem Wert von 
0 kein Zusammenhang zwischen Konstrukt und Indikatoren vorliegt.
143 Für die Gewich-
te formativer Messmodelle ist ein Mindestwert von 0,1
144 bzw. 0,2
145 erforderlich. 
Neben der Indikatorrelevanz gibt die Indikatorsignifikanz weiteren Aufschluss über 
die Validität formativer Konstrukte. Da die parametrischen Signifikanztests der Kova-
rianzanalyse für die Überprüfung der Signifikanz ungeeignet sind,
146 werden andere 
statistische Verfahren benötigt, die Rückschlüsse auch bei fehlender Normalverteilung 
ermöglichen. Dazu zählt zum Beispiel das Bootstrapping-Verfahren, auf das am Ende 
des nächsten Abschnitts näher eingegangen werden soll. Darauf aufbauend kann die 
Signifikanz der entsprechenden Gewichte ermittelt werden.
147 
Die Multikollinearität gilt als wichtiges Kriterium zur Evaluierung der Güte formati-
ver Messmodelle. Multikollinearität liegt vor, wenn eine lineare Abhängigkeit zwischen 
den unabhängigen Indikatorvariablen besteht.
148 Während also eine hohe Multikollinea-
rität bei reflektiven Messmodellen wünschenswert ist, stellt sie ein Problem für formati-
ve Konstrukte dar, da der singuläre Einfluss der Regressionsparameter nicht mehr iden-
                                                 
138  Vgl. Weiber/Mühlhaus (2010), S. 207. 
139  Vgl. Herrmann/Huber/Kressmann (2006), S. 50. 
140  Vgl. Krafft/Götz/Liehr-Gobbers (2005), S. 77. 
141  Vgl. Ringle/Spreen (2007), S. 213. 
142  Vgl. Krafft/Götz/Liehr-Gobbers (2005), S. 77. 
143  Vgl. Krafft/Götz/Liehr-Gobbers (2005), S. 78. 
144  Vgl. Lohmüller (1989), S. 60 f. 
145  Vgl. Chin (1998), S. 324 f. 
146  Vgl. dazu Kap. 2.1.3. 
147  Vgl. Krafft/Götz/Liehr-Gobbers (2005), S. 83.  
148  Vgl. Skiera/Albers (2008), S. 483, Backhaus et al. (2006), S. 89 ff. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            29 
 
tifiziert werden kann. Dies kann einen stark negativen Einfluss auf die Zuverlässigkeit 
der Parameterschätzung haben.
149 Im Kontext der Gütebeurteilung formativer Messmo-
delle gilt der Varianzinflationsfaktor (VIF) als guter Indikator zur Identifizierung von 
Multikollinearität.
150 Er ist ein Maß dafür, um welchen Faktor sich die Varianz eines 
Parameterschätzers erhöht, wenn Multikollinearität vorliegt:
151   
VIFj = 
 
       
          ( 1 8 )  
Der VIF errechnet sich aus dem Kehrwert der Differenz aus 1 und dem Bestimmtheits-
maß R
2.
152 Der VIF-Minimalwert (=keine Multikollinearität) liegt bei 1. Es kann also 
von einer niedrigen Multikollinearität ausgegangen werden, wenn die Bestimmtheits-
maße der Regressionen klein sind bzw. die VIF-Werte gegen 1 gehen.
153 Werte >10 
werden bereits als kritisch angesehen, da sie zu den angesprochenen Verzerrungen bei 
der Identifikation der Regressionsparameter führen.
154 Neben dem Varianzinflationsfak-
tor eignet sich der Konditionsindex (KI) ebenfalls als Prüfgröße der Multikollinearität. 
Dieser ermöglicht durch eine Varianzzerlegung die Identifikation der miteinander korre-
lierten Indikatorvariablen.
155 Werte ≤ 30 gelten als akzeptabel. 
Güteart                      Gütekriterium  Niveau 
Gewichte  Interpretation der Gewichte 
t ≥ 1,65 (10% Fehlerwahrsch.)
t ≥ 1,96 (  5% Fehlerwahrsch.)
Multikollinearität 
Varianzinflationsfaktor  VIF ≤ 10 
Konditionsindex   KI   ≤ 30 
Tab. 6: Gütemaße zur Beurteilung formativer Messmodelle 
Quelle: Eigene Darstellung in Anlehnung an: Krafft/Götz/Liehr-Gobbers (2005), S. 82. 
Bezüglich der Elimination formativer Indikatoren gilt die Prämisse der theoretisch-
sachlogischen Überlegung. Dies bedeutet, dass Indikatoren aufgrund theoretischer 
Überlegungen im Modell erhalten bleiben können, auch wenn dies aufgrund der Ergeb-
nisse der statistischen Tests nicht sinnvoll erscheint. Ein Herausnehmen von Indikatoren 
könnte, auch wenn deren Gewicht nur marginal ist, eine Verfälschung des substantiellen 
                                                 
149  Vgl. Diamantopoulos/Winklhofer (2001), S. 272. 
150  Vgl. Backhaus et al. (2006), S. 91. 
151  Vgl. Backhaus et al. (2006), S. 91. 
152  Das Bestimmtheitsmaß wird in Kap. 2.2.3.3 beschrieben. 
153  Vgl. Skiera/Albers (2008), S. 483. 
154  Vgl. Herrmann/Huber/Kressmann (2006), S. 61, Hair et al. (2006), S. 227. 
155    Vgl. für die Anwendung des Konditionsindex in PLS die Ausführungen von Krafft/Götz/Liehr-
Gobbers (2005), S. 79 f. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            30 
 
Inhalts des formativen Konstrukts und somit eine fehlerhafte Spezifikation des Mess-
modells zur Folge haben.
156 Wird bei Indikatoren indes keine Signifikanz, jedoch aber 
hohe Korrelationswerte mit anderen Indikatoren festgestellt, so wird eine Elimination 
empfohlen. Dies trägt zu einer verbesserten Interpretation der Indikatorgewichte bei.
157 
 
2.2.3.3  Gütebeurteilung des Strukturmodells 
Im Anschluss an die Gütebeurteilung der reflektiven und formativen Messmodelle wer-
den im nächsten Schritt die PLS-Schätzergebnisse des Strukturmodells beurteilt. Zu-
nächst werden dazu Kriterien verwendet, die eine Beurteilung der Pfadkoeffizienten 
innerhalb des Strukturmodells erlauben. Anschließend werden die Konstrukte auf Ihre 




2 gilt als zentrales Kriterium zur Gütebeurteilung von Struk-
turmodellen im Rahmen von PLS-Analysen und wird für sämtliche im Strukturmodell 
vorhandene endogene Variablen berechnet. Das Bestimmtheitsmaß R
2 ermittelt den 
Varianzanteil einer endogenen latenten Variablen, der durch die ihr zugeordneten exo-
genen latenten Variablen erklärt wird.
159 CHIN schlägt eine dreistufige Einordnung vor, 
bei der ein R
2 ≥ 0,67 als substantiell bezeichnet wird. R
2_Werte ≥ 0,33 bzw. ≥ 0,19 be-
zeichnet er als durchschnittlich bzw. schwach.
160 Diese Wertebereiche sind jedoch im-
mer im Kontext der jeweiligen Fach- und Forschungsgebiete zu sehen. So können gera-
de in der Erfolgsfaktorenforschung relativ niedrige Werte bereits als substantiell gewer-
tet werden, da häufig nicht alle erfolgswirksamen Determinanten in einem Modell ab-
gebildet werden können und somit R
2 negativ beeinflussen.
161 Dennoch sollten die Wer-
te des Bestimmtheitsmaßes R
2, wie von CHIN vorgeschrieben, möglichst hoch ausfallen. 
Die Beurteilung der Pfadkoeffizienten erlaubt Aussagen über die Wirkungsstärke der 
latenten Konstrukte. Bei standardisierten Pfadkoeffizienten können die Werte auf einem 
                                                 
156  Vgl. Jarvis et al. (2003), S. 202. 
157  Vgl. Henseler/Ringle/Sinkovics (2009), S. 302 f. 
158  Vgl. Weiber/Mühlhaus (2010), S. 255. 
159  Vgl. Henseler (2005), S. 74, Fornell/Cha (1994), S. 69, Ringle (2004a), S. 14 f. 
160  Vgl. Chin (1998), S. 323. 
161  Vgl. dazu die Arbeit von Bauer (2002). Darin wurde ein R
2_Wert von 0,17 für den Beitrag des Con-
trollings als sehr gut eingestuft, da neben dem Controllingbereich noch zahlreiche weitere Determi-
nanten Einfluss auf den Unternehmenserfolg nehmen. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            31 
 
Intervall von -1 bis +1 liegen, wobei 0 keinen Einfluss und Werte gegen -1 bzw. +1 
einen starken Einfluss auf den kausalen Nachfolger induzieren.
162 CHIN spricht bereits 
bei einem standardisierten Pfadkoeffizient ≥ 0,2 bzw. -0,2 von einem bedeutsamen Zu-
sammenhang.
163 Wie bereits angedeutet, können im Gegensatz zu den kovarianzbasier-
ten Verfahren, aufgrund fehlender Verteilungsannahmen keine Signifikanztests für die 
Pfadkoeffizienten durchgeführt werden.
164 Allerdings besteht mit Hilfe des nicht-
parametrischen Bootstrapping-Verfahrens die Möglichkeit, für jeden Pfadkoeffizienten 
einen t-Wert zu berechnen und somit Aussagen über dessen Signifikanz zu treffen.
165 
Ein Nachweis dafür, dass ein entsprechender Parameter einen gewichtigen Beitrag für 
die Modellstruktur bildet ist ab einem t-Wert ≥ 1,96 (bei 5% Irrtumswahrscheinlichkeit) 
gegeben. Allerdings liefern auch nicht-signifikante Pfade (bzw. Pfade mit umgekehrten 




2 ist neben der „Höhe des Pfadkoeffizienten“ ein weiteres Maß für 
den substantiellen Effekt einer latent exogenen Variablen auf eine latent endogene Vari-
able. Es wird also gemessen, wie stark der totale Einfluss einer latent exogenen Variab-




       
         
 
        





exkl stehen dabei für die Bestimmtheitsmaße der endogenen latenten Variab-
len unter Einschluss bzw. Ausschluss der betrachteten (über das Strukturmodell mit ihr 
in Verbindung stehenden) exogenen latenten Variablen. Bei Werten von f
2 ≥ 0,02 bzw. 
≥ 0,15 bzw. ≥ 0,35 kann von einem geringen bzw. mittleren bzw. großen Einfluss der 
exogenen latenten Variablen auf seinen endogenen Nachfolger gesprochen werden.
168 
Durch die Effektstärke f
2 können bislang noch nicht hypothetisierte Abhängigkeitsbe-
ziehungen aufgedeckt werden. Allerdings sollten neue hypothetische Abhängigkeits-
                                                 
162   Vgl. dazu Bollen/Stine (1993), S. 112 f., Ringle (2004a), S. 18, Tenenhaus et al. (2005), S. 176, 
Ringle/Spreen (2007), S. 213, Weiber/Mühlhaus (2010), S. 256. 
163  Vgl. Chin (1998), S. 11.  
164  Vgl. dazu Kap. 2.2.3.2. 
165  Vgl. Weiber/Mühlhaus (2010), S. 256. Vergleiche dazu die Ausführungen zur Bootstrapping-Methode 
am Ende dieses Abschnitts. 
166  Vgl. Herrmann/Huber/Kressmann (2006), S. 59. 
167  Vgl. Chin (1998), S. 316 f. 
168  Vgl. Chin (1998), S. 324 f, Lohmüller (1989), S. 60 f. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            32 
 
strukturen nur dann aufgenommen werden, wenn plausible Gründe mit theoretischer 
Fundierung dafür sprechen.
169 
Neben diesen auf die Quantifizierung der Erklärungskraft des Strukturmodells abzielen-
den Gütekriterien, besteht auch die Möglichkeit der Evaluierung der Prognoserelevanz 
Q
2 von reflektiv gemessenen latent endogenen Variablen. Sie gilt als Maß für die 
Brauchbarkeit von Mess- und Strukturmodellen zur Ableitung von Prognosen.
170 Dabei 
wird auf die Kreuzvalidierung in Verbindung mit der von STONE/GEISSER entwickelten 
Technik der Wiederverwendung von Daten („sample reuse technique”) zurückgegriffen: 
„This technique represents a synthesis of cross-validation and function fitting with the 
perspective that ‘the prediction of observables or potential observables is of much 
greater relevance than the estimation of what are often artificial construct parame-
ter’.”
171 Bei PLS-Analysen erfolgt die Anwendung des Stone/Geisser-Kriteriums mit 
Hilfe der sogenannten Blindfolding-Prozedur. Beim Blindfolding werden während der 
Parameterschätzung in systematischer Weise bestimmte Teile der empirisch erhobenen 
Rohdaten ausgelassen. Anschließend werden die ausgelassenen Variablen mit dem 
PLS-Verfahren geschätzt und als die fehlend angenommenen Rohdaten wieder prognos-
tiziert.
172 Diese Prozedur wird solange wiederholt, bis sämtliche Fälle einmal ausgelas-
sen und durch eine Schätzung ersetzt wurden.
173 Über die Prognoserelevanz Q
2 kann 
also errechnet werden, wie gut das generierte Modell die empirischen Daten rekonstru-
ieren kann.
174 Die Prognoserelevanz lässt sich folgendermaßen berechnen: 
Q
2 = 1 - 
   
             ( 2 0 )  
Dabei wird die Summe der quadrierten Fehler E der geschätzten Werte sowie die Sum-
mer der quadrierten Fehler O des Durchschnittswerts der Schätzung berechnet. D steht 
für den Abstand der Auslassung bzw. die Distanz zwischen zwei nacheinander auszu-
lassenden und anschließend zu schätzenden Datenpunkten. Sofern der Q
2-Wert > 0 ist, 
verfügt das Modell über eine Vorhersagerelevanz.
175 Werte kleiner als Null implizieren, 
dass die Prognosegüte des Modells nicht besser ist als die einer einfachen Mittelwert-
                                                 
169  Vgl. Huber et al. (2007), S. 46. 
170  Vgl. dazu Geisser (1974), Stone (1974). 
171  Geisser (1974), S. 320. 
172  Vgl. Weiber/Mühlhaus (2010), S. 258. 
173  Vgl. Chin (1998), S. 317. 
174  Vgl. Fornell/Cha (1994), S. 72. 
175  Vgl.  Weiber/Mühlhaus (2010), S. 258. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            33 
 
schätzung.
176 Analog zur Effektstärke f
2 kann das Stone/Geisser-Kriterium dazu ver-
wendet werden, die Prognosestärke einzelner Pfadbeziehungen zu evaluieren.
177 Dabei 
werden die Veränderungen der Prognoserelevanz Q
2 als Gütekriterium zur Evaluierung 
des relativen Prognoseeinflusses einer Variablen auf ihren endogenen Nachfolger her-
angezogen.
178 Für das pfad- bzw. konstruktbezogene q




               
                   
 
                  
        (21) 
Die Berechnung von q
2 erfolgt anhand der Veränderung der Prognoserelevanz Q
2 der 
latent endogenen Variablen. Dabei wird das Strukturmodell einmal mit (Q
2
eingeschlossen) 
und einmal ohne (Q
2
ausgeschlossen) die entsprechenden latent exogenen Variablen berech-
net. Werte für q
2 > 0,02, 0,15 bzw. 0,35 implizieren, ob eine exogene Variable einen 
geringen, mittleren oder großen Einfluss auf ihren latent endogenen Nachfolger hat.
180  
Die Robustheit der Ergebnisse, wie bereits an verschiedenen Stellen angedeutet, kann 
aufgrund fehlender Verteilungsannahmen im Rahmen von varianzbasierten Struktur-
gleichungsanalysen nur unter Zuhilfenahme sogenannter nicht-parametrischer 
Resampling-Verfahren bewertet werden. In der Literatur wird in diesem Zusammen-
hang häufig auf die Verfahren ‚Jackknifing‘ und  ‚Bootstrapping‘ hingewiesen, wobei 
letzteres aufgrund seiner häufigen Anwendung in aller Kürze vorgestellt werden soll:
181 
Die Bootstrapping-Methode ist ein nicht-parametrisches Verfahren, welches die Beur-
teilung von Schätzergebnissen im Rahmen des PLS-Ansatzes erlaubt.
182 Folgendes Bei-
spiel soll die Bootstrapping-Prozedur veranschaulichen. Aus einem Datensatz von 200 
Fällen werden bei Unterdrückung zweier Fälle 100 Subsamples mit je 198 Fällen gezo-
gen. Anhand der Fälle der Subsamples können darauf sowohl die Erwartungswerte, als 
auch die entsprechenden Standardabweichungen für sämtliche Parameter des Modells 
geschätzt werden. Für die Beurteilung des PLS-Modells können somit robuste 
                                                 
176  Vgl.  Krafft/Götz/Liehr-Gobbers (2005), S. 85. 
177  Vgl. Weiber/Mühlhaus (2010), S. 258. 
178  Vgl. Nitzl (2010), S. 36. 
179  Vgl. Chin (1998), S. 318. 
180  Vgl. Nitzl (2010), S. 37. 
181  Vgl. ausführlich Bollen/Stine (1993). 
182  Vgl. Chin (1998), S. 320. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            34 
 
Konfidenzintervalle berechnet werden, wodurch im Anschluss die Ermittlung der jewei-
ligen Signifikanzwerte durch t-Tests möglich wird.
183 
Güteart                      Gütekriterium  Niveau 
Prüfung der 
Pfadkoeffizienten 
Standardisierte Pfadkoeffizienten  ≥ 0,2 – 0,3 
t-Werte (2-seitiger t-Test)  ≥ 1,65 (10% Fehlerwahrsch.) 
≥ 1,95 (  5% Fehlerwahrsch.) 
Effektstärke f
2  ≥ 0,15 
Prüfung der  
Konstrukte 
Bestimmtheitsmaß R




2> 0 (=Prognoserelevanz) 
q
2 ≥ 0,35 „groß“ 
q
2 ≥ 0,15 „mittel“ 
q
2 ≥ 0,02 „schwach“ 
Prüfung der Ro-
bustheit 
 Stichprobe muss repräsentativ für Grundgesamtheit sein 
 Stichprobenumfang sollte ausreichend groß sein 
 Hinreichend große Zahl an Bootstrap-Stichproben 
 Größe der Bootstrap-Stichproben vergleichbar mit Stichprobengröße  
Tab. 7: Gütemaße zur Beurteilung formativer Messmodelle 
Quelle: Eigene Darstellung in Anlehnung an: Krafft/Götz/Liehr-Gobbers (2005), S. 82. 
 
2.2.3.4  Gütebeurteilung des Gesamtmodells 
Der PLS-Ansatz verfügt über kein allgemein anerkanntes globales Kriterium zur Beur-
teilung der Modellgüte, wie dies z.B. in Form des Goodness of Fit-Index für kovarianz-
basierte Verfahren der Fall ist.
184 Eine umfassende Gütebeurteilung des Gesamtmodells, 
ausgedrückt durch eine Maßzahl, ist daher nicht möglich. Dies ist u.a. dem iterativen 
und blockweisen Vorgehen des PLS-Algorithmus geschuldet.
185 Um dennoch die Güte 
von Strukturgleichungsmodellen im Rahmen des PLS-Ansatzes überprüfen zu können, 
empfiehlt RINGLE, dass in einer „Gesamtschau das Kompendium verschiedener Güte-
maße“ möglichst gut erfüllt wird.
186 Zwar sollten bei diesem kumulierten Vorgehen die 
Gütekriterien in allen Teilstrukturen erfüllt werden.
187 H OMBURG/                            
PFESSLER/KLARMANN weisen jedoch darauf hin, dass für eine zuverlässige Schätzung 
des Gesamtmodells nicht alle im Schrifttum vorgeschlagenen Gütekriterien erfüllt sein 
müssen.
188  
                                                 
183  Vgl. dazu Ringle (2004b), S. 310, Chin (1998), S. 320. 
184  Vgl. Herrmann/Huber/Kressmann (2006), S. 59. 
185  Vgl. Herrmann/Huber/Kressmann (2006), S. 42 f. 
186  Ringle (2004a), S. 23.  
187  Vgl. Weiber/Mühlhaus (2010). S. 259. 
188   Insbesondere wird von einer Ablehnung des Gesamtmodells aufgrund einzelner Unterschreitungen 
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3  Beurteilung der Verfahren und Zusammenfassung 
Im Rahmen der empirischen Überprüfung von Kausal- bzw. Strukturgleichungsmodel-
len stehen mit dem kovarianzbasierten Ansatz und dem varianzbasierten Ansatz (PLS) 
zwei alternative Verfahren zu Verfügung, die nicht als substitutiv, sondern vielmehr als 
komplementär bezeichnet werden können.
189 Die Wahl einer geeigneten Methode stellt 
ein zentrales Element für eine erfolgreiche Durchführung von Strukturgleichungsanaly-
sen dar. Bereits 1982 wurden erste Vergleiche zwischen kovarianz- und varianzbasier-
ten Methoden gezogen. Richtungsweisend ist dabei die Arbeit von FORNELL/ 
BOOKSTEIN.
190 Im Folgenden soll ein abschließender Vergleich der beiden Ansätze auf 
Basis der in den vorangegangenen Kapiteln gewonnenen Erkenntnisse durchgeführt 
werden. 
In der Vergangenheit wurde die Mehrzahl von Strukturgleichungsmodellen mit dem 
Verfahren der Kovarianzstrukturanalyse geschätzt.
191 Diese starke Verbreitung ist si-
cherlich der Tatsache geschuldet, dass statistische Softwareprogramme wie LISREL, 
AMOS und EQS häufig als Standard zur Schätzung von Strukturgleichungsmodellen 
angesehen wurden.
192 Allerdings fand in jüngerer Zeit der PLS-Ansatz, insbesondere in 
der Marketingforschung, verstärkt Anwendung in empirischen Untersuchungen.
193 Dies 
ist zum einen sicherlich gewissen methodologischen Kriterien geschuldet, zum anderen 
aber auch der Tatsache zu verdanken, dass entsprechende PLS-Softwarepakete weiter-
entwickelt und ausgereift wurden.
194  
Auf welches der beiden Verfahren letztlich die Auswahl fällt, hängt vom jeweiligen 
Anliegen eines Forschungsprojektes ab. Zunächst unterscheiden sich die beiden Ansätze 
hinsichtlich ihrer Zielsetzung. Ist das Anliegen der Untersuchung eine möglichst reali-
tätsgetreue Erklärung der Veränderung einer bzw. mehrerer latent endogener Variablen, 
so ist das varianzbasierte Verfahren zu favorisieren (parameterorientierter Ansatz).
 Zielt 
eine Forschungsarbeit auf die Untersuchung eines neuartigen, theoriebasierten Hypo-
                                                 
189 Vgl. Weiber/Mühlhaus (2010), S. 253. 
190  Vgl. dazu ausführlich Fornell/Bookstein (1982), S. 449 ff. 
191  Vgl. Homburg/Pflesser/Klarmann (2008), S. 550. 
192  Vgl. Ringle (2004b), S. 316. 
193  Vgl. Henseler/Ringle/Sinkovics (2009), S. 278. Die Autoren geben im Rahmen einer Metastudie einen 
guten Überblick über die Forschungsfelder, in der PLS Anwendung findet. 
194  Zur Durchführung von Strukturgleichungsanalysen stehen unterschiedliche Softwarepakete zur Aus-
wahl, wie z.B. LVPLS oder PLS-Graph. Aufgrund seiner Benutzerfreundlichkeit und ausgereiften 
grafischen Oberfläche und der kostenlosen Verfügbarkeit empfiehlt der Verfasser die Nutzung von 
SmartPLS (www.smartpls.de). Methodische Aspekte linearer Strukturgleichungsmodelle                                                            36 
 
thesengefüges ab, ist die Anwendung des kovarianzbasierten Ansatzes zu empfehlen 
(prognoseorientierter Ansatz).
195 Dies lässt sich besonders vor dem Hintergrund der 
methodischen Vorgehensweise der beiden Ansätze veranschaulichen: Während bei ko-
varianzbasierten Ansätzen durch die Analyse der Varianz-Kovarianzmatrix versucht 
wird, die empirisch gewonnene Gesamtinformation durch das Kausalmodell zu repro-
duzieren, hat PLS eine möglichst exakte Schätzung der Ausgangsdaten zum Ziel.
196 
Einer der zentralen Aspekte der Methodenwahl stellt die Operationalisierung der Mo-
dellkonstrukte dar. Grundsätzlich ist die Anwendung sowohl formativer als auch ref-
lektiver Messmodelle in beiden Ansätzen möglich. Allerdings ist die Bestimmung for-
mativer Indikatoren im Rahmen kovarianzbasierter Verfahren nur unter bestimmen Vo-
raussetzungen durchführbar.
197 Deshalb sind für kovarianzbasierte Verfahren wie     
LISREL i.d.R. nur reflektive Modelle typisch.
198 Varianzbasierte Verfahren hingegen 
können ohne weitere Restriktionen neben reflektiven auch formative Messmodelle ver-
wenden, was in diesem Kontext und unter forschungstechnischen Gesichtspunkten die 
Vorteilhaftigkeit des PLS-Verfahrens unterstreicht.
199 Eine nicht durchdachte Auswahl 
der Analysemethode und die damit möglicherweise einhergehende Fehlspezifikation der 
Messmodelle kann zu massiven Ergebnisunterschieden führen, was eine empirische 
Untersuchung insgesamt in Frage stellen kann. Aus diesem Grund ist der Wahl des 
Strukturgleichungsverfahrens eine große Bedeutung beizumessen.
200 
Ein weiteres wichtiges Entscheidungskriterium für die Wahl des Strukturgleichungsver-
fahrens ist die Verteilungsanforderung. Aufgrund des iterativen Schätzverfahrens be-
nötigt der PLS-Ansatz keine Normalverteilung für die Schätzung der Parameter. Dies 
erweitert seine Anwendbarkeit gegenüber kovarianzbasierten Ansätzen, die eine multi-
variate Normalverteilung voraussetzen.
201 Aufgrund dessen wird das PLS-Verfahren 
auch häufig als „soft modeling“ bezeichnet. Auch die Anforderungen der zur Schätzung 
der Parameter erforderlichen Datenmenge sind beim PLS-Verfahren weniger streng 
als bei der kovarianzbasierten Alternative.  
                                                 
195  Vgl. Bruhn/Grund (2008), S. 866. 
196  Vgl. Weiber/Mühlhaus (2010), S. 253. 
197  So müssen z.B. auf formative Konstrukte immer mindestens zwei reflektive Konstrukte folgen, vgl. 
Herrmann/Huber/Kressmann (2006), S. 52 ff. Weitere Restriktionen finden sich bei Weiber/Mühlhaus 
(2010), S. 204 f.  
198  Vgl. Weiber/Mühlhaus (2010), S. 253. 
199  Vgl. Weiber/Mühlhaus (2010), S. 67. 
200  Vgl. dazu ausführlich Fornell/Bookstein (1982). 
201  Vgl. Chin (1998), S. 316. Methodische Aspekte linearer Strukturgleichungsmodelle                                                            37 
 
So sind häufig bereits deutlich kleinere Stichprobengrößen als beispielsweise bei 
LISREL ausreichend.
202 Zudem sind die Anforderungen hinsichtlich des Skalenni-
veaus relativ gering. Im Rahmen des PLS-Verfahrens können sowohl nominale, als 
auch ordinale und intervallskalierte Variablen zum Einsatz kommen.
203 
Neben weiteren Vorteilen wie der Robustheit gegenüber fehlenden Modellwerten
204 
bzw. Multikollinearität
205 birgt der PLS-Ansatz jedoch auch einen entscheidenden 
Nachteil. Aufgrund fehlender Verteilungsannahmen können keine inferenz-
statistischen Tests auf Basis der Verteilung durchgeführt werden. Dies hat zur Folge, 
dass die Beurteilung der globalen Modellgüte mit weitaus weniger statistischen Güte-
maßen erfolgen muss, als dies beim kovarianzbasierten Ansatz der Fall ist. Aus diesem 
Grund muss auf nicht-parametrische Tests sowie Resampling-Verfahren zurückgegrif-
fen werden, die zumindest eine Schätzung von Standardfehlern für die Pfadkoeffizien-
ten erlaubt.
206 
Darüber hinaus sind die Parameterschätzungen zwischen dem kovarianzbasierten An-
satz und dem PLS-Ansatz aufgrund ihrer unterschiedlichen Schätzverfahren nur schwer 
miteinander vergleichbar. So tendiert PLS im Vergleich zu kovarianzbasierten Ansätzen 
zu einer Unterschätzung der Pfade im Strukturmodell, während i.d.R. die Ladungen 
im Messmodell überschätzt werden. Diese systematischen Fehler liegen darin begrün-
det, dass PLS im Gegensatz zu LISREL, keine Minderungskorrektur der Regressions-
koeffizienten, sprich die Schätzung von reliablen Varianzanteilen bei gleichzeitiger 
Kontrolle der Messfehler, durchführen kann.
207 Während beim kovarianzbasierten Ver-
fahren bereits eine Vergrößerung der Stichprobe ausreicht damit sich die Schätzwerte 
den tatsächlichen Parameterwerten approximieren, ist beim PLS-Ansatz eine Erhöhung 
der Indikatorenzahl notwendig (consistency at large).
208 Aufgrund der tendenziellen 
Unterschätzung der Pfadkoeffizienten gilt PLS als konservatives Verfahren. In der For-
schungspraxis ist allerdings häufig zu beobachten, dass zwischen den Schätzern beider 
Verfahren keine bedeutsamen Unterschiede bestehen.
209 
  
                                                 
202  Vgl. dazu ausführlich Kap. 2.2.2. 
203  Vgl. Betzin (2005), S. 181 ff. 
204  Vgl. Cassel/Hackl/Westlund (1999), S. 438 ff. 
205  Vgl. Chin (1998), S. 316, Henseler/Ringle/Sinkovics (2009), S. 297. 
206  Vgl. Kap. 2.2.3.4. 
207  Vgl. Schloderer/Balderjahn (2006), S. 61. 
208  Vgl. Wold (1982), S. 25, Chin/Newsted (1999), S. 328 ff., Cassel/Hackl/Westlund (1999), S. 436 f. 
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Die wichtigsten Kriterien für einen Methodenvergleich zwischen der Kovarianz-
strukturanalyse und der Partial Least Squares-Analyse sind in Tab. 8 zusammengefasst:  
Kriterium  Varianzbasierte Ansätze  Kovarianzbasierte Ansätze 
Ziel  Erklärung empirischer Datenstrukturen  
(prognoseorientiert) 
Erklärung latenter Variablen /  
Indikatorvariablen  (parameterorientiert) 
Schätzprinzip  Iterative und nicht-iterative kleinste 
Quadrate-Schätzung 
Minimierung des Abstandes zw. modell-
theoretischer und emp. Kovarianz 
Verteilungs- 
annahmen  Keine multivariate  Normalverteilung   




(wenn Indikatorenzahl / Fallzahl hoch) 
Konsistent 
 
Gütekriterien  nicht-parametrische Verfahren  inferenzstatistische Verfahren 
Latente  
Variable  Werte der Variablen explizit geschätzt  Werte der Variablen nicht determiniert 
Messmodelle  formativ und reflektiv 
- Typischerweise nur reflektiv 




- Kleine Stichprobengröße  
- Mindestgröße zwischen 30-100 
  
- Relativ große Stichproben  
- abhängig von Komplexität des Modells 
und Schätzverfahrens 
- Mindestgröße zwischen 200-800  
Skalenniveau  Keine Einschränkungen  Mindestens intervallskaliert 
Theorie- 
anforderungen  Flexibel Hoch 
Modell- 
komplexität 
- Hohe Komplexität  
- z.B Modelle mit 100 latenten Konstruk-
ten / 1000 Indikatoren analysierbar 
- Kleine bis mittlere Komplexität 
- Modelle mit < 100 Indikatoren 
analysierbar 
Software  SmartPLS, PLSGraph, LVPLS  LISREL, AMOS, M-PLUS, EQS 
Tab. 8:  Vergleich von kovarianz- und varianzbasierten Methoden  
Quelle: Eigene Darstellung in Anlehnung an Chin/Newsted (1999), S. 314, Bliemel et al. (2005), S. 11, 
Gefen/Straub/Boudreau (2000), S. 34 ff., Herrmann/Huber/Kressmann (2006), S. 44. 
Im Fokus dieser Arbeit stand ein methodischer Vergleich zwischen varianzbasierten 
und kovarianzbasierten Ansätzen im Rahmen von linearen Strukturgleichungsanalysen 
mit latenten Variablen. Nach ausführlicher Darstellung beider Ansätze bleibt abschlie-
ßend festzuhalten, dass die Favorisierung eines Ansatzes stets im Kontext des aktuellen 
Forschungsprojektes zu sehen ist. Bei der Methodenauswahl sollten weniger for-
schungsökonomische Gründe (z.B. Stichprobengröße, restriktive Prämissen) im Vor-
dergrund stehen, als vielmehr der zielsetzende Charakter der jeweiligen Forschungsar-
beit sowie sachlogische Überlegungen hinsichtlich der messtheoretischen Operationali-
sierung der latenten Konstrukte. Allerdings teilt der Verfasser die Auffassung mit eini-
gen Autoren des Schrifttums, dass der PLS-Ansatz auch in Zukunft mehr an Bedeutung 
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