0. Introduction 0.0. The purpose of this paper is to connect two subjects:
1. The theory of quantum integrable systems.
Differential Galois theory.
Below we explain our motivation and then state the main results of the paper. The proofs of these results are based on the theory of D-modules. 0.1. In classical mechanics, by an integrable Hamiltonian system on an n-dimensional manifold X people mean a collection of functions I 1 , ..., I n on the cotangent bundle T * X, which are functionally independent and Poisson commute [Ar] . Consider the algebraic analogue of this situation. Let k be an algebraically closed field of characteristic zero. Let X be a smooth connected n-dimensional algebraic variety over k. By an integrable Hamiltonian system on X we mean a pair (Λ, f ), where Λ is an irreducible n-dimensional affine algebraic variety, and f : T * X → Λ is a dominant mapping whose generic fiber is Lagrangian. If Λ = A n , such a mapping is defined by an n-tuple I 1 , ..., I n of regular functions on T * X which are algebraically independent and Poisson commute. In particular, if n = 1 (X is a curve), then any nonconstant function defines an integrable system. 0.2. Now consider the quantum analog of this definition. First observe that the map f defines an embedding of rings of regular functions f * : O(Λ) → O(T * X), which is a homomorphism of algebras with a Poisson commutative image. The quantum analogue of the Poisson algebra O(T * X) is the algebra D(X) of differential operators on X. Therefore, by a quantum integrable system on X we mean a pair (Λ, θ), where Λ is an irreducible n-dimensional affine algebraic variety, and θ : O(Λ) → D(X) is an embedding of algebras. As before, if Λ = A n , such a mapping is defined by an n-tuple D 1 , ..., D n of differential operators on X which are algebraically independent and commute with each other. We denote the corresponding system by < D 1 , ..., D n >. For n = 1, any nonconstant differential operator D defines a quantum integrable system < D >.
Remark. In these definitions, we can take X to be a formal affine space, i.e. replace the ring of regular functions O(X) by the ring of formal power series k[[x 1 , ..., x n ]]. This generalization is useful because, as we will see, some interesting examples of quantum integrable systems have transcendental coefficients. 0.3. Given a quantum integrable system S = (Λ, θ) on X, and a point λ of Λ, one may consider the system of differential equations (1) θ(g)ψ = g(λ)ψ, g ∈ O(L)
-the eigenvalue problem for S. Define the rank of S to be the dimension of the space of formal solutions of this system near a generic point of X, for a generic λ ∈ Λ. This dimension is always finite. For example, if X = A n and S =< ∂/∂x 1 , ..., ∂/∂x n >, then the rank is 1, since the only, up to a constant, formal solution of (1) is e (λ,x) . If S =< x 1 , ..., x n > then the rank is zero since any formal solution of (1) is zero. If n = 1 and S =< D >, where D is a differential operator on X, then the rank is equal to the order of D.
0.4. In this paper, we concentrate our attention on quantum integrable systems of positive rank, i.e. on those which have nontrivial formal eigenfunctions. Among them, systems of rank 1 are especially simple, since their eigenfunctions can be explicitly computed. This motivates the following definition (cf. [CV2] ): a quantum integrable system S = (Λ, θ) is said to be algebraically integrable if there exists another quantum integrable system of rank 1, S ′ = (Λ ′ , θ ′ ), such that the image of θ ′ contains the image of θ. Thus, an algebraically integrable family of differential operators is simply a subset of a family of rank 1.
Our purpose is to give a criterion for a quantum integrable system to be algebraically integrable. This criterion is formulated in terms of differential Galois theory. 0.5. In differential Galois theory, one assigns to each linear ordinary differential equation of order r its differential Galois (=Picard-Vessiot) group, which is a Zariski closed subgroup in GL(r) [Ka] . Explicit solvability of the equation in quadratures is equivalent to the solvability of this group. This theorem is the differential analogue of Abel's theorem on the equivalence of solvability of a polynomial equation in radicals and solvability of its Galois group.
More generally, one can define the differential Galois group of a system of linear partial differential equations, which has a finite dimensional space of solutions. This is again a closed subgroup in GL(r), where r is the dimension of the space of solutions. In particular, if S = (Λ, θ) is a quantum integrable system, it turns out that for all points λ ∈ Λ in general position (cf. proposition 3.2), the corresponding Picard-Vessiot groups of the system (1) are (non-canonically) isomorphic and we call this group the differential Galois group of S. 0.6. Our main result is the following theorem.
Let S = (Λ, θ) be a quantum integrable system.
Theorem 1.
(1) The differential Galois group of S is a reductive algebraic group.
(2) The differential Galois group of S is commutative if and only if the system S is algebraically integrable.
Remark. In fact the differential Galois group DGal(S) of a system S is defined canonically as an algebraic group over the field k(Λ) of rational functions on Λ and it is a form of each of the groups considered in 0.5 for λ in general position. Moreover, the group DGal(S) is endowed with natural faithful representation on the space of formal solutions of (1) (cf. 4.4) and we prove (theorems 3.3 and 4.3) 0.7. At the end of the paper, we consider some examples. The first example deals with finite-zone ordinary differential operators [Kr] , which arise in the theory of equations of Korteweg-de-Vries type.
We call a differential operator L = d r /dx r + ... + a r (x) finite-zone if there exists another differential operator M , of order prime to r, such that [L, M ] = 0. In this case, there exists an irreducible polynomial P (λ, µ) such that P (L, M ) = 0. This polynomial defines an affine algebraic curve C = {(λ, µ) : P (λ, µ) = 0}. All such operators have been classified by Krichever [Kr,Dr] , and their coefficients express via theta-functions on the Jacobian of C.
Consider the quantum integrable system on the line
It is easy to see that this system has rank 1. This implies that the system S =< L >, of rank r, is algebraically integrable if and only if the operator L is finite-zone.
In this case, Theorem 1 implies: 0.8. The second example is an application of Theorem 1 to the Calogero-Moser system, which is a typical example of a quantum integrable system. Let E be an elliptic curve over C, ℘ the Weierstrass function on E, and m a complex number. Consider the differential operators on X = E n \D where D is the divisor of diagonals.
+ lower order terms .
It turns out that one can choose the "lower order terms" in L j , j ≥ 3, in such a way that L i , i ≥ 1 are pairwise commutative. Moreover, the operator L j is defined by these conditions uniquely up to adding a polynomial of L 1 , ..., L j−1 . Therefore, the operators L 1 , ..., L n give rise to a quantum integrable system S =< L 1 , ..., L n >, of rank n!, which is defined uniquely up to an isomorphism. It is called the elliptic Calogero-Moser system.
In [FV] , Felder and Varchenko computed the eigenfunctions of the CalogeroMoser system in the case when m is an integer. Their results imply that the Galois group of the system of differential equations L i ψ = λ i ψ is commutative for any λ i . By Theorem 1, this implies We note that although Theorem 3 tells us that we can extend the Calogero-Moser system, which has rank n!, to a system of rank 1, it does not tell us how to do it explicitly. That is, it does not tell us explicit formulas for the operators commuting with L 1 , ..., L n which we should add. This very interesting problem still remains 0.9. The paper is organized as follows. In sections 1 and 2 we introduce quantum completely integrable systems (QCIS) and discuss their basic properties. In section 3 we recall some basic notions of differential Galois theory. In particular, to each QCIS we attach an algebraic group, called the differential Galois group of this system. In section 4 we discuss generalizations of the results of the previous sections to the case of QCIS on formal varieties. Section 5 is devoted to examples and applications. In particular, we prove theorems 2 and 3. In sections 6 and 7 we present proofs of the main theorems of the paper (in particular, that of theorem 1). Some auxiliary results from commutative algebra are proved in the appendix.
1. Quantum completely integrable systems 1.0. Let X be a smooth connected affine algebraic variety of dimension n over k, where k is an algebraically closed field of characteristic zero. 
Definition. A quantum completely integrable system (QCIS) on X is a pair
For the proof see A.6. The meaning of this lemma is that a QCIS can be regarded as a family of Dmodules on X parameterized by the points of Λ, which are holonomic for generic λ.
1.3. We will be particularly interested in specializing the above family at the Grothendieck generic point η of Λ. In other words, consider the field of fractions of O(Λ), call it k(Λ), and let η ∈ Λ be the point corresponding to the canonical embedding O(Λ) → k(Λ).
In this case, X η will denote the variety
Definition. The rank rk(S) of S = (Λ, θ) is the dimension of the fiber of M S at a generic point of X η .
First examples.
(1) By definition, a QCIS S = (Λ, θ) on X with Λ ≃ A n is the same as a collection of n differential operators L i on X such that L i 's pairwise commute and are algebraically independent.
(2) Let X be as above and let S be the pair (X, i), where i is the natural embedding O(X) → D(X). This is the simplest QCIS, in particular, its rank equals zero. (3) Let X ≃ A n and let S = (Λ, θ) be a QCIS on X. In this case we can produce a new QCIS, F ourier(S), by setting F ourier(S) = (Λ, θ ′ ), where θ ′ is obtained by composing θ with the automorphism of D(A n ) that sends x i → ∂/∂x i and ∂/∂x i → −x i . Here x i are standard coordinates on A n . In particular, the QCIS of the previous example goes under the Fourier transform to a QCIS generated by the ∂/∂x i 's. The rank of the latter is 1 and the corresponding D-module M S identifies with O(X η ).
Partial order on the set of QCIS
2.1 Definition.
(1) We say that S ′ dominates S if there exists a map of algebras h : 
Consider now the set QCIS(X) of all QCIS on X. We introduce an equivalence relation ∼ on QCIS(X) to be the equivalence relation generated by 1-step equivalences as above. We denote the corresponding quotient set by QCIS(X)/ ∼.
Remark. It is easy to see that the D-modules
The following result is easy to verify.
Proposition. The relation of domination on QCIS(X) descends to a correctly defined partial order relation
Definition.
(1) Two elements S 1 , S 2 ∈ QCIS(X)/ ∼ are called 1-step comparable if either 
. By definition, this is an associative algebra over the commutative algebra
Proof. The first two points follow readily from the definitions.
To prove the third one, recall (1.3), that M S is a holonomic D-module on X η and therefore its endomorphism algebra is finite-dimensional over the field k(Λ) [Bo] .
Next result is non-obvious and its proof will be given in section 6.
Theorem. The algebra Z(S) is commutative.
Remark. In the case of dim(X) = 1 this result was proven in [Am] . In the general case a slightly weaker result can be found in [ML] .
The assertion follows by combining the theorem with lemma 2.2(1,3).
2.3. According to 2.1, the algebra End D(X η ) (M S ) depends only on the class of S in QCIS(X)/ ∼. Therefore, the same holds for the algebra
, it is easy to see that one can find a finitely generated algebra O(Λ ′ ) over O(Λ) that maps to D(X) and such that its field of fractions maps isomorphically to K.
Corollary 1. For each element S ∈ QCIS(X)/ ∼ there exists an element S max ∈ QCIS(X)/ ∼ with the following property:
If
Proof. To prove the corollary, take S max to be the element in QCIS(X)/ ∼ corresponding to the field
k(Λ) by the above proposition.
Corollary 2. Let S be a QCIS with rk(S)
= 0. Then rk(S) ≥ dim k(Λ) (Z(S) ⊗ O(Λ) k(Λ)).
Proof. Observe first, that if a QCIS S is dominated by another QCIS
We have:
Remark. One can easily show that the algebra Z(S) depends only on the comparability class of S.
2.4 Algebraically integrable systems.
Definition. A QCIS S is said to be algebraically integrable if it is dominated by
another QCIS S ′ with rk(S ′ ) = 1.
Lemma.
(
1) The property of algebraic integrability of a QCIS depends only on its class in QCIS(X)/ ∼. (2) A QCIS S is algebraically integrable if and only if rk(S max ) = 1. (3) A QCIS S is algebraically integrable if and only if rk(S)
Proof. The first point follows readily from lemma 2.1(1).
The second and the third points of the lemma follow as in corollary 2.3(2) by observing that
k(Λ) will be called the spectral field of S and for every S ′ = (Λ ′ , θ ′ ) dominating S with rk(S ′ ) = 1, the variety Λ ′ will be called the spectral variety of S (cf. 5.2).
Remark 2. As above, algebraic integrability of a QCIS S depends only on its comparability class.
Differential Galois group of a QCIS
3.0. Let X be as in 1.0. In this section for an algebraic group G over a field K, Rep(G) will denote the category of K-rational representations of G and F orget will denote the forgetful functor Rep(G) → V ect K .
3.1. In this subsection we will recollect certain facts from the theory of differential Galois groups [Katz] , [De] . Let first Y be a smooth connected algebraic variety over a field K of characteristic 0 (but not necessarily algebraically closed) and let
We define C(L) to be the full abelian tensor subcategory of the category of O-coherent D-modules on Y generated by L. This is a tensor category over K endowed with a fiber functor F y : C(L) → V ect K , which is defined by taking the fiber at the point y: N → N y for N ∈ C(L).
According to [De] , there exists an algebraic group, which we will denote by DGal(L, y), such that the pair (C(L), F y ) is equivalent to the pair (Rep(DGal(L, y)), F orget). The group of K-points of DGal(L, y) identifies with the group of automorphisms of the fiber-functor F y . We will denote by Ψ the corresponding tensor functor
Since the category C(L) is generated by the object L, the canonical representation of DGal(L, y) on L y is faithful, i.e. DGal(L, y) is naturally a subgroup in
For the proof the reader is referred to [Katz] .
Remark 1. Let L be a holonomic module on Y (not necessarily O-coherent). Assume now that L is O-coherent in a neighbourhood of y. Then we can define (C(L), F y ) by means of replacing Y by an open subvariety Y 0 containing y such that L becomes O-coherent when restricted to Y 0 . It is easy to verify, that the pair (C(L), F y ) constructed in this way does not depend on the choice of Y 0 up to a canonical equivalence. In this case the group DGal(L, y) will be defined as above. In the sequel, can(L) will denote the canonical object in
Remark 2. The group DGal(L, y) is called the differential Galois group of L with respect to y. Sometimes, when the choice of y is fixed we will omit the sub-script y in DGal(L). When K is algebraically closed, differential Galois groups DGal(L, y 1 ) and DGal(L, y 2 ) corresponding to different points y 1 and y 2 are (non-canonically) isomorphic (cf. [De] ). In fact, one can show using the results of [De] that there exists a group-scheme G(L) over Y endowed with a flat connection, whose fiber at a point y ∈ Y is canonically isomorphic to DGal(L, y).
Remark 3. More classically, the group DGal(L) is constructed as a Picard-Vessiot group (cf. 4.4).
3.2. Let S = (Λ, θ) be a QCIS on X.
Lemma. There exists an open subvariety
For a proof see A.6.
Remark. It is easy to see that rk(S) = 0 if and only if the localization of D(X) to U 0 vanishes.
Let us choose now a point x 0 ∈ X(k) contained in pr 1 (U 0 ). For any k ⊂ K, we will denote again by x 0 the corresponding K-point of X K . In particular, for K = k(Λ), this point will satisfy the requirements of 3.1 (remark 1) with respect to the D-module M S on the variety X η .
Definition. The differential Galois group DGal(S, x 0 ) of a QCIS S is set to be the differential Galois group DGal(M S , x 0 ).
Remark. As before, when the point x 0 is fixed, we will replace the notation DGal(S, x 0 ) simply by DGal(S).
By definition, DGal(S) is correctly assigned to S ∈ QCIS(X)/ ∼. Next result connects the group DGal(S) defined over the non-algebraically closed field k(Λ) with the "actual" differential Galois groups arising from specializing S at various geometric points of Λ (cf. 1.2).
We say that some property holds for almost all points of an algebraic variety Y if it holds for all geometric points except those belonging to a countable collection Proposition. For almost all points of Λ, the group DGal(M λ , x) is a form of DGal(S, x 0 ). Here x is an arbitrary point on X such that M λ is O-coherent in its neighbourhood.
Proof. The pair (X, S) can be defined over a countable algebraically closed subfield k 0 of k. From lemma 3.1 and from remark 2 in 3.1 it follows, that the assertion of the proposition holds for every point λ ∈ Λ(k) that does not belong to any of the proper subvarieties of Λ defined over k 0 .
Remark 1. In the sequel points λ ∈ Λ(k) that do not belong to any of the above subvarieties will be referred to as points in the generic position with respect to S.
Remark 2. The following assertion is unnecessary for us and its proof is left to the reader:
Weil's restriction of scalars functor.
3.3. Let S be as above. We have the holonomic D-module M S on X η and let can(M S ) be as in remark 1 of 3.1. Let V S := Ψ(can(M S )) be the image of can(M S ) under the equivalence of categories Ψ of 3.1. We have: dim(V S ) = rk(S) and DGal(S) is a closed subgroup of GL(V S ). By definition, V S is a generator of Rep(DGal(S)) as of a tensor category. This means, that as a representation of DGal(S) it is faithful.
Next theorem is one of our main results and we will prove it in section 7.
Theorem. The representation V S of DGal(S) is irreducible.
Proof. Indeed, DGal(S) admits a faithful irreducible representation and therefore it is reductive.
Corollary 2. For almost all points of
This is a combination of corollary 3.3(1) with proposition 3.2. 3.4. Let once again S be a QCIS on X.
Theorem. 
The proof of the theorem follows by applying this lemma to G = DGal(S) and V = V S , in view of 2.4(3) Corollary 1. Let S be algebraically integrable. Then for almost all points of Λ the group DGal(M λ ) is commutative.
Proof. The assertion readily follows from theorem 3.4 combined with proposition 3.2
Remark. From the lemma in remark 2 of 3.2, it is easy to deduce that if a QCIS S is algebraically integrable, the group DGal(S) is naturally a subgroup of the multiplicative group of the field
If V is a vector space, we call an algebraic sub-group of GL(V ) triangular if it is contained in a Borel subgroup of GL(V ).
Corollary 2. Let S be a QCIS with rk(S)
Proof. By corollary 3.3(2), the group DGal(M λ ) is reductive almost everywhere on Λ. If it is moreover triangular, this would mean that it is commutative. The assertion follows now by theorem 3.4.
Remark. Another way to phrase the above corollary is that if the D-module M λ for generic λ admits a filtration with successive quotients being O-coherent modules of rank 1 (generically on X), then the system S is algebraically integrable.
Generalization to the formal case
4.0. In this section X will stand for Spec(k[[x 1 , x 2 , ..., x n ]]). Similarly, O(X), k(X) and D(X) will denote the corresponding objects k[[x 1 , x 2 , ...,
Note that we are taking here algebraic (non-completed) tensor product.
4.1.

Definition. A quantum completely integrable system (QCIS) on X is a pair S = (Λ, θ), where Λ is an irreducible affine algebraic variety of dimension n over k and θ : O(Λ) → D(X) is an embedding of algebras.
Remark. In the formal setting we will assume that the QCIS we consider satisfy the following technical condition:
D(X) is finitely generated as an O(X) k(Λ) -module. This is done in order to exclude degenerate QCIS of the type 1.4(2).
As in 1.2, given a QCIS on X, D(X) can be viewed as a family of D-modules parameterized by Λ. We will consider the specialization of this family at the generic point η of Λ. As in section 1, we will get a module M S over D(X) k(Λ) . By the assumption, M S is coherent as an O(X) k(Λ) -module and rk(S) is defined as before 4.2. Partial order on the set of QCIS on X is defined as in 2.1 and all the results of section 2 render to the formal case without changes. Namely, we have:
is a finite field extension of k(Λ).
In fact, the proof of theorem 2.2 that is given in section 6 applies equally to the formal situation.
The definition of algebraic integrability as well as lemma 2.4 are restated without any changes.
4.3.
Let L be an O-coherent D(X) K -module for some k ⊂ K. As in 2.1 we can define the tensor category C(L) endowed with the fiber-functor F 0 : C(L) → V ect K that corresponds to the unique closed K-point of Spec(O(X) K ). We define the group DGal(S) as in 3.1.
Remark. If instead of D(X) K we considered the completed tensor product, all differential Galois groups would be trivial. This happens, in particular, for the D(X)-modules M λ for λ ∈ Λ(k). However, the reader can easily check that when K = k(Λ) and L = M S the group DGal(L) is never trivial.
Let us now put K = k(Λ) and L = M S as in the remark above. The corresponding differential Galois group will be denoted as before by DGal(S). This is an algebraic group over k(Λ) whose category of representations is generated by a distinguished object V S .
Theorem. The representation V S is faithful and irreducible.
Corollary 1. The group DGal(S) is reductive.
Corollary 2. The following conditions are equivalent:
(1) S is algebraically integrable.
The proof of theorem 4.3 does not differ from the proof of theorem 3.3.
4.4 Picard-Vessiot group. Let K and L be as in 4.3. The group DGal(L) has a different interpretation which is often helpful when one tries to compute it explicitly.
We say that k(X) K ⊂ L is a differential field extension if the action of D(X) K on k(X) K extends to its action on L.
Definition. A Picard-Vessiot extension of k(X) K corresponding to L is a differential field extension such that the following 3 conditions hold:
(3) L is minimal with respect to (1) and (2) Remark. Explicitly, a Picard-Vessiot extension corresponding to L can be constructed by adjoining to k(X) K formal solutions of the appropriate differential equation inside the bigger field
) under the isomorphism of (2) above. We have a natural isomorphism Sol(L) ≃ L 0 , where 0 is the closed point of X.
Consider now the group of automorphisms of a Picard-Vessiot extension of k(X) K corresponding to L that fix k(X) K ⊂ L and that commute with the action of D(X). This will be called the Picard-Vessiot group of L. It does not depend (up to a non-canonical isomorphism) on the choice of the Picard-Vessiot extension. By definition, an element of the Picard-Vessiot group is completely determined by its action on the vector space Sol(L), i.e. this group is a subgroup in GL(Sol(L))(K).
Proposition [De] . There exists a (non-canonical) isomorphism between the group of K-points of DGal(L) and the Picard-Vessiot group of L.
Remark. Analogous statement holds of course in the geometric ( = formal) situation as well. In this case the field k(X) K must be replaced by the field of rational functions on the variety X K .
Examples and applications
5.0. In this section X will be either a smooth connected algebraic variety of dimension n or a formal scheme as in section 4.
5.1. Let X be a formal line and let Λ = Spec (C[λ] ). We define a QCIS on X by setting θ(λ) = L, where L is a differential operator on X:
with N ≥ 1 and a 0 (0) = 0. We denote this QCIS by S(L), rk(S(L)) = N .
5.2.
The following definition comes from soliton theory (cf. [Kr] ).
Definition. The operator L is said to be of algebraic type if there exists an operator
(2) Q is a regular and semi-simple when it acts on the space Sol(M S(L) ) (cf.
4.4).
The classification of differential operators of algebraic type is given in [Kr] , [Dr] .
Proposition. The operator L is of algebraic type if and only if the QCIS S(L) is algebraically integrable.
Proof. Consider the field Z(S) ⊗ O(Λ)
k(Λ) acting on the fiber of M S(L) at 0. The proof of the proposition follows from the following general fact: Remark. Let L be algebraic and let Λ ′ be a spectral variety of S (cf. 2.4). The fiber of Λ ′ over η ∈ Λ bijectively corresponds to the eigenspaces of the corresponding operator Q on Sol(M S(L) ).
By combining 4.3 with the above proposition we get the following theorem:
Remark 1. It is well-known that solvability of the group DGal(S(L)) is equivalent to formal the solvability of the differential equation (L−λ)(ψ) in quadratures ( [Ka] ).
Remark 2. Algebraic integrability of an operator can be defined in an absolutely similar way in the geometric situation, i.e. when the formal line X is replaced by an affine smooth algebraic curve.
5.3
The Lamé operator. We will now consider an example of a QCIS on a curve, which in the next subsection will be generalized to higher dimensions. Let E be a smooth elliptic curve, and ℘-the Weierstrass function on E. Let also d dx be an invariant regular vector field on E, normalized in such a way, that with respect to some local parameter u near the origin,
This operator is called the Lamé operator [WW] . It defines a quantum integrable system on X = E \ 0 with Λ = A 1 as in 5.1. Eigenfunctions of the Lamé operator are called Lamé functions.
Introduce an anti-involution * : [CV1, CV2] 
is a monic polynomial of degree 2m + 1. Let us now show how to reprove the fact that the Lamé operator is of algebraic type using theorem 5.2(2). For this purpose let us recall a construction of Lamé functions due to Hermite.
Lemma.
(1) Let f be a rational function on E. Then the following conditions are equivalent: m + 1 points a 0 , a 1 , . ., a n with a i = a j for i = j and a 0 = 0 such that (Res a i (f ) , If now we put ψ f (x) = e f (x)dx for f ∈ H m we will get a Lamé function corresponding to the eigenvalue π(f ).
constant function. (b)f has poles only at
Let λ ∈ A 1 be a point in a generic position (cf. 3.2). We have the Picard-Vessiot group of the D-module M λ acting on the space Sol(M λ ) = Span(ψ f 1 , ψ f 2 ) for f 1 , f 2 being the two elements in the preimage π −1 (λ). The form of the solutions ψ f shows that ψ f 1 , ψ f 2 are eigenvectors of the PicardVessiot group (e.g. consider the action of d dx on Sol(M λ )) and since k is algebraically closed this implies that the group DGal(M λ , x) is commutative (cf. proposition 4.4). Here x is an arbitrary point of E other than 0.
Therefore, the Lamé operator is of algebraic type, according to theorem 5.2.
Remark. Note that H m is a spectral variety of S(L m ).
Calogero-Moser systems and the Chalyh-Veselov conjecture.
Let E be an elliptic curve as above. The Calogero-Moser system is a quantum integrable system on the variety X = E n \ D, where D is the divisor of diagonals. Let
be the vector fields on X defined as in 4.3. The following result is due to Olshanetsky and Perelomov [OP] :
The operator L j is defined by these conditions uniquely up to adding a polynomial of
The operators L 1 , ..., L n define a quantum integrable system on X which we denote by CM
The rank of CM n m equals n! and for n = 2 the system (III) reduces to the Lamé equation, which we considered in the previous section. [CV1] ) Let m be a non-negative integer. Then the system CM n m is algebraically integrable. Proof. To prove this theorem it is enough to show that for λ ∈ A n in generic position, the Picard-Vessiot group of the D-module M λ (cf. 1.2) is abelian. To do this, we need to write down solutions of this equation in a way similar to 5.3 using some recent results of [FV] .
Theorem. (a conjecture from
In [FV] , the authors construct an irreducible affine algebraic variety H n m , which is described as follows.
Let e i be the standard basis of k n , h be the hyperplane in k n defined by the equation i y i = 0, α i = e i − e i+1 , i = 1, ..., n − 1. Let R n m be the set of rational at the origin and m(n − 1) other simple poles a 1 , ..., a m(n−1) : m poles with residue α 1 , m poles with residue α 2 ,...,m poles with residue α n−1 . Let H n m be the set of those f ∈ R n m which satisfy: f (a i + x) + f (a i − x) has a zero at x = 0 for i = 1, ..., m(n − 1). These equations are called the Bethe ansatz equations, and the set H n m has a natural structure of an algebraic variety called the Hermite-Bethe variety. The dimension of H n m equals n−1. In the case n = 2, this situation reduces to the one described in the previous section.
Remark. Our terminology is slightly different from the one in [FV] ; namely, the Hermite-Bethe variety of [FV] is the product H 
and
(ii) the functions ψ f,t (x), where (f, t) runs over π −1 (λ), are linearly independent for λ in a generic position.
Thus, the functions ψ f,t for (f, t) ∈ π −1 (λ) span Sol(M λ ) and as in 5.3 it follows, that each of them is an eigenvector of the Picard-Vessiot group. Therefore this group is abelian and hence the group DGal(M λ ) is abelian as well. By corollary 3.4(1) this implies that the QCIS CM n m is algebraically integrable. Remark. The proof presented above is rather inexplicit: from the algebraic integrability of CM 6. Proof of the commutativity theorem 6.0. Our objective here is to prove theorem 2.2. In this section, we will consider objects endowed with an increasing filtration. If C is a filtered algebra, C n will denote the n-th term of its filtration and if t ∈ C n , σ n (t) will denote the image of t in C n /C n−1 .
By a filtered map between two objects we will mean a map strictly compatible with filtrations. In particular, if C 1 → C 2 is a filtered embedding of algebras, then gr(C 1 ) → gr(C 2 ) is an embedding as well.
6.1. Let X be a smooth connected affine variety and let H ⊂ D(X) be a commutative subalgebra. Let Z(H) denote the centralizer of H in D(X). Assume that Z(H) ⊗ H k(H) is finite-dimensional as a vector space over k(H). We want to prove
Theorem. Z(H) is commutative as well.
Theorem 2.2 follows from theorem 6.1 in view of lemma 2.2(3).
Let R
′ be an associative algebra without zero-divisors and let R ⊂ R ′ be a central subalgebra.
Definition.
(1) We say that an element r ′ ∈ R ′ is algebraic over R if there exists a non-zero
Proposition. Let A ⊂ B be an embedding of filtered associative algebras such that the following conditions hold:
is commutative and has no zero-divisors.
Then B is commutative as well.
Let us first deduce theorem 5.1 from the above proposition.
Proof of theorem 5.1. We must check that the three conditions above hold when we put A = H, B = Z(H). We define the filtrations on A and on B as being induced from the natural filtration on D(X). By definition, A ⊂ B is a filtered embedding and (1) and (3) hold also by definition.
(2) holds since
Therefore, Z(H) is commutative, by proposition 6.2.
6.3. Proposition 6.2 will follow from a series of auxiliary statements. Proof. Let t and t ′ be two elements in B ′ . We have to show that {t, t ′ } = 0. Take
to be a non-zero polynomial of minimal degree such that p(t) = 0. We have:
Since the ring B ′ has no zero-divisors, {t, t ′ } = 0 would imply that p ′ (t) = 0, which is a contradiction, since deg(p Step 1 It is enough to check that every homogeneous element in B ′ satisfies a polynomial equation over A ′ . Indeed, it is easy to see, that by the definition of almost finiteness, if the algebra R ′ is commutative too, the set of almost finite elements of R ′ over R forms a subalgebra.
Step 2 Let t be a homogeneous element of degree n in B ′ . Let t be an element in B with σ n (t) = t.
Choose a polynomial
We have σ k (p(t)) = q(t) = 0, and this proves our assertion.
Proof of the proposition. Suppose on the contrary that B were not commutative. Let k be the maximal integer, for which t · t ′ − t ′ · t ∈ B i+j−k for every i, j and t ∈ B i , t ′ ∈ B j .
Then B ′ := gr(B) acquires a Poisson structure in a standard manner: for t and t ′ homogeneous elements of degrees i and j respectively, set [t,
, where t and t ′ are any two elements in B i (resp. B j ) with σ i (t) = t (resp. σ j (t) = t). This is a Poisson structure on B ′ that satisfies the conditions of lemma 1. Hence it is trivial and this contradicts the assumption of minimality of k.
7. The irreducibility theorem 7.1. Let X be a smooth connected algebraic variety over a field k of dimension n and let S = (Λ, h) be a QCIS on X. Recall the notations of 3.3. Here we will present a proof of theorem 3.3. 
7.2.
Proof. By the definition of DGal(S), we must show that the object can(M S ) is irreducible in C(M S ). Suppose on the contrary, that this is not the case. This would mean that there exists a non-trivial short exact sequence:
By definition, the category C(M S ) is a full abelian subcategory of the category of D-modules on some open dense subset U of X η . Therefore, there exists a short exact sequence of D-modules on X η :
Consider now N 2 as a D-module on X.
Proof of lemma 2. According to proposition A.5, 2n
The latter satisfies:
by lemma A.3. However, N 2 is a non-zero holonomic D-module on X η and therefore dim D(X η ) (N 2 ) = n. Thus, we get that dim D(X) (N 2 ) equals n + n = 2n. Now we are ready to conclude the proof of the theorem by making the folowing observation:
Lemma 3. Let X be a smooth connected algebraic variety and let M be a nonzero D-module on X which is a quotient of
By applying this lemma to N 2 we see that either N 1 or N 2 is zero, which is a contradiction. Therefore the theorem is proved.
A.3. Let C ⊂ A 0 be a finitely generated central sub-domain and let x be a point in Spec(C) with the residue field k x .
To prove this assertion one has to pass to the corresponding associated graded objects, where it becomes well-known.
A.4. Let now A and B be two filtered algebras as in A.1 and let φ : A → B be a map. Let M be a finitely generated B-module, which is moreover finitely generated over A.
One can ask the following question: when is it guaranteed that dim A (M ) = dim B (M )? Unfortunately, we do not know the general answer. Below we will consider several cases that are needed for our purposes in this paper.
The following assertion is easy:
Lemma. The following conditions are equivalent:
(1) For some B− good filtration on M , gr(M ) is finitely generated as an A−module.
(2) For every B−good filtration on M , gr(M ) is finitely generated as an A−module. (3) There exists an A−good filtration on M , which is compatible with the B−action.
A.5. Let now B be of the form B = A ⊗ C, where C is a commutative finitely generated algebra, and assume also that B i = A i ⊗ C. Let M be as in A.4.
Proof.
Step 1 Lemma 1. It is enough to assume that C is a polynomial algebra on one variable.
This follows from the Noether normalization lemma and from lemma A.4. By induction, it is enough to consider the case when C = k[T ].
Step 2 Step 3
Lemma 3. Let M be k[T ]-flat. Then
Proof of the claim. The first point follows readily from A.3. In order to prove the second one, let us denote by K the field k(t) and by A K , M K the corresponding objects A ⊗
Consider the map M K → M K given by the multiplication by T − t. This map is an injection and its cokernel is naturally isomorphic to M ⊗ k(Λ))+dim(Λ) ≥ dim(X)+dim(Λ) = 2dim(X).
The last inequality follows from Bernstein's inequality. However, by A.5, we have that 2dim(X) = dim A (M ) ≥ dim B (M ) and therefore, dim B (M ) = 2dim(X).
A.6. Lemma 1. Let A and B be two commutative finitely generated algebras. Let φ : A → B be an algebra map such that B finitely generated over A as an algebra. Let also M be a B-module. Then For a proof, see [AK] . Corollary A.5 combined with this lemma prove lemma 3.2. Lemma A.6(2) combined with corollary A.5 implies now the assertion of lemma 1.2(1).
