This paper investigates the problem of scheduling jobs on multiple speed-scaled processors without migration, i.e., we have constant α > 1 such that running a processor at speed s results in energy consumption s α per time unit. We consider the general case where each job has a monotonously increasing cost function that penalizes delay. This includes the so far considered cases of deadlines and flow time. For any type of delay cost functions, we obtain the following results: Any β-approximation algorithm for a single processor yields a randomized βBα-approximation algorithm for multiple processors, where Bα is the αth Bell number, that is, the number of partitions of a set of size α. Analogously, we show that any β-competitive online algorithm for a single processor yields a βBα-competitive online algorithm for multiple processors. Finally, we show that any β-approximation algorithm for multiple processors with migration yields a deterministic βBα-approximation algorithm for multiple processors without migration. These facts improve several approximation ratios and lead to new results. For instance, we obtain the first constant factor online and offline approximation algorithm for multiple processors without migration for arbitrary release times, deadlines, and job sizes. All algorithms are based on the surprising fact that we can remove migration with a blowup of Bα in expectation.
INTRODUCTION
Saving energy is a major concern in today's information technology, which more and more consists of mobile batterypowered devices. One way to deal with this problem is to embed speed-scaled processors that adjust their speed dynamically according to the current need. This is of great advantage, since for most CMOS based systems it has been observed that the energy consumption grows proportional to the cube of the processor speed s [9] . We consider the more general case that there is a constant α > 1 such that running a processor at speed s results in s α (typically, α = 2 or α = 3 [9] ). More specifically, this paper investigates energy minimization for a set J := {1, . . . , n} of jobs, whereas each job j ∈ J has a release time rj ∈ R + and a size/work pj ∈ R + . A job volume of δs is processed by a processor running at speed s for δ time units, resulting in energy/power consumption/cost δs α . Hence, the slower a processor runs, the fewer energy is consumed. Preemption is allowed, i.e., a job may be interrupted at any time, and then resumed at the point of preemption with no penalty. To penalize delay, each job j ∈ J has a monotonously increasing delay cost function hj : R + → R + . Specifically, if j is finished at time t > rj , then its delay cost is hj (t − rj). The objective is then to minimize the energy cost plus the sum of delay costs. This includes the two so far considered cases of deadlines and flow time. More specifically, we can model deadlines by setting the delay cost to infinity after some time, and we can model flow time with linear delay cost functions, that is, hj (x) = x, for each job j. Speed-scaled scheduling was originally introduces by Yao, Demers, and Shenker [21] with deadlines. On the other hand, flow time was introduced to speed-scaled scheduling by Albers and Fujiwara [2] . For a survey on algorithmic problems in power management, we refer to [15] .
Current trends lead towards multi-processor architectures on a single chip, giving rise to the question of balancing work among processors. While the single processor case has received a considerable amount of attention [21, 2, 6, 8, 4, 11, 7, 17, 20, 12, 5, 18] , much less is known about the multiprocessor case. Therefore, this paper investigates the problem of scheduling jobs on m identical speed-scaled processors without migration, i.e., each job needs to be assigned to a single processor. This contrasts to the case with migration which allows that a job is processed by different processors, whereas a job is never processed by two processors in parallel. As mentioned in [16] , finding algorithms with constant approximation guarantees is easy for a constant number of processors, since we can then simply schedule all jobs on a single processor with known single processor algorithms. Hence, the main difficulty stems from the fact that the number of processors m is unbounded. Previous work for deadlines. Yao, Demers, and Shenker presented a polynomial time algorithm for deadlines on a single processor [21] , called YDS-algorithm. This algorithm iteratively finds the time interval with the highest density, and then decreases the number of jobs by removing the jobs contained in this interval. Moreover, they presented a 2 α−1 α α -competitive online algorithm (AVR) which processes each unfinished job with speed equal to its density. Finally, they proposed to schedule all unfinished jobs optimally with the YDS-algorithm at each time step in order to select the speed and currently processed job according to this schedule (OA). Bansal, Kimbrel, and Pruhs [6] showed that this natural strategy is α α -competitive. They also presented an algorithm with improved competitive ratio 2(
α . This algorithm also computes the speed according to job densities, and then processes the unfinished job with the earliest deadline. Deadlines on multiple processors. Albers, Müller, and Schmelzer [3] showed that speed-scaled scheduling with deadlines is strongly NP-hard for multiple processors, even for unit size jobs (pj = 1, for each job j ∈ J). Furthermore, for this special case, they presented an α α 2 4α -approximation algorithm. This algorithm clusters the jobs according to their densities, and then dispatches the jobs round-robin to the processors independently for each cluster. The optimal YDS-algorithm is then applied separately to each processor. Previous work for flow time. For the special case of unit size jobs, Albers and Fujiwara [2] presented a polynomial time algorithm for flow time on a single processor. They also proposed the natural algorithm to set the speed such that the power consumption is proportional to the number of unfinished jobs. This matches the observation of Pruhs, Uthaisombut, and Woeginger [20] that in any locallyoptimal schedule for flow time, each job j is run at a power proportional to the number of jobs that would be delayed if j would be delayed. However, Albers and Fujiwara only showed that a batched variant of this natural algorithm has competitive ratio 8.3e(
On the other hand, Bansal, Pruhs, and Stein [8] showed that this natural algorithm is indeed 4-competitive. All these results are for unit size jobs. The first constant competitive algorithm for arbitrary size jobs was also presented in [8] . The competitive ratio of this algorithm is O( 
) by
Lam et al. [18] , and recently to (3 + ǫ) by Bansal, Chan, and Pruhs [5] . All these algorithms basically extend the natural idea of setting the speed such that the power consumption matches the number of unfinished jobs, which corresponds to the currently aggregated delay. Moreover, Chan et al. [12] gave a O(α 3 )-competitive algorithm for nonclairvoyant speed-scaled scheduling on a single processor with flow time, that is, the sizes of the jobs are not fixed beforehand. Flow time on multiple processors. The multiprocessor case was first discussed by Bunde [10] for unit size jobs. However, Lam et al. [17] presented the first constant competitive online algorithm for arbitrary job sizes. Specifically, the competitive ratio is 2ηǫ times the competitive ratio of the single processor algorithm in [8] , where
for an arbitrary ǫ > 0. As in [3] , the jobs are first clustered, and then round-robin dispatched to the processors independently for each cluster in order to apply the single processor algorithm in [8] . However, the jobs are clustered according to their sizes instead of their densities. The bounded speed model. There are also many interesting results for speed-scaled scheduling with bounded speed processors [11, 4, 16, 17] , that is, we have some constant T that bounds the speed of each processor.
Contributions. Let Bα denote the αth Bell number [14] , that is, the number of partitions of a set of size ⌈α⌉ (we use the brackets ⌈⌉ to generalize the Bell numbers to noninteger-valued α). The Bell numbers have the well-known asymptotic behavior
where λ(α) = α/W (α) and W is the Lambert W function [19] . Hence, Bα < α α . Moreover, for the important values α = 2 and α = 3, B2 = 2 and B3 = 5, respectively. For technical reasons, we assume in the following that m ≥ α. However, since α is a small costant and m part of the input, this covers all relevant cases. The following theorem for speed-scaled multiprocessor scheduling is proven in Section 2: Theorem 1. For any type of delay cost functions, any β-approximation algorithm for a single processor yields a randomized βBα-approximation algorithm for multiple processors without migration, whereas the running time stays the same. Analogously, any β-competitive online algorithm for a single processor yields a randomized βBα-competitive online algorithm for multiple processors without migration.
To prove Theorem 1, we simply assign the jobs uniformly at random to the processors, and then apply the single processor algorithm separately to each processor. We then use a ball-into-bins interpretation for the analysis. A similar strategy was used in the previous multiprocessor algorithms [17, 3] , but they both used a deterministic round-robin strategy to dispatch the jobs. Using the method of conditional expectations, we even obtain a derandomized version, which is proven in Section 3:
Theorem 2. For any type of delay cost functions, any β-approximation algorithm for multiple processors with migration yields a (deterministic) βBα-approximation algorithm for multiple processors without migration, whereas we need to add O(n α+4 ) to the running time.
An interesting fact is that these theorems can be applied to any type of delay cost functions, which includes deadlines and flow time, but also weighted flow time [8] and many other reasonable delay cost functions not yet considered in literature. Although not mentioned in the theorems, both theorems hold analogously for unit size jobs such that an improved single processor algorithm also yields an improved multiprocessor algorithm. Finally, it is worth mentioning that both theorems also hold for nonclairvoyant jobs, but not for the bounded speed model. The following list only summarizes the most important implications, but it can be straightforward extended to special cases and generalizations:
• The optimal single processor YDS-algorithm [21] for deadlines yields a randomized Bα-approximation algorithm for multiple processors and deadlines, which gives the first constant factor approximation algorithm for arbitrary release times, deadlines, and job sizes. Moreover, this significantly improves the approximation guarantee for unit size jobs from [3] (e.g. for α = 2 and α = 3, we improve 1024 and 110592 to 2 and 5, respectively). Finally, since there is a nontrivial extension of the YDS-algorithm that solves the multiprocessor case with deadlines and migration in polynomial time [1] , Theorem 2 implies that there is even a deterministic Bα-approximation algorithm for multiple processors without migration.
• The 2(
α -competitive single processor algorithm for deadlines in [6] yields a randomized 2(
) α e α Bα-competitive online algorithm for multiple processors and deadlines, which also gives the first constant competitive online algorithm for arbitrary release times, deadlines, and job sizes.
• The (3 + ǫ)-competitive single processor algorithm for flow time in [5] yields a randomized online algorithm for multiple processors and flow time with competitive ratio (3 + ǫ)Bα. Note that even if we combine the round-robin approach of Lam et al. [17] with the improved single processor algorithm in [5] , our randomized approach is still significantly better for small α (e.g. we improve the competitive ratio by the factor 2ηǫ/Bα, which is ≈ 7.63 and ≈ 6.63 for α = 2 and α = 3, respectively). However, their approach is deterministic.
PROOF OF THEOREM 1
To prove Theorem 1, we will show in this section how to turn an algorithm A for a single processor with approximation ratio β into an algorithm for multiple processors. Recall that we consider arbitrary delay cost functions. This conversion works as follows: Assign each job j ∈ J uniformly at random to one of the m processors, and then use algorithm A to schedule the assigned jobs separately on each processor. We refer to the resulting algorithm as A * . The correctness of this algorithm is obvious. To see the running time, assume that nr jobs are assigned to processor r. Then, for any monotonously increasing polynomial p(x) of degree at least one, it holds that
which shows that algorithm A * inherits the running time of algorithm A. Note that this conversion also works for online algorithms. Hence, the following results apply to the online case as well. To analyze the approximation ratio, recall that Bα, the αth Bell number [14] , is the number of partitions of a set of size ⌈α⌉. Analogously, the jth Stirling number for α elements, S(α, j), is the number of partitions of a set of size ⌈α⌉ into j subsets (the brackets ⌈⌉ are used to generalize the Bell and Stirling numbers to non-integervalued α). Therefore, we obtain the equation
It is a well-known recurrence relation of the Stirling numbers of the second kind that for each 1 < j < α,
This recurrence relation can also be easily verified. Moreover, Dobinski's formula [13] gives the surprising closed form
For instance, the first seven Bell numbers starting with B1 are 1,2,5,15,52,203,877.
Theorem 3. It holds that algorithm A * is a randomized βBα-approximation algorithm. More specifically, the approximation ratio is even
Theorem 1 immediately follows from Theorem 3. Specifically, Theorem 3 states that the approximation ratio converges to Bα as m → ∞. But if m is small, then the approximation ratio is even much better than the αth Bell number. For instance, the approximation ratio is β3/2 for α = m = 2. For the sake of simplicity, we will mostly consider integervalued α in the following, and then generalize the results to arbitrary-valued α > 1.
Let R + 0 := {x ∈ R | x ≥ 0} and R + := R + 0 \{0}. We say that a vector x ∈ (R + 0 ) m is constant if xi = xj, for each pair 1 ≤ i ≤ j ≤ m. Let Sm be the m-dimensional Euclidean sphere with unit radius, and let S + m := {x ∈ Sm | xj ≥ 0, 1 ≤ j ≤ m} be the positive part of this sphere, which is compact in the topological sense, i.e., it is bounded and closed. Let Pn := P(J) be the set of all subsets of jobs, and let P := Pm be this set for the special case n = m. For a subset Γ ∈ Pn, let φn(Γ) be the probability that if we assign the jobs J uniformly at random to the processors, then exactly the subset Γ of these jobs is assigned to some fixed processor, and let φ(Γ) := φm(Γ) be the same probability for the special case n = m. It clearly holds that
Using this, define the function Φn :
We remove the constant vector (0, . . . , 0) from the domain of Φ to avoid division by zero. Analogously, let then Φ : (R + 0 ) m \{(0, . . . , 0)} → R be the function Φ for the special case n = m. Observe that Φ is scaling-invariant, i.e., Φ(λx) = λΦ(x), for any λ > 0 and x ∈ (R + 0 ) m \{(0, . . . , 0)}. We illustrate this in Figure 1 . The function Φ is motivated by the following lemma: Lemma 1. Algorithm A * is a randomized β maxx Φ(x)-approximation algorithm.
Proof. Consider an optimal schedule S with migration, and let C and F be the energy and delay cost, respectively. Observe that we do not require in the following that this schedule is computed, but we only need it as a relaxation, since the total cost C + F is clearly at most the cost of an optimal schedule without migration. Let then t0 = 0 < t1 < . . . < tq be a sequence of times such that {rj, dj | j ∈ J} ⊂ [0, tq] and for each 1 ≤ i ≤ q, every processor processes at most one job during the time interval [ti−1, ti) in S, and if a job is processed, then this job is processed during the complete interval, i.e., it is not finished before ti. Note that we do not require that q is polynomially bounded. Since S is optimal, the convexity of the objective function implies that each processor uses a single speed in each of these time intervals. For each 1 ≤ i ≤ q and each job j ∈ J, let sij be the processing speed of job j in time interval [ti−1, ti). If a job j is not processed during this time interval by some processor, then we set sij := 0. Hence, by the definition of S, there are at most m jobs j with sij = 0. We conclude that the energy cost C of schedule S satisfies
We now construct a schedule S ′ without migration from S as follows: First, assign every job j ∈ J uniformly at random to one of the m processors, and let A : J → {1, . . . , m} be the resulting assignment, i.e., job j ∈ J is assigned to processor A(j). For each 1 ≤ r ≤ m, let Jr(A) := {j ∈ J | A(j) = r} be the jobs that are assigned to processor r. Then, for each
sij .
This speed ensures that processor r can sequentially process the jobs Jr(A) during time interval [ti−1, ti) such that for each such job j ∈ Jr(A), the work (ti − ti−1)sij of its total work pj is processed. This already yields the final schedule S ′ . Since each job is assigned to only one processor, there is no migration in S ′ . In the following, we will first bound the expected value of the energy cost C ′ of S ′ . For each 1 ≤ i ≤ q and 1 ≤ r ≤ m, note that 
is the energy cost of all processors in this time interval in schedule S. Consider now a fixed 1 ≤ i ≤ q. Since all jobs are uniformly assigned at random to the processors, all random variables C ′ ir , 1 ≤ r ≤ m, have the same expected value, which is
By linearity of expectation, this yields that
which implies with equation (5) 
, where s is the n-dimensional vector that contains the speeds sij , j ∈ J, in an arbitrary order (assume wlog that s = (0, . . . , 0)). Let now s ′ be an arbitrary m-dimensional subvector of s that contains the non-zero speeds, but possibly also some zeros. Such a vector exists, since by the definition of the sequence t0 < t1 < . . . < tq, there are at most m non-zero speeds. Observe that Φ(s ′ ) = Φn(s). Thus, we obtain that E [C ′ i ] /Ci ≤ maxx Φ(x). Using this, linearity of expectation implies that
which shows that the expected energy cost of S ′ is at most maxx Φ(x) times the energy cost of S. Let now F ′ be the delay cost of schedule S ′ . By the construction of S ′ , note that F ′ ≤ F , since a job can only be finished earlier. By combining this with equation (6), it follows that
Now consider the schedule computed by algorithm A * , say S * , with energy and delay cost C * and F * , respectively. Analogously, for each 1 ≤ i ≤ q and 1 ≤ r ≤ m, let C * ir be the energy cost of processor r in time interval [ti−1, ti). Moreover, for each 1 ≤ r ≤ m, let F ′ r and F * r be the delay cost of processor r in S ′ and S * , respectively, i.e., the delay cost of the jobs that are assigned to this processor. Since we also assign the jobs uniformly at random in algorithm A * , and then apply the β-approximation algorithm A separately to each processor, it follows for each processor r that
Therefore, by linearity of expectation,
which completes the proof of the claim together with inequality (7) . Note that this proof works as well if S is an optimal schedule without migration. However, we need that S is an optimal schedule with migration for the proof of Theorem 2.
Lemma 2. For an integer-valued α, the vectors that maximize the function Φ are the constant vectors.
Proof. Recall that the positive part of the euclidean sphere S + m is compact. Consequently, the continuous function Φ has a global maximum in S + m . Moreover, since Φ is scaling-invariant as illustrated in Figure 1 , we conclude that Φ has a global maximum although it holds that its domain (R + 0 ) m \{(0, . . . , 0)} is unbounded, and hence not compact. There are two possibilities, Φ takes its maximum either in the interior of its domain, which is (R + ) m , or at the boundary of its domain, which is {x ∈ (R + 0 ) m \{(0, . . . , 0)} | ∃i : xi = 0}. First, assume that there is an x at the boundary that maximizes Φ with xi = 0 for some 1 ≤ i ≤ m. But it is then easy to see that Φ(x) increases if we set xi to 1, which shows that this case is not possible. Hence, we only have to consider the interior of the domain of Φ.
For contradiction, assume now that there is a non-constant x ∈ (R + ) m which yields an extremal value. Since Φ is differentiable, it is a well-known fact that all partial deviates of Φ in x must be zero. Moreover, because at least two dimensions in x must differ, we can wlog assume that x1 > x2 ≥ 1, since we can otherwise simply scale this vector and permute the dimensions. Using the quotient rule, we can compute the partial derivative of Φ in x and dimension 1 as
where
and let
Hence, the partial derivative (9) is zero if and only if Z1 = Φ(x). Using the fact that φ(Γ) = φ(Γ ′ )/(m − 1), for each pair of subsets Γ ′ ⊂ Γ ⊆ J with |Γ| = |Γ ′ | + 1, and the binomial formula, we can rewrite Z1 as
where the coefficients b0, b1, . . . , bα−1 > 0 are defined as
Moreover, we can analogously define Z2 with respect to dimension 2 which we can also rewrite as
where Z2 = Φ(x) as well. Consequently, it holds that Z1 = Z2. Finally, if x1 > x2 ≥ 1, then for each 0 ≤ i ≤ α − 1, we have
By combining this with equations (10) and (11), it follows that Z1 < Z2, which contradicts Z1 = Z2.
Lemma 3. For an integer-valued α with α ≤ m,
Proof. We know from Lemma 2 that if x maximizes Φ, then x is constant. Hence, using the scaling-invariance of Φ, we can choose x = (1, . . . , 1). In this case,
It is worth mentioning that although there is a close relation, we cannot simply apply Dobinski's formula (3) to upper bound (12) . Instead, we inductively construct a sequence of functions f0, f1, . . . , fα. Let f0(t) := (1 + t) m , and for each
For each 1 ≤ i ≤ α, note there is a sequence of coefficients c(i, 1), c(i, 2), . . . , c(i, i) which are independent of t such that we can write
By the definition of the functions f1, . . . , fα, it is easy to verify that for any 1 ≤ i ≤ α and 1 < j < i, the recurrence relation
is satisfied. In combination with the fact that c(i, 1) = c(i, i) = 1, for any 1 ≤ i ≤ α, we conclude with the recurrence relation of the Stirling numbers of the second kind in equation (2) 
On the other hand, by the binomial formula,
which yields with the definition of the function f1, f2, . . . , fα that
Therefore, by equations (12) and (13),
which proves the claim.
Proof of Theorem 3. By combining Lemmas 1 and 3 with equation (1), we find that the claim holds for integervalued α with α ≤ m. We used the restriction that α is integer-valued for the sake of simplicity. However, for any x in the domain of Φ, it is easy to see that Φ(x) increases monotonously for increasing α. Therefore, since we use the brackets ⌈⌉ to generalize the Bell numbers to non-integervalued α, the claim holds for any α > 1 with α ≤ m as well.
PROOF OF THEOREM 2
To prove Theorem 2, we show how to derandomize the conversion presented in Section 2. Recall the proof of Lemma 1. In this proof, we considered an optimal schedule with migration, whereas we needed this schedule only as a relaxation.
However, assume that we can compute a β-approximation S of such a schedule in polynomial time as claimed in Theorem 2. Let C and F be the energy and delay cost of S, respectively, and let t0 < t1 < . . . < tq be the sequence considered in Lemma 1 with respect to S. Since S was computed in polynomial time, we have that q must be polynomial. We moreover assume that q = O(n), since this holds for any known offline algorithm. If not, then our derandomization still works in polynomial time, but it is harder to bound the additional running time Consider an arbitrary job assignment A : J → {1, . . . , m}. By using the method described in the proof of Lemma 1 with the modification that we use assignment A instead of a random assignment, we can construct a schedule S ′ without migration from S. This can be done in polynomial time O(nm). For such an assignment A, let C(A) and F (A) be the energy and delay cost of the resulting schedule S ′ , respectively. Finally, we call a job assignment A partial if only a subset of the jobs J(A) ⊂ J is assigned to some processors. In this case, C(A) and F (A) are random variables that describe the energy and delay cost of the resulting schedule S ′ if we assign the remaining jobs J\J(A) uniformly at random to the processors. As already exploited in Lemma 1, the construction of S ′ clearly implies that F (A) ≤ F for any assignment A. We need the following lemma:
Lemma 4. Given a partial assignment A, we can compute the expected value E [C(A)] in polynomial time O(n α+2 ).
Proof. Analogously as in the proof of Lemma 1, we define the speed sij for each 1 ≤ i ≤ q and j ∈ J with respect to S. Moreover, for each 1 ≤ r ≤ m, let again Jr(A) := {j | A(j) = r} be the jobs assigned to processor r. Finally, for each 1 ≤ i ≤ q and 1 ≤ r ≤ m, let sir(A) be the random variable that describes the speed of processor r in time interval [ti−1, ti) in S ′ , where S ′ is some random schedule constructed from S with the assignment A. Recall that the energy cost of S ′ is C(A). Hence, by linearity of expectation, it holds that
Therefore, we need to analyze the expected value E [sir(A) α ] for each 1 ≤ i ≤ q and 1 ≤ r ≤ m. Now, consider a fixed 1 ≤ i ≤ q and 1 ≤ r ≤ m, and let P r n := {Γ ∈ Pn | Γ ∩ J(A) = Jr(A)}.
be the set of all possible sets of jobs which can be assigned to processor r subject to the constraint that the jobs Jr(A) are definitely assigned to this processor. Moreover, let Thus, we can compute this sum in time O(log n). Moreover, since this sum only depends on the integer value c − a, we can initially compute all possible values of such a sum in time O(n log n), and store these values in an array. Finally, it clearly holds that |Ω(J)| ≤ n α . By combining these two facts with equation (16), it follows that we can compute E [sir (A) α ] in time O(n α ). Therefore, by equation (14) and the assumption that m ≤ n, we can compute C(A) in polynomial time O(n α+2 ), which proves the claim.
Lemma 4 allows us to apply the method of conditional expectations to deterministically construct a non-partial assignment A with C(A)+F (A) ≤ Bα(C +F ). To this end, observe that we know from the proof of Lemma 1 and Lemma 3 that E [C(A)] ≤ BαC for the assignment A with J(A) = ∅. Now assume that we have a partial assignment A which assigns some jobs J(A) ⊂ J, where possibly J(A) = ∅, and consider a job jnext ∈ J\J(A). Then, for each 1 ≤ r ≤ m, let Ar be the extension of A which assigns the jobs J(A) ∪ {jnext}, where Ar(j) = A(j) for j ∈ J(A), and Ar(jnext) = r. By Lemma 4, we can compute the expected costs we see that E [C(A)] can only decrease. Hence, by starting with the empty assignment, we finally obtain a non-partial assignment A with C(A) ≤ BαC. In combination with the fact that F (A) ≤ F , this proves the claim of the theorem. To see the running time with Lemma 4, observe that we have to compute less than n 2 expected values.
