Many work was done for filiform Lie algebras defined by M. Vergne [8] . An interesting fact is that this algebras are obtained by deformations of the filiform Lie algebra L n,m . This was used for classifications in [4] . Like filiform Lie algebras, filiform Lie superalgebras are obtained by nilpotent deformations of the Lie superalgebra L n,m . In this paper, we recall this fact and we study even cocycles of the superalgebra L n,m which give this nilpotent deformations. A family of independent bilinear maps will help us to describe this cocycles. At the end an evaluation of the dimension of the space Z 2 0 (L n,m , L n,m ) is established. The description of this cocycles can help us to get some classifications which was done in [2, 3] .
for all A ∈ G α , B ∈ G β and C ∈ G γ .
For such a Lie superalgebra we define the lower central series
Definition 1.2.
A Lie superalgebra G is nilpotent if there exist an integer n such that C n (G) = {0}.
We define for a Lie superalgebra G = G 0 ⊕ G 1 two sequences :
Theorem 1.1. Let G = G 0 ⊕ G 1 be a Lie superalgebras. Then G is nilpotent if and only if there exist (p, q) ∈ N 2 such that C p (G 0 ) = {0} and C q (G 1 ) = {0}.
Proof. If the Lie superalgebra G = G 0 ⊕ G 1 is nilpotent the existence of (p, q) such that C p (G 0 ) = {0} and C q (G 1 ) = {0} is obvious.
For the converse, assume that there exist (p, q) such that C p (G 0 ) = {0} and C q (G 1 ) = {0}, then every operator ad(X) with X ∈ G 0 is nilpotent. Let Y ∈ G 1 , as is nilpotent for every Y ∈ G 1 . By Engel's theorem for Lie superalgebras [6] , this implies that G is nilpotent Lie superalgebra. Definition 1.3. Let G be a nilpotent Lie superalgebra, the super-nilindex of G is the pair (p, q) such that : C p (G 0 ) = {0}, C p−1 (G 0 ) = {0} and C q (G 1 ) = {0}, C q−1 (G 1 ) = {0}. It is and invariant up to isomorphism.
1.2.
Cohomology. We recall some definition from [1] .
By definition, the superspace of q-dimensional cocycles of the Lie superalgebra G = G 0 ⊕ G 1 with coefficient in the G-module A = A 0 ⊕ A 1 is given by
Hom(
This space is graded by C q (G;
where c ∈ C q (G; A), u 1 , . . . , u q0 ∈ G 0 and v 1 , . . . , v q1 ∈ G 1 and satisfies
for q = 0, 1, 2 . . . and p = 0, 1.
(G; A) with p = 0 or p = 1 the restriction of d to the space C j p (G; A). This operator permit to define the spaces :
where p = 0 or p = 1. Therefore we have :
1.3.
Algebraic variety of nilpotent Lie superalgebras. We recall some facts from [5] .
Let L n p,q be the set of Lie superalgebras law over 
Let V = V 0 ⊕ V 1 be a Z 2 -graded vector space of dimension n with dim V 0 = p + 1 and dim V 1 = q. Let G(V ) be the group of linear map of the type g = g 0 + g 1 where g 0 ∈ GL(V 0 ) and
The algebraic group G(V ) acts on the variety L n p,q in the following way : 
One can obtain an extension of V with a structure of vector space by extending the coefficient domain from k to k ((t)), the quotient power series field of k
Notation. Let A 2 p,q be the set of bilinear forms φ :
where
Definition 1.4. Let ν 0 be the law of the Lie superalgebra G. A deformation of ν 0 is a one parameter family
where ν i ∈ A 2 p,q for i ≥ 1, ν t satisfy the Jacobi formal identities :
The coefficient of t k of the formal Jacobi identity is
for all A ∈ G α , B ∈ G β and C ∈ G γ . This last relations are called the deformation equations.
For k = 0 we get the Jacobi identity of the Lie superalgebra ν 0 . For k = 1 the condition on the coefficient t implies the next proposition : Proposition 1.1. Let ν 0 be a Lie superalgebra and ν t of it :
n,m with multiplication ν 0 and ν t be a deformation of it. We write ν 0 = µ 0 + ρ 0 + b 0 where :
For ν t to be a deformation in N p,q n,m , we must have :
for all x i in G 0 and y in G 1 . Proposition 1.1 implies that
We will note F n,m the set of filiform Lie superalgebras.
Remark. We can write the set of filiform Lie superalgebras as the complement of the closed set for the Zariski topology of the nilpotent superalgebras with supernilindex (k, p) such that k ≤ n − 1 and p ≤ m − 1. Hence the set of filiform Lie superalgebras is an open set of the variety of nilpotent Lie superalgebras.
As for the filiform Lie algebras [8] , there exists an adapted base of a filiform Lie superalgebra :
The proof is the same as for Lie algebras [8] ( see also [3] ).
where the other brackets vanished, dim L 
Proposition 2.1. Every filiform Lie superalgebra
where µ 0 + ρ 0 is the law of L n,m , and S 0 . , S Proof. Using the theorem 2.1, for every filiform lie superalgebra we have an adapted base B {X 0 , X 1 , . . . , X n , Y 1 , Y 2 , . . . Y n } such that the product of G is given by :
where Φ[X 0 , Z] = 0 for every vector Z ∈ G. This product satisfies the Jacobi identity
Let Z i , Z j be two vectors of the adapted base B of G. We have Φ• Φ(X 0 , Z i , Z j ) = 0 because Φ(X 0 , •) = 0. The relation (1) becomes :
Also we have for every Z i , Z j , Z k ∈ B \ {X 0 } :
As the superalgebra is nilpotent, X 0 / ∈ ImΦ shows :
for all U, V, W ∈ G, where • is the graded Nijenhuis-Richardson bracket. This
This lead us to the study of the 2-cocycles of L n,m .
Proof. It is clear that Ψ can be decomposed into a sum of three homogeneous maps :
where g i is an even element and h j an odd element of L n,m . This prove that ψ is a cocycle of the filiform Lie algebra L n . As µ 0 + ρ 0 + Ψ is nilpotent, ψ(X i , X j ) has no component on X 0 . This implies that ρ 0 (h t , ψ(g i , g j )) = 0 and
This prove that both maps ρ and b are cocycles.
We are reduced to study each space associated to the decomposition of Ψ.
Cocycles of Hom
Let ψ be a 2-cocycle of L n,m belonging to Hom(G 0 ∧ G 0 , G 0 ). Then ψ is a 2-cocycle of the Lie algebras L n . From [8] , these cocycle are written as a linear sum of the following cocycles :
Let (k, s) be a pair of integers such that 1 ≤ k ≤ n − 1, 2k ≤ s ≤ n. There exists an unique cocycle of L n satisfying :
The cocycles ψ i,j give the nilpotent deformations of the filiform Lie algebra L n .
2.2.
Cocycles of Hom(G 0 ⊕G 1 , G 1 ). These cocycles are described in the following proposition :
It satisfies : Proof. Let ρ k,s be a cocycle such that :
then by induction on r and j we prove that
The bilinear mapping ̺ i,j with 1 ≤ i, j ≤ m defined by :
The prove is obvious. 
We can prove by induction on j that if ρ(X j , Y 1 ) = 0 for 1 ≤ j ≤ n then ρ ≡ 0.
We can assume that ρ(X 0 , Y j ) = 0, if not, we consider the cocycle
It is easy to see that there exists a linear combination of ρ i,j such that
Using the previous paragraph, we have that ρ ′ ≡ 0 we deduce that ρ = m j=1 r i,j ρ i,j , and if ρ(X 0 , Y j ) was not zero, ρ will be
this prove that ρ i,j and ̺ k,r are generator. As they are linearly independent, we have a base.
Cocycles of Hom(G
In this case, we will not give a basis for this cocycles, but we will give the dimension of this space.
Let b be a cocycle in Hom(
Then b has to verify the two conditions :
where g i ∈ L 0 n,m and h t , h r , h s ∈ L 1 n,m . Now we will focus or work on relation (2). Note that if g i is linearly independent of X 0 , then (2) is satisfied. We suppose that g i = X 0 . Consider the adapted basis (2) is written :
Lemma 2.1. Let b be a symmetric bilinear mapping satisfying (4) , such that
Proof. Let us prove that b(Y i , Y i+k ) = 0 for every k. For k = 0 we have :
Suppose that the relation is true up to k. For k + 1 we have : We define the vector space E of the symmetric bilinear maps satisfying the relation
Proposition 2.5. The symmetric bilinear maps f p,s with 1 ≤ s ≤ n and
with convention C −1 −1 = 1 and 0 otherwise; and
Proof. Let b ∈ E be a symmetric bilinear map. It is easy to see that there exists coefficient a p,s ∈ C such that Using the fact that
Proof. A cocycle f satisfies the two relations (2) and (3). A consequence of this is that f (Y m , Y m ) = a m,n X n . We deduce that f ∈ E. To satisfy relation (3), f has to satisfy the relation
This prove that relation (2) is satisfied and that every map f satisfying (3) is a cocycle.
The maps f p,s are not always cocycles. Let b
where α 
Proof. Using theorem 2.6 every cocycle of Hom(G 1 ∨ G 1 , G 0 ) is given by :
with a p0,s0 = 0.
We can write f like :
As f is a cocycle, we have :
Let us consider the component on X s0−2p0+i+1+m , we have :
This proves that b s0,p0 is a cocycle, as f − a s0,p0 b s0,p0 . Using the cocycle f − a s0,p0 b s0,p0 , we prove by induction that f is given by a linear combination of the cocycles b 
If b
p,s is indecomposable, we stop. If not, we have b
with k 1 > k 0 , this sequence is increasing and has an upper bound, therefore it exists k r such that b The theorem shows that the determination of a basis of
is reduced to the case A p,s = ∅. 
Proof. Let f p,s be a cocycle from the proposition. If
Let (p, s) be such that 2p = m − k and 1 ≤ s ≤ n − k − 2, we will proof that f p,s is not a cocycle. We have Proof. Let q be such that 1 ≤ q ≤ min{m − 1, n − 2}, s = n − m − q − 1 + 2p and p such that 2 + m + q − n ≤ 2p ≤ m − q + 1.
Let's proof that there exists (α 
this is established in the theorem 2.3.
