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Resumen La finalidad de esta línea de investigación es
el estudio y resolución de problemas de optimización com-
binatoria mediante la utilización de métodos aproximados.
Particularmente, nuestro trabajo se enfoca en el análisis y
desarrollo de algoritmos metaheurísticos basados en trayecto-
ria y en población, así como también híbridos, que permitan
resolver eficientemente problemas genéricos como es el caso
de QAP y problemas específicos y del mundo real como FAP
y TSP. También consideramos la posibilidad de distribuir y/o
paralelizar estos métodos dependiendo de la complejidad del
problema a resolver.
Palabras claves: Bioinformática, ADN, metaheurísticas,
secuenciamiento de un genoma, ensamblado de fragmentos,
métodos de búsqueda híbrida y distribuida, optimización
combinatoria.
CONTEXTO
El proyecto de investigacón en el cual se enmarca esta
línea de investigación se denomina “Resolviendo problemas
complejos con técnicas metaheurísticas avanzadas”. Este
proyecto es dirigido por la Dra. Carolina Salto y llevado
a cabo en el Laboratorio de Investigación de Sistemas Inteli-
gentes (LISI), de la Facultad de Ingeniería de la Universidad
Nacional de La Pampa. Los integrantes de este laboratorio
mantienen desde hace varios años una importante vinculación
con investigadores de la Universidad Nacional de San Luis
(Argentina) y de la Universidad de Málaga (España), con
quienes se han realizado varias publicaciones conjuntas.
I. INTRODUCCIÓN
Como es bien conocido, el problema de asignación cuadrá-
tica (QAP, del Inglés Quadratic Assignment Problem) es un
problema de optimización combinatoria NP-duro que forma
parte del núcleo de muchos problemas del mundo real [1].
Diversas aplicaciones en áreas tan diferentes como Investiga-
ción Operativa, Optimización Combinatoria y Computación
Paralela y Distribuida [2], [3], [4], [5], [6], [7], [8], [9],
[10] pueden modelarse por medio de este problema. En
particular, el interés de nuestra línea de investigacón se centra
en los problemas combinatorios, tales como: el problema del
viajante de comercio (TSP del Inglés Travelling Salesman
Problem), el problema de ensamblado de fragmentos de ADN
(FAP del Inglés Fragment Assembly Problem), diversos
problemas de planificación de tareas, entre otros.
En general, la dificultad de este tipo de problemas radica
en buscar la solución óptima en un espacio de soluciones de
elevada complejidad. En el caso de los métodos de búsqueda
exactos, esta dificultad se traduce en tiempos de cómputos
inviables para hallar una solución óptima. En cambio, los
métodos aproximados, especialmente las metaheurísticas,
reducen considerablemente la complejidad temporal para ob-
tener soluciones óptimas o quasi-óptimas. En consecuencia,
esto implica una reducción significativa de los costos de
cualquier organización a la hora de resolver esta clase de
problemas.
Las metaheurísticas obtienen soluciones que cumplen con
la calidad requerida y los tiempos de demora impuestos
en el campo industrial, además permiten estudiar clases
genéricas de problemas en lugar de instancias de problemas
particulares. En general, las técnicas que obtienen mejores
resultados (en precisión y esfuerzo) al resolver problemas
complejos y del mundo real usan metaheurísticas. Sus cam-
pos de aplicación van desde la optimización combinatoria,
bioinformática, telecomunicaciones a la economía, software
ingeniería, etc, que necesitan soluciones rápidas con alta
calidad [11].
Existen diferentes formas de clasificar y describir las
técnicas metaheurísticas [12], [13], [14]. Dependiendo de
las características que se seleccionen se pueden obtener
diferentes taxonomías: basadas en la naturaleza y no basadas
en la naturaleza, con memoria o sin ella, con una o varias
estructuras de vecindario, etc. Una de las clasificaciones más
populares las divide en metaheurísticas basadas en trayecto-
ria y basadas en población. Las primeras realizan búsquedas
orientadas a la explotación del espacio de soluciones al
manipular en cada paso un único elemento de dicho espacio.
En tanto que, las segundas son métodos orientados a la
exploración del espacio de búsqueda, ya que trabajan sobre
un conjunto de elementos (población). Esta taxonomía se
muestra de forma gráfica en la figura 1, que además incluye
las principales metaheurísticas.
En los últimos años, el interés en combinar metaheurísticas
(metaheurísticas híbridas) ha aumentado considerablemente
en el área de optimización [15]. Combinaciones de algorit-
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Fig. 1. Clasificación de las metaheurísticas.
mos tales como metaheurísticas basadas en población y=o
en trayectoria, programación matemática, programación con
restricciones y técnicas de aprendizaje automático (machine
learning) proveen algoritmos de búsqueda muy poderosos.
Los objetivos de esta línea de investigación son: analizar,
diseñar y desarrollar algoritmos metaheurísticos basados en
trayectoria y en población, así como también híbridos, que
permitan resolver eficientemente problemas genéricos como
es el caso de QAP y problemas específicos y del mundo real
como FAP y TSP.
II. DESARROLLO
En esta sección describimos los desarrollos que se llevan
a cabo en esta línea de investigación, pero primero introdu-
cimos una breve descripción de cada uno de los problemas
a resolver.
El Problema de Asignación Cuadrática es un problema
clásico de optimización combinatorio, en el cual se encuentra
un vasto número de problemas de diseño y de distribución de
recursos en diferentes campos, donde la decisión a tomar es
una asignación de elementos de un conjunto en otro. El QAP
es considerado como un problema complejo y dificultoso de
resolver y puede establecerse como un conjunto de n ele-
mentos distintos que deben ser localizados (asignados) en n
localidades distintas minimizando el costo. En cada localidad
sólo puede haber un elemento y todos los elementos deben
ser asignados a una localidad. Por cada par de localidades
el costo es calculado como el producto de la distancia entre
las localidades y el flujo asociado a los elementos en las
localidades. El costo total es la suma de todos los costos
asociados a cada par de localidades.
En tanto que, FAP es un problema resuelto en las primeras
fases del proyecto del genoma y por lo tanto muy importante,
ya que los demás pasos dependen de su precisión. El proceso
de ensamblado de fragmentos consiste en: una primera fase
de superposición (calcula el puntaje de solapamiento entre
los fragmentos), una segunda de distribución (encuentra el
orden de los fragmentos basado en el puntaje de similitud
computado) y una tercera de consenso (deriva la secuencia
de ADN a partir de la distribución anterior). Una resolución
óptima del problema se produce cuando el algoritmo es capaz
de ensamblar un determinado conjunto de fragmentos en uno
solo contig. Un contig es una secuencia en la que el solapa-
miento entre los fragmentos adyacentes es mayor o igual
a un umbral predefinido (parámetro de corte denominado
cutoff ).
El problema del viajante de comercio, es uno de los
problemas de optimización combinatoria NP-duros más am-
pliamente estudiado. Su declaración es engañosamente sim-
ple: un viajante busca el camino más corto para pasar por
m ciudades. En otras palabras, una persona debe visitar
un conjunto de m ciudades, comenzando en una ciudad
determinada y finalizando en la misma ciudad; luego de haber
visitado todas ellas sólo una vez. Esto significa que nunca
regresa a una ciudad ya visitada, excepto la primera.
Desde el punto de vista de la optimización combinatoria,
la construcción de un consenso (en FAP) es similar a la
de un recorrido en un problema del viajante de comercio.
Esto es porque cada fragmento tiene una ubicación específica
en la formación de una secuencia en la etapa de consenso.
Aunque los puntos terminales de un recorrido de TSP sean
irrelevantes ya que su solución es un recorrido circular de
ciudades, en el caso de FAP estos puntos son importantes ya
que ellas representan los extremos opuestos de la secuencia
original de ADN. En TSP el ordenamiento de las ciudades
es la solución final al problema. En cambio para FAP, el
ordenamiento de fragmentos es sólo un resultado intermedio
que será utilizado en la fase de consenso. Por otra parte,
estos dos problemas son formulados como casos especiales
de QAP.
Por un lado, nuestro trabajo consiste en profundizar el
estudio sobre la robustez de las metaheurísticas poblacionales
basados en colonia de hormigas (Ant Colony Optimization
-ACO-) [16] para resolver TSP. Con el propósito de estudiar
la robustez de una metaheurística se analizan las diferencias
entre las soluciones encontradas para las instancias sin y
con ruido. Si no se detectan diferencias (estadísticamente
significativas), la metaheurística muestra un comportamiento
neutro (insensible, indistinto) a pequeñas variaciones en los
datos de entrada. Consecuentemente, esta metaheurística se
considera robusta para resolver instancias ruidosas. De esta
forma, si ACO resultara una metaheurística robusta para TSP
podríamos adaptarla fácilmente para resolver las instancias
con ruido de FAP.
Por otra parte analizamos el comportamiento de los ensam-
bladores metaheurísticos que hasta el momento han mostrado
un mejor desempeño: ISA (Inversion Simulated Annealing),
PALS (Problem Aware Local Search) y GAG50 (Genetic Al-
gorithm with a Greedy seeding strategy) [17], [18], [19]. Los
ensambladores ISA, PALS y GAG50 han logrado una mejor
calidad de los resultados, ya sea medida por medio del fitness
o por el número final de contigs. Además, han sido capaces
de resolver eficazmente un conjunto completo de instancias
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con un esfuerzo computacional mínimo [17], [19], [20],
[21]. Teniendo en cuenta las virtudes de estos ensambladores
desarrollamos una nueva metaheurística híbrida para resolver
instancias de mayor tamaño de FAP, denominada SAX. El
objetivo perseguido con SAX es combinar la potencialidad
de ISA como ensamblador de fragmentos con operadores
de recombinación genéticos como intensificadores de la
búsqueda.
Finalmente, dado que SAX y PALS demostraron resolver
eficientemente el problema de ensamblado de fragmentos
[22], [18] analizaremos el comportamiento de estas dos
metaheurísticas en la resolución del problema genérico QAP.
III. RESULTADOS OBTENIDOS/ESPERADOS
En esta sección presentamos los resultados obtenidos de
nuestra investigación en el transcurso del año 2012 y los
esperados en el 2013.
Con respecto al análisis de robustez de ACO, frente a la
presencia de ruido en instancias de TSP, esperamos encon-
trar evidencia empírica que demuesre fehacientemente dicha
característica. Estos resultados nos permitirán una mejor
adaptación de esta técnica metaheurística a la resolución de
instancias con o sin ruido de FAP.
Por otra parte, desarrollamos un nuevo ensamblador, de-
nominado SAX, para resolver FAP [22]. Este ensamblador
es la combinación de una heurística basada en trayectoria
(ISA) con un operador genético de cruce basado en el orden
(OX, Order Crossover). El componente ISA le permite a
SAX utilizar el procedimiento por inversión para generar
dos nuevas soluciones y así extender la exploración hacia
regiones de búsqueda prometedoras, además de, utilizar el
criterio de Boltzman para escapar de óptimos locales. El
componente OX incrementa la explotación de las regiones
prometedoras en el espacio de búsqueda. De esta forma,
SAX encuentra distribuciones óptimas con altos puntajes de
suporposición para todas las instancias de FAP.
Finalmente esperamos encontrar resultados que demues-
tren empíricamente que SAX y PALS son aplicables al grupo
de problemas derivados de QAP. Es importante destacar
que, tanto en esta investigación como en las dos anteriores,
las conclusiones obtenidas del análisis de resultados son
verificadas rigurosamente a través de los correspondientes
tests estadísticos.
IV. FORMACIÓN DE RECURSOS HUMANOS
Durante el año 2012, integrantes del proyecto han reali-
zado diversos cursos de postgrado directamente relacionados
con la temática del proyecto, con el objetivo de llevar a cabo
carreras de postgrado en un futuro cercano.
En tanto que, en el LISI se trabaja con alumnos avanzados
en la carrera Ingeniería en Sistemas en temas relacionados a
la resolución de problemas de optimización usando técnicas
inteligentes, con el objeto de guiarlos en el desarrollo de sus
tesinas de grado y, también, de formar futuros investigadores.
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