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Sequential Estimation of Parameter in a Certain Class of Stochastic Processes 
M.V. Muddapur and C.P.P. Halakatti, Karnarak Uniuersitg?, Dharwad, India 
Let { ,Y( t ), t 2 0) be the Koopman-Darmois family of processes indexed by a real 
parameter 8 E (a, b). The problem of unbiased estimation of 8 is considered. The 
variance of the estimate is required not to exceed a pre-assigned upper bound. I Jsing 
the transitive sufficient statistic, a method of achieving this through sequential 
methods has been given. Two phase observation is considered. The first phase 
observation is not on9y use4 to determine the period of the second phase observation, 
but is also directly used in estimating the parameter. The method of estimation has 
been illustrated for some particular cases of Koopman-Darmois family. 
Bayes aad Minimax Sequential Tests under Discounting for the Wiener Mean 
H.J. Vaman, Rangahru Universit>, Bangalore, India 
DeGroot has shown that for testing a simple hypothesis concerning the drift of 
a Wiener process under continuous observation, the minimax sequential procedure 
under a genera: cost function is the Bayes solution which is known to be the 
continuous analogue of Wald SPRT. The present paper extends this result by 
allowing continuous discounting of the future. Although now the loss given a 
stopping rule is a nonlinear function of the test duration, the minimax procedure 
is shown to be the Bayes solution. It is established further, using the continuous 
time optimal stoppin g lheory HS developed by Grigelionis and Shiryev, that the 
Jhyes solution continues to be the SPRT. 
