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Introduction
Pour répondre à la demande constante de l’augmentation des débits des transmissions
numériques, le laboratoire Bell a proposé dans les années 90 un système utilisant plusieurs
antennes à l’émission et à la réception pour transmettre les messages des utilisateurs. Ces
systèmes nommés MIMO pour Multiple Input Multiple Output permettent d’augmenter
théoriquement le débit proportionnellement au nombre d’antennes émettrices. Par la suite,
ces systèmes ont été utilisés non plus pour augmenter le débit mais pour augmenter la fia-
bilité de la transmission en utilisant des codes introduisant de la redondance. Ces systèmes
commencent à faire l’objet de normes IEEE et sont peu à peu utilisés dans les technologies
actuelles.
Ce travail s’inscrit dans le cadre d’une thèse CIFRE, menée en collaboration entre la société
IPSIS (Ingénierie Pour Signaux et Systèmes) et l’équipe SCEE (Signal, Communication
et Électronique Embarquée) de Supélec membre du laboratoire IETR (Institut d’Électro-
nique et des Télécommunications de Rennes). Le but est de concevoir un moyen d’écoute de
signaux issus de systèmes MIMO pour la DGA (Délégation Générale de l’Armement). Ce
projet a été divisé en deux parties, la première, réalisée par l’UBO (Université de Bretagne
Occidentale), consiste en la détection et l’interception des signaux MIMO, ainsi que l’es-
timation des paramètres de la transmission, c’est à dire le nombre d’antennes émettrices,
la modulation et le code MIMO. La seconde est l’objet de cette thèse et cherche à estimer
les symboles transmis sur des canaux MIMO instantanés ou convolutifs et constants ou
variables.
Dans ce travail, notre problématique est d’estimer les sources de manière aveugle en sup-
posant connus les paramètres de transmission, mais sans connaissance du canal et sans
symboles pilotes. La méthode la plus utilisée pour ce type de contexte est la séparation
aveugle de sources. Cependant, ce type de méthode estime les sources à une permutation
et à une rotation près. Nous avons cherché à lever ces ambiguïtés introduites par la BSS,
autant que faire se peut, en utilisant la redondance des sources introduite par les codes
MIMO. D’autre part, la séparation aveugle utilisant une implémentation à gradient sto-
chastique est lente à converger, ce qui la rend difficilement utilisable sur des canaux qui
varient rapidement dans le temps. Pour éviter cet inconvénient, nous avons utilisé deux
types de méthodes, la première est une séparation aveugle de sources implémentée de
manière algébrique, permettant ainsi une convergence rapide de l’algorithme. La seconde
méthode est l’utilisation d’un filtre de Kalman initialisé de manière aveugle pour pour-
suivre les variations du canal. Cette dernière méthode peut être utilisée à la fois sur des
canaux instantanés ou des canaux convolutifs variant dans le temps.
Le chapitre 1 a pour but de présenter les systèmes MIMO ainsi que les techniques
qui leurs sont associées. Après avoir présenté le modèle théorique et les différents canaux
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de tels systèmes, nous aborderons les techniques de codage MIMO que nous avons utilisé.
Nous poursuivrons sur les décodages que nous utiliserons avec le filtre de Kalman. Finale-
ment, nous donnerons un bref aperçu des techniques utilisées pour estimer les paramètres
d’émission.
Le chapitre 2 présente le principe de la séparation aveugle de sources, ainsi que ses
inconvénients. Puis nous détaillerons les pré et post-traitements qui lui sont associés. Un
état de l’art sera ensuite effectué pour présenter les différents critères et les différentes
implémentations de la séparation aveugle existantes.
Le chapitre 3 propose des méthodes pour estimer les sources transmises tout en évi-
tant les phases et la permutation introduites sur les sources par la séparation aveugle de
sources. Les méthodes que nous utilisons pour lever ces ambiguïtés exploitent la redon-
dance introduite par les codes MIMO. Ainsi, nous proposons trois critères, chacun associé à
un code MIMO en l’occurrence le code d’Alamouti, de Tarokh ou le code d’Or. Les minima
de chacun de ces critères sont déterminés à travers une étude théorique. Des simulations
sur canaux instantanés et fixes viennent compléter l’étude théorique.
Le chapitre 4 est exclusivement dédié aux méthodes algébriques. Ces méthodes per-
mettent une convergence rapide contrairement aux algorithmes de séparation utilisant un
gradient stochastique. Jusqu’à présent, seul le critère appelé CM (Constant Modulus) était
implémenté de manière algébrique, conduisant ainsi à une convergence extrêmement ra-
pide comparé aux méthodes à gradient stochastique. Dans ce chapitre, nous proposons
une implémentation algébrique du critère nommé MM (MultiModulus). Nous appellerons
cet algorithme AMMA pour Analytical MultiModulus Algorithme. Ce dernier permet de
retrouver les sources à une phase de kπ/2 près au lieu d’une phase arbitraire pour le CM et
permet d’atteindre de meilleures performances. Des simulations, obtenues sur des canaux
instantanés et variables, illustreront ces dires.
Le chapitre 5 propose d’utiliser une approche totalement différente pour estimer les
sources sur des canaux variables : l’utilisation d’un filtre de Kalman initialisé par une
séparation aveugle de sources. Ce chapitre se focalise sur les canaux instantanés et va-
riables. Le filtre de Kalman permet de poursuivre les variations d’un canal qui fluctue très
rapidement. Le filtre de Kalman utilise, pour estimer le canal, les symboles transmis à l’ins-
tant courant, ainsi, pour estimer ces derniers un égaliseur est utilisé. Le filtre de Kalman
est habituellement utilisé dans des transmissions coopératives puisqu’il doit être initialisé
par des symboles pilotes. Ne possédant pas de tels symboles dans un contexte aveugle,
nous proposons d’utiliser la séparation aveugle de sources pour estimer les premiers sym-
boles transmis et ainsi initialiser le filtre de Kalman. Des simulations comparerons les
performances obtenues avec ce filtre dans le cas aveugle et dans le cas coopératif. Des
simulations complémentaires comparerons le filtre de Kalman utilisé en aveugle avec l’al-
gorithme AMMA proposé dans le chapitre 4.
Le chapitre 6 aborde notre problématique dans un contexte de canaux convolutifs et
variables temporellement. En effet, peu de travaux existent pour estimer les sources dans
un tel contexte à l’aide de la séparation aveugle de sources. Les seules contributions exis-
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tantes sont adaptées uniquement aux canaux convolutifs invariants dans le temps. Nous
avons donc associé, comme dans le chapitre 5, le filtre de Kalman à la BSS afin de pouvoir
estimer les sources de manière aveugle dans un environnement convolutif et variable.
Nous allons maintenant présenter au fil de ce document des méthodes pour estimer les
symboles transmis de manière aveugle sur des canaux allant des plus simples, c’est à dire
fixes et instantanés, aux plus complexes, i.e. variables et convolutifs.
Chapitre 1
Les systèmes MIMO
Historiquement, les transmissions MIMO ont été conçues en 1996 par le laboratoire Bell
[Fos96] afin d’augmenter la capacité du canal. Ce type de transmission utilise plusieurs
antennes en émission et plusieurs antennes en réception afin de transmettre un message.
Par la suite des techniques de codage [Ala98, TJC99a, BRV05] ont été proposées afin
d’utiliser les transmissions à antennes multiples, non plus pour augmenter la capacité du
canal mais pour augmenter la fiabilité de la transmission. Au niveau du récepteur de nom-
breuses techniques de décodage ont été proposées, comme l’égaliseur du forçage à zéro ou
le décodeur à maximum de vraisemblance,...
Ce chapitre vise donc à se familiariser avec les systèmes MIMO et les techniques de co-
dage/décodage qui leurs sont associées. Un premier paragraphe est dédié aux transmissions
MIMO, c’est à dire au modèle théorique, aux différents types de canaux de transmission
et enfin à la notion de diversité utilisée dans les systèmes MIMO. Par la suite, nous pré-
senterons les codes MIMO utilisés dans cette thèse. Finalement, différentes techniques de
décodage seront détaillées.
1.1 Les transmissions MIMO
1.1.1 Modèle théorique
Considérons un système MIMO avecNt émetteurs etNr récepteurs (figure 1.1). On suppose
ici que le canal de transmission est non-sélectif en temps et en fréquence, ainsi le trajet
entre la me antenne émettrice et la ne antenne réceptrice est représenté par le coefficient
Fig. 1.1 – Schéma d’un système de transmission MIMO
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d’atténuation complexe hnm. On appelle sm(k) le signal transmis sur la me antenne à
l’instant k, le symbole reçu sur la ne antenne s’écrit alors :
yn(k) =
Nt∑
m=1
hnmsm(k) + bn(k)
où bn représente un bruit additif.
En considérant l’ensemble des signaux reçus simultanément, cette relation peut s’écrire
sous forme matricielle de dimension Nt ×Nr :
y(k) = Hs(k) + b(k)
avec
H =


h11 . . . h1Nt
...
. . .
...
hNr1 . . . hNrNt

 , y = (y1 . . . yNr)T
s = (s1 . . . sNt)
T , b = (s1 . . . sNr)
T
Par la suite on supposera que :
– les symboles transmis sont i.i.d(1), de puissance unitaire,
– le bruit additif est blanc, gaussien, de moyenne nulle et de variance σ2b ,
– le bruit et les symboles sont décorrélés,
c’est à dire :
E
[
ssH
]
= INt , E
[
sbH
]
= 0
1.1.2 Canaux de transmission
Les signaux transmis en communication numérique sont généralement perturbés par un
bruit additif b(k) et un canal de transmission h(k). Ce paragraphe vise à présenter les
différents types d’atténuation que peuvent subir les signaux sources. Ainsi, nous allons
présenter maintenant le bruit additif et les différents évanouissements provoqués par le
canal de transmission.
1.1.2.1 Le bruit additif blanc gaussien complexe b(k)
Le bruit additif b(k) considéré en transmission modélise toutes les imperfections d’origine
interne (bruit thermiques, etc...) et d’origine externe (bruit d’antenne, etc...). Ce type de
bruit est caractérisé par un processus aléatoire blanc gaussien complexe de moyenne nulle
et de variance σ2b : b  ℵC(0, σ2b ). La densité de probabilité de ce processus est alors la
suivante :
p(b) =
1
πσ2b
e
− |b|2
σ2
b
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Fig. 1.2 – Exemple de canal radio-mobile soumis aux multi-trajets
1.1.2.2 Les évanouissements sélectifs en fréquence
Ces évanouissements, encore appelés atténuations, se caractérisent essentiellement par le
phénomène de trajets multiples lié aux interactions électromagnétiques telles que la dif-
fraction, la réflexion et la réfraction (Figure 1.2) causées par les bâtiments, arbres, voitures,
montagnes, etc..., pour les environnements extérieurs et les meubles, murs, etc... pour les
environnements intérieurs.
Les composantes du signal arrivent donc au récepteur avec des retards différents, des puis-
sances atténuées et avec un certain décalage de phase.
Le canal à évanouissements fréquentiels peut être caractérisé par l’étalement temporel
Tm et la bande de cohérence Bc. L’étalement temporel Tm est défini par la différence entre
le plus grand et le plus court des retards. Quant à la bande de cohérence Bc du canal,
elle correspond à la gamme de fréquence sur laquelle on peut considérer la fonction de
transfert du canal comme constante (figure 1.3 et 1.4). On a : Bc ≈ 1Tm .
Le canal sera d’autant plus sélectif que Tm sera grand. Nous pouvons distinguer dans
ce paragraphe deux types de canaux :
(1)indépendants et identiquement distribués
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Fig. 1.3 – Réponse impulsionelle et fréquentielle d’un canal plat en fréquence
– Le canal non-sélectif en fréquence ou instantané, représenté sur la figure 1.3. Dans
ce cas, le temps symbole Ts est largement supérieur à l’étalement temporel (Ts >>
Tm), la fonction de transfert fréquentielle du canal est alors supposée constante par
rapport à la bande passante du signal notée Bp (Bp < Bc). Le canal introduit peu
d’IES(2).
– Le canal sélectif en fréquence ou convolutif est représenté sur la figure 1.4. Le temps
symbole est dans ce cas largement inférieur à l’étalement temporel (Tm >> Ts). La
fonction de transfert du canal n’est alors plus constante sur la bande passante du
signal (Bc < Bp). Le canal introduit dans ce cas de l’IES.
La réponse impulsionnelle d’un canal composé de N trajets s’exprime de la manière
suivante :
h(τ) =
N∑
n=1
anδ(τ − τn)
où τn représente le retard de propagation et an l’atténuation pour chaque trajet.
Considérons l’exemple d’un canal à deux trajets, le signal reçu à l’instant t est alors :
y(t) = a1s(t− τ1) + a2s(t− τ2)
En prenant la transformée de Fourier des deux membres, nous obtenons :
Y (f) = a1S(f)e
−j2πτ1f + a2S(f)e−j2πτ2f
= H(f)S(f)
(2)Interférence Entre Symboles
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Fig. 1.4 – Réponse impulsionnelle et fréquentielle d’un canal sélectif en fréquence
avec H(f) = a1e−j2πτ1f (1+ a2a1 e
−j2π(τ2−τ1)f ). La réponse fréquentielle H(f) du canal peut
présenter un creux à la fréquence 12(τ2−τ1) . C’est ce creux qui est appelé évanouissement
sélectif en fréquence ou fading et il est d’autant plus important que a2/a1 est proche de 1.
Nous verrons dans le paragraphe 1.1.3.3, que la diversité fréquentielle permet de lutter
contre ce type d’évanouissement.
Le nombre de trajets pour un même signal étant énorme, seul les trajets significatifs,
dont le retard et l’atténuation restent en deçà d’un seuil acceptable, sont retenus.
1.1.2.3 Les évanouissements sélectifs en temps
La variation du canal de propagation est liée aux mouvements des différents éléments du
milieu de propagation : mouvement de l’émetteur et/ou du récepteur, des piétons, des
véhicules, etc... (récepteur 1 sur la figure 1.2) Les variations du canal sont proportionnelles
à la vitesse de déplacement de l’objet avec lequel l’onde interagit ainsi qu’à la fréquence
porteuse. Ce phénomène s’appelle l’effet Doppler.
L’effet Doppler peut être caractérisé par un étalement fréquentiel Bm, correspondant
à la différence entre le plus grand et le plus petit décalage en fréquence dû aux trajets
multiples et Tc représente le temps de cohérence du canal, durant lequel les distorsions
temporelles du canal restent négligeables. Généralement Tc ≈ 1Bm . Le temps de cohérence
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Fig. 1.5 – Gain d’un canal non séléctif en temps
est inversement proportionnel à la fréquence Doppler maximale fD :
Tc ≈ 9
16πfD
avec fD =
f0v
c
où f0 représente la fréquence porteuse, v la vitesse relative exprimée en m/s et c =
3.108m/s désigne la célérité de la lumière.
Lorsque le temps symbole Ts est largement inférieur au temps de cohérence (Ts << Tc),
le canal peut être considéré comme constant pendant la transmission (figure 1.5). Le canal
est dit non sélectif en temps. Par contre, lorsque Ts >> Tc, le canal ne peut plus être
supposé constant sur une période symbole et le canal est dit sélectif en temps (figure 1.6).
La réponse impulsionnelle d’un canal composé de N décalages fréquentiels s’exprime
ainsi :
h(t) =
N∑
n=1
ane
−j2πfntδ(t)
avec fn la fréquence Doppler du ne retards. Prenons l’exemple de deux retards fréquentiels,
le signal reçu est la somme de deux signaux comportant un décalage en fréquence :
Y (f) = a1X(f − f1) + a2X(f − f2)
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Fig. 1.6 – Gain d’un canal sélectif en temps
Et par transformée de Fourier inverse, on obtient :
y(t) = a1s(t)e
j2πf1t + a2s(t)e
j2πf2t
= a1s(t)s(t)e
j2πf1t(1 +
a2
a1
ej2π(f2−f1)t)
Aux instants multiples de 12(f2−f1) le signal peut être fortement atténué.
Pour lutter contre les évanouissements sélectifs en temps, une solution est de transmettre
le message en l’envoyant simultanément plusieurs fois au cours du temps. Cette technique
présentée dans le paragraphe 1.1.3.2 est appelée diversité temporelle.
La figure 1.7 résume les différents types de sélectivité du canal que nous venons de
présenter.
1.1.2.4 Modélisation des atténuations
Si l’on considère un canal MIMO plat en fréquence (i.e. non-convolutif) et sélectif en temps,
l’expression des signaux reçus sur la nième antenne à l’instant k est la suivante :
yn(k) =
Nt∑
m=1
hnm(k)sm(k) + bn(k)
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Fig. 1.7 – Tableau récapitulatif des différentes sélectivités
On suppose généralement que les hnm(k) suivent une loi gaussienne complexe circulaire.
Si la moyenne est nulle, on parle de canaux de Gauss lorsque les coefficients sont fixes et
de canaux de Rayleigh sinon. Lorsque la moyenne de hnm(k) est non nulle, les canaux sont
appelés canaux de Rice.
– Canaux de Rayleigh
Si l’on considère qu’il n’y a pas de trajet direct entre l’émetteur et le récepteur et
que le canal varie dans le temps (Récepteur 2 sur la figure 1.2) alors le module de
hnm(k) suit une loi de Rayleigh dont la densité de probabilité est la suivante :
p(|hnm|) = |hnm|
σ2|hnm|
e
− |hnm|2
2σ2
|hnm| , |hnm| ≥ 0
Les parties réelles et imaginaires de hnm(k) sont gaussiennes et décorrélées de va-
riance σ2hnm/2 et la phase de hnm(k) suit une loi uniforme sur [0, 2π[.
– Canaux de Gauss
Lorsque le canal ne varie pas dans le temps et qu’il n’y a pas de trajet direct entre
l’émetteur et le récepteur, les parties réelles et imaginaires de hnm consistent en un
tirage d’un échantillon de loi gaussienne.
– Canaux de Rice
Si l’environnement permet un trajet direct entre l’émetteur et le récepteur (Récepteur
1 sur la figure 1.2), le canal comprend alors une composante déterministe h˜mn et une
aléatoire h¯mn :
hmn = h˜mn + h¯mn
Le coefficient de Rice Krice est donné par le rapport entre la puissance de la compo-
sante déterministe et celle de la composante aléatoire :
Krice =
h˜2mn
2σ
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avec σ l’écart type de la composante aléatoire h¯mn. Le module de hmn suivra alors
une loi de Rice :
p(|hnm|) = |hnm|
σ2
e−
|hnm|
2+a2
2σ2 I0
( |hnm|a
σ2
)
où a est l’amplitude de la composante déterministe et I0 est la fonction de Bessel
modifiée de première espèce et d’ordre 0. On remarque que si a est nul, on obtient
la distribution de Rayleigh et si a est important, on retrouve un canal BBAG.
– Comparaison des canaux de Rice et de Rayleigh
La figure 1.8 représente un évanouissement de Rayleigh et la figure 1.9, un évanouisse-
ment de Rice d’un gain Krice de 10 dB. Nous pouvons noter que les évanouissements
d’un canal de Rice sont beaucoup moins importants que ceux d’un canal de Rayleigh.
Fig. 1.8 – Évanouissements temporels d’un canal de Rayleigh
1.1.3 Notion de diversité
Afin de combattre les évanouissements provoqués par les multi-trajets du canal, les sys-
tèmes de transmission utilisent la diversité. Cette diversité est mise en oeuvre par l’envoi
et/ou la réception de plusieurs répliques d’un même signal. Ainsi, il y a de fortes chances
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Fig. 1.9 – Évanouissements temporels d’un canal de Rice avec un gain Krice de 10 dB
qu’une de ces répliques ne soit pas trop endommagée par l’atténuation du canal. Il existe
différents types de diversité que l’on peut combiner et que nous décrivons ci-dessous.
1.1.3.1 La diversité spatiale
La diversité spatiale consiste à utiliser plusieurs antennes émettrices et/ou réceptrices afin
de transmettre un message. Les antennes doivent alors être séparées dans l’espace d’au
moins la distance de cohérence afin que les différents évanouissements soient indépendants.
Cette dernière est de l’ordre de 0, 4λ à 0, 6λ pour le récepteur et jusqu’à 10λ pour une
station de base. La diversité en émission conduit aux systèmes MISO(3), celle en réception
aux systèmes SIMO(4), lorsque les deux sont combinées on a alors affaire à un système
MIMO.
1.1.3.2 La diversité temporelle
La diversité temporelle est utilisée pour combattre les évanouissements sélectifs en temps
décrits dans le paragraphe 1.1.2.3. Ce type de diversité émet le signal de manière redon-
dante à des instants différents, séparés d’au moins le temps de cohérence du canal afin
(3)Multiple Input Single Output
(4)Single Input Multiple Output
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d’assurer une décorrélation des signaux. Nous rencontrerons par la suite ce type de diver-
sité à travers les codes MIMO espace-temps décrits dans le paragraphe 1.2 qui transmettent
de manière redondante les signaux.
1.1.3.3 La diversité fréquentielle
La diversité fréquentielle est utile lorsque les canaux sont sélectifs en fréquence (paragraphe
1.1.2.2). Ce type de diversité utilise différentes fréquences porteuses pour transmettre un
même signal. Ces différentes fréquences porteuses doivent être séparées d’au moins la bande
de cohérence du canal.
1.2 Les techniques MIMO
Cette partie recense les différents types de techniques MIMO d’émission utilisées dans
cette thèse. Ces techniques MIMO se découpent en deux groupes principaux, d’une part
les techniques à multiplexage spatial qui permettent d’augmenter la capacité du système
par rapport à un système SISO et d’autre part les codes espace-temps qui augmentent
la diversité du système afin d’accroître la fiabilité de la transmission. Nous présenterons
les codes à multiplexage spatial V, D et H-BLAST créés par Foschini en 1996 [Fos96,
WFGV98], ainsi que les codes d’Alamouti [Ala98], de Tarokh [TJC99a] et le code d’or
[BRV05] qui font partie des codes espace-temps.
Ces techniques de codage MIMO, mis à part les codes de Tarokh, sont utilisées dans
les standarts Wi-fi (IEEE 802.11n)[80207], Wi-Max SC (IEEE 802.16)[80204], Wi-Max
OFDMA (IEEE 802.16) et UMTS release 6 et 7 (3GPP)[3GP07].
1.2.1 Les techniques à multiplexage spatial
Le principe du multiplexage spatial est l’agencement sans redondance de la séquence d’in-
formation suivant l’axe spatial. Le système transmet alors Nt fois plus de symboles utiles
par unité de temps qu’un système SISO. Un tel système a été proposé par Foschini [Fos96]
en 1996, l’architecture de ce premier système MIMO, est appelé D-BLAST(5). Par la suite
Foschini et Wolniansky proposent deux schémas de codage plus réalistes [WFGV98], ap-
pelé V-BLAST(6) et H-BLAST(7). Pour pouvoir être décodés, ces codes BLAST doivent
utiliser au moins autant d’antennes en réception qu’en émission.
1.2.1.1 Architecture H-BLAST
Cette architecture horizontale découpe directement la chaîne d’information en Nt sous-
chaînes puis chacune est codée indépendamment. Après avoir été modulée, chaque sous-
chaîne est transmise simultanément par son antenne (Figure 1.10). Le schéma 1.11 fait
ressortir cette architecture horizontale. Soit (b1, . . . , bk) les bits d’information à transmettre
et (cl1, . . . , c
l
k) la l
e chaîne de symboles codés par le le codeur est transmise sur la le antenne.
(5)Diagonal-Bell Labs Advanced Space Time
(6)Vertical-Bell Labs Advanced Space Time
(7)Horizontal-Bell Labs Advanced Space Time
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Fig. 1.10 – Architecture d’un émetteur H-BLAST
(b1, . . . , bk)
−→
Démultiplexeur


b1 bNt+1 . . .
...
bNt b2Nt . . .


−→
1e codeur
...
−→
N et codeur


c11 c
1
2 . . .
...
cNt1 c
Nt
2 . . .


Fig. 1.11 – Schéma représentant le processus d’un émetteur H-BLAST
1.2.1.2 Architecture V-BLAST
Fig. 1.12 – Architecture d’un émetteur V-BLAST
(b1, . . . , bk)
−→
Démultiplexeur


b1 bNt+1 . . .
...
bNt b2Nt . . .


−→
1e modulateur
...
−→
N et modulateur


s11 s
1
2 . . .
...
sNt1 s
Nt
2 . . .


Fig. 1.13 – Schéma représentant le processus d’un émetteur V-BLAST
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L’architecture V-BLAST est la plus simple et la seule qui n’utilise pas de technique
de codage. En effet, cette architecture verticale (Figure 1.12) est simplement composée
d’un démultiplexeur, permettant de diviser la chaîne binaire en Nt sous-chaînes munies
chacune d’un modulateur. Les sous-chaînes de symboles résultantes sont ensuite transmises
sur l’antenne qui leur est associée. Soit (sl1, . . . , s
l
k) la l
e chaîne de symboles, le schéma 1.13
représente le processus que subit la chaîne binaire.
1.2.1.3 Architecture D-BLAST
Fig. 1.14 – Architecture d’un émetteur D-BLAST
Comparé aux autres structures, le D-BLAST possède une structure plus complexe (Fi-
gure 1.14). Comme pour le H-BLAST, chaque sous-chaîne est codée indépendamment,
mais au lieu de transmettre les symboles d’une sous-chaîne sur une même antenne, ils sont
transmis successivement par chacune des Nt antennes. Dans cette architecture les sym-
boles codés d’une sous-chaîne occupent une diagonale de la matrice de transmission. Cette
structure permet de mieux résister aux atténuations du canal, cependant la complexité
de son décodage la rend peu attrayante. Le schéma 1.15 fait ressortir la complexité de
cette architecture verticale et son manque d’efficacité du à une partie nulle de la matrice
ralentissant ainsi la transmission :


c11 c
1
2 . . .
...
cNt1 c
Nt
2 . . .

 −→
Entrelacement spatial


c11 c
2
1 . . . c
Nt
1 0 . . . 0
0 c12 c
2
2 . . . c
Nt
2 . . . 0
...
. . . . . . . . . . . . . . . 0
0 . . . 0 c1Nt c
2
Nt
. . . cNtNt


Fig. 1.15 – Schéma représentant le processus d’un émetteur D-BLAST
1.2.2 Critère de construction des codes espace-temps
Différents types de critères sont utilisés pour évaluer et construire les codes espace-temps.
Nous allons introduire ces critères dans ce paragraphe. Nous reprenons ici le modèle du
système MIMO présenté dans le paragraphe 1.1.1 et utilisant Nt antennes émettrices et Nr
antennes réceptrices. Nous considérons K symboles s à transmettre : s = (s1 . . . sK). Ces
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symboles sont encodés par un code MIMO qui associe à s la matrice code C de dimension
Nt × T :
C =


c11 . . . c1T
...
. . .
...
cNt1 . . . cNtT


Le rendement du code MIMO est égal à R = K/T . Lorsque ces symboles codés sont
transmis sur un canal non sélectif, nous obtenons les signaux reçus Y :
Y = HC+B
avec B le bruit additif de dimension Nr × T .
La probabilité, pour une réalisation de canal H fixée, que le récepteur décode le bloc
C′ alors que le bloc C a été transmis est appelée probabilité d’erreurs par paire et est
notée P [C→ C′|H].
On appel D la matrice représentant la différence entre les blocs C et C′ : D = C−C′. Soit
A la matrice Hermitienne telle que A = DDH = VHΓV. Où V est une matrice unitaire
et Γ = diag(λ1, . . . , λNt) une matrice diagonale. La probabilité P [C → C′|H] est alors
bornée de la manière suivante :
P [C→ C′|H] ≤ e−
Es
4N0
d2(c,c′)
où EsN0 représente le rapport signal à bruit par antenne et
d2(c, c′) =
Nr∑
n=1
hnDD
HhHn (1.1)
=
Nr∑
n=1
Nt∑
m=1
λn|βmn|2 (1.2)
Avec hm la me colonne de la matrice H, vn la ne colonne de la matrice V, βmn = hmvn.
La borne supérieure de la probabilité par paire P [C→ C′] est obtenue par l’espérance de
la probabilité P [C→ C′|H] :
[C→ C′] ≤
(
Es
N0
)−rdNr ( rd∏
k=1
λk
)−Nr
où rd est le rang de la matrice A et λk sont les coefficients non nuls de la matrice Γ.
Les codes espace-temps sont construits de manière à minimiser la probabilité d’erreur
par paire P [C→ C′] pour toutes les paires possibles [RO05, TJC99b]. Deux critères sont
alors définis :
– Le critère du rang : la matrice A doit avoir un rang rd le plus élevé possible afin
de maximiser le gain de diversité égal à rdNr. Lorsque A est de rang plein, la
diversité est maximale et vaut NtNr.
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– Le critère du déterminant : le terme
∏rd
k=1 λk est appelé gain de codage. Celui-
ci doit être maximisé pour l’ensemble de toutes les paires de matrices codes.
Nous avons donc vu que les performances d’un code espace-temps sont mesurées à l’aide
de trois critères :
– Le gain de diversité noté Gd
– Le rendement du code noté R
– Le gain de codage noté Gc
La probabilité d’erreurs moyenne d’une transmission de données dépend du gain de codage,
du gain de diversité et du rapport signal à bruit de la manière suivante :
Pe ∝ Gc(SNR)−Gd
Ainsi, le gain de diversité Gd joue sur la pente et le gain de codage Gc sur la position
horizontale de la courbe de probabilité d’erreur (figure (1.16)).
Fig. 1.16 – Effets du gain de diversité et de codage sur la courbe de probabilité d’erreur
1.2.3 Les codes espace-temps orthogonaux
La complexité des décodeurs des codes BLAST a conduit à la création de nouveaux sché-
mas de codage. La propriété d’orthogonalité d’un code rend le décodage de celui-ci linéaire
et donc peu complexe. Cependant, ces codes ont un rendement qui s’écroule lorsque le
nombre d’antennes utilisées en émission augmente.
Le premier code orthogonal à deux antennes émettrices et à rendement unitaire a été pro-
posé par Alamouti dans [Ala98] en 1998. Puis, Tarokh a proposé une généralisation de ce
code pour trois et quatre antennes émettrices. Deux structures ont été proposées en 1999
par Tarokh, la première à rendement 1/2 et la seconde à rendement 3/4 [TJC99a, TJC99b].
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1.2.3.1 Code d’Alamouti
Le code orthogonal H2 construit par Alamouti atteint une diversité maximale. Ce code est
optimal, c’est à dire qu’il vérifie les propriétés suivantes : rendement unitaire, diversité 2Nr
et orthogonalité pour deux antennes à l’émission et un nombre Nr arbitraire d’antennes
réceptrices. Le mot de code est le suivant :
H2 =
(
s(0) −s∗(1)
s(1) s∗(0)
)
avec s(0) et s(1) deux symboles d’information.
Le signal reçu lorsqu’une antenne est utilisée à la réception s’écrit de la manière suivante :
(
y(2k) y(2k + 1)
)
=
(
h1 h2
)( s(2k) −s∗(2k + 1)
s(2k + 1) s∗(2k)
)
+
(
b(2k) b(2k + 1))
)
{
y(2k) = h1s(2k) + h2s(2k + 1) + b(2k)
y(2k + 1) = −h1s∗(2k + 1) + h2s∗(2k) + b(2k + 1)
Pour décoder le code d’Alamouti, le vecteur z et la pseudo matrice de canal T sont
utilisés :
z =
(
y(2k)
y∗(2k + 1)
)
, T =
(
h1 h2
h∗2 −h∗1
)
Le vecteur z et la matrice T sont alors liés par la relation suivante :
z = T
(
s(2k)
s(2k + 1)
)
+
(
b(2k)
b(2k + 1)
)
Puisque la matrice T est unitaire à un facteur près, les symboles transmis sont obtenus
simplement en appliquant la matrice TH au vecteur z :
THz = (|h1|2 + |h2|2)
(
s(2k)
s(2k + 1)
)
+
(
b′(2k)
b′(2k + 1)
)
Ainsi, un simple détecteur à seuil permet de retrouver les symboles transmis. Le code
d’Alamouti a ensuite été généralisé par Tarokh pour trois et quatre antennes en émission.
1.2.3.2 Code de Tarokh
Tarokh a démontré dans [TJC99a] que l’on peut avoir un rendement supérieur ou égal
à 1/2 pour un nombre quelconque d’antennes à l’émission, et un rendement de 3/4 pour
trois au quatre antennes en émission. Les codes de rendement 1/2 se nomment G3 et G4,
ceux de rendement 3/4 se nomment H3 et H4 pour respectivement 3 et 4 antennes. Les
matrices mots de code associées sont les suivantes :
G3 =

 s(0) −s(1) −s(2) −s(3) s∗(0) −s∗(1) −s∗(2) −s∗(3)s(1) s(0) s(3) −s(2) s∗(1) s∗(0) s∗(3) −s∗(2)
s(2) −s(3) s(0) s(1) s∗(2) −s∗(3) s∗(0) s∗(1)


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G4 =


s(0) −s(1) −s(2) −s(3) s∗(0) −s∗(1) −s∗(2) −s∗(3)
s(1) s(0) s(3) −s(2) s∗(1) s∗(0) s∗(3) −s∗(2)
s(2) −s(3) s(0) s(1) s∗(2) −s∗(3) s∗(0) s∗(1)
s(3) s(2) −s(1) s(0) s∗(3) s∗(2) −s∗(1) s∗(0)


H3 =


s(0) −s∗(1) s∗(2)√
2
s∗(2)√
2
s(1) s∗(0) s
∗(2)√
2
− s∗(2)√
2
s(2)√
2
s(2)√
2
−s(0)−s∗(0)+s(1)−s∗(1)
2
s(1)+s∗(1)+s(0)−s∗(0)
2


H4 =


s(0) −s∗(1) s∗(2)√
2
s∗(2)√
2
s(1) s∗(0) s
∗(2)√
2
− s∗(2)√
2
s(2)√
2
s(2)√
2
−s(0)−s∗(0)+s(1)−s∗(1)
2
−s(1)−s∗(1)+s(0)−s∗(0)
2
s(2)√
2
− s(2)√
2
s(1)+s∗(1)+s(0)−s∗(0)
2
−(s(0)+s∗(0)+s(1)−s∗(1))
2


Les codes de Tarokh se décodent de la même manière que le code d’Alamouti, c’est à
dire qu’à chaque code est associé une matrice de canal équivalente T.
1.2.4 Le code d’Or
Le code d’Or fait partie des codes espace-temps, il a été construit par Belfiore et Rekaya
dans [BRV05]. Ce mot de code fait partie des codes parfaits, c’est à dire qu’il vérifie les
trois contraintes suivantes :
1. Il a un rendement plein N2t , i.e. le nombre de symboles d’information transmis est
égal à NtT , où la longueur temporelle T du code est égale au nombre d’antennes
émettrices.
2. Il maximise le gain de codage.
3. Il possède une bonne efficacité spectrale, pour cela l’énergie moyenne doit être uni-
formément distribuée dans la matrice mot de code.
Le code d’or vérifie donc ces trois propriétés et possède les meilleures performances
pour toutes les constellations de type QAM. Comme son nom l’indique il est construit à
partir du nombre d’or θ = 1+
√
5
2 pour deux antennes émettrices et réceptrices. Son mot de
code est le suivant :
O2 =
1√
5
(
α (s(0) + θs(1)) α (s(2) + θs(3))
γα¯
(
s(2) + θ¯s(3)
)
α¯
(
s(0) + θ¯s(1)
) )
où θ¯ = 1− θ, α = 1+ j(1− θ), α¯ = 1+ j(1− θ¯) et le facteur 1√
5
est nécessaire pour obtenir
une matrice unitaire.
La valeur optimale de γ est choisie afin de maximiser le gain de codage, ainsi γ = j.
1.3 Algorithmes de décodage associés aux techniques MIMO
Les paragraphes suivants présentent les différentes techniques de décodage en réception.
Le canal H est supposé avoir été estimé au préalable à l’aide de techniques d’estimation de
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canal. Dans un premier temps les techniques les moins complexes, c’est à dire les récepteurs
linéaires tels que l’égaliseur à forçage à zéro (ZF) et à minimisation de l’erreur quadratique
moyenne (MMSE), seront décrites. Puis une technique non linéaire appelée élimination
successive d’interférences (OSIC) sera détaillée. Enfin nous aborderons le détecteur optimal
basé sur le critère de maximum de vraisemblance (ML) ainsi que le décodeur par sphère
(SD).
1.3.1 L’égaliseur de forçage à zéro (ZF)
L’égaliseur de forçage à zéro est une technique de détection par inversion de matrice. Cette
technique consiste à appliquer au vecteur reçu une matrice d’égalisation W. Le critère
ZF(8) a été proposé afin de garantir une élimination de l’IES(9) en sortie de l’égaliseur. La
matrice W est alors égale à la pseudo inverse de la matrice de canal :
W = (HHH)−1HH
En présence d’évanouissements et de bruit, le critère ZF a pour effet d’augmenter le niveau
de bruit ce qui dégrade les performances.
1.3.2 L’égaliseur minimisant l’erreur quadratique moyenne (MMSE)
L’égaliseur MMSE(10) est basé sur la minimisation de l’erreur quadratique moyenne, don-
née par :
Wˆ = argmin
W
E
[∥∥WHy-s∥∥2]
La matrice d’égalisation optimale est alors :
W = HH
(
σ2b
σ2s
INr +HH
H
)−1
avec E
[
bbH
]
= σ2b INr et E
[
ssH
]
= σ2sINt .
En présence de bruit, la matrice à inverser est toujours définie positive et donc inversible.
Ce récepteur est donc moins sensible au bruit que l’égaliseur ZF mais ces deux égaliseurs
deviennent équivalents en l’absence de bruit.
1.3.3 L’égaliseur à annulations successives d’interférences ordonnées
Les égaliseurs ZF et MMSE n’étant pas toujours satisfaisants : le premier est sensible au
bruit et le second n’élimine pas toute l’ISI. Ainsi, Golden et Foschini ont proposé dans
[GFVW99, FGVW99] un algorithme basé sur un critère ZF ou MMSE à retour de décision
afin de décoder les codes BLAST.
Le principe de cet algorithme appelé OSIC(11) est le suivant : la contribution du symbole s
qui vient d’être détecté est soustraite du vecteur reçu, ce qui donne un vecteur contenant
(8)Zero Forcing
(9)Interférence Entre Symboles
(10)Minimum Mean Square Error
(11)Ordered Successive Interference Cancellation
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moins d’interférences. L’ordre dans lequel sont détectés les symboles joue un rôle impor-
tant sur les performances du système.
Le symbole transmis sur la voie de données ayant la plus forte puissance est décodé en
premier. Une fois décodé, sa contribution est annulée sur le vecteur reçu, l’opération est
ensuite répétée jusqu’à l’obtention de tous les symboles transmis.
Les notations utilisées dans l’algorithme sont les suivantes :
– (Gi)j est la j
ème ligne de Gi.
– les ki représentent l’ordre de détection des symboles.
– Q symbolise le processus de quantification.
– H−ki est la matrice de canal H annulée des contributions des ki premiers émetteurs,
c’est à dire que les colonnes k1, . . . , ki de H ont été remplacées par des zéros.
L’algorithme OSIC est décrit dans le tableau 1.1.
Initialisation
i = 1
G1 = H
†
k1 = argminj
∥∥∥(G1)j∥∥∥2
Boucle itérative
Wki = (Gi)ki
rki = w
T
ki
ri
sˆki = Q (yki)
yi+1 = yi − sˆki (H)ki
Gi+1 =
(
H−ki
)†
ki+1 = argminj /∈{k1,...,ki}
∥∥∥(Gi+1)j∥∥∥2
i = i+ 1
Tab. 1.1 – Algorithme de détection OSIC
Comme tous les égaliseurs à retour de décision, l’OSIC a l’inconvénient de propager les
erreurs. Ainsi de nombreux algorithmes d’amélioration ont été proposés [DAMB01, ZB02].
1.3.4 L’égaliseur à Maximum de Vraisemblance
L’égaliseur ML(12) est optimal en terme de BER(13). Cette méthode consiste à comparer
tous les signaux pouvant être reçus aux signaux réellement reçus, afin de sélectionner le
plus vraisemblable d’entre eux :
sˆ = argmin
s
‖y-Hs‖2
La complexité de cet algorithme croît exponentiellement avec le nombre d’antennes uti-
lisées en émission et le nombre d’états M de la modulation. En effet, le récepteur doit
comparer MNt solutions possibles avec le vecteur de signaux reçus.
(12)Maximum Likelihood
(13)Bit Error Rate
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1.3.5 Le décodage par sphère
Le décodeur par sphère est un algorithme qui permet d’approcher les performances du
décodeur ML tout en réduisant la complexité [DAMB00, DCB00]. Le principe de cet
algorithme est de se placer au niveau du signal reçu y et de chercher le point le plus
proche parmi un réseau de points à l’intérieur d’une sphère de rayon
√
R. Cela permet de
restreindre le domaine de recherche par maximum de vraisemblance et donc la complexité.
En effet, seuls les points du réseau situés à moins de la distance
√
R du signal reçu sont
considérés. Le choix de la valeur de R est donc crucial.
1.3.6 Performances
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Fig. 1.17 – TEB des égaliseurs ZF, MMSE, OSIC, ML obtenus avec Nt = Nr = 2 et une
modulation 4-QAM
Les différents égaliseurs sont comparés en termes de taux d’erreur binaire (TEB) en
fonction du rapport signal à bruit, ce dernier est représenté sur la figure 1.17. Le canal de
propagation est non sélectif en temps et en fréquence, son module suit une loi de Rayleigh
et est supposé parfaitement connu du récepteur. Quatre antennes sont utilisées en émission
et en réception et les symboles sont issus d’une constellation 4-QAM.
La figure 1.17 représente le TEB obtenu avec 106 symboles, nous pouvons voir que
conformément à ce qui est décrit dans les paragraphes précédents, lorsque le bruit est
élevé l’égaliseur OSIC atteint des performances médiocres par contre lorsque le bruit est
plus faible il obtient un TEB plus faible que les égaliseur ZF et MMSE. On peut noter que
l’égaliseur ML possède les meilleurs performances et qu’à l’inverse, l’égaliseur ZF possède
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les plus mauvaises performances.
1.4 Contexte de la thèse : l’interception
Fig. 1.18 – Schéma d’un récepteur dans un contexte d’interception
Le contexte de cette thèse est l’interception. Aussi, pour pouvoir récupérer les informa-
tions transmises plusieurs étapes doivent être suivies. La figure 1.18 représente le schéma
d’un récepteur dans un contexte aveugle. Ainsi, nous supposons qu’un signal MIMO a été
pré-identifié à l’aide d’une antenne réceptrice. Cette étape ne serra pas traitée dans ce
document. Le signal est ensuite intercepté et plusieurs paramètres de transmission doivent
être déterminés afin de pouvoir estimer les sources transmises. Les paramètres nécessaires
sont le nombre d’antennes émettrices, la modulation et le code MIMO utilisé en émission.
D’autre part, tous les signaux reçus sont enregistrés dans ce projet. Ainsi, nous ne nous
soucions pas du mode de transmission utilisé, i.e. en paquets ou en flots de données. En ef-
fet, si les algorithmes de séparation n’ont pas le temps de converger en mode paquets, nous
pouvons les réappliquer plusieurs fois, jusqu’à l’obtention d’une convergence satisfaisante.
1.4.1 Estimation du nombre d’antennes émettrices
La plupart des travaux existants utilisent les statistiques d’ordre 2 pour estimer le nombre
d’antennes utilisées à l’émission. Ces méthodes utilisent la matrice de corrélation des si-
gnaux reçus Ry = E[y(k)yH(k)]. En supposant que la matrice H est de rang plein, la
valeur propre minimale de Ry est égale à σ2b et est de multiplicité m = Nr −Nt. Connais-
sant Nr, on accède alors directement à Nt.
Plusieurs méthodes existent pour estimer cet ordre de multiplicité, parmi elles on peut ci-
ter [And63, Law56, Jam69] qui utilisent une fonction de vraisemblance, ou encore [WK85]
utilisant des critères d’information ou bien [LNCX04, GLC96] qui modélisent la décrois-
sance des valeurs propres du bruit. D’autres travaux [CYCB08a] utilisent les statistiques
d’ordre supérieur pour estimer Nt, ces méthodes sont plus robustes face aux bruits corrélés
comparés aux statistiques d’ordre 2.
1.4.2 Reconnaissance du code MIMO
Peu de travaux sont proposés dans la littérature pour reconnaître les codes MIMO utilisés
en émission. La première méthode proposée [SW07] en 2007 permet uniquement d’identifier
la taille du code spatio-temporel, mais ne permet pas de déterminer précisément le type
de code MIMO. Cette méthode est basée sur l’exploitation de la cyclostationarité du
code. Par la suite, Choqueuse a proposé plusieurs méthodes permettant de déterminer la
taille, le rendement et le type de codage spatio-temporel. Celles-ci utilisent le maximum de
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vraisemblance [CYC+08] ou des outils de reconnaissances de formes [CYC+08, CYCB08b].
Ces deux méthodes permettent d’identifier les codes spatio-temporels, le code d’Alamouti
et les différents codes de Tarokh.
1.4.3 Reconnaissance de la modulation
La littérature dans ce domaine est très riche, en particulier pour les communications SISO.
Ainsi, une multitude de travaux reposant sur des approches par maximum de vraisemblance
ou par outils de reconnaissance de formes sont proposés. Pour plus de détails, le lecteur
pourra se référer à [Cho08]. En ce qui concerne les communications MIMO, les méthodes
proposées sont beaucoup plus rares [SBS00, CAY+08]. Celles-ci utilisent un algorithme
de séparation aveugle de sources pour pouvoir caractériser la modulation : Swami [SBS00]
détermine le type de modulation à l’aide de cumulants normalisés et Choqueuse [CAY+08]
utilise la séparation aveugle de sources pour obtenir une estimée du canal de transmission.
Ce dernier considère différentes méthodes suivant le type de code MIMO utilisé en émission.
Ces méthodes permettent de reconnaître des constellations QPSK, PSK et enfin QAM.
1.4.4 L’estimation des symboles transmis
L’estimation des symboles transmis de manière aveugle fait l’objet de cette thèse. Ainsi
nous allons voir dans le chapitre suivant que les méthodes de séparation aveugle de sources
permettent d’estimer les symboles transmis en ne connaissant que le nombre d’antennes,
la modulation et le code MIMO utilisés en émission.
1.5 Conclusion
Ce chapitre nous a permis d’introduire une modélisation des systèmes MIMO sous forme
matricielle que nous utiliserons tout au long de ce mémoire. Nous avons présenté certains
types d’atténuation que peuvent subir les signaux transmis, par la suite tous ces types de
canaux seront considérés. Les techniques de codage MIMO, utilisées dans ce document, ont
été introduites et seront reprises dans les chapitres 3 et 5. Ce chapitre a aussi permis de dé-
crire différentes techniques d’égalisation. Finalement, nous avons abordé la problématique
de cette thèse qui est l’estimation des sources transmises dans un contexte d’interception.
Pour ce faire, l’une des méthodes les plus étudiées est la séparation aveugle de sources, le
chapitre suivant présente le principe de cette méthode, ses limites et les problématiques
qui en découlent ainsi qu’une étude bibliographique de différents algorithmes.
Chapitre 2
La séparation aveugle de sources
Ce chapitre vise à se familiariser avec les techniques de séparation aveugle de sources. On
appelle séparation aveugle de sources l’ensemble des méthodes qui permettent de séparer
un mélange de signaux sans connaissance sur ce mélange et sur les signaux sources. Ainsi,
la BSS(1) est utilisée dans de nombreuses applications comme le traitement de la parole,
des signaux médicaux, des signaux radar, d’image ainsi que les signaux issus des systèmes
de communication. Dans ce dernier domaine d’application, elle a tout d’abord été utilisée
pour séparer des signaux issus d’un mélange SISO convolutif. Puis, elle a été employée
dans des systèmes MIMO pour séparer les différentes sources transmises à l’aide de plu-
sieurs antennes.
La raison qui motive l’utilisation de la BSS dans cette thèse est le contexte d’interception,
c’est à dire qu’aucun symbole pilote n’est disponible à la réception. Le nombre d’antennes
émettrices, le type de code MIMO et le type de modulation sont supposés avoir été esti-
més lors d’une première phase. Ainsi, nous devons estimer de manière aveugle, i.e. sans
connaissance sur le canal de transmission, les sources transmises sur un canal MIMO.
Nous commencerons par présenter le principe de la BSS, ainsi que les hypothèses néces-
saires au bon fonctionnement des algorithmes. Nous exposerons ensuite les traitements
utilisés autour de l’algorithme de séparation qui sont nécessaires pour séparer convenable-
ment les sources. Finalement, nous décrirons les principaux algorithmes de BSS, notam-
ment les algorithmes basés sur l’ICA, sur le module constant et sur la norme constante
des sources.
2.1 Principe
Dans une structure de communication MIMO à Nt antennes en émission et à Nr an-
tennes en réception (Nr ≥ Nt) la séparation aveugle de sources permet de retrouver
les Nt signaux sources à partir des Nr signaux reçus. La relation liant les signaux émis
s(k) = (s1(k) . . . sNt(k))
T aux signaux reçus y(k) = (y1(k) . . . yNr(k))
T d’un système de
transmission MIMO décrit au chapitre 1 est donnée par :
y(k) = Hs(k) + b(k)
(1)Blind Source Separation
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Fig. 2.1 – Synopsis de la BSS
La séparation aveugle de sources consiste à estimer une matrice de séparation W de
dimension Nr × Nt à appliquer aux symboles reçus y(k) afin d’obtenir une estimée z(k)
des symboles transmis :
z(k) = WHy(k)
= WHHs(k) +WHb(k)
= GHs(k) + b′(k)
où G = HHW et b′(k) = WHb(k). Idéalement, la matrice globale de séparation G
doit tendre vers la matrice identité :G→ INt . Cependant, nous verrons dans le paragraphe
2.3 qu’il existe des indéterminations inhérentes à la BSS. D’autre part, les algorithmes de
BSS utilisés seuls peuvent converger vers une matriceW liée, cela se traduit en sortie de la
BSS par la récupération de plusieurs fois la même source. Pour palier cet inconvénient, on
doit forcer la BSS à obtenir des sources décorrélées, i.e.W doit être de rang plein. Certaines
méthodes complémentaires à la BSS, appelées post-traitement, permettent d’obtenir une
décorrélation des sources mais supposent le canal de transmission unitaire. Cette situation
étant peu réaliste, les signaux reçus y(k) seront blanchis. Ce blanchiment correspond au
pré-traitement. Le synopsis de la BSS global est présenté figure 2.1. Les méthodes de pré
et post-traitement sont détaillées dans le paragraphe 2.4.
2.2 Hypothèses
Afin d’effectuer la séparation aveugle de sources quelques hypothèses doivent être vérifiées :
– Les sources sont supposées mutuellement indépendantes à un instant donné, et ont
une puissance unitaire, i.e. E[ssH ] = INt . Au plus, un seul signal source a une
distribution gaussienne,
– Le canal H est de rang complet Nt,
– Le bruit b(k) est additif et indépendant des sources,
– Nr ≥ Nt.
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2.3 Indéterminations
La séparation aveugle de sources permet d’estimer les sources mais seulement à une per-
mutation, rotation et amplitude près. Ainsi, les signaux estimés peuvent s’écrire sous la
forme :
z(k) = ΦPs(k) + b′(k)
i.e., après convergence G = ΦP, où Φ est une matrice diagonale de dimension Nt ×
Nt représentant l’indétermination sur la phase et l’amplitude ; et P est une matrice de
dimension Nt ×Nt représentant les permutations.
2.4 Pré et post traitements
De manière générale, les algorithmes de BSS se découpent en trois étapes (figure 2.1). La
première consiste à blanchir les signaux reçus, puis une fonction de coût est minimisée
à l’aide d’un algorithme d’optimisation, et enfin, la dernière étape assure l’obtention de
signaux indépendants en sortie de l’égaliseur. Cependant, tous les algorithmes de BSS
ne contiennent pas les étapes de pré-traitement et/ou de post-traitement. Nous allons
maintenant décrire dans ce paragraphe les différentes méthodes de pré et post-traitement
qui existent.
2.4.1 Le blanchiment
L’étape de blanchiment des signaux reçus permet d’obtenir un processus y = By décorrélé
spatialement. Ce pré-traitement permet de réduire la matrice de mélange H de dimension
Nr×Nt à une matrice unitaire H˜ = BH de dimension Nt×Nt, limitant ainsi les solutions
indésirables liées à la dimension rectangulaire de la matrice de canal. Ainsi, la matrice de
blanchiment B est choisie de manière à obtenir une matrice de corrélation des signaux
blanchis y unitaire, c’est à dire :
Ryy = E
[
yyH
]
= E
[
ByyHBH
]
= BRyyB
H
= I
où Ryy = HHH + σ2b I en supposant que la puissance des symboles transmis est unitaire
et que la puissance du bruit est σ2b . Une matrice B qui blanchit les signaux reçus y est
donnée par :
B = Λ−1/2UH
où la matrice orthogonale U et la matrice diagonale Λ contiennent respectivement les
vecteurs propres et les valeurs propres de Ryy. On obtient alors les égalités suivantes :
Ryy = BRyyB
H
= Λ−1/2UH
(
UΛUH
)
UΛ−1/2
= I
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La matrice B blanchit donc bien les signaux reçus y.
Plusieurs méthodes existent pour estimer la matrice de blanchiment B, l’une par blocs
et l’autre adaptative. Le choix de l’algorithme de blanchiment se fera selon l’algorithme
de séparation utilisé. Ainsi, nous utiliserons un blanchiment adaptatif lorsque l’algorithme
de séparation est adaptatif et un blanchiment par blocs associé à une séparation en blocs.
2.4.1.1 Le blanchiment par blocs
Les matricesU et Λ sont obtenues en effectuant une décomposition en valeurs propres de la
matrice de corrélation Ryy des signaux reçus. Lorsque Nt = Nr, la matrice de blanchiment
est obtenue simplement par B = Λ−1/2UH .
Par contre, si Nr > Nt, la matrice de blanchiment sera obtenue à l’aide du sous-espace
signal. On définit alors :
U = (Us Ub) , et Λ =
(
Λs 0
0 Λb
)
où Λs contient les Nt valeurs propres ordonnées en ordre décroissant et Us les vecteurs
propres qui lui sont associés. Le sous-espace signal est généré par Us et le sous-espace
bruit par Ub. La matrice de blanchiment B est donnée par :
B =
(
Λs − σˆ2b I
)−1/2
UHs
où la variance du bruit σˆb est estimée par :
σˆ2b =
trace (Λb)
Nr −Nt
2.4.1.2 Le blanchiment adaptatif
Le principe de l’algorithme PAST est de trouver une matrice U de dimension Nr×Nt qui
minimise le critère :
JPAST (U) = E
[∥∥y-UUHy∥∥2]
La matrice U est orthogonale et ses colonnes engendrent le sous-espace principal de
E
[
yyH
]
. Pour obtenir un algorithme adaptatif, un certain nombre de modifications doivent
être faites. Tout d’abord, le problème est reformulé comme un problème des moindres car-
rés :
JPAST (U(k)) =
k∑
n=1
λk−n
∥∥y(n)−U(k)U(k)Hy(n)∥∥2
Puis le vecteur U(k)Hy(n) est estimé par v(n) = U(n − 1)Hy(n). Ainsi, la fonction de
coût utilisée dans l’algorithme PAST s’exprime sous la forme standard d’un problème des
moindres carrés :
JPAST (U(k)) =
k∑
n=1
λk−n ‖y(n)−U(k)v(n)‖2
La matrice U(k) minimisant cette fonction de coût est :
U(k) = Rˆyv(k)Rˆ
−1
v (k)
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où Rˆyv(k) =
∑k
n=1 λ
k−ny(n)vH(n), Rˆv(k) =
∑k
n=1 λ
k−nv(n)vH(n).
La mise à jour récursive de U(k) est obtenue par :
v(k) = UH(k − 1)y(k)
e(k) = y(k − 1)−U(k − 1)v(k)
k(k) =
Rˆ
−1
v (k − 1)v(k)
λ+ vH(k)Rˆ
−1
v (k − 1)v(k)
Rˆ
−1
v (k) = λ
−1
(
Rˆ
−1
v (k − 1)− k(k)vH(k)Rˆ
−1
v (k − 1)
)
U(k) = U(k − 1) + e(k)kH(k)
où e(k) représente le sous espace d’erreur. Bien que U(k) converge vers une matrice or-
thogonale lorsque k → ∞ et λ = 1, cet algorithme n’assure pas l’orthogonalité de U(k)
à chaque itération. Douglas a proposé dans [Dou00] d’utiliser la transformation de Hou-
seholder afin d’obtenir à chaque itération une matrice U(k) orthogonale. L’équation et la
transformation de Householder sont données respectivement par :
p(k) = e(k)− ‖e(k)‖
2
2
U(k − 1)k(k)
et
U(k) =
(
I− 2p(k)p
H(k)
‖p(k)‖2
)
U(k − 1)
Puisque eH(k− 1)U(k− 1) = 0, on obtient la mise à jour de U(k) du nouvel algorithme :
U(k) = U(k − 1) + p(k)k
H(k)
1 + 0.25 ‖e(k)‖2 ‖k(k)‖2
Le vecteur v(k) peut maintenant être blanchi à l’aide d’un filtre adaptatif B’(k) de di-
mension Nt ×Nt : y(k) = B’H(k− 1)v(k). La matrice de covariance des signaux blanchis
est alors : E
[
y(k)yH(k)
]
= I, c’est à dire B’H(k)Rv(k)B’(k) = I, ou encore :
B’(k)B’H(k) = Rˆ
−1
v (k) (2.1)
Ainsi, en substituant 2.1 dans la mise à jour de Rˆ
−1
v (k), on obtient :
B’(k)B’H(k) = λ−1B’(k − 1)
(
I− y(k)y
H(k)
λ+
∥∥y(k)∥∥2
)
B’H(k − 1) (2.2)
Soit Ξ la racine carré du terme entre parenthèses, ainsi l’équation 2.2 implique :
B’(k) = λ−1/2B’(k − 1)Ξ(k)
où
Ξ(k) =
(
I− y(k)y
H(k)∥∥y(k)∥∥2
)
+
√
λ
λ+
∥∥y(k)∥∥2
y(k)yH(k)∥∥y(k)∥∥2
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Initialisation U = INr×Nt , B’ = δ−1INt×Nt , où δ est très petit, α2 = 0
Pour k = 1, 2, . . .
1. v = UHy(k),
y = B’Hv,
n = B’y,
2. k = 1
λ+‖y‖2n,
e = y−Uv,
p = e− ‖e‖22 Uk,
U = U+ 1
1+0.25‖e‖2‖k‖2pk
H ,
3. ξ = 1
λ+‖y‖2+√λ
q
λ+‖y‖2 ,
B’ = λ−1/2
(
B’− ξnyH),
4. α2 = λα2 + 1,
y(k) = αy
Fig. 2.2 – Algorithme de blanchiment adaptatif
On obtient alors la mise à jour suivante :
n(k) = B’(k − 1)y(k)
ξ(k) =
1
λ+
∥∥y(k)∥∥2 +√λ√λ+ ∥∥y(k)∥∥2
B’(k) = λ−1/2
(
B’(k − 1)− ξ(k)n(k)yH(k))
Finalement, du fait de la définition de Rˆv(k), l’estimation de Rv(k) converge vers 1/(1−
λ)Rv(k) au lieu de Rv(k). En prenant ce facteur d’échelle en compte, les vecteurs blanchis
sont multipliés par un facteur d’échelle α(k), où
α2(k) = λα2(k − 1) + 1, α(0) = 0
La sortie du filtre de blanchiment est donnée par y(k) = α(k)BH(k)y(k) avec B(k) =
U(k)B’(k). L’algorithme résultant est donné par la figure 2.2.
2.4.2 Décorrélation et orthogonalisation
Le post-traitement permet d’obtenir en sortie de la BSS tous les signaux sources. Deux mé-
thodes peuvent être utilisées pour obtenir l’indépendance des signaux en sortie du filtre de
BSS, la première est basée sur un critère de décorrélation et la seconde sur une contrainte
d’orthogonalisation.
2.4.2.1 Décorrélation
La décorrélation des sorties de l’égaliseur est obtenue en rajoutant un terme de décorréla-
tion au critère de séparation à minimiser [CED97, PP97]. La minimisation de ce nouveau
critère conduit à l’obtention de signaux séparés et décorrélés à la sortie de l’égaliseur sans
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utiliser nécessairement un pré-blanchiment des observations. Le critère à minimiser pour
la décorrélation est donné par la relation suivante :
Jcorr =
Nt∑
m=1
Nt∑
n=1m6=n
|zm(k)z∗n(k)|2
où zm(k) = wHm(k)y(k) représente la m
ième sortie du filtre de séparation.
2.4.2.2 Orthogonalisation
L’orthogonalisation de la matrice de séparation découle directement des conditions néces-
saires et suffisantes pour retrouver des sources indépendantes en sortie de l’égaliseur :
C 1 E [zn(k)]
2 = σ2s , n = 1, . . . , Nt avec σ
2
s la variance des signaux sources
C 2 E [znz
∗
m(k)] = 0, n 6= m
Il en découle l’égalité suivante :
E
[
zzH
]
= σ2sINt
En l’absence de bruit, on obtient :
E
[
zzH
]
= E
[
GHssHG
]
= σ2sG
HG
On en déduit : GHG = INt . Cependant, puisque la matrice de canal est inconnue, il nous
faut une contrainte portant uniquement sur la matrice de séparation W :
G = HHW⇒WHHHHW = INt
En ayant au préalable pré-blanchis les signaux reçus, la matrice de canal devient unitaire,
i.e. HHH = INt , la contrainte permettant d’obtenir des signaux indépendants en sortie de
l’égaliseur devient :
WHW = INt
Par la suite, nous nommerons W˜(k) la matrice issue de l’algorithme de séparation etW(k)
la version orthogonalisée de W˜(k).
Pour ce faire plusieurs méthodes existent, l’une basée sur la minimisation du critère∥∥∥W(k)− W˜(k)∥∥∥2 et l’autre sur la minimisation de ‖W(k)−W(k − 1)‖ à chaque itération.
1. Méthode basée sur la minimisation de
∥∥∥W(k)− W˜(k)∥∥∥2
Dans [Pap00], Papadias propose d’obtenir l’orthogonalisation de la matrice de sépa-
ration W˜(k) tout en minimisant la distance entre la matrice orthonormale W(k) et
la matrice W˜(k) au sens de la norme euclidienne :{
minwn ∆(wn) =
∥∥∥W(k)− W˜(k)∥∥∥2
sous WHW = INt
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Papadias montre que la minimisation de ce critère peut être obtenue par une ortho-
gonalisation de Gram-Schmidt, donnée par les équations suivantes :
W˜(k) = (w˜1(k) . . . w˜Nt(k))
w˜1(k) = w˜1(k)/ ‖w˜1(k)‖
Pour n = 2 à Nt,
w˜n(k) =
w˜n(k)−
Pn−1
m=1(wHm(k)w˜n(k))wm(k)
‖w˜n(k)−Pn−1m=1(wHm(k)w˜n(k))wm(k)‖
W(k) = (w1(k) . . .wNt(k))
Cependant, cette méthode utilise uniquement la matrice à orthogonaliser à l’itération
actuelle, ce qui conduit à une discontinuité entre W(k) et W(k + 1), en particulier
en présence de perturbations. Ainsi, Abed-Meraim propose dans [AMCHA02] une
méthode minimisant ‖W(k + 1)−W(k)‖2 à chaque itération, dans [IMG07a] cette
méthode a été adaptée à la séparation aveugle de sources.
2. Méthode basée sur la minimisation de ‖W(k + 1)−W(k)‖2
La procédure d’orthogonalisation utilisée dans [AMCHA02] et [IMG07a] est la sui-
vante :
W(k) = W˜(k)
(
W˜
H
(k)W˜(k)
)−1/2
(2.3)
En supposant que l’algorithme de BSS considéré utilise un gradient stochastique, la
mise à jour de W˜(k) est donnée par :
W˜(k) =W(k − 1)− µy(k)e(k)
avec e(k) = (e1(k) . . . eNt(k)).
En reprenant l’équation 2.3, nous obtenons :(
W˜
H
(k)W˜(k)
)−1/2
=
[(
WH(k − 1)− µeH(k)yH(k)) (W(k − 1)− µy(k)e(k))]−1/2
(2.4)
En posant y’(n) = −µWH(k− 1)y(k) et puisque WH(k− 1)W(k− 1) = I, on peut
réécrire 2.4 :(
W˜
H
(k)W˜(k)
)−1/2
=
(
I+ µ ‖y(k)‖ e(k)eH(k) + e(k)y’H(k) + y’(k)eH(k))−1/2
Soit Φ = µ ‖y(k)‖ e(k)eH(k) + e(k)y’H(k) + y’(k)eH(k), ainsi :
(
W˜
H
(k)W˜(k)
)−1/2
= (I+Φ)−1/2 (2.5)
La matrice Φ est Hermitienne et de rang 2, ainsi nous pouvons l’écrire sous la forme :
Φ = PΛPH
où Λ = diag (λ1, λ2) et P = (p1 p2) contient les 2 vecteurs propres de Φ associés
aux valeurs propres λ1 et λ2.
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D’après le théorème défini dans [IMG07a], 2.5 devient :
(
W˜
H
(k)W˜(k)
)−1/2
=
(
I+PΛ′PH
)
avec Λ′ = diag
(
1√
λ1+1
− 1, 1√
λ2+1
− 1
)
.
Finalement, la mise à jour de la matrice de séparation s’obtient par :
W(k) = (W(k − 1)− µy(k)e(k)) (I+PΛ′PH)
Ikhlef a proposé dans [Ikh08] une autre technique minimisant ‖W(k + 1)−W(k)‖2, cette
technique d’orthogonalisation, basée sur [Hua04], est réalisée asymptotiquement et non à
chaque itération.
2.5 Fonctions de contraste utilisées pour la séparation
Certaines méthodes de séparation aveugle de sources exposées dans ce chapitre font appel à
des fonctions de contraste (ou coût) introduites par Comon en 1994 [Com94]. La définition
donnée par Comon est la suivante :
Loi 1 Une fonction de contraste est une fonction Ψ de l’ensemble S des vecteurs aléatoires
à composantes gaussiennes dans R qui satisfait les propriétés suivantes :
1. Ψ est invariante par permutation : ∀s ∈ S, Ψ(Ps) = Ψ (s) , pour toute matrice P
de permutation.
2. Ψ est invariante par changement d’échelle : ∀s ∈ S, Ψ(Φs) = Ψ (s) , pour toute
matrice Φ diagonale.
3. Si les composantes de s sont indépendantes alors :
– Ψ(Ms) ≤ Ψ(s) pour toute matrice M inversible.
– Ψ(Ms) = Ψ (s)⇔M = PΦ
La dernière condition indique qu’il s’agit de maximiser la fonction de contraste afin d’ob-
tenir la matrice M adéquate.
2.5.1 La séparation par analyse en composantes indépendantes
Le principe de l’ICA(2) est d’appliquer des transformations aux signaux reçus afin d’ob-
tenir des signaux statistiquement indépendants. Il est donc nécessaire de pouvoir mesurer
l’indépendance statistique de signaux.
Par définition, des variables aléatoires {un}, n = 1 . . . p sont statistiquement indépen-
dantes si et seulement si :
p (u1, . . . , up) =
p∏
n=1
p (un)
(2)Independant Components Analysis
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Par conséquent l’indépendance statistique implique la décorrélation, mais l’inverse n’est
pas vrai, sauf dans le cas de vecteurs aléatoires gaussiens.
Le principe de l’ICA a été utilisé pour de nombreux algorithmes de séparation de
sources. Parmi eux, nous pouvons citer les méthodes basées sur la théorie de l’information
[Com94, GL90, PGJ92, Car97, MCG97, DH97] et notamment l’algorithme InfoMax pro-
posée par Bell et Sejnowski [BS95]. D’autres méthodes basées sur les statistiques d’ordre
2 et 3 ont été proposées, mais celles-ci sont généralement insuffisantes pour la séparation
de signaux, à moins de rajouter des conditions nécessaires et suffisantes [SS00, MKO99].
Les moments et cumulants croisés d’ordres supérieurs peuvent aussi être utilisés dans les
méthodes basées sur l’ICA, c’est le cas de l’algorithme FOBI(3)[Car89, Car92] et de l’al-
gorithme JADE(4) [CS93] créés par Cardoso.
2.5.1.1 Un critère basé sur le Kurtosis
Enfin, les méthodes basées sur les autocumulants d’ordre 4 ont été introduites par Wig-
gins [Wig78] en 1978. Ce dernier utilise un critère proche du kurtosis afin de séparer des
mélanges convolutifs mais dans les cas SISO(5) :
J(z) =
E
[
z4
]
(E [z2])2
En effet, d’après le théorème de la centrale-limite, les signaux reçus tendent vers une
loi gaussienne puisqu’ils sont issus d’un mélange. Ainsi, pour séparer ce mélange il faut
s’éloigner le plus possible de la loi gaussienne et donc maximiser le module du Kurtosis
étant donné que :
– Kn(z) > 0 les signaux sont sur-gaussiens
– Kn(z) = 0 les signaux sont gaussiens
– Kn(z) < 0 les signaux sont sous-gaussiens
Le kurtosis normalisé s’écrivant de la manière suivante :
Kn(z) =
Cum4(z)
Cum2(z)
, avec E[z] = 0
et le kurtosis non-normalisé :
K(z) = E
[
|z|4
]
− 2E2
[
|z|2
]
− ∣∣E [z2]∣∣2 = Cum4(z)
Loubaton, Regalia et Delfosse [DL95, LR93] ont par la suite utilisé le kurtosis non
normalisé afin de séparer des signaux MIMO convolutifs. Cependant, cette approche n’a
été développée que pour des signaux réels avec Nt = Nr. Par la suite, Tugnait a proposé de
maximiser le module du Kurtosis normalisé de la sortie de l’égaliseur [Tug97]. Puis Deville
et al. ont proposé de tenir compte du signe du Kurtosis afin d’extraire au choix des sources
sur-gaussiennes ou sous-gaussiennes [Dev99, DAB00, DB00]. Par la suite Papadias réuti-
lise le Kurtosis non-normalisé [Pap00] qui représente une extension de l’algo proposé par
(3)Fourth Order Blind Identification
(4)Joint Approximate Diagonalization of Eigen-matrices
(5)Single Input Single Output
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Shalvi [SW90] et cherche à maximiser son module afin de séparer des signaux complexes
issus d’un mélange instantané. Il montre la convergence de cet algorithme appelé MUK(6)
pour un nombre arbitraire d’antennes.
2.5.1.2 L’algorithme MUK
Cet algorithme est basé sur des conditions nécessaires et suffisantes pour pouvoir séparer
les sources. En effet, si chaque source sn(k) transmise sur la ne antenne est une séquence
identiquement distribuée de moyenne nulle et que les sources transmises à l’instant k
sont statistiquement indépendantes et possèdent la même distribution alors l’ensemble des
conditions nécessaires et suffisantes pour retrouver tous les signaux sources à partir des
sorties de l’égaliseur sont les suivantes :
C 1 E
[
|zn(k)|2
]
= σ2s , avec σ
2
s la variance des sources, ∀n ∈ [1, . . . , Nt]
C 2 E [zn(k)z
∗
m(k)] = 0, n,m = 1, . . . , Nt, m 6= n
C 3 |K(zn(k))| = |Ks| , n = 1, . . . , Nt avec Ks le kurtosis non normalisé des sources
Le critère proposé par Papadias découle directement des contraintes décrites précé-
demment et s’écrit de la manière suivante :{
max JMUK(W) =
∑Nt
n=1 |K(zn)|
sous WHW = INt
La contrainte découle des conditions 2. Papadias propose d’implémenter cette fonction
de coût à l’aide d’un gradient stochastique (SG) à pas fixe associé à une orthogonalisation
de Gram-Schmidt permettant de satisfaire la contrainte à chaque itération. Ce critère
peut très bien être implémenté par d’autres méthodes décrites dans le paragraphe suivant,
comme le gradient stochastique à pas variable ou encore le RLS.
2.5.2 Les fonctions de contraste à module constant
De nombreux signaux de télécommunication ont un module constant (PSK, 4QAM), gé-
néralement normalisé à 1. Si on représente les échantillons d’une seule source sur un plan
complexe, tous les échantillons se trouvent sur un cercle unitaire, ce n’est plus le cas si
on représente une combinaison linéaire de plusieurs sources. C’est cette propriété que les
algorithmes à module constant exploitent. La fonction de coût CM(7) à minimiser est la
suivante :
JCMA(W) =
Nt∑
n=1
E
[∣∣∣|zn(k)|2 −R∣∣∣2
]
où R =
E[|s(k)|4]
E[|s(k)|2] représente la constante de dispersion. Ce critère contraint les sorties de
l’égaliseur à se trouver sur un cercle de rayon R. Cette fonction de coût permet de séparer
(6)MultiUser Kurtosis
(7)Constant Modulus
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aussi bien les mélanges issus d’une constellation circulaire (PSK) que carrée (QAM).
Cette fonction de coût a été initialement proposée pour des systèmes SISO dans [God80]
puis dans [GL86]. Castedo a ensuite étendu ce critère aux signaux MIMO issus de mélanges
instantanés.
Afin de retrouver des sources indépendantes en sortie de l’égaliseur, Castedo a proposé
d’utiliser un critère basé sur l’intercorrélation des signaux séparés (c.f. paragraphe 2.4.2).
Cependant ce second critère pénalise le critère de séparation CM en terme de vitesse de
convergence. Nous utiliserons donc par la suite le critère CM associé à un blanchiment et
à une orthogonalisation de Gram-Schimdt (c.f. paragraphe 2.4.2). Le critère à minimiser
devient : 
 JCMA(W) =
∑Nt
n=1E
[∣∣∣|zn(k)|2 −R∣∣∣2
]
sous WHW = INt
La convergence du critère CM a largement été étudiée dans un contexte d’égalisation
aveugle [LT83, RS00, ZTJ99, TF99] et de séparation de sources [CED97, PP97, LC99,
Ikh08]. Il en ressort que la minimisation du critère CM conduit, en l’absence de bruit, à
la récupération parfaite des signaux sources à une rotation et une permutation près.
2.5.2.1 L’algorithme SG-CMA à pas fixe
Castedo propose dans [CED97] d’utiliser le gradient stochastique afin de minimiser le
critère CM dans un contexte MIMO. Avant lui, Godard [God80] avait aussi utilisé cet
algorithme sur ce même critère mais dans un contexte SISO. Dans ce cas, la mise à jour
de la matrice de séparation W est faite de manière adaptative :
W˜n(k) = W˜n(k − 1)− µ∇WnJCMA, n ∈ {1, . . . , Nt}
où µ représente la pas d’adaptation et ∇WnJCMA le gradient de JCMA défini de manière
générale comme :
Définition 2.5.1 Le gradient ∇WJ de la fonction de coût J(W) par rapport à la matrice
complexe W = (W1, . . . ,WNt), avec Wn la n
e colonne de W, est défini comme :
∇WJ =
(
∇W1J, . . . ,∇WNtJ
)T
Le vecteur ∇WnJ définit le gradient de J par rapport aux variables du vecteur complexe
Wn comme :
∇WnJ =
(
∂J
∂W∗1n
. . . ∂J∂W∗Ntn
)T
avec Wmn = W(m,n),m, n ∈ {1, . . . , Nt}.
En utilisant la définition et les propriétés de l’opérateur à gradient complexe décrites dans
[Bra83], ∇WnJCMA est donné par :
∇WnJCMA = E
[(
|zn(k)|2 −R
)
z∗n(k)y(k)
]
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Dans la pratique, il n’est pas concevable d’estimer à chaque instant la valeur moyenne du
gradient ∇WnJCMA. Afin de réduire la complexité de calcul, la démarche de l’approxima-
tion stochastique introduite par Robbins et Monroe [RM51] est utilisée. On obtient ainsi
l’algorithme du gradient stochastique à module constant :
W˜n(k + 1) = W˜n(k)− µ
(
|zn(k)|2 −R
)
z∗n(k)y(k), n ∈ {1, . . . , Nt}
La contrainte d’orthogonalité est ensuite satisfaite à chaque itération à l’aide d’un algo-
rithme décrit dans le paragraphe 2.4.2.
2.5.2.2 L’algorithme SG-CMA à pas variable
Les algorithmes SG-CMA à pas fixe peuvent présenter plusieurs type d’inconvénients :
– Lorsque le pas d’adaptation µ est choisi trop petit, l’algorithme converge lentement
mais vers une valeur optimale. Cependant, l’algorithme peut s’arrêter sur des points
indésirables et finalement ne jamais converger vers la solution.
– Lorsque le pas µ est choisi trop élevé, l’algorithme converge, certes, rapidement mais
il n’atteint pas la valeur optimale de la solution et risque de diverger. Cependant, un
pas plus élevé permet à l’algorithme de ne pas s’arrêter sur des points indésirables.
Un algorithme de BSS utilisant un gradient stochastique à pas variable est un algorithme
qui adapte la valeur de son pas suivant l’erreur en(k) = (|zn(k)|2 − R)z∗n(k). Ainsi, plus
l’erreur en(k) est élevée et plus le pas µ sera élevé et inversement lorsque l’erreur en(k) est
faible.
Plusieurs algorithmes de pas adaptatif ont été proposés, comme ceux présentés dans
[JHH04, AM04, KJ04] et l’OS(8)-CMA [ZC08a].
2.5.2.3 L’algorithme RLS-CMA
Étant donné la lenteur de convergence du gradient stochastique, Chen et al. proposent
d’implémenter le critère CM en utilisant les moindres carrés récursifs [LNCX04]. Cepen-
dant, la fonction de coût JCMA ne peut pas être implémentée directement par le RLS.
Après avoir supposé que le canal de transmission varie très lentement, i.e.Wm(n)Hy(k) ≃
Wm(k−1)Hy(k), une approximation du critère est obtenue dans [LNCX04] en remplaçant
la moyenne statistique par une somme avec pondération exponentielle :
JRLS−CMA =
n∑
k=1
λn−k
Nt∑
m=1
∣∣WHm(n)vm(k)−R∣∣2
avec vm(k) = y(k)y(k)HWm(k − 1). Ainsi, lorsque k est proche de n, la valeur de
Wn(n)
Hy(k) −Wn(k − 1)Hy(k) est relativement faible et lorsque k est éloigné de n,
la valeur élevée de Wn(n)Hy(k) −Wn(k − 1)Hy(k) est atténuée par le facteur d’oubli
λn−k.
La mise à jour de la matrice de séparation est donnée par :
W˜m(k) = W˜m(k − 1) +Km(n)em(k)
(8)Optimal Step-Size
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où
em(k) = W˜
H
m(k − 1)vm(k)−R
Km(k) =
Pm(k − 1)vm(k)
λI+ vm(k)HPm(k − 1)vm(k)
Pm(k) = λ
−1 (Pm(k − 1)−Km(k)vHm(k)Pm(k − 1))
La contrainte d’orthogonalité est ensuite obtenue par une orthogonalisation de la matrice
de séparation W˜(k) à chaque itération.
2.5.2.4 L’algorithme batch ACMA
L’algorithme ACMA(9), proposé par Van der Veen [VP96, VDV01, VLLS05], est utilisé sur
des blocs de données de taille Ns, ainsi le canal doit être stationnaire sur toute la durée
du bloc. Cet algorithme utilise des outils analytiques pour minimiser le critère JCMA ce
qui rend sa convergence rapide même sur un faible nombre de données. Ainsi, en l’absence
de bruit, N2t échantillons de données suffisent pour obtenir la convergence de l’algorithme.
Le fonctionnement du CMA analytique par bloc sera détaillé dans le chapitre 4.
2.5.2.5 L’algorithme adaptatif ACMA
Van der Veen a ensuite adapté l’algorithme ACMA pour une utilisation adaptative [VDV05,
VLLS05], il n’y a alors plus de contraintes sur le canal et l’algorithme adaptive-ACMA
peut être utilisé dans un environnement non stationnaire. L’ajustement de la version bloc
de l’algorithme ACMA à la version adaptative sera largement décrit dans le chapitre 4.
2.5.2.6 Autres algorithmes
Il existe bien d’autres algorithmes basés sur le critère à module constant. Parmi eux, l’al-
gorithme CMA(1,2) [GL86] dont la fonction de coût à minimiser est
JCMA(1,2) =
∑Nt
n=1E
[
(|zn(k)| −R)2
]
, l’algorithme Normalized-CMA [Jon95] et l’ago-
rithme proposé par Zarzoso [ZC08b] utilisent un pas d’adaptation variant dans le temps,
quant à l’algorithme en blocs itératif Least-Square CMA [GL86], il formule le problème de
module constant comme un problème des moindres carrés :
JLS−CMA =
∥∥WHy− S∥∥2 , S ∈ CM
où CM représente l’ensemble des signaux à module constant :
CM = {S| |sn(k)| = 1, ∀n, k}
L’algorithme G-CMA, proposé par Ikhlef [Ikh08], utilise les rotations de Givens complexes
pour minimiser le critère CMA.
(9)Analytical-CMA
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2.5.3 La fonction de contraste MultiModulus
L’algorithme MMA(10), proposé dans [LL98] pour des signaux SISO puis dans [SWC02]
pour un contexte MIMO, est composé de deux fonctions de coût, l’une pour la partie réelle
et l’autre pour la partie imaginaire de la sortie de l’égaliseur z(k) :
JMMA =
Nt∑
m=1
(
E
[(
ℜ (zm(k))2 −Rr
)2]
+ E
[(
ℑ (zm(k))2 −Ri
)2])
où Rr = Ri = R =
E[|ℜ(s(k))|4]
E[|ℜ(s(k))|2] . Les erreurs d’estimation pour les parties réelles et ima-
ginaires sont faites indépendamment, ainsi la fonction de coût MM utilise implicitement
la phase de la sortie de l’égaliseur. La poursuite d’un résidu de phase porteuse peut ainsi
être effectuée conjointement à la séparation aveugle de sources lorsqu’une constellation de
type QAM est utilisée. En sortie du séparateur, les symboles sources sont retrouvés à une
rotation modulo π/2 près.
La fonction de coût CM utilise uniquement le module de la sortie de l’égaliseur, ainsi les
algorithmes utilisant la fonction de coût CM estiment les sources à une rotation arbitraire
près. Ils doivent donc utiliser en sortie une poursuite de phase pour supprimer le résidu
de phase porteuse.
Sansrimahachai a proposé dans [SWC02] d’associer à la fonction de coût MM la
contrainte d’orthogonalité utilisée pour retrouver des sources indépendantes en sortie de
la BSS. Ainsi les signaux reçus y(k) sont préalablement blanchis et le critère MM devient :{
min JMMA(W)
sous WHW = INt
La minimisation du critère est obtenue pour la méthode du gradient stochastique à pas
fixe par la mise à jour de la matrice de séparation W˜(k) suivante :
W˜n(k) = W˜n(k − 1)− µen(k)y(k), n ∈ {1, . . . , Nt}
avec en(k) =
(
ℜ (zn(k))2 −R
)
ℜ (zn(k))− j
(
ℑ (zn(k))2 −R
)
ℑ (zn(k)), la contrainte est
vérifiée à chaque itération en utilisant une orthogonalisation de Gram-Schmidt sur la ma-
trice W˜(k). La minimisation du critère peut très bien être obtenue par un gradient sto-
chastique à pas variable ou une RLS. Nous verrons dans le chapitre 4 comment minimiser
le critère MM à l’aide de méthodes analytiques (c.f. paragraphes 2.5.2.4 et 2.5.2.5).
2.5.4 La fonction de contraste à norme constante
Les deux fonctions de coût que nous venons de voir sont toutes les deux dépendantes
d’un certain type de constellation, ainsi le critère CM est plus adapté aux constellations
circulaires comme les PSK et le critère MM est plus adapté aux constellations carrées de
type QAM. Goupil et Palicot ont donc proposé une nouvelle classe d’algorithmes à norme
constante pour des signaux SISO [GP02, GP07], Ikhlef les a ensuite adapté aux signaux
(10)MultiModulus Algorithm
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MIMO [Ikh08].
Le critère CN(11) utilise l’ensemble des fonctions normes notées N(.) qui satisfont les
conditions suivantes :
– ∀a ∈ C, N(a) ≥ 0
– ∀a ∈ C, ∀α ∈ R, N(αa) = |α|N(a)
– ∀a, b ∈ C2, N(a+ b) ≤ N(a) + N(b)
Ainsi, différentes normes peuvent être utilisées pour construire le critère CN. De manière
générale le critère s’écrit :{
minJCNA(W) =
1
4
∑Nt
m=1E
[(
N(zm(k))
2 −R)2]
sous WHW = INt
où R =
E[N(s)4]
E[N(s)2]
.
On peut remarquer que l’algorithme CNA-2, qui utilise la norme 2, est identique à
l’algorithme CMA.
2.5.4.1 L’algorithme CNA-l
L’algorithme CNA-l utilise, pour minimiser le critère JCNA, une norme l définie par :
‖z‖l = l
√
ℜ(z)l + ℑ(z)l
Ces normes présentent chacune une boule de rayon R plus ou moins étalée suivant la valeur
de l. Le critère associé à chacune de ces normes devient :
 minJCNA(W) =
1
4
∑Nt
m=1E
[(
‖zm(k‖2l −R
)2]
sous WHW = INt
En utilisant le gradient stochastique à pas fixe pour minimiser le critère CN-l, la mise à
jour de la matrice de séparation W(k) est réalisée par :
W˜n(k) = W˜n(k − 1)− µen(k)y(k), n ∈ {1, . . . , Nt}
avec en(k) =
(
‖zn(k)‖2l −R
)
sign(ℜ(zn(k)))lℜ(zn(k))l−1−jsign(ℑ(zn(k)))lℑ(zn(k))l−1
‖zn(k)‖l−2l
. La contrainte
est ensuite satisfaite à chaque itération en utilisant un algorithme d’orthogonalisation. La
minimisation du critère CN peut aussi être obtenue à l’aide d’un gradient stochastique à
pas adaptatif ou d’un RLS.
2.5.4.2 L’algorithme CQA
L’algorithme CQA(12) est quant à lui plus adapté aux constellations QAM puisqu’il utilise
la norme infinie :
‖z‖∞ = max (ℜ(z),ℑ(z))
(11)Constant Norm
(12)Constant Square Algorithm
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La fonction de coût CQ devient :
 minJCQA(W) =
1
4
∑Nt
m=1E
[(∥∥(zm(k))2∥∥2∞ −R
)2]
sous WHW = INt
avec R =
E[‖s‖4∞]
E[‖s‖2∞]
La mise à jour de la matrice W˜(k) en utilisant un gradient stochastique
à pas fixe se fait de la même manière qu’avec l’algorithme CNA-l :
W˜n(k) = W˜n(k − 1)− µen(k)y(k), n ∈ {1, . . . , Nt}
avec
en(k) =
(∥∥(zm(k))2∥∥2∞ −R
)
f (zm(k))
où
f (zm(k))
{ ℜ(zn(k)), si |ℜ(zn(k))| ≥ |ℑ(zn(k))|
jℑ(zn(k)), sinon
La contrainte est ensuite satisfaite à l’aide d’un algorithme d’orthogonalisation. Une ver-
sion simplifiée de l’algorithme CQA, ainsi que l’étude de sa convergence ont été proposées
par Ikhlef dans [Ikh08]. La minimisation du critère CQ peut aussi être réalisée en utilisant
un gradient stochastique à pas variable ou un RLS.
2.5.4.3 L’algorithme "Simplified CQA" ou "Simplified CMA"
Le critère appelé Simplified CQA dans [Ikh08] ou encore Simplified CMA dans [IG07] et
proposé par Ikhlef est une version simplifiée des critères CQA, CMA et MMA. En effet, en
employant une seule dimension, i.e. soit la partie réelle soit la partie imaginaire, ce critère
conduit à une réduction de la complexité de calcul. Nous cherchons donc à minimiser :
 JSCMA(W) =
∑Nt
m=1E
[(
ℜ (zm(k))2 −Rr
)2]
sous WHW = INt
Une étude de convergence du critère a été proposée dans [IG07]. La fonction de coût SCMA
est ensuite implémentée à l’aide de l’algorithme du gradient stochastique à pas fixe, ce qui
conduit à l’équation de mise à jour :
W˜n(k) = W˜n(k − 1)− µen(k)y(k), n ∈ {1, . . . , Nt}
avec
en(k) =
(
ℜ (zm(k))2 −Rr
)
ℜ (zm(k))
Un algorithme d’orthogonalisation permet d’obtenir la matriceW(k) satisfaisant la contrainte
à chaque itération. La minimisation de ce critère peut être aussi obtenue à l’aide d’un gra-
dient stochastique à pas fixe ou d’un RLS et nous verrons dans le chapitre 4 comment
implémenter ce critère en utilisant des outils analytiques.
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Fig. 2.3 – SINR, en fonction du temps, des différents algorithmes de BSS
2.6 Simulations
Les performances des algorithmes MMA, MUK, CMA, CQA, SCMA précédemment décrit
sont comparés ici en termes de SINR(13) et TEB. Dans les simulations tous les algorithmes
utilisent un algorithme du gradient stochastique pour implémenter les critères. Les signaux
sources sont issus d’une constellation 4-QAM et sont transmis sur un canal de mélange plat
en temps et en fréquence. Le pas d’adaptation utilisé pour les algorithmes est µ = 0.002.
Nous considérerons un système MIMO utilisant 2 antennes émettrices et 4 réceptrices.
L’expression du SINR est donnée par :
SINRn =
|gnn|2∑
m,m6=n |gmn|2 +WHn RbWn
avec SINRn le SINR du signal source présent sur la ne sortie, G = WHH et gmn =
WHmHn et Rb = E[bb
H ] est la matrice de corrélation du bruit. Lors des simulations, on
tracera le SINR moyen :
SINR =
1
Nt
Nt∑
n=1
SINRn
La figure 2.3 représente le SINR en fonction du temps des différents algorithmes de BSS
pour un RSB de 15dB. Nous remarquons que la vitesse de convergence et le SINR obtenu
en régime stationnaire des algorithmes MMA, CMA, CQA et SCMA sont sensiblement les
(13)Signal Interference Noise Ratio
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Fig. 2.4 – TEB en fonction du RSB des différents algorithmes de BSS
mêmes. Seul l’algorithme MUK possède une convergence plus lente pour atteindre un SINR
en régime stationnaire plus faible que les autres algorithmes. Les algorithmes MMA, CMA,
CQA et SCMA possèdent donc les mêmes performances pour une constellation 4-QAM.
Finalement, nous pouvons noter que ces algorithmes sont relativement lents puisqu’il leur
faut au moins 2000 échantillons pour atteindre leur régime stationnaire.
La figure 2.4 compare les TEB des différents algorithmes de BSS en fonction du RSB.
Pour calculer les TEB nous avons utilisé 106 symboles. Sur ces 106 symboles, un nouveau
canal, indépendant du précédent, est généré tous les 104 symboles. Les symboles considé-
rés pour tracer les TEB sont obtenus après convergence des différents algorithmes. Nous
pouvons noter que tous les TEB sont sensiblement égaux. Nous avons aussi comparé les
algorithmes aveugles avec l’égaliseur MMSE utilisant une connaissance parfaite du canal
de transmission. Une différence de 1 dB en terme de SNR est observée entre les algorithmes
aveugle et l’égaliseur MMSE utilisé de manière non-aveugle lorsque le TEB est fixé à 10−2.
La figure 2.5 représente les constellations en sortie des algorithmes CMA, MMA et
SCMA à 30dB lorsqu’un résidu de fréquence porteuse δfTs = 10−4 est présent sur les si-
gnaux à séparer. Nous pouvons noter que seuls les algorithmes MMA et SCMA permettent
d’éliminer ce résidu de phase et d’estimer les symboles à une phase kπ/2 près au lieu d’une
phase quelconque pour les autres fonctions de coût. Cette particularité les rend donc plus
attrayants.
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Fig. 2.5 – Constellations obtenues en sortie des algorithmes CMA, MMA et SCMA à 30
dB avec Nt = 2, Nr = 4 et une constellation 4-QAM et δfTs = 10−4
2.7 Conclusion
Dans ce chapitre nous avons présenté le principe de la séparation aveugle de sources. Puis
les différentes fonctions de coût et méthodes d’implémentation conduisant aux algorithmes
de BSS.
Nous avons vu que l’une des limites de la BSS est l’indétermination de phase et d’ordre sur
les sources estimées. Nous essaierons de résoudre cette limite de la BSS dans le chapitre
suivant. Les fonctions de coût MM et SCM permettent de réduire cette indétermination
en estimant les sources issues d’une constellation QAM à une phase kπ/2 près au lieu
d’une phase quelconque pour les autres critères. Mais en utilisant la redondance introduite
par les codes MIMO, nous pouvons éliminer d’autres indéterminations. Ainsi, nous pro-
poserons dans le chapitre suivant des fonctions de coût permettant de diminuer le nombre
d’inconnues introduites par la BSS.
D’après les simulations nous pouvons retenir que les algorithmes à gradient stochas-
tique sont relativement lents à converger et donc utilisables uniquement sur des canaux
variant très peu dans le temps.
Nous avons abordé dans ce chapitre les méthodes analytiques ACMA par blocs et adap-
tatifs qui minimisent la fonction de coût CM. Ce type de méthode converge rapidement
dans le temps, les rendant ainsi utilisables sur des canaux sélectifs temporellement. Ce-
pendant, l’implémentation analytique n’a été réalisée que pour les critères CM, or nous
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avons constaté que les critères MM et SCM permettent de poursuivre un résidu de phase.
Nous verrons donc dans le chapitre 4 comment implémenter les fonctions de coût MM et
SCM à l’aide d’outils analytiques permettant ainsi la résolution de notre problématique
sur des canaux sélectifs en temps. Les chapitres 5 et 6 présenteront une nouvelle approche
pour estimer les sources lorsque que le canal est respectivement instantané et convolutif.
La méthode proposée utilise la séparation aveugle de source pour initialiser un filtre de
Kalman. Ce dernier permet de poursuivre les variations rapides d’un canal.
Chapitre 3
Exploitation de la redondance
introduite par les codes STBC pour
la séparation
Le chapitre 2 a permis de faire ressortir un inconvénient lié à la séparation aveugle de
sources : l’ambiguïté sur la phase et l’ordre des sources estimées. D’autre part, nous avons
présenté au chapitre 1 quelques codes MIMO STBC : Alamouti, Tarokh, code d’Or, qui
transmettent les sources avec une certaine redondance afin d’augmenter la fiabilité de la
transmission.
Comme il subsiste une rotation de phase différente et une permutation possible entre les
lignes de la matrice de séparation, cette redondance n’est plus exploitable pour diminuer
le taux d’erreurs symboles.
Afin de limiter cet inconvénient dans le cas des codes STBC, nous proposons dans ce cha-
pitre des critères associés aux codes d’Alamouti, de Tarokh et d’Or. Ces critères permettent
de retrouver les sources en sortie de la BSS avec la même phase sur chaque antenne, voire
sans permutation suivant le code STBC utilisé.
Tout d’abord, nous rappellerons la structure de ces codes. Puis, nous présenterons une pre-
mière approche, qui suppose l’ambiguïté de phase connue, appliquée en sortie de la BSS
pour lever l’indétermination sur l’ordre des sources. Ces méthodes utilisent la redondance
introduite par les codes d’Alamouti et de Tarokh. Puis nous présenterons une seconde
approche basée sur des critères ayant pour but de lever une partie des ambiguïtés sur la
phase et l’ordre. Une étude des points stationnaires de chacun de ces critères sera ensuite
réalisée afin de démontrer que seuls les points désirés les minimisent. Nous implémenterons
enfin ces critères associés à une fonction de coût de BSS à l’aide d’un gradient stochastique.
Nous utiliserons le pas adaptatif décrit dans le chapitre 1 pour accroître les performances
de certains algorithmes. Finalement, nous présenterons les résultats de simulation de nos
critères.
3.1 Principe
Après la séparation aveugle de sources, les symboles transmis sont retrouvés à une certaine
permutation et rotation près. Ainsi, les signaux en sortie de la BSS peuvent s’exprimer
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sous la forme :
z(k) = ΦPx(k)
avec Φ =


ejφ1 0 . . . 0
...
. . .
...
0 . . . 0 ejφNt

 la matrice diagonale représentant l’ambiguïté sur la
phase, P la matrice modélisant les permutations sur les lignes de x(k) et x(k) les symboles
transmis résultant d’un codage d’Alamouti, de Tarokh ou d’Or.
On suppose que les symboles transmis non codés s(k) sont complexes, i.i.d., de moyenne
nulle et de variance unitaire. La constellation utilisée est circulaire, c’est à dire E[s2(k)] =
0. On rappelle que les vecteurs en sortie de l’égaliseur s’écrivent sous la forme suivante :
z(k) = WHy(k)
= WHH˜x(k) + b′(k)
= GHx(k) + b′(k)
Où G = H˜
H
W et H˜ est la matrice de canal unitaire résultant d’un blanchiment des
données reçues : H˜ = BH de dimension Nt ×Nt.
Avant de présenter les critères qui exploitent la redondance des codes d’Alamouti, de
Tarokh et d’Or afin de lever certaines ambiguïtés sur la phase et/ou l’ordre des symboles
estimés par la BSS, nous présenterons les premières méthodes que nous avons proposées
dans [DG07a, DG07b] et qui supposent l’ambiguïté de la phase parfaitement levée.
3.2 Une première approche : recherche de P avec Φ connue
Dans une première approche, nous nous sommes focalisés sur l’indétermination sur l’ordre,
supposant ainsi l’ambiguïté sur la phase parfaitement levée. Nous avons donc proposé des
méthodes appliquées en sortie de la BSS pour retrouver l’ordre des sources en utilisant la
redondance introduite par les codes d’Alamouti et de Tarokh.
3.2.1 Méthode associée au code d’Alamouti
Nous rappelons dans un premier temps la structure du code d’Alamouti [Ala98] :
H2 =
(
s(2k) −s∗(2k + 1)
s(2k + 1) s∗(2k)
)
Ce type de code utilise toujours deux antennes à l’émission, ainsi Nt = 2 dans tous les
paragraphes portant sur le code d’Alamouti.
En supposant la synchronisation avec le début du code d’Alamouti parfaite et l’ambiguïté
de phase levée, nous obtenons les symboles estimés z(k) à une permutation près sur les
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lignes, ainsi :
Z(k) =
(
sˆ(2k) −sˆ∗(2k + 1)
sˆ(2k + 1) sˆ∗(2k)
)
si il n’y a pas de permutations sur les lignes
ou
Z(k) =
(
sˆ(2k + 1) sˆ∗(2k)
sˆ(2k) −sˆ∗(2k + 1)
)
si il y a une permutation des lignes
Nous pouvons noter dès à présent que lorsqu’il n’y a pas de permutation, le produit de
la première diagonale, i.e. z1(2k)z2(2k + 1), est positif alors que le produit de la seconde
diagonale, i.e. z2(2k)z1(2k + 1), est négatif et nous observons l’inverse lorsqu’il y a une
permutation. C’est cette particularité que nous allons utiliser pour lever l’indétermination
sur l’ordre des lignes. Nous définissons ainsi deux indicateurs :{
I1(k) = ℜ (z1(2k)z2(2k + 1))
I2(k) = ℜ (z2(2k)z1(2k + 1))
Si il n’y a pas de permutation alors I1(k) = |sˆ(2k)|2 > 0 et I2(k) = − |sˆ(2k + 1)|2 < 0
sinon on observe l’inverse. De cette constatation, nous proposons l’algorithme suivant :
Si I1(k) > I2(k) alors il n’y a pas de permutation sur les lignes sinon l’algorithme de
BSS a introduit une permutation sur les lignes et la matrice P−1 =
(
0 1
1 0
)
est appli-
quée à Z.
Cependant, en supposant que le canal ne varie pas au cours du temps et donc que les
symboles subissent la même permutation, nous pouvons rendre plus robuste cet algorithme
en sommant les indicateurs I1(k) et I2(k) sur 2Np symboles estimés, on obtient alors :
Si
∑Np
k=1 I1(k) >
∑Np
k=1 I2(k) alors il n’y a pas de permutation sur les lignes sinon l’al-
gorithme de BSS a introduit une permutation sur les lignes et la matrice P−1 =
(
0 1
1 0
)
est appliquée à Z.
Pour finir, la redondance introduite par Alamouti est exploitée puis supprimée et permet
de réduire l’EQM des symboles estimés en effectuant une moyenne :
– Si z1(2k) = sˆ(2k) alors sˆ(2k) =
z1(2k)+z∗2 (2k+1)
2 et sˆ(2k + 1) =
z2(2k)−z∗1 (2k+1)
2
– Si z1(2k) = sˆ(2k + 1) alors sˆ(2k + 1) =
z1(2k)−z∗2 (2k+1)
2 et sˆ(2k) =
z2(2k)+z∗1 (2k+1)
2
Ainsi, la variance des symboles est réduite par deux :
V ar[sˆ(k)] =
2V ar[zi(k)]
4
=
V ar[zi(k)]
2
puisque les zi(k) sont mutuellement indépendants à l’instant k, possèdent la même variance
et ont une moyenne nulle.
L’Annexe A présente la démonstration théorique que l’EQM, en utilisant ce moyennage,
est réduite de 3 dB par rapport au cas où la redondance n’est pas exploitée.
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3.2.2 Méthode associée au code de Tarokh G3
Avec les codes de Tarokh nous appliquons une autre méthode, ainsi au lieu de détecter si
il y a une permutation des lignes ou pas, nous estimons directement les symboles transmis
dans le bon ordre. Cette méthode a l’avantage d’être plus simple et plus efficace. Avant de
présenter cette méthode nous rappelons la structure du code de Tarokh G3 :
G3 =
(
s(4k) −s(4k + 1) −s(4k + 2) −s(4k + 3) s∗(4k) −s∗(4k + 1) −s∗(4k + 2) −s∗(4k + 3)
s(4k + 1) s(4k) s(4k + 3) −s(4k + 2) s∗(4k + 1) s∗(4k) s∗(4k + 3) −s∗(4k + 2)
s(4k + 2) −s(4k + 3) s(4k) s(4k + 1) s∗(4k + 2) −s∗(4k + 3) s∗(4k) s∗(4k + 1)
)
Ce code utilise 3 antennes émettrices, ainsi Nt = 3. En supposant que le début de la trame
est bien synchronisé avec le début du code de Tarokh, et après réception, séparation et
levée d’ambiguïté sur la phase, on obtient le bloc à l’instant k défini par :
Z(k) = P
(
sˆ(4k) −sˆ(4k + 1) −sˆ(4k + 2) −sˆ(4k + 3) sˆ∗(4k) −sˆ∗(4k + 1) −sˆ∗(4k + 2) −sˆ∗(4k + 3)
sˆ(4k + 1) sˆ(4k) sˆ(4k + 3) −sˆ(4k + 2) sˆ∗(4k + 1) sˆ∗(4k) sˆ∗(4k + 3) −sˆ∗(4k + 2)
sˆ(4k + 2) −sˆ(4k + 3) sˆ(4k) sˆ(4k + 1) sˆ∗(4k + 2) −sˆ∗(4k + 3) sˆ∗(4k) sˆ∗(4k + 1)
)
=
(
z1(8k) z1(8k + 1) z1(8k + 2) z1(8k + 3) z1(8k + 4) z1(8k + 5) z1(8k + 6) z1(8k + 7)
z2(8k) z2(8k + 1) z2(8k + 2) z2(8k + 3) z2(8k + 4) z2(8k + 5) z2(8k + 6) z2(8k + 7)
z3(8k) z3(8k + 1) z3(8k + 2) z3(8k + 3) z∗3 (8k + 4) z3(8k + 5) z3(8k + 6) z3(8k + 7)
)
On peut noter que les transformations faites sur les symboles s(k) sont linéaires, mise à
part le conjugué. Afin de les rendre toutes linéaires, nous conjuguons les symboles zl(8k+
4), zl(8k + 5), zl(8k + 6), zl(8k + 7), avec l ∈ {1, . . . , Nt}, conduisant à :
Z’(k) =
[
z′l
]
(k)
=
(
z1(8k) z1(8k + 1) z1(8k + 2) z1(8k + 3) z∗1 (8k + 4) z
∗
1 (8k + 5) z
∗
1 (8k + 6) z
∗
1 (8k + 7)
z2(8k) z2(8k + 1) z2(8k + 2) z2(8k + 3) z∗2 (8k + 4) z
∗
2 (8k + 5) z
∗
2 (8k + 6) z
∗
2 (8k + 7)
z3(8k) z3(8k + 1) z3(8k + 2) z3(8k + 3) z∗3 (8k + 4) z
∗
3 (8k + 5) z
∗
3 (8k + 6) z
∗
3 (8k + 7)
)
Pour retrouver les symboles transmis s(k), nous effectuons une combinaison linéaire
des signaux :
sˆ(4k) =
( ∑
j∈{0,1,2,3,4,5,6}
Nt∑
i=1
z′i(8k + j)
)
/6
sˆ(4k + 1) =
( ∑
j∈{0,3,4,7}
Nt∑
i=1
z′i(8k + j)−
∑
j∈{1,5}
Nt∑
i=1
z′i(8k − j)
)
/6
sˆ(4k + 2) =
( ∑
j∈{0,4}
Nt∑
i=1
z′i(8k + j)−
∑
j∈{2,3,6,7}
Nt∑
i=1
z′i(8k + j)
)
/6
sˆ(4k + 3) =
( ∑
j∈{2,6}
Nt∑
i=1
z′i(8k + j)−
∑
j∈{1,3,5,7}
Nt∑
i=1
z′i(8k + j)
)
/6
Comme le code d’Alamouti, la variance des symboles ainsi estimés est réduite de moitié :
V ar[sˆ(k)] =
6∑
j=1
Nt∑
i=1
V ar[z′i(k)]
36
=
18V ar[z′i(k)]
36
=
V ar[z′i(k)]
2
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La même méthode peut être utilisée sur un code de Tarokh G4 utilisant 4 antennes émet-
trices.
3.3 Une seconde approche : proposition de critères avec Φ et
P inconnus
Cette première approche que nous venons de présenter fait intervenir une hypothèse assez
forte, i.e. la levée d’ambiguïté parfaite de la phase. Nous avons donc proposé par la suite
des critères associés aux codes d’Alamouti, de Tarokh et d’Or pour lever une partie de
l’ambiguïté sur la phase et sur l’ordre. En effet, nous pouvons noter que la BSS introduit
une phase différente sur chacune des sorties, rendant ainsi impossible l’exploitation de la
redondance pour réduire l’EQM et le TES. Ces critères ainsi que l’étude théorique de leurs
points stationnaires sont exposés dans les paragraphes qui suivent.
3.3.1 Critère associé au code d’Alamouti
En gardant à l’esprit la structure de code d’Alamouti présenté au paragraphe 3.2.1 et le
fait que la séparation aveugle de sources introduit une phase arbitraire sur chacune des
lignes, ainsi qu’une éventuelle permutation entre les lignes, nous obtenons en sortie de la
BSS deux schémas possibles :
Lorsqu’il n’y a pas de permutation des lignes :
Z(k) =
(
s(2k)ejΦ1 −s∗(2k + 1)ejΦ1
s(2k + 1)ejΦ2 s∗(2k)ejΦ2
)
avec Φ1 et Φ2 arbitraires. Et lorsqu’il y a permutation des lignes :
Z(k) =
(
sˆ(2k + 1)ejΦ1 sˆ∗(2k)ejΦ1
sˆ(2k)ejΦ2 −sˆ∗(2k + 1)ejΦ2
)
Nous proposons de minimiser le critère suivant, associé à un critère de séparation :
Jalamouti =
1
Ns
Ns∑
k=1
|z1(2k)− z∗2(2k + 1)|2
avec Ns un nombre fixé de symboles reçus.
Lorsque la BSS n’introduit pas de permutation sur les lignes, le critère vaut : Jalamouti =∣∣ejΦ1 − e−jΦ2∣∣2 σ2s , avec σ2s ≃ 1Ns ∑Nsk=1 |s(k)|2, où les symboles s(k) sont i.i.d, ce critère
est minimal lorsque Φ1 = −Φ2.
Lorsqu’une permutation des lignes est introduite par la BSS, le critère devient : Jalamouti =∣∣ejΦ1 + e−jΦ2∣∣2 σ2s qui est minimisé lorsque Φ1 = −Φ2 ± π.
En supposant que le début de trame est bien synchronisé avec le début du code d’Ala-
mouti, ce critère nous permet donc de retrouver en sortie de la BSS une structure d’Ala-
mouti. Le tableau 6.1 présente les différents résultats suivant qu’il y a permutation ou non
des lignes. Il est important de retrouver une structure d’Alamouti en sortie de la BSS, en
effet, si une phase différente est introduite sur chaque ligne, nous ne retrouvons plus sur
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les deux diagonales les conjugués des symboles s(2k) et s(2k+1) et nous ne pouvons plus
décoder ce code de manière à réduire le TEB et l’EQM. Nous démontrerons par la suite
les minima de ce critère.
Permutation Phases Structure du code en sortie de la BSS
Non Φ1 = −Φ2 Z =
(
s(2k)ejΦ1 −s∗(2k + 1)ejΦ1
s(2k + 1)e−jΦ1 s∗(2k)e−jΦ1
)
Oui Φ1 = −Φ2 ± π Z =
(
s(2k + 1)ejΦ1 s∗(2k)ejΦ1
−s(2k)e−jΦ1 s∗(2k + 1)e−jΦ1
)
Tab. 3.1 – Tableau récapitulatif du critère associé au code d’Alamouti
Une fois les symboles sources estimés, il ne nous reste plus qu’à exploiter et à supprimer
la redondance. Ainsi, les symboles transmis s(k) sont estimés par moyennage :{
z′1(k) =
z1(2k)+z∗2 (2k+1)
2
z′2(k) =
z2(2k)−z∗1 (2k+1)
2
Ainsi, lorsqu’il n’y a pas de permutation sur les lignes, on obtient :
z′(k) ≃
(
s(2k)ejΦ1
s(2k + 1)e−jΦ1
)
et lorsqu’il y a permutation
z′(k) ≃
(
s(2k + 1)ejΦ1
−s(2k)e−jΦ1
)
Ainsi, en supposant Φ1 connue (rien ne permet de la déterminer en aveugle), la variance
des symboles est réduite par deux :
V ar[z′n(k)] =
2V ar[zn(k)]
4
=
V ar[zn(k)]
2
3.3.2 Critère associé au code de Tarokh G3
En considérant la structure du code de Tarokh présenté au paragraphe 3.2.2, nous remar-
quons dès à présent que le symbole s(4k) occupe les diagonales de ce code. C’est cette
redondance particulière au code de Tarokh G3 que nous allons exploiter. En effet, lorsque
la BSS introduit une permutation sur les lignes et/ou une rotation, nous ne retrouvons
plus en sortie de la BSS cette particularité :
Z =

 ejΦ1 0 00 ejΦ2 0
0 0 ejΦ3

Px(k)
où P représente la matrice de permutation et x(k) les symboles transmis résultant du code
de tarokh G3. Pour la suite, nous supposons que le début de la trame des signaux reçus
est bien synchronisé avec le début du code de Tarokh.
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Remarque : Les codes de Tarokh se déclinent en quatre codes G3, G4, H3 et H4. Le cri-
tère que nous présentons ici est uniquement valable pour le code G3, pour les autres codes
il est possible de proposer d’autres critères que nous n’aborderons pas dans ce document.
Afin d’éviter toute permutation sur les lignes en sortie de la BSS, nous proposons le
critère :
JG3 =
1
Ns
Ns∑
k=1
|2z1(4k)− z2(4k + 1)− z3(4k + 2)|2
avec Ns un nombre fixé de symboles reçus.
Ainsi, ce critère n’est minimisé que si le symbole s(4k)ejΦ1 est sur la diagonale. Le tableau
3.2 présente le résultat que permet d’obtenir ce critère. Nous montrerons théoriquement
que ce critère, associé à un critère de BSS, permet de retrouver les sources dans le bon
ordre et avec la même phase.
Permutation Phases Structure du code en sortie de la BSS
Non Φ1 = Φ2 = Φ3 Z(k) =

 ejΦ1 0 00 ejΦ1 0
0 0 ejΦ1

x(k)
Tab. 3.2 – Tableau récapitulatif du critère associé au code de Tarokh
La redondance introduite par le code de Tarokh peut être exploitée dans un premier
temps, pour estimer la phase Φ1 modulo π, celle-ci est obtenue par l’opération suivante :
Φ1 + kπ ≃ Arg(z1(8k)z1(8k + 4))
2
Ensuite, la redondance est utilisée pour réduire l’EQM des symboles par moyennage
puis elle est supprimée. Ainsi, les symboles transmis sont obtenus par :


z′1(k) =
z1(8k)+z2(8k+1)+z3(8k+2)+z∗1 (8k+4)+z
∗
2 (8k+5)+z
∗
3 (8k+6)
6
z′2(k) =
z2(8k)−z1(8k+1)+z3(8k+3)+z∗2 (8k+4)−z∗1 (8k+5)+z∗3 (8k+7)
6
z′3(k) =
z3(8k)−z1(8k+2)−z2(8k+3)+z∗3 (8k+4)−z∗1 (8k+6)−z∗2 (8k+7)
6
z′4(k) =
−z3(8k+1)+z2(8k+2)−z1(8k+3)−z∗3 (8k+5)+z∗2 (8k+6)−z∗1 (8k+7)
6
c’est à dire
z′(k) ≃


s(4k)ejkπ
s(4k + 1)ejkπ
s(4k + 2)ejkπ
s(4k + 3)ejkπ


En supposant l’indétermination de phase kπ connue, la variance des symboles ainsi estimés
est réduite d’un facteur 6 :
V ar[z′n(k)] =
6V ar[zn(k)]
36
=
V ar[zn(k)]
6
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3.3.3 Critère de séparation associé au critère JAlamouti et JG3
Afin de retrouver les signaux sources, JAlamouti et JG3 doivent être associés à un critère de
séparation aveugle de sources (CMA, MUK, ...) que nous appellerons ici JBSS . Ainsi, les
critères à minimiser deviennent :{
J = JBSS + JAlamouti
sous GHG = INt
pour le code d’Alamouti et {
J = JBSS + JG3
sous GHG = INt
pour le code de Tarokh G3.
Nous rappelons que la contrainte est nécessaire pour obtenir des sources indépendantes
en sortie de la BSS. La fonction de coût JBSS utilisée dans ce chapitre est le "Constant
Modulus" (CM) [GL86, LT83, RS00, ZTJ99, TF99, PP97] décrit dans le chapitre 2. Les
études des points stationnaires seront effectuées sur les critères J associés à la contrainte
GHG = INt . Ces études sont faites dans le paragraphe 3.5 et dans l’annexe B pour le code
d’Alamouti et de Tarokh respectivement.
3.3.4 Critère associé au code d’Or
Nous nous intéressons ici au code d’or [BRV05] utilisant deux antennes émettrices, i.e.
Nt = 2. Le mot de code de celui-ci est :
O2 =
(
x1(k) x3(k)
x2(k) x4(k)
)
=
1√
5
(
α (s(4k) + θs(4k + 1)) α (s(4k + 2) + θs(4k + 3))
jα¯
(
s(4k + 2) + θ¯s(4k + 3)
)
α¯
(
s(4k) + θ¯s(4k + 1)
) )
avec θ = 1+
√
5
2 le nombre d’or, θ¯ = 1− θ, α = 1 + i(1− θ), α¯ = 1 + i(1− θ¯). Le code d’or
faisant partie des codes en blocs linéaires, les symboles codés xn(k) peuvent s’exprimer
sous forme vectorielle :
x(k) =


x1(k)
x2(k)
x3(k)
x4(k)

 = 1√5


α αθ 0 0
0 0 jα¯ jα¯θ¯
0 0 α αθ
α¯ α¯θ¯ 0 0




s(4k)
s(4k + 1)
s(4k + 2)
s(4k + 3)


x(k) = Cs(k)
Pour retrouver les symboles non-codés s(k), il suffit d’appliquer la matrice code inverse
C−1 : s(k) = C−1x(k), avec
C−1 =


−θ¯/α 0 0 θ/α¯
1/α 0 0 −1/α¯
0 −jθ/α¯ −θ¯/α 0
0 j/α¯ 1/α 0


Cependant, les symboles codés sont retrouvés en sortie de la BSS avec une certaine ambi-
guïté de phase et d’ordre :
z(k) = ΦPx′(k)
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avec x′(k) =
(
x1(k) x3(k)
x2(k) x4(k)
)
et Φ =
(
ejΦ1 0
0 ejΦ2
)
. Ces ambiguïtés ne nous per-
mettent plus de retrouver les symboles non-codés puisque :
s(k) = C−1
(
ΦP 0
0 ΦP
)
Cs(k)⇔ ΦP = I
Ainsi, au lieu d’estimer les symboles x(k) on cherche une matrice de séparation W à
appliquer au signaux reçus y(k) de manière à obtenir en sortie de la séparation aveugle de
sources les symboles transmis non codés. Ainsi, nous proposons le critère CMA adapté au
code d’or : {
JOr =
∑Nt
n=1E
[
(|tn(k)|2 −R)2
]
sous GHG = INt
avec l’estimée tn des symboles transmis non codés et obtenus de la manière suivante :

t1(k)
t2(k)
t3(k)
t4(k)

 = C−1
(
W 0
0 W
)
y1(2k)
y2(2k)
y1(2k + 1)
y2(2k + 1)


C’est à dire
t(k) = C−1
(
GH 0
0 GH
)
Cs(k)
t(k) = G′Hs(k)
avec G = H˜
H
W et G′H = C−1
(
GH 0
0 GH
)
C.
Nous montrerons théoriquement dans l’annexe C que cette fonction de coût comporte deux
minima :
Soit tous les symboles s(k) sont retrouvés dans le bon ordre à une phase près identique,
i.e.
G′ =


ejΦ 0 0 0
0 ejΦ 0 0
0 0 ejΦ 0
0 0 0 ejΦ

⇔ G =
(
ejΦ 0
0 ejΦ
)
Soit les symboles non codés sont retrouvés dans un ordre décroissant :
G′ =


0 0 0 ejΦ
0 0 −ejΦ 0
0 −jejΦ 0 0
jejΦ 0 0 0

⇔ G =
(
0 ejΦ
−jejΦ 0
)
Le critère que nous avons proposé permet de retrouver les symboles non-codés dans l’ordre
croissant ou décroissant à une phase près. Le tableau 3.3 présente les différents résultats
que l’on peut obtenir à l’aide de ce critère.
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Permutation Phases Symboles obtenus en sortie de la BSS
Non Φ1 = Φ2 t = ( s(4k)ejΦ s(4k + 1)ejΦ s(4k + 2)ejΦ s(4k + 3)ejΦ )
Oui Φ1 = Φ2 − π/2 t = ( s(4k + 3)ejΦ −s(4k + 2)ejΦ −js(4k + 1)ejΦ js(4k)ejΦ )
Tab. 3.3 – Tableau récapitulatif du critère associé au code d’Or
3.4 Conditions suffisantes et matrice Hessienne
Dans un premier temps, nous rappelons les conditions nécessaires et suffisantes du second
ordre pour obtenir un minimum local, nous définissons la matrice Hessienne de J et nous
présentons le système à résoudre pour obtenir les points stationnaires des critères. Nous
rappelons que l’opérateur gradient complexe est défini dans le paragraphe 2.5.2.1
3.4.1 Conditions suffisantes du premier et du second ordre
Le théorème énonçant les conditions suffisantes du premier et du second ordre pour obtenir
un minimum local est :
Théorème 3.4.1 Soit W⋄, tel que
∇W⋄J = 0 et ∇W∗⋄J = 0
et
∀y ∈ CNt , yHHW⋄Jy ≥ 0
i.e. HW⋄J est semi-définie positive. Où HW⋄J est la matrice hessienne de la fonction de
coût.
Alors W⋄ est un minimum local de J(W⋄).
3.4.2 Matrice Hessienne
La matrice Hessienne HWJ complexe de dimension 2N2t × 2N2t de la fonction de coût
J(W) est donnée par :
HWJ =


∂2J
∂W11∂W
∗
11
. . . ∂
2J
∂W11∂W
∗
NtNt
∂2J
∂W∗11∂W
∗
11
. . . ∂
2J
∂W∗11∂W
∗
NtNt
...
. . .
...
...
. . .
...
∂2J
∂WNtNt∂W
∗
11
. . . ∂
2J
∂WNtNt∂W
∗
NtNt
∂2J
∂W∗NtNt
∂W∗11
. . . ∂
2J
∂W∗NtNt
∂W∗NtNt
∂2J
∂W11∂W11
. . . ∂
2J
∂W11∂WNtNt
∂2J
∂W∗11∂W11
. . . ∂
2J
∂W∗11∂WNtNt
...
. . .
...
...
. . .
...
∂2J
∂WNtNt∂W11
. . . ∂
2J
∂WNtNt∂WNtNt
∂2J
∂W∗NtNt
∂W11
. . . ∂
2J
∂W∗NtNt
∂WNtNt


En utilisant la définition 2.5.1 du gradient complexe, la matrice Hessienne HWJ peut
s’écrire comme :
HWJ =
( ∇∗W (∇TWJ) ∇∗W (∇HWJ)
∇W
(∇TWJ) ∇W (∇HWJ)
)
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Contrairement à la matrice globale G = H˜
H
W de séparation, la matrice de séparationW
ne nous renseigne pas sur l’état de la séparation. En effet, lorsque la matriceW permet de
retrouver les sources, la matriceG est idéalement égale à la matrice identité à une rotation
et une permutation près.
C’est pourquoi, nous utilisons dans l’étude des points stationnaires les variables gnm
au lieu des variables wnm. Pour ce faire, nous effectuons deux changements de variables :
J est exprimé en fonction des variables complexes g∗mn et gmn au lieu des vecteurs Wn,
les gradients ∇W et ∇W∗ de J s’expriment alors comme :
∇WJ = ∂J
∂g∗11
∇Wg∗11 +
∂J
∂g∗12
∇Wg∗12 + . . .+
∂J
∂g∗1Nt
∇Wg∗1Nt +
∂J
∂g∗21
∇Wg∗21 +
∂J
∂g∗22
∇Wg∗22 + . . .+
∂J
∂g∗2Nt
∇Wg∗2Nt + . . .+
∂J
∂g∗Nt1
∇Wg∗Nt1 +
∂J
∂g∗Nt2
∇Wg∗Nt2 +
∂J
∂g∗NtNt
∇Wg∗NtNt
et
∇W∗J =
∂J
∂g11
∇Wg11 + ∂J
∂g12
∇Wg12 + . . .+ ∂J
∂g1Nt
∇Wg1Nt +
∂J
∂g21
∇Wg21 + ∂J
∂g22
∇Wg22 + . . .+ ∂J
∂g2Nt
∇Wg2Nt + . . .+
∂J
∂gNt1
∇WgNt1 +
∂J
∂gNt2
∇WgNt2 +
∂J
∂gNtNt
∇WgNtNt
En définissant la matrice D de dimension N2t ×N2t comme :
D =
(∇Wg∗11,∇Wg∗12, . . . ,∇Wg∗NtNt)
et l’opérateur gradient complexe ∇g par rapport au vecteur g∗ =
(
g∗11, g
∗
12, . . . , g
∗
NtNt
)T
:
∇g =
(
∂
∂g∗11
,
∂
∂g∗12
, . . . ,
∂
∂g∗NtNt
)T
on peut alors écrire les matrices ∇WJ et ∇W∗J sous la forme : ∇WJ = D∇gJ et ∇W∗J =
D∗∇g∗J .
Puisque g∗mn =W
H
n H˜m, on obtient :
D =


H˜ 0 0 . . . 0
0 H˜ 0 . . . 0
...
. . .
...
0 . . . H˜


La matrice Hessienne complexe HWJ s’écrit sous la forme :
HWJ =
(
D∗∇∗g
(∇Tg J)DT D∗∇∗g (∇Hg J)DH
D∇g
(∇Tg J)DT D∇g (∇Hg J)DH
)
=
(
D∗ 0
0 D
)
HgJ
(
DT 0
0 DH
)
(3.1)
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avec
HgJ =
( ∇∗g (∇Tg J) ∇∗g (∇Hg J)
∇g
(∇Tg J) ∇g (∇Hg J)
)
Définition 3.4.1 Deux matrices carrées A et B sont dites congruentes si il existe une
matrice P inversible telle que A = PBPH . La congruence est une relation d’équivalence.
Ainsi, d’après la définition 3.4.1 et l’équation 3.1, les matrices HWJ et HgJ sont congruentes,
si HgJ est définie positive alors HWJ est aussi définie positive. Ainsi, l’étude des points
stationnaires peut être faite à partir de HgJ .
3.4.3 Points stationnaires
D’après le théorème 3.4.1, les points stationnaires sont obtenus en résolvant le système :{ ∇WnJ = 0, n ∈ {1, . . . , Nt}
∇W∗nJ = 0, n ∈ {1, . . . , Nt}
Pour le résoudre, nous effectuons les mêmes changements de variables que nous avons
définis dans le paragraphe précédent, i.e. la fonction de coût est exprimée en fonction des
variables complexes g∗mn et gmn au lieu des vecteurs Wn :
∇WnJ =
∂J
∂g∗n1
∇Wng∗n1 +
∂J
∂g∗n2
∇Wng∗n2 + . . .+
∂J
∂g∗nNt
∇Wng∗nNt = 0
= H˜1
∂J
∂g∗n1
+ H˜2
∂J
∂g∗n2
+ . . .+ H˜Nt
∂J
∂g∗nNt
= 0
et
∇W∗nJ =
∂J
∂gn1
∇Wngn1 +
∂J
∂gn2
∇Wngn2 + . . .+
∂J
∂gnNt
∇WngnNt = 0
= H˜
∗
1
∂J
∂gn1
+ H˜
∗
2
∂J
∂gn2
+ . . .+ H˜
∗
Nt
∂J
∂gnNt
= 0
avec n ∈ {1, . . . , Nt}.
Ainsi, les vecteurs gradient ∇WnJ sont une combinaison linéaire des vecteurs H˜m,
m ∈ {1, . . . , Nt}. Puisque ces vecteurs sont supposés être mutuellement indépendants, les
gradients ∇WnJ et ∇W∗nJ s’annulent si et seulement si les dérivées partielles ∂J∂gnm et ∂J∂g∗nm
sont toutes nulles :
∇WnJ = 0⇐⇒
∂J
∂g∗n1
=
∂J
∂g∗n2
=
∂J
∂g∗nNt
= 0, n ∈ {1, . . . , Nt}
et
∇W∗nJ = 0⇐⇒
∂J
∂gn1
=
∂J
∂gn2
=
∂J
∂gnNt
= 0, n ∈ {1, . . . , Nt}
On cherche donc les points qui annulent les systèmes :

∂J
∂gnm
= 0, n,m ∈ {1, . . . , Nt}
∂J
∂g∗nm
= 0, n,m ∈ {1, . . . , Nt}
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3.5 Recherche des minima du critère JCMA + JAlamouti
Nous allons montrer dans ce paragraphe que le critère JAlamouti, proposé dans le para-
graphe 3.3.1, associé au critère de séparation JCMA et à la contrainte GHG = I permet
d’obtenir une structure d’Alamouti. La redondance d’Alamouti pourra ainsi être exploitée
pour réduire le TEB et l’EQM. Avant toute chose nous rappelons que Nt = 2 lorsqu’un
code d’Alamouti est utilisé en émission.
Les symboles estimés par la BSS associée au critère JAlamouti s’expriment ainsi :(
z1(2k) z1(2k + 1)
z2(2k) z2(2k + 1)
)
= GH
(
s(2k) −s∗(2k + 1)
s(2k + 1) s∗(2k)
)
+ b(k)
Le critère à minimiser s’écrit sous la forme suivante :

J(W1,W2) = E
[∣∣∣|z1(2k)|2 −R∣∣∣2
]
+ E
[∣∣∣|z2(2k)|2 −R∣∣∣2
]
+
1
Ns
∑Ns
k=1 |z1(2k)− z∗2(2k + 1)|2
sous GHG = I2
avec Ns un nombre fixé de symboles reçus.
3.5.1 La fonction de coût
En développant, la fonction de coût devient :
J = JCMA + JAlamouti = E
[
|z1(2k)|4
]
− 2R.E
[
|z1(2k)|2
]
+R2 +
E
[
|z2(2k)|4
]
− 2R.E
[
|z2(2k)|2
]
+R2 +
1
Ns
Ns∑
k=1
|z1(2k)− z∗2(2k + 1)|2
En utilisant les propriétés statistiques et temporelles des signaux transmis, on exprime J
uniquement en fonction des variables gmn, m,n ∈ {1, 2} :
E
[
|zn(2k)|2
]
=
(|g1n|2 + |g2n|2)
E
[
|zn(2k)|4
]
=
(|g1n|4 + |g2n|4) q + 4|g1n|2|g2n|2
avec q = E
[
|s(k)|4
]
, puisque σ2s = 1 alors R = q. Puisque les symboles transmis sont i.i.d,
la moyenne temporelle est égale à la moyenne statistique. Ainsi, si Ns est suffisamment
grand, 1Ns
∑Ns
k=1 |s(k)|2 ≃ σ2s et 1Ns
∑Ns
k=1 |s(k)|4 ≃ q, d’où :
1
Ns
Ns∑
k=1
|z1(2k)− z∗2(2k + 1)|2 = |g11|2 + |g21|2 + |g12|2 + |g22|2 +
+g∗21g
∗
12 + g21g12 − g∗11g∗22 − g11g22
62 Exploitation de la redondance introduite par les codes STBC pour la séparation
Ce qui nous permet de réécrire la fonction de coût comme :
J(W1,W2) =
(|g11|4 + |g12|4 + |g22|4 + |g21|4) q +
(|g11|2 + |g12|2 + |g22|2 + |g21|2)(1− 2q) + 4|g11|2|g21|2
+4|g12|2|g22|2 + g∗21g∗12 + g21g12 − g∗11g∗22 − g11g22 + 2q2
3.5.2 Étude des points stationnaires
On cherche donc les points qui annulent le système (S) :
(S)


∂J
∂gnm
= 0, n,m ∈ {1, 2}
∂J
∂g∗nm
= 0, n,m ∈ {1, 2}
tout en vérifiant la contrainte GHG = I2. On obtient ainsi deux systèmes : le système (S)
des gradients nuls et le système (C) des contraintes :
(S)


∂J
∂g∗11
=
(
∂L
∂g11
)∗
= g11
(
2|g11|2q + 4|g21|2 + 1− 2q
)
− g∗22 = 0
∂J
∂g∗22
=
(
∂J
∂g22
)∗
= g22
(
2|g22|2q + 4|g12|2 + 1− 2q
)
− g∗11 = 0
∂J
∂g∗12
=
(
∂J
∂g12
)∗
= g12
(
2|g12|2q + 4|g22|2 + 1− 2q
)
+ g∗21 = 0
∂J
∂g∗21
=
(
∂J
∂g21
)∗
= g21
(
2|g21|2q + 4|g11|2 + 1− 2q
)
+ g∗12 = 0
(C)


|g11|2 + |g21|2 = 1
|g12|2 + |g22|2 = 1
g∗12g11 + g
∗
22g21 = 0
g12g
∗
11 + g22g
∗
21 = 0
En combinant les systèmes (S) et (C) on obtient le système (S′) :
(S), (C)⇒ (S′)


∂J
∂g∗11
=
(
∂L
∂g11
)∗
= g11
(
2(q − 2)(|g11|2 − 1) + 1
)
− g∗22 = 0
∂J
∂g∗22
=
(
∂J
∂g22
)∗
= g22
(
2(q − 2)(|g22|2 − 1) + 1
)
− g∗11 = 0
∂J
∂g∗12
=
(
∂J
∂g12
)∗
= g12
(
2(q − 2)(|g12|2 − 1) + 1
)
+ g∗21 = 0
∂J
∂g∗21
=
(
∂J
∂g21
)∗
= g21
(
2(q − 2)(|g21|2 − 1) + 1
)
+ g∗12 = 0
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Propriété 3.5.1 Les points suivants sont solutions du système (S′) et correspondent ainsi
à des points stationnaires du critère J sous la contrainte GHG = I2 :{
g11 = g
∗
22 et g12 = g21 = 0 avec |g11|2 = |g22|2 = 1
g12 = −g∗21 et g11 = g22 = 0 avec |g21|2 = |g12|2 = 1
Preuve 3.5.1 Le coefficient q des signaux de télécommunications numériques prend des
valeurs comprises entre 1 et 2 (1 ≤ q < 2) et d’après les contraintes les coefficients gmn
sont encadrés de la manière suivante : 0 ≤ |gmn|2 ≤ 1. Ces encadrements nous permettent
d’obtenir les inégalités suivantes :
q − 2 < 0, |gmn|2 − 1 ≤ 0 ∀m,n ∈ {1, 2} ⇒ 2(q − 2)(|gmn|2 − 1) + 1 ≥ 1
Ainsi, des équations de (S′) et de ces inégalités, nous en déduisons :
(S′)⇒
{ |g11| ≤ |g22| et |g11| ≥ |g22|
|g12| ≤ |g21| et |g21| ≤ |g12|
Nous pouvons donc en conclure que :

|g11| = |g22|
et
|g12| = |g21|
Et pour que les équations du système (S′) vérifient ces égalités, il faut que :
∀n,m, gmn = 0 ou 2(q − 2)(|gmn|2 − 1) = 0⇔ gmn = 0 ou |gmn|2 = 1
D’après le système des contraintes (C), les implications suivantes peuvent être déduites :


|g11|2 = |g22|2 = 1⇒ g21 = g12 = 0 puisque |g11|2 + |g21|2 = 1 et |g12|2 + |g22|2 = 1
et
|g12|2 = |g21|2 = 1⇒ g22 = g11 = 0
De plus, en prenant les arguments du système (S′), nous obtenons les relations suivantes :

|g11| = |g22| et arg(g11) = − arg(g22)⇒ g11 = g∗22
et
|g12| = |g21| et arg(g12) = − arg(g21) + π ⇒ g21 = −g∗12
Donc, les points suivants correspondent à des points stationnaires du critère J sous la
contrainte GHG = I2 :{
g11 = g
∗
22 et g12 = g21 = 0 avec |g11|2 = |g22|2 = 1
g12 = −g∗21 et g11 = g22 = 0 avec |g21|2 = |g12|2 = 1
Propriété 3.5.2 Ces points stationnaires correspondent à des minima de notre critère J
sous la contrainte GHG = I2.
Preuve 3.5.2 Pour savoir si ces deux points stationnaires correspondent à des minima,
nous devons étudier la matrice Hessienne HgL en chacun de ces points.
Les blocs de celle-ci sont donnés, dans le cas général, par :
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∇g(∇gJ)H =


(4q − 4)|g11|2
+1− 2q 4g
∗
11
g21 0 0
4g∗
21
g11
(4q − 4)|g21|2
+1− 2q 0 0
0 0
(4q − 4)|g12|2
+1− 2q 4g
∗
12
g22
0 0 4g∗
22
g12
(4q − 4)|g22|2
+1− 2q


∇g(∇gJ)T =


2g2
11
q 4g11g21 0 −1
4g11g21 2g
2
21
q 1 0
0 1 2g2
12
q 4g12g22
−1 0 4g12g22 2g222q


Afin de déterminer si la matrice Hessienne HgL est semi-définie positive, nous allons étudier le
signe des valeurs propres. Les symboles transmis proviennent de signaux de transmission de télé-
communication, le kurtosis normalisé des symboles est encadré de la manière suivante : 1 ≤ q
σ4
s
< 2
où σ4s = 1. Les deux points stationnaires conduisent aux mêmes valeurs propres toutes positives
ou nulles : 

0, d’ordre de multiplicité 1
2 > 0, d’ordre de multiplicité 1
−2(q − 3) > 0, d’ordre de multiplicité 2
−2(q − 2) > 0, d’ordre de multiplicité 2
4q > 0, d’ordre de multiplicité 1
2(2q + 1) > 0, d’ordre de multiplicité 1
Ainsi, les deux points stationnaires correspondent à des minima. En posant g22 = ejΦ et
g12 = e
jΨ, on obtient deux matrices G minimisant la fonction de coût J :
G1 =
(
e−jΦ 0
0 ejΦ
)
ou G2 =
(
0 ejΨ
−e−jΨ 0
)
3.6 Minima des critères JCMA + JG3 et JOr
Les méthodes de recherche des minima des critères JCMA+JG3 et JOr étant assez proches
de la recherche théorique des minima du critère JCMA + JAlamouti, nous les présentons en
annexe B et C respectivement.
3.6.1 Minima du critère JCMA + JG3
L’unique minimum du critère JCMA + JG3 sous G
HG = I est g11 = g22 = g33 et gmn =
0, m < n ∈ {1, . . . , 3} avec |g11|2 = |g22|2 = |g33|2 = 1. En posant g11 = ejΦ, seule la
matrice G suivante permet de minimiser JCMA + JG3 :
G =

 ejΦ 0 00 ejΦ 0
0 0 ejΦ


Le critère proposé permet donc de retrouver, en sortie de l’égaliseur, les symboles dans le
bon ordre mais à une rotation de phase près identique sur chacune des sorties.
Code STBC Critère et nombre de minima Matrices globales correspondants aux minima
Alamouti J = JBSS + Jalamouti G =
(
ejΦ 0
0 e−jΦ
)
z = GHx Jalamouti =
1
Ns
∑Ns
k=1
(
|z1(2k)− z∗2(2k + 1)|2
)
GH =WHH Φ ∈ [0, 2π] sans permutation
Symboles codés 2 minima G =
(
0 ejΨ
−e−jΨ 0
)
Nt = 2 Ψ ∈ [0, 2π] si permutation
Tarokh J = JBSS + JG3
z = GHx JG3 =
1
Ns
∑Ns
k=1
(
|2z1(4k)− z2(4k + 1)− z3(4k + 2)|2
)
GH =WHH G =

 ejΦ 0 00 ejΦ 0
0 0 ejΦ


Symboles codés 1 minimum
Nt = 3
Or GH =WHH G′ =


ejΦ 0 0 0
0 ejΦ 0 0
0 0 ejΦ 0
0 0 0 ejΦ


t = C−1
(
GH 0
0 GH
)
Cs JOr =
∑Nt
n=1(|tn(k)|2 −R)2 G
′H =
(
GH 0
0 GH
)
sans permutation
Symboles non codés 2 minima G′ =


0 0 0 ejΨ
0 0 −ejΨ 0
0 −jejΨ 0 0
jejΨ 0 0 0


Nt = 2 avec permutation
Tab. 3.4 – Tableau récapitulatif des fonctions de coût associées aux codes STBC et leur minima
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3.6.2 Minima du critère JOr
La fonction de coût associée au code d’or et à une contrainte d’orthogonalité possède deux
minima. Nous rappelons que la matrice G′ permet de retrouver les symboles non-codés
s(k) et que la matrice G permet de retrouver les symboles codés xn(k). Les matrices
G′ et G correspondant au premier minimum permettent de retrouver respectivement les
symboles non codés et codés dans le bon ordre (i.e croissant) et avec la même phase :
G′1 =


ejΦ 0 0 0
0 ejΦ 0 0
0 0 ejΦ 0
0 0 0 ejΦ

⇔ G1 =
(
ejΦ 0
0 ejΦ
)
Et les matrices G′ et G correspondant au deuxième minimum permettent de retrouver
respectivement les symboles non codés et codés dans l’ordre décroissant et avec une même
phase à kπ/2 près :
G′2 =


0 0 0 ejΨ
0 0 −ejΨ 0
0 −jejΨ 0 0
jejΨ 0 0 0

⇔ G2 =
(
0 ejΨ
−jejΨ 0
)
Le tableau 3.4 résume les fonctions de coût utilisées pour chaque type de code STBC,
le nombre de minima ainsi que la matrice globale G.
3.7 Implémentation des critères
Nous implémentons les critères JBSS+JAlamouti, JBSS+JG3 et JOr en utilisant l’algorithme
du gradient stochastique. L’équation de mise à jour de la matrice d’égalisation W˜ est
donnée par :
W˜n(k + 1) = W˜n(k)− µςn(k)
Avec µ le pas d’adaptation. Lorsque le critère CM est associé au critère JAlamouti (Nt = 2),
le vecteur ςn(k) est :

ς1(k) =
((
|z1(2k)|2 −R
)
z∗1(2k) + z
∗
1(2k)− z2(2k + 1)
)
y(2k)
ς2(k) =
(
|z2(2k)|2 −R
)
z∗2(2k)y(2k)− (z1(2k)− z∗2(2k + 1))y(2k + 1)
Lorsque le critère CM est associé au critère JG3 (Nt = 3), le vecteur ςn(k) devient :

ς1(k) =
(
|z1(4k)|2 −R
)
z∗1(4k)y(4k) + 2 (2z1(4k)− zp(4k + 1)− zp(4k + 2))y(4k)
ς2(k) =
(
|z2(4k)|2 −R
)
z∗2(4k)y(4k) + (2z1(4k)− zp(4k + 1)− zp(4k + 2))y(4k + 1),
ς3(k) =
(
|z3(4k)|2 −R
)
z∗3(4k)y(4k) + (2z1(4k)− zp(4k + 1)− zp(4k + 2))y(4k + 2),
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Fig. 3.1 – TEB lorsqu’un code d’Alamouti est utilisé en émission
Finalement, pour estimer les symboles issus d’un code d’Or (Nt = 2), le vecteur ςn(k) est
donné par :

ς1(k) =
θ¯
α
[(
|t1(2k)|2 −R
)
t∗1(2k)y(2k + 1)− j
(
|t3(2k)|2 −R
)
t∗3(2k)y(2k)
]
+
1
α
[(
|t2(2k)|2 −R
)
t∗2(2k)y(2k + 1) +
(
|t4(2k)|2 −R
)
t∗4(2k)y(2k)
]
ς2(k) =
θ
α¯
[(
|t1(2k)|2 −R
)
t∗1(2k)y(2k + 1)− j
(
|t3(2k)|2 −R
)
t∗3(2k)y(2k)
]
−
1
α¯
[(
|t2(2k)|2 −R
)
t∗2(2k)y(2k + 1)− j
(
|t4(2k)|2 −R
)
t∗4(2k)y(2k)
]
La matriceW satisfaisant la contrainte est ensuite obtenue à l’aide d’une orthogonalisation
de Gram-Schmidt de la matrice W˜.
3.8 Simulations
Les simulations sont effectuées lorsque les symboles résultent d’une modulation 4-QAM
et sont transmis sur un canal de Gauss. Le pas d’adaptation des algorithmes est fixé
à 0,002. Les codes utilisés à l’émission sont le code d’Alamouti, de Tarokh et d’Or et les
traitements utilisés en réception sont ceux présentés dans ce chapitre. Les performances de
ces méthodes sont évaluées en termes de TEB et de SINR. Pour tracer les TEB nous avons
utilisé 107 symboles. Sur ces 107 symboles un nouveau canal, indépendant du précédent,
est généré tous les 104 symboles. Les symboles considérés pour tracer les TEB sont obtenus
après convergence des différents algorithmes.
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Fig. 3.2 – SINR lorsqu’un code d’Alamouti est utilisé en émission
3.8.1 Code d’Alamouti
L’algorithme associé au critère JCMA + JAlamouti est comparé à l’algorithme CMA et à
l’algorithme décrit dans le paragraphe 3.2.1. Cette dernière méthode permet de retrouver
les symboles dans le bon ordre après un traitement en sortie de la BSS, mais elle suppose
que l’indétermination sur la phase en sortie de la BSS est parfaitement levée, lors des
simulations ces ambiguïtés de phase seront donc levée manuellement.
En sortie des algorithmes CMA et JCMA + JAlamouti les symboles sont retrouvés à une
permutation près et/ou à une rotation près. Afin de mesurer le TEB et le SINR en sortie
de ces algorithmes, ces différentes indéterminations seront levées manuellement.
La figure 3.1 représente le TEB obtenu lorsque deux antennes sont utilisées en émis-
sion et quatre en réception. Le TEB du CMA, de l’association JCMA et JAlamouti et de
l’algorithme proposé dans le paragraphe 3.2.1 sont comparés.
Nous pouvons noter que le TEB obtenu par la méthode décrite au paragraphe 3.2.1 est
inférieur au TEB obtenu par l’algorithme utilisant le critère JCMA + JAlamouti. Ainsi, un
gain de 0, 7 dB en termes de RSB est observé pour un TEB fixé à 10−3. Les TEB obtenus
par ces deux méthodes devraient être identiques puisqu’elles effectuent le même type de
moyennage des symboles en sortie de la BSS. Cependant, puisque la phase introduite par
la BSS est complètement supprimée avant d’appliquer la méthode décrite au paragraphe
3.2.1, nous observons une petite différence entre ces deux TEB.
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Fig. 3.3 – EQM lorsq’un code d’Alamouti est utilisé en émission
L’algorithme utilisant le critère JCMA + JAlamouti permet d’atteindre un gain de 2 dB
en termes de RSB par rapport au CMA utilisé seul pour un TEB fixé à 10−3. En effet, ce
dernier n’exploite pas du tout la redondance introduite par le code d’Alamouti, d’où cette
différence.
Nous avons comparé les performances de ces différents algorithmes aveugles avec un égali-
seur d’Alamouti utilisé en connaissant parfaitement le canal de transmission. Nous pouvons
noter qu’une différence de 4, 1 dB en termes de RSB est observé entre le TEB obtenu par
l’algorithme utilisant le critère JCMA+JAlamouti et le TEB obtenu en non aveugle lorsque
le TEB est fixé à 10−3.
La figure 3.2 représente le SINR obtenu par l’algorithme CMA et par l’algorithme
basé sur l’association JCMA et JAlamouti. Nous pouvons noter que les deux courbes se
superposent parfaitement, ainsi l’association du critère JAlamouti avec le critère JCMA ne
détériore pas mais n’améliore pas non plus les performances par rapport au critère JCMA
utilisé seul.
Les EQM obtenues avec le CMA, avec l’association JCMA et JAlamouti et avec l’algo-
rithme proposé dans le paragraphe 3.2.1 sont présentées dans la figure 3.3. Nous pouvons
noter que les EQM obtenues par ces deux dernières méthodes sont inférieures de 3 dB à
l’EQM obtenue pas la BSS utilisée seule. Cela confirme l’étude théorique réalisée en annexe
A.
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Fig. 3.4 – Phases obtenues en sortie des BSS lorsqu’un code d’Alamouti est utilisé en
émission et lorsqu’il n’y a pas de permutation
Les phases obtenues en sortie des deux BSS (JCMA et JCMA+JAlamouti) lorsqu’il n’y a
pas de permutation sur les lignes sont représentées sur la figure 3.4. Ainsi, nous remarquons
que les phases obtenues en sortie de la BSS utilisant le critère JCMA+JAlamouti convergent
vers le même angle alors que les phases en sortie du CMA sont différentes sur les deux
voies.
3.8.2 Code de Tarokh G3
L’algorithme utilisant le critère JCMA+JG3 est comparé avec l’algorithme CMA utilisé seul
et avec la méthode que nous avons proposée dans le paragraphe 3.2.2 pour retrouver l’ordre
des sources. Cette dernière méthode supposant que l’ambiguïté sur la phase en sortie de
la BSS est parfaitement levée, nous l’éliminerons manuellement lors des simulations.
Le CMA retrouve les sources avec une ambiguïté de phase et d’ordre et l’algorithme basé
sur le critère JCMA+JG3 les retrouve avec une ambiguïté de phase modulo kπ. Toutes ces
indéterminations seront levées manuellement lors des simulations afin de pouvoir tracer le
TEB et le SINR.
La figure 3.5 représente le TEB de l’algorithme CMA, de l’algorithme utilisant les
critères JCMA et JG3 , et de l’algorithme proposé dans le paragraphe 3.2.2. L’algorithme
basé sur le critère JCMA + JG3 permet d’atteindre un gain de 8 dB en termes de RSB par
rapport au CMA utilisé seul et un gain de 4 dB par rapport au CMA suivi de l’exploita-
tion de la redondance proposée dans le paragraphe 3.2.2 pour un TEB fixé à 10−1. Ainsi,
l’algorithme que nous avons proposé dans ce chapitre atteint les meilleures performances,
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Fig. 3.5 – TEB lorsqu’un code de Tarokh est utilisé en émission
par ailleurs il permet de lever l’ambiguïté sur la phase à kπ près et l’ordre en sortie de la
BSS.
Les TEB obtenus de manière aveugle ont été comparés avec le TEB obtenu à l’aide
d’un égaliseur de Tarokh qui utilise le canal parfaitement connu pour estimer les symboles.
Nous abservons alors une différence de 14 dB en termes de SNR avec le TEB obtenu en
utilisant le critère JCMA + JG3 pour un TEB fixé à 10
−2.
Les SINR obtenus à un SNR de 15 dB par le CMA et par l’association JCMA et JG3
sont présentés sur la figure 3.6. Nous pouvons noter que l’algorithme que nous proposons
ne diminue ni la vitesse de convergence ni le SINR atteint en régime stationnaire par rap-
port à l’algorithme CMA.
Les EQM obtenues par le CMA, le CMA associé au critère JG3 et le CMA suivi de la
méthode proposée au paragraphe 3.2.2 sont présentés sur la figure 3.7. Nous remarquons
que l’EQM obtenue par notre méthode est inférieure de 6,5 dB par rapport au CMA et de
3 dB par rapport à la méthode proposée dans le paragraphe 3.2.2. Cela confirme la théorie
des paragraphes 3.2.2 et 3.3.2.
Finalement, la figure 3.8 permet de mettre en évidence la convergence de l’algorithme
vers une même indétermination de phase contrairement au CMA, dont les sorties sont
obtenues avec trois phases arbitraires différentes.
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Fig. 3.6 – SINR lorsqu’un code de Tarokh est utilisé en émission
3.8.3 Code d’Or
L’algorithme associé au critère JOr est comparé à l’algorithme CMA appliqué aux vec-
teurs Y(k) = (yT (2k) yT (2k + 1))T afin de retrouver les 2Nt sources non-codées à une
phase et permutation près. Nous n’utilisons pas le CMA sur les vecteur Y(k), car cette
méthode nous conduirait à obtenir les symboles codés avec une phase et une permutation
près rendant ainsi impossible la récupération des symboles non-codés.
La figure 3.9 représente les SINR obtenus avec le critère proposé implémenté à l’aide
d’un gradient stochastique à pas variable et le CMA à pas fixe et variable pour un RSB de
15 dB. Dans tous les cas, le critère que nous proposons converge plus vite que le CMA et
atteint un SINR plus élevé en régime stationnaire. Nous pouvons remarquer que le CMA
à pas variable converge 10 fois plus vite que le CMA à pas fixe tout en atteignant le même
SINR final.
La figure 3.10 permet de mettre en évidence la convergence de l’algorithme vers une
même indétermination de phase, contrairement au CMA qui retrouve les sources avec une
phase arbitraire sur chaque sortie. Nous pouvons noter que les phases en sorties 1 et 3 de
l’algorithme Jor sont identiques et il en est de même pour les sorties 2 et 4. Cela vient de
la relation entre les deux matrices de séparations G et G’(décrites en annexe C) :
G′H = C−1
(
GH 0
0 GH
)
C
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Fig. 3.7 – EQM lorsqu’un code de Tarokh est utilisé à l’émission
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Fig. 3.8 – Phases obtenues en sortie des BSS lorsqu’un code de Tarokh est utilisé en
émission
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Fig. 3.9 – SINR lorsqu’un code d’Or est utilisé en émission
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Fig. 3.10 – Phases obtenues en sortie des BSS lorsqu’un code d’Or est utilisé en émission
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Fig. 3.11 – TEB lorsqu’un code d’Or est utilisé en émission
Ainsi, lorsque G =
(
ejφ1 0
0 ejφ2
)
alors G′ =


ejφ1 0 0 0
0 ejφ2 0 0
0 0 ejφ1 0
0 0 0 ejφ2

.
Maintenant que nous avons fait ressortir l’intérêt de l’algorithme associé au critère JOr,
nous allons comparer les TEB moyens obtenus par le CMA et par l’algorithme que nous
proposons implémenté à l’aide d’un gradient stochastique à pas fixe et à pas variable. Le
principe du gradient stochastique utilisant un pas variable a été présenté dans le chapitre
2.
La courbe présentée par la figure 3.11 a été obtenue à l’aide de 1000 réalisations indépen-
dantes, 10000 symboles et 2 antennes réceptrices.
Dès l’observation de ces résultats, nous sommes interpellés par la médiocrité des ré-
sultats obtenus par l’algorithme associé au critère JOr puisque ce dernier obtenait de très
bonnes performances en termes de SINR. Afin d’expliquer cela, nous avons analysé les
différents points de convergence obtenus par cet algorithme. Il en ressort qu’en dehors
des deux points stationnaires mis en évidence dans l’étude de convergence (Annexe C),
l’algorithme converge vers deux autres points non stationnaires :

g′1 = −g′2, |g′1| = 1/
√
5 et g′3 = g
′
4 = 0
ou
g′3 = g
′
4, |g′3| = 1/
√
5 et g′1 = g
′
2 = 0
Pour plus d’informations sur les coefficients g′n, voir annexe C.
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Nous avons montré dans l’annexe C, que les points stationnaires sont solutions du
système (S). Or ces deux points ne le sont pas, puisque :
g′1 = −g′2, |g′1| = 1/
√
5 et g′3 = g
′
4 = 0
⇒


∂J
∂g
′∗
1
=
(
∂J
∂g′1
)∗
= − ∂J
∂g
′∗
2
= −
(
∂J
∂g′2
)∗
= g′1
(
128
5 − 32/5q
) 6= 0
∂J
∂g
′∗
3
=
(
∂J
∂g′3
)∗
= ∂J
∂g
′∗
4
=
(
∂J
∂g′4
)∗
= 0
et
g′3 = g
′
4, |g′3| = 1/
√
5 et g′1 = g
′
2 = 0
⇒


∂J
∂g
′∗
3
=
(
∂J
∂g′3
)∗
= − ∂J
∂g
′∗
4
= −
(
∂J
∂g′4
)∗
= g′3
(
128
5 − 32/5q
) 6= 0
∂J
∂g
′∗
1
=
(
∂J
∂g′1
)∗
= ∂J
∂g
′∗
2
=
(
∂J
∂g′2
)∗
= 0
Puisque ces points n’annulent pas les dérivées partielles du critère JOr, ce ne sont pas
des points stationnaires de notre système. On constate que ces deux points conduisent à
la valeur suivante du critère : JOr = 4q(q − 4) + 64/25 alors que la valeur minimale du
critère vaut JOr = 4q(q − 4).
Limite du gradient stochastique à pas fixe
Nous pouvons donc retenir à travers cet exemple qu’une des limites d’utilisation du
gradient stochastique à pas fixe réside en sa convergence vers des points indésirables et
non stationnaires. Une des solutions pour éviter cela est l’utiliser un gradient stochastique
à pas variable.
Ainsi, lorsque nous utilisons un pas adaptatif sur le critère JOr, cela permet d’éviter
que l’algorithme du gradient ne converge vers ces points non désirables. Les performances
du gradient, que nous avons proposé, à pas adaptatif sont donc meilleures en termes de
TEB par rapport à l’algorithme à pas fixe. Cependant, cela ne permet pas d’avoir d’aussi
bonnes performances que l’algorithme CMA classique.
3.9 Conclusion
La séparation aveugle de sources empêche d’exploiter la redondance des codes STBC de
par l’ambiguïté de phase et d’ordre qu’elle introduit sur les signaux séparés. Ainsi, en
utilisant un critère en complément de la BSS, nous pouvons exploiter la redondance des
codes MIMO pour retrouver une même phase sur chaque ligne en sortie de la BSS et pour
réduire l’EQM et le TEB.
Nous avons donc proposé dans ce chapitre des critères associés aux codes OSTBC d’Ala-
mouti, de Tarokh et au code STBC d’Or afin de lever certaines ambiguïtés (tableau 3.5).
D’autre part, ces critères permettent de retrouver les symboles avec la même ambiguïté de
phase et sans permutation des lignes pour le code de Tarokh. Ces critères permettent donc
de réduire le nombre d’inconnues (phase et ordre) introduites par les BSS traditionnelles.
Le critère proposé pour le code d’Or peut être utilisé plus généralement sur tout code
linéaire en bloc moyennant quelques modifications.
3.9 Conclusion 77
Les trois critères que nous avons proposés dans ce chapitre sont non exhaustifs vis à vis
des nombreux codes STBC existant, ainsi d’autres critères peuvent être proposés pour
exploiter la redondance introduite par tout code STBC.
Fonction de coût Indétermination sur la phase Indétermination
sur l’ordre
JCM quelconque et différente sur chaque ligne Oui
JMM , JSCM kπ/2 et différente sur chaque ligne Oui
JCM + JAlamouti kπ/2 et identique sur chaque ligne Oui
JCM + JTarokh kπ et identique sur chaque ligne Non
JOr kπ/2 et identique sur chaque ligne Oui
Tab. 3.5 – Résumé des ambiguïtés levées grâce aux fonctions de coût proposées
Chapitre 4
Deux algorithmes analytiques :
l’AMMA et l’ASCMA
Dans le chapitre 2 nous avons présenté quelques algorithmes de séparations aveugle de
sources et notamment les algorithmes MMA, CMA et SCMA. Nous avons pu voir que,
contrairement à l’algorithme CMA, les algorithmes MMA et SCMA permettent d’effectuer
la poursuite du résidu de porteuse conjointement à la séparation de sources.
Cependant, ces deux algorithmes implémentés à l’aide d’un gradient stochastique pos-
sèdent une convergence lente, ainsi leurs performances se dégradent lorsqu’ils sont utilisés
dans un environnement sélectif en temps. Pour obtenir une convergence rapide, nous pou-
vons utiliser l’algorithme ACMA adaptatif, mais ce dernier doit utiliser à sa sortie un
algorithme de poursuite de phase. Ainsi, nous présentons dans ce chapitre un algorithme
minimisant le critère MM à l’aide de méthodes analytiques telles que celles proposées par
Van Der Veen pour le CMA, ainsi que sa version simplifiée qui minimise le critère SCM.
Nous avons baptisé ces deux algorithmes AMMA(1) et ASCMA(2) respectivement.
Dans ce chapitre nous allons tout d’abord reformuler le problème d’optimisation MM à
l’aide de méthodes algébriques, puis nous chercherons, en nous appuyant sur une étude
théorique, le sous-espace contenant la solution du problème d’optimisation. Enfin, nous
présenterons une implémentation par bloc et adaptative pour minimiser les critères Ana-
lytical MultiModulus et Analytical Simplified Constant Modulus.
4.1 Fonction de coût
Nous considérons la fonction de coût MM :
JMM =
Nt∑
m=1
(
E
[(
ℜ (zm(k))2 −Rr
)2]
+ E
[(
ℑ (zm(k))2 −Ri
)2])
où Rr = Ri = R =
E[|ℜ(s(k))|4]
E[|ℜ(s(k))|2] et les symboles séparés z(k) s’expriment comme :
zn(k) = w
H
n y(k), n ∈ {1, . . . , Nt}
(1)Analytical MultiModulus Algorithme
(2)Analytical Simplified Constant Modulus Algorithm
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Nous rappelons que le vecteur y(k) de dimension Nt × 1 représente les signaux reçus
blanchis et W = (w1 . . .wNt) est la matrice de séparation, où chaque wn représente la n
e
colonne de W.
Afin d’écrire le symbole zn(k) sous la forme a + jb nous définissons la matrice réelle
T = (t1 . . . tNt) de dimension 2Nt × Nt et les vecteurs réels y˜(k) et y¯(k) de dimension
2Nt × 1 :
tn =
( ℜ(wn)
ℑ(wn)
)
, y˜(k) =
( ℜ(y(k))
ℑ(y(k))
)
, y¯(k) =
( ℑ(y(k))
−ℜ(y(k))
)
Ainsi, l’expression de zn(k) devient :
zn(k) = t
T
n y˜(k) + jt
T
n y¯(k), n ∈ {1, . . . , Nt}
On peut noter que les vecteurs y˜(k) et y¯(k) sont liés par la relation suivante :
y¯(k) = Γy˜(k)
avec Γ =
(
0Nt INt
−INt 0Nt
)
. La matrice Γ possède les propriétés suivantes :
−Γ = ΓT = Γ−1
Γ⊗ Γ = (Γ⊗ Γ)T = (Γ⊗ Γ)−1
Afin d’implémenter le critère MM de manière algébrique, ce dernier est réécrit comme un
problème des moindres carrés :
JAMMA(z) =
1
Ns
Nt∑
m=1
Ns∑
k=1
((
ℜ (zm(k))2 −Rr
)2
+
(
ℑ (zm(k))2 −Ri
)2)
avec Ns un nombre fixé de symboles transmis.
L’implémentation algébrique de ce critère utilise les propriétés du produit de Kronecker
⊗ :
vec(abH) = b∗ ⊗ a (4.1)
(A⊗B) (C⊗D) = AC⊗BD (4.2)
vec(ABC) =
(
CT ⊗A) vec(B) (4.3)
vec(Adiag(b)C)
(
CT ◦A)b (4.4)
où l’opérateur vec(A) range les colonnes de la matrice A les unes après les autres dans
un vecteur a, diag(a) est une matrice diagonale construite à partir du vecteur a et ◦ est
le produit de Khatri-Rao : A ◦B = (a1 ⊗ b1 a2 ⊗ b2 . . .).
Dans ce chapitre, les méthodes analytiques proposées par Van Der Veen [VLLS05] pour
minimiser le critère CM sont réutilisées et adaptées au critère MM. De plus, nous propo-
sons une recherche du sous-espace contenant la solution.
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Les propriétés 4.1 et 4.3 du produit de Kronecker conduisent à l’écriture du carré des
parties réelles et imaginaires de zn(k) sous la forme suivante :
ℜ2(zl(k)) = tTl (y˜(k)y˜T (k))tl
= (y˜(k)⊗ y˜(k))T (tl ⊗ tl)
et
ℑ2(zl(k)) = tTl (y¯(k)y¯T (k))tl
= (y¯(k)⊗ y¯(k))T (tl ⊗ tl)
=
[
(Γ⊗ Γ)(y˜(k)⊗ y˜(k))]T (tl ⊗ tl)
Soit les deux matrices Y˜ et Y¯ de dimension Nt ×Ns, définies comme :
Y˜ =
(
y˜(0), . . . , y˜(Ns − 1)
)
et Y¯ =
(
y¯(0), . . . , y¯(Ns − 1)
)
. En utilisant la définition du
produit de Khatri-Rao, nous obtenons les matrices
P˜ = (Y˜ ◦ Y˜)T et P¯ = (Y¯ ◦ Y¯)T de dimension Ns × (2Nt)2. Le vecteur issu du produit
de Kronecker de tl avec lui-même est appelé dl : dl = tl ⊗ tl et possède une dimension
de (2Nt)2 × 1. Ces notations permettent d’écrire la fonction de coût MM sous la forme
suivante :
JAMMA(dl) =
1
Ns
Nt∑
l=1
[∥∥∥P˜dl −R.1∥∥∥2 + ∥∥P¯dl −R.1∥∥2
]
avec R = Ri = Rr et 1 = (1, . . . , 1)T .
Le système linéaire peut être réécrit en utilisant une décomposition QR :
Soit Q, une matrice unitaire de dimension Ns ×Ns et telle que Q1 =
√
Ns
(
1
0
)
.
Après avoir effectué une factorisation QR de
(
1 P˜
)
et
(
1 P¯
)
et en appliquant Q à
(
1 P˜
)
et
(
1 P¯
)
, nous obtenons :
Q
(
1 P˜
)
=
√
Ns
(
1 γ˜T
0 O˜
)
Q
(
1 P¯
)
=
√
Ns
(
1 γ¯T
0 O¯
)
(4.5)
avec 1 un vecteur colonne composé de Ns un, 0 un vecteur colonne composé de Ns − 1
zeros, γ˜T et γ¯T deux vecteurs lignes de dimension 1× (2Nt)2 et O˜ et O¯ deux matrices de
dimension Ns − 1× (2Nt)2.
alors
P˜dl = R1⇔ Q
(
1 P˜
)( −R
dl
)
= 0⇔
{
γ˜Tdl = R
O˜dl = 0
et
P¯dl = R1⇔ Q
(
1 P¯
)( −R
dl
)
= 0⇔
{
γ¯Tdl = R
O¯dl = 0
La fonction de coût devient :
JAMMA(dl) =
1
Ns
Nt∑
l=1
[∣∣γ˜Tdl −R∣∣2 + ∣∣γ¯Tdl −R∣∣2 + ∥∥∥O˜dl∥∥∥2 + ∥∥O¯dl∥∥2
]
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où
∣∣γ˜Tdl −R∣∣2 et ∣∣γ¯Tdl −R∣∣2 permettent d’éviter la solution triviale dl = 0. L’élévation
au carré des équations 4.5, nous permet d’obtenir les expressions des vecteurs γ˜ et γ¯, et
des matrices C˜ = O˜
T
O˜ et C¯ = O¯T O¯ :
γ˜ =
1
Ns
P˜
T
1 =
1
Ns
Ns∑
k=1
y˜(k)⊗ y˜(k)
C˜ = O˜
T
O˜ =
1
Ns
P˜
T
P˜− 1
Ns
P˜
T
1.
1
Ns
1T P˜
=
1
Ns
Ns∑
k=1
(
y˜(k)⊗ y˜(k)) (y˜(k)⊗ y˜(k))T − 1
N2s
(
Ns∑
k=1
y˜(k)⊗ y˜(k)
)(
Ns∑
k=1
y˜(k)⊗ y˜(k)
)T
de même
γ¯ =
1
Ns
P¯
T
1 =
1
Ns
Ns∑
k=1
y¯(k)⊗ y¯(k)
C¯ = O¯
T
O¯ =
1
Ns
P¯
T
P¯− 1
Ns
P¯
T
1.
1
Ns
1T P¯
=
1
Ns
Ns∑
k=1
(
y¯(k)⊗ y¯(k)) (y¯(k)⊗ y¯(k))T − 1
N2s
(
Ns∑
k=1
y¯(k)⊗ y¯(k)
)(∑
k
y¯(k)⊗ y¯(k)
)T
En utilisant la définition des matrices de covariance estimées de y˜(k) et y¯(k), nommées
respectivement Rˆy˜ et Rˆy¯, et en utilisant la propriété 4.1 du produit de Kronecker, on
obtient les égalités suivantes :
γ˜ = vec
(
1
Ns
Ns∑
k=1
y˜(k)y˜T (k)
)
= vec(Rˆy˜)
et
γ¯ = vec
(
1
Ns
Ns∑
k=1
y¯(k)y¯T (k)
)
= vec(Rˆy¯)
Ainsi :
γ˜Tdl = vec(Ry˜)
T (tl ⊗ tl) = tTl Ry˜tl (4.6)
et
γ¯Tdl = vec(Ry¯)
T (tl ⊗ tl) = tTl Ry¯tl (4.7)
Le critère JAMMA est minimisé lorsque γ˜Tdl = R, γ¯Tdl = R,
∥∥∥O˜dl∥∥∥2 = 0 et ∥∥O¯dl∥∥2 = 0.
Par la suite nous considérerons γ˜Tdl = R, γ¯Tdl = R comme des contraintes. Puisque les
signaux reçus ont été pré-blanchis, nous avons Ry˜ = Ry¯ = I et ainsi :
γ˜Tdl = γ¯
Tdl
= tTl Ry˜tl = t
T
l Ry¯tl
= tTl tl = ‖tl‖2
= R
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D’autre part, ‖dl‖2 = (tl ⊗ tl)T (t˜l ⊗ tl) = ‖tl‖4 = R2 Ainsi, γ˜Tdl = γ¯Tdl = R ⇔
‖dl‖ = R, et à un facteur d’échelle près, le problème d’optimisation devient :
tl = arg min
dl(k)=tl(k)⊗tl(k)
‖dl(k)‖=R
Nt∑
l=1
(∥∥∥O˜dl∥∥∥2 + ∥∥O¯dl∥∥2
)
= arg min
dl(k)=tl(k)⊗tl(k)
‖dl(k)‖=R
Nt∑
l=1
(
dTl O˜
T
O˜dl + d
T
l O¯
T
O¯dl
)
= arg min
dl(k)=tl(k)⊗tl(k)
‖dl(k)‖=R
Nt∑
l=1
dTl (k)
(
C˜(k) +C(k)
)
dl(k)
4.2 Recherche du sous-espace contenant la solution
Nous allons démontrer maintenant que les vecteurs dl, ∀l ∈ {1 . . . Nt}, qui minimisent la
fonction de coût
∑Nt
l=1 d
T
l
(
C˜+ C¯
)
dl sous les hypothèses dl = tl ⊗ tl et ‖dl‖ = R, sont
dans l’image de C˜+ C¯.
Tout d’abord, nous allons reformuler le problème d’optimisation à l’aide des propriétés
de C˜ et C¯ :
Propriété 4.2.1 Les matrices C˜ et C¯ sont symétriques et semi-définies positives.
La démonstration de cette propriété est détaillée dans l’annexe D.
Lemme 4.2.1 dTl
(
C˜+ C¯
)
dl ≥ 0, ∀l ∈ {1, . . . , Nt} et ainsi,
arg min
dl=tl⊗tl
‖dl‖=R
Nt∑
l=1
dTl
(
C˜+ C¯
)
dl ⇔ arg min
dl=tl⊗tl
‖dl‖=R
dTl
(
C˜+ C¯
)
dl, ∀l ∈ {1, . . . , Nt}
Par la suite, nous utiliserons le noyau, noté ker, et l’image de C˜+C¯. Ces deux sous-espaces
de R(2Nt)
2
sont définis de la manière suivante :
ker
(
C˜+ C¯
)
=
{
Y ∈ R(2Nt)2/
(
C˜+ C¯
)
Y = 0
R(2Nt)
2
}
image
(
C˜+ C¯
)
=
{
Z ∈ R(2Nt)2/Z =
(
C˜+ C¯
)
Y, Y ∈ R(2Nt)2
}
Théorème du rang rang
(
C˜+ C¯
)
+dim
(
ker
(
C˜+ C¯
))
= dim(R(2Nt)
2
), et ker
(
C˜+ C¯
)
et image
(
C˜+ C¯
)
sont des sous-espaces de R(2Nt)
2
.
Pour simplifier les calculs, nous allons supposer dans ce paragraphe que deux antennes
sont utilisées en émission (Nt = 2). Ainsi, dim
(
C˜+ C¯
)
= (2Nt)
2 × (2Nt)2 = 16× 16.
Nous allons maintenant prouver que la solution dl minimisant d
T
l
(
C˜+ C¯
)
dl sous la
contrainte dl = tl ⊗ tl est soit :
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– dans le noyau de C˜+ C¯, l’unique solution dans ce sous-espace est le vecteur 0R16 , or
0R16 est une solution triviale à éviter.
– dans l’image de C˜+C¯. Nous montrerons que seuls les vecteurs dans l’image de C˜+C¯
peuvent avoir une structure de Kronecker.
Définition 4.2.1 Par construction, les colonnes de C˜ + C¯ sont liées de la manière sui-
vante : C2 = C5, C3 = C9, C4 = C13, C7 = C10, C8 = C14, C12 = C15, où Cn repré-
sente la nme colonne de C˜ + C¯. Ainsi, la dimension du noyau de C˜ + C¯ est égale à 6 :
dim
[
ker
(
C˜+ C¯
)]
= 6. Une base Bker du noyau peut être définie comme :
Bker =
{
e′1, e
′
2, e
′
3, e
′
4, e
′
5, e
′
6
}
= {e2 − e5, e3 − e9, e4 − e13, e7 − e10, e8 − e14, e12 − e15}
où les ei, i ∈ {1, . . . , 16} sont les vecteurs de la base canonique R16.
Les e′i sont linéairement indépendants et vérifient :
(
C˜+ C¯
)
e′i = 0, ainsi les e
′
i sont bien
dans le noyau de C˜+ C¯.
Grâce au théorème du rang :
rang
(
C˜+ C¯
)
+ dim
(
ker
(
C˜+ C¯
))
= dim(R16),
et puisque la dimension de ker
(
C˜+ C¯
)
est égale à 6, la dimension de l’image de C˜+C¯
est égale à 10.
On définit alors une base Bim de l’image :
Bim =
{
e′′1, e
′′
2, e
′′
3, e
′′
4, e
′′
5, e
′′
6, e
′′
7, e
′′
8, e
′′
9, e
′′
10
}
= {e1, e6, e11, e16, e2 + e5, e3 + e9, e4 + e13, e7 + e10, e8 + e14, e12 + e15}
Les e′′i sont linéairement indépendants et vérifient l’inégalité suivante(
C˜+ C¯
)
e′′i 6= 0, nous vérifions alors la propriété : les vecteurs e′i et e′′i sont linéairement
indépendants, et ainsi {e′1, . . . , e′6, e′′1, . . . , e′′10} est une base de R16.
Maintenant que nous avons les bases du noyau et de l’image de C˜+C¯, nous allons prouver
que les vecteurs du noyau ne peuvent pas résoudre notre problème d’optimisation.
Propriété 4.2.2 Dans le noyau de C˜ + C¯, seul le vecteur 0R16 possède une structure de
Kronecker.
Cette propriété est démontrée dans l’annexe D.
Finalement, les vecteurs dl, différents du vecteur nul et vérifiant la contrainte d’optimi-
sation ne sont pas dans le noyau de C˜ + C¯, mais sont dans l’image de C˜ + C¯ d’après la
propriété .
Propriété 4.2.3 Soit E, l’ensemble des vecteurs dans R16 ayant une structure de Krone-
cker : E =
{
P ∈ R16/P = T ⊗ T,T ∈ R4} alors E ⊂ (Image(C˜+ C¯) ∪ {0}).
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Pour résumer, nous avons prouvé que les vecteurs dl non nuls, ∀l ∈ {1, 2} qui minimisent
la fonction
∑Nt
l=1 d
T
l
(
C˜+ C¯
)
dl sous les hypothèses dl = tl ⊗ tl et ‖dl‖ = R sont dans
l’image de C˜+ C¯, c.f. propriété 4.2.2 et lemme 4.2.3.
De plus, le critère à minimiser devient, en utilisant la propriété 4.2.1 et le lemme 4.2.1 :{
minJAMMA(t1, . . . , tNt) = d
T
l
(
C˜+ C¯
)
dl, ∀l ∈ {1 . . . Nt}
sous dl = tl ⊗ tl, ‖dl‖ = R
Les vecteurs dl qui minimisent d
T
l
(
C˜+ C¯
)
dl sont les vecteurs propres de C˜+ C¯ associés
aux plus faibles valeurs propres non nulles. Cependant, ces vecteurs n’ont pas forcément
une structure de Kronecker. Nous allons voir dans le paragraphe suivant comment obtenir
les vecteurs solution tl.
4.3 L’AMMA par blocs
Afin d’obtenir les vecteurs tl, nous cherchons, comme Van Der Veen [VLLS05], une matrice
de passage Λ de dimension Nt ×Nt, de rang plein, telle que :
Tˆ = argmin ‖D− (T ◦T)Λ‖2F
avec T = (t1, . . . , tNt) et D = (d1, . . . ,dNt). En utilisant la propriété 4.3 du produit de
Kronecker, ce problème de minimisation peut être reformulé de la manière suivante :
‖D− (T ◦T)Λ‖2F =
Nt∑
n=1
‖dn − (T ◦T)λn‖2F
=
Nt∑
n=1
‖Dn −TΛnT‖2F (4.8)
avec λn le ne vecteur de la matrice Λ, Λn = diag(λn) est une matrice diagonale et Dn =
vec(dn). Nous rappelons que la matrice T est de dimension 2Nt×Nt. Nous pouvons noter
que si la matrice T était carrée, la minimisation de l’équation 4.8 serait équivalente à une
diagonalisation jointe. Pour obtenir la matrice T, nous supposons dans un premier temps
qu’elle est carrée. Ainsi, à l’aide d’une diagonalisation jointe des matriceDn, nous obtenons
une matrice T′ de dimension 2Nt × 2Nt. Cette dernière est réalisée grâce à l’algorithme
décrit dans [CS96]. Les colonnes de cette dernière étant liées, nous obtenons la matrice T
de dimension 2Nt ×Nt en extrayant les colonnes de T′ linéairement indépendantes.
4.4 L’AMMA adaptatif
On cherche toujours à minimiser la fonction de coût JAMMA mais de manière adaptative.
Ainsi, la fonction de coût devient :{
min JAMMA(tl) = d
T
l (k)
(
C˜(k) + C¯(k)
)
dl(k), ∀l ∈ {1 . . . Nt}
sous dl(k) = tl(k)⊗ tl(k), ‖dl(k)‖ = R
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Pour cela, nous devons dans un premier temps estimer les matrices C˜(k) et C¯(k) itérati-
vement. Nous utilisons la méthode utilisée par Van der Veen [VDV05] :
C˜(k) = λC˜(k − 1) + β(k)c˜(k)c˜T (k) = f(C˜(k − 1), c˜(k)) (4.9)
C¯(k) = λC¯(k − 1) + β(k)c¯(k)c¯T (k) = f(C¯(k − 1), c¯(k)) (4.10)
Ainsi, C˜(k) et C¯(k) sont respectivement les estimées des matrices d’autocorrélation des
signaux c˜(k) et c¯(k), avec 0 < λ < 1, β(k) = α(k−1)α(k) λ(1−λ), α(k) = λα(k− 1)+1−λ et :
c˜(k) = y˜(k)⊗ y˜(k)− p˜(k − 1)/α(k − 1)
c¯(k) = y¯(k)⊗ y¯(k)− p¯(k − 1)/α(k − 1)
où
p˜(k) = λp˜(k − 1) + (1− λ)(y˜(k)⊗ y˜(k))
p¯(k) = λp¯(k − 1) + (1− λ)(y¯(k)⊗ y¯(k))
Nous avons vu dans le paragraphe précédent que la solution du problème d’optimisation
se trouve dans l’image de C˜(k) + C¯(k). Pour obtenir ces vecteurs de manière adaptative,
nous utiliserons un algorithme de poursuite de sous-espace associé à une diagonalisation
jointe adaptative.
4.4.1 Poursuite du sous-espace
Il existe de nombreux algorithmes de poursuite de sous-espace, ces derniers sont générale-
ment évalués par rapport à leur vitesse de convergence, leur erreur d’estimation moyenne
obtenue en régime stationnaire et leur stabilité en terme d’orthogonalité. Dans [VP96],
l’algorithme NOOJA(3) est utilisé, cet algorithme possède une convergence rapide mais
une instabilité en terme d’orthogonalité. Cependant, il permet une bonne poursuite de
sous-espace mineur dans un environnement à temps variable. Mais, l’algorithme NOOJA
est stable uniquement pour des constellations 4-QAM et 4-PSK. Pour des constellations
de tailles supérieures, nous nous sommes intéressés à d’autres algorithmes de poursuite de
sous-espace, comme le YAST[Bad08] et le FPDM[DM08]. Si ces algorithmes offrent des
performances similaires aux algorithmes CMA et MMA pour des constellations 16-QAM,
ils ne peuvent malheureusement pas être utilisés sur des canaux qui varient dans le temps.
Ainsi, dans les paragraphes qui suivent nous utiliserons uniquement l’algorithme NOOJA
qui permet une utilisation sur des canaux sélectifs en temps.
4.4.1.1 Principe
Utilisé seul, l’algorithme NOOJA permet de poursuivre le sous-espace V engendré par
les vecteurs propres associés aux plus faibles valeurs propres. Mais utilisé conjointement
avec la diagonalisation adaptative jointe, décrite dans le paragraphe suivant, il poursuit le
sous-espace V engendré par les vecteurs propres associés aux plus faibles valeurs propres
différentes de 0. Par la suite nous appellerons sous-espace mineur le sous-espace V. Cet
(3)Normalized Orthogonal Oja
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algorithme extrait adaptativement le sous-espace mineurV de la matrice d’autocorrélation
R du signal r(k) en maximisant la fonction suivante :
J(V) = E
∥∥r(k)−VVT r(k)∥∥2
= tr(R)− 2tr(VTRV) + tr(VTRVVTV)
4.4.1.2 Adaptation de NOOJA à notre problème
Dans ce problème, le sous-espace mineur de C˜+ C¯ est recherché. Ainsi, puisque la matrice
C˜+ C¯ n’est pas bilinéaire, elle ne peut pas s’écrire sous la forme C˜+ C¯ = E[ccT ]. Nous
proposons donc de rechercher le sous-espace mineur commun aux deux matrices C˜ et C¯.
La matrice C¯ s’exprimant comme :
C¯ = (Γ⊗ Γ)C˜(Γ⊗ Γ)−1
nous en concluons que C˜ et C¯ sont similaires et ont ainsi le même sous-espace image.
Pour trouver le sous-espace mineur D = (d1, . . . ,dNt) engendré par les vecteurs propres
associés aux plus faibles valeurs propres différentes de zéro de C˜ et C¯, nous proposons de
maximiser la fonction de coût suivante :
J(D) = E
∥∥c˜(k)−DDT c˜(k)∥∥2 + E ∥∥c¯(k)−DDT c¯(k)∥∥2
= tr(C˜+ C¯)− 2tr(DT (C˜+ C¯)D) + tr(DT (C˜+ C¯)DDTD)
L’algorithme ASCMA adaptatif
Puisque les matrices C˜ et C¯ ont la même image, le premier terme de la fonction de coût
est suffisant. En utilisant uniquement la matrice C˜, nous nous ramenons alors à minimiser
la fonction de coût Simplified CM [IG07]. Cette simplification permet de réduire la com-
plexité de l’algorithme AMMA adaptatif, nous l’appellerons par la suite ASCMA adaptatif
pour "Analytical Simplified-CMA".
La maximisation de ce critère peut être obtenue à l’aide d’une technique de descente
de gradient :
D(k + 1) = D(k)− β∇J(k) (4.11)
où
∇J =
(
−2(C˜+ C¯) + (C˜+ C¯)DDT +DDT (C˜+ C¯)
)
D
En utilisant la propriété d’orthogonalité de D(k) : DT (k)D(k) = R2I, la fonction de coût
peut alors être simplifiée de la manière suivante :
J(D) = tr(C˜+ C¯)− tr(DT (C˜+ C¯)D) (4.12)
En substituant D dans 4.12 par 4.11, puis en effectuant le gradient de J(D(k+1)), le pas
optimal βopt(k) est donné par :
βopt(k) =
tr
(
DT (k)(C˜(k) + C¯(k))∇J(k)
)
tr
(
∇JT (k)(C˜(k) + C¯(k))∇J(k)
)
88 Deux algorithmes analytiques : l’AMMA et l’ASCMA
En gardant en mémoire que D(k) est orthogonale à chaque itération et en remplaçant
C˜(k) et C¯(k) par les estimées c˜(k)c˜T (k) et c¯(k)c¯T (k) respectivement, on obtient :
∇J(k) = p˜(k)z˜T (k) + p¯(k)z¯T (k)
où z˜(k) = DT (k)c˜(k), z¯(k) = DT (k)c¯(k), p˜(k) = z˜(k) − D(k)z˜(k) et p¯(k) = z¯(k) −
D(k)z¯(k). Le pas optimal devient alors :
βopt =
(
‖c˜‖2 − ‖z˜‖2
)
‖z˜‖2 +
(
‖c¯‖2 − ‖z¯‖2
)
‖z¯‖2(
‖c˜‖2 − ‖z˜‖2
)2
‖z˜‖2 +
(
‖c¯‖2 − ‖z¯‖2
)2
‖z¯‖2
(4.13)
La mise à jour de D(k+1) est obtenue grâce à une orthogonalisation de Gram-Schmidt de
D′(k+1). L’algorithme obtenu est décrit sur la figure 4.1. Une fois les vecteurs minimisant
Initialisation D(0)
for k = 1, 2, . . .
z˜ = DT (k)c˜, z¯ = DT (k)c¯, p˜ = z˜−D(k)z˜, p¯ = z¯−D(k)z¯
Calcul de βopt en utilisant (4.13)
D′(k + 1) = D(k)− βopt(p˜z˜T + p¯z¯T )
d1(k + 1) = d
′
1(k + 1)/
∥∥d′1(k + 1)∥∥
for q = 2 to Nt
s = [0 . . . 0]T
for l = 1 to q − 1
s = s+
(
dTl (k + 1)d
′
q(k + 1)
)
dl(k + 1)
end for
dq(k + 1) = (d
′
q(k + 1)− s)/
∥∥(d′q(k + 1)− s)∥∥
end for
end for
Fig. 4.1 – Poursuite du sous-espace mineur de C˜ et C¯
dTl (C˜(k) + C¯(k))dl obtenus, la contrainte dl = tl ⊗ tl doit être satisfaite. En d’autres
termes, dl doit avoir une structure de Kronecker et doit être dans l’image de C˜(k)+ C¯(k).
4.4.2 Mise à jour de tl
La méthode utilisée pour satisfaire la contrainte dl = tl ⊗ tl est la même que celle utilisée
dans [VDV05]. Dans un premier temps, la matrice T ◦T est calculée et considérée comme
une estimée de la base du sous-espace mineur (D = T ◦ T). En utilisant cette base, le
sous-espace est mis à jour en utilisant l’algorithme NOOJA. La dernière étape consiste à
ranger les vecteurs dl dans une matrice Dl :
dl = tl ⊗ tl = vec(tltTl )
vec−1(dl) = Dl = tltTl
On obtient ensuite tl par :
tl(k + 1) = Dltl(k)
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4.4.3 Estimation des symboles
Pour obtenir les symboles transmis, la matrice complexe W est obtenue à partir de la
matrice réelle T :
wlm = tlm + jtl(m+Nt), l,m ∈ 1, . . . , Nt
Pour éviter l’extraction de la même source plusieurs fois, W est reconditionnée à chaque
itération. La technique utilisée est basée sur une décomposition de W en valeurs singu-
lières : W =
∑
j σjujv
H
j , ensuite les valeurs singulières de W qui sont inférieures à 0, 5
sont remplacées par 1 :
recond(W) =
∑
j
σ′jujv
H
j
La matrice W résultante est appliquée aux signaux reçus pré-blanchis :
sˆ(k) =WH(k)y(k)
L’algorithme AMMA adaptatif est décrit sur la figure 4.2.
Initialisation F,T, p¯ = 0, p˜ = 0, α = 0
for k = 1, 2, . . .
Mise à jour de F, le filtre de blanchiment ,
en utilisant y(k) et [DH97] nous obtenons y(k) = FHy(k)
Mise à jour des vecteurs réels
y˜(k) =
( ℜ(y(k))
ℑ(y(k))
)
, y¯(k) =
( −ℑ(y(k))
ℜ(y(k))
)
, w˜l =
( ℜ(w)
ℑ(w)
)
Mise à jour des vecteurs c˜ et c¯
c˜ = y˜(k)⊗ y˜(k)− p˜/α, c¯ = y¯(k)⊗ y¯(k)− p¯/α
p˜ = λp˜+ (1− λ)(y˜(k)⊗ y˜(k)), p¯ = λp¯+ (1− λ)(y¯(k)⊗ y¯(k))
α = λα+ 1− λ
D = T ◦T
Considérer D comme une base du sous-espace mineur de C˜ et C¯,
et le mettre à jour en utilisant c˜ et c¯ (figure 4.1)
for l = 1, . . . , Nt
Dl = vec
−1(dl), tl = Dltl, tl = tl/ ‖tl‖
Obtenir la matrice Nt ×Nt complexe W(k)
for m = 1, . . . , 2Nt
wlm = tlm + jtl(m+Nt)
end for
end for
W = recond(W), T = (ℜ(W) ℑ(W))T
Estimer les sources
sˆ(k) =WH(k)y(k)
end for
Fig. 4.2 – Adaptive Algebraic-MMA
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Figure c): AMMA adaptatif
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Fig. 4.3 – Constellations obtenues avec un décalage en fréquence . SNR = 30dB, Nt = 2,
Nr = 4, δfTs = 10−3 et fdTs = 0.0011
4.5 Simulations
Les simulations sont effectuées lorsque le canal varie dans le temps et est non convolutif.
Les coefficients des sous-canaux MIMO sont obtenus à l’aide des fonctions Matlab "Rician-
chan" et "Rayleighchan". Ces dernières génèrent les coefficients des sous-canaux d’après le
modèle de Jakes [Jak74]. Le taux Doppler fdTs est choisi pour toutes les simulations égal à
1, 1.10−3. Les symboles transmis sont issus d’une constellation 4-QAM et sont transmis à
travers un canal MIMO de Rayleigh. Deux transmetteurs et quatre récepteurs sont utilisés
(Nt = 2 et Nr = 4). Les performances de l’AMMA adaptatif sont comparées à celles de
l’ASCMA adaptatif, de l’ACMA adaptatif et du MMA, en termes de TEB et du SINR(4).
Nous considérons dans un premier temps le cas où un décalage en fréquence (δfTs =
10−3) est présent sur les signaux reçus. La figure 4.3 représente les constellations obtenues
en sortie des différents algorithmes de séparation pour un SNR de 30 dB. Nous pouvons
noter que l’ACMA adaptatif et le MMA ne permettent pas de poursuivre le décalage en
fréquence. Ainsi, la constellation observée en sortie de l’ACMA "tourne" (figure 1.3e) et
celle en sortie du MMA semble "bruitée" (figure 1.3f). En effet, l’algorithme MMA ne
converge pas assez vite pour poursuivre le décalage en fréquence. Ainsi, seuls l’AMMA
adaptatif et l’ASCMA adaptatif (figure 1.3c et d) permettent d’éliminer le décalage en
(4)Signal to Noise Interference plus Noise Ratio
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Fig. 4.4 – TEB obtenu sans décalage en fréquence en fonction du SNR. Nt = 2, Nr = 4,
δfTs = 0 et fdTs = 0.0011
fréquence sans utiliser une boucle de synchronisation.
La figure 4.4 représente les TEB obtenu avec l’AMMA adaptatif, l’ASCMA adapta-
tif, l’ACMA adaptatif et le MMA. Pour tracer les TEB nous avons utilisé 107 symboles
transmis sur un canal qui varie dans le temps. La simulation a été réalisée sans décalage
en fréquence. Le TEB le plus faible est obtenu par l’AMMA adaptatif, suivi de l’ASCMA
adaptatif, de l’ACMA adaptatif et enfin du MMA. L’algorithme MMA n’a pas le temps
de converger sur ce type de canaux. Il en résulte un effet plancher sur le TEB obtenu par
cet algorithme. Ainsi, l’algorithme AMMA adaptatif que nous proposons permet d’obte-
nir un gain de 2 dB en termes de SNR comparé à l’ACMA adaptatif pour un TEB fixé
à 10−3. Nous pouvons finalement retenir que les TEB de l’AMMA et de l’ASCMA sont
relativement proches.
Les résultats présentés sur la figures 4.5 permettent de comparer les différents algo-
rithmes en termes de SINR. Ainsi, nous remarquons que les performances de l’AMMA
adaptatif et de l’ASCMA adaptatif sont très proches en termes de SINR résiduel. De plus,
ces deux algorithmes atteignent un SINR résiduel supérieur à ceux du MMA et de l’ACMA
adaptatif.
La figure 4.6 représente le canal estimé par l’AMMA adaptatif. Les coefficients du canal
sont obtenus en effectuant la pseudo inverse de la matrice d’égalisation W estimée par
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Fig. 4.5 – SINR obtenu sans décalage en fréquence en fonction du temps. SNR = 15dB,
Nt = 2, Nr = 4, δfTs = 0 et fdTs = 0.0033
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l’AMMA adaptatif. Nous pouvons noter que l’estimation donnée par l’AMMA adaptatif
suit parfaitement les variations du canal.
4.6 Conclusion
L’objectif de ce chapitre était de résoudre conjointement la séparation aveugle de sources,
la poursuite du résidu de phase, ainsi que d’augmenter la vitesse de convergence de la BSS.
Nous avons donc proposé un nouvel algorithme de BSS et sa version simplifiée pour des
environnements sélectifs en temps. Les algorithmes proposés sont appelés respectivement
AMMA adaptatif et ASCMA adaptatif. D’autre part, après une étude théorique, nous
avons montré dans quel sous-espace se trouve la solution de nos problèmes d’optimisation.
Ces algorithmes permettent de réaliser la séparation aveugle conjointement à la synchroni-
sation de phase contrairement à l’algorithme ACMA. De plus, les résultats de simulation
montrent que les algorithmes AMMA et ASCMA adaptatifs atteignent de meilleures per-
formances en termes de SINR et TEB comparés aux algorithmes ACMA adaptatif, MMA
et SCMA lorsque le canal varie dans le temps.
Chapitre 5
Association filtre de Kalman et BSS
Le chapitre 2 a permis de faire ressortir la lenteur de convergence des algorithmes à gra-
dient stochastique (CMA, MMA et MUK). Ces derniers ne peuvent donc pas être utilisés
sur des canaux variant rapidement dans le temps. Le chapitre 4 a proposé une première
solution à cet inconvénient. Dans ce chapitre, nous proposons une seconde solution basée
sur une autre approche pour obtenir les symboles transmis. Cette dernière repose sur une
estimation de canal réalisée par un filtre de Kalman associé à un égaliseur de type ZF,
MMSE ou OSIC. En effet, ce filtre offre de bonnes performances en termes de poursuite.
Cependant, il doit être initialisé par des séquences d’apprentissage habituellement utilisées
dans les systèmes coopératifs. En effet, la littérature sur la poursuite de canaux MIMO
considère uniquement les contextes coopératifs ou semi-aveugles [EK02, ESK02, KFSW02].
Pour pouvoir utiliser le filtre de Kalman dans des systèmes d’interception, nous proposons
une méthode pour l’initialiser de manière aveugle.
L’apport de nos travaux réside dans l’association d’une séparation aveugle de sources et
du filtre de Kalman afin de pouvoir poursuivre des canaux MIMO sélectifs en temps dans
un contexte d’interception. Utilisés séparément, ces deux algorithmes ne peuvent pas fonc-
tionner correctement dans un tel contexte mais en les associant, les avantages de l’un
annulent les inconvénients de l’autre et réciproquement. Ainsi, la séparation aveugle de
sources est utilisée pour estimer les premiers symboles transmis afin de les utiliser comme
séquence d’apprentissage pour initialiser le filtre de Kalman.
Dans un premier temps nous présenterons le principe du filtre de Kalman utilisé pour
poursuivre des canaux MIMO. Puis, nous présenterons le principe de l’association BSS et
filtre de Kalman à l’aide de simulations où nous comparerons les performances obtenues
avec celles d’un filtre initialisé par de vraies séquences d’apprentissage. Finalement, nous
comparerons les résultats obtenus par le filtre de Kalman initialisé de manière aveugle avec
l’AMMA adaptatif décrit au chapitre 4.
5.1 Modèle du signal
5.1.1 Modélisation de la transmission
En considérant un canal de transmission non-convolutif et variant dans le temps, nous
sommes amenés à considérer le modèle de transmission théorique suivant :
y(k) = H(k)x(k) + b(k)
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avec
– H =


h11 . . . h1Nt
...
. . .
...
hNr1 . . . hNrNt

la matrice Nr ×Nt de transmission,
– y = (y1 . . . yNr)
T les Nr signaux reçus,
– x = (x1 . . . xNt)
T le vecteur des Nt signaux transmis résultant d’un éventuel codage
MIMO des symboles non codés s(k),
– b = (b1 . . . bNr)
T le vecteur de bruit additif.
Nous cherchons à estimer les symboles transmis s(k), pour cela un filtre de Kalman
estimant le canal de transmission H(k) est utilisé puis un égaliseur décrit au chapitre
1 permet d’estimer les symboles s(k) à partir de l’estimée Hˆ(k) fournie par le filtre de
Kalman et à partir des observations.
5.1.2 Modélisation des variations du canal
Le filtre de Kalman utilisé dans notre contexte utilise une approximation des variations
du canal MIMO h(k) = vec(H(k)) grâce à un processus AR(1) d’ordre p :
h(k) =
p∑
l=1
F(l)h(k − l) +An(k)
où n(k) est un vecteur de bruit NrNt × 1 gaussien circulaire, i.i.d., de moyenne nulle
et de matrice de corrélation : Rn = I. Puisque les sous-canaux SISO du canal MIMO
sont supposés être non corrélés entre eux et stationnaires au sens large, les matrices A et
F(l) sont diagonales. Pour définir leurs diagonales, le modèle AR d’ordre 1 du canal est
généralement utilisé pour plus de simplicité. Ainsi :
h(k) = Fh(k − 1) +An(k)
En supposant que la matrice de corrélation de h(k) est unitaire, on observe que :
E
[
h(k)hH(k + 1)
]
= FH
Or, selon le modèle de Jakes [Jak74] les sous-canaux SISO vérifient :
E
[
hm(k)h
H
m(k + 1)
]
= J0
(
2πf
(m)
d Ts
)
, où J0 représente la fonction de Bessel d’ordre zéro
de première espèce et f (m)d la fréquence Doppler du m
e sous canal SISO et Ts le temps
symbole. Ainsi, les coefficients de la diagonale de F valent fm = J0
(
2πf
(m)
d Ts
)
et en
supposant que la fréquence Doppler est la même pour tous les sous-canaux SISO, tous les
coefficients de la diagonale de F sont égaux à f = fm = J0 (2πfdTs).
Maintenant que le taux de variation du canal est fixé via F, l’amplitude, pour tout m,
du me sous canal SISO est contrôlée par les coefficients de la matrice A. En utilisant les
propriétés de n(k) et de h(k), i.e. leurs matrices de corrélation sont unitaires, on obtient :
A =
√
1− f2I
(1)Auto Régressif
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5.2 Le filtre de Kalman
Le filtre de Kalman est un estimateur récursif, pour estimer l’état courant h(k), seul l’état
précédent h(k− 1) et les mesures actuelles sont nécessaires. L’état du filtre est représenté
par deux variables : hˆ(k|k) l’estimation de l’état à l’instant k et P(k|k) la matrice de
covariance de l’erreur d’estimation.
Le filtre de Kalman repose sur deux équations :{
h(k) = Fh(k − 1) +An(k) l’équation d’état
y(k) = X’(k)h(k) + b(k) l’équation de mesure
où
– h(k) = vec(H(k)) représente le vecteur d’état de dimension NtNr × 1
– n(k) et b(k) sont des bruits blancs gaussiens de dimension NtNr × 1 et Nr × 1 et de
matrice de corrélation Rn = I et Rb = σ2b I respectivement
– F représente la NtNr ×NtNr matrice diagonale de transition
– X’(k) = INr ⊗ (x1(k) . . . xNt(k)) est une matrice de dimension Nr × NtNr où ⊗
représente le produit de Kronecker.
On remarque que la connaissance des symboles transmis est nécessaire pour pouvoir pour-
suivre le canal. Pour cela nous devons utiliser un égaliseur en entrée du filtre de Kalman
pour estimer les symboles transmis à l’instant k à partir de la prédiction hˆ(k |k − 1). Ainsi,
l’algorithme de la poursuite du canal à l’aide du filtre de Kalman est le suivant :
1. Étape de prédiction
– hˆ (k | k − 1) = Fhˆ (k − 1 | k − 1)
– P (k | k − 1) = FP (k − 1 | k − 1)FH +AAH
2. Estimation des symboles X(k) à l’aide d’un égaliseur
3. Étape d’estimation
– K(k) = P(k |k−1)X
H(k)
Rb+X(k)P(k |k−1)XH(k)
– e(k) = y(k)−X(k)hˆ (k | k − 1)
– hˆ (k | k) = hˆ (k | k − 1) +K(k)e(k)
– P (k | k) = P (k | k − 1)−K(k)X(k)P (k | k − 1)
Les symboles X(k) doivent donc être estimés à chaque itération à l’aide d’un égaliseur.
Lorsque les symboles X(k) ne résultent pas d’un codage OSTBC, les égaliseurs classiques
(ZF, MMSE,OSIC) peuvent être utilisés, sinon les symboles sont estimés à l’aide d’un
décodeur propre au code utilisé (Alamouti ou Tarokh). Nous allons présenter dans le
paragraphe qui suit le cas particulier du code d’Alamouti.
5.3 Cas particulier : les codes OSTBC
Lorsqu’un code OSTBC est utilisé à la transmission, l’estimation des symboles non-codés
s(k) se fait à l’aide du décodeur associé au code OSTBC. Prenons comme exemple le code
d’Alamouti. Nous avons pu voir dans le chapitre 1, que le décodage s’effectue à l’aide de
la matrice T et du vecteur y′(k) donnés par :
y’(k) = T(k)s(k) + b’(k)
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où y’(k) =
(
yT (2k) yT∗(2k + 1)
)T
est le vecteur contenant les 2 × Nr signaux
reçus à des instants consécutifs, le vecteur s(k) =
(
s(2k) s(2k + 1)
)T
représente les
deux signaux transmis non codés à l’instant k, b’(k) est le vecteur représentant le bruit
additif et la matrice du pseudo canal T peut être écrite sous la forme suivante :
T(k) =
(
h1(2k) h2(2k)
h∗2(2k + 1) −h∗1(2k + 1)
)
(5.1)
avec hn la nime colonne de la matrice H.
Lorsque le canal est constant, i.e. H(2k) = H(2k+1), T est alors une matrice unitaire
à un facteur d’échelle près, ainsi TH(k)T(k) = αI où
α =
∑
m=1,...,Nr
n=1,...,Nt
|hmn(2k)|2
La matrice TH(k) est ensuite appliquée sur les signaux reçus y’(k) donnant ainsi une
estimée z(k) des symboles s(k) :
z(k) =
1
α
.TH(k)y’(k) (5.2)
=
1
α
.TH(k)T(k)s(k) + b′′(k) (5.3)
= s(k) + b′′(k) (5.4)
Mais dans un système variant dans le temps, le canal n’est pas constant et la matrice T(k)
n’est alors plus tout à fait unitaire :
TH(k)T(k) =
(
α(k) ǫ1(k)
ǫ2(k) α
′(k)
)
avec
α(k) =
∑
m=1,...,Nr
n=1,...,Nt
|hmn(2k)|2
α′(k) =
∑
m=1,...,Nr
n=1,...,Nt
|hmn(2k + 1)|2
ǫ1(k) =
Nr∑
m=1
h∗m1(2k)hm2(2k)−
Nr∑
m=1
h∗m1(2k + 1)hm2(2k + 1)
ǫ2(k) =
Nr∑
m=1
h∗m2(2k)hm1(2k)−
Nr∑
m=1
h∗m2(2k + 1)hm1(2k + 1)
Nous supposons alors que le canal varie suffisamment lentement sur l’intervalle de
temps [t, t+ Ts], avec Ts le temps symbole, afin de pouvoir considérer :
– α′(k) ≈ α(k)
– ǫ1(k) ≈ ǫ2(k) ≈ 0
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Ainsi, l’estimation de s(k) est obtenue par :
z(k) =
1
α
.TH(k)y’(k)
=
1
α
.TH(k)T(k)s(k) + b′′(k)
≈ s(k)
On peut noter que pour un code de Tarokh, le canal doit être supposé constant sur
l’intervalle de temps [t, t+ 7Ts].
5.4 Initialisation du filtre de Kalman
Fig. 5.1 – Schéma représentant l’association BSS-Filtre de Kalman
Dans les systèmes coopératifs, le filtre de Kalman est initialisé en utilisant des séquences
d’apprentissage. En effet ces dernières permettent d’accéder directement aux premiers sym-
boles transmis et à une estimée du canal. Dans un contexte aveugle, cette initialisation
semble plus délicate puisque nous n’avons accès à aucune de ces informations. Cependant,
la séparation aveugle de sources semble toute indiquée pour initialiser le filtre de Kal-
man puisqu’elle permet d’estimer une matrice W vérifiant idéalement WH(k)H(k) = I
et conduisant aux estimées des symboles transmis xˆ(k) uniquement à partir des signaux
reçus. Par conséquent, la BSS permet de transmettre au filtre de Kalman une estimée
du canal : Hˆ(k) =
(
WH(k)
)†
et des Np premiers signaux sources. Une fois le filtre de
Kalman amorcé, le vecteur h(k − 1) est estimé à l’itération k − 1 et les symboles X’(k)
sont obtenus en utilisant un égaliseur et Hˆ à l’instant k− 1. L’association de la BSS et du
filtre de Kalman est représentée sur la figure 5.1
5.5 Simulations
Les symboles sources résultent d’une modulation 4-QAM et d’un codage d’Alamouti et
sont transmis à l’aide de 2 antennes émettrices sur un canal à évanouissements de Rice
sélectif en temps. Les signaux sont ensuite réceptionnés à l’aide de 4 antennes. L’égaliseur
d’Alamouti est utilisé en association avec le filtre de Kalman. Dans toutes les simulations,
le Doppler, le facteur de Rice et le nombre de symboles utilisés dans la phase d’initialisa-
tion prennent les valeurs respectives fdTs = 0.0056, K = 3dB et Np = 10. Ces courbes
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Fig. 5.2 – Estimation des trajets h11 et h21 avec l’algorithme ACMA
des TEB ont été obtenues à l’aide de 105 symboles transmis sur un canal qui varie dans
le temps.
Nous allons comparer le filtre de Kalman utilisé dans un contexte aveugle, i.e initialisé par
la BSS ACMA par blocs, avec un filtre de Kalman utilisé en coopératif et avec l’ACMA
seul. Les performances de ces systèmes sont évaluées en termes de taux d’erreur binaire
(TEB).
La figure 5.3 représente les trajets h11 et h21 du canal ainsi que leurs estimées (lignes
pointillées) produites par le filtre de Kalman utilisé en aveugle. Quant à la figure 5.2, elle
représente le canal estimé par l’ACMA. On remarque que le filtre de Kalman poursuit
parfaitement les variations du canal alors que l’ACMA utilisé seul produit quelques blocs
d’erreurs.
La figure 5.4 représente les TEB du filtre de Kalman utilisé en aveugle et celui utilisé
en coopératif. Nous pouvons noter que les deux courbes se superposent parfaitement.
Ainsi, le filtre de Kalman initialisé de manière aveugle permet d’obtenir d’aussi bonnes
performances qu’en coopératif.
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Fig. 5.3 – Estimation des trajets h11 et h21 avec le filtre de Kalman utilisé dans un contexte
aveugle
5.6 Comparaison entre le filtre de Kalman et l’AMMA adap-
tatif
Nous allons maintenant comparer les performances du filtre de Kalman initialisé de manière
aveugle avec la BSS AMMA adaptative que nous avons proposé au chapitre 4, lorsqu’un
canal de Rice ou un canal de Rayleigh sont utilisés.
5.6.1 Canal de Rice
Lorsque les symboles sources sont transmis à travers un canal de Rice et décodés à l’aide de
l’AMMA adaptatif ou d’un filtre de Kalman initialisé de manière aveugle, nous obtenons
le TEB présenté sur la figure 5.4.
Nous pouvons noter que l’AMMA adaptatif n’atteint qu’un taux de 5.10−2 à 10 dB lorsque
le filtre de Kalman atteint un taux de 6.10−3 pour le même RSB. Nous pouvons donc
conclure que le filtre de Kalman initialisé par l’ACMA est préconisé sur de tels canaux
contrairement à l’AMMA adaptatif.
5.6.2 Canal de Rayleigh
La figure 5.5 représente le TEB obtenu par l’AMMA adaptatif et le filtre de Kalman
initialisé de manière aveugle lorsque les symboles sont transmis sur un canal de Rayleigh.
Dans ce cas les évanouissements du canal sont beaucoup plus profonds que ceux des canaux
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Fig. 5.4 – TEB du filtre de Kalman et de l’AMMA adaptatif, avec un canal de Rice
de Rice, rendant les performances du filtre de Kalman beaucoup moins bonnes lorsque le
RSB est faible. Nous pouvons noter que les performances du filtre de Kalman initialisé par
l’ACMA sont identiques à celles obtenues par le filtre de Kalman utilisé en coopératif.
L’AMMA adaptatif atteint de meilleures performances sur un canal de Rayleigh que sur un
canal de Rice. Cela s’explique par l’augmentation de la corrélation entre les coefficients du
canal avec celle du facteur de Rice. Ainsi, puisque la BSS suppose que les différents trajets
du canal sont statistiquement indépendants, cette hypothèse n’est plus vérifiée avec les
canaux de Rice mais uniquement avec les canaux de Rayleigh. Puisque le filtre de Kalman
ne fait pas une telle hypothèse sur les trajets du canal, il n’est pas perturbé lorsqu’un
canal de Rice est utilisé.
Nous pouvons donc retenir, que l’AMMA adaptatif est plus performant sur des canaux de
Rayleigh que le filtre de Kalman lorsque le RSB est faible.
5.7 Conclusion
Dans ce chapitre nous avons utilisé le filtre de Kalman afin de poursuivre les variations du
canal et estimer les symboles transmis. Ce filtre habituellement utilisé dans des systèmes
coopératifs est initialisé à l’aide de symboles pilotes. Étant dans un contexte d’interception,
nous ne pouvons pas initialiser le filtre de Kalman à l’aide de tels symboles. Nous avons
donc proposé dans ce chapitre de l’initialiser à l’aide des symboles estimés à l’aide de la
BSS ACMA par blocs et d’une estimée du canal. Une telle initialisation permet d’obtenir
des résultats très proches de ceux obtenus par un système coopératif.
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Fig. 5.5 – TEB du filtre de Kalman et de l’AMMA adaptatif, avec un canal de Rayleigh
D’autre part, nous avons comparé les performances de cette méthode avec l’AMMA adap-
tatif proposé dans le chapitre 4. Ainsi, nous pouvons retenir que le filtre de Kalman est
adapté aux canaux de Rice et la BSS AMMA adaptatif, aux canaux de Rayleigh.
Chapitre 6
Association filtre de Kalman et
BSS : le cas convolutif
Dans ce chapitre, nous nous intéressons aux canaux convolutifs et variants dans le temps.
Ce type de canaux étant les plus complexes, peu de solutions existent en séparation aveugle
de sources, la plus pertinente a été proposée dans [Ikh08] et permet de retrouver les sources
transmises avec un retard l donné. Cependant, cet algorithme ne peut pas être utilisé sur
des canaux variants dans le temps du fait de sa lenteur de convergence. En coopératif, le
filtre de Kalman a déjà été utilisé en collaboration avec l’égaliseur DFE(1) sur des canaux
variables et convolutifs [KFSW02, EK02]. Comme nous l’avons expliqué dans le chapitre
5, le filtre de Kalman doit être initialisé par des symboles pilotes uniquement disponibles
en coopératif. Étant en aveugle, nous proposons la même idée que dans le chapitre 5 pour
initialiser le filtre de Kalman : nous utiliserons l’ACMA adapté aux canaux convolutifs
constants [Ikh08] pour estimer les premiers symboles, qui seront ensuite utilisés pour ini-
tialiser le filtre de Kalman.
Dans un premier temps, nous présenterons le modèle théorique des signaux reçus
lorsque les sources sont transmises sur des canaux MIMO convolutifs. Puis, nous abor-
derons l’algorithme ACMA adapté aux canaux convolutifs constants proposé par Ikhlef
dans [Ikh08]. Nous présenterons l’égaliseur DFE associé au filtre de Kalman. Nous dé-
velopperons ensuite notre idée d’utiliser la BSS pour initialiser le filtre de Kalman en
aveugle. Finalement, nous présenterons les résultats de simulation obtenus en aveugle et
en coopératif.
6.1 Modèle théorique
Les canaux utilisés dans ce chapitre sont convolutifs, ainsi lorsque le canal a une profondeur
L, chaque antenne reçoit à l’instant courant les symboles transmis depuis l’instant k − L.
En supposant que la profondeur de chaque sous-canal est la même et égale à L, le modèle
théorique des signaux reçus est le suivant :
(1)Decision Feedback Equalizer
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y(k) =
L∑
n=0
Hn(k)s(k − n) + b(k)
Nous pouvons aussi les exprimer ainsi :
y(k) =
(
H0(k) H1(k) . . . HL(k)
)


s(k)
s(k − 1)
...
s(k − L)

+ b(k)
avec
– y(k) = (y1(k) . . . yNr(k))
T le vecteur des Nr signaux reçus,
– s(k) = (s1(k) . . . sNt(k))
T les Nt signaux transmis à l’instant k,
– Hn, n = 1, . . . , L la matrice canal de dimension Nr × Nt correspondante au ne
retard.
Nous considérons ensuite le vecteur y˘(k), contenant Nf +1 vecteurs des signaux reçus
y(k) :
y˘(k) = H(k)s˘(k) + b˘(k)
avec y˘(k) =
(
yT (k),yT (k − 1), . . . ,yT (k −Nf )
)T
,
s˘(k) =
(
sT (k), sT (k − 1), . . . , sT (k −Nf − L)
)T
,
b˘(k) =
(
bT (k),bT (k − 1), . . . ,bT (k −Nf )
)T
et en supposant les matrices de canal Hn
stationnaires sur Nf + 1 échantillons, H(k) =
(
H0(k) H1(k) . . . HL(k)
)
est la ma-
trice de Sylvester de dimension (Nf + 1)Nr × (Nf + L + 1)Nt associée à H(k) et définie
de la manière suivante :
H(k) =


H0(k) H1(k) . . . HL(k) 0 . . . 0
0 H0(k − 1) H1(k − 1) . . . HL(k − 1) 0 . . .
...
. . . . . .
...
0 . . . 0 H0(k −Nf ) H1(k −Nf ) . . . HL(k −Nf )


Ce modèle sera utilisé par la séparation aveugle de sources et par l’égaliseur DFE.
6.2 La séparation aveugle de sources en convolutif
L’algorithme CMA utilisé seul sur des canaux convolutifs [Pap] permet de retrouver, à
partir des signaux reçus à l’instant k, toutes les sources transmises depuis l’instant k − L
jusqu’à k, mais à une permutation et rotation près. L’ambiguïté sur la permutation ne
nous permet plus d’identifier le retard associé aux symboles estimés. Pour palier cet incon-
vénient, les auteurs de [IMG07b] ont proposé un critère du second ordre associé au CMA
afin de récupérer tous les signaux sources avec un certain retard désiré l.
Afin de réaliser la séparation aveugle de sources lorsque les canaux sont convolutifs,
plusieurs hypothèses doivent être considérées :
– Nr > Nt, i.e. le nombre d’antennes réceptrices doit être strictement supérieur au
nombre d’antennes émettrices.
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– rang (H(n)) = Nt, i.e. H(n) est de rang plein.
L’idée des auteurs de [IMG07b] est basée sur le constat suivant :
Soit W(l), la matrice de séparation permettant de retrouver les sources avec un retard
l, i.e.W(l)H y˘(k) = s(k−l), puisqu’il existe L+Nf+1 retards possibles, et donc L+Nf+1
séparateurs W différents, nous obtenons :
W(l)y˘(k) =W(n)H y˘(k + n− l) = s(k − l), l, n = 0, . . . , Nf + L
En rangeant M observations dans une matrice Y(k), définie comme
Y(k) = (y˘(k), y˘(k + 1), . . . , y˘(k +M − 1)), l’égalité suivante est obtenue :
W(l)Y(k) =W(n)Y(k + n− l), l, n = 0, . . . , Nf + L, k ≥ L
En prenant M ≥ (Nf + 1)Nr, la matrice Y(k) est une matrice inversible à droite, alors :
W(n)H = W(l)HY(k)Y(k + n− l)♯, l, n = 0, . . . , Nf + L (6.1)
= W(l)HRn−l(k) (6.2)
avec Rn−l(k) = Y(k)Y(k + n− l)♯ et (.)♯ représente la pseudo-inverse.
De cette manière, les auteurs de [IMG07b] montrent que tous les séparateursW(n) peuvent
être exprimés en fonction d’un seul séparateur avec un certain retard et d’une façon unique.
De ce constat, il propose le critère suivant à minimiser :
Jconv =
Nf+L∑
n=0,n6=l
E
[∥∥∥W(l)H y˘(k)−W(n)H y˘(k + n− l)∥∥∥2]
En utilisant l’équation 6.1, le critère Jconv est réécrit de la manière suivante :
Jconv =
Nf+L∑
n=0,n6=l
E
[∥∥∥W(l)Hun−l(k)∥∥∥2
]
avec un−l(k) = y˘(k)− Rn−l(k)y˘(k + n− l).
Dans [IMG07b], il est démontré que seul l’égaliseur W =W(l) minimise le critère Jconv.
Ce critère permet uniquement de transformer un système convolutif en un système ins-
tantané. Pour retrouver les sources séparées il doit être associé à un critère de séparation.
Dans [Ikh08], le critère de séparation choisi est le CM décrit dans le chapitre 2 implémenté
par blocs de manière analytique ou de manière adaptative. Dans ce paragraphe nous pré-
senterons uniquement l’implémentation par blocs que nous utiliserons dans la suite du
chapitre. L’implémentation par blocs se fait en deux étapes ; dans un premier temps le
mélange convolutif est transformé en un mélange instantané à l’aide du critère Jconv, dans
un deuxième temps, la séparation aveugle de sources est effectuée en utilisant l’algorithme
ACMA [VP96] sur le mélange instantané obtenu par la première étape.
Tout d’abord, les signaux reçus y˘(k) sont blanchis, il en résulte le vecteur y˘(k) = By˘(k)
de dimension Nt(Nf + 1)× 1. En posant τ = n− l et
U(k) =
(
u−l(k), . . . , u−1(k), u1(k), . . . , uNf+L−l(k)
)
, le critère Jconv s’écrit comme :
108 Association filtre de Kalman et BSS : le cas convolutif
Jconv =
Nf+L−l∑
τ=−l,τ 6=0
E
[∥∥ΞHuτ (k)∥∥2] (6.3)
= ΞHE
[
U(k)UH(k)
]
Ξ (6.4)
= ΞHRUΞ (6.5)
où Ξ est la matrice de dimension Nt(Nf + L+ 1)×Nt et RU = E
[
U(k)UH(k)
]
.
Le critère Jconv est ensuite associé à une contrainte d’orthogonalité afin d’éviter la
solution triviale Ξ = 0, ainsi le problème d’optimisation devient :{
minJconv = Ξ
HRUΞ
sous ΞHΞ = INt
La solution de ce problème correspond aux Nt vecteurs propres de RU associées aux plus
faibles valeurs propres. Ces vecteurs sont obtenus à l’aide d’une décomposition propre de
la matrice RˆU = 1N
∑N
k=1U(k)U
H(k), estimée de la matrice RU.
Une fois la matrice Ξ obtenue, la matrice de séparation T, définie telle que WH =
THFHB, est estimée à l’aide de l’algorithme de séparation par blocs ACMA.
Nous allons maintenant présenter l’égaliseur DFE qui sera utilisé conjointement au
filtre de Kalman.
6.3 L’égaliseur DFE
L’égaliseur DFE est un égaliseur non linéaire qui utilise les symboles estimés précédem-
ment pour estimer les symboles transmis à l’instant k − l. Ainsi, il est composé de deux
filtres : un filtre de retour BDFE et un filtre direct FDFE . Cet égaliseur a tout d’abord été
utilisé dans des contextes SISO [Hsu82, CET+00] puis MIMO [ADS00, YR94]. De part sa
structure, le DFE est un annuleur d’IES des symboles passés. Cependant sa non-linéarité
a pour inconvénient de propager les erreurs, ce qui le rend sensible aux erreurs d’estimation.
L’égaliseur que nous présentons dans ce paragraphe est l’égaliseur MMSE(2)-DFE dé-
crit dans [ADS00]. Ce dernier cherche à minimiser la trace et le déterminant de la matrice
d’autocorrelation Re du vecteur d’erreur e(k) = s(k) − sˆ(k), où sˆ(k) est l’estimation des
symboles s(k) obtenu en sortie du DFE avant toute décision dure (détecteur à seuil). Pour
calculer ce vecteur d’erreur, il est supposé qu’il n’y a pas d’erreur de propagation et que
la décision dure sur le vecteur sˆ(k) donne les symboles transmis s(k).
Le DFE utilise le vecteur y˘(k) défini dans le paragraphe 6.1 :
y˘(k) = H(k)s˘(k) + b˘(k)
La matrice d’autocorrélation de dimension Nt(Nf +L+ 1)×Nt(Nf +L+ 1) des signaux
sources est donnée par :
Rs = E[s˘(k)s˘
H(k)]
(2)Minimum Mean Square Error
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et celle du bruit ((Nf + 1)Nr × (Nf + 1)Nr) par :
Rb = E[b˘(k)b˘
H
(k)]
La matrice d’intercorrelation entrée-sortie et la matrice d’autocorrelation des signaux reçus
sont :
Rsy = E[s˘(k)y˘
H(k)] = RsH
H(k)
Ry = E[y˘(k)y˘
H(k)] = y˘(k)Rsy˘
H(k) +Rb
Le filtre direct FDFE est défini à l’aide de Nf + 1 blocs de dimension Nt ×Nr comme :
FHDFE =
(
F0,F1, . . . ,FNf
)
et le filtre de retour BDFE est égal à :
BDFE = (INt ,0Nt×NtNb)− B˜
H
DFE =
(
INr − B˜
H
DFE0 ,−B˜
H
DFE1 , . . . ,−B˜
H
DFENb
)
avec B˜
H
DFE =
(
B˜
H
DFE0 , B˜
H
DFE1 , . . . , B˜Nb
H
DFE
)
. En définissant la matrice B¯HDFE =
(
0Nt×lNt , B˜
H
DFE
)
,
de dimension Nt×Nt(Nf +L+1) et où 0 ≤ l ≤ Nf +L+1 est le retard désiré qui satisfait
l +Nb + 1 = Nf + L+ 1, le vecteur d’erreur peut s’écrire :
e(k) = B¯
H
DFE s˘(k)− FHDFEy˘(k)
En utilisant le principe d’orthogonalité, qui statue que l’erreur est orthogonale à l’observa-
tion, i.e. E[e(k)y˘H(k)] = 0, la relation entre le filtre direct et le filtre de retour est donnée
par :
FHDFE−opt = B¯
H
DFE−optRsyR
−1
y
Dans [ADS00], il est montré que cette solution minimise à la fois la trace et le déterminant
de Re = E
[
e(k)eH(k)
]
.
Dans notre contexte seule les décisions passées sont disponibles, ainsi B˜
H
DFE0 = INr . Si
nous définissons la matrice R =
(
R11 R12
RH12 R22
)
, donnée par R = R−1s + H
HR−1b H, où
R11 est de dimension Nt(l + 1) × Nt(l + 1). La matrice B¯HDFE−opt qui minimise la trace
de Re est donnée par :
B¯
H
DFE−opt =
(
R11
RH12
)
R−111 C, avec C
H = (0Nt×lNt , INt)
Les signaux transmis à l’instant k − l sont finalement estimés par :
sˆ(k − l) = FHDFE−opty˘(k) +BHDFE−opts˘(k − l − 1)
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6.4 Association filtre de Kalman et DFE
Le filtre de Kalman utilisé dans un contexte convolutif pour poursuivre le canal est associé
à un égaliseur DFE. Le filtre de Kalman suppose que les décisions émanant du DFE sont
parfaites et il les utilise pour estimer le canal alors que le DFE suppose correcte l’estimée
du canal fournie par le filtre de Kalman et l’utilise pour estimer les symboles transmis à
l’instant k− l. En effet, le DFE estime les symboles transmis avec un retard l à partir des
signaux reçus y˘(k) à l’instant k. Ce retard sur les symboles estimés induit par le DFE,
oblige le filtre de Kalman à fonctionner avec un retard l. Ainsi, au lieu d’estimer le canal
à l’instant k, il l’estime à l’instant k − l à partir des signaux reçus y(k − l). Cependant,
pour estimer les symboles s(k− l) le DFE a besoin de l’estimée du canal Hˆ depuis l’instant
k −Nf jusqu’à l’instant k. Il faut donc, à partir de l’estimée Hˆ(k − l) prédire les canaux
Hˆ(k−l+1), . . . , Hˆ(k). Le synoptique du filtre de Kalman associé au DFE dans un contexte
convolutif est donc le suivant :
1. Hˆ(k − l) = Kalman
(
Hˆ(k − l − 1),y(k − l), s(k − l), . . . , s(k − l − L)
)
2.
(
Hˆ(k − l + 1), . . . , Hˆ(k + 1)
)
= Prediction
(
Hˆ(k − l)
)
3. s(k − l + 1) = DFE
(
Hˆ(k), y˘(k + 1), s˘(k − l)
)
6.4.1 Principe du filtre de Kalman
Nous avons pu voir dans le chapitre 5 que le filtre de Kalman repose sur deux équations :{
h(k − l) = Fh(k − 1− l) +An(k − l) l’équation d’état
y(k − l) = X’(k − l)h(k − l) + b(k − l) l’équation de mesure
Avec h(k − l) = (vecT (H0(k − l)), . . . , vecT (HL(k − l))) ,
X(k − l) = (INr ⊗ sT (k − l), . . . , INr ⊗ sT (k − l − L)), F = fI(L+1)NtNr et
G =
√
1− f2I(L+1)NtNr , avec f = J0(2πf0Ts). L’algorithme du filtre de Kalman reste
inchangé par rapport au cas instantané :
1. Étape de prédiction
– h (k − l | k − l − 1) = Fh (k − 1− l | k − 1− l)
– P (k − l | k − 1− l) = FP (k − 1− l | k − 1− l)FH +Q
2. Estimation des symboles X(k) à l’aide d’un égaliseur
3. Étape d’estimation
– K(k − l) = P(k−l |k−1−l)XH(k−l)
Rb+X(k−l)P(k−l |k−1−l)XH(k−l)
– e(k − l) = y(k − l)−X(k − l)h (k − l | k − 1− l)
– h (k − l | k − l) = h (k − l | k − 1− l) +K(k − l)e(k − l)
– P (k − l | k − l) = P (k − l | k − 1− l)−K(k − l)X(k − l)P (k − l | k − 1− l)
6.4.2 Prédiction
Pour utiliser le DFE à la suite du filtre de Kalman, les estimées du canal h depuis l’instant
k − Nf jusqu’à k sont nécessaires. Puisque, le filtre de Kalman donne uniquement une
estimée de h(k− l), Komminiakis propose dans [KFSW02], une méthode pour estimer les
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canaux suivants. La prédiction dépend de la vitesse de variation du canal, ainsi un canal
variant lentement est considéré comme constant sur l échantillons :
h(k) = h(k − 1) = . . . = h(k − l)
où h(k− l) a été obtenu à l’aide du filtre de Kalman. Par contre, pour des canaux variant
rapidement, l’estimation des canaux aux instants suivants est donnée dans [KFSW02] par :
h(k) = Flh(k − l)
h(k − 1) = Fl−1h(k − l)
...
h(k − l + 1) = Fh(k − l)
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Fig. 6.1 – TEB de l’ACMA par blocs obtenus pour des canaux avec et sans atténuation
d’amplitude des trajets retardés. Canaux de Rayleigh
6.5 Initialisation du filtre de Kalman
Comme dans le cas instantané, le filtre de Kalman doit être initialisé par des symboles
pilotes mais dans un contexte d’interception nous ne possédons pas de tels symboles. Ainsi,
nous proposons d’utiliser la séparation aveugle de sources pour estimer les Np premiers
vecteurs symboles sˆ transmis et de les utiliser ensuite comme séquence d’apprentissage du
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filtre de Kalman. La BSS fonctionnant sur un bloc de vecteurs de taille Np, le canal est
supposé constant sur Np échantillons. Le filtre de Kalman, utilisé avec un DFE fonction-
nant avec un retard l, estime hˆ(k − l) à chaque instant, ainsi nous utilisons aussi la BSS
avec un retard l. Ces symboles d’apprentissage fournis par la BSS permettent au filtre
de Kalman de converger vers le canal h(Np − l). Une fois le filtre de Kalman amorcé, ce
dernier transmet cette estimée au DFE qui estimera les symboles sˆ(Np − l + 1), utilisés
par le filtre de Kalman à l’itération suivante pour estimer h(Np − l + 1).
6.6 Simulations
0 200 400 600 800 1000 1200 1400 1600 1800 2000
−6
−5
−4
−3
−2
−1
0
1
2
nb échantillons
G
ai
n 
(dB
)
Gain des trajets directs h11 et h21, fdTs=0.0011, K=4,5dB, Ns=2000,Np=50, Es/N0=30 dB, Nt=2, Nr=4, 4−QAM
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Estimation du trajet |h11| avec le filtre de Kalman en aveugle
Variations du trajet |h21|
Estimation du trajet |h21| avec le filtre de Kalman en aveugle
Fig. 6.2 – Gain des trajets directs h11 et h21 avec le filtre de Kalman utilisé dans un
contexte aveugle. Canaux de Rice
Toutes les simulations sont réalisées en utilisant des symboles issus d’une constella-
tion 4-QAM et d’un code MIMO BLAST. Ces signaux sources sont transmis sur un canal
convolutif de Rayleigh de longueur L = 2. Deux antennes émettrices et quatre antennes
réceptrices sont utilisées. Le retard L du canal est supposé connu du récepteur. La BSS
ACMA et le DFE estiment les symboles avec un retard l = 3. En effet, Ikhlef a montré
dans [Ikh08] que ce retard permet d’optimiser les performances de l’algorithme ACMA.
Dans un premier temps nous allons évaluer les performances de la séparation aveugle
de sources ACMA adaptée aux canaux convolutifs proposée dans [Ikh08]. Cet algorithme
est comparé sur deux types de canaux différents, le premier ne subit aucune atténuation
d’un retard à un autre, quant au second il subit une atténuation de 4 dB entre chaque
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Fig. 6.3 – TEB du filtre de Kalman utilisé en aveugle et en coopératif, avec un canal de
Rice
retard.
La figure 6.1 représente le TEB obtenu à l’aide de 104 symboles transmis sur des canaux
de Rayleigh variant dans le temps et convolutifs avec une profondeur L=2. Nous pouvons
noter que la BSS obtient de bien meilleures performances sur des canaux ne subissant
aucune atténuation. Ainsi, par la suite, nous utiliserons le filtre de Kalman sur des canaux
convolutifs ne subissant aucune atténuation d’un retard à l’autre.
Nous allons maintenant comparer les performances du filtre de Kalman associé à un
DFE, initialisé de manière aveugle, i.e. à l’aide de la BSS ACMA par blocs et d’un filtre de
Kalman initialisé à l’aide de vrais symboles pilotes. Les canaux utilisés varient faiblement
dans le temps avec un taux Doppler fdTs égal à 0.0011. Le nombre de symboles (Np)
utilisés pour initialiser les filtres de Kalman est fixé à 50.
La figure 6.2 représente deux trajets directs du canal et les estimées de ceux-ci obtenues
par le filtre de Kalman utilisé en aveugle, avec un SNR de 30 dB. Nous pouvons noter que
le filtre de Kalman associé au DFE poursuit parfaitement bien les variations du canal.
Les TEB obtenus par le filtre de Kalman, aveugle et coopératif sont représentés sur
la figure 6.3. Pour tracer les TEB, nous avons utilisé 106 symboles transmis sur un canal
variant dans le temps. Sur cette même figure est représenté le TEB de la séquence d’ap-
prentissage obtenue par l’ACMA convolutif. Nous pouvons noter que les performances du
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filtre de Kalman en coopératif devancent largement celles du filtre de Kalman en aveugle.
Cela peut être expliqué par le TEB de l’ACMA convolutif qui ne descend pas en dessous
de 10−2. Ainsi, lorsque le filtre de Kalman est mal initialisé cela se répercute sur l’ensemble
des symboles estimés.
6.7 Conclusion
Nous avons utilisé dans ce chapitre le filtre de Kalman associé à un DFE sur des canaux
convolutifs et variables. Ce type de méthode nécessitant une initialisation, nous avons
proposé d’utiliser la BSS ACMA adaptée pour des canaux convolutifs, pour estimer les
premiers symboles transmis. Ces symboles sont ensuite transmis au filtre de Kalman afin
de l’initialiser.
Cette méthode possède des limites, en effet, le TEB obtenu est moins bon que celui obtenu
par le filtre de Kalman en coopératif. D’autre part, la BSS utilisée pour initialiser le filtre
de Kalman ne fonctionne bien que sur des canaux convolutifs MIMO ne subissant aucune
atténuation d’un retard à un autre. En améliorant les performances de la BSS ACMA en
convolutif, celles de l’association BSS et filtre de Kalman se verront augmentées.
Conclusion
Résumé des travaux
Nos travaux ont porté sur la démodulation aveugle pour des communications MIMO dans
un contexte d’interception. Ce travail faisait partie d’un projet industriel d’écoute de si-
gnaux MIMO. Il était découpé en deux parties, la première visant à intercepter les signaux
et estimer les différents paramètres de transmission nécessaires pour la démodulation, à
savoir le nombre d’antennes émettrices, la modulation et le code MIMO. La seconde était
l’objet de cette thèse et porte sur l’estimation des symboles transmis.
Nos recherches ont donc porté sur la démodulation MIMO de signaux transmis sur tous
types de canaux, i.e. sélectifs ou instantanés et variables ou constants. Les signaux MIMO
transmis étaient supposés résulter d’un codage BLAST ou STBC du type Alamouti, Ta-
rokh ou code d’Or. Le chapitre 1 a permis d’introduire le modèle théorique des signaux
reçus, les différents canaux envisagés et les codes MIMO utilisés.
Afin de démoduler les signaux reçus, la principale méthode utilisée est la séparation
aveugle de sources puisqu’elle permet d’estimer les sources sans aucune connaissance du
canal. Le principe de celle-ci a été présenté dans le chapitre 2. Ses limites ont aussi été
abordées, à savoir l’introduction d’une phase et d’une permutation sur la matrice de sé-
paration ainsi qu’une convergence relativement lente des algorithmes utilisant un gradient
stochastique. Les fonctions de coût MM, MUK, CM, CQ et SCQ ont été présentées. A
travers les simulations, nous avons pu voir que les algorithmes MM et SCQ permettent de
poursuivre un résidu de phase contrairement aux autres algorithmes, ce qui leur donne un
coté attrayant.
Dans le chapitre 3, nous nous sommes intéressés à l’exploitation de la redondance in-
troduite par les codes STBC d’Alamouti, de Tarokh et d’Or afin de séparer les sources
tout en diminuant le nombre d’indéterminations introduites par la BSS (ordre et phase).
Pour cela nous avons proposé plusieurs critères. Une étude des points stationnaires de
ces critères a été proposée et illustrée par les résultats de simulations. Cette contribution
a fait l’objet d’une publication [DG07b, DG07a]. A travers les études théoriques et les
simulations, nous avons montré que les critères proposés pour les codes d’Alamouti et de
Tarokh permettent à la fois de diminuer le taux d’erreur binaire par rapport à une BSS
classique, de retrouver la même ambiguïté de phase sur chacune des lignes de la matrice
de séparation obtenue en sortie de la BSS et de lever l’ambiguïté sur l’ordre lorsqu’un
code de Tarokh est utilisé. Par contre, nous avons pu constater lors des simulations que
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l’algorithme associé au code d’Or et utilisant un gradient stochastique à pas fixe converge
vers une solution ne correspondant pas à un minima, pour éviter d’obtenir des solutions
non désirables nous avons donc utilisé un gradient stochastique à pas variable permettant
une meilleur convergence.
Le chapitre 4 a présenté des méthodes de séparation de sources utilisant des outils
analytiques pour minimiser les critères MM et SCM par blocs ou de manière adaptative.
Ce type de méthode avait déjà été utilisé sur le critère CM et est nommé ACMA. Dans le
chapitre 2, nous avons pu voir que les critères MM et SCM peuvent poursuivre un résidu
de phase contrairement au CM. D’autre part, les méthodes analytiques comme l’ACMA
possèdent une convergence rapide (par blocs ou adaptatif) et peuvent être utilisés sur des
canaux qui varient dans le temps. Ces deux constatations nous ont poussé à implémenter
les critères MM et SCM de manière analytique donnant ainsi les algorithmes AMMA et
ASCMA. Ces contributions ont fait l’objet de publications [DG09b, DG09a]. La limite
de ce type d’algorithme réside dans l’utilisation d’algorithme de poursuite de sous-espace
dans la version adaptative. Ce type d’algorithme étant soit stable soit rapide, lorsqu’on
utilise l’ACMA, l’AMMA et l’ASCMA adaptatif sur des constellations 16-QAM ou supé-
rieures, l’algorithme devient lent à converger n’excédant alors plus les performances des
algorithmes CMA, MMA et SCMA.
Le chapitre 5 cherchait aussi à estimer les sources sur des canaux variant rapidement
dans le temps. De nombreux travaux proposent d’utiliser le filtre de Kalman pour pour-
suivre les variations du canal dans un contexte coopératif. Cependant, ce type de filtre
doit être initialisé par des symboles pilotes et/ou par le canal de transmission. Mais en
interception nous ne possédons pas de tels symboles. Nous avons donc proposé d’utiliser
la BSS ACMA par blocs sur les premiers symboles reçus afin d’estimer les sources et le
canal de transmission. Une fois estimés, ils sont transmis au filtre de Kalman afin de l’ini-
tialiser. Nous avons montré à travers des simulations que les performances obtenues par
cette méthode sont aussi bonnes que celles obtenues avec le filtre de Kalman initialisé par
de vrais symboles pilotes. Cette contribution a fait l’objet d’une publication [DG08].
Le chapitre 6 présentait l’association du filtre de Kalman avec la BSS mais cette fois
dans un environnement convolutif et variable. Pour initialiser le filtre de Kalman de ma-
nière aveugle nous avons utilisé la BSS ACMA par blocs adaptée aux canaux convolutifs et
proposée dans [Ikh08]. A travers les simulations, nous avons pu voir que les performances
de cette association ne se superposent pas avec celles du filtre de Kalman initialisée avec
de vrais symboles d’apprentissage.
Synthèse
Les travaux effectués durant cette thèse ont permis de résoudre la problématique princi-
pale : estimer les sources de manière aveugle, tout en répondant à trois objectifs fixés, à
savoir :
– Problématique : Estimer les sources de manière aveugle.
– Objectif 1 : Lever certaines indéterminations sur la phase et l’ordre des sources
introduite par la BSS.
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– Objectif 2 : Estimer les sources de manière aveugle dans un environnement sélectif
en temps.
– Objectif 3 : Estimer les sources de manière aveugle dans un environnement sélectif
en temps et en fréquence.
Chapitre Objectif Apports
atteint
Proposition de nouveaux critères
Chapitre 3 1 pour résoudre la problématique
et atteindre l’objectif 1 lorsqu’un code d’Alamouti
, de Tarokh ou d’Or est utilisé.
Utilisation d’une méthode analytique pour minimiser
Chapitre 4 2 les critères MM et SCM afin d’obtenir
une convergence rapide et poursuivre
le résidu de phase porteuse.
Initialisation du filtre de Kalman par la BSS ACMA
Chapitre 5 2 par blocs, le filtre de Kalman
permet ensuite de poursuivre les variations
rapides du canal. Les symboles sont
finalement estimés à l’aide d’un égaliseur.
Initialisation du filtre de Kalman par la BSS ACMA
Chapitre 6 3 par blocs adaptée au convolutif, le filtre de Kalman
permet ensuite de poursuivre les variations rapides
du canal. Les symboles sont finalement estimés
à l’aide d’un égaliseur DFE.
Tab. 6.1 – Tableau récapitulatif des apports de la thèse
Perspectives
Les travaux réalisés dans le cadre de cette thèse ouvrent plusieurs axes de recherche. Nous
en proposons quatre, chacun étant issus des chapitres présentant nos contributions.
– Dans le troisième chapitre nous avons proposé deux critères permettant d’exploiter
la redondance des codes d’Alamouti et de Tarokh. Cependant, rien n’empêche de
chercher d’autres critères pour différents codes STBC. Nous avons aussi proposé un
critère pour le code d’Or qui est un code STBC linéaire. Le principe de ce critère
peut être étendu à tous types de codes STBC linéaire moyennant quelques modifi-
cations.
– Dans le chapitre 4, nous avons proposé les algorithmes AMMA et ASCMA adapta-
tifs obtenus à l’aide d’outils analytiques, ces algorithmes permettent d’obtenir une
convergence rapide et utilisent des méthodes de poursuite de sous-espace. Cependant,
ces derniers convergent lentement vers la solution lorsqu’une modulation 16-QAM
est utilisée. L’AMMA et l’ASCMA perdent alors leur qualité de rapidité de conver-
gence. D’autres algorithmes de poursuite de sous-espace plus performants devront
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être proposés.
– Les chapitres 5 et 6 ont proposé une association du filtre de Kalman avec la BSS
afin d’obtenir de bonnes performances sur des canaux variant rapidement. D’autres
combinaisons de méthodes pourront être imaginées.
– Le chapitre 6 a introduit une méthode de séparation aveugle de sources utilisable
sur des canaux convolutifs. Cependant, peu de travaux existent dans ce domaine et
les seules BSS existantes conduisent à des TEB élevés par rapport au cas instantané.
Ainsi, lorsqu’on les utilise pour initialiser un filtre de Kalman, il en résulte un TEB
plus grand que celui obtenu par un filtre de Kalman utilisé dans un contexte co-
opératif. Des travaux restent à faire pour améliorer ces algorithmes de BSS adaptés
pour des canaux convolutifs.
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Annexe
Annexe A
Expression théorique de l’EQM en
exploitant la redondance introduite
par le code d’Alamouti
L’expression théorique de l’EQM des symboles estimés lorsque nous exploitons la redon-
dance (EQM1(σ2b )) introduite par un code d’Alamouti est donnée par :
EQM1(σ2b ) = 10× log10
(
1
Ns
Ns−1∑
k=0
|sˆ(k)− s(k)|2
)
= 10log10
[
1
Ns
∑
k∈F
(∣∣∣∣z1(2k) + z∗2(2k + 1)2 − s(k)
∣∣∣∣
2
+
∣∣∣∣z2(2k)− z∗1(2k + 1)2 − s(k + 1)
∣∣∣∣
2
)]
= 10log10
[
1
Ns
∑
k∈F
(∣∣∣∣g11s(k) + g21s(k + 1) + w11b1(k)2 +
w21b2(k)− g∗12s(k + 1) + g∗22s(k) + w∗12b∗1(k + 1) + w∗22b∗2(k + 1)
2
− s(k)
∣∣∣∣
2
+
+
∣∣∣∣g12s(k) + g22s(k + 1) + w12b1(k) + w22b2(k) + g∗11s(k + 1)− g∗21s(k)2 +
−w∗11b∗1(k + 1)− w∗21b∗2(k + 1)
2
− s(k + 1)
∣∣∣∣
2
)]
où gkl = G(k, l) et wkl =W(k, l). En gardant en mémoire que :
– Les bruits b(k) additifs sont blancs, de variance σ2b , i.e. E[B(k)B
H(k + l)] = σ2b ×
δ(l)INt , et sont mutuellement indépendants.
– Les signaux s(k) ont une moyenne nulle, sont i.i.d. et ont une puissance unitaire.
– Le bruit b(k) et les symboles s(k) sont mutuellement indépendants.
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on obtient :
EQM1(σ2b ) = 10× log10
(
|g11 + g∗22 − 2|2 + |g21 − g∗12|2
4
+
σ2b
2
)
De la même manière, nous obtenons l’EQM théorique lorsque la redondance n’est pas
exploitée (EQM2(σ2b )) :
EQM2(σ2b ) = 10× log10
(
1
Ns
Ns−1∑
k=0
|sˆ(k)− s(k)|2
)
= 10log10
(
1
Ns
∑
k∈E
(
|z1(k)− s(k)|2 + |z2(k)− s(k + 1)|2
))
= 10log10
(
1
Ns
∑
k∈E
(
|g11s(k) + g21s(k + 1) + w11b1(k) + w21b2(k)− s(k)|2
+ |g12s(k) + g22s(k + 1) + w12b1(k) + w22b2(k)− s(k + 1)|2
))
En utilisant les mêmes hypothèses que précédemment, on obtient :
EQM2(σ2b ) = 10× log10
(
|g11 − 1|2 + |g21|2
2
+
|g22 − 1|2 + |g12|2
2
+ σ2b
)
Ainsi, la différence entre l’EQM obtenue lorsque la redondance est exploitée et l’EQM
obtenue sans exploiter la redondance est :
EQM1(σ2b )− EQM2(σ2b ) = 10× log10
(
1
2
× |g11 + g
∗
22 − 2|2 + |g21 − g∗12|2 + 2σ2b
|g11 − 1|2 + |g21|2 + |g22 − 1|2 + |g12|2 + 2σ2b
)
Sans interférence inter antennes, g11 → 1, g22 → 1, g21 → 0 et g12 → 0, ainsi :
EQM1(σ2b )− EQM2(σ2b ) = 10× log10
(
1
2
)
= −3dB
Annexe B
Recherche des minima du critère
JCMA + JG3
Nous allons montrer dans cette annexe que la minimisation du critère J = JCMA + JG3
sous la contrainte GHG = I3 conduit aux sources transmises dans le bon ordre à une
rotation près identique sur toutes les sorties.
Nous rechercherons dans un premier temps les points stationnaires, obtenus à partir de
la fonction de coût et des contraintes, l’analyse de ceux-ci sera effectuée en utilisant la
matrice Hessienne.
Les signaux obtenus en sortie de la BSS s’écrivent comme :

 z1(4k) z1(4k + 1) z1(4k + 2) z1(4k + 3)z2(4k) z2(4k + 1) z2(4k + 2) z3(4k + 3)
z3(4k) z3(4k + 1) z3(4k + 2) z4(4k + 3)


= GH

 s(4k) −s(4k + 1) −s(4k + 2) −s(4k + 3)s(4k + 1) s(4k) s(4k + 3) −s(4k + 2)
s(4k + 2) −s(4k + 3) s(4k) s(4k + 1)


Avec GH =WHH˜
Le critère J à minimiser est donné par :
 J(W1,W2,W3) =
∑3
n=1E
[∣∣∣|zn(4k)|2 −R∣∣∣2
]
+ 1Ns
∑Ns
k=1 |2z1(4k)− z2(4k + 1)− z3(4k + 2)|2
sous GHG = I3
B.1 La fonction de coût
En développant, on obtient l’expression de J(W1,W2,W3) :
J(W1,W2,W3) =
3∑
n=1
(
E
[
|zn(4k)|4
]
− 2R.E
[
|zn(4k)|2
]
+R2
)
+
1
Ns
Ns∑
k=1
|2z1(4k)− z2(4k + 1)− z3(4k + 2)|2
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Les propriétés statistiques des symboles transmis permettent d’obtenir :
E
[
|zn(k)|2
]
= |g1n|2 + |g2n|2 + |g3n|2
E
[
|zn(k)|4
]
=
(|g1n|4 + |g2n|4 + |g3n|4) q + 4 (|g1n|2|g2n|2 + |g1n|2|g3n|2 + |g2n|2|g3n|2)
avec q = E
[
|s(k)|4
]
, puisque σ2s = 1 alors R = q. Et puisque les symboles transmis sont
sont i.i.d., nous obtenons :
1
Ns
Ns∑
k=1
|2z1(4k)− z2(4k + 1)− z3(4k + 2)|2 = 4
(|g11|2 + |g21|2 + |g31|2)+
(|g12|2 + |g22|2 + |g32|2)+ (|g13|2 + |g23|2 + |g33|2)− 2 (g11g∗22 − g12g∗21)
−2 (g11g∗33 − g13g∗31)− 2 (g22g∗11 − g21g∗12) + (g22g∗33 − g23g∗32)
−2 (g33g∗11 − g31g∗13) + (g33g∗22 − g32g∗23)
Finalement, la fonction de coût est fonction uniquement des variables gmn :
J(W1,W2,W3) =
3∑
n=1
((|g1n|4 + |g2n|4 + |g3n|4) q +
4
(|g1n|2|g2n|2 + |g1n|2|g3n|2 + |g2n|2|g3n|2)− 2q (|g1n|2 + |g2n|2 + |g3n|2)+ q
)
+
4
(|g11|2 + |g21|2 + |g31|2)+ (|g12|2 + |g22|2 + |g32|2)+(|g13|2 + |g23|2 + |g33|2)− 2 (g11g∗22 − g12g∗21)− 2 (g11g∗33 − g13g∗31)
−2 (g22g∗11 − g21g∗12) + (g22g∗33 − g23g∗32)
−2 (g33g∗11 − g31g∗13) + (g33g∗22 − g32g∗23)
B.2 Étude des points stationnaires
Pour obtenir les points stationnaires du critère, nous résolvons le système (S) :
(S)


∂J
∂gnm
= 0, n,m ∈ {1, . . . , 3}
∂J
∂g∗nm
= 0, n,m ∈ {1, . . . , 3}
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En développant on obtient :
(S)


∂J
∂g∗11
=
(
∂J
∂g11
)∗
= g11
(
2|g11|2q + 4
(|g21|2 + |g23|2)+ 2(2− q)
)
− 2(g22 + g33) = 0
∂J
∂g∗22
=
(
∂J
∂g22
)∗
= g22
(
2|g22|2q + 4
(|g12|2 + |g32|2)+ 1− 2q
)
+ g33 − 2g11 = 0
∂J
∂g∗33
=
(
∂J
∂g33
)∗
= g33
(
2|g33|2q + 4
(|g13|2 + |g23|2)+ 1− 2q
)
+ g22 − 2g11 = 0
∂J
∂g∗12
=
(
∂J
∂g12
)∗
= g12
(
2|g12|2q + 4
(|g22|2 + |g32|2)+ 1− 2q
)
+ 2g21 = 0
∂J
∂g∗13
=
(
∂J
∂g13
)∗
= g13
(
2|g13|2q + 4
(|g23|2 + |g33|2)+ 1− 2q
)
+ 2g31 = 0
∂J
∂g∗21
=
(
∂J
∂g21
)∗
= g21
(
2|g21|2q + 4
(|g11|2 + |g31|2)+ 2(2− q)
)
+ 2g12 = 0
∂J
∂g∗23
=
(
∂J
∂g23
)∗
= g23
(
2|g23|2q + 4
(|g13|2 + |g33|2)+ 1− 2q
)
− g32 = 0
∂J
∂g∗31
=
(
∂J
∂g31
)∗
= g31
(
2|g31|2q + 4
(|g21|2 + |g11|2)+ 2(2− q)
)
+ 2g13 = 0
∂J
∂g∗32
=
(
∂J
∂g32
)∗
= g32
(
2|g32|2q + 4
(|g12|2 + |g22|2)+ (1− 2q)
)
− g23 = 0
Pour résoudre ce système, supposons que l’ensemble des contraintes est vérifié à chaque
instant, ce qui nous conduit au système des contraintes (C) suivant :
(C)


|g11|2 + |g21|2 + |g31|2 − 1 = 0
|g12|2 + |g22|2 + |g32|2 − 1 = 0
|g13|2 + |g23|2 + |g33|2 − 1 = 0
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En utilisant le système (S) et les contraintes (C) on obtient le système (S′) à résoudre :
(S), (C)⇒ (S′)


g11
(
(q − 2)(|g11|2 − 1) + 2
)
= g22 + g33
g22
(
2(q − 2)(|g22|2 − 1) + 1
)
= −g33 + 2g11
g33
(
2(q − 2)(|g33|2 − 1) + 1
)
= −g22 + 2g11
g12
(
2(q − 2)(|g12|2 − 1) + 1
)
= −2g21
g21
(
(q − 2)(|g21|2 − 1) + 2
)
= −g12
g13
(
2(q − 2)(|g13|2 − 1) + 1
)
= −2g31
g31
(
(q − 2)(|g31|2 − 1) + 2
)
= −g13
g23
(
2(q − 2)(|g23|2 − 1) + 1
)
= g32
g32
(
2(q − 2)(|g32|2 − 1) + 1
)
= g23
Propriété B.2.1 Seul le point g11 = g22 = g33 et gmn = 0, m 6= n ∈ {1, . . . , 3} avec
|gnn|2 = 1 est solution du système (S′) et donc un point stationnaire du critère J sous la
contrainte GHG = I3
Preuve B.2.1 1. Démontrons tout d’abord que g12 = g21 = 0.
D’après le système des contraintes (C), on a 0 ≤ |gmn|2 ≤ 1 et puisque 1 ≤ q < 2
lorsque des signaux de télécommunications numériques sont utilisés, nous obtenons
les inégalités suivantes :{
2(q − 2)(|g12|2 − 1) + 1 ≥ 1
(q − 2)(|g21|2 − 1) + 2 ≥ 2 ⇒
{ |g12| ≤ 2|g21|
|g12| ≥ 2|g21| ⇒ |g12| = 2|g21|
Pour que cette égalité soit vérifiée dans le système (S′), il faut que les modules de ces
deux variables soient égaux à 1 :

2(q − 2)(|g12|2 − 1) = 0
et (q − 2)(|g21|2 − 1) = 0
ou g12 = g21 = 0
⇒


|g12|2 = 1
et |g21|2 = 1
ou g12 = g21 = 0
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Puisque nous venons de démontrer que |g12| = 2|g21|, l’unique solution est g12 =
g21 = 0.
2. La même démonstration peut être faite pour les variables g13 et g31, nous
aboutissons alors à la même conclusion g13 = g31 = 0.
3. Démontrons maintenant que g23 = g32 = 0.
Toujours en utilisant cette méthode d’encadrement, nous cherchons maintenant la
valeur des coefficients g23 et g32.{
2(q − 2)(|g23|2 − 1) + 1 ≥ 1
2(q − 2)(|g32|2 − 1) + 1 ≥ 1 ⇒
{ |g23| ≤ |g32|
|g23| ≥ |g32| ⇒ |g23| = |g32|
Alors { |g23| = |g32| = 1
g13 = g12 = 0
Supposons que |g23| = |g32| = 1. D’après les contraintes (C) ainsi que le résultat
précédent, i.e. g13 = g12 = 0, nous obtenons g22 = g33 = 0. Or, d’après le système
(S′) :
g11
(
(q − 2)(|g11|2 − 2) + 2
)
= g22 + g33 ⇒ g11 = 0
Mais d’après le système (C) des contraintes et puisque g21 = g31 = 0, il est impos-
sible que g11 soit nul car |g11| = 1. Donc, nous avons démontré par l’absurde que
g23 = g32 = 0.
4. Finalement, nous montrons que g11 = g22 = g33.
Les coefficients gmn, m 6= n ∈ {1, . . . , 3} étant tous nuls, nous pouvons affirmer
d’après (C) que les modules des coefficients gnn sont unitaires : |gnn| = 1. Le système
(S′) peut donc être réécrit sous la forme :
(S′)
{
2g11 = g22 + g33
|gmn| = δm,n
où δm,n représente le symbole de Kronecker.
Nous allons maintenant chercher les valeurs de g11, g22 et g33 qui résolvent le sys-
tème (S) sous les contraintes GHG = I3.
Ainsi, g22 + g33 = 2g11 ⇒ |g22 + g33| = 2 |g11| = 2.
On pose gnn = e
jΦn, ainsi :
|g22 + g33|2 = 4⇔ |g22|2+|g33|2+2cos(Φ2−Φ3) = 4⇔ 1+cos(Φ2−Φ3) = 2⇔ Φ2 = Φ3
Donc g22 = g33 ⇒ g11 = g22 = g33.
Finalement, g11 = g22 = g33 et gmn = 0, m 6= n ∈ {1, . . . , 3} est le seul point
stationnaire de la fonction de coût J sous les contraintes GHG = I3.
130 Recherche des minima du critère JCMA + JG3
Propriété B.2.2 Ce point stationnaire correspond à l’unique minimum du critère J sous
la contrainte GHG = I3.
Preuve B.2.2 Nous allons maintenant vérifier que ce point correspond bien à un mi-
nimum local. Pour cela nous allons étudier le signe des valeurs propres de la matrice
Hessienne.
Les blocs de la matrice Hessienne HgL valent :
∇g(∇gJ)T =


2q + 4 0 0 0 −2 0 0 0 −2
0 2(4− q) 0 2 0 0 0 0 0
0 0 2(4− q) 0 0 0 2 0 0
0 2 0 5− 2q 0 0 0 0 0
−2 0 0 0 2q + 1 0 0 0 1
0 0 0 0 0 5− 2q 0 −1 0
0 0 2 0 0 0 5− 2q 0 0
0 0 0 0 0 −1 0 5− 2q 0
−2 0 0 0 1 0 0 0 1 + 2q


∇g(∇gJ)T =


2g211q 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 2g222q 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 2g233q


Les valeurs propres de la matrice Hessienne au point stationnaire sont toutes nulles ou
positives, celle-ci est donc semi-définie positive :

0, d’ordre de multiplicité 2
6 > 0, d’ordre de multiplicité 1
9− 2q > 0, d’ordre de multiplicité 4
−2(q − 3) > 0, d’ordre de multiplicité 2
−2(q − 2) > 0, d’ordre de multiplicité 6
4q > 0, d’ordre de multiplicité 2
2(3 + 2q) > 0, d’ordre de multiplicité 1
L’unique point stationnaire, i.e. g11 = g22 = g33 et gmn = 0, m 6= n ∈ {1, . . . , 3} avec
|g11|2 = |g22|2 = |g33|2 = 1, est donc un minimum du critère J sous GHG = I3.
En posant g11 = ejΦ, seule la matrice G suivante permet de minimiser notre système :
G =

 ejΦ 0 00 ejΦ 0
0 0 ejΦ


Le critère proposé permet donc de retrouver, en sortie de l’égaliseur, les symboles dans le
bon ordre et avec une rotation de phase près identique sur chacune des sorties.
Annexe C
Recherche des minima du critère Jor
Nous allons montrer dans cette annexe que le critère JOr que nous proposons, associé
à la contrainte GHG = I2, comporte deux minima, tous deux permettent de récupérer
les sources non codées, soit dans l’ordre croissant avec la même ambiguïté de phase soit
dans l’ordre décroissant avec la même ambiguïté de phase à π/2 près. Ces minima sont
récapitulés dans le tableau 3.3. Nous rappelons que le critère proposé prend la forme
suivante : {
JOr =
∑4
n=1(|tn(k)|2 −R)2
sous GHG = I2
avec
t(k) = C−1
(
GH 0
0 GH
)
Cs(k)
où C est la matrice de codage du code d’Or et G =
(
g11 g12
g21 g22
)
.
C.1 Changement de variable
Nous effectuons dans un premier temps le changement de variables suivant :

g
′∗
1
g
′∗
4
g
′∗
3
g
′∗
2

 = 1√5


−θ¯ 0 0 θ
0 −θ¯ −jθ 0
0 −θ −jθ¯ 0
θ 0 0 −θ¯




g∗11
g∗21
g∗12
g∗22


g
′∗ = Γg∗
En utilisant les expressions des matrices code d’Or et son inverse respectivement notées
C et C−1 données au paragraphe 3.3.4, nous obtenons l’expression de la matrice G′H =
C−1
(
GH 0
0 GH
)
C :
G′H =


g∗′1 g
∗′
2 − g∗
′
1 g
∗′
4 + g
∗′
3 g
∗′
4
g∗′2 − g∗
′
1 g
∗′
2 g
∗′
3 −(g∗
′
3 + g
∗′
4 )
−j(g∗′3 + g∗
′
4 ) −jg∗
′
4 g
∗′
1 g
∗′
2 − g∗
′
1
−jg∗′3 −j(g∗
′
3 + g
∗′
4 ) g
∗′
2 − g∗
′
1 g
∗′
2


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Nous avons vu dans le paragraphe 3.4 que les points stationnaires sont obtenus en résolvant
le système : 

∇gJ = 0,
∇g∗J = 0
et que la nature de ces points est donnée par l’étude de la matrice Hessienne HgJ définie
au paragraphe 3.4.
Afin de déterminer le système à résoudre, nous exprimons les deux gradients complexes
∇gJ et ∇g∗J en fonction des variables g′n, n ∈ {1, . . . , 4} :
∇gJ = ∂J
∂g
′∗
1
∇gg′∗1 +
∂J
∂g
′∗
4
∇gg′∗4 +
∂J
∂g
′∗
3
∇gg′∗3 +
∂J
∂g
′∗
2
∇gg′∗2 = 0
= Γ1
∂J
∂g
′∗
1
+ Γ2
∂J
∂g
′∗
4
+ Γ3
∂J
∂g
′∗
4
+ Γ4
∂J
∂g
′∗
2
= 0
et
∇g∗J = ∂J
∂g′1
∇gg′1 +
∂J
∂g′4
∇gg′4 +
∂J
∂g′3
∇gg′3 +
∂J
∂g′2
∇gg′2 = 0
= Γ∗1
∂J
∂g′1
+ Γ∗2
∂J
∂g′4
+ Γ∗3
∂J
∂g′4
+ Γ∗4
∂J
∂g′2
= 0
Les vecteurs gradients ∇gJ et ∇g∗J sont donc une combinaison linéaire des vecteurs
Γn, n ∈ {1, . . . , 4}. Ces vecteurs étant mutuellement indépendants, les gradients ∇gJ et
∇g∗J s’annulent si et seulement si les dérivées partielles ∂J∂g′∗n et
∂J
∂gn
, n ∈ {1, . . . , 4} sont
toutes nulles. Ainsi, rechercher les points stationnaires revient à résoudre le système :

∇′gJ = 0,
∇g′∗J = 0
Avec ∇g′ =
(
∂
∂g
′∗
1
, ∂
∂g
′∗
4
, ∂
∂g
′∗
3
, ∂
∂g
′∗
2
)T
, puisque ∇gJ = Γ∇g′J , la matrice Hessienne
HgJ est congruente avec la matrice Hessienne Hg′J :
HgJ =
(
Γ
∗ 0
0 Γ
)
Hg′J
(
Γ
T 0
0 ΓH
)
avec
Hg′J =

 ∇∗g′
(
∇Tg′J
)
∇∗g′
(
∇Hg′J
)
∇g′
(
∇Tg′J
)
∇g′
(
∇Hg′J
)


On en conclu que si Hg′J est définie positive alors HgJ l’est aussi. Ainsi, l’étude des points
stationnaires se fera à partir de la matrice Hessienne Hg′J .
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Nous devons maintenant exprimer la contrainte GHG = I2 uniquement en fonction de
la matrice G′ :
G
′HG′ = C−1
(
GH 0
0 GH
)
CCH
(
G 0
0 G
)(
CH
)−1
or CCH = I4 et
(
GH 0
0 GH
)(
G 0
0 G
)
= I4 d’après la contrainte.
Ainsi, G
′HG′ = I4, nous cherchons donc à minimiser :{
JOr =
∑Nt
n=1E
[
(|tn(k)|2 −R)2
]
sous G
′HG′ = I4
Nous rappelons que les sources s(k) sont supposées être statistiquement indépendantes,
qu’elles ont une puissance unitaire, i.e. σ2s = E[|s|2] = 1, et on pose q = E[|s|4]. En déve-
loppant la fonction de coût et en utilisant ses propriétés statistiques, on obtient l’expression
de JOr en fonction des variables g′n, n ∈ {1, . . . , 4} :
JOr(W1,W2) = 2q
[|g′1|4 + 2|g′2 − g′1|4 + 2|g′4 + g′3|4 + |g′4|4 + |g′2|4 + |g′3|4]+
8
[|g′2 − g′1|2 (|g′1|2 + 2|g′4 − g′3|2 + |g′4|2 + |g′2|2 + |g′3|2) +
|g′4 + g′3|2
(|g′1|2 + |g′4|2 + |g′2|2 + |g′3|2)+ |g′1|2|g′4|2 + |g′2|2|g′3|2]−
4q
[|g′1|2 + 2|g′2 − g′1|2 + 2|g′4 + g′3|2 + |g′4|2 + |g′2|2 + |g′3|2]+ 4q2
C.2 Étude des points stationnaires
Nous cherchons maintenant les points stationnaires de notre système. Dans un premier
temps nous exprimons les dérivées du critère par rapport aux variables, puis à l’aide des
contraintes, nous cherchons les points qui annulent ces dérivées. La matrice Hessienne en
ces points stationnaires est finalement étudiée afin de déterminer si ce sont des minima.
Les dérivées partielles du critère par rapport aux 4 variables g′n sont données par :

∂J
∂g
′∗
1
=
(
∂J
∂g′1
)∗
=
g′1
[
4q
(|g′1|2 + 2|g′2 − g′1|2 − 3)+
8
(|g′1|2 + |g′2 − g′1|2 + 3|g′4 + g′3|2 + 2|g′4|2 + |g′2|2 + |g′3|2)]
−g′2
[
8q
(|g′2 − g′1|2 − 1)+ 8 (|g′1|2 + 2|g′4 + g′3|2 + |g′4|2 + |g′2|2 + |g′3|2)]
∂J
∂g
′∗
4
=
(
∂J
∂g′4
)∗
=
g′4
[
4q
(|g′4|2 + 2|g′4 + g′3|2 − 3)+
8
(
2|g′1|2 + 3|g′2 − g′1|2 + |g′4 + g′3|2 + |g′4|2 + |g′2|2 + |g′3|2
)]
+g′3
[
8q
(|g′4 + g′3|2 − 1)+ 8 (|g′1|2 + 2|g′2 − g′1|2 + |g′4|2 + |g′2|2 + |g′3|2)]
∂J
∂g
′∗
3
=
(
∂J
∂g′3
)∗
=
g′3
[
4q
(|g′3|2 + 2|g′4 + g′3|2 − 3)+
8
(
2|g′1|2 + 3|g′2 − g′1|2 + |g′4 + g′3|2 + |g′4|2 + |g′2|2 + |g′3|2
)]
+g′4
[
8q
(|g′4 + g′3|2 − 1)+ 8 (|g′1|2 + 2|g′2 − g′1|2 + |g′4|2 + |g′2|2 + |g′3|2)]
∂J
∂g
′∗
2
=
(
∂J
∂g′2
)∗
=
g′2
[
4q
(|g′2|2 + 2|g′2 − g′1|2 − 3)+
8
(|g′1|2 + |g′2 − g′1|2 + 3|g′4 + g′3|2 + 2|g′4|2 + |g′2|2 + |g′3|2)]
−g′1
[
8q
(|g′2 − g′1|2 − 1)+ 8 (|g′1|2 + 2|g′4 + g′3|2 + |g′4|2 + |g′2|2 + |g′3|2)]
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Les contraintes sont regroupées dans le système (C) :
(C)


|g′1|2 + |g′2 − g′1|2 + |g′4 + g′3|2 + |g′4|2 = 1
|g′2|2 + |g′2 − g′1|2 + |g′4 + g′3|2 + |g′3|2 = 1
Nous obtenons les points stationnaires en résolvant le système (S) :
(S)


∂J
∂g′n
= 0, n ∈ {1, . . . , 4}
∂J
∂g
′∗
n
= 0, n ∈ {1, . . . , 4}
En utilisant le système des contraintes (C) et le système (S), on obtient le système (S′)
à résoudre :
(C), (S)⇒ (S′)


g′1
[
(1− |g′1|2) + 2(1− |g′2 − g′1|2)
]
= 2g′2
(
1− |g′2 − g′1|2
)
g′2
[
(1− |g′2|2) + 2(1− |g′2 − g′1|2)
]
= 2g′1
(
1− |g′2 − g′1|2
)
g′4
[
(1− |g′4|2) + 2(1− |g′4 + g′3|2)
]
= −2g′3
(
1− |g′4 + g′3|2
)
g′3
[
(1− |g′3|2) + 2(1− |g′4 + g′3|2)
]
= −2g′4
(
1− |g′4 + g′3|2
)
Propriété C.2.1 Seuls deux points sont solutions du système (S′) :

g′1 = g
′
2 = e
jΦ et g′3 = g
′
4 = 0
ou
g′4 = −g′3 = ejΨ et g′2 = g′1 = 0
Preuve C.2.1 Puisque 1 ≤ q < 2 pour des signaux de télécommunications numérique
et 0 ≤ |g′n|2 ≤ 1 ∀n ∈ {1, . . . , 4}, 0 ≤ |g′2 − g′1|2 ≤ 1 et 0 ≤ |g′4 + g′3|2 ≤ 1 d’après les
contraintes, nous déduisons du système (S′) les inégalités suivantes :{
(1− |g′n|2) + 2(1− |g′2 − g′1|2) ≥ 2(1− |g′2 − g′1|2) ≥ 0
n ∈ {1, 2} ⇒
{ |g′1| ≥ |g′2|
|g′1| ≤ |g′2|
⇒ |g′1| = |g′2|
et{
(1− |g′n|2) + 2(1− |g′3 + g′4|2) ≥ 2(1− |g′3 + g′4|2) ≥ 0
n ∈ {3, 4} ⇒
{ |g′4| ≥ |g′3|
|g′4| ≤ |g′3|
⇒ |g′4| = |g′3|
Ce dernier résultat et l’argument des équations du système (S′), nous permettent d’ob-
tenir les relations suivantes :
Du système (S), on déduit que :

|g′1| = |g′2| et arg(g′1) = arg(g′2)⇒ g′1 = g′2
et
|g′3| = |g′4| et arg(g′3) = arg(g′4) + π ⇒ g′3 = −g′4
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Puisque g′1 = g
′
2 et g
′
3 = −g′4 alors |g′2 − g′1|2 = 0 et |g′3 + g′4|2 = 0. Les égalités |g′1| = |g′2|
et |g′3| = |g′4| sont donc vérifiées dans le système (S′) si et seulement si :
g′n = 0 ou 1− |g′n|2 = 0⇔ g′n = 0 ou |g′n|2 = 1
Du système des contraintes, nous pouvons en déduire :
|g′1|2 = |g′2|2 = 1⇒ g′3 = g′4 = 0 puisque |g′1|2 + |g′4|2 = 1 et |g′2|2 + |g′3|2 = 1
et
|g′3|2 = |g′4|2 = 1⇒ g′1 = g′2 = 0 puisque |g′1|2 + |g′4|2 = 1 et |g′2|2 + |g′3|2 = 1
En résumé, le critère JOr à minimiser, sous la contrainte G
′HG′ = I, possède deux
points stationnaires :
– Soit g′1 = g
′
2 = e
jΦ et g′3 = g
′
4 = 0 ⇒ g11 = g22 = ejΦ et g12 = g21 = 0
– Soit g′4 = −g′3 = ejΨ et g′2 = g′1 = 0 ⇒ g21 = −jg12 = ejΨ et g11 = g22 = 0
Propriété C.2.2 Ces points stationnaires correspondent aux deux minima de critère J
sous la contrainte GHG = I2.
Preuve C.2.2 Nous allons maintenant vérifier que ces deux points sont bien des minima,
pour cela nous calculons la matrice Hessienne Hg′J en chacun de ces points.
Soit g′1 = g
′
2 et g
′
3 = g
′
4 = 0, les blocs de la matrice Hessienne sont alors :
∇g′(∇g′J)T =


4(4− q) 0 0 8(q − 2)
0 12(2− q) 8(2− q) 0
0 8(2− q) 12(2− q) 0
8(q − 2) 0 0 4(4− q)


∇g′(∇g′J)T =


4g
′2
1 q 0 0 0
0 0 0 0
0 0 0 0
0 0 0 4g
′2
1 q


Les valeurs propres de Hg′J sont dans ce cas toute positives ou nulles :

0, d’ordre de multiplicité 1
8q > 0, d’ordre de multiplicité 1
−8(q − 4) > 0, d’ordre de multiplicité 1
−20(q − 2) > 0, d’ordre de multiplicité 2
−16(q − 2) > 0, d’ordre de multiplicité 1
−4(q − 2) > 0, d’ordre de multiplicité 2
Nous en concluons que Hg′J est définie positive et donc que le point g
′
1 = g
′
2 et g
′
3 = g
′
4 = 0
correspond à un minimum du problème d’optimisation.
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Soit maintenant g′3 = −g′4 et g′2 = g′1 = 0 le deuxième point stationnaire, dans ce cas
les blocs de la matrice Hessienne deviennent :
∇g′(∇g′J)T =


−12q + 24 0 0 −8(q − 2)
0 4(4− q) −8(q − 2) 0
0 −8(q − 2) 4(4− q) 0
−8(q − 2) 0 0 −12q + 24


∇g′(∇g′J)T =


0 0 0 0
0 4g
′2
3 q 0 0
0 0 4g
′2
3 q 0
0 0 0 0


Les valeurs propres sont identiques à celles du premier point stationnaire, ainsi g′3 = −g′4
et g′2 = g
′
1 = 0 correspond aussi à un minimum du problème d’optimisation que nous avons
proposé.
Pour conclure, la fonction de coût associée au code d’Or et à une contrainte d’orthogonalité
possède deux minima. Nous rappelons que la matrice G′ permet de retrouver les symboles
non-codés s(k) et que la matrice G permet de retrouver les symboles codés xn(k). Les
matrices G′ et G correspondantes au premier point stationnaire permettent de retrouver
respectivement les symboles non codés et codés dans le bon ordre (i.e. croissant) et avec
la même phase :
G′1 =


ejΦ 0 0 0
0 ejΦ 0 0
0 0 ejΦ 0
0 0 0 ejΦ

⇔ G1 =
(
ejΦ 0
0 ejΦ
)
Et les matrices G′ et G correspondantes au deuxième point stationnaire permettent de
retrouver respectivement les symboles non codés et codés dans l’ordre décroissant et avec
une même phase à kπ/2 près. :
G′2 =


0 0 0 ejΨ
0 0 −ejΨ 0
0 −jejΨ 0 0
jejΨ 0 0 0

⇔ G2 =
(
0 ejΨ
−jejΨ
)
Annexe D
Preuves des propriétés du chapitre 4
Preuve D.0.3 (de la propriété 4.2.1) Soit A = I − 1N 11T , une matrice symétrique,
ainsi A = AT et A vérifie A2 = A donc A est un projecteur. Ainsi, A = AAT = ATA.
Par conséquent, les matrices C˜ et C¯ peuvent s’exprimer sous la forme :
C˜ =
1
N
P˜
T
P˜− 1
N
P˜
T
1
1
N
1T P˜
=
1
N
P˜
T
(I− 1
N
11T )P˜
=
1
N
P˜
T
AP˜
=
1
N
P˜
T
ATAP˜
=
1
N
[
AP˜
]T [
AP˜
]
de même, C¯ =
1
N
P¯
T
P¯− 1
N
P¯
T
1
1
N
1T P¯
=
1
N
[
AP¯
]T [
AP¯
]
Puisque C˜ = 1N
[
AP˜
]T [
AP˜
]
et C¯ = 1N
[
AP¯
]T [
AP¯
]
, les matrices C˜ et C¯ sont donc
symétriques, semi-définies positives et C˜ + C¯ aussi. Par définition nous obtenons ∀y ∈
R
(2Nt)2 , yT
(
C˜+ C¯
)
y ≥ 0.
Preuve D.0.4 (de la propriété 4.2.2) Soit X ∈ R16, X = (X1, . . . ,X16)T . En suppo-
sant que X ∈ ker
(
C˜+ C¯
)
, X peut s’exprimer sous la forme
X =
6∑
i=1
αie
′
i, αi ∈ R
Les composantes de X vérifient donc :
X1 = X6 = X11 = X16 = 0
X2 = −X5, X3 = −X9, X4 = −X13, X7 = −X10, X8 = −X14, X12 = −X15
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La matrice (4 × 4) X = vec−1(X) est donc anti-symétrique et s’exprime de la manière
suivante :
X =


0 −X2 −X3 −X4
X2 0 −X7 −X8
X3 X7 0 −X12
X4 X8 X12 0


Soit T ⊗ T, un vecteur ayant une structure de Kronecker avec T = (T1 T2 T3 T4)T ∈ R4.
La matrice vec−1(T ⊗ T) est donc :
vec−1(T ⊗ T) =


T21 T1T2 T1T3 T1T4
T1T2 T
2
2 T2T3 T2T4
T1T3 T2T3 T
2
3 T3T4
T1T4 T2T4 T3T4 T
2
4


Ainsi, la matrice vec−1(T ⊗ T) est symétrique, de dimension 4 × 4 et ses valeurs sur la
diagonale sont positives alors que X est une matrice anti-symétrique. Les vecteurs X ∈
ker
(
C˜+ C¯
)
n’ont donc pas une structure de Kronecker excepté le vecteur 0R16.
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