This paper first gives a regularity theorem and its corollary. Then, a new construction of generating hard random lattices with short bases is obtained by using this corollary. This construction is from a new perspective and uses a random matrix whose entries obeyed Gaussian sampling which ensures that the corresponding schemes have a wider application future in cryptography area. Moreover, this construction is more specific than the previous constructions, which makes it can be implemented easier in practical applications.
Introduction
A lattice has a typical linear structure and some problems about it have been proven to be NP-hard. Many exciting developments in lattice-based cryptography have occurred in the past few years [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] , and there has been renewed interest in lattice-based cryptography as prospects for a real quantum computer improve. As is well known, some lattice-based cryptosystems can be resistant to attack by both classical and quantum computers. But the basic problems about short bases and short vector are studied in only a few papers [11] [12] [13] [14] . But such problems occupy an important place in the study on lattice-based cryptography. And more researches are based on these basic problems.
Ajtai's seminal work [15] in the lattice-based cryptography demonstrated a random class of lattice whose elements could be generated along with a short vector in them for which finding a short nonzero vector in the random lattice is at least as hard as finding the length of a shortest nonzero vector for any random lattice, and is at least as hard as finding a basis for the random lattice in 1996. And he showed how to generate a hard random lattice with knowledge of one relatively short nonzero lattice vector which can be used as secret information in cryptography applications. In addition, Ajtai also had given the reductions of some hard problems on the lattice.
In 1999, Ajtai also demonstrated an entirely different method of generating a random lattice along with a short basis based on his previous studies [11] . His algorithm had an important property that the resulting lattice is drawn, under the appropriate distribution, from the hard family defined in [15] . Interestingly, the algorithm apparently went without application until recently, when Gentry, Peikert, and Vaikuntanathan constructed several provably secure cryptographic schemes that crucially use the short bases as the secret keys [16] .
Alwen and Perkert revisited the problem of generating a hard random lattice with a relatively short basis [12] in 2011. They elucidated and modularized Ajtai's basic approach for generating a hard random lattice with a relatively short basis. They endeavored to give a top-down exposition of the key aspects of the problem and the techniques. They have based the algorithm around the concept of the Hermite normal form.
Micciancio and Peikert then gave the methods for generating and using "strong trapdoors" in cryptographic lattices [7] . Their methods involved a kind of trapdoor and included specialized algorithms for inverting LWE, randomly sampling SIS preimages, and securely delegating trapdoors. The trapdoor generator strictly subsumed the prior ones of [11, 12] , in that it proves the main theorems from those works.
We construct a new hard random lattice together with a relatively short basis from a new perspective in this paper. Firstly, we give and demonstrate a useful theorem called regularity theorem, which plays an important role in the cryptography area. Before this, we get that after proper matrix elementary transformations, any random matrix uniformly on Z kÂl 1 q can be written a special matrix whose first k columns consist an identity matrix and the other columns are uniformly on Z k q . Furthermore, we can learn from the theorem that the result matrix of the above special matrix right multiplied by a matrix whose entries follow Gaussian distribution is a uniform matrix. Then, by using the regularity theorem, we give our simple, wider applied, and more particular algorithm in which Gaussian distribution is used. Then, the concrete expression of each matrix in our algorithm is given. Lastly, we give the analysis of the short basis in our algorithm.
Preliminaries
Some notations are given in this section that will be used throughout the paper. We denote the integer ring by Z and the modular q residue ring by Zq. For any real x, the largest integer not greater than x is denoted by ⌊x⌋. For a vector x = (× 1, ···,xn), ⌊x⌋ is defined as (⌊× 1⌋, ···, ⌊xn⌋). We write log for the logarithm to the base 2, and log q when the base q is any number possibly different from 2. A negligible amount in n is defined as an amount that is asymptotically smaller than n −c for any constant c > 0. Also, when we say that an expression is exponentially small in n, we mean that it is at most 2 −Ω(n) . Finally, when we say that an expression is exponentially close to 1, we mean that it is 1 − 2 −Ω(n) . All the k-dimensional vectors over a domain D are written by D k . Similarly, (D) m × n denotes all m by n matrices whose entries belong to D. The Euclidean norm
r , and the associated distance of two vectors x and y is dist(x, y)= ‖x − y‖. The distance function is extended to sets in a customary way: dist(x, S) = dist(S, x)= min y ∈ S dist(x, y) where x is a point, S is a set, and y ∈ S. We often use matrix notation to denote sets of vectors. For example, the matrix S ∈ R n × m represents the set of n-dimensional vectors s 1 , ⋯, s m , where s 1 , ⋯, s m are the columns of S.
[A | B] denotes a block matrix whose left part is A and the right part is B. We denote the maximum norm of the column vectors in S by ‖S‖ and the number of all elements in S by |S|. For the vectors x = (x 1 , ⋯, x n ) and y = (y 1 , ⋯, y n ) in R n , 〈x, y〉 denotes the inner product of x and y, that is, 〈x, y〉 = ∑ i x i y i . The linear space spanned by a set S of m vectors s 1 , ⋯, s m is denoted by span (S) = {∑ i x i s i : x i ∈ Rfor 1 ≤ i ≤ m}. For any set of n linearly independent vectors in S, we define the half-open parallelepiped as PðSÞ ¼ f
Random matrix is a matrix whose each entry is chosen randomly from some set. We now review some basic definitions of lattice. A lattice in R n is defined as the set of all integer combinations of n linearly independent vectors. This set of vectors is known as a basis of the lattice and it is not unique.
Definition 21.
[15] An n-dimensional lattice A is the set of all integer combinations For any lattice basis B B and point x, there exists a unique vector y ∈ P(B) such that y − x ∈ L(B). This vector is denoted by y = x mod B, and it can be computed in polynomial time when given B and x.
The dual of a lattice Λ in R n , denoted Λ V , is the lattice given by the set of all vectors y ∈ R n such that 〈x, y〉 ∈ Z for all vectors x ∈ Λ.
We now recall some about Gaussian measures. Definition 22. [17] For any vectors c, x and any r > 0, let
be a Gaussian function centered in c scaled by a factor of r and normally let c = 0.
Note that Z x∈R n ρ r;c ðxÞ ¼ r n . Hence, Gaussian distribution around c with parameter r can be defined as its probability density function
We know that the expected square distance from c of a vector chosen from the distribution is nr 2 /(2π). So D r, c
can be seen as a sphere of radius r ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi n=ð2πÞ p centered around c. Notice that a sample from the above Gaussian distribution can be obtained by taking n independent samples from the 1-dimensional Gaussian distribution.
For any vector c, real r > 0, and lattice L, define the probability distribution D L, r, c over L by
We refer to D L, r, c (x) as a discrete Gaussian distribution. And for a large enough r, D L, r, c behaves in many respects like the continuous Gaussian distribution D r, c . In particular, vectors distributed according to D L, r, c have an average value which is very close to the center c and the expected squared distance from the vector c is very close to nr 2 /(2π). The center vector is zero sometimes and is omitted.
We give the definition of smoothing parameter introduced by Micciancio and Regev.
Definition 23.
[17] For a lattice Λ and a positive real ε > 0, the smoothing parameter η ε (Λ) is the smallest s such that
Lemma 24.
[17] For any lattice Λ, real ε > 0 and s ≥ η ε (Λ), and c ∈ H, we have
New hard random lattice
We will give a new method of generating a hard random lattice along with short bases by using our regularity theorem in this section. On the topic of hard random lattice with short bases, the large hard random matrix and its corresponding short base are required simultaneously in cryptography to ensure the security. But the matrix in our regularity theorem needs to be a special form, that is, the left part is an identity matrix and the right part is a random matrix. So we must first transform the hard random matrix into the special form matrix. We now describe our basic framework for constructing our new hard random lattice and the corresponding short basis.
Firstly, we must ensure that the large hard random matrix contains an invertible submatrix, and we will prove that any k × l 1 random matrix A uniformly chosen from ðZ q Þ kÂl 1 , with very great probability, contains k independent column vectors, that is, A contains an invertible submatrix. Secondly, our regularity theorem, which can be extended a useful corollary, will be constructed and be proved. Moreover, an effective parameter will be calculated in the regularity theorem which ensures that our hard random lattice with a short basis is generated.
Thirdly, we will give the new construction of generating the hard random lattice with a short basis and the framework of our algorithm by using the fact in the first part of this section and the regularity in the second part of this section.
Fourthly, the concrete expression of each matrix in the algorithm is given.
Finally, the quality of the short basis S will be analyzed.
Generate a random matrix containing an invertible submatrix
Let q be an integer and Z q be a modular q residue ring. Let A∈ðZ q Þ kÂl 1 be a random matrix where k, l 1 ∈ Z whose entries are chosen randomly from Z q .
Case 1: Let p be a prime integer and q ¼ p k be an integer for some integer k . It is obvious that a submatrix on (Z q ) k × k contained in A is invertible if and only if the submatrix mod p is invertible.
Firstly, we choose a k-dimensional vector on Z q k randomly and the probability that the vector can be one column of the invertible submatrix of A is
p k . Then we let this column be the first column of A.
After fixing the first column of A, we choose a k-dimensional vector randomly on Z k q again and the probability that this vector can be another column of the invertible submatrix of A is
Similarly, we let this column be the second column of A.
And so on, after fixing the first k − 1 columns of A, the probability that a vector is chosen randomly can be the kth column of the invertible submatrix of A is
p k . Thus, we choose a matrix A randomly on ðZ q Þ kÂl 1 , the probability that A contains an invertible submatrix is
where each p i is a prime and k i ∈ Z(i = 1, 2, ⋯, t). Similarly, the probability of generating a random matrix on ðZ q Þ kÂl 1 which contains an invertible submatrix in t steps is 
Regularity
We will construct a theorem called "Regularity Theorem" and the proof also will be given in this subsection. The regularity theorem can be widely used into cryptography applications, who gives an important property that a special matrix being multiplied by a vector sampled from Gaussian distribution, with great probability, produces a uniform vector. Suppose that A ∈ðZ q Þ kÂl 1 , we define
Then, we give our regularity theorem on integer lattice as following:
Theorem 31. Let z be an integer and q ≥ 2 be an integer. Let A ¼ ðI k jAÞ∈ðZ q Þ kÂl 1 , where
Then, we have
where a is chosen uniformly from Z k q . For any s ¼ ðs 1 ; ⋯; s k Þ T ∈Z k q , let h s = gcd(s 1 , ⋯, s k , q) and define the ideal 
Then, the expectation is
So the above expectation is as the following
Because of the fact that the matrix A contains an identity submatrix and Lemma24, then we can get the following more applicative corollary. 
Framework of our new algorithm
By using the regularity theorem and its corollary obtained in the previous subsection, the algorithm for constructing a hard random lattice with a short basis is given in this subsection. Also, our construction is simple and guaranteed bound on basis quality. Now we will give the common framework in Table 1 .
Let l = l 1 + l 2 for some sufficiently large dimensions l 1 and l 2 . Before discussing our algorithm, we first give a uniformly random matrix A 0 ∈Z kÂl 1 q and then using the proper elementary transformation matrices, we can obtain the special form matrix A ¼ ðIjAÞ, where A is a uniformly random matrix with great probability.
Our algorithm for constructing a hard random lattice with a short basis is given, where the input of the algorithm is the uniformly random matrix A∈Z From Table 1 , we can see that the output matrix S has a block structure, which contains four component matrices B, F, P, and R. The properties of the four matrices are as following:
-B is nonsingular and typically unimodular; -F has entries that grow geometrically, which is a relationship to the parameter q and the special matrix A; -P is a short matrix depending on F such that FP is short; -R is a randomly short matrix whose entries are from Gaussian distribution with the parameter r where ffiffiffi ffi
The matrix A′ is uniformly random matrix on Z kÂl 1 , then the matrix A′T is also uniformly random matrix which follows from the uniformity of A′. We have the matrix (A ' T| A ' T(R + F)) = (A| A(R + F)) is near-uniformly random because of random choice of R whose entries from Gaussian distribution by Theorem 3.1 and its corollary.
Since the matrix A ¼ ðIjAÞ∈Z Let D = R + F, then we can get that
That is,
and we let the matrix B be a nonsingular matrix, then the block matrix I 0 P B is also a nonsingular matrix, so we can get that
that is, Table 1 The framework for constructing the hard random lattice with a short basis
Because the entries of the short random matrix R are from Gaussian distribution which leads to the matrix (A| A(R + F)) is uniformly random with great probability. Furthermore, H is the basis of Λ ⊥ (A) and I is the identity matrix, thus we have that
is a nonsingular matrix.
In the block structure, we know the matrices P, B, and R are short matrices and so are the matrices RP and RB. But the norm of F is large, so we must use B to reduce the norm of the block matrix, such that the matrix FB is also short. Then, the block matrix
short. Simultaneously, we must ensure that the matrix equation
Lemma 33. The algorithm shows that if
Proof It is obvious that A(I + FP) = 0 mod q implies GS = 0 mod q, that is,
By the block structure of S, the determinant of S is
Since the matrix B is nonsingular, that is |B| ≠ 0, then we have that the block matrix S is nonsingular if and only if the matrix I + FP is nonsingular. Because all the columns of A 1 = A(R + F) can be linearly represented by the columns of A, we have that the additive subgroup G ⊆Z n q generated by the columns of A is exactly the subgroup generated by the columns of G = (A| A1). Therefore,
Then S is a basis of Λ ⊥ (G) exactly when I + FP is a basis of Λ ⊥ (A). Now, we know that the block matrix S is the basis of Λ ⊥ (G), then the remaining problem is that S must be relatively short. By the above discussion, we know that the matrices B and R are short, where B is unimodular and R is chosen from Gaussian distribution on Z l 1 Âl 2 ; moreover, the matrix P must be short and the columns of I + FP is ensured to be nontrivial vectors in Λ ⊥ (A). So a part of the matrix F should be long. Simultaneously, the matrix FB must be short because it is a part of −(R + F)B where R and R are short or a part of the block matrix B.
Concrete expression
The framework of our algorithm for constructing the hard random lattice with a short basis was given in the previous subsection. In this subsection, the concrete expression of each matrix in our algorithm will be shown as follows.
Given any random matrix A' uniformly on Z q kÂl 1 , after proper matrix elementary transformations, A' can be written as ðIjAÞ where A is uniformly matrix on Z q kÂðl 1 −kÞ with great probability. The chosen uniformly 
Definition of F:
The matrix F has the formal
which has l 1 + 1 blocks containing l 1 blocks Definition of P: The columns of the matrix P ¼ ðp 1 ; p 2 ; ⋯; p l 1 Þ∈Z l 2 Âl 1 are some identity vectors which are written as p j ¼ e jm ∈Z l 2 where j = 1, 2, ⋯, l 1 . This construction of P guarantees that FP=H−I and ‖p j ‖ 2 = 1(j = 1, 2, ⋯, l 1 ).
Definition of B: Let the matrix B∈Z l 2 Âl 2 be a unimodular matrix such that FB is short. Let B m ∈ Z m × m be the unimodular matrix whose diagonal entries are 1, upper diagonal entries are −d, and zero entries elsewhere, that is,
Then define B∈Z l 2 Âl 2 to be a block-diagonal matrix consisting of l 1 the block B m and one identity matrix block I∈Z ðl 2 −l 1 mÞÂðl 2 −l 1 mÞ in the main diagonal, and other blocks are zero matrices, that is, 
Then by the Theorem 3.1, the entries of (I|A)R are uniformly on Z q with great probability. Because the parameter r is relatively large, we have that the vectors distributed according to Gaussian distribution have an average value very close to zero and expected squared distance from zero very close to r 2 l 1 /(2π). So the norm of R is less than or equal to r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi l 1 =ð2πÞ p . The above discussion in this subsection shows that our algorithm for constructing the hard random lattice with a short basis is reasonable, and the basis of the dual lattice is indeed short. We will analyze the quality of the basis matrix S to prove the advantage of short in the next subsection.
Analysis and comparison
We analyze the norm of the basis matrix S in this subsection. Firstly, we have that
From the discussion in the previous subsection, we know that ‖P‖ 2 = 1 and kI−RPk 2 ≤ðr ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi l 1 =ð2πÞ p þ 1Þ 2 .
Then,
Then we consider the other part, ‖FB‖ 
Our construction for generating a hard random lattice with a short basis was from a new perspective and our algorithm in the construction first used a random matrix whose entries were obeyed Gaussian distribution, not an independent {0, ±1}-valued random variable in [12] or uniform distribution from the set {0,1} in [11] as shown in Table 2 , and the parameter q is a large regular, which ensure that our algorithm has a wider application future in cryptography area. Moreover, our construction is more specific than the previous constructions which makes our construction be implemented easier in practical applications. What is more, the problem we discussed is the basis of lattice-based cryptograph, so it can resist the attack by quantum computers.
Conclusion
In this paper, we firstly have proved a fact that a uniformly random matrix contains an invertible submatrix and using elementary transformations the uniformly random matrix can be transformed into the special matrix which contains two parts, an identity matrix part and a uniform matrix part. Secondly, a useful regularity theorem and its corollary on Z q has been proved and the useful parameters could be obtained. Thirdly, using the above fact and corollary, a new construction of hard random lattice with a short basis have been proposed, and then we have given the framework of our algorithm. Fourthly, the concrete expression of our construction, that is the concrete form of the matrices in our algorithm, has been given. Lastly, we have analyzed the quality of the short basis S, which shows that the quality of the short basis in our algorithm is as same as the Alwen and Peikert algorithm.
