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Abstract
We study the zero-dissipation problem for a one-dimensional model system for the isentropic
flow of a compressible viscous gas, the so-called p-system with viscosity. When the solution of the
inviscid problem is piecewise smooth and having finitely many noninteracting shocks satisfying the
entropy condition, there exists unique solution to the viscous problem which converges to the given
inviscid solution away from shock discontinuities at a rate of order ε as the viscosity coefficient ε
goes to zero. The proof is given by a matched asymptotic analysis and an elementary energy method.
And we do not need the smallness condition on the shock strength.
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1. Introduction
We consider the p-system with viscosity, which is a one-dimensional model system for
the isentropic flow of a compressible viscous gas in the Lagrangian coordinate:{
vt − ux = 0,
ut + p(v)x = ε(ux/v)x, x ∈R, t > 0, ε > 0,
p(v) = av−γ , γ  1,
(1.1)
and the corresponding system without viscosity:
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{
vt − ux = 0,
ut + p(v)x = 0, x ∈R, t > 0. (1.2)
We impose the following discontinuous initial data to (1.2):
(v,u)(x, t = 0)= (v0, u0)(x), x ∈R. (1.3)
Here v > 0 is the specific volume, u is the velocity, ε is the constant viscosity coefficient,
p(v) = av−γ is the pressure, γ  1 is the adiabatic constant, and a is a positive constant,
x is the Lagrangian coordinate, so that x = constant corresponds to a particle path. When
v > 0, the zero viscosity system (1.2) is strictly hyperbolic with two distinct eigenvalues
λ1 = −
√−p′(v) <√−p′(v) = λ2, (1.4)
which both are genuinely nonlinear.
An important problem in the theory of compressible fluid flow is to study the behavior
of viscous flow as the viscosity becomes very small. The purpose of the present paper is
to study the difference between the solutions to (1.1) with constructed continuous initial
data and the one to (1.2)–(1.3) as ε → 0. Here the initial data (1.3) is bounded shock data.
We show in this paper that piecewise smooth solutions to (1.2)–(1.3) with finitely many
noninteracting shocks satisfying the entropy condition and under a weaker constraint on
the shock strength, is the strong limit as ε → 0 of solutions to (1.1), and the corresponding
convergence rates in terms of ε are given.
This work is strongly motivated by Goodman and Xin’s work [1] which studied the
accuracy of the viscosity method with a non-degenerate viscosity matrix for the general
system when the underlying inviscid flow is piecewise smooth and with finitely many non-
interacting weak shocks. The systems (1.1) and (1.2) are the most typical ones in the fluid
dynamics. They have been studied by a great many authors in a large variety of contexts.
We just give some of them, and the interested reader may read the references therein.
Diperna [2] studied the existence and regularity of the solution to (1.2) with H 2 initial data
using an artificial viscous method and compensated compactness theory. And Guiqiang
Chen in [3] gave a remark that corrected some gap in Diperna’s formulation. Hoff and Liu
(see [5]) studied the case when the underlying inviscid flow is a single weak shock wave.
They show that the solution to the Navier–Stokes equation (1.1) with shock data exists
and converge to the inviscid shocks as the viscosity vanishes, uniformly away from the
shocks. Then Xin (see [4]) studied the complementary case. He shows that the solutions
of the Navier–Stokes equations with centered rarefaction wave data exist for all time, and
converge to the centered rarefaction waves as the viscosity vanishes, uniformly away from
the initial discontinuities. In the case that either the effects of initial layers are ignored or
the rarefaction waves are smooth, he gives a rate of convergence which is valid for all time.
We closely follow the framework, i.e., the combination of matched asymptotic expan-
sion analysis and elementary energy analysis, established in [1], in the hope of removing
the smallness of the shock strength while getting the convergence rates. But the energy es-
timates we use are different from those in [1]. Precisely, for basic energy estimates, we note
that the special form of the system, i.e., the degeneracy of the viscosity matrix, gives us
more valuable information on the viscous travelling wave solution, and we adopt an analy-
sis developed by Matsumura and Mei in [6] to carefully compute those terms with different
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tives. The reason is that we want to take into account the situation when singularities arise
in the viscous solutions.
This paper is organized as follows: In Section 2, making use of the properties of the vis-
cous shock profile, we construct an approximate solution to (1.1) by matching the truncated
Hilbert expansion (outer expansion) and shock layer expansion (inner expansion) within
width of order ε; in Section 3, we analyze the difference between the approximate solu-
tions and the exact solution to (1.1) by energy estimates. Finally, in Section 4, we establish
our main theorem.
For simplicity of presentation, we consider the case when the piecewise smooth solution
to (1.2)–(1.3) is a single shock solution. A function (v(x, t), u(x, t)) is called a single-
shock solution of (1.2)–(1.3) up to time T > 0 if
• (v(x, t), u(x, t)) is a distributional solution of (1.2) in R1 × [0, T ].
• There is a smooth curve, the shock, x = s(t), 0 t  T , such that (v(x, t), u(x, t)) is
sufficiently smooth away from x = s(t) and the left and right limits of (v(x, t), u(x, t))
and its derivatives at the shock x = s(t) exist.
• Across the shock, the Rankine–Hugoniot condition holds{−s˙(vl − vr) = ul − ur ,
s˙(ul − ur)= p(vl)− p(vr ). (1.5)
• The Lax entropy condition is satisfied, that is
λr1 < s˙ < λ
l
1 or λ
r
2 < s˙ < λ
l
2. (1.6)
Here and in the following, we always use the notations f l = f (s(t) − 0, t) and f r =
f (s(t)+0, t), s˙ = ds(t)/dt . Without loss of generality, we assume the initial discontinuity
point is x = 0. We only consider the case when the shock is of the second family, i.e.,
λr2 < s˙ < λ
l
2.
We impose two requirements on the single shock solution:
(A1) ∃ two constants v∗, v∗, such that 0 < v∗ < v0(x, t) < v∗.
(A2) (γ − 1)2(vr − vl) < 2γ vl.
(A1) assures the uniform well-posedness of the system (1.1), and (A2) will be used in our
later basic estimates. In (A2), vr > vl is natural since the shock is of the second family.
(A2) implies that when γ is close to 1+, vr − vl is of order (γ − 1)−2.
Now we state our main theorem.
Theorem 1. Suppose that (v,u)(x, t) is a single-shock solution of (1.2)–(1.3) up to time
T > 0. Under the hypotheses (A1), (A2), if
∑
1α6
T∫ ∫ ∣∣∂αx (v,u)(x, t)∣∣2 dx dt <+∞, (1.7)
0 x =s(t)
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(vε, uε)(x, t) of (1.1), satisfying(
vεx, u
ε
x
) ∈C1([0, T ],H 2). (1.8)
Moreover, for any given β ∈ (2/3,1),
sup
0tT
∫
R1
∣∣(vε − v,uε − u)(x, t)∣∣2 dx dt  Cβεβ, (1.9)
sup
0tT , |x−s(t)|εβ
∣∣(vε − v,uε − u)(x, t)∣∣ Cε, (1.10)
where Cβ, C are positive constants independent of ε.
2. Approximate solutions
Suppose the exact solution to (1.1) is hε(x, t) = (vε, uε)(x, t). Following Goodman–
Xin, in [1], we will use the formal Hilbert expansion and the shock expansion to construct
an approximate solution to hε(x, t).
2.1. Outer and inner expansions and the matching condition
Let h0(x, t) = (v0, u0)(x, t), hi(x, t)= (vi , ui)(x, t), i = 1,2, . . . . In the domain away
from the shock, we expand hε(x, t) formally in order of ε. For x = s(t),
hε(x, t)∼ h0(x, t)+ εh1(x, t)+ ε2h2(x, t)+ · · · . (2.1)
Substituting (2.1) into (1.1) and comparing the coefficients of powers, we get
O(1) v0t − u0x = 0,
u0t + p(v0)x = 0,
O(1)ε v1t − u1x = 0,
u1t +
(
p′(v0)v1
)
x
=
(
u0x
v0
)
x
,
etc.
The outer functions, h0, h1, . . . are generally discontinuous at the shock, but smooth
up to the shock. The leading term, h0, is taken to be the single shock solution of (1.2),
h(x, t)= (v,u)(x, t).
Near the shock, hε(x, t) will be represented by a shock layer expansion
hε(x, t)∼H0(ξ, t)+ εH1(ξ, t)+ · · · , (2.2)
where Hi = (Vi,Ui), i = 0,1,2, . . . , and
ξ = x − s(t) + δ(t, ε), (2.3)
ε
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δ(t, ε) has the form
δ(t, ε)= δ0(t)+ εδ1(t)+ ε2δ2(t)+ · · · . (2.4)
Substituting (2.2)–(2.4) into (1.1) to obtain
O(1)
1
ε
−s˙V0ξ −U0ξ = 0,
−s˙U0ξ +
(
P(V0)
)
ξ
=
(
U0ξ
V0
)
ξ
, (2.5)
O(1) −s˙V1ξ −U1ξ + δ˙0V0ξ + V0t = 0,
−s˙U1ξ +
(
p′(V0)V1
)
ξ
+ δ˙0U0ξ +U0t =
(
U1ξ
V0
− U0ξV1
V 20
)
ξ
, (2.6)
etc.
The inner expansion is supposed to hold in a small zone of width O(ε) around x = s(t).
The outer expansion and inner expansion are expected to agree with each other in the
“matching zone,” where |ξ | → +∞ and |x − s(t)| is small. Using Taylor’s expansion to
express the outer solution in terms of ξ , we get the following “matching conditions” as
ξ → ±∞:
H0(ξ, t) = h0
(
s(t)± 0, t)+ o(1),
H1(ξ, t) = h1
(
s(t)± 0, t)+ (ξ − δ0)∂xh0(s(t)± 0, t)+ o(1),
H2(ξ, t) = h2
(
s(t)± 0, t)+ (ξ − δ0)∂xh1(s(t)± 0, t)
− δ1∂xh0
(
s(t)± 0, t)+ 1
2
(ξ − δ0)2∂2xh0
(
s(t)± 0, t)+ o(1). (2.7)
etc.
After we construct the various outer and inner functions, we can verify the algebraic
growth of Hi as ξ → ±∞.
2.2. Properties of the viscous shock profile
Since most of our construction depends on the properties of viscous shock profiles, we
recall them as follows. Viscous shock profiles are the travelling wave solutions of (1.1) on
the whole R1 of the form
(v,u)(x, t) = (V ,U)(ξ) =H(ξ), ξ = x − σ
ε
,
which satisfies
−σV ′ −U ′ = 0, −σU ′ + p(V )′ =
(
U ′
V
)′
,
lim
ξ→±∞(V ,U)(±∞)= (v±, u±)= h±, (2.8)
with
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{−σ(v+ − v−) = u+ − u−,
σ (u+ − u−)= p(v+)−p(v−), (2.9)
where ′ = d/dξ , σ denotes the shock speed.
Integrating (2.8) reduces it to{
σ V
′
V
= −σ 2V − p(V )− b ≡: h(V ),
V (±∞)= v±, U = −σ(V − v±)− u±, (2.10)
where b = −σ 2v± − p(v±). For the 2-shock, we have
σ > 0 and u− > u+, v− < v+. (2.11)
Viewing h− and σ as parameters, we write the solution as Φ(ξ;h−, σ ).
Then due to the convexity of p(v), that is p′′(v) = aγ (γ + 1)v−γ−2 > 0, for v > 0, it
follows from the standard arguments for the ordinary differential equations that
Proposition 1. For any (v±, u±) satisfying (2.9), (2.11), there exists a viscous shock profile
(V ,U)(ξ) unique up to a shift, solving (2.8) with
0 < v− <V (ξ) < v+, u+ <U(ξ) < u−,
h(v) > 0, Vξ = V h(V )/σ > 0, (2.12)∣∣H(ξ)− h±∣∣ c|h+ − h−| · e−c±|ξ |, (2.13)
as ξ → −∞,
∂H
∂h−
− I =O(1)e−c−|ξ |, ∂H
∂σ
=O(1)e−c−|ξ |, (2.14)
as ξ → ∞,
∂H
∂h−
− ∂h+
∂h−
=O(1)e−c+|ξ |, ∂H
∂σ
− ∂h+
∂σ
=O(1)e−c+|ξ |, (2.15)
where the constants c± are some constants times |v+ − v−| or |u+ − u−|.
We will omit the proof here. It should be noted that the corresponding results for more
general systems with weak shocks has been established in [1].
2.3. Constructions of the outer and inner solutions
We need to construct the outer and inner solutions order by order simultaneously, mak-
ing use of the matching conditions.
The leading order of outer solutions, h0, is exactly the single shock solution h(x, t),
given in Theorem 1. For any fixed t (viewed as a parameter), the leading order of inner
solutions, H0(ξ, t) determined by (2.5) is just the viscous shock profile with end states
hl = (vl, ul) = (v−(t), u−(t)) = h0(s(t) − 0, t), and hr = (vr , ur ) = (v+(t), u+(t)) =
h0(s(t)+ 0, t), and the shock speed σ = s˙(t). So we take
H0(ξ, t) =Φ
(
ξ;hl(t), s˙(t)).
Since the shift can be absorbed by δ0(t, ε), we can take it to be zero.
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We first do the following decomposition:
H1(ξ, t) = χ(ξ, t) +D1(ξ, t), (2.16)
where χ = (χ1, χ2) and D1(ξ, t) is a smooth function satisfying
D1(ξ, t) =
{
ξ · ∂xh0(s(t)− 0, t) if ξ <−1,
ξ · ∂xh0(s(t)+ 0, t) if ξ > 1.
Substituting (2.16) into (2.6), using the relations Φt = Φhl h˙l + Φs˙ s¨ and the equations
satisfied by h(x, t) at s(t)±, we integrate the resulting equations for χ over [0, ξ) to obtain{
s˙χ1 + χ2 = δ˙0V0 +
∫ ξ
0 V˜0t dξ + g1(t)+ c1(t),
s˙χ2 − p′(V0)χ1 + χ21ξV0 −
U0ξ
V 20
χ1 = δ˙0U0 +
∫ ξ
0 U˜0t dξ + g2(t)+ c2(t),
(2.17)
where V˜0t = V0t −θ(v˙r , v˙l , ξ), U˜0t =U0t −θ(u˙r , u˙l , ξ); θ(a, b, ξ)= a for positive large ξ ,
= b for negative large ξ , and is smooth in between; (g1, g2)(t) is know functions bounded
by c′e−c|ξ | for large |ξ |; c1(t) and c2(t) are constants of integration to be determined later.
It follows from (2.14), (2.15) that U˜0t and V˜0t are integrable on (−∞,+∞). From
(2.17), we have
χ2ξ = Fχ2 +Q, (2.18)
where
F = −s˙V0 − 1
s˙
(
p′(V0)V0 + V0ξ
V0
)
< 0, (2.19)
Q = V0
s˙
[
p′(V0)+ U0ξ
V 20
]
·
[
c1(t)+ δ˙0V0 +
ξ∫
0
V˜0t dξ
]
+ V0 ·
[
c2(t)+ δ˙0U0 +
ξ∫
0
U˜0t dξ
]
. (2.20)
Then
χ2(ξ, t) =
ξ∫
0
exp
{ ξ∫
η
F (λ, t) dλ
}
Q(η, t) dη.
χ1(ξ, t) = 1
s˙
(
−χ2 + c1(t)+ δ˙0V0 +
ξ∫
0
V˜0t dξ
)
.
To determine H1(ξ, t) completely, we have to determine c1(t), c1(t), and δ0(t). Set
y1 = c1(t)+ δ˙0V0, y2 = c2(t)+ δ˙0U0. (2.21)
In (2.18), letting ξ → ±∞, we have
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ξ→±∞χ2(ξ, t) = − limξ→±∞
Q
F
= a1±(t)y1 + a2±(t)y2 + a3±(t),
with
a1±(t)= p
′(v±)
π
, a2±(t) = s˙
π
, a3±(t) =
∫ ±∞
0 (V˜0t + s˙U˜0t ) dξ
π
,
where π = s˙2 + p′(v±). Thus
lim
ξ→±∞χ1(ξ, t) =
1
s˙
[
1 − a1±(t)
]
y1 − 1
s˙
a2±(t)y2 + 1
s˙
[ ±∞∫
0
V˜0t dξ − a3±(t)
]
.
By the matching condition (2.7),
lim
ξ→±∞
(
χ1
χ2
)
(ξ, t) =
(
v
r,l
1 (t)− δ0∂xvr, l0 (t)
u
r, l
1 (t)− δ0∂xur, l0 (t)
)
. (2.22)
So we have four equations for seven unknowns, y1, y2, δ0, ur,l1 , and v
r,l
1 . Here we give
values to ur,l1 , and v
r
1, and will determine the other four unknowns in terms of them.
We first consider the two equations{
1
s˙
(1 − a1+)y1 − 1s˙ a2+y2 + 1s˙
( ∫ +∞
0 V˜0t dξ − a3+
)= vr1 − δ0∂xvr0,
a1+y1 + a2+y2 + a3+ = ur1 − δ0∂xur0.
(2.23)
View y1, y2 as the unknowns, and note that the Jacobian matrix
J =
(
a1+ a2+
1
s˙
(1 − a1+) − 1s˙ a2+
)
is nonsingular, i.e., |J | = − 1
s˙
a2+ = 0. So we can uniquely solve y1, y2 from (2.23) in terms
of ur1, v
r
1, and δ0. Then substitute them into the third equation of (2.23), to get
a1−y1 + a2−y2 + a3− = ul1 − δ0∂xul0.
This can be written as an ordinary differential equation of δ0:
δ˙0 + g1(t)δ0 = g21(t)ur1 + g22(t)ul1 + g23(t)vr1, (2.24)
where gi(t), i = 1,2,3 are known functions, and they are smooth and uniformly bounded
as the shock strength is fixed. So we can solve δ0 uniquely up to a constant from (2.24).
Then c1(t), c2(t) are determined because of (2.21), (2.23). Finally, vl1 can be expressed
linearly in terms of ur,l1 , v
r
1 because of the fourth equation of (2.23).
To determine h1(x, t) and its values at the shock, we need to apply the theory of linear
hyperbolic equations developed in [7] and [8]. And by the results in [9], we can determine
its differentiability. We rewrite the equations satisfied by h1 = (v1, u1) as
Lh1 ≡ h1, t −A(x, t)h1, x +B(x, t)h1 = F(x, t), x = s(t), (2.25)
where
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(
0 1
−p′(v) 0
)
, B =
(
p′′(v)vx
0
)
, F =
(
0
(ux/v)x
)
.
So the differential operator L is strictly hyperbolic, and the boundary x = s(t) is non-
characteristic. For the well-posedness of the problem, we need not impose any boundary
conditions on the right half plane; on the left half plane, since we already have a linear
relation between ur, l1 and v
r, l
1 , the problem is well-posed if we have the compatibility con-
dition at (s(0),0). This entails taking h1(x,0) = 0 in an arbitrarily small neighborhood of
(s(0),0).
Thus, H1(ξ, t) and the values of h1(x, t) at the shock x = s(t) are uniquely determined.
So far we can conclude with the following proposition.
Proposition 2. h1(x, t), H1(ξ, t), and δ0 can be determined such that
• h1(x, t) and its derivatives are uniformly continuous up to x = s(t) and
∑
|α|6
T∫
0
∫
x =s(t)
∣∣∂αx h1(x, t)∣∣2 dx dt <+∞. (2.26)
• H1(ξ, t) is smooth and for some c0 > 0, and as ξ → ±∞,
H1(ξ, t) = h1
(
s(t)± 0, t)+ (ξ − δ0)∂xh0(s(t)± 0, t)+O(1)e−c0|ξ |, (2.27)
It is clear that the above procedure can be carried out similarly to any order. In particular,
we can construct h2,H2, h3,H3, δ1, and δ2 and similar estimates hold for them.
2.4. Construction of the approximate solution
Now we can construct a smooth approximate solution to (1.1) by patching the truncated
outer and inner solutions in the previous discussion as in [1].
Set
I (x, t) =
3∑
i=0
εiHi(ξ, t)
(
x − s(t)
ε
+ δ0 + εδ1 + ε2δ2, t
)
, (2.28)
O(x, t)= (h0 + εh1 + ε2h2 + ε3h3)(x, t), x = s(t). (2.29)
Let m(y) ∈C∞0 (R1) such that 0m(y) 1 and
m(y)=
{
1, |y| 1,
0, |y| 2. (2.30)
Choose β ∈ (2/3,1) as a constant. Let η = (x − s(t))/εβ , then we define the approximate
solutions as
Sε(x, t) =m(η)I (x, t)+ (1 −m(η))O(x, t)+ d(x, t), (2.31)
where d(x, t) = (d1, d2) is a higher order correction to be determined later. We use the
following notations:
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Using the structure of various orders of outer and inner solutions, we have{
vεt − uεx = q1(x, t)+ d1t − d2x
uεt + p(vε)x − ε(uεx/vε)x =
∑6
i=2 qi(x, t)+ d2t − ε(d2x/d1)x,
(2.32)
where
q1 =mt(I1 −O1)+mx(O2 − I2)+m(I1t − I2x),
q2 =mt(I2 −O2)+ p
(
mI1 + (1 −m)O1
)
x
−mp(I1)x − (1 −m)p(O1)x,
q3 =m
{[
p(I1)− Γ
(
p(I1)
)]
x
− ε[(I2x/I1)x − Γ (I2x/I1)x]},
q4 = (1 −m)
{[
p(O1)− Γ
(
p(O1)
)]
x
− ε[(O2x/O1)x − Γ (O2x/O1)x]},
q5 = −ε
([
b2x
b1 + d1
]
x
−m
[
I2x
I1
]
x
− (1 −m)
[
O2x
O1
]
x
)
− ε
(
d2x
b1 + x1 −
d2x
b1
)
x
,
q6 =
[
p(vε)− p(mI1 + (1 −m)O1)]x,
b1(x, t) =mI1 + (1 −m)O1,
b2(x, t) =
[
mI2 + (1 −m)O2
]
x
,
where Γ (p(I1)),Γ (I2x/I1)x denote the truncated Taylor’s expansion of p(I1), (I2x/I1)x ,
respectively, at V0, including all the terms O(1),O(1)ε,O(1)ε2,O(1)ε3; and Γ (p(O1)),
Γ (O2x/O1)x denote the truncated Taylor’s expansion of p(O1),O2x/O1x , respectively, at
v0, including all the terms O(1),O(1)ε,O(1)ε2,O(1)ε3.
In view of our construction, we have for l = 0,1,2,3,
(i)
∣∣∂lx(I −O)∣∣ Cε(4−l)β on{(x, t): εβ  ∣∣x − s(t)∣∣ 2εβ}, (2.33)
(ii) suppq1, suppq3 ⊆
{
(x, t):
∣∣x − s(t)∣∣ 2εβ}
∂lx(q1, q3)(x, t)=O(1)ε(3−l)β +O(1)ε3−lβ =O(1)ε(3−l)β, (2.34)
(iii) suppq2 ⊆
{
(x, t): εβ 
∣∣x − s(t)∣∣ 2εβ, t ∈ [0, T ]}
∂lxq2(x, t) =O(1)ε(3−l)β, (2.35)
(iv) suppq4 ⊆
{
(x, t):
∣∣x − s(t)∣∣ εβ, t ∈ [0, T ]},
∂lxq4(x, t) Cε4−lβ,
( T∫
0
∥∥∂lxq4(·, t)∥∥2 dt
)1/2
 Cε4−(l−1/2)β. (2.36)
Now we choose d(x, t) such that

d1t − d2x = −q1,
d2t − ε(d2x/b1)x = −∑4i=2 qi,
d1(x, t = 0)= d2(x, t = 0)= 0.
(2.37)
By our construction, b1(x, t) > 0 is bounded below and above, and uniformly continuous.
Then (2.37)2 admits a fundamental solution with similar behavior to that of the standard
one, G= (4πεt)−1/2e−x2/(4εt). Then by the same method as that in [1], we can obtain the
following lemma.
H. Wang / J. Math. Anal. Appl. 299 (2004) 411–432 421Lemma 1. Let d2(x, t) be the solution of (2.37)2 with zero initial data, then∥∥∂lxd2(., t)∥∥L∞ O(1)ε(4−l)β−1/2, for l = 0,1,2,3,4; (2.38)∥∥d2(., t)∥∥L2 O(1)ε4β−1/2; (2.39)∥∥∂lxd2(., t)∥∥L2 O(1)ε(4−l+1/2)β−1/2, l = 1,2,3,4. (2.40)
Thus for q5, we have∥∥∂lxq5(., t)∥∥L∞ O(1)ε(2−l)β+1/2, for l = −1,0,1,2; (2.41)∥∥∂lxq5(., t)∥∥L2 O(1)ε(2−l+1/2)β+1/2, for l = −1,0,1,2. (2.42)
By (2.37)1, d1(x, t)=
∫ t
0 d2x(x, τ ) dτ −
∫ t
0 q1(x, τ ) dτ, we can deduce∥∥∂lxd1(., t)∥∥L∞ O(1)ε(3−l)β−1/2, for l = 0,1,2,3; (2.43)∥∥d1(., t)∥∥L2 O(1)ε(3+1/2)β−1/2; (2.44)∥∥∂lxd1(., t)∥∥L2 O(1)ε(3−l+1/2)β−1/2, for l = 0,1,2,3. (2.45)
Hence for q6 =O(1)(d1)x, we have∥∥∂lxq6(., t)∥∥L∞ O(1)ε(2−l)β−1/2, for l = −1,0,1,2; (2.46)∥∥∂lxq6(., t)∥∥L2 O(1)ε(2−l+1/2)β−1/2, for l = −1,0,1,2. (2.47)
Furthermore, by (2.37), one has∥∥∂t ∂−1x q5∥∥L2 O(1)ε3/2β+1/2, ∥∥∂t∂−1x q6∥∥L2 O(1)ε5/2β−1/2. (2.48)
Then from the construction of Sε(x, t), the following lemma follows.
Lemma 2. Let Sε(x, t) be defined as in (2.31), then
Sε(x, t) =
{
h0 +O(1)ε, for |x − s(t)| εβ,
H0 +O(1)εβ, for |x − s(t)| 2εβ, (2.49)
and under the following coordinate transformation:
y = x − s(t)
ε
, τ = t
ε
, (2.50)
we have for l = 0,1,2,
∂lyS
ε(y, τ )=m∂lyH0 +O(1)ε, ∂τ ∂lySε(y, τ )=O(1)ε, (2.51)
vε > v∗∗ > 0, for some constant v∗∗. (2.52)
And Sε satisfies

vεt − uεx = 0,
uεt + p(vε)x − ε(uεx/vε)x = q5 + q6,
(vε, uε)(x, t = 0)= (v0, u0)(x, t = 0)= (vin, uin)(x).
(2.53)
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We now prove that exists a smooth solution hε to (1.1) in a neighborhood of Sε(x, t),
and that the asymptotic behavior of the viscous solution is governed by Sε(x, t) for suffi-
ciently small ε.
Suppose hε(x, t) be the exact solution to (1.1) with initial data Sε(x,0)= hε(x,0). We
decompose the solution as
hε(x, t)= Sε(x, t)+ (φ¯, ψ¯)(x, t), (x, t) ∈R1 × [0, T ]. (3.1)
Then the error (φ¯, ψ¯)(x, t) satisfies

φ¯t − ψ¯x = 0,
ψ¯t + (p′(vε)φ¯)x = ε(uεx/vε − uεx/vε)x − q5 − q6 − 12 (p′′(f )φ¯2)x,
(φ¯(x,0)= ψ¯(x,0)= 0,
(3.2)
where f = θvε + (1 − θ)vε for some θ ∈ (0,1). Taking the coordinate transformation
(2.50), and the following scalings:
φ¯ = εφx = φy, ψ¯ = εψx =ψy, q7y/ε = q7x = −q5 − q6, (3.3)
we can rewrite (3.2) as

φτ − s˙φy −ψy = 0,
ψτ − s˙ψy + p′(vε)φy =ψyy/vε −∑4i=1 Mi + q7,
φ(y,0)=ψ(y,0)= 0,
(3.4)
where
M1 = −ψyyφy
vεvε
, M2 =
uεyφy
vε2
, M3 =
uεyφ
2
y
vε2vε
, M4 = −12p
′′(f )φ2y .
To study the existence and asymptotic behavior of hε for sufficiently small ε, we only
need to show that, for sufficiently small ε, (3.4) has a “small” solution up to T/ε.
From now on, we will use ‖ · ‖,‖ · ‖∞ to denote the usual L2-norm and L∞-norm,
respectively. And we also use Hl(l  3) to denote the usual Sobolev space with the norm
‖ · ‖l , and c to denote any positive constant which is independent of ε, y , and τ .
By the local existence and regularity theory of problem (3.4), we have that for any given
δ > 0, there is τ0 > 0 suitably small, such that
sup
0ττ0
N(τ) ≡: (∥∥(φ,ψ)(·, τ )∥∥2 + ∥∥ψyyy(·, τ )∥∥) δ. (3.5)
Define the Sobolev space X[0, τ ] = C1([0, τ ] : H 2(R1)) ∩ C([0, τ ] : H ∗) and H ∗ is de-
fined to be the space with the norm ‖ψyyy(·, τ )‖∞. Now we state our main theorem on
the problem (3.4).
Theorem 2. There exist positive constants ε0, δ0, and c, which are independent of ε and τ0,
such that if 0 < ε < ε0 and δ  δ0, then
sup
0ττ0
N(τ)2  Cε7β−4. (3.6)
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lemma.
Lemma 3. Suppose the conditions in Theorem 2 be satisfied, then
sup
[0,τ0]
∥∥(φ,ψ)(·, τ )∥∥21 +
τ∫
0
∥∥ψyy(·, s)∥∥2 ds O(1)ε7β−4. (3.7)
Remark. In the following proof, we can do the integration by parts smoothly without
worrying about the singularity in vε .
Proof. Choose δ0 suitably small, such that ‖vε − vε‖L∞ = ‖φy‖L∞ is suitably small and
vε > vε − δ0 > v∗∗ − δ0 > c > 0. (3.8)
Differentiating (3.4)2 with respect to y , and setting w =ψy = φτ − s˙φy , we have
wτ − s˙wy +
(
p′
(
vε
)
φy
)
y
= wy
vε
+
4∑
i=1
(Mi)y + q7y. (3.9)
Step 1. Multiply both sides of (3.9) by w and integrate by parts over R1 to give
1
2
d
dτ
∫
w2 dy +
∫
w2y
vε
dy =
∫ (
 · φy −
∑
i=1,3,4
Mi + q7
)
wy dy, (3.10)
where  = p′(vε)+uεy/vε2. We estimate each term on the right-hand side above separately.
The first term can be estimated as∫
 · φywy dy =
∫
 · φy(φyτ − s˙φyy) dy
= 1
2
∫ (
 · φ2y
)
τ
dy − 1
2
∫
φ2y · τ dy +
1
2
s˙
∫
φ2y · y dy
 1
2
d
dτ
∫
 · φ2y dy + c1ε
∫
φ2y dy + c2
∫
φ2y dy,
where we have used (2.51). Next we choose δ0 sufficiently small, such that ‖φy/vε‖L∞ 
O(1)δ0 < 1/4, then∫
M1wy dy <
1
4
∫ |wy |2
vε
dy,
∫
(M4 +M3)wy dy < 14
∫
w2y
vε
dy + c
∫
φ2y dy,
where we have used the fact that uεy is bounded. Using (2.41) and (2.46), the fifth term is
estimated∫
q7yw dy = −ε
∫
(q5 + q6)w dy  ε‖w‖2 + cε5β−1.
Collecting all the estimates we have obtained, we have
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dτ
(
‖w‖2 −
∫
 · φ2y dy
)
+
∫
w2y
vε
dy <O(1)ε5β−1 + ε‖w‖2 + c1(1 + ε)‖φy‖2.
(3.11)
Step 2. Multiply both sides of (3.4)2 by φy and integrate over R1 to give∫ (
φyψτ − s˙φyψy + p′
(
vε
)
φ2y
)
dy =
∫
ψyy
vε
φy +
4∑
i=1
Miφy +
∫
q7φy dy. (3.12)
In the following we will make best use of the fact that φyτ =ψyy + s˙φyy . The first term on
the left is rewritten as∫
φyψτdy = d
dτ
∫
φyψ dy −
∫
φyτψ dy
= − d
dτ
∫
φψy dy +
∫
ψ2y dy + s˙
∫
φyψy dy.
And the first term on the right reads∫
ψyyφy
vε
dy = 1
2
d
dτ
∫
φ2y
vε
dy + 1
2
∫
φ2y
vε2
(
vετ − s˙vεy
)
dy
= 1
2
d
dτ
∫
φ2y
vε
dy + 1
2
∫
M2φy dy.
Next, by Cauchy inequality and wy =ψyy ,∫
M1φy dy 
1
4
∫ ∣∣p′(vε)∣∣φ2y dy + c‖φy‖L∞
∫
w2y
vε
dy.
Substituting them into (3.12), we get
d
dτ
∫ (1
2
φ2y
vε
+ φψy
)
dy 
∫ (1
4
p′
(
vε
)+ 1
2
uεu
vε2
− u
ε
uφy
vε2vε
+ 1
2
p′′(f )φy
)
φ2y dy
+ c‖φy‖L∞
∫
w2y
vε
dy −
∫
q7φy dy +
∥∥w(τ)∥∥2.
We denote the first term on the right by  . To estimate  , one notices that
uεy =mU0y +O(1)ε and U0y < 0, p′
(
vε
)
< 0,
and δ0 can be chosen small then ‖φy‖L∞ is sufficiently small such that∥∥∥∥ uεyφyvε2vε
∥∥∥∥
L∞
<
1
8
∣∣p′(vε)∣∣, 1
2
∥∥p′′(f )φy∥∥L∞ < 18
∣∣p′(vε)∣∣,
so we have
 <
1
2
∫
p′
(
vε
)
φ2y dy + cε
∫
φ2y dy.
By (2.41) and (2.46) and q7x = −q5 − q6, one gets
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∫
q7φy dy  ε
∫
φ2y dy +
c
ε
∫
q27 dy  ε‖φy‖2 + cε7β−3.
Thus
d
dτ
∫ (
φ2y
vε
+ 2φψy
)
dy  cε7β−3 +
∫ (
p′
(
vε
)+ ε)φ2y dy + c‖φy‖L∞
∫
w2y
vε
dy.
(3.13)
Step 3. Noting our former denotation, we have − = −p′(vε)−m(U0y/vε2)+O(1)ε >
c > 0 for ε small. Setting g(vε)= − and
g(V0)= −p′(V0)− U0y
V 20
= h(V0)− p
′(V0)V0
V0
≡: k(V0)
V0
, (3.14)
and multiplying (3.4)1 by φ and (3.4)2 by g(vε)−1ψ , then adding them up gives
1
2
d
dτ
∫ (
φ2 + 1
g(vε)
ψ2
)
dy
+
∫ [
s˙
2
(
1
g(vε)
)
y
ψ2 + ψ
2
y
g(vε)vε
+
(
1
g(vε)vε
)
y
ψψy
]
dy
=
∫
(M3 +M4)g−1
(
vε
)
ψdy +
∫
q7g
−1(vε)ψ dy. (3.15)
Now we use the following estimate:(
1
g(vε)vε
)
y
ψψy  η
ψ2y
g(vε)vε
+ 1
4η
g
(
vε
)
vε
(
1
g(vε)vε
)2
y
(3.16)
for any η > 0, which will be determined later.
Then
1
2
d
dτ
∫ (
φ2 + 1
g(vε)
ψ2
)
dy + (1 − η)
∫
ψ2y
g(vε)vε
dy +
∫
z(vε)ψ2 dy

2∑
i=1
Ii , (3.17)
where
z
(
vε
)= s˙
2
(
1
g(vε)
)
y
− 1
4η
g
(
vε
)
vε
(
1
g(vε)vε
)2
y
. (3.18)
To estimate z(vε), we notice that (2.5) and Lemma 2 and∣∣(∂yV0, ∂yU0)∣∣= O(1)ε, for |y| εβ−1;
U0yy = −s˙V0yy = −
(
h(V0)V0
)
y
=O(1)V0y,
so it follows that
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(
vε
)= −mg(V0)+O(1)ε +O(1)εβmV0y,
g
(
vε
)
vε = −mg(V0)V0 +O(1)ε +O(1)εβmV0y,(
g
(
vε
))
y
= −mp′(V0)y −m
(
1
V 20
)
y
uεy −m
(
1
vε2
)
U0yy +O(1)ε
=mg(V0)y +O(1)ε +O(1)εβmV0y,
similarly(
g
(
vε
)
vε
)
y
= −m(g(V0)V0)y +O(1)ε +O(1)εβmV0y.
Then one has
z
(
vε
)= mz(V0)+O(1)ε +O(1)εβmV0y. (3.19)
Now
z(V0) = s˙2
(
1
g(V0)
)
y
− 1
4η
(K(V0)y)2
K(V0)3
= V0y
[
s˙
2
(
V0
K(V0)
)′
− 1
4η
(K ′(V0))2V0y
K(V0)3
]
≡: z˜(V0)V0y.
A straightforward computation gives
z˜(V0) = 14s˙K(V0)3
{
2s˙2
[
γ 3p(V0)
2 + h(V0)2 + γ s˙2V0p(V0)
]
+ 2s˙2[γ (γ + 1)− (2η)−1γ (γ − 1)]p(V0)h(V0)
− γ
2(γ − 1)2
ηV0
h(V0)p(V0)
2 + 2s˙4[1 − (2η)−1]V0h(V0)
}
 1
4s˙K(V0)3
{
2s˙2
[
h(V0)
2 + γ s˙2V0p(V0)
]
+ 2s˙2γ 2
[
γ − (γ − 1)
2(v6r0 − vl0)
2ηvl0
]
p(V0)
2
+ 2s˙2γ [(γ + 1)− −(2η)−1(γ − 1)]p(V0)h(V0)
× 2s˙4[1 − (2η)−1]V0h(V0)
}
.
So, in view of the second hypothesis (A2), we can choose η such that
q max
{
(γ − 1)2(vr0 − vl0)
2γ vl0
,
1
2
}
 η < 1, (3.20)
then z˜(V0) c > 0. Consequently,
z
(
vε
)
 cmV0y − cεβmV0y −O(1)ε. (3.21)
For the three terms on the right-hand side of (3.17), we have
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∫
(M3 +M4)g−1
(
vε
)
ψ dy  c
∥∥ψ(τ)∥∥
L∞
∫
φ2y dy,∫
q7ψ
g(vε)
dy  ε‖ψ‖2 + cε−1
∫
q27 dy  ε‖ψ‖2 +O(1)ε7β−3,
So, combining the above estimates together, we have
d
dτ
∫ (
φ2 + 1
g(vε)
ψ2
)
dy + 2(1 − η)
∫
ψ2y
g(vε)vε
dy + c¯(1 − εβ)∫ mV0yψ2 dy
O(1)ε7β−3 + c2ε‖ψ‖2 + c3
∥∥ψ(τ)∥∥
L∞‖φy‖2. (3.22)
Step 4. Choosing suitable constants k1, k2 > 0, and adding up the three inequalities (3.11),
k1(3.13), k2(3.22), we have
d
dτ
∫ [
|w|2 +
(
g
(
vε
)+ k1
vε
)
φ2y + 2k1φw + k2φ2 + k2
ψ2
g(vε)
]
dy
+
∫ (2k2(1 − η)
g(vε)vε
− 2k1
)
w2 dy + (1 − k1‖φy‖L∞)
∫
w2y
vε
dy
+ k2c¯
(
1 − εβ)∫ mV0yψ2 dy

(
c1 + k1p′
(
vε
)+ k2c3‖ψ‖L∞ )‖φy‖2 + cε(‖φy‖2 + ‖ψ‖2 + ‖w‖2)+ cε7β−3.
To get desired signs, we first choose k1 large such that
c1 + k1p′
(
vε
)
<−c < 0, (3.23)
then choose k2 such that
w2 + 2k1φw + k2φ2  c
(
w2 + φ2) and 2k2(1 − η)
g(vε)vε
− 2k1 > c > 0.
Then we choose ε and δ0, sufficiently small, such that
c1 + k1p′
(
vε
)+ k2c3∥∥ψ(τ)∥∥L∞ <−c < 0, and
1 − εβ > c > 0, 1 − k1‖φy‖L∞ > c.
Finally, applying the Gronwall type inequality, and noticing that τ = t/ε, w = ψy , and
vε > c > 0, we have
∥∥(φ,ψ)∥∥21 +
τ∫
0
(
‖ψy‖21 + ‖φy‖2 +
∫
mV0yψ
2(y, s) dy
)
ds  Cε7β−4, (3.24)
for some constant C independent of ε and τ .
Thus we complete the proof of Lemma 3. 
Now, to get estimates on higher derivatives, we want to circumvent the singularities that
may arise in vε and uεx . Therefore, we take the derivatives along the singularity line x = 0.
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as follows:
τ = t
ε
, z = x
ε
. (3.25)
Then φz = vε − vε , ψz = uε − uε , and (3.2) reads{
φτ −ψz = 0,
ψτ + p′(vε)φz =ψzz/vε − (uεz/(vεvε))φz − 12p′′(f )φ2z + q7. (3.26)
Since for any function f (x, t), fz = fy , we can apply the previous estimates on φy , ψy ,
ψyy , that is
sup
0<ττ0
∥∥(φz,ψ,ψz)∥∥2 +
τ0∫
0
∥∥(φz,ψzz)∥∥2 ds  Cε7β−4. (3.27)
To make the formulation simpler, we use the fact that
∂vε
∂τ
= ∂(v
ε − vε)
∂τ
+ v
ε
∂τ
= φzτ +O(1)ε =ψzz +O(1)ε, (3.28)
∂vε
∂z
= φzz +O(1). (3.29)
Lemma 4. Under the assumptions as in Theorem 2, and that ‖ψzτ‖L∞ is bounded, there
exist constants ε1, δ1, such that for ε < ε1, N(τ) < δ1,
sup
0<ττ0
∥∥(ψτ ,ψzz)(·, τ )∥∥2 +
τ∫
0
∥∥ψzτ (·, s)∥∥2 ds Cε7β−4, (3.30)
sup
0<ττ0
∥∥φzz(·, τ )∥∥2 +
τ∫
0
∥∥ψzzz(·, s)∥∥2 ds  Cε7β−4, (3.31)
sup
0<ττ0
∥∥ψzτ (·, τ )∥∥2 +
τ∫
0
∥∥ψzzτ (·, s)∥∥2 ds  Cε7β−4, (3.32)
with the constant C independent of τ0.
Proof.
Step 1. Differentiating both sides of the second equation of (3.26) with respect to τ , and
multiplying by ψτ , integrate by parts to obtain
1
2
‖ψτ‖2 +
∫ ∫ 1
vε
ψ2zτ dz dτ
=
∫ ∫ {
−ϑτφz − ϑψzz −
(
1
vε
)
ψzτ − 12p
′′(f )τφ2z −p′′(f )φzψzz
z
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}
ψτ dzdτ
 1
3
∫ 1
vε
ψ2zτ dz dτ + cδ
∫
‖φzz‖2dτ + cε7β−4,
where ϑ = p′(vε)+uεz/(vεvε) and we have used the equality φzτ =ψzz. By the definition
of ϑ and (2.51),
ϑ = p′(vε)+mU0z +O(1)ε, ϑτ = O(1)ε +O(1)ψzz,
ϑz =O(1)(1 + ε + φzz). (3.33)
By the assumption on N(τ) and the second equation of (3.26), one has ‖ψτ ‖L∞  cδ.
Apply (3.29), then it follows easily from the standard Cauchy–Schwartz inequality that
−
∫ ∫ ( 1
vε
)
z
ψτψzτ dz dτ Cδ
∫
‖φzz‖2 dτ + 12
∫ ∫
ψ2zτ
vε
dz dτ.
The last term is estimated as
∫ ∫
q7τψτ dz dτ  ε
∫
‖ψτ ‖2 + cε−1
t∫
0
∥∥q7t (·, t)∥∥2 dt (3.34)
 ε
∫
‖ψτ ‖2 + cε5β−1  ε
∫
‖ψτ ‖2 + cε7β−4,
where t = ετ . The others terms can be estimated similarly.
Step 2. Differentiating both sides of the second equation of (3.27) with respect to z and
multiplying by ψzτ , integrate by parts to give
1
2
∫
R
[
1
vε
ψ2zz + p′
(
vε
)
τ
φ2z
]
(·, τ ) dz+
τ∫
0
∫
R
ψ2zτ dz dτ
=
∫ ∫ {[
−ϑ + 1
2
(
1
vε
)
z
]
ψ2zz +
1
2
p′
(
vε
)
ττ
φ2z − ϑτφzψzz
}
dzdτ
+ 1
2
∫ ∫
p′′(f )φ2zψzzτ dz dτ +
∫ ∫
q7zψzτ dz dτ
 1
3
∫
‖ψzτ ‖2 dτ + cδ
∫
‖φzz‖2 dτ + cε7β−4,
where we have used φzτ =ψzz, ‖ψzz‖∞  cδ and (3.27). In particular,
1
2
∫ ∫
p′′(f )φ2zψzzτ dz dτ =
∫ ∫ [1
2
p′′(f )τφz + p′′(f )φzτ
]
φzψzz dz dτ
 c
∥∥(φz,ψzz)∥∥2  cε7β−4.
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and multiplying by ψzzz (noting that φzzτ =ψzzz), we obtain after integrating by parts that
1
2
‖ψzz‖2 +
∫ ∫
ψ2zzz
vε
dz dτ
=
∫ ∫
ψzzz
{
(ϑφz)z −
(
1
vε
)
z
ψzz + 12
(
p′′(f )φ2z
)
z
− q7z
}
dzdτ
 1
2
∫
p′
(
vε
)
φ2zz dz+
(
cε + 1
8
+ cδ
)∫ ∫
ψ2zzz
vε
dz dτ
+ cδ
∫
‖ψzz‖2 dτ +Cε
∫
‖φzz‖2 dτ + cε7β−4.
Where we carefully compute that
ψzzz(ϑφz)z = φzzτ (φzzϑ + φzϑz)= 12
(
φ2zzϑ
)
τ
− 1
2
φ2zzϑτ −ψzzzφzϑz.
By the second equation of (3.26), ‖φzz‖ C(‖(ψzτ ‖ + ‖ψzzz‖ + ‖φz‖ + ‖q7z‖). Thus,
combining the above three steps and choosing δ1 and ε1 sufficiently small, we get (3.30),
(3.31).
Step 4. First differentiating both sides of the second equation of (3.26) twice, once with
respect to z, the other with respect to τ , and multiplying it by ψzτ , integrate by parts to
give
1
2
∫
R
ψ2zτ (·, τ ) dz+
∫ ∫ 1
vε
ψ2zzτ dz dτ
=
∫ ∫
ψzzτ
{
(ϑφz)τ −
(
1
vε
)
τ
ψzz + 12
(
p′′(f )φ2z
)
τ
+ q7τ
}
dzdτ
 1
2
∫ ∫ 1
vε
ψ2zzτ d dτ + c‖ψzz‖∞
∥∥(φz,ψzz)∥∥2 + cε
∫ ∥∥q7t (·, ετ )∥∥2 dτ
 1
2
∫ ∫ 1
vε
ψ2zzτ dz dτ + cε7β−4 + cε5β−1.
Then (3.32) follows.
This completes the proof of Lemma 4. 
Finally, by (3.26)2, one derives ‖ψzzz‖2  cε7β−4. Then Theorem 2 follows.
4. Proof of Theorem 1
The combination of Theorem 2 and the short time existence and uniqueness theory of
problem (3.4) in the space X[0, τ ] leads to the global estimate for (3.4). That is
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0 < τ  T/ε, and 0 < ε  ε0, there exists a unique solution (φ,ψ) to (3.4) satisfying
sup
0tT
N
(
t
ε
)2
+
T/ε∫
0
N(s)2 ds  Cε7β−4. (4.1)
Consequently, it follows from Theorem 2 and the structure of Sε that there exists a
smooth solution hε = (uε, vε) to (1.1) on R × [1, T ] such that (1.8) is satisfied. We now
study the behavior of hε(x, t).
First, we can choose β ∈ (2/3,1) such that 7β − 4 2. Then
sup
0tT
∥∥(Sε − hε)(·, t)∥∥2 = ε sup
0τ T
ε
∥∥(φy,ψy)(·, τ )∥∥2  Cε7β−3  Cε3.
We also note, by Lemma 2, that
sup
0tT
∥∥(Sε − h0)(·, t)∥∥2 O(1)εβ. (4.2)
Therefore, (1.9) follows. Finally, we use Sobolev’s inequality to obtain∥∥(hε − Sε)(·, t)∥∥
L∞ =
∥∥(φy,ψy)(·, τ )∥∥L∞
O(1)
∥∥(φy,ψy)(τ )∥∥1/2∥∥(φyy,ψyy)(τ )∥∥1/2
 Cε(7β−4)/2  Cε.
This and Lemma 2 yield the desired estimate (1.3). Theorem 1 is proved.
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