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Abstract—We investigate online nonlinear regression with
continually running recurrent neural network networks (RNNs),
i.e., RNN-based online learning. For RNN-based online learning,
we introduce an efficient first-order training algorithm that
theoretically guarantees to converge to the optimum network
parameters. Our algorithm is truly online such that it does not
make any assumption on the learning environment to guar-
antee convergence. Through numerical simulations, we verify
our theoretical results and illustrate significant performance
improvements achieved by our algorithm with respect to the
state-of-the-art RNN training methods.
Index Terms—Online learning, neural network training, re-
current neural networks, sequential learning, regression, online
gradient descent.
I. INTRODUCTION
Prediction of individual sequences is one of the main
subjects of interest in the contemporary online learning lit-
erature [1]. In this problem, we sequentially receive a data
sequence related to a desired signal to predict the signal’s next
value [2]. This problem is also known as online regression
and extensively studied in the neural network [3], [4], signal
processing [5], [6], and machine learning literatures [1], [2].
In these studies, nonlinear approaches are generally employed
since linear modeling is inadequate for a wide range of
applications due to constraint of linearity [3], [6].
For online regression, there exists a wide range of nonlin-
ear approaches in the fields of machine learning and signal
processing [6]–[8]. However, these approaches usually suffer
from prohibitive computational requirements and may provide
poor performance due to overfitting and stability issues [5].
Adopting neural networks is another method for online nonlin-
ear regression due to their success in approximating nonlinear
functions [3], [9]. However, neural network-based regression
algorithms are shown to be prone to such issues as overfitting
or demonstrating inadequate performance in certain applica-
tions [10], [11]. To overcome the limitations of the shallow
networks, neural networks composed of multiple layers, i.e.,
deep neural networks (DNNs), have recently been introduced.
In DNNs, each layer performs a feature extraction based on the
previous layers, which enables them to model highly nonlinear
structures [12], [13]. However, this layered structure poorly
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performs in capturing time dependencies of the data due to
its lack of temporal memory. Therefore, DNNs provide only
limited performance in processing temporal data and modeling
time series [14]. To remedy this issue, recurrent neural net-
works (RNNs) are used, as these networks have a feed-back
connection that enables them to store past information [7],
[15]. Through their many variants, recurrent neural networks
have seen remarkable empirical success in a broad range of
sequential learning domains [4], [16]–[18]. In this study, we
are interested in online nonlinear regression with RNN-based
networks due to their superior performance in capturing time
dependencies.
For RNNs, there exists a wide range of online training meth-
ods to learn network parameters [4], [19]–[23]. Among them,
the first-order methods are commonly preferred in practice due
to their computational efficiency [19], [22], [23]. However,
using gradient-based optimization methods for RNN-based
online learning is challenging due to the divergence problems
caused by the exploding gradient problem [24]. In addition to
this, finding an effective learning rate for first-order methods
requires time-consuming search algorithms [25], which costs a
significant amount of time and effort in practical applications.
To resolve these problems, several heuristic methods have
been proposed. For the divergence problems: Krueger et
al. [26] penalized the squared distance between the norms of
successive hidden states to keep the RNN model stable during
training. Mikolov et al. [26] and Pascanu et al. [27] showed
that gradient clipping helps to reduce exploding gradients in
practice. To overcome the learning rate-related problems: Blier
et al. [28] applied multiple learning rates with adaptive ran-
domization, which is shown to perform close to the stochastic
gradient descent (SGD) with the optimal learning rate. As an
alternative approach, Orabona et al. [29] randomly performed
gradient descent updates with a fixed learning rate, which is
again empirically shown to be successful in neural network
training.
While these heuristics are reasonably successful in practice,
they are ad-hoc and based on empirical observations, which
may not necessarily be applicable in online settings. There
are also mathematical studies in the literature to provide
theoretical performance guarantees for RNN-based learning:
Hardt et al. [30] showed that the gradient descent algorithm
learns the globally optimum weights when the learning model
is a single input single output linear dynamical system. Oymak
et al. [31] extended this result to the contractive nonlinear
dynamical systems by assuming that the ground truth hidden
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state vectors are observed. Additionally, Allen-Zhu et al. [32]
showed the Elman Network trained with SGD is capable of
minimizing the regression loss with the assumption that the
number of neurons is polynomial in the training data size.
Although these studies provide definite solutions for po-
tential problems of the first-order methods, the conditions of
their results are restrictive for online settings. Therefore, their
results are usually inapplicable to practical online learning
scenarios. In this study, differing from the previous works, we
introduce a first-order optimization algorithm that theoretically
guarantees to learn the locally optimum parameters without
any assumption on the input/output sequences (except their
boundedness) or the system dynamics of the model. We
emphasize that our convergence guarantee is valid when our
algorithm is used with commonly used RNN models, e.g.,
Elman networks [33] and LSTMs [34].
To obtain this result, we model RNN optimization as a
sequential learning problem and assume each time step as
a separate loss function, whose argument is the network
weights (detailed in the following). By using the Lipschitz
characteristics of these loss functions, we develop an online
gradient descent algorithm that guarantees to converge to the
weights with zero derivatives. In the simulations, we verify our
theoretical results and show that our algorithm improves the
error performance of the state-of-the-art methods [19], [22],
[23] on several real-life datasets. Therefore, in this paper, we
introduce a both practical and theoretically justified algorithm
that can be used safely in RNN-based online learning settings.
Our contributions can be summarized as follows:
• To the best of our knowledge, we, as the first time in
the literature, introduce an online first-order optimization
algorithm that guarantees to learn the locally optimum
parameters when used with practical RNN models. We
note that previous studies in the literature either make
ad-hoc assumptions in their results or give a theoretical
justification for restricted settings that do not sufficiently
describe the practical scenarios.
• Our algorithm is truly online such that it does not make
any assumption on the desired data sequence to guarantee
convergence. Therefore, it can be safely used in any
practical application.
• Through simulations involving real-life datasets, we il-
lustrate significant performance gains achieved by our
algorithm with respect to the state-of-the-art methods
[19], [22], [23].
This paper is organized as follows: In Section II, we
formally introduce the online regression problem and describe
our RNN model. In Section III, we develop a first-order opti-
mization algorithm with a theoretical convergence guarantee.
In Section IV, we verify our results and demonstrate the
performance of our algorithm with numerical simulations. In
Section V. we conclude the paper with final remarks.
II. MODEL AND PROBLEM DEFINITION
All vectors are column vectors and denoted by boldface
lower case letters. Matrices are represented by boldface capital
letters. We use ‖·‖ (respectively ‖·‖∞) to denote the `2
(respectively `∞) vector or matrix norms depending on the
argument. We use bracket notation [n] to denote the set of the
first n positive integers, i.e., [n] = {1, · · · , n}.
We study online regression, where we observe a desired
signal {dt}t≥1 and regression vectors {xt}t≥1 to sequentially
estimate dt with dˆt. For mathematical convenience in the
proofs, we assume dt ∈ [−√nh,√nh], with a user-dependent
nh ∈ N, and xt ∈ [−1, 1]nx . However, our derivations hold
for any bounded input/output sequence after proper shifting
and scaling. Given our estimate dˆt, which is a function
of {· · · , xt−1, xt} and {· · · , dt−2, dt−1}, we suffer the loss
`(dt, dˆt). Our aim is to optimize the network with respect to
the loss function `(·, ·). In this study, we particularly work with
the squared loss, i.e., `(dˆt, dt) = 0.5(dt − dˆt)2.1 However,
since our work uses a generic approach for the gradient-
based non-convex optimization, it can be extended for any
continuous cost function. An extension for the cross-entropy
loss is given in Appendix C.
In this paper, we study online regression with continually
running RNNs [35]. For this task, we use the Elman network
model, i.e.,
ht+1 = tanh(Wht + Uxt) (1)
dˆt = cTht. (2)
Here, as the weight matrices, we have W ∈ Rnh×nh ,
U ∈ Rnh×nx and c ∈ Rnh , with ‖c‖ ≤ 1.2 Moreover,
ht ∈ [−1, 1]nh is the hidden state vector, xt ∈ [−1, 1]nx is the
input vector, dˆt ∈ [−√nh,√nh] is our estimation, and tanh
applies to vectors point-wise. We note that we use the Elman
network model with tanh and linear activations in (1)-(2) due
to the wide use and simplicity of this model [36]. However,
our derivations can be extended for any differentiable neural
network architecture, given that the Lipschitz properties of the
architecture can be explicitly derived. The sketch of such an
extension for LSTMs is given in Appendix D. Additionally,
although we do not explicitly write the bias terms, they can
be included in (1)-(2) by augmenting the input vectors with a
constant dimension.
III. ALGORITHM DEVELOPMENT
In this section, we develop an online first-order algorithm
that guarantees convergence to the locally optimum weights.
We develop our algorithm in three subsections. In the first
subsection, we describe our sequential learning approach and
make definitions for the following analysis. In the second
subsection, we present some auxiliary results that will be
used in the development of the main algorithm. In the last
subsection, we introduce our algorithm and mathematically
prove its convergence guarantee.
RNN pass -defined in (1)-
parametrized by
θt and µt
RNN pass
parametrized by
θt and µt
· · · RNN passparametrized by
θt and µt
x1 x2 xt
h1
cTt ht(θt,µt) = dˆt
Input
Vectors
Initial
State
Unfolded version of the RNN model in (1)-(2) over all the time steps up to the current time step t.
Note that all forward passes share the same parameters, i.e., θt and µt.
Output Layer
h2 h3 ht−1 ht(θt,µt)
Fig. 1: In this figure, we visually describe ht(θt,µt), where ht(θt,µt) is defined as the hidden state vector obtained by running the model in (1)-(2) with
θt and µt from the initial time step up to the current time step t. In the figure, the RNN sequence is initialized with a predetermined initial state h1, which
is independent of the network weights. Then, the same RNN forward pass (given in (1)) is repeatedly applied to the input sequence {xt}t≥1, where all the
iterations are parametrized by θt and µt. The resulting hidden vector after t iterations is defined to be ht(θt,µt). Here, we note that the dependence of
ht(·, ·) on t is due to the increased length of the recursion at each time step.
A. Sequential Learning Approach
We investigate the RNN-based regression problem problem
in the sequential learning framework. Here, we make no
statistical assumptions on the data in order to model chaotic,
non-stationary or even adversarial environments. Hence, we
model our problem as a game between a learner and an
adversary, where the learner is tasked with predicting the
weight matrices from some convex sets in each round t. In
the following, we use the vectorized forms of the weight
matrices, i.e., θt = vec(Wt) and µt = vec(Ut), for math-
ematical convenience. Therefore, we construct the game as
follows: At each round t, the learner declares his prediction
θt and µt; concurrently, the adversary chooses a target value
dt ∈ [−√nh,√nh], an input xt ∈ [−1, 1]nx , and a weight
vector ct, ‖ct‖ ≤ 1; then, the learner observes the loss function
`t(θt,µt) := 0.5
(
dt − cTt ht(θt,µt)︸ ︷︷ ︸
dˆt
)2
(3)
and suffers the loss `t(θt,µt), where ht(θt,µt) denotes the
hidden state vector obtained by running the model in (1)-(2)
with θt and µt from the initial time step up to the current
time step t (for the detailed description of ht(θt,µt) see Fig.
1). This procedure of play is repeated across T rounds, where
T is the total number of input instances. Here, we note that
we constructed our setting for adversarial ct selections for
mathematical convenience in our proofs. However, since the
selected `t(θt,µt) is convex with respect to ct, we will use
the online gradient descent algorithm [37] to learn the optimal
output layer weights (simultaneously with the hidden layer
weights) during the training.
Since we assume no statistical assumptions on the in-
put/output sequences, we analyze our performance with the
notion of regret. However, we note that the standard regret
1We scale the squared loss with 0.5 for mathematical convenience when
computing the derivatives.
2We note that the boundedness of c will be required in our proofs. However,
our algorithm will guarantee to keep c bounded with a proper projection
onto a convex set. Here, we assume in particular ‖c‖ ≤ 1 for mathematical
convenience in the proofs.
definition for the convex problems is intractable in the non-
convex settings due to the NP-hardness of the non-convex
global optimization [38], [39]. Therefore, we use the notion
of local regret recently introduced by Hazan et al. [39], which
quantifies the objective of predicting points with a small
gradient on average.
To formulate the local regret for our setting, we first define
the projected partial derivatives of `t(θ,µ) with respect to θ
and µ as follows:
∂Kθ,ηθ`t(θ,µ)
∂θ
:=
1
ηθ
(
θ −ΠKθ
[
θ − ηθ ∂`t(θ,µ)
∂θ
])
, (4)
∂Kµ,ηµ`t(θ,µ)
∂µ
:=
1
ηµ
(
µ−ΠKµ
[
µ− ηµ ∂`t(θ,µ)
∂µ
])
. (5)
Here, ∂K,η denotes the projected partial derivative operator
defined with some convex set K and some learning rate η, the
learning rates ηθ and ηµ are used to update θt and µt, the
operators ΠKθ[·] and ΠKµ[·] denote the orthogonal projections
onto Kθ and Kµ.
We define the time-smoothed loss at time t, parametrized
by some window size w ∈ [T ], as
Lt,w(θ,µ) :=
1
w
w−1∑
i=0
`t−i(θ,µ). (6)
Then, we define the local regret as
Rw(T ) :=
T∑
t=1
(∥∥∥∂Kθ,ηθLt,w(θt,µt)
∂θ
∥∥∥2+∥∥∥∂Kµ,ηµLt,w(θt,µt)
∂µ
∥∥∥2).
(7)
Our aim is to derive a sublinear upper bound for Rw(T )
in order to ensure the convergence of our algorithm to the
locally optimum weights. However, before the derivations,
we first present some auxiliary results, i.e., the Lipschitz and
smoothness properties of Lt,w(θ,µ), which will be used in
the convergence proof of our algorithm.
B. Lipschitz and Smoothness Properties
In this section, we derive the Lipschitz and smoothness
properties of the time-smoothed loss function Lt,w(θ,µ). We
note that Lt,w(θ,µ) is defined as the average of the most
recent w instant loss functions (see (6)), where the loss
function `t(θ,µ) recursively depends on θ and µ due to
ht(θ,µ) (see (3) and Fig. 1). We emphasize that since we are
interested in online learning, this recursion can be infinitely
long, which might cause Lt,w(θ,µ) to have unboundedly large
derivatives. On the other hand, online algorithms naturally
require loss functions with bounded gradients to guarantee
convergence [40]. Therefore, in the following, we first analyze
the (potentially infinite) recursive dependency of Lt,w(θ,µ)
on µ and θ, where we derive sufficient conditions for its
derivatives to be bounded. Then, we use the results of this
analysis to find the explicit formulations of the Lipschitz and
smoothness constants of Lt,w(θ,µ) in terms of the model
parameters defining our RNN model in (1)-(2).
To analyse the effect of recursion, we first write the hidden
state update in (1) with the vectorized weight matrices as
ht+1 = tanh(Htθ + Xtµ) (8)
where Ht = I ⊗ hTt , Xt = I ⊗ xTt , and ⊗ is the Kronecker
product.
We, then, provide the following lemma, where we derive
the Lipschitz and smoothness properties of the single RNN
iteration defined in (8).
Lemma 1. Let W and U the hidden layer weight matrices
in the model (1)-(2), which satisfy ‖W‖ ≤ λ, and ‖U‖ ≤ λ
for some λ ∈ R. By using the equivalent hidden state update
formula in (8), the Lipschitz and smoothness properties of the
single RNN iteration can be written as:
∥∥∥∂ tanh(Htθ + Xtµ)
∂ht
∥∥∥≤λ,
(9)∥∥∥∂2tanh(Htθ + Xtµ)
∂h2t
∥∥∥≤2λ2,
(10)∥∥∥∂2tanh(Htθ + Xtµ)
∂ht∂θ
∥∥∥≤2λ√nh,
(11)∥∥∥∂2tanh(Htθ + Xtµ)
∂ht∂µ
∥∥∥≤2λ√nx,
(12)∥∥∥∂2tanh(Htθ + Xtµ)
∂θ∂µ
∥∥∥≤2√nx√nh.
(13)
∥∥∥∂ tanh(Htθ+Xtµ)
∂θ
∥∥∥≤√nh,
(14)∥∥∥∂ tanh(Htθ+Xtµ)
∂µ
∥∥∥≤√nx,
(15)∥∥∥∂2tanh(Htθ+Xtµ)
∂θ2
∥∥∥≤2nh,
(16)∥∥∥∂2tanh(Htθ+Xtµ)
∂µ2
∥∥∥≤2nx,
(17)
Proof. See Appendix A.
In the following lemma and remark, we derive the Lipschitz
properties of ht(θ,µ), and observe the effect of infinitely long
recursion on the derivatives of Lt,w(θ,µ).
Lemma 2. Let W, W′,U, U′ satisfy ‖W‖, ‖W′‖ ≤ λ, and
‖U‖, ‖U′‖ ≤ λ. By using the notation in (8), let ht(θ,µ) and
ht(θ′,µ′) be the state vectors obtained at time t by running
the model in (1)-(2) with the matrices W, U, and W′, U′
on common input sequence {x1, x2, · · · , xt−1}, respectively.
If h1(θ,µ) = h1(θ′,µ′), then
‖ht(θ,µ)− ht(θ′,µ′)‖≤
t∑
i=0
λi
(√
nh‖θ − θ′‖+√nx‖µ− µ′‖
)
.
(18)
Proof. See Appendix A.
Remark 1. We note that, by (18), to ensure ht(θ,µ) has a
bounded gradient with respect to θ and µ in an infinite time
horizon, λ should be in [0, 1), i.e., λ ∈ [0, 1). In this case, the
right hand side of (18) becomes bounded, i.e.,
‖ht(θ,µ)− ht(θ′,µ′)‖≤
√
nh
1− λ‖θ − θ
′‖+
√
nx
1− λ‖µ− µ
′‖
(19)
for any t ∈ [T ].
Recall that Ltw(θ,µ) is dependent on ht(θ,µ) due to (6)
and (3). Hence, to ensure the derivatives of Ltw(θ,µ) stay
bounded, we need to constrain our parameter space as Kθ =
{vec(W) : ‖W‖ ≤ λ} and Kµ = {vec(U) : ‖U‖ ≤ λ} for
some λ ∈ [0, 1). We note that since Kθ and Kµ are convex
sets for any λ ∈ [0, 1), our constraint does not violate the
setting described in the previous subsection.
Now that we have found λ ∈ [0, 1) is sufficient for
Lt,w(θ,µ) to have bounded derivatives in any t ∈ [T ], in the
following theorem, we provide its Lipschitz and smoothness
constants.
Theorem 1. Let θ = vec(W) and µ = vec(U) , where W
and U satisfy ‖W‖ ≤ λ, and ‖U‖ ≤ λ for some λ ∈ [0, 1).
Then, Lt,w(θ,µ) has the following Lipschitz and smoothness
properties:
1)
∥∥∥∂Lt,w(θ,µ)
∂θ
∥∥∥ ≤ Rθ, where Rθ = 2nh
1− λ. (20)
2)
∥∥∥∂Lt,w(θ,µ)
∂µ
∥∥∥ ≤ Rµ, where Rµ = 2√nhnx
1− λ . (21)
3)
∥∥∥∂2Lt,w(θ,µ)
∂θ2
∥∥∥ ≤ βθ, where βθ = 4nh√nh
(1− λ)3 . (22)
4)
∥∥∥∂2Lt,w(θ,µ)
∂µ2
∥∥∥ ≤ βµ, where βµ = 4nx√nh
(1− λ)3 . (23)
5)
∥∥∥∂2Lt,w(θ,µ)
∂θ∂µ
∥∥∥≤βθµ, where βθµ= 4nh√nx
(1− λ)3 . (24)
Proof. See Appendix B.
In the following section, we use these properties to derive
an RNN learning algorithm with a convergence guarantee.
C. Main Algorithm
Here, we present our main algorithm, namely the Windowed
Online Gradient Descent Algorithm (WOGD), shown in Al-
gorithm 1.
In the algorithm, we take the window size w ∈ [T ] and
λ ∈ [0, 1) as the inputs. We, then, define the parameter spaces
Kθ, Kµ, and Kc in line 3. Here, we define Kθ and Kµ as given
in Remark 1 to ensure that the derivatives of the loss functions
are bounded. Furthermore, we define Kc as Kc = {c : ‖c‖ ≤
1} to satisfy our assumption of ‖c‖ ≤ 1.
Algorithm 1 Windowed Online Gradient Descent Algorithm
(WOGD)
1: Parameters: w ∈ [T ], λ ∈ [0, 1).
2: Initialize θ1, µ1, c1 and h1.
3: Let Kθ = {vec(W) : ‖W‖ < λ}
Kµ = {vec(U) : ‖U‖ ≤ λ}
Kc = {c : ‖c‖ ≤ 1}
4: for t = 1 to T do
5: Predict θt, µt and ct.
6: Receive xt and generate dˆt.
7: Observe dt and the cost function `t(θt,µt).
8: Updates:
ct+1 = ΠKc
[
ct − 1√
t
∂`t(θ,µ)
∂ct
]
(25)
θt+1 = θt − ηθ ∂Kθ,ηθLt,w(θt,µt)
∂θ
(26)
µt+1 = µt − ηµ ∂Kµ,ηµLt,w(θt,µt)
∂µ
. (27)
9: end for
In the learning part, we first predict the hidden layer weight
matrices in their vectorized forms, i.e., θt and µt, and the
output layer weights, i.e., ct (see line 5). Then, we receive the
input vector xt and generate dˆt by running the model in (1)-(2).
We next observe ground truth value dt and the loss function
`t(θt,µt) in line 7. Having observed the label, we update the
weight matrices in line 8 (or in (25)-(27)). Here, we update
the output layer weights ct with the projected online gradient
descent algorithm [37], since `t(θt,µt) is convex with respect
to ct. We update the hidden weights in (26)-(27) by using
their projected partial derivatives defined with (Kθ, ηθ) and
(Kµ, ηµ).
We note that since we constructed our setting for adversarial
ct selections, the update rule for the output layer in (25) does
not contradict with our analysis. Moreover, by using [37, Theo-
rem 1], we can prove that this update rule converges to the best
possible output layer weights satisfying ‖c‖ ≤ 1. Therefore, in
the following theorem, we provide the convergence guarantee
of WOGD specifically for the hidden layer weights.
Theorem 2. Let `t(θ,µ) and Lt,w(θ,µ) be the loss and time-
smoothed loss functions defined in (3) and (6), respectively.
Moreover, let βθ and βµ be the smoothness parameters defined
in (22)-(23). Then, if WOGD is run with the parameters
0 < ηθ ≤ 1
2βθ
and 0 < ηµ ≤ 1
2βµ
, (28)
it ensures that
Rw(T ) ≤ 8
√
nh
min{ηθ, ηµ}
T
w
, (29)
where Rw(T ) is the local regret defined in (7). By selecting
a window size w such that Tw = o(T ), one can bound Rw(T )
with a sublinear bound, hence, guarantee convergence of the
hidden layer weights to the locally optimum parameters.3
3We use little-o notation, i.e., g(x) = o(f(x)), to describe an upper-bound
that cannot be tight, i.e., limx→∞ g(x)/f(x) = 0.
Proof. See Appendix B.
Theorem 2 shows that with appropriate parameter selec-
tions, WOGD is guaranteed to converge to the locally op-
timum hidden layer weights without any assumption on the
input/output sequences and output layer weights ct. Addition-
ally, recall that by [37, Theorem 1], the output layer weights
also converge to the best weights in hindsight. Therefore,
we conclude that WOGD with the learning rates in (28)
guarantees to learn the locally optimum RNN parameters for
any bounded input/output sequences.
Now that we have proved the convergence guarantee of
WOGD, in the following remark, we investigate the compu-
tational requirement of WOGD and comment on the window
size selection for the algorithm.
Remark 2. We note that the most expensive operation of
WOGD is the computation of the projected partial derivatives
in (26)-(27), which requires the computation of the partial
derivatives of Lt,w(θ,µ) with respect to θ and µ, and their
corresponding projections onto Kθ and Kµ. To compute the
partial derivatives, we use the Truncated Backpropagation
Through Time algorithm [41], which has O
(
hnh(nh + nx)
)
computational complexity with a truncation length h. Since
WOGD uses the partial derivatives of the last w losses, we
can approximate these partial derivatives with a single back-
propagation by using a truncation length h = w+n for some
n ∈ N, which results in O(wnh(nh + nx)) computational
requirement for computing the partial derivatives. In addi-
tion, the projection step can be performed by computing the
singular value decomposition (SVD) of the weight matrices
W and U, and clipping their singular values with λ2. Here,
since performing SVD requires O
(
min{nh, nx}nh(nh+nx)
)
,
the computational requirement of WOGD becomes O
(
(w +
min{nh, nx})nh(nh + nx)
)
per time step.
We highlight that WOGD introduces a tradeoff between
the convergence speed and computational complexity. For
example, one can choose a large window size w to ensure
fast convergence (see (29)) by increasing the computational
requirement of WOGD, or vice versa. However, as we will
show in the following section, selecting w = d√T e usually
provides the best trade-off between performance and efficiency.
In the next remark, we discuss the effect of choosing higher
learning rates than the theoretically guaranteed ones given in
Theorem 2.
Remark 3. We note that WOGD is constructed by assuming
the worst-case Lipschitz constants derived in Theorem 1. On
the other hand, our experiments suggest that in practice, the
landscape of the objective function is generally nicer what
is predicted by our theoretical development. For example, in
the simulations, it is observed that the smoothness parameters
of the error surface, i.e., βθ and βµ, is usually 500 to 1000
times smaller than the values given in (22)-(23). Therefore, it is
practically possible to obtain vanishing gradient with WOGD
by using much higher learning rates than theoretically guar-
anteed learning rates in (28). As the regret bound of WOGD
is inversely proportional with the learning rates (see (29)), in
the following, we use WOGD with the higher learning rates
than suggested in Theorem 2 to obtain faster convergence.
IV. SIMULATIONS
In this section, we verify our theoretical analysis and il-
lustrate the performance of our algorithm on different real-life
datasets. In particular, we consider the regression performance
for elevators [42], and pumadyn [43] datasets. To demonstrate
the performance improvements of our algorithm, we compare
it with the three widely used first-order optimization algo-
rithms: Adam [19], RmsProp [22] and SGD [23].
For all the simulations, we randomly draw the initial RNN
weights from a Gaussian distribution with zero mean and
standard deviation of 0.1, and set the initial values of all
internal state variables to 0. For a fair comparison, in each
experiment, we choose the hyper-parameters such that all the
compared algorithms reach their maximum performance in
that setup. We run each experiment 10 times and provide the
mean performances.
A. Elevators Dataset
In the first simulation, we consider the regression perfor-
mance on the elevators dataset [42], which includes 10000
input/output pairs obtained from a procedure that is related to
controlling an F16 aircraft, i.e., T = 10000. Here, our aim is
to predict the scalar output that expresses the actions of the
F16-aircraft. For this, we use 18-dimensional input vectors of
the dataset with an additional bias dimension, i.e., nx = 19. To
get small loss values with relatively lower run-time, we use 16-
dimensional state vectors in RNNs, i.e., nh = 16. In WOGD,
we use ηθ = 0.006, ηµ = 0.0075, λ = 0.9 , w = 100. In
Adam, RmsProp and SGD, we respectively choose the learning
rates as 0.002, 0.004 and 0.004. We note that we do not use
momentum in SGD.
In Fig. 2a, we demonstrate the temporal loss of the com-
pared algorithms for the elevators dataset. Here, we observe
that despite the differences in the performances at the begin-
ning, RmsProp, Adam and SGD converge to the similar loss
values. We also observe that since WOGD obtains small loss
values much faster than the other algorithms, it can track the
desired data sequence with lower error values throughout the
simulations.
To observe how window size affects the performance, we
run WOGD with six different window sizes, namely w ∈
{10, 30, 50, 100, 300, 500}, and plot their resulting temporal
performance in Fig. 2b. Here, we see that as consistent with
our regret bound in Theorem 2, the final loss values obtained
by the algorithms are inversely proportional to their window
sizes. Moreover, we observe that in the initial part of the
experiment, the algorithms with larger window sizes tend to
suffer larger losses, as averaging gradients in a large window
prevents them to overfit to the small amount of data observed
in the earlier stage. From the figure, we can observe that the
WOGD with w = 100 provides comparable performance with
the others at both initial and final parts of the experiments.
As the computational requirement of our algorithm is linear
in w (see Remark bla), selecting w = 100 provides a highly
preferable trade-off for practical purposes.
In Figs. 2c and 2d, we compare the empirical smoothness
parameters of the smoothed loss functions with the theoretical
upper bounds derived in Theorem 1. To observe the behaviour
of the empirical smoothness parameters without calculating the
exact Hessian matrix, we use the empirical Lipschitz constants,
i.e.,
βempθ,t =
∥∥∥∂Lt,w(θt+1,µt+1)∂θ − ∂Lt,w(θt,µt)∂θ ∥∥∥
‖θt+1 − θt‖ (30)
βempµ,t =
∥∥∥∂Lt,w(θt+1,µt+1)∂µ − ∂Lt,w(θt,µt)∂µ ∥∥∥
‖µt+1 − µt‖ . (31)
In the figures, we observe that βempθ,t and β
emp
µ,t are practi-
cally much lower than the theoretical upper bounds, where
the theoretical values are given in the titles of the plots.
We note that the difference between the theoretical upper-
bounds and empirical smoothness parameters are expected,
since we derived the worst-case upper bounds by considering
the saturation region of RNNs, which is rarely encountered in
practice due to variations in real-world datasets. Furthermore,
in Figs. 2b and 2c, we see that the learning rates we used
satisfy the requirement of Theorem 2 – stated in (28).
To verify our theoretical analysis in Theorem 2, we plot
the normalized regret of WOGD, i.e., Rw(t)/t for t ∈ [T ],
and the regret bound in (29) (scaled with 0.15) in Fig. 2d.
Here, we see that as consistent with our theoretical derivation,
the normalized regret vanishes. Moreover, it is bounded by
the regret bound scaled with 0.15. We believe that the gap
between the normalized regret and actual regret bound is due
to our adversarial model for the output layer weights, which is
mainly used for mathematical convenience. Since we update
the output layer weights simultaneously with the hidden layer
weights, deriving a tighter regret bound requires a cooperative
learning model for neural network optimization, which, to the
best of our knowledge, has not been studied in the literature.
The construction of such model and its analysis is left as an
open problem for the future studies.
B. Pumaydn Dataset
In our second simulation, we consider the pumaydn dataset
[43], which includes 8000 input/output pairs obtained from
the simulation of Unimation Puma 560 robotic arm, i.e., T =
8000. Here, our aim is to estimate the angular acceleration
of the arm by using the angular position and angular velocity
of the links. For this simulation, we use 8-dimensional input
vectors of the dataset with an additional bias dimension, i.e.,
nx = 9, and 16-dimensional state vectors in RNN, i.e., nh =
16. In WOGD, we use ηθ = 0.04, ηµ = 0.08, λ = 0.9,
w = 90. In Adam, RmsProp, and SGD, we choose the learning
rates as 0.004, 0.008, and 0.01, respectively. As in the previous
experiment, we do not use momentum in SGD.
In Fig. 3a, we demonstrate the temporal loss of the com-
pared algorithms for the pumaydn dataset. Here, we observe
that while all algorithms provide comparable performances,
WOGD enjoys a smaller error value at the end of the
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Fig. 2: (a) Sequential prediction performances of the algorithms for the elevators dataset (b)-(c) Comparison between the empirical smothness parameteres
of Lt,w(θ,µ) and their theoretical upper bounds given in (22) and (23) (d) Comparison between the normalized regret bound of WOGD, i.e., Rw(t)/t for
t ∈ [T ], and its theoretical upper bound given in (29).
simulation. In Figs. 3b and 3c, we compare the empirical
smoothness parameters (as defined in (30)-(31)) and their
theoretical upper-bound derived in Theorem 1. As in the
previous experiment, we observe that the empirical smooth-
ness parameters, namely βempθ,t and β
emp
µ,t , are considerably
smaller than the theoretical upper bounds and our learning
rate selection satisfies the requirement in (28). In Fig. 3d,
we plot the normalized regret of WOGD, i.e., Rw(t)/t for
t ∈ [T ], and the regret bound in (29) scaled with 0.01.
As in the previous experiment, here also, we see that the
normalized regret vanishes and the regret bound scaled with
0.01 bounds the normalized regret by above, which is parallel
with our derivations in Theorem 2. Since our algorithm enjoys
this guarantee by providing comparable performance with the
state-of-the-art methods, it can be a theoretically grounded
alternative of the widely used heuristics [19], [22], [23] in
RNN-based online learning settings.
V. CONCLUSION
We studied online nonlinear regression with continually
running RNNs, i.e., RNN-based online learning. For this prob-
lem, we introduced a first-order gradient-based optimization
algorithm that provides convergence guarantee to the locally
optimum parameters. We emphasize that unlike previous theo-
retical results, which holds in restricted settings [30], [31], our
algorithm is generic such that it guarantees convergence with
any smooth RNN architecture, e.g., the Elman networks [33]
or LSTMs [34], without any assumption on the input/output
sequences.
To achieve this result, we model the RNN-based online
regression problem as a sequential learning problem, where we
assumed each time step as a separate loss function assigned by
an adversary. We characterize the Lipschitz properties of these
loss functions with respect to the network weights and derived
sufficient conditions for our model to have bounded deriva-
tives. Then, by using these results, we introduce an online
gradient descent algorithm that is guaranteed to converge to the
locally optimum parameters. In the simulations, we verify our
theoretical analysis. Here, we also demonstrate that our algo-
rithm achieves considerable performance improvements with
respect to the state-of-the-art gradient descent methods [19],
[22], [23].
APPENDIX A
For the following, we denote the derivative of tanh as
tanh′, where tanh′(x) = 1 − tanh(x)2. Due to the space
restrictions, we denote the elementary row scaling operation
with , i.e., xW = diag(x)W, where x ∈ Rn, W ∈ Rn×m
and diag(x) ∈ Rn×n is the elementary scaling matrix whose
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Fig. 3: (a) Sequential prediction performances of the algorithms for the pumaydn dataset (b)-(c) Comparison between the empirical smothness parameteres
of Lt,w(θ,µ) and their theoretical upper bounds given in (22) and (23) (d) Comparison between the normalized regret bound of WOGD, i.e., Rw(t)/t for
t ∈ [T ], and its theoretical upper bound given in (29).
diagonal elements are the components of x. Before the proofs,
we give three inequalities that will be used frequently in the
following:
Lemma 3. For any x, y ∈ Rn, W ∈ Rn×m, where n,m ∈ N,
the following statements hold:
1) ‖xW‖ ≤ ‖x‖∞‖W‖ (32)
2) ‖tanh′(x)− tanh′(y)‖∞ ≤ 2‖x− y‖ (33)
3) ‖I⊗ xT ‖ = ‖x‖. (34)
Proof. 1) Since x W = diag(x)W, we have ‖x W‖ ≤
‖diag(x)‖‖W‖, where we use the Cauchy-Schwarz in-
equality for bounding. Since by definition ‖diag(x)‖ =
‖x‖∞, ‖xW‖ ≤ ‖diag(x)‖‖W‖ = ‖x‖∞‖W‖.
2) Recall that tanh′(x) = 1 − tanh(x)2. Since tanh(x) ∈
[−1, 1], tanh is 1-Lipschitz 2-smooth. Then, by using
‖x‖∞ ≤ ‖x‖ for any x ∈ Rn, we have ‖tanh′(x) −
tanh′(y)‖∞ ≤ ‖tanh′(x) − tanh′(y)‖. Since tanh is 2-
smooth, we have ‖tanh′(x)− tanh′(y)‖ ≤ 2‖x− y‖.
3) See [44, Theorem 8].
Proof of Lemma 1. In the following, we prove each statement
separately:
1) Proof of (9): We note that (1) and (8) are equivalent. By
using (32) and tanh′(x) ≤ 1 on (1), we write
∥∥∥∂ tanh(Wht + Uxt)
∂ht
∥∥∥ = ‖tanh′(Wht + Uxt)W‖
≤ ‖tanh′(Wht + Uxt)‖∞‖W‖ ≤ λ.
2) Proof of (10): By using (32) and (33), we write
∥∥∥∂ tanh(Wht + Uxt)
∂ht
− ∂ tanh(W
′ht + Uxt)
∂ht
∥∥∥
= ‖tanh′(Wht + Uxt)W− tanh′(Wh′t + Uxt)W‖
≤ ‖tanh′(Wht + Uxt)− tanh′(Wh′t + Uxt)‖∞‖W‖
≤ 2‖W‖‖ht − h′t‖‖W‖ ≤ 2λ2‖ht − h′t‖.
3) Proof of (11): We note that since tanh is twice differen-
tiable, the order of partial derivatives is not important. Then,
by using (32), (33), (34), and ‖ht‖ ≤ √nh, we write∥∥∥∂ tanh(Htθ + Xtµ)
∂θ
− ∂ tanh(H
′
tθ + Xtµ)
∂θ
∥∥∥
= ‖tanh′(Htθ + Xtµ) Ht−tanh′(H′tθ + Xtµ) H′t‖
(35)
≤ ‖tanh′(Htθ + Xtµ)− tanh′(H′tθ + Xtµ)‖∞‖Ht‖
+‖tanh′(H′tθ + Xtµ)‖∞‖Ht − H′t‖ (36)
≤ ‖tanh′(Wht + Uxt)− tanh′(Wh′t + Uxt)‖∞‖Ht‖
+‖ht − h′t‖ (37)
≤ (2‖W‖√nh+1)‖ht−h′t‖ ≤ (2λ√nh+1)‖ht − h′t‖,
where we add ± tanh′(H′tθ + Xtµ)Ht inside of the norm
in (35), and use the triangle inequality for (36). Here, we
omit +1 term for mathematical convenience in the following
derivations.
4) Proof of (12): This can be obtained by repeating the steps
in the proof of (11) for µ and ht.
5) Proof of (13): By using (32), (33), (34), ‖ht‖ ≤ √nh and
‖xt‖ ≤ √nx, we write∥∥∥∂ tanh(Htθ + Xtµ)
∂θ
− ∂ tanh(Htθ + Xtµ
′)
∂θ
∥∥∥
= ‖tanh′(Htθ + Xtµ) Ht − tanh′(Htθ + Xtµ′) Ht‖
≤ ‖tanh′(Htθ + Xtµ)− tanh′(Htθ + Xtµ′)‖∞‖Ht‖
≤ 2‖Xt‖‖µ− µ′‖‖Ht‖ ≤ 2√nh√nx‖µ− µ′‖.
6) Proof of (14): By using (32), tanh′(x) ≤ 1, and ‖ht‖ ≤√
nh,∥∥∥∂ tanh(Htθ + Xtµ)
∂θ
∥∥∥ = ‖tanh′(Htθ + Xtµ) Ht‖
≤ ‖tanh′(Htθ + Xtµ)‖∞‖Ht‖ ≤ √nh.
7) Proof of (15): This can be obtained by repeating the steps
in the proof of (14) for µ.
8) Proof of (16): By using (32), (33), (34), and ‖ht‖ ≤ √nh,
we write∥∥∥∂ tanh(Htθ + Xtµ)
∂θ
− ∂ tanh(Htθ
′ + Xtµ)
∂θ
∥∥∥
= ‖tanh′(Htθ + Xtµ) Ht − tanh′(Htθ′ + Xtµ) Ht‖
≤ ‖tanh′(Htθ + Xtµ)− tanh′(Htθ′ + Xtµ)‖∞‖Ht‖
≤ 2‖Ht‖‖θ − θ′‖‖Ht‖ ≤ 2nh‖θ − θ′‖.
9) Proof of (17): This can be obtained by repeating the steps
in the proof of (16) for µ.
Proof of Lemma 2. Before the proof, let ht(θ′,µ) be the state
vector obtained at time t by running the model in (1) with the
matrices W′, U , input sequence {x1, x2, · · · , xt−1}, and the
initial condition h1(θ′,µ) = h1(θ,µ) = h1(θ′,µ′). Then,
‖ht(θ,µ)− ht(θ′,µ′)‖ (38)
≤ ‖ht(θ,µ)− ht(θ′,µ)‖+ ‖ht(θ′,µ)− ht(θ′,µ′)‖, (39)
where we add ±ht(θ′,µ) inside of the norm in (38), and
use the triangle inequality. We will bound the terms in (39)
separately. We begin with the first term. Since ht(θ,µ) and
ht(θ′,µ) share the same µ, in the following (between (40)-
(44)), we abbreviate them as ht(θ) and ht(θ′):
‖ht(θ)− ht(θ′)‖ = (40)
= ‖tanh(Wht−1(θ) + Uxt)− tanh(W′ht−1(θ′) + Uxt)‖ (41)
≤ ‖tanh(Wht−1(θ) + Uxt)− tanh(Wht−1(θ′) + Uxt)‖
+‖tanh(Wht−1(θ′) + Uxt)− tanh(W′ht−1(θ′) + Uxt)‖
(42)
≤ λ‖ht−1(θ)− ht−1(θ′)‖+√nh‖θ − θ′‖ (43)
≤
t−2∑
i=0
(
λi
√
nh‖θ − θ′‖
)
(44)
(45)
Here, to obtain (42), we add ± tanh(Wht−1(θ′)+Uxt) inside
of the norm in (41), and use the triangle inequality. Then, we
use (9) and (14) to get (43). Until we reach (44), we repeatedly
apply the same bounding technique to bound the norm of the
differences between the state vectors.
Now, we bound the second term in (39). Since ht(θ′,µ)
and ht(θ′,µ′) share the same µ′, in the following (between
(46)-(50)), we abbreviate them as ht(µ) and ht(µ′):
‖ht(µ)− ht(µ′)‖ = (46)
= ‖tanh(W′ht−1(µ)+Uxt)−tanh(W′ht−1(µ′)+U′xt)‖ (47)
≤ ‖tanh(W′ht−1(µ)+Uxt)−tanh(W′ht−1(µ′)+Uxt)‖
+‖tanh(W′ht−1(µ′)+Uxt)−tanh(W′ht−1(µ′)+U′xt)‖
(48)
≤ λ‖ht−1(µ)− ht−1(µ′)‖+√nx‖µ− µ′‖ (49)
≤
t−2∑
i=0
(
λi
√
nx‖µ− µ′‖
)
(50)
(51)
Here, for (48), we add ± tanh(W′ht−1(µ′) + Uxt) and use
the triangle inequality. We, then, use (9) and (15) to get (49).
Until we reach (50), we repeatedly apply the same technique
to bound the norm of the differences between state vectors. In
the end, we use (44) and (50) to bound (39), which yields the
statement in the lemma.
APPENDIX B
Proof of Theorem 1. Recall that Lt,w(θ,µ) =
1
w
∑w−1
i=0 `t−i(θ,µ). Hence, if we can bound the derivative
of `t(θ,µ) for an arbitrary t ∈ [T ], the resulting bound
will be valid for Lt,w(θ,µ). Therefore, in the following, we
analyse the Lipschitz properties of `t(θ,µ) for an arbitrary
t ∈ [T ] and extend the result for Lt,w(θ,µ). In addition, in
the following, we note that since dt, dˆt ∈ [−√nh,√nh] and
‖ct‖ ≤ 1, the `2 norm of −(dt − dˆt)c is bounded by 2√nh,
i.e., ‖−(dt − dˆt)c‖ ≤ 2√nh.
1) We write
∥∥∥∂`t(θ,µ)
∂θ
∥∥∥= ∥∥∥−(dt − dˆt)∂dˆt
∂θ
∥∥∥ (52)
=
∥∥∥−(dt − dˆt)∂dˆt
∂ht
( t∑
τ=1
∂ht
∂hτ
∂hτ
∂θ
)∥∥∥
≤
∥∥∥−(dt − dˆt)c∥∥∥∥∥∥ t∑
τ=1
∂ht
∂hτ
∂hτ
∂θ
∥∥∥
≤ 2√nh
∥∥∥ t∑
τ=1
∂ht
∂hτ
∂hτ
∂θ
∥∥∥
= 2
√
nh
∥∥∥ t∑
τ=1
( t∏
i=τ+1
∂hi
∂hi−1
)∂hτ
∂θ
∥∥∥
≤ 2√nh
t∑
τ=1
∥∥∥ t∏
i=τ+1
∂hi
∂hi−1
∥∥∥∥∥∥∂hτ
∂θ
∥∥∥
≤ 2√nh√nh
t∑
τ=1
λt−τ (53)
≤ 2nh
1− λ, (54)
where we use (9) and (14) to get (53). By realizing that (54)
holds for an arbitrary t, the statement in the theorem can be
obtained.
2) By using similar steps in (52)-(54), we write
∥∥∥∂`t(θ,µ)
∂µ
∥∥∥= ∥∥∥−(dt − dˆt)∂dˆt
∂µ
∥∥∥
=
∥∥∥−(dt − dˆt)∂dˆt
∂ht
( t∑
τ=1
∂ht
∂hτ
∂hτ
∂µ
)∥∥∥
≤
∥∥∥−(dt − dˆt)c∥∥∥∥∥∥ t∑
τ=1
∂ht
∂hτ
∂hτ
∂µ
∥∥∥
≤ 2√nh√nx
t∑
τ=1
λt−τ (55)
≤ 2
√
nhnx
1− λ , (56)
where we use (9) and (15) to get (55). By realizing that (56)
holds for an arbitrary t, the statement in the theorem can be
obtained.
3) Let us use ht and h′t for the state vectors obtained by
running the model in (1) from the initial step up to current time
step t with the same initial condition, same input layer matrix
µ, common input sequence {x1, · · · , xt−1} but different θ and
θ′, respectively. Let us also say `t(θ′,µ) = 0.5(dt − dˆ′t)2,
where dˆ′t is the prediction of the second model producing h
′
t.
Then,∥∥∥∂`t(θ,µ)
∂θ
− ∂`t(θ
′,µ)
∂θ
∥∥∥
=
∥∥∥(dt−dˆ′t)cT( t∑
τ=1
∂h′t
∂h′τ
∂h′τ
∂θ
)
−(dt−dˆt)cT
( t∑
τ=1
∂ht
∂hτ
∂hτ
∂θ
)∥∥∥
(57)
≤ 2√nh
t∑
τ=1
∥∥∥ ∂ht
∂hτ
∂hτ
∂θ
− ∂h
′
t
∂h′τ
∂h′τ
∂θ
∥∥∥ (58)
≤2√nh
t∑
τ=1
(∥∥∥ ∂ht
∂hτ
∥∥∥∥∥∥∂hτ
∂θ
− ∂h
′
τ
∂θ
∥∥∥+∥∥∥∂h′τ
∂θ
∥∥∥∥∥∥ ∂ht
∂hτ
− ∂h
′
t
∂h′τ
∥∥∥)
(59)
≤ 2√nh
t∑
τ=1
λt−τ
∥∥∥∂hτ
∂θ
− ∂h
′
τ
∂θ
∥∥∥+2nh t∑
τ=1
∥∥∥ ∂ht
∂hτ
− ∂h
′
t
∂h′τ
∥∥∥.
(60)
Here, to get (59) from (58), we add ± ∂ht
∂hτ
∂h′τ
∂θ
inside the norm,
and use the triangle inequality. To get (60), we use (9) and
(14).
In the following, we will bound the terms in (60) separately.
We begin with the first term. Note that hτ = tanh(Whτ−1 +
Uxτ−1), and h′τ = tanh(W
′h′τ−1 + Uxτ−1). Then,
2
√
nh
t∑
τ=1
λt−τ
∥∥∥∂hτ
∂θ
− ∂h
′
τ
∂θ
∥∥∥ (61)
≤ 2√nh
t∑
τ=1
λt−τ
(
2λ
√
nh‖hτ−1−h′τ−1‖+2nh‖θ−θ′‖
)
(62)
≤ 2√nh
( t∑
τ=1
λt−τ
)( 2λnh
1− λ + 2nh
)
‖θ−θ′‖ (63)
≤ 4nh
√
nh
1− λ
( λ
1− λ + 1
)
‖θ−θ′‖, (64)
where we add ± ∂ tanh(Wh
′
τ−1+Uxτ−1)
∂θ
, and use the triangle
inequality, (11) and (16) for (62). We use Lemma 2 for (63).
Now, we bound the second term in (60). To bound the term,
we first focus on the term inside of the sum, i.e.,
∥∥∥ ∂ht∂hτ − ∂h′t∂h′τ ∥∥∥:∥∥∥ ∂ht
∂hτ
− ∂h
′
t
∂h′τ
∥∥∥≤ ∥∥∥∂ht−1
∂hτ
∥∥∥∥∥∥ ∂ht
∂ht−1
− ∂h
′
t
∂h′t−1
∥∥∥
+
∥∥∥ ∂h′t
∂h′t−1
∥∥∥∥∥∥∂ht−1
∂hτ
− ∂h
′
t−1
∂hτ
∥∥∥ (65)
≤λt−τ−1(2λ2‖ht−1−h′t−1‖+2λ√nh‖θ−θ′‖)
+λ
∥∥∥∂ht−1
∂hτ
− ∂h
′
t−1
∂hτ
∥∥∥ (66)
≤ λt−τ−1
(2λ2√nh
1− λ +2λ
√
nh
)
‖θ−θ′‖+λ
∥∥∥∂ht−1
∂hτ
− ∂h
′
t−1
∂hτ
∥∥∥
(67)
≤ (t−τ)λt−τ−1
(2λ2√nh
1− λ +2λ
√
nh
)
‖θ − θ′‖, (68)
where we add ± ∂h′t∂h′t−1
∂ht−1
∂hτ , and use the triangle inequality for
(65), utilize (10) and (11) for (66), and Lemma 2 for (67). We,
then, repeat the same manipulations in (65)-(67) to bound the
terms with partial derivatives. Then, the second term in (60)
can be bound as:
2nh
t∑
τ=1
∥∥∥ ∂ht
∂hτ
− ∂h
′
t
∂h′τ
∥∥∥ (69)
≤ 2nh
t∑
τ=1
(t− τ)λt−τ−1
(2λ2√nh
1− λ + 2λ
√
nh
)
‖θ − θ′‖
(70)
=
4nh
√
nh
1− λ
( λ2
(1− λ)2 +
λ
1− λ
)
‖θ − θ′‖, (71)
where we use the upper bound of the series
∑t
τ=1(t −
τ)λt−τ−1, i.e., 1/(1 − λ)2, to get (71). Then, by using (64)
and (71), we can bound (60) as
∥∥∥∂`t(θ,µ)
∂θ
− ∂`t(θ
′,µ)
∂θ
∥∥∥ (72)
≤ 4nh
√
nh
1− λ
( λ2
(1− λ)2 +
2λ
1− λ + 1
)
‖θ−θ′‖
(73)
=
4nh
√
nh
(1− λ)3 ‖θ − θ
′‖. (74)
By realizing that (74) holds for an arbitrary t, the statement
in the theorem can be obtained.
4) This part can be obtained by adapting the steps in the
previous proof for µ, and use the Lipschitz conditions in (12),
(15), (17) and Lemma 2 accordingly.
5) We use the same notation in the proof of the 3rd statement.
Then,
∥∥∥∂`t(θ,µ)
∂µ
− ∂`t(θ
′,µ)
∂µ
∥∥∥
=
∥∥∥(dt−dˆ′t)cT( t∑
τ=1
∂h′t
∂h′τ
∂h′τ
∂µ
)
−(dt−dˆt)cT
( t∑
τ=1
∂ht
∂hτ
∂hτ
∂µ
)∥∥∥
(75)
≤ 2√nh
t∑
τ=1
∥∥∥ ∂ht
∂hτ
∂hτ
∂µ
− ∂h
′
t
∂h′τ
∂h′τ
∂µ
∥∥∥ (76)
≤2√nh
t∑
τ=1
(∥∥∥ ∂ht
∂hτ
∥∥∥∥∥∥∂hτ
∂µ
− ∂h
′
τ
∂µ
∥∥∥+∥∥∥∂h′τ
∂µ
∥∥∥∥∥∥ ∂ht
∂hτ
− ∂h
′
t
∂h′τ
∥∥∥)
(77)
≤ 2√nh
t∑
τ=1
λt−τ
∥∥∥∂hτ
∂µ
− ∂h
′
τ
∂µ
∥∥∥+2√nhnx t∑
τ=1
∥∥∥ ∂ht
∂hτ
− ∂h
′
t
∂h′τ
∥∥∥.
(78)
Here, to get (77) from (76), we add ± ∂ht
∂hτ
∂h′τ
∂µ
inside the norm,
and use the triangle inequality. To get (78), we use (9) and
(15).
We bound the terms in (80) separately. We begin with the
first term. Note that hτ = tanh(Whτ−1 + Uxτ−1), and h′τ =
tanh(W′h′τ−1 + Uxτ−1). Then,
2
√
nh
t∑
τ=1
λt−τ
∥∥∥∂hτ
∂µ
− ∂h
′
τ
∂µ
∥∥∥ (79)
≤ 2√nh
t∑
τ=1
λt−τ
(
2λ
√
nx‖hτ−1−h′τ−1‖+2
√
nxnh‖θ−θ′‖
)
(80)
≤ 2√nh
( t∑
τ=1
λt−τ
)(2λ√nxnh
1− λ + 2
√
nxnh
)
‖θ−θ′‖ (81)
≤ 4nh
√
nx
1− λ
( λ
1− λ + 1
)
‖θ−θ′‖, (82)
where we add ± ∂ tanh(Wh
′
τ−1+Uxτ−1)
∂θ
, and use the triangle
inequality, (12) and (13) for (80). We use Lemma 2 for (81).
Now, we bound the second term in (78):
2
√
nhnx
t∑
τ=1
∥∥∥ ∂ht
∂hτ
− ∂h
′
t
∂h′τ
∥∥∥ (83)
≤ 2√nhnx
t∑
τ=1
(t− τ)λt−τ−1
(2λ2√nh
1− λ + 2λ
√
nh
)
‖θ − θ′‖
(84)
=
4nh
√
nx
1− λ
( λ2
(1− λ)2 +
λ
1− λ
)
‖θ − θ′‖, (85)
where we use (68) to bound the terms
∥∥∥ ∂ht∂hτ − ∂h′t∂h′τ ∥∥∥. Then, by
using (82) and (85), we bound (78) as follows:
∥∥∥∂`t(θ,µ)
∂µ
− ∂`t(θ
′,µ)
∂µ
∥∥∥ (86)
≤ 4nh
√
nx
1− λ
( λ2
(1− λ)2 +
2λ
1− λ + 1
)
‖θ−θ′‖
(87)
=
4nh
√
nx
(1− λ)3 ‖θ − θ
′‖. (88)
By realizing that (88) holds for an arbitrary t, the statement
in the theorem can be obtained.
Proof of Theorem 2. In the following, we use 〈·, ·〉 to denote
the inner product. Due to the space constraints, we omit the
arguments in the partial derivative terms, i.e.,
∂Lt,w
∂θ
:=
∂`t(θ,µ)
∂θ
,
∂Kθ,ηθLt,w
∂θ
:=
∂Kθ,ηθLt,w(θt,µt)
∂θ
,
∂Lt,w
∂µ
:=
∂`t(θ,µ)
∂µ
,
∂Kθ,ηθLt,w
∂µ
:=
∂Kµ,ηµLt,w(θt,µt)
∂µ
.
We start our proof by bounding the term Lt,w(θt+1,µt+1)−
Lt,w(θt,µt):
Lt,w(θt+1,µt+1)− Lt,w(θt,µt)
≤
〈∂Lt,w
∂θ
,θt+1 − θt
〉
+
βθ
2
‖θt+1 − θt‖2〈∂Lt,w
∂µ
,µt+1 − µt
〉
+
βµ
2
‖µt+1 − µt‖2
+βθµ‖θt+1 − θt‖‖µt+1 − µt‖ (89)
= −ηθ
〈∂Lt,w
∂θ
,
∂Kθ,ηθLt,w
∂θ
〉
− ηµ
〈∂Lt,w
∂µ
,
∂Kθ,ηθLt,w
∂µ
〉
+
βθη
2
θ
2
∥∥∥∂Kθ,ηθLt,w
∂θ
∥∥∥2 + βµη2µ
2
∥∥∥∂Kθ,ηθLt,w
∂µ
∥∥∥2
+βθµηθηµ
∥∥∥∂Kθ,ηθLt,w
∂θ
∥∥∥∥∥∥∂Kθ,ηθLt,w
∂µ
∥∥∥ (90)
= −ηθ
〈∂Lt,w
∂θ
,
∂Kθ,ηθLt,w
∂θ
〉
− ηµ
〈∂Lt,w
∂µ
,
∂Kθ,ηθLt,w
∂µ
〉
+0.5
(
ηθ
√
βθ
∥∥∥∂Kθ,ηθLt,w
∂θ
∥∥∥+ηµ√βµ∥∥∥∂Kθ,ηθLt,w
∂µ
∥∥∥)2
(91)
≤ −(ηθ − η2θβθ)∥∥∥∂Kθ,ηθLt,w∂θ ∥∥∥2
−(ηµ − η2µβµ)∥∥∥∂Kθ,ηθLt,w∂µ ∥∥∥2, (92)
where we use [45, Lemma 3.4] for (89), the update rules in
(26)-(27) for (90), and the fact that βθµ =
√
βθβµ for (91)
(see (22)-(24)). Moreover, for (92), we use [39, Lemma 3.2]
and the fact 2(a2 + b2) ≤ (a+ b)2 for any a, b ∈ R.
For the following, we define lt(θ,µ) = 0 for t ≤ 0.
We continue our proof by bounding LT+1,w(θT+1,µT+1) as
follows:
LT+1,w(θT+1,µT+1)
=
T∑
t=0
Lt+1,w(θt+1,µt+1)−Lt,w(θt,µt) (93)
=
T∑
t=1
(
Lt,w(θt+1,µt+1)− Lt,w(θt,µt)
)
+
T∑
t=0
(
Lt+1,w(θt+1,µt+1)− Lt,w(θt+1,µt+1)
)
(94)
≤ −(ηθ − η2θβθ) T∑
t=1
∥∥∥∂Kθ,ηθLt,w
∂θ
∥∥∥2
− (ηµ − η2µβµ) T∑
t=1
∥∥∥∂Kθ,ηθLt,w
∂µ
∥∥∥2 + 4√nhT
w
, (95)
where we add ±Lt,w(θt+1,µt+1) to (93) to obtain (94), and
use (93) and dt, dˆt ∈ [−√nh,√nh] for any t ∈ [T ], which
implies Lt+1,w(θt+1,µt+1) − Lt,w(θt+1,µt+1) ≤ 4√nh/w,
to obtain (95).
We note that since the `t(θt,µt) is defined as the
square loss between the ground truth value and our pre-
diction, it is non-negative for all t ∈ [T ], which implies
LT+1,w(θT+1,µT+1) ≥ 0. Then, by using (95), we write
(
ηθ − η2θβθ
) T∑
t=1
∥∥∥∂Kθ,ηθLt,w
∂θ
∥∥∥2 + (ηµ − η2µβµ) T∑
t=1
∥∥∥∂Kθ,ηθLt,w
∂µ
∥∥∥2 ≤ 4√nh T
w
.
(96)
By choosing 0 < ηθ ≤ 1/(2βθ), 0 < ηµ ≤ 1/(2βµ) and
dividing both sides of (96) with min{ηθ, ηµ}/2, we can obtain
the statement in the theorem.
APPENDIX C
In this part, we describe how to extend our work for the
cross-entropy loss, which is denoted as RE(·||·). Since the
cross-entropy loss is mainly used for classification, we de-
scribe our extension by using the following RNN architecture:
ht+1 = tanh(Wht + Uxt)
dˆt = f(cTht)
Et = RE(dt||dˆt).
Here, f is assumed to be the sigmoid or softmax function
depending on the dimension of the desired sequence. As in (1)-
(2), ht ∈ [−1, 1]nh is the hidden state vector, xt ∈ [−1, 1]nx
is the input vector, and dt, dˆt ∈ [0, 1] is our estimation.
Moreover, Et denotes the cross-entropy loss at time instance
t.
As in the squared loss, the cross-entropy is convex with
respect to output layer weights, i.e., c. Therefore, we can use
the projected online gradient descent – as in (25)– to ensure
the convergence of the output layer update. Moreover, since
the formula for the derivative of the cross-entropy function
with respect to c is the same with that of the squared loss,
i.e., 0.5(dt−dˆt)
2
∂c =
∂RE(dt||dˆt)
∂c = (dt − dˆt)c, the Lipschitz
properties derived in Theorem 1 applies to the the cross-
entropy loss as well. Since Theorem 2 uses only the Lipschitz
properties of the RNN architecture to prove convergence, it
can be extended for the cross-entropy with the same update-
projection steps in (26)-(27). Therefore, Algorithm 1 can be
used for the cross-entropy case without any change as well.
APPENDIX D
In this part, we describe how to extend our work for LSTMs.
The equations of LSTM and the loss function is given as:
zt = tanh(W1yt−1 + U1xt) (97)
it = σ(W2yt−1 + U2xt) (98)
ft = σ(W3yt−1 + U3xt) (99)
ct = it  zt + ft  ct−1 (100)
ot = σ(W4yt−1 + U4xt) (101)
yt = ot  tanh(ct) (102)
dˆt = cT yt (103)
Et = 0.5(dt − dˆt)2. (104)
where  denotes the element-wise multiplication, ct ∈ Rnh
is the state vector, xt ∈ [−1, 1]nx is the input vector, and
yt ∈ Rnh is the output vector, and dˆt ∈ [−
√
nh,
√
nh] is our
final estimation. Furthermore, the sigmoid function σ(.) and
the hyperbolic tangent function tanh(.) applies point wise to
the vector elements. The weight matrices are Wi ∈ Rnh×nh ,
Ui ∈ Rnh×nx for i = 1, · · · , 4, and c ∈ Rnh , with ‖c‖ ≤ 1.
As in the vanilla RNN case, the boundedness of c can be
guaranteed with a proper projection onto a convex set. Note
that although we do not explicitly write the bias terms, they
can be included in (97)-(103) by augmenting the input vector
with a constant dimension.
Similar to the vanilla RNN case, the loss function Et is
convex with respect to the output weights c. Therefore, we can
use the projected gradient descent to ensure the convergence
of the output layer update. For the hidden layer weights, note
that we define the projected gradients as in (4)-(5) and the
regret as as in (7) to ensure to find a stationary point for the
gradient-descent updates. Then, by using the same intuition,
we can extend the projected gradient definition for LSTM as
∂Kθ,ηθ`t(θi,µi)
∂θi
:=
1
ηθ
(
θi −ΠKθ
[
θi − ηθ ∂`t(θi,µi)
∂θi
])
,
∂Kµ,ηµ`t(θi,µi)
∂µi
:=
1
ηµ
(
µi −ΠKµ
[
µi − ηµ ∂`t(θi,µi)
∂µi
])
and the regret definition as
Rw(T ) :=
T∑
t=1
4∑
i=1
(∥∥∥∂Kθ,ηθLt,w(θi,t,µi,t)
∂θi
∥∥∥2+∥∥∥∂Kµ,ηµLt,w(θi,t,µi,t)
∂µi
∥∥∥2),
(105)
where θi,tand µi,t are the vectorized forms of the weight
matrices Wi,t and Ui,t at time t, i.e., θi,t = vec(Wi,t) and
µi,t = vec(Ui,t).
We note that the convergence analysis for our algorithm
requires the Lipschitz properties of the architecture of interest.
To this end, we can use the Lipschitz properties of LSTMs
derived in [46, Proposition 2]. Then, we can use these results
in Theorem 2 to upper-bound the regret defined in (105).
Accordingly, Algorithm 1 can be extended by for the LSTM
optimization.
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