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SUMMARY AND
CONCLUSIONS
“CHARACTERIZATION AND PROPERTIES OF
SCALING FUNCTIONS AND LOW PASS FILTERS
OF A MULTIRESOLUTION ANALYSIS”
A multiresolution analysis (MRA) is a general method introduced by Mallat
[59] and Meyer [60] for constructing wavelets. On Rn(n ≥ 1), we will mean by
an MRA a sequence of subspaces Vj , j ∈ Z of the Hilbert space L2(Rn) that
satisfies the following conditions:
(i) ∀j ∈ Z, Vj ⊂ Vj+1;
(ii) ∀j ∈ Z, f(x) ∈ Vj ⇔ f(2x) ∈ Vj+1;
(iii) W = ∪j∈ZVj = L2(Rn) and ∩j∈ZVj = { 0 } .
(iv) There exists a function φ ∈ V0, that is called scaling function, such
that { φ(x− k) : k ∈ Zn } is an orthonormal basis for V0.
Our aim in this text is to study in depth the notion of MRA and understand
better the behavior of scaling functions and related functions, as low pass filters
and wavelets in Rn.
We will study MRA in a more general context in L2(Rn), n ≥ 1, where
instead of dyadic dilations one considers dilations given by a fixed linear map
A : Rn → Rn such that A(Zn) ⊂ Zn, i.e. all entries of the corresponding matrix
with respect the canonical basis of Rn are integers, and A is an expansive map,
i.e. all (possibly complex) eigenvalues of A have absolute value strictly greater
than 1. Given a such linear map A one defines an A-MRA as a sequence of
subspaces Vj , j ∈ Z of the Hilbert space L2(Rn) that satisfies the conditions
(i), (iii), (iv) and
(iiA) ∀j ∈ Z, f(x) ∈ Vj ⇔ f(Ax) ∈ Vj+1,
(see [14], [58], [34], [71], [75]).
This thesis consists of Introduction, five chapters and two appendixes. In
Chapter 1 we give a complete characterization of scaling functions of an A-
MRA. In Chapter 2 we obtain necessary and sufficient conditions of low pass
filters associated with scaling functions of an A-MRA. In Chapter 3, we study
minimally supported frequency scaling functions of an A-MRA. In Chapter 4
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we compare the notion of A-approximate continuity for different linear maps A.
In Chapter 5, the conditions in the definition of an MRA are relaxed. We give
a complete characterization of functions which generate frame multiresolution
analysis. Furthermore, we study shift invariant subspaces. Finally, we include
two appendices. In Appendix A one can find some notions and basic properties
which we have used in this text. The results of Appendix B are new. We present
them separately because they are related mainly with Classical Analysis. We
study new concepts introduced in this text for characterizing scaling functions.
Let us introduce some notation before formulating our results.
The natural numbers without the zero will be denoted by N, and we will
write N0 = N ∪ {0}. Moreover, R and C will be the field of the real and the
field of the complex numbers respectively. For x ∈ Rn, n ≥ 1, we will write
x = (x1, ..., xn) such that xi ∈ R, ∀i ∈ {1, ..., n}.
For a ∈ R, [a] is the integral part of a.
We will define Br(x) = {y ∈ Rn : ‖ x− y ‖< r}, the ball of radius r > 0
with center in the point x ∈ Rn, where ‖ x− y ‖= (∑ni=1 | xi − yi |2) 12 . If the
center is the origin, we will write Br. Moreover, Qr(x) = {y ∈ Rn :
| xi − yi |< r, ∀i = 1, ..., n}, and if the center of the cube is the origin, we will
write Qr.
Furthermore, Tn = Rn/Zn and sometimes, with some abuse of the notation
we will consider also that Tn is the unit cube [0, 1)n.
We will work with both real or complex vector spaces W . Let W1 be a
subspace of W and let A : W −→ W be a linear map, then A|W1 will be the
restriction to W1 of the map A. Also if W is a space with inner product, the
orthogonal complement of W1 in W is W⊥1 . Let W1 and W2 be two subspaces
of W such that W1 ∩W2 = {0}, we will denote de direct sum of W1 and W2 by
W = W1 ⊕W2. If Aµ : Wµ −→Wµ, µ = 1, 2 are linear maps, we will denote by
A1 ⊗ A2 the linear map defined on W1 ⊕W2 such that (A1 ⊗ A2)(w1 + w2) =
A1w1 +A2w2, where wµ ∈Wµ, µ = 1, 2.
Let V and W be two finite dimensional vector spaces, the vector space of all
linear maps A : V −→ W will be denoted by L(V,W ), if V = W the notation
will be L(V ) and if V = W = Rn we will write L. Furthermore, the set of all
expansive linear maps A : Rn −→ Rn will be denoted by LE and we will write
LEP if also A is a positive definite linear map.
Given A ∈ L, we will use the same notation for the linear map and for
the corresponding matrix associated to the canonical basis. We will write the
absolute value of detA, by dA =| detA |. If dA > 0, A∗ is the adjoint linear
map of A. If also, AZn ⊂ Zn, the induced map Â : Tn −→ Tn of A will be
the application such that given x ∈ Tn, Âx = Ax + k for a k ∈ Zn such that
Ax+ k ∈ Tn.
One can observe easily that if A ∈ LE and A(Zn) ⊂ Zn, then its adjoint
map A∗ will have the same properties. We will consider the quotient groups
Zn/A(Zn) and Zn/A∗(Zn). We have that
card (Zn/A(Zn)) = card (Zn/A∗(Zn)) = dA ≥ 2 (see [34] and [75, p. 109]).
Let Ei and E∗i , (0 ≤ i ≤ dA − 1), be the distinct cosets of Zn/A(Zn) and
of Zn/A∗(Zn) respectively, and let ∆A and ∆A∗ be full collections of repre-
sentatives of those cosets. To be precise, we will suppose that E0 = A(Zn),
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E∗0 = A∗(Zn), and that ∆A = {pi}dA−1i=0 , where pi ∈ Ei and ∆A∗ = {p∗i }dA−1i=0 ,
where p∗i ∈ E∗i .
Let E ⊂ Rn be a set, then AE = {Ax : x ∈ E}. Moreover, if y ∈ Rn,
E + y = {x + y : x ∈ E}. The complement of E in Rn will be Ec = Rn \ E
and we will write ETn = {x ∈ [0, 1)n : ∃kx ∈ Zn such that x+ kx ∈ E}.
The Lebesgue measure of E ⊂ Rn, n ≥ 1, will be denoted as | E |n.
Furthermore, in this text we will call a set measurable if it is a Lebesgue mea-
surable set. The volume of any measurable set E changes under A according to
| AE |n= dA | E |n.
Let f : Rn −→ C be a measurable function, we will say that f is a Zn-
periodic function if ∀k ∈ Zn, ∀x ∈ Rn, we have f(x+ k) = f(x). Furthermore,
if we write f ∈ L2(Tn) we will understand that f is defined on the whole space
Rn as a Zn-periodic function. We will write the support of f by sopf . The
translation by a ∈ Rn of a function f ∈ L2(Rn) will be denoted by τaf(x) =
f(x − a). We will denote by DA the dilation operator DAf(x) = d
1
2
Af(Ax) in
L2(Rn).
The inner product will be written 〈·, ·〉, and we will write ‖ · ‖ to indicate a
norm. (See Appendix A for more details about notation)
Chapter 1: Characterization of scaling functions
in a Multiresolution Analysis
The main objective of Chapter 1 is to study the notion of a Multiresolution
Analysis, {Vj : j ∈ Z}, in L2(Rn), n ≥ 1, where the dilation is given by a fixed
expansive linear map A : Rn → Rn such that A(Zn) ⊂ Zn. We will see that not
all the conditions in the definition of an A-MRA are independent. We will fix
our attention on scaling functions, and we will give a complete characterization
of them. In this general case, it is easy see that the conditions presented in our
characterization depend on the map A. The results in this chapter have been
published in [16].
The problem to give a complete characterization of scaling functions of an
MRA was posed in the paper by R. Strichartz [71], and was studied by several
authors.
The novelty of our study is the type of necessary and sufficient conditions
on a scaling function φ of an A-MRA for the union of all closed subspaces Vj ,
j ∈ Z, to be dense in L2(Rn). These conditions are given in terms of the Fourier
transform of φ. In this text we adopt the convention that the Fourier transform
of a function f ∈ L1(Rn) ∩ L2(Rn) is defined by
f̂(y) =
∫
Rn
f(x)e−2pii〈x,y〉dx.
The following result should be probably attributed to I. Daubechies (see
[24]) who proved it for n = 1. (See also [46]).
Theorem (Daubechies). Let Vj, j ∈ Z be a sequence of closed subspaces of
L2(R) satisfying (i), (ii) and (iv) where φ̂ is such that | φ̂ | is continuous at the
origin. Then the following two conditions are equivalent:
a) φ̂(0) 6= 0;
b) ∪j∈ZVj = L2(R).
xC. de Boor, R. DeVore, A. Ron [6] proved the following result.
Teorema (de Boor, DeVore y Ron). Let Vj, j ∈ Z be a sequence of closed
subspaces of L2(R) satisfying (i), (ii) and (iv) with n = 1. Then the following
two conditions are equivalent:
a) ∪j∈Z (2j sop φ̂) = R a.e;
b) ∪j∈ZVj = L2(R).
Afterwards, E. Herna´ndez and G. Weiss ([46, Theorem 5.2, p. 382], [45],
[42]) proved the following result.
Theorem (Herna´ndez and Weiss). Let Vj, j ∈ Z be a sequence of closed
subspaces of L2(R) satisfying (i), (ii) and (iv) with n = 1. Then the following
two conditions are equivalent:
a) lim
j→∞
|φ̂(2−jy)| = 1 for a.e. y ∈ R;
b) ∪j∈ZVj = L2(R).
Another necessary and sufficient condition has been given by R. A. Lorentz,
W. R. Madych and A. Sahakian [56].
Theorem (Lorentz, Madych and Sahakian). Let Vj, j ∈ Z be a sequence
of closed subspaces of L2(R) satisfying (i), (ii) and (iv) with n = 1. Then the
following conditions are equivalent:
a) lim
j→∞
|φ̂(2−jy)| exists and is positive for a.e. y ∈ R;
b) ∪j∈ZVj = L2(R);
c) The set {y ∈ R : | φ̂(y) |> 0} is dyadically absorbing,
i.e., for a.e. y ∈ R, there exists a positive integer j0,
which may depend on y, such that if j ≥ j0 then | φ̂(2−jy) |> 0.
All of the above characterizations are “global” conditions. Our aim is to achieve
“local” conditions and a bit deeper understanding of the relation between the
behavior of the function φ̂ in the neighborhood of the origin and condition
(iii). In particular our result permits us to get rid of the assumption that |φ̂| is
continuous at the origin in the Daubechies’s Theorem.
We need the following definitions to formulate our results.
Definition 1. It is said that x0 is a point of density for a set E ⊂ Rn, |E|n > 0,
if
lim
r→0
|E ∩Br(x0)|n
|Br(x0)|n = 1.
We set
D(x0) = {E ⊂ Rn measurable set : x0 is a point of density for E}.
Furthermore, we will write D if x0 is the origin.
Definition 2. Let f : Rn −→ C be a measurable function. We say that
xi
x0 ∈ Rn is a point of approximate continuity of the function f if there exists
E ⊂ Rn, |E|n > 0, such that x0 is a point of density for the measurable set E
and
lim
x→ x0
x ∈ E
f(x) = f(x0). (1)
The notion of approximate continuity was introduced by A. Denjoy [26]. In the
following result, we can find a relationship between measurable functions and
points of approximate continuity of those functions (see also [61], [10]).
Theorem (Denjoy). Let f be a finite measurable function defined on [a, b].
Then almost all points of [a, b] are points of approximate continuity of f .
Definition 3. A measurable function f : Rn → C is said to be locally nonzero
at the point x0 ∈ Rn if for any ε > 0, there exists r, 0 < r < 1, such that
|{x ∈ Br(x0) : f(x) = 0}|n < ε|Br(x0)|n.
Given A ∈ LE , we define more general notions.
Definition 4. Let A ∈ LE. It is said that x0 ∈ Rn is a point of A-density for
a measurable set E ⊂ Rn, | E |n> 0, if for all r > 0,
lim
j−→∞
| E⋂(A−jBr + x0) |n
| A−jBr + x0 |n = 1.
Given A ∈ LE and given a point x0 ∈ Rn, we set
DA(x0) = {E ⊂ Rn measurable set : x0 is a point of A-density for E}.
Furthermore, we will write DA when x0 is the origin.
Observe that for any j ∈ Z and for any r > 0 we have the following equality
AjBr = (−A)jBr, and thus:
Remark. Given A ∈ LE , for any point x0 ∈ Rn, we have
DA(x0) = D−A(x0).
Definition 5. Let A ∈ LE and let f : Rn −→ C be a measurable function. It
is said that x0 ∈ Rn is a point of A-approximate continuity of the function f
if there exists a measurable set E ⊂ Rn, | E |n> 0, such that x0 is a point of
A-density for the set E and (1) holds.
Definition 6. Let A ∈ LE . A measurable function f : Rn → C is said to
be A−locally nonzero at a point x0 ∈ Rn if for any ε > 0 and for any r > 0
there exists j ∈ N such that
|{x ∈ A−jBr + x0 : f(x) = 0}|n < ε|A−jBr + x0|n. (2)
The main result of Chapter 1 is the following.
Theorem 1. Let A ∈ LE such that A(Zn) ⊂ Zn. Let Vj be a sequence of
closed subspaces in L2(Rn) satisfying the conditions (i), (iiA) and (iv). Then
the following conditions are equivalent:
(A1) W = ∪j∈ZVj = L2(Rn);
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(B1) φ̂ —the Fourier transform of the scaling function φ— is A∗-locally
nonzero at the origin;
(C1) the origin is a point of A∗-approximate continuity of the function |φ̂|
if we set |φ̂(0)| = 1.
As a consequence of Theorem 1, we obtain the following.
Theorem 2. Let Vj be a sequence of closed subspaces in L2(Rn) satisfying the
conditions (i), (ii) and (iv). Then the following conditions are equivalent:
(A) W = ∪j∈ZVj = L2(Rn);
(B) φ̂—the Fourier transform of the scaling function φ— is locally nonzero
at the origin;
(C) the origin is a point of approximate continuity of the function |φ̂|,
setting |φ̂(0)| = 1.
A complete characterization of scaling functions in an A-MRA is given in the
following theorem. In this way we give a characterization of scaling functions in
an A-MRA of the type the presented in Theorem 5.2 by Herna´ndez and Weiss
[46, p. 382] in the classical setting.
Theorem 3. Let A ∈ LE such that A(Zn) ⊂ Zn and let φ ∈ L2(Rn). The
following conditions are equivalent:
(1) φ is a scaling function of an A-MRA;
(2) (α) The function φ̂ is A∗-locally nonzero at the origin;
(β) ∑
k∈Zn
|φ̂(t+ k)|2 = 1 in a.e. t ∈ Rn; (3)
(γ) There exists H ∈ L∞(Tn), ‖ H ‖∞≤ 1, called low pass filter,
such that
φ̂(t) = H(A∗−1t)φ̂(A∗−1t) in a.e. t ∈ Rn; (4)
(3) (α∗) The origin is a point of A∗-approximate continuity of |φ̂|, setting
|φ̂(0)| = 1; and the conditions (β) and (γ) hold.
It turns out that the condition a) in the Theorem of Herna´ndez and Weiss is
stronger than condition (C) in Theorem 2 when n = 1. Moreover, the condition
(B) in Theorem 2 when n = 1 is weaker than condition c) in the Theorem of
Lorentz, Madych and Sahakian.
We give a result analogous to the Theorem of Denjoy.
Theorem 4. Let A ∈ LE and let f : Rn −→ C be a measurable function. Then
almost all points of Rn are points of A-approximate continuity of f .
Chapter 2: Characterization of low pass filters in
a multiresolution analysis
We characterize the low pass filters associated with scaling functions of a
multiresolution analysis in a general context when one considers the dilation
xiii
given by a fixed expansive linear map A : Rn −→ Rn such that A(Zn) ⊂ Zn,
(see [70]).
We recall that given φ ∈ L2(Rn), a scaling function of an A-MRA, then
φ̂(A∗t) = H(t)φ̂(t), in a.e. t ∈ Rn (5)
where H ∈ L∞(Tn) such that ‖ H ‖∞≤ 1. This function H is called low pass
filter associated with the scaling function φ.
For an MRA on  L2(R), there are a number of sufficient conditions on a low
pass filter H which allow to assert that the infinite product
∏∞
j=1H(2
−jt) exists
a.e. and is equal to the Fourier transform of the scaling function φ.
A. Cohen [18] gave the first necessary and sufficient conditions for a trigono-
metric polynomial H to be a low pass filter of an MRA on  L2(R). Cohen’s
conditions may be viewed as geometric restrictions on H. Afterwards, Cohen’s
approach was developed by E. Herna´ndez and G. Weiss [46] and furthermore
by M. Papadakis, H. Sikic´ and G. Weiss [62] and by R. F. Gundy [36], where
the requirements on the function H were weakened. About the same time as
Cohen’s condition appeared, W. Lawton [54] gave another sufficient condition
of a different nature when H(ξ) =
∑N
k=0 ake
−2piikξ. He constructed a specific
matrix Q from the sequence {ak}Nk=0, and considered the subspace of eigenvec-
tors of Q with eigenvalue one. If this subspace is of dimension one, then H is
a low pass filter. The necessity of that condition was settled in 1990 by both
Cohen (see [20]) and Lawton [55], independently, (see also [24, p. 182-193] ).
Following the ideas of Cohen and Lawton, more conditions when n ≥ 1 and
dyadic dilation appear in [53].
For the general case when the MRA is defined on L2(Rn), n ≥ 1, and for
dilations given by a transformation A as described above, a generalization of
Cohen’s and Lawton’s conditions was obtained by M. Bownik [7].
Thus, there are two distinct, but equivalent characterizations of low pass
filters H if we assume it to be a trigonometric polynomial.
Characterizations of low pass filters for an MRA on L2(R) are already
known. M. Papadakis, H. Sikic´ and G. Weiss [62] have formulated one of them.
Another characterization is given by V. Dobric´, R. F. Gundy and P. Hitczenko
[27] in probabilistic terms. Afterwards, R. F. Gundy [37] addressed on a slightly
more general question: Describe low pass filters for a (possibly nonorthogonal)
Riesz basis.
The problem of when a function H ∈ L∞(Tn) is a low pass filter was posed
in the book by E. Herna´ndez and G. Weiss [46].
Our study is based on the characterization of scaling functions obtained
in Theorem 3 and on Lawton’s strategy. Note that the conditions presented
here are new even in the classical case, i.e., for an MRA on L2(R) and dyadic
dilations.
Given H ∈ L∞(Tn) the continuous linear operator P : L1(Tn) → L1(Tn)
given by
Pf(t) =
dA−1∑
i=0
| H(A∗−1(t+ p∗i )) |2 f(A∗−1(t+ p∗i )) (6)
is well defined. This operator was first introduced by M. Bownik [7] as a general-
ization of the analogous operator introduced for dyadic dilations by W. Lawton.
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M. Bownik has proved the following.
A generalization of Lawton’s theorem. Let H be a trigonometric polyno-
mial with H(0) = 1 such that
∑dA−1
i=0 | H(t + A∗−1p∗i ) |2= 1, ∀t ∈ Rn. Let θ
be a function such that θ̂(t) =
∏∞
j=1H(A
∗−jt). Then the following conditions
are equivalent:
1) The function θ is a scaling function of an A-MRA;
2) There is no non constant trigonometric polynomial invariant under
the operator P .
Moreover, we generalize the conditions appeared in [62] to our general con-
text.
The first step for the study of low pass filters which give rise to a scaling
function of an A-MRA is obvious: one should study the infinite product
∞∏
j=1
| H(A∗−jt) | . (7)
Let us suppose that the infinite product (7) converges almost everywhere on
Rn. We are going to look for a scaling function φ for an A-MRA which satisfies
the condition
| φ̂(t) |=
∞∏
j=1
| H(A∗−jt) | .
Hence, by Theorem 2 on characterization of scaling functions in a multireso-
lution analysis, we should also suppose that | φ̂ | is A∗-locally nonzero at the
origin. In order not to repeat those conditions let us introduce the class of ΠA
which consists of all measurable functions on Rn such that 0 ≤ f(t) ≤ 1 a.e.
on Rn and the origin is a point of A∗-approximate continuity of f when we set
f(0) = 1. The class ΠA will be denoted by Π when the origin is a point of
approximate continuity of f .
The following results hold true.
Theorem 5. Let H ∈ L∞(Tn) be a function such that the infinite product (7)
converges almost everywhere on Rn and is A∗-locally non zero at the origin.
Then the following conditions are equivalent:
A) The function θ, where θ̂(t) :=
∏∞
j=1 |H(A∗−jt)|, is a scaling function
of an A-MRA and |H| is its associated low pass filter.
B) The only function f ∈ L1(Tn)⋂ΠA invariant under the operator P
is the function f ≡ 1.
As a consequence of Theorem 5 we can give a complete characterization of
all low pass filters associated with scaling functions. We need the notion of a
filter multiplier which was introduced in [76] for the one dimensional case.
Definition 7. We will say that a measurable function m is a filter multiplier
if whenever H is a low pass filter associated with a scaling function of an A-
MRA, then mH is a low pass filter associated with a scaling function of an
A-MRA. In the above definition we avoid to introduce in the notation the letter
A, because the class of filter multipliers is the same for all expansive linear maps
A : Rn → Rn such that A(Zn) ⊂ Zn.
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Set
mH(t) =
{
H(t)
|H(t)| if |H(t)| 6= 0
0 if |H(t)| = 0, (8)
and let µ be any measurable function on Rn such that
| µ(t) |= 1 a.e. on Rn and mH(t) = µ(A∗t)µ(t), (9)
where mH is defined by (8).
Theorem 6. Let H ∈ L∞(Tn) be a measurable function such that the infinite
product (7) converges almost everywhere on Rn and is A∗-locally non zero at
the origin. Then the following conditions are equivalent:
(A) ∀µ verifying (9), (µθ̂)∨ is a scaling function of an A-MRA, where
θ̂(t) :=
∏∞
j=1 |H(A∗−jt)|, and H is its associated low pass filter.
(B) The only function f ∈ L1(Tn)⋂ΠA invariant under the operator P
is the function f ≡ 1.
When n = 1 and for dyadic dilations, we will denote the operator P by
P1f(t) =| H( t2) |
2 f(
t
2
)+ | H( t+ 1
2
) |2 f( t+ 1
2
). (10)
In this case Theorem 6 implies the following Corollary
Corollary 7. Let H ∈ L∞(T) be a measurable function such that the infinite
product
∏∞
j=1 |H(2−jt)| converges almost everywhere on R and is locally non
zero at the origin. Then the following conditions are equivalent:
(a) ∀µ verifying (9), (µθ̂)∨ is a scaling function of an MRA, where
θ̂(t) :=
∏∞
j=1 |H(2−jt)| and H is its associated low pass filter.
(b) The only function f ∈ L1(T)⋂Π invariant under the operator P1 is
the function f ≡ 1.
Chapter 3: Minimally supported frequency wavelets,
scaling functions and low pass filters
We study scaling functions of an A-MRA such that the modulus of their
Fourier transform is a characteristic function and the dilation is given by an
expansive linear map A : Rn −→ Rn such that AZn ⊂ Zn.
We will say that a wavelet is a minimally supported frequency wavelet
(MSF wavelet) if the modulus of its Fourier transform is a characteristic func-
tion (cf. [38], [29], [44], [43], [23], [22], [2], [35], [9]). Given a multiwavelet
{ψ(d) ∈ L2(Rn) : d = 1, ..., s} associated with the fixed dilation A such that
| ψ̂(d) |= χKd where Kd ⊂ Rn, d = 1, ..., s, are measurable sets, it is well known
that | Kd |n= 1 for d = 1, ..., s, and consequently the measure of the support of
ψ̂(d) is minimal for all d = 1, ..., s. Hence, this multiwavelet is called a minimally
supported frequency (A-MSF) multiwavelet. In the same sense, we will say that
φ is A-MSF scaling function when φ is a scaling function of an A-MRA such
that |φ̂| = χS , where S ⊂ Rn is a measurable set. The set S is called a scal-
ing function set. The wavelets (or multiwavelets) derived from multiresolution
analysis with dilation A are called A-MRA wavelets (or multiwavelets).
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Perhaps, from an applied point of view, minimally supported frequency A-
MRA wavelets may not be very useful as they lack the regularity and localization
properties, but, on the other hand, they are useful to understand a bit better
the structure of the wavelets. A classical example in L2(R) is the Shannon
wavelet, i.e. ψ ∈ L2(R) such that
ψ̂(t) = epiitχI(t) where I = [−1,−12) ∪ (
1
2
, 1].
We study also the scaling function sets S.
Papadakis, Sikic´ and Weiss [62] gave a characterization of such sets when
n = 1 and for dyadic dilations.
In this direction, Gu and Han [35], proved
Theorem (Gu and Han). Let A be a real n×n expansive matrix A(Zn) ⊂ Zn
and dA = 2. Then there is an A-MRA wavelet set E ⊂ Rn. That is, there is a
measurable set E such that ( 1|E|nχE)
∨ is an A-MRA wavelet.
They build a set E and from there, get a measurable set S ⊂ Rn where the
function φ = (χS)∨ s is a scaling function of an A-MRA.
Without the added hypothesis dA = 2, the proof of the following proposi-
tion is in fact contained in the proof of Theorem 4.2 of the article by Bownik,
Rzeszotnik and Speegle [9].
Proposition (Bownik, Rzeszotnik and Speegle). There exists a scaling
function φ of an A−MRA such that φ̂ = χE where E ⊂ Rn is a measurable set.
Moreover they give, in particular, a characterization of scaling function sets.
[9, Theorem 3.3].
As an easy consequence of Theorem 3 we give another characterization for
the scaling function sets.
Corollary 8. Let A ∈ LE such that AZn ⊂ Zn and let E ⊂ Rn be a measurable
set. The following conditions are equivalent:
(A∗) The function φ ∈ L2(Rn) such that | φ̂ |= χE is a scaling function
of an A-MRA.
(B∗) (a) | E |n= 1 and ETn = [0, 1]n a.e.
(b) E ∈ DA∗ .
(c) A∗−1E ⊂ E a.e.
(C∗) (b∗) The function | φ̂ |= χE is A∗-locally nonzero at the origin, and
conditions (a) and (c) hold.
We prove the following proposition in a constructive way.
Proposition 9. Let A ∈ LE such that AZn ⊂ Zn, there exists a measurable
set E ⊂ Rn such that no neighborhood of the origin is contained in E, and the
function φ ∈ L2(Rn) such that φ̂ = χE is a scaling function of an A-MRA.
We give the following characterization of measurable sets E ⊂ Rn, E+Zn =
E such that the function H where | H |= χE is a low pass filter associated with
a scaling function of an A-MRA.
Theorem 10. Let A ∈ LE such that AZn ⊂ Zn, and let E ⊂ Rn be a measur-
able set such that E = E + Zn and satisfies
1 =
dA−1∑
i=0
χE(t+A∗−1p∗i ) in a.e. t ∈ Rn. (11)
xvii
The following conditions are equivalent:
(A) The function H such that | H |= χE is a low pass filter associated
with a scaling function of an A−MRA.
(B) (α) There exists a measurable set K ⊂ E such that K ∈ DA∗ and
A∗−1K ⊂ K a.e.
(β) | ⋂∞j=1A∗jE |n= 1.
(C) (α′) There exists a measurable set K ⊂ E such that A∗−1K ⊂ K
a.e. and the function χK is A∗-locally nonzero at the origin, and
condition (β) holds.
In particular our result permits us to get rid of the assumption that H is
continuous at the origin in the following theorem.
Theorem (Herna´ndez, Wang andWeiss). Let H be a 1-periodic measurable
function defined on R such that H is continuous at 0 and | H(0) |= 1. Then H
is a low pass filter for an 2-MSF wavelet if and only if | H |= χE, where E ⊂ R
is a measurable set that satisfies
χE(ξ) + χE(ξ +
1
2
) = 1 a.e. ξ ∈ R and |
∞⋂
j=1
2jE |1= 1.
Finally, we give examples of A-MSF (multi)-wavelets ψ(d), d = 1, ..., s, where
the novelty is that the origin is not a point of continuity for some of the functions
| ψ̂(d) |, d ∈ {1, ..., s}.
Chapter 4: Equivalence of A-approximate conti-
nuity
If we compare the condition (C1) in Theorem 1 with the condition (C) in
Theorem 3, it is not difficult to observe that if we consider the polar decomposi-
tion of a map A and have that all eigenvalues of the positive operator
√
A∗A are
equal, then it is easy to show that for those maps the conditions (C1) and (C)
are equivalent. Moreover, if we observe the definitions of point of approximate
continuity and point of A-approximate continuity of a measurable function, it
is easy to see that we can find an expansive linear map A : Rn −→ Rn for
which given a point in Rn there exists a measurable function f : Rn −→ C
such that this point is a point of approximate continuity of f but it is not a
point of A-approximate continuity of f and viceversa. The following problems
are posed in [16].
Problem 1: Characterize those expansive linear maps A for which the
concept of approximate continuity coincides with the concept of A-approximate
continuity.
The following problem is a little bit more general.
Problem 2: Characterize those expansive linear maps A1 and A2 for which
the concept of A1-approximate continuity coincides with the concept of A2-
approximate continuity.
Remark. From the definition of point of approximate continuity of a measurable
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function on Rn, it is easy to see that given x0 ∈ Rn and given a measurable set
E ⊂ Rn, then the point x0 is a point of approximate continuity for the function
f(x) = χE∪{x0}(x) =
{
1 if x ∈ E⋃{x0}
0 if x /∈ E
if and only if E ∈ D(x0).
An analogous remark is true for points of A-approximate continuity.
Moreover, clearly, E ∈ D (resp. E ∈ DA) if and only if E + x0 ∈ D(x0)
(resp. E + x0 ∈ DA(x0)).
Thus, we can simplify our problems in the following way.
Problem 1: Characterize those expansive linear maps A : Rn −→ Rn for
which D = DA.
Problem 2: Describe under what conditions on two expansive linear maps
A1, A2 : Rn −→ Rn, we have that DA1 = DA2 .
We study the two problems above. Firstly, we give a complete solution to
Problem 1. After that, we give an answer to Problem 2 in the particular case
when the maps are defined on R2. Finally, we will give a solution to Problem 2
when the maps are defined on Rn and are expansive self-adjoint linear maps.
The following two theorems were obtained jointly with Professor Peter Os-
wald.
Theorem 11. Let A ∈ LE. Then D = DA if and only if A is a isotropic linear
map, i.e., A is diagonalizable linear map and all its (complex) eigenvalues have
the same absolute value.
Theorem 12. Let A1, A2 : R2 −→ R2 be two expansive linear maps. Then if
DA1 = DA2 one of the three following assertions holds.
(1) A1 and A2 are isotropic linear maps.
(2) There exists two invertible real 2 × 2 matrices, C and D, dC > 0,
dD > 0, such that A1 = C−1A′1C and A2 = D
−1A′2D, where the
matrices corresponding to the linear maps A′1 and A
′
2 are respectively,
A′1 =
(
λ1 0
0 λ2
)
, λ1, λ2 ∈ R, 1 <| λ1 |<| λ2 |,
A′2 =
(
ν1 0
0 ν2
)
, ν1, ν2 ∈ R, 1 <| ν1 |<| ν2 |,
with
log | λ2 |
log | λ1 | =
log | ν2 |
log | ν1 |
and CD−1 =
(
a b
0 d
)
such that a, b, d ∈ R.
(3) There exists two invertible 2×2 real matrices C and D, dC > 0, dD >
0 such that A1 = C−1Aλ,1C and A2 = D−1Aν,1D, where the matrices
corresponding to the linear maps Aλ,1 and Aν,1 are respectively
Aλ,1 =
(
λ 1
0 λ
)
, λ ∈ R | λ |> 1,
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Aν,1 =
(
ν 1
0 ν
)
, ν ∈ R | ν |> 1,
where CD−1 =
(
a b
0 d
)
, with a, b, d ∈ R,
and
a
d
=
ν log | ν |
λ log | λ | .
The following result is a joint work with Professor Szila´rd GY. Re´ve´sz [65].
Theorem 13. Let A1, A2 ∈ LEP.
DA1 = DA2 ⇐⇒ ∃s > 0 such that As1 = A2.
For a slightly more general result, let A1, A2 : Rn −→ Rn be self-adjoint ex-
pansive linear maps, without assuming that they are positive. We now consider
the diagonal matrices
Jµ =

λ
(µ)
1 0 0 ... 0
0 λ(µ)2 0 ... 0
.. .. .. ... ..
0 0 0 ... λ(µ)n
 , λ(µ)i ∈ R. (12)
where Aµ = CµJµC−1µ , µ = 1, 2, with some invertible linear mappings C1, C2 :
Rn −→ Rn. Let us denote
J ′µ =

| λ(µ)1 | 0 0 ... 0
0 | λ(µ)2 | 0 ... 0
.. .. .. ... ..
0 0 0 ... | λ(µ)n |
 . (13)
Then as a consequence of the above Theorem 13 we can assert the following.
Corollary 14. Let A1, A2 : Rn −→ Rn be self-adjoint expansive linear maps.
Let C1, C2 : Rn −→ Rn be such that Aµ = CµJµC−1µ , µ = 1, 2, where Jµ are
the respective diagonal maps as in (12). Then
DA1 = DA2 ⇐⇒ ∃s > 0 such that (A′1)s = A′2,
where A′µ = CµJ
′
µC
−1
µ , µ = 1, 2, with J
′
µ as in (13).
Chapter 5: Characterization of scaling functions
The purpose of Chapter 5 is the characterization of the functions φ ∈ L2(Rn)
which generate frame multiresolution analysis (FMRA) (cf. [13, p. 285]). This
question for MRA and, later, for FMRA has been treated by several authors
[6], [14], [46], [75], [13] and others). We obtain the characterization of scaling
functions of a multiresolution analysis as a particular case. The fact that in the
closed linear span of translates of a single function there exists a tight frame
permits us to obtain the characterization of scaling functions for more general
cases from our main result in Chapter 5.
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Since the pioneer works on wavelets the conditions (i), (ii), (iii) y (iv) in a
multiresoltuion analysis have been modified in order to attend different purposes
required by applications. One of the most “suffered” conditions is condition (iv)
which a priori looks independent from the previous three conditions. First, the
requirement that {φ(x−k)}k∈Zn is an orthonormal basis for V0 was weakened,
requiring that the shifts of the scaling functions constitute a Riesz basis for V0.
Afterwards, the notion of a frame multiresolution analysis (FMRA) in L2(R)
was formulated by J. Benedetto and S. Li [3]. An FMRA is a natural extension
of the MRA and is obtained by replacing the condition (iv) with the following
one:
(iv)∗ There exists a function φ ∈ V0, that is called scaling function, such
that {φ(x− k)}k∈Zn is a frame for V0.
The theory of frames was introduced by Duffin and Schaeffer [28].
Recently ([67], [25]), MRA generated by a scaling function φ, where the
condition (iv) is replaced by the requirement that V0 is the closed linear span
of {φ(x− k)}k∈Zn , have been studied. Moreover, the notion of MRA has been
extended to more general spaces as Lp(Rn), 1 ≤ p <∞, [30], or Sobolev sapces
[57].
We prove our main result in Chapter 5 for the more general context of
an FMRA in L2(Rn), however we only consider the dyadic case. We can get
conditions in a general case where the dilations are given by a fixed expansive
lineal map on Rn combining the approaches of Chapter 1 and Chapter 5, that
we will show below.
In order to shorten the notation, we will consider 00 = 0 or 0
1
0 = 0 in some
expressions where such indeterminacy appears. Given φ ∈ L2(Rn), we denote
Φφ(t) =
∑
k∈Zn
|φ̂(t+ k)|2 (14)
and denote
Nφ = {t ∈ Tn : Φφ(t) = 0}. (15)
Let L be a subset of a complex, separable Hilbert space H. The vector space
generated by all finite linear combinations of elements in L is spanL, the closure
of spanL is spanL.
Definition 8. A sequence {hn}∞n=1 of elements in a Hilbert space H is a frame
sequence if it is a frame for span{hn}∞n=1.
Definition 9. A function φ ∈ L2(Rn) generates an FMRA if {τkφ}k∈Zn is a
frame sequence and the subspaces
Vj = span{Dj2τkφ}k∈Zn , j ∈ Z (16)
of the Hilbert space L2(Rn) satisfy the conditions (i) and (iii).
We prove the following result.
Theorem 15. Let φ ∈ L2(Rn). Then the following conditions are equivalent:
(A1) φ generates an FMRA;
(B) (α) The function φ̂ is locally nonzero at the origin;
(β) There exist positive constants A and B such that
A ≤ Φφ(t) ≤ B a.e. on Tn \ Nφ; (17)
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(γ) There exists H ∈ L∞(Tn), a 1-periodic function with respect to
each variable, called low pass filter, such that
φ̂(t) = H(
t
2
)φ̂(
t
2
) a.e. on t ∈ Rn. (18)
(C) (α∗) The origin is a point of approximate continuity of | φ̂ |2 /Φφ,
provided that we take (| φ̂(0) |2 /Φφ(0)) = 1 ; and the conditions (β)
and (γ) hold.
The corresponding result for MRA is just a direct corollary of the main result
but we would like to formulate it for the sake of completeness.
Definition 10. We will say that a function φ ∈ L2(Rn) generates an MRA
if {τkφ}k∈Zn is a Riesz sequence and the subspaces (16) of the Hilbert space
L2(Rn) satisfy the conditions (i) and (iii).
We prove the following result.
Theorem 16. Let φ ∈ L2(Rn). Then the following conditions are equivalent:
(A1) φ generates an MRA;
(B1) The conditions (α), (γ) of Theorem 15 hold and
(β1) There exist positive constants A, B such that
A ≤ Φ(t) ≤ B a.e. in Tn. (19)
(C1) The conditions (α∗), (γ) of Theorem 15 and (β1) hold.
If φ ∈ V0 is such that {φ(x − k)}k∈Zn is an orthonormal basis for V0 we
obtain Theorem 3.
A characterization of the scaling functions φ for MRA, when the condition
(iv) is replaced by the following one:
(iv)∗∗ V0 = span{φ(x− k)}k∈Zn ,
is the following
Theorem 17. Let φ ∈ L2(Rn). Then the following conditions are equivalent:
(A3) The conditions (i),(ii), (iii) and (iv)∗∗ hold;
(B3) The function φ̂ is locally nonzero at the origin, and there exists G0 ∈
L∞(Tn), a Zn-periodic function, such that
φ̂(t) (Φ(t))−1/2 = G0(t/2)φ̂(t/2) (Φ(t/2))
−1/2 a.e. in Rn; (20)
(C3) The origin is a point of approximate continuity of the function |φ̂|2/Φφ
if we set |φ̂(0)|2 · (Φφ(0))−1 = 1, and there exists G0 ∈ L∞(Tn), a Zn-
periodic function, such that (20) holds.
Following papers related with this thesis were
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INTRODUCCIO´N
Si se pregunta a un geo´logo sobre una forma de detectar petro´leo, empezara´
hablando de estratos y capas terrestres a diferentes niveles de profundidad.
Entonces, continuara´ comentando que existen varios me´todos para determinar la
densidad de estas. Uno de los ma´s utilizados es el me´todo sismogra´fico o s´ısmico
que consiste en lo siguiente: En una zona en la previamente suponemos que
puede haber presencia de hidrocarburos se perfora un pozo a una profundidad
determinada. En e´l se hace estallar una pequen˜a carga que provoca una agitacio´n
en las capas terrestres. La explosio´n provoca unas ondas sonoras que se propagan
en el interior de la tierra. Cuando esas ondas viajan sobre capas de diferente
densidad su comportamiento var´ıa. Algunas de ellas se reflejan y vuelven a la
superficie y otras se refractan cambiando su velocidad de propagacio´n. La llegada
de las ondas a la superficie es recogida por los sismo´grafos que transladan la
informacio´n a una estacio´n sismogra´fica. Esencialmente los simo´grafos miden el
tiempo que transcurre desde que fue emitida la onda tras la explosio´n hasta
su llegada a la superficie. Con esta informacio´n podemos saber, por ejemplo, la
profundidad, composicio´n e inclinacio´n de las capas profundas.
La herramienta principal que se usaba para estudiar los ecos recibidos desde
1960 era el ana´lisis de Fourier con ventanas. Los resultados que se obten´ıan con
este me´todo no satisfac´ıan al geof´ısico france´s Jean Morlet, quien en 1975, pro-
puso considerar sistemas en los que la anchura de la ventana fuera variable man-
teniendo constante el nu´mero de oscilaciones en cada ventana. De manera ma´s
precisa, propuso comenzar con una “onda pequen˜a” u “ond´ıcula”, ψ ∈L2(R), y
considerar el sistema de traslaciones y dilataciones
{ψj,k = 2
j
2ψ(2jx− k) : j, k ∈ Z} (21)
de manera que la “onda pequen˜a”, ψ, se repite a todos los niveles 2j con una
amplitud adecuada al nivel.
Llamamos ond´ıcula ortonormal en R a una funcio´n ψ ∈ L2(R) tal que el
sitema (21) es una base ortonormal de L2(R).
J. Morlet empezo´ a trabajar con Alex Grossmann en 1981 con el fin de dar
sentido a los experimentos sobre la bu´squeda de petro´leo. Los esfuerzos de estos
dos ingenieros llegaron a o´ıdos del matema´tico france´s Yves Meyer, quien penso´
que ser´ıa imposible usar una ond´ıcula suave y bien localizada para analizar
las sen˜ales con el sistema (21). Al querer probar que so´lamente en algunas
ocasiones poco interesantes el sistema (21) pod´ıa ser una base ortonormal de
L2(R), llevaron a P. G. Lemarie´ y a Y. Meyer, en 1985, a todo lo contrario, es
decir, a construir las “ond´ıculas” que Y. Meyer pensaba que no exist´ıan.
Obse´rvese que de acuerdo con lo anterior, las ond´ıculas son relativamente
recientes, de principios de los an˜os 80. Desde entonces la teor´ıa de ond´ıculas
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2ha crecido considerablemente. De hecho, si se escribe la palabra “wavelet” en
un buscador de internet, como por ejemplo en “Google”, aparecera´n mas de
2.500.000 enlaces, y si se escribe es “Mathscinet” aparecera´n ma´s de 4.000
art´ıculos que incluyen la palabra “wavelet” en su t´ıtulo, y ma´s de 6.500 art´ıculos
relacionados.
Existen varias razones para su presente e´xito. Por un lado, el concepto de
ond´ıcula puede ser visto como una s´ıntesis de ideas generadas durante los u´ltimos
cuarenta an˜os en muy diversas disciplinas. Por ejemplo, ideas procedentes de la
ingenier´ıa aplicadas a la compresio´n de ima´genes. Ideas procedentes de la f´ısica
para el estudio de los estados coherentes los cuales son fundamentales en la
meca´nica cua´ntica, e ideas procedentes de las matema´ticas puras en el estudio
de los operadores de Caldero´n-Zygmund.
Por otro lado, las ond´ıculas son una herramienta matema´tica relativamente
simple y con una gran variedad de posibles aplicaciones, de hecho, han en-
cabezado interesant´ısimas aplicaciones en el ana´lisis de sen˜ales y en el ana´lisis
nume´rico.
Uno de los problemas que presentan las ond´ıculas de Lemarie´ y Meyer es
que tienen una expresio´n complicada y no se adaptan bien a los ca´lculos con
ordenador. La posibilidad de usar las ond´ıculas en la tecnolog´ıa moderna partio´
de una idea de Ste´phane Mallat. Se cuenta que durante tres d´ıas, en el oton˜o de
1986, S. Mallat e Y. Meyer sentaron las bases de un modelo llamado Ana´lisis
Multirresolucio´n.
Un ana´lisis multirresolucio´n (MRA) es un me´todo general introducido por
Mallat [59] y Meyer [60] para la construccio´n de ond´ıculas. En Rn, (n ≥ 1) por
MRA entenderemos una sucesio´n de subespacios cerrados Vj , j ∈ Z, del espacio
de Hilbert L2(Rn) que satisfacen las siguientes condiciones
(i) ∀j ∈ Z, Vj ⊂ Vj+1;
(ii) ∀j ∈ Z, f(x) ∈ Vj ⇔ f(2x) ∈ Vj+1;
(iii) W = ∪j∈ZVj = L2(Rn) y ∩j∈ZVj = {0};
(iv) Existe una funcio´n φ ∈ V0 tal que { φ(x−k) : k ∈ Zn } es una base
ortonormal para V0. A esta funcio´n φ se la llama funcio´n de escala.
Ma´s informacio´n sobre el origen y aplicaciones de las ond´ıculas puede verse
en [24], [50], [46], [75], [41].
Consideraremos un MRA en un contexto ma´s general sobre L2(Rn), n ≥ 1,
donde en vez de la dilatacio´n dia´dica tendremos una dilatacio´n dada por una
aplicacio´n lineal y expansiva fija A : Rn → Rn tal que AZn ⊂ Zn. Dada una
aplicacio´n lineal A que cumple las propiedades anteriores, definimos un A-MRA
como una sucesio´n de subespacios cerrados Vj , j ∈ Z, del espacio de Hilbert
L2(Rn) (ver [58], [34],[71] [75]) que satisface las condiciones (i), (iii), (iv) y
(iiA) ∀j ∈ Z, f(x) ∈ Vj ⇔ f(Ax) ∈ Vj+1.
Esta tesis consta de una introduccio´n, cinco cap´ıtulos y dos ape´ndices. En
el Cap´ıtulo 1 damos una caracterizacio´n completa de las funciones de escala
de un A-MRA. En el Cap´ıtulo 2 obtenemos condiciones necesarias y suficientes
para los filtros de paso bajo asociados con funciones de escala de un A-MRA.
En el Cap´ıtulo 3 estudiamos las funciones de escala de un A-MRA que tienen
frecuencia con soporte minimal. En el Cap´ıtulo 4 hacemos una comparacio´n de
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Cap´ıtulo 5 se relajara´n las condiciones de MRA y trataremos los Frame-MRA y
los subespacios invariantes por translaciones por enteros. Finalmente, incluimos
dos ape´ndices. En el Ape´ndice A podemos encontrar conceptos y propiedades
ba´sicas que utilizaremos a lo largo del texto. Los resultados presentados en
el Ape´ndice B son nuevos. Los escribimos aparte, porque esta´n estrechamente
relacionados con el Ana´lisis Cla´sico. Estudiamos nuevas definiciones que intro-
ducimos en este texto para dar una caracterizacio´n de las funciones de escala
de un A-MRA.
Empezaremos escribiendo la notacio´n, definiciones y conceptos ba´sicos que
utilizaremos a lo largo del texto.
Denotaremos por N los nu´meros naturales sin el cero y N0 = N ∪ {0}.
Adema´s R y C sera´n los nu´meros reales y los complejos respectivamente. Por
supuesto, un punto x ∈ Rn, n ≥ 1, sera´ x = (x1, ..., xn) tal que xi ∈ R,
∀i ∈ {1, ..., n}.
Si tenemos a ∈ R, [a] sera´ la parte entera de a.
Dado un punto x ∈ Rn y dado r > 0, escribiremos la bola abierta de
centro x y de radio r como Br(x) = {y ∈ Rn : ‖ x − y ‖< r} donde
‖ x−y ‖= (∑ni=1 | xi− yi |2) 12 . Si el centro de la bola es el origen, escribiremos
Br. Adema´s, Qr(x) = {y ∈ Rn : | xi− yi |< r,∀i = 1, ..., n}, y si el centro del
cubo es el origen, escribiremos Qr.
Denotaremos Tn = Rn/Zn y alguna vez, con algu´n abuso de notacio´n, con-
sideraremos Tn = [0, 1)n.
Trabajaremos con espacios vectoriales W reales o complejos. Dado W1 un
subespacio vectorial de W y dada A : W −→ W una aplicacio´n lineal, de-
notaremos por A|W1 la restriccio´n de la aplicacio´n A sobre los elementos de
W1. Si adema´s, W es un espacio con producto interior, denotaremos por W⊥1
al complemento ortogonal de W1 en W . Sean W1 y W2 dos subespacios de W
tales que W1 ∩W2 = {0}, escribiremos W = W1 ⊕W2 para indicar que W es
suma directa de W1 y W2. Si AµWµ :−→ Wµ, µ = 1, 2 son dos aplicaciones
lineales, denotaremos por A1 ⊗A2 la aplicacio´n lineal definida en W1 ⊕W2 tal
que (A1 ⊗A2)(w1 +w2) = A1w1 +A2w2, donde wµ ∈Wµ, µ = 1, 2.
Si V y W son espacios vectoriales de dimensio´n finita, al espacio vectorial
de todas las aplicaciones lineales A : V −→ W lo denotaremos por L(V,W ),
si tenemos que V = W , entonces la notacio´n sera´ L(V ) y si V = W = Rn,
escribiremos simplemente L. Adema´s, denotaremos por LE al conjunto de to-
das las aplicaciones lineales expansivas A : Rn −→ Rn y escribiremos LEP si
adema´s A es definida positiva.
Dada A ∈ L, utilizaremos la misma notacio´n para la aplicacio´n lineal y
para su matriz asociada con respecto de la base cano´nica. Denotaremos por
dA =| detA |, el mo´dulo del determinante de A. Si dA > 0, A∗ sera´ la aplicacio´n
adjunta de A. La aplicacio´n Â : Tn −→ Tn sera´ la aplicacio´n inducida de la
aplicacio´n A, es decir, dado x ∈ Tn, Âx = Ax + k para algu´n k ∈ Zn tal que
Ax+ k ∈ Tn.
Se puede observar fa´cilmente que dada A ∈ LE tal que AZn ⊂ Zn, entonces
su aplicacio´n adjunta tendra´ esas misma propiedades. As´ı, si consideramos los
siguientes grupos cocientes Zn/AZn y Zn/A∗Zn, tenemos que
card (Zn/AZn) = card (Zn/A∗Zn) = dA ≥ 2 (ver [34], [75, pa´g. 109]).
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lencia del grupo cociente Zn/AZn y de Zn/A∗Zn respectivamente, y sera´n ∆A y
∆A∗ colecciones completas de representantes de esas diferentes clases de equiva-
lencia. Para ser precisos, E0 = A(Zn) y E∗0 = A∗(Zn), donde podemos tomar
por comodidad p0 = p∗0 = 0, y adema´s, ∆A = {pi}dA−1i=0 y ∆A∗ = {p∗i }dA−1i=0 .
Dado E ⊂ Rn, denotaremos AE = {Ax : x ∈ E}. Adema´s, dado y ∈ Rn,
E + y = {x+ y : x ∈ E}. El complementario de E en Rn sera´ Ec = Rn \E y
escribiremos ETn = {x ∈ [0, 1)n : ∃kx ∈ Zn tal que x+ kx ∈ E}.
A lo largo de este texto, dado un conjunto E ⊂ Rn, n ≥ 1, denotaremos por
| E |n la medida de Lebesgue de dicho conjunto, es ma´s, nos referiremos como
conjuntos medibles a todos aquellos conjuntos que son medibles con respecto
a la medida de Lebesgue. De esta manera, el volumen de E cambia bajo A de
acuerdo con | AE |n= dA | E |n.
Sea una funcio´n medible f : Rn −→ C, diremos que f es Zn-perio´dica si
∀k ∈ Zn, ∀x ∈ Rn se verifica que f(x + k) = f(x), y si escribimos f ∈ L2(Tn)
entenderemos, adema´s, que f esta´ definida en todo el espacio Rn como una
funcio´n Zn-perio´dica. Escribiremos el soporte de f como sop f . La traslacio´n
de una funcio´n f ∈ L2(Rn) por a ∈ Rn la denotaremos por τaf(x) = f(x− a)
y por DA al operador dilatacio´n DAf(x) = d
1
2
Af(Ax) en L
2(Rn).
Denotaremos el producto interior en un espacio vectorial por 〈·, ·〉, y es-
cribiremos ‖ · ‖ para indicar la norma. (Ver Ape´ndice A para ma´s detalles sobre
la notacio´n).
Recogemos y hacemos una descripcio´n de los resultados ma´s importantes
que hemos obtenido.
Cap´ıtulo 1: Caracterizacio´n de las funciones de
escala de un ana´lisis multirresolucio´n
En este cap´ıtulo estudiaremos el concepto de Ana´lisis Multirresolucio´n,
{Vj : j ∈ Z}, en L2(Rn), n ≥ 1, donde la dilatacio´n viene dada por una
aplicacio´n lineal expansiva fija A : Rn → Rn tal que A(Zn) ⊂ Zn. Veremos
que no todas las condiciones que usualmente se piden para un A-MRA son
independientes. Nuestra atencio´n se centrara´ en el estudio de las funciones de
escala y daremos una caracterizacio´n completa de ellas.
En el caso general, es fa´cil ver que las condiciones obtenidas dependen de la
aplicacio´n A.
Los resultados de este cap´ıtulo han sido publicados en [16].
El problema de dar una caracterizacio´n completa de las funciones de escala
de un MRA fue propuesto por R. Strichartz en [71], y estudiado por varios
autores.
Las condiciones se presentan sobre la transformada de Fourier de φ. En este
texto, adoptamos el convenio de que la transformada de Fourier de la funcio´n
f ∈ L1(Rn) ∩ L2(Rn) esta´ definida por
f̂(y) =
∫
Rn
f(x)e−2pii〈x,y〉dx, (ver Ape´ndice A).
Probablemente, el siguiente resultado, probado para n = 1, se deber´ıa atribuir
a I. Daubechies (ver [24] y adema´s [46]).
5Teorema (Daubechies). Sea Vj, j ∈ Z una sucesio´n de subespacios cerrados
de L2(R) que satisfacen (i), (ii) y (iv) donde φ satisface que | φ̂ | es continua
en el origen. Entonces las siguientes dos condiciones son equivalentes:
a) φ̂(0) 6= 0;
b) ∪j∈ZVj = L2(R).
C. de Boor, R. DeVore, A. Ron [6] probaron lo siguiente.
Teorema (de Boor, DeVore y Ron). Sea Vj, j ∈ Z una sucesio´n de subes-
pacios cerrados de L2(R) que satisfacen (i), (ii) y (iv).
Entonces son equivalentes:
a) ∪j∈Z (2j sop φ̂) = R en c.t.p.;
b) ∪j∈ZVj = L2(R).
Despue´s, E. Herna´ndez y G. Weiss ([46, pa´g. 382], [45], [42] ) probaron la
siguiente caracterizacio´n.
Teorema (Herna´ndez y Weiss). Sea Vj, j ∈ Z una sucesio´n de subespa-
cios cerrados de L2(R) que satisfacen (i), (ii) y (iv) para n = 1. Entonces las
siguientes dos condiciones son equivalentes:
a) l´ım
j→∞
|φ̂(2−jy)| = 1 para c.t. y ∈ R;
b) ∪j∈ZVj = L2(R).
El teorema anterior esta´ formulado de diferente manera a la que nos lo
encontramos en [46, Teorema 5.2, pa´g. 382] , para indicar la parte esencial del
resultado en el que estamos interesados.
Otras condiciones necesarias y suficientes han sido dadas por R.A. Lorentz,
W.R. Madych y A. Sahakian [56].
Teorema (Lorentz, Madych y Sahakian). Sea Vj, j ∈ Z una sucesio´n de
subespacios cerrados de L2(R) que satisfacen (i), (ii) y (iv) para n = 1. Entonces
las siguientes condiciones son equivalentes:
a) l´ım
j→∞
|φ̂(2−jy)| existe y es positivo para c.t. y ∈ R;
b) ∪j∈ZVj = L2(R);
c) El conjunto {y ∈ R : | φ̂(y) |> 0} es dia´dicamente absorbente,
es decir, para casi todo y ∈ R, existe un entero positivo j0,
que puede depender de y, tal que si j ≥ j0 entonces | φ̂(2−jy) |> 0.
Todas las caracterizaciones anteriores presentan condiciones “globales”, as´ı,
nuestro objetivo es encontrar condiciones “locales” y alcanzar un entendimiento
algo ma´s profundo de la relacio´n entre el comportamiento de la funcio´n φ̂ en un
entorno del origen y la condicio´n (iii). En particular, nuestro resultado permite
deshacernos de la hipo´tesis de que |φ̂| es continua en el origen que aparece en el
Teorema de Daubechies.
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Definicio´n 1. Se dice que x0 ∈ Rn es un punto de densidad de un conjunto
medible E ⊂ Rn, | E |n> 0, si
l´ım
r−→0
| E⋂(Br + x0) |n
| Br + x0 |n = 1. (22)
Denotamos
D(x0) = {E ⊂ Rn conjunto medible : x0 es un punto de densidad de E},
y adema´s escribiremos simplemente D si x0 es el origen.
Definicio´n 2. Sea f : Rn −→ C una funcio´n medible. Se dice que x0 ∈ Rn
es un punto de continuidad aproximativa de la funcio´n f si existe un conjunto
medible E ⊂ Rn, | E |n> 0, tal que x0 es un punto de densidad del conjunto E
y adema´s,
l´ım
x−→x0
x∈E
f(x) = f(x0). (23)
El concepto de continuidad aproximativa fue introducido por A. Denjoy [26].
(para ma´s informacio´n ver [61], [10]). El siguiente resultado de Denjoy nos da
una relacio´n entre funciones medibles y puntos de continuidad aproximativa de
esas funciones (ve´anse [26], [61], [10]).
Teorema (Denjoy). Dada f una funcio´n medible definida en el intervalo ce
rrado [a, b] y finita en casi todos los puntos, entonces casi todos los puntos de
[a, b] son puntos de continuidad aproximativa de la funcio´n f .
Definicio´n 3. Una funcio´n medible f : Rn → C se dice que es localmente
distinta de cero en el punto x0 ∈ Rn si para cualquier ε > 0, existe r, 0 < r < 1,
tal que
|{x ∈ Br(x0) : f(x) = 0}|n < ε|Br(x0)|n.
Ahora, dada A ∈ LE definimos unos conceptos algo ma´s generales.
Definicio´n 4. Sea A ∈ LE. Se dice que x0 ∈ Rn es un punto de A-densidad de
un conjunto medible E ⊂ Rn, | E |n> 0, si para cualquier r > 0,
l´ım
j−→∞
| E⋂(A−jBr + x0) |n
| A−jBr + x0 |n = 1.
Dada A ∈ LE y dado un punto x0 ∈ Rn, denotamos
DA(x0) = {E ⊂ Rn conjunto medible : x0 es un punto de A-densidad de E},
y escribiremos DA cuando el punto x0 sea el origen.
Para cualquer j ∈ Z y para cualquier r > 0 tenemos la siguiente igualdad
AjBr = (−A)jBr, por lo tanto:
Observacio´n 1. Dada A ∈ LE , para cualquier punto x0 ∈ Rn, tenemos que
DA(x0) = D−A(x0).
Definicio´n 5. Sea A ∈ LE. Sea f : Rn −→ C una funcio´n medible. Se dice que
x0 ∈ Rn es un punto de A-continuidad aproximativa de la funcio´n f si existe
un conjunto medible E ⊂ Rn, | E |n> 0, tal que x0 es un punto de A-densidad
del conjunto E y adema´s se cumple (23).
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A−localmente distinta de cero en el punto x0 ∈ Rn si para cualquier ε > 0 y
para cualquier r > 0, existe j ∈ N tal que
|{x ∈ A−jBr + x0 : f(x) = 0}|n < ε|A−jBr + x0|n. (24)
El principal resultado del Cap´ıtulo 1 es el siguiente.
Teorema 1. Sea A ∈ LE tal que AZn ⊂ Zn. Sea Vj, j ∈ Z, una sucesio´n de
subespacios cerrados de L2(Rn) que satisfacen las condiciones (i), (iiA) y (iv).
Entonces las siguientes condiciones son equivalentes:
(A1) W = ∪j∈ZVj = L2(Rn);
(B1) φ̂ —la transformada de Fourier de la funcio´n de escala φ— es A∗-
localmente distinta de cero en el origen;
(C1) el origen es un punto de A∗-continuidad aproximativa de la funcio´n
|φ̂| si tomamos |φ̂(0)| = 1;
El siguiente teorema es una consecuencia inmediata del anterior resultado.
Teorema 2. Sea Vj, j ∈ Z, una sucesio´n de subespacios cerrados en L2(Rn)
que satisface las condiciones (i), (ii) y (iv). Entonces las siguientes condiciones
son equivalentes:
(A) W = ∪j∈ZVj = L2(Rn);
(B) φ̂ —la transformada de Fourier de la funcio´n de escala φ— es local-
mente distinta de cero en el origen;
(C) El origen es un punto de continuidad aproximativa de la funcio´n |φ̂|
siempre que tomemos |φ̂(0)| = 1.
Una caracterizacio´n completa de las funciones de escala en un A-MRA viene
escrita en el siguiente teorema. De esta manera conseguimos dar la caracteri-
zacio´n de las funciones de escala de un A-MRA de forma ana´loga a la dada en
[46, Teorema 5.2, pa´g. 382].
Teorema 3. Sea A ∈ LE tal que AZn ⊂ Zn y sea φ ∈ L2(Rn). Las siguientes
condiciones son equivalentes:
(1) φ es la funcio´n de escala de un A-MRA;
(2) (α) La funcio´n φ̂ es A∗-localmente distinta de cero en el origen;
(β) ∑
k∈Zn
|φ̂(t+ k)|2 = 1 en c.t. t ∈ Rn; (25)
(γ) Existe H ∈ L∞(Tn), ‖ H ‖∞≤ 1, llamada filtro de paso bajo, tal
que
φ̂(t) = H(A∗−1t)φ̂(A∗−1t) en c.t. t ∈ Rn; (26)
(3) (α∗) El origen es un punto de A∗-continuidad aproximativa de |φ̂| si
tomamos |φ̂(0)| = 1; y, adema´s tenemos las condiciones (β) y (γ).
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Herna´ndez y Weiss es ma´s fuerte que la condicio´n (C) del Teorema 2 cuando
n = 1. Adema´s, la condicio´n (B) del Teorema 2 cuando n = 1 es ma´s de´bil que
la condicio´n c) del Teorema de Lorentz, Madych y Sahakian.
Obtenemos un resultado ana´logo al Teorema de Denjoy.
Teorema 4. Sea A ∈ LE y sea f : Rn −→ C una funcio´n medible. Entonces
casi todo punto de Rn es un punto de A-continuidad aproximativa de f .
Cap´ıtulo 2: Caracterizacio´n de los filtros de paso
bajo en un ana´lisis multirresolucio´n
Caracterizamos los filtros de paso bajo asociados con funciones de escala
de un A-MRA donde la dilatacio´n A : Rn −→ Rn es una aplicacio´n lineal
expansiva tal que AZn ⊂ Zn.
Recordamos que dada φ ∈ L2(Rn) una funcio´n de escala de un A-MRA,
entonces
φ̂(A∗t) = H(t)φ̂(t), en c.t. t ∈ Rn (27)
donde H es una funcio´n de L∞(Tn) tal que ‖ H ‖∞≤ 1. A esta funcio´n H se la
llama filtro de paso bajo asociado a la funcio´n de escala φ.
Para un MRA en L2(R), se pueden encontrar varias condiciones suficientes
sobre los filtros de paso bajo para los cuales el producto infinito Π∞j=1H(2
−jt)
exista en c.t.p. y sea igual a la transformada de Fourier de una funcio´n de escala
φ.
A. Cohen [18] dio las primeras condiciones necesarias y suficientes para que
un polinomio trigonome´trico H sea un filtro de paso bajo asociado a una funcio´n
de escala de algu´n MRA. Estas condiciones de Cohen involucran la estructura
del conjunto de ceros de H. Continuando con las mismas ideas, Herna´ndez y
Weiss [46], y despue´s M. Papadakis, H. Sikic´ y G. Weiss [62] y R. F. Gundy [36]
presentan unas condiciones necesarias y suficientes donde las hipo´tesis sobre la
funcio´n H se debilitan.
Ma´s o menos al mismo tiempo que aparecieron las condiciones de Cohen,
Lawton [54] dio´ una condicio´n suficiente de muy distinta naturaleza cuando
H(ξ) =
∑N
k=0 ake
−1piikξ. E´l construye una cierta matriz M a partir de la suce-
sio´n {ak}Nk=0 y considera el subespacio generado por los autovectores de M aso-
ciados con el autovalor uno. Si este subespacio tiene dimensio´n uno, entonces
H es un filtro de paso bajo asociado con una funcio´n de escala de algu´n MRA.
Que la condicio´n de Lawton era tambie´n necesaria fue probado en 1990 tanto
por Cohen (ver [20]) como por Lawton [55] de forma independiente.
En el caso general en el que trabajamos, es decir, cuando el espacio es
L2(Rn), n ≥ 1, y dilatacio´n A, una generalizacio´n del Teorema de Cohen y
del Teorema de Lawton aparece escrita por M. Bownik en [7].
Adema´s, en el art´ıculo de Lagarias y Wang [53] aparecen ma´s condiciones
necesarias y suficientes para polinomios trigonome´tricos siguiendo las ideas origi-
nales de Cohen y Lawton.
De la discusio´n anterior se concluye que existen, esencialmente, dos formas
distintas pero equivalentes de dar la solucio´n a la caracterizacio´n de los filtros
de paso bajo cuando son polinomios trigonome´tricos.
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traria H ∈ L2(Tn) para que sea filtro de paso bajo esta´ propuesto en las notas
del final del Cap´ıtulo 7 del libro de Herna´ndez y Weiss [46].
Para un MRA definido en L2(R) y con dilatacio´n dia´dica, aparecen varias
caracterizaciones diferentes en la literatura. Papadakis, Sikic´ y Weiss [62] han
formulado una de ellas. Dobric´, Gundy e Hitczenko [27] dieron otra en te´rminos
probabil´ısticos. Adema´s, Gundy [37] trata una cuestio´n ligeramente ma´s gene-
ral: describir los filtros de paso bajo para una (posiblemente no ortogonal) base
de Riesz.
A priori, si tenemos una caracterizacio´n de las funciones de escala de un
MRA, una forma trivial para obtener una caracterizacio´n de los filtros de paso
bajo H es la siguiente: Se define el producto infinito
∏∞
j=1 | H(2−jt) | que
supongamos que existe y es no trivial, llamamos φ̂(t) =
∏∞
j=1 | H(2−jt) | y
reescribimos todas las condiciones que φ̂ deber´ıa satisfacer de acuerdo con la
caracterizacio´n de las funciones de escala que tengamos.
Por lo tanto, en el actual estado de conocimiento es un riesgo intentar dar
una descripcio´n de todas esas funciones H ∈ L∞(Tn) que son filtros de paso bajo
para algu´n A-MRA. De todas formas, hemos decidido presentar los resultados
de nuestro intento, entendiendo que la principal dificultad es encontrar una
formulacio´n adecuada que nos sirva para ese propo´sito.
Parece que nuestra formulacio´n esta´ cerca de la versio´n final, si es que existe.
Nuestras esperanzas esta´n basadas en el hecho de que las condiciones obtenidas
son suficientemente simples y que su formulacio´n, incluso para el caso general
de A-MRA, no es complicada.
Empezaremos desde la caracterizacio´n de las funciones de escala obtenida
en el Teorema 3 y seguiremos la estrategia de Lawton. Hacemos notar que las
condiciones presentadas aqu´ı son nuevas incluso en el caso cla´sico, es decir, para
un MRA definido en L2(R) y con dilatacio´n dia´dica.
Dada H ∈ L∞(Tn), el siguiente operador lineal y continuo
P : L1(Tn) −→ L1(Tn)
tal que
Pf(t) =
dA−1∑
i=0
| H(A∗−1(t+ p∗i )) |2 f(A∗−1(t+ p∗i ))
esta´ bien definido. El operador anterior fue introducido por M. Bownik como
una generalizacio´n de un operador ana´logo introducido para el caso dia´dico en
dimensio´n uno por W. Lawton.
Una generalizacio´n del Teorema de Lawton. Sea A : Rn −→ Rn una apli-
cacio´n lineal expansiva tal que A(Zn) ⊂ Zn. Sea H un polinomio trigonome´trico
definido en Rn tal que
∑dA−1
i=0 | H(t+A∗−1p∗i ) |2= 1 ∀t ∈ Rn y con H(0) = 1.
Sea la funcio´n θ tal que su transformada de Fourier es θ̂(t) = Π∞j=1H(A
∗−jt).
Las dos siguientes condiciones son equivalentes.
(1) θ es una funcio´n de escala de algu´n A-MRA.
(2) No existe ningu´n polinomio trigonome´trico no constante que sea un
punto fijo del operador P .
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El primer paso para el estudio de los filtros de paso bajo asodiados con una
funcio´n de escala de un A-MRA es obvio: Se deber´ıa estudiar el producto infinito
∞∏
j=1
| H(A∗−jt) | . (28)
Supongamos que el producto infinito (28) converge en casi todo punto de Rn.
Vamos a buscar una funcio´n de escala φ para un A-MRA que satisface la condi-
cio´n de que
| φ̂(t) |=
∞∏
j=1
| H(A∗−jt) | .
As´ı, por el Teorema 3, deber´ıamos adema´s suponer que | φ̂ | es A∗-localmente
distinta de cero en el origen. Con a´nimo de no repetir condiciones, introducimos
la clase ΠA que consiste en todas las funciones medibles definidas en Rn tales
que 0 ≤ f(t) ≤ 1 en c.t. t ∈ Rn y el origen es un punto de A∗-continuidad
aproximativa de f si tomamos f(0) = 1. La clase ΠA sera´ denotada por Π
cuando el origen sea un punto de continuidad aproximativa de f .
Probamos el siguiente resultado.
Teorema 5. Sea A ∈ LE tal que AZn ⊂ Zn, y sea H ∈ L∞(Tn) una funcio´n tal
que el producto infinito
∏∞
j=1 |H(A∗−jt)| converge en casi todo punto de Rn y es
A∗-localmente distinto de cero en el origen. Entonces las siguientes condiciones
son equivalentes:
A) La funcio´n θ, donde θ̂(t) :=
∏∞
j=1 |H(A∗−jt)|, es una funcio´n de
escala de un A-MRA y |H| es su filtro de paso bajo asociado.
B) La u´nica funcio´n f ∈ L1(Tn)⋂ΠA que es un punto fijo del operador
P es la funcio´n f ≡ 1.
Como una consecuencia del Teorema 5, podemos dar una caracterizacio´n
completa de los filtros de paso bajo asociados con funciones de escala. Para ello,
necesitamos la nocio´n de multiplicador de filtros, la cual para el caso unidimen-
sional fue introducida en [76].
Definicio´n 7. Se dice que una funcio´n medible m es un multiplicador de filtros
si cuando H es un filtro de paso bajo asociado con una funcio´n de escala de
algu´n A-MRA, entonces mH es un filtro de paso bajo asociado con una funcio´n
de escala de algu´n A-MRA.
En la definicio´n anterior, evitamos introducir la letra A, porque la clase
de multiplicadores de filtros es la misma para todas las aplicaciones lineales
expansivas A : Rn → Rn tal que A(Zn) ⊂ Zn.
Sea
mH(t) =
{
H(t)
|H(t)| si |H(t)| 6= 0
0 si |H(t)| = 0, (29)
y sea µ cualquier funcio´n medible definida en Rn tal que
| µ(t) |= 1 en c.t. t ∈ Rn y mH(t) = µ(A∗t)µ(t), (30)
donde mH esta´ definida por (29).
Teorema 6 A ∈ LE tal que AZn ⊂ Zn, y sea H ∈ L∞(Tn) tal que el producto
infinito
∏∞
j=1 |H(A∗−jt)| converge en casi todo punto de Rn y es A∗-localmente
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distinto de cero en el origen. Entonces las siguientes condiciones son equiva-
lentes:
(A) ∀µ que verifica (30), (µθ̂)∨ es funcio´n de escala de algu´n A-MRA,
donde θ̂(t) :=
∏∞
j=1 |H(A∗−jt)|, y H es su filtro de paso bajo aso-
ciado.
(B) La u´nica funcio´n f ∈ L1(Tn)⋂ΠA que es un punto fijo del operador
P es la funcio´n f ≡ 1.
Cuando n = 1 y tenemos una dilatacio´n dia´dica, al operador P se le denotara´
P1 donde
P1f(t) =| H( t2) |
2 f(
t
2
)+ | H( t+ 1
2
) |2 f( t+ 1
2
). (31)
En este caso, el Teorema 6 implica lo siguiente.
Corolario 7. Sea H ∈ L∞(T) tal que el producto infinito ∏∞j=1 |H(2−jt)| con-
verge en casi todo punto de R y es localmente distinto de cero en el origen.
Entonces las siguientes condiciones son equivalenes:
(a) ∀µ que verifica (30), (µθ̂)∨ es una funcio´n de escala de algu´n MRA,
donde θ̂(t) :=
∏∞
j=1 |H(2−jt)| y H es su filtro de paso bajo asociado.
(b) La u´nica funcio´n f ∈ L1(T)⋂Π que es un punto fijo del operador P1
es la funcio´n f ≡ 1.
Cap´ıtulo 3: Ond´ıculas, funciones de escala y fil-
tros de paso bajo con soporte minimal en la fre-
cuencia
Estudiamos propiedades de las funciones de escala de un A-MRA tales que
el mo´dulo de su transformada de Fourier es una funcio´n caracter´ıstica y la
dilatacio´n A : Rn −→ Rn es una aplicacio´n lineal expansiva tal que AZn ⊂ Zn.
Un tipo de ond´ıculas que ha interesado a varios autores son aquellas cuya
transformada de Fourier es una funcio´n caracter´ıstica. A estas ond´ıculas se les
llama ond´ıculas con soporte minimal en la frecuencia (cf. [38], [29], [44], [43],
[23], [22], [2], [35], [9]).
Dada una familia de ond´ıculas asociada con una dilatacio´n fija A,
{ψ(d) ∈ L2(Rn) : d = 1, ..., s} tal que | ψ̂(d) |= χKd donde Kd ⊂ Rn, ∀d ∈
{1, ..., s}, son conjuntos medibles, es bien sabido que | Kd |n= 1 , ∀d ∈ {1, ..., s},
y como consecuencia el soporte de ψ̂(d), ∀d ∈ {1, ..., s}, tiene medida minimal.
As´ı, a estas multiond´ıculas se les llama multiond´ıculas con soporte minimal en la
frecuencia (A-MSF). En el mismo sentido φ es A-MSF funcio´n de escala cuando
φ es una funcio´n de escala de algu´n A-MRA tal que |φ̂| = χS , donde S ⊂ Rn es
un conjunto medible.
Quiza´s, desde el punto de vista de las aplicaciones, este tipo de ond´ıculas
no tiene demasiado intere´s debido en gran parte a la falta de regularidad, pero,
por otro lado, nos son de gran utilidad para comprender ma´s profundamente la
estructura de las ond´ıculas en general. Un ejemplo cla´sico de una MSF ond´ıcula
es la ond´ıcula de Shanon, es decir, la funcio´n ψ ∈ L2(R) tal que
ψ̂(t) = epiitχI donde I = [−1,−12) ∪ (
1
2
1].
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Estudiamos las A-MSF funciones de escala de algu´n A-MRA, en particular,
estudiaremos los conjuntos medibles E ⊂ Rn para los que la funcio´n φ ∈ L2(Rn)
tal que | φ̂ |= χE es una funcio´n de escala de algu´n A-MRA.
Papadakis, Sikic´ y Weiss [62] dan una caracterizacio´n de estos conjuntos en
el caso particular n = 1 y dilatacio´n dia´dica.
En esta direccio´n, Gu y Han [35] probaron lo siguiente.
Teorema (Gu y Han). Sea A una matriz real y expansiva n × n tal que
A(Zn) ⊂ Zn y dA = 2. Entonces existe un conjunto E ⊂ Rn tal que ( 1|E|nχE)∨
es una ond´ıcula que surge de algu´n A-MRA.
Adema´s, a partir del conjunto E, construyen un conjunto medible S ⊂ Rn
para el que la funcio´n φ ∈ L2(Rn) tal que φ̂(t) = χS(t) es una funcio´n de escala
de algu´n A-MRA.
Sin la hipo´tesis adicional dA = 2, la siguiente proposicio´n esta´ contenida en
la prueba del Teorema 4.2 del art´ıculo de Bownik, Rzeszotnik y Speegle [9].
Proposicio´n (Bownik, Rzeszotnik y Speegle). Sea una aplicacio´n A ∈ LE
tal que AZn ⊂ Zn. Existe un conjunto medible S ⊂ Rn para el que la funcio´n
φ tal que φ̂(t) = χS(t) es una funcio´n de escala de algu´n A-MRA.
Adema´s, dan una caracterizacio´n de tales conjuntos S.
Como una consecuencia de la caracterizacio´n de las funciones de escala dada
en el Teorema 3, damos una caracterizacio´n de los conjuntos medibles E ⊂ Rn
para los que la funcio´n φ ∈ L2(Rn) tal que | φ̂ |= χE es una funcio´n de escala
de algu´n A-MRA.
Corolario 8. Sea A ∈ LE tal que AZn ⊂ Zn y sea E ⊂ Rn un conjunto medible.
Las siguientes condiciones son equivalentes.
(A∗) La funcio´n φ ∈ L2(Rn) tal que | φ̂ |= χE es una funcio´n de escala
para algu´n A-MRA.
(B∗) (a) | E |n= 1 y ETn = [0, 1]n en c.t.p..
(b) E ∈ DA∗ .
(c) A∗−1E ⊂ E en c.t.p..
(C∗) (b∗) La funcio´n | φ̂ |= χE es A∗-localmente distinta de cero en el
origen, y adema´s, se cumplen (a) y (c).
Probamos la siguiente proposicio´n de manera constructiva.
Proposicio´n 9. Dada A ∈ LE tal que AZn ⊂ Zn existe un conjunto medible
E ⊂ Rn que no contiene ningu´n entorno del origen y para el que la funcio´n
φ ∈ L2(Rn) definida mediante φ̂ = χE es una funcio´n de escala para algu´n
A-MRA.
Damos la siguiente caracterizacio´n para los conjuntos medibles E ⊂ Rn,
E + Zn = E tales que la funcio´n H tal que | H |= χE es un filtro de paso bajo
asociado con una funcio´n de escala de algu´n A-MRA.
Teorema 10. Sea A ∈ LE tal que AZn ⊂ Zn, y sea E ⊂ Rn un conjunto
medible tal que E = E + Zn. Las siguientes condiciones son equivalentes.
(A) La funcio´n H tal que | H |= χE es un filtro de paso bajo asociado
con una funcio´n de escala de algu´n A−MRA.
(B) (α)
1 =
dA−1∑
i=0
χE(t+A∗−1p∗i ) en c.t. t ∈ Rn. (32)
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(β) Existe un conjunto medible K ⊂ E tal que A∗−1K ⊂ K en c.t.p.
y K ∈ DA∗ .
(γ) | ⋂∞j=1A∗jE |n= 1.
(C) (β′) Existe un conjunto medible K ⊂ E tal que A∗−1K ⊂ K en c.t.p.
y la funcio´n χK es A∗-localmene distinta de cero en el origen, y
adema´s, se cumplen (α) y (γ).
En particular nuestro resultado nos permite quitar la hipo´tesis de con-
tinuidad en el origen de la funcio´n H en el siguiente teorema en [43].
Teorema (Herna´ndez, Wang y Weiss). Sea H una funcio´n medible y 1-
perio´dica definida en todo el espacio R tal que H es continua en el origen y
| H(0) |= 1. Entonces H es un filtro de paso bajo asociado con una MSF
ond´ıcula si y solo si | H |= χE , donde E ⊂ R es un conjunto medible que
satisface
χE(ξ) + χE(ξ +
1
2
) = 1 en c.t. ξ ∈ R y |
∞⋂
j=1
2jE |1= 1.
Finalmente daremos ejemplos de familias de A-MSF de ond´ıculas ψ(d), d =
1, ..., s, donde la principal novedad es que el origen no sera´ punto de continuidad
de alguna de las funciones | ψ̂(d) |, d ∈ {1, ..., s}.
Cap´ıtulo 4: Equivalencia de la A-continuidad apro-
ximativa.
Si comparamos la condicio´n (C1) del Teorema 1 y la condicio´n (C) del
Teorema 2, no es dif´ıcil observar que si consideramos la descomposicio´n polar de
la aplicacio´n lineal A y tenemos que todos los autovalores del operador positivo√
A∗A son iguales entonces las condiciones (C1) y (C) son equivalentes. Adema´s,
si observamos las definiciones de punto de continuidad aproximativa y punto
de A-continuidad aproximativa de una funcio´n medible, nos daremos cuenta,
entre otras cosas, de que podemos encontrar alguna aplicacio´n lineal expansiva
A : Rn −→ Rn para la que dado un punto de Rn existe una funcio´n medible
f : Rn −→ C tal que ese punto es un punto de continuidad aproximativa
de f pero no es un punto de A-continuidad aproximativa de f , y adema´s, por
supuesto tambie´n ocurre el caso contrario. Con esta motivacio´n, en [16] aparecen
propuestos los siguientes problemas.
Problema 1: Dar una caracterizacio´n de las aplicaciones lineales expansivas
A : Rn −→ Rn para las cuales el concepto de continuidad aproximativa y el
concepto de A-continuidad aproximativa coinciden.
El siguiente problema es algo ma´s general.
Problema 2: Caracterizar las aplicaciones lineales expansivas A1 y A2
para las que ambos conceptos, el de A1-continuidad aproximativa y el de A2-
continuidad aproximativa, coincidan.
Observacio´n 2. A partir de la definicio´n de punto de continuidad aproxima-
tiva de una funcio´n medible en Rn es fa´cil ver que dado un punto x0 ∈ Rn y
dado un conjunto medible E ⊂ Rn, el punto x0 es un punto de continuidad
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aproximativa de la funcio´n
f(x) = χE∪{x0}(x) =
{
1 si x ∈ E⋃{x0}
0 si x /∈ E
si y solo si E ∈ D(x0).
El ana´logo de la Observacio´n 2 se cumple para puntos de A-continuidad
aproximativa.
Adema´s, claramente, si E ∈ D (resp. E ∈ DA) entonces E + x0 ∈ D(x0)
(resp. E + x0 ∈ DA(x0)).
As´ı, podemos simplificar nuestros problemas de la siguiente manera.
Problema 1: Dar una caracterizacio´n de las aplicaciones lineales expansivas
A : Rn −→ Rn para las cuales D = DA.
Problema 2: Describir bajo que´ condiciones de dos aplicaciones lineales
expansivas A1, A2 : Rn −→ Rn, tenemos que DA1 = DA2 .
Estudiaremos los dos problemas anteriores. En primer lugar damos una solu-
cio´n completa al Problema 1. A continuacio´n, damos una solucio´n al Problema
2 cuando las aplicaciones lineales expansivas esta´n definidas en R2. Por u´ltimo,
damos una solucio´n al Problema 2 cuando las aplicaciones lineales expansivas
esta´n definidas en Rn y adema´s son autoadjuntas.
Los dos siguientes teoremas fueron obtenidos conjuntamente con el profesor
Peter Oswald.
Teorema 11. Sea A ∈ LE. Entonces D = DA si y solo A es una aplicacio´n li-
neal isotro´pica, es decir, A es diagonalizable y todos sus autovalores (complejos)
tienen el mismo mo´dulo.
Teorema 12. Sean A1, A2 : R2 −→ R2 dos aplicaciones lineales y expansi-
vas. Entonces existen exactamente los siguientes casos en los que DA1 = DA2 .
(1) A1 y A2 son isotro´picas.
(2) Existen dos matrices reales 2× 2, C y D, dC > 0 y dD > 0, tales que
A1 = C−1A′1C y A2 = D
−1A′2D, donde las matrices asociadas a las
aplicaciones A′1 y A
′
2 son respectivamente,
A′1 =
(
λ1 0
0 λ2
)
, λ1, λ2 ∈ R, 1 <| λ1 |<| λ2 |,
A′2 =
(
ν1 0
0 ν2
)
, ν1, ν2 ∈ R, 1 <| ν1 |<| ν2 |,
con
log | λ2 |
log | λ1 | =
log | ν2 |
log | ν1 |
y´ CD−1 =
(
a b
0 d
)
tal que a, b, d ∈ R.
(3) Existen dos matrices reales 2 × 2 C y D, dC > 0, dD > 0 tales que
A1 = C−1Aλ,1C y A2 = D−1Aν,1D, donde las matrices asociadas a
las aplicaciones Aλ,1 y Aν,1 son respectivamente
Aλ,1 =
(
λ 1
0 λ
)
, λ ∈ R | λ |> 1,
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Aν,1 =
(
ν 1
0 ν
)
, ν ∈ R | ν |> 1,
donde CD−1 =
(
a b
0 d
)
, con a, b, d ∈ R,
y´
a
d
=
ν
λ
log | ν |
log | λ | .
El siguiente resultado se ha obtenido en un trabajo conjunto con el profesor
Szila´rd GY. Re´ve´sz [65].
Teorema 13. Sean A1, A2 ∈ LEP.
DA1 = DA2 ⇐⇒ ∃s > 0 tal que As1 = A2.
Podemos enunciar ahora un resultado ligeramente ma´s general.
Sean A1, A2 : Rn −→ Rn dos aplicaciones lineales expansivas y autoadjuntas,
no necesariamente positivas. Consideramos C1, C2 : Rn −→ Rn dos aplicaciones
lineales tales que dC1 , dC2 > 0 y Aµ = CµJµC
−1
µ , µ = 1, 2, donde J1, J2 : R
n −→
Rn son aplicaciones lineales con matrices asociadas,
Jµ =

λ
(µ)
1 0 0 ... 0
0 λ(µ)2 0 ... 0
.. .. .. ... ..
0 0 0 ... λ(µ)n
 , λ(µ)i ∈ R. (33)
Adema´s, denotamos
J ′µ =

| λ(µ)1 | 0 0 ... 0
0 | λ(µ)2 | 0 ... 0
.. .. .. ... ..
0 0 0 ... | λ(µ)n |
 . (34)
Entonces como una consecuencia del Teorema 13 podemos afirmar lo siguiente.
Corolario 14. Sean A1, A2 : Rn −→ Rn dos aplicaciones lineales expansivas
y autoadjuntas. Sean C1, C2 : Rn −→ Rn dos aplicaciones lineales tales que
dC1 , dC2 > 0 y Aµ = CµJµC
−1
µ , µ = 1, 2, donde Jµ vienen definidas como en
(33). Entonces
DA1 = DA2 ⇐⇒ ∃s > 0 tal que (A′1)s = A′2,
donde A′µ = CµJ
′
µC
−1
µ , µ = 1, 2, con J
′
µ como en (34).
Cap´ıtulo 5: Caracterizacio´n de funciones de escala
en casos ma´s generales
Damos una caracterizacio´n completa de las funciones φ ∈ L2(Rn) las cuales
generan un frame ana´lisis multirresolucio´n. A partir del principal resultado de
este cap´ıtulo se deduce la caracterizacio´n de las funciones de escala de un ana´lisis
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multirresolucio´n. El hecho de que en un subespacio cerrado de L2(Rn) generado
por los trasladados por enteros de una sola funcio´n existe un tight frame, nos
pemite obtener la caracterizacio´n de las funciones de escala para casos ma´s
generales a partir de nuestro resultado principal de este cap´ıtulo.
Desde los trabajos pioneros sobre ond´ıculas, las condiciones (i), (ii), (iii) y
(iv) de un ana´lisis multirresolucio´n han sido modificadas para atender los dife-
rentes propo´sitos requeridos por las aplicaciones. Una de las condiciones que ma´s
cambios ha tenido es la condicio´n (iv), la cual a priori parece que es indepen-
diente de las dema´s. Primero, el requerimiento de que {φ(x−k)}k∈Zn es una base
ortonormal de V0 fue debilitado imponiendo que los trasladados de la funcio´n de
escala constituyen una base de Riesz de V0. Despue´s, la nocio´n de frame ana´lisis
multiresolucio´n (FMRA) en L2(R) fue formulado por J. Benedetto y S. Li [3].
Un FMRA es una extensio´n natural de un MRA y es obtenida reemplazando la
condicio´n (iv) por la siguiente condicio´n:
(iv)∗ Existe una funcio´n φ ∈ V0, llamada funcio´n de escala, tal que
{φ(x− k) : k ∈ Zn} es un frame de V0.
Recientemente ([67], [25]), se han estudiado los MRA generados por una
funcio´n de escala φ, donde la condicio´n (iv) es reemplazada por el requerimiento
que V0 es el subespacio vectorial lineal cerrado generado por {φ(x − k)}k∈Zn .
Adema´s, se ha extendido el concepto de MRA a otros espacios como los Lp(Rn),
1 ≤ p <∞, [30] o espacios de Sobolev [57].
Probamos nuestro resultado principal de este cap´ıtulo en un contexto algo
ma´s general que un FMRA en L2(Rn), aunque so´lo consideraremos el caso
dia´dico. Se puede obtener el caso general donde la dilatacio´n viene dada por una
aplicacio´n lineal en Rn si combinamos los resultados obtenidos en el Cap´ıtulo 1
y los que presentaremos en este cap´ıtulo.
La teor´ıa de frames fue introducida por Duffin y Schaeffer [28].
Para facilitar la notacio´n, consideraremos 00 = 0 o´ 0
1
0 = 0 en las expresiones
donde aparezca esta indeterminacio´n. Dada φ ∈ L2(Rn), definimos
Φφ(t) =
∑
k∈Zn
|φ̂(t+ k)|2 (35)
y denotamos
Nφ = {t ∈ Tn : Φφ(t) = 0}. (36)
Sea L un subconjunto de un espacio de Hilbert complejo y separable H. El
espacio vectorial generado por todas las combinaciones lineales de elementos de
L es spanL, y la clausura de spanL es spanL.
Definicio´n 8. Una sucesio´n {hn}∞n=1 de elementos del espacio de Hilbert H es
una sucesio´n frame si es un frame de span{hn}∞n=1.
Definicio´n 9. Una funcio´n φ ∈ L2(Rn) genera un FMRA si {τkφ}k∈Zn es
una sucesio´n frame y el subespacio
Vj = span{Dj2τkφ}k∈Zn , j ∈ Z (37)
del espacio de Hilbert L2(Rn) satisface la condicio´n (i) y (iii).
Probamos lo siguiente.
Teorema 15. Sea φ ∈ L2(Rn). Entonces las siguientes condiciones son equi-
valentes:
17
(A) φ genera un FMRA;
(B) (α) La funcio´n φ̂ es localmente disitinta de cero en el origen;
(β) Existen dos contantes positivas A y B tales que
A ≤ Φφ(t) ≤ B en c.t. t ∈ Tn \ Nφ; (38)
(γ) Existe H ∈ L∞(Tn), una funcio´n Zn-perio´dica, llamada filtro de
paso bajo, tal que
φ̂(t) = H(
t
2
)φ̂(
t
2
) en c.t. t ∈ Rn. (39)
(C) (α∗) El origen es un punto de continuidad aproximativa de
| φ̂ |2 /Φφ si tomamos (| φ̂(0) |2 /Φφ(0)) = 1 y adema´s, tenemos las
condiciones (β) y (γ).
El resultado correspondiente para MRA es una consecuencia directa del an-
terior teorema, pero nos gustar´ıa formularlo aqu´ı en virtud de la completitud
del texto.
Definicio´n 10. Se dice que una funcio´n φ ∈ L2(Rn) genera un MRA si
{τkφ}k∈Zn es una sucesio´n de Riesz y el subespacio (37) del espacio de Hilbert
L2(Rn) satisface las condiciones (i) y (iii).
Probamos lo siguiente.
Teorema 16. Sea φ ∈ L2(Rn). Las siguientes condiciones son equivalentes:
(A1) φ genera un MRA;
(B1) Se cumplen las condiciones (α), (γ) del Teorema 15 y
(β1) Existen dos constantes positivas A, B tales que
A ≤ Φ(t) ≤ B en c.t t ∈ Tn. (40)
(C1) Tenemos las condiciones (α∗), (γ) del Teorema 15 y adema´s (β1).
Si la funcio´n φ ∈ V0 es tal que {φ(x − k)}k∈Zn es una base ortonormal de
V0, obtenemos el Teorema 3 para el caso particular de dilataciones dia´dicas.
El siguiente teorema es una caracterizacio´n de las funciones de escala φ de
un MRA, donde la condicio´n (iv) se reemplaza por la siguiente
(iv)∗∗ V0 = span{φ(x− k)}k∈Zn .
Teorema 17. Sea φ ∈ L2(Rn). Las siguientes condiciones son equivalentes:
(A3) Se cumplen Las condiciones (i),(ii), (iii) y (iv)∗∗;
(B3) La funcio´n φ̂ es localmente disitinta de cero en el origen, y existe
G ∈ L∞(Tn), una funcio´n Zn-perio´dica, tal que
φ̂(t) (Φφ(t))
−1/2 = G(t/2)φ̂(t/2) (Φφ(t/2))
−1/2 en c.t. t ∈ Rn;
(41)
(C3) El origen es un punto de continuidad aproximativa de la funcio´n
|φ̂|2/Φ si tomamos (|φ̂(0)|2/Φ(0)) = 1, y existe G ∈ L∞(Tn), una
funcio´n Zn-perio´dica, tal que se verifica (41).
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Cap´ıtulo 1
CARACTERIZACIO´N DE
LAS FUNCIONES DE
ESCALA EN UN
ANA´LISIS
MULTIRRESOLUCIO´N
En este cap´ıtulo estudiaremos el concepto de Ana´lisis Multirresolucio´n (MRA),
que es un me´todo general para construir ond´ıculas y se basa en la existencia de
una familia de subespacios cerrados de L2(Rn), n ≥ 1, que satisfacen ciertas
propiedades. Veremos que las condiciones que usualmente se piden para un MRA
no son todas independientes. Nuestra atencio´n se centrara´ en el estudio de las
funciones de escala y daremos una caracterizacio´n completa de ellas. Adema´s,
escribiremos nuestra caracterizacio´n de las funciones de escala de un MRA en un
contexto general, donde en vez de tomar una dilatacio´n dia´dica, consideramos
una dilatacio´n dada por una aplicacio´n lineal expansiva fija A : Rn → Rn tal
que A(Zn) ⊂ Zn. En el caso general, es fa´cil ver que las condiciones obtenidas
dependen de la aplicacio´n A. El principal propo´sito de este cap´ıtulo esta´ rela-
cionado con un resultado probado por E. Herna´ndez and G. Weiss (cf. [46, p.
382], [45] [42]) y nuestro objetivo es alcanzar un entendimiento algo ma´s profun-
do del comportamiento de la transformada de Fourier de una funcio´n de escala
en un entorno del origen. Finalmente escribiremos una forma de construir una
familia de ond´ıculas que surgen de un MRA general.
1.1. Ana´lisis Multirresolucio´n
Un ana´lisis multirresolucio´n (MRA) es un me´todo general introducido por
Mallat [59] y Meyer [60] para la construccio´n de ond´ıculas. En Rn, (n ≥ 1) por
MRA entenderemos una sucesio´n de subespacios cerrados Vj , j ∈ Z, del espacio
de Hilbert L2(Rn) que satisfacen las siguientes condiciones
(i) ∀j ∈ Z, Vj ⊂ Vj+1;
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(ii) ∀j ∈ Z, f(x) ∈ Vj ⇔ D2f(x) ∈ Vj+1;
(iii) W = ∪j∈ZVj = L2(Rn);
(iv) Existe una funcio´n φ ∈ V0 tal que { τkφ(x) : k ∈ Zn } es una base
ortonormal para V0. A esta funcio´n φ se le llama funcio´n de escala.
Observacio´n 1.1. Usualmente en la definicio´n de MRA aparece la siguiente
condicio´n: ∩j∈ZVj = { 0 } , pero no la hemos incluido en la definicio´n ya que se
sigue desde las condiciones (i),(ii) y (iv) (cf. por ejemplo [14], [46] para n = 1).
Daremos la prueba para el caso general (ver Lema 1.9 ma´s abajo).
Un ejemplo de subespacios Vj , j ∈ Z que satisfacen las condiciones (i), (ii), (iii)
y (iv) es
Vj = {f ∈ L2(R) : f(x) =
∑
k∈Z
akχ[2−jk,2−j(k+1))(x) donde ak ∈ R}.
En este caso se puede tomar φ(x) = χ[0,1](x) como una funcio´n de escala para
este MRA. Llamaremos a este ejemplo el ana´lisis multirresolucio´n de Haar ya
que esta´ relacionado con la base de Haar para L2(R) (ver Ape´ndice A).
Consideraremos un MRA en un contexto general, donde en vez de tener
una dilatacio´n dia´dica, tendremos una dilatacio´n dada por una aplicacio´n lineal
expansiva fija A : Rn → Rn tal que A(Zn) ⊂ Zn, es decir, todos los autovalores
(posiblemente complejos) de A tienen mo´dulo mayor que 1 y los elementos de
la matriz asociada a A respecto de la base cano´nica son enteros.
Dada una aplicacio´n lineal A que cumple las condiciones anteriores men-
cionadas, definimos un A-MRA como una sucesio´n de subespacios cerrados Vj ,
j ∈ Z, del espacio de Hilbert L2(Rn) (ver [58], [34],[71] [75]) que satisface las
condiciones (i), (iii), (iv) y
(iiA) ∀j ∈ Z, f(x) ∈ Vj ⇔ DAf(x) ∈ Vj+1.
Observacio´n 1.2. La condicio´n (iiA) nos dice que {τkφ(x) : k ∈ Zn} es una
base ortonormal de V0 si y solo si dado j ∈ Z, {DjAτkφ(x) : k ∈ Zn} es una
base ortonormal de Vj .
Existe, formalmente, una definicio´n ma´s general de MRA donde se considera
un ret´ıculo discreto Γ ⊂ Rn (un subgrupo discreto del grupo aditivo de Rn dado
por todas las combinaciones lineales enteras de los vectores v1,v2, . . . ,vn, que
forman base de Γ) y una dilatacio´n dada por una aplicacio´n lineal expansiva
M : Rn → Rn tal que M(Γ) ⊂ Γ. Entonces el M -MRA relacionado se define
como una sucesio´n de subespacios cerrados V ∗j , j ∈ Z, de el espacio de Hilbert
L2(Rn) que satisface las condiciones (i), (iii) y
(iiM ) ∀j ∈ Z, f(x) ∈ V ∗j ⇔ DMf(x) ∈ V ∗j+1.
(ivM ) Existe una funcio´n φ ∈ V ∗0 tal que { τγφ(x) : γ ∈ Γ } es una base
ortonormal para V0. Esta funcio´n φ recibe el nombre de funcio´n de
escala.
Si a partir del ret´ıculo Γ tomamos la aplicacio´n lineal C : Rn → Rn que
satisface
Cvj = ej 1 ≤ j ≤ n, (1.1)
donde {ej}nj=1 es la base natural de Rn, es decir, CΓ = Zn, obtenemos la
siguiente propiedad (ver [71] y [75, p. 108]).
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Proposicio´n 1.3. Sea V ∗j , j ∈ Z, una sucesio´n de subespacios cerrados de
L2(Rn). Entonces V ∗j , j ∈ Z, es un M -MRA si y solo si Vj, j ∈ Z, es un A-
MRA , donde Vj = {f(C−1·) : f ∈ V ∗j }, con la dilatacio´n dada por la aplicacio´n
lineal A = CMC−1.
Observacio´n 1.4. La matriz de la aplicacio´n M respecto de la base {vj}nj=1 es
la misma que la matriz de A respecto de {ej}nj=1.
Demostracio´n. Probamos la condicio´n necesaria. Es evidente que si V ∗j , j ∈ Z
es cerrado, entonces Vj , j ∈ Z es cerrado. Adema´s, tenemos que comprobar que
los Vj , j ∈ Z, satisfacen las condiciones (i), (iiA), (iii) y (iv).
Primero veamos que se verifica (i). Sea j ∈ Z y sea f ∈ Vj , desde la definicio´n
de Vj tenemos que f(C·) ∈ V ∗j y como V ∗j ⊂ V ∗j+1, entonces f(C·) ∈ V ∗j+1.
Finalmente, por la defincio´n de Vj+1 podemos concluir que f ∈ Vj+1.
Veamos que se verifica (iiA). Sea f ∈ Vj , desde la definicio´n de Vj tenemos
que g(·) := f(C·) ∈ V ∗j . Adema´s, de acuerdo con la propiedad (iiM ), tenemos
que h(·) := g(M ·) = f(CM ·) ∈ V ∗j+1. Finalmente por la definicio´n de Vj+1
podemos concluir que h(C−1·) = g(MC−1·) = f(CMC−1·) ∈ Vj+1.
Veamos que se verifica (iii). Dada h ∈ L2(Rn) es cierto que h ∈ L2(Rn)
si y solo si h(C·) ∈ L2(Rn). Como ⋃j∈Z V ∗j = L2(Rn) tenemos que ∀ε > 0
∃f ∈ ⋃j∈Z V ∗j tal que
ε >
∫
Rn
| h(Cx)− f(x) |2 dx = d−1C
∫
Rn
| h(y)− f(C−1y) |2 dy,
y como f(C−1·) ∈ ⋃j∈Z Vj podemos concluir que ⋃j∈Z Vj = L2(Rn).
Por u´ltimo, veamos que si φ ∈ V ∗0 es una funcio´n de escala de algu´n M -MRA
V ∗j , j ∈ Z, entonces ϕ(x) := DC−1φ(x) es una funcio´n de escala del A-MRA Vj ,
j ∈ Z, asociado.
Tenemos que probar dos cosas, una de ellas es que {ϕ(· −k) : k ∈ Zn} es un
sistema ortonormal. Para ello dado k ∈ Zn calculamos∫
Rn
ϕ(x)ϕ(x− k)dx = d−1C
∫
Rn
φ(C−1x)φ(C−1x− C−1k)dx
=
∫
Rn
φ(y)φ(y − C−1k)dy = δk,0,
donde la u´ltima igualdad es cierta porque φ es funcio´n de escala de V0 con
ret´ıculo Γ, C−1Zn = Γ, y adema´s, como C es lineal y biyectiva, el u´nico elemento
k ∈ Zn tal que C−1k = 0 es k = 0.
El segundo aspecto que nos falta por comprobar es que {ϕ(· − k) : k ∈ Zn}
es base de V0, es decir, ∀f ∈ V0 existe una u´nica sucesio´n {ak}k∈Zn ∈ l2(Zn)
tal que
f(x) =
∑
k∈Zn
akϕ(x− k)
con convergencia en L2(Rn).
Sea f ∈ V0, entonces g(·) := f(C·) ∈ V ∗0 y como φ es funcio´n de escala de
V ∗0 , tenemos que existe una u´nica sucesio´n {bγ}γ∈Γ ∈ l2(Γ) tal que
g(x) =
∑
γ∈Γ
bγφ(x− γ),
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con convergencia en L2(Rn), entonces
f(x) = g(C−1x) =
∑
γ∈Γ
bγφ(C−1x− γ) =
∑
k∈Zn
bC−1kd
1/2
C d
− 12
C φ(C
−1x− C−1k)
=
∑
k∈Zn
bC−1kd
1/2
C ϕ(x− k) =
∑
k∈Zn
akϕ(x− k),
con convergencia en L2(Rn), donde ak = bC−1kd
1/2
C , k ∈ Zn, y como la sucesio´n
{bγ}γ∈Γ ∈ l2(Γ), entonces {ak}k∈Zn ∈ l2(Zn). Por u´ltimo, la unicidad de la
sucesio´n {ak}k∈Zn se sigue desde la unicidad de la sucesio´n {bγ}γ∈Γ.
La demostracio´n de la condicio´n suficiente se realiza de forma ana´loga.
A priori la condicio´n (iv) parece independiente del resto de las condiciones
en la definicio´n de MRA y A-MRA. El siguiente resultado (cf. [24, p. 132], [71,
p. 34]), muy conocido, proporciona una caracterizacio´n para que la funcio´n φ
cumpla la condicio´n (iv).
Lema A. El sistema { g(· − k) : k ∈ Zn } , donde g ∈ L2(Rn), es un sistema
ortonormal si y solo si∑
k∈Zn
|ĝ(t+ k)|2 = 1 en c.t. t ∈ Rn. (1.2)
En este texto, adoptamos el convenio de que la transformada de Fourier (ver
Ape´ndice A) de la funcio´n f ∈ L1(Rn) ∩ L2(Rn) esta´ definida por
f̂(y) =
∫
Rn
f(x)e−2pii〈x,y〉dx.
La siguiente proposicio´n destaca una propiedad del subespacio V0 de un A-
MRA que no tiene ninguno de los dema´s Vj , j ∈ Z\{0}, del mismo A-MRA. En
el caso n = 1 y con una dilatacio´n dia´dica, podemos encontrar esta propiedad
en [63].
Proposicio´n 1.5. Sea A ∈ LE tal que AZn ⊂ Zn y sea V un subespacio cerrado
no trivial del espacio de Hilbert complejo L2(Rn). Supongamos que ∃φ ∈ L2(Rn)
y existe j ∈ Z \ {0} tal que el sistema {dj/2A φ(Aj · −k) : k ∈ Zn} es una base
ortonormal de V . Entonces no existe ninguna funcio´n f ∈ L2(Rn) tal que el
sistema {f(· − k) : k ∈ Zn} sea una base ortonormal de V .
En particular, de acuerdo con la Proposicio´n 1.5, en un A-MRA dado, el
subespacio V0 es el u´nico subespacio de entre todos los Vj , j ∈ Z, que tiene una
base ortonormal que consiste en los trasladados por elementos de Zn de una
u´nica funcio´n.
Demostracio´n. Haremos la prueba de forma indirecta para j = 1. Supongamos
que {f(· − k) : k ∈ Zn} y {d1/2A φ(A · −k) : k ∈ Zn} son bases ortonormales
de V . Entonces desde la Observacio´n 1.2 y desde el Lema A tenemos que∑
k∈Zn
|f̂(t+ k)|2 =
∑
k∈Zn
|φ̂(t+ k)|2 = 1 en c.t. t ∈ Rn. (1.3)
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Por otro lado, como en particular tenemos que d1/2A φ(A·) ∈ V, entonces
d
1/2
A φ(Ax) =
∑
k∈Zn
akf(x− k)
con convergencia en L2(Rn) y
∑
k∈Zn |ak|2 <∞. Si tomamos transformada de
Fourier a ambos lados de la igualdad anterior tenemos que
D−1A∗ φ̂(t) = d
− 12
A φ̂(A
∗−1t) =
∑
k∈Zn
ake
−2pii〈k,t〉f̂(t) = mφ(t)f̂(t), (1.4)
en c.t. t ∈ Rn, donde mφ(t) =
∑
k∈Zn ake
−2pii〈k,t〉. As´ı, mφ ∈ L2(Tn) ya que∑
k∈Zn |ak|2 < ∞ y el sistema {e−2pii〈k,·〉 : k ∈ Zn} es una base ortonormal de
L2(Tn).
Sea {p∗i }dA−1i=0 ∈ ∆A∗ como en la introduccio´n. En virtud de la ecuacio´n (1.3)
tenemos la siguiente igualdad,
1 = d−1A
dA−1∑
i=0
∑
q∈Zn
|φ̂(A∗−1[t+ p∗i ] + q)|2
=
dA−1∑
i=0
∑
q∈Zn
|d− 12A φ̂(A∗−1[t+ p∗i +A∗q])|2
=
∑
k∈Zn
|d− 12A φ̂(A∗−1[t+ k])|2 en c.t. t ∈ Rn.
As´ı, desde la expresio´n (1.4) y como mφ es Zn-perio´dica,
1 =
∑
k∈Zn
|mφ(t+k)|2|f̂(t+k)|2 = |mφ(t)|2
∑
k∈Zn
|f̂(t+k)|2 para c.t. t ∈ Rn.
De esta manera, desde la ortonormalidad del sistema {f(· − k) : k ∈ Zn}, el
Lema A nos dice que podemos concluir que
1 = |mφ(t)| en c.t. t ∈ Rn. (1.5)
Por otro lado, de manera ana´loga a nuestro desarrollo en (1.4), obtenemos
que ∀g ∈ V , ∃mg ∈ L2(Tn) tal que ĝ(t) = mg(t)f̂(t) en c.t. t ∈ Rn, entonces
desde (1.4) y (1.5) podemos escribir
ĝ(t) = mg(t)
1
mφ(t)
d
−1/2
A φ̂(A
∗−1t) en c.t. t ∈ Rn,
donde mg 1mφ ∈ L2(Tn). As´ı, como {e2pii〈k,·〉 : k ∈ Zn} es una base ortonormal
de L2(Tn), existe {bk}k∈Zn ∈ l2(Zn) tal que
mg(t)
1
mφ(t)
=
∑
k∈Zn
bke
−2pii〈k,t〉 con convergencia en L2(Tn).
De esta manera podemos escribir
ĝ(t) =
∑
k∈Zn
bke
−2pii〈k,t〉d−
1
2
A φ̂(A
∗−1t),
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con convergencia en L2(Rn).
Si ahora tomamos antitransformada de Fourier a ambos lados de la anterior
ecuacio´n, tenemos
g(x) = d1/2A
∑
k∈Zn
bkφ(Ax−Ak) con convergencia en L2(Rn),
con lo que el sistema {d1/2A φ(Ax − Ak) : k ∈ Zn} es una base ortonormal de
V , pero esto es una contradiccio´n con que {d1/2A φ(Ax − k) : k ∈ Zn} es una
base ortonormal de V .
Si j > 1, basta tomar la matriz M = Aj y repetir los ca´lculos anteriores.
Adema´s, si j < 0, el resultado se sigue si aplicamos el caso anterior al subespacio
DjA∗V ya que {dj/2A φ(Ajx − k) : k ∈ Zn} y {f(x − k) : k ∈ Zn} son bases
ortonormales de V si y solo si {φ(x−k) : k ∈ Zn} y {d−j/2A f(A−jx−k) : k ∈
Zn} son bases ortonormales de DjA∗V .
El principal objetivo en este texto es dar una caracterizacio´n completa de
las funciones de escala de un A-MRA. Este problema fue propuesto por R.
Strichartz en [71] y estudiado por varios autores.
La mayor dificultad que se han encontrado los autores que han estudiado
este problema es dar las condiciones necesarias y suficientes de una funcio´n de
escala φ de un A-MRA para que la unio´n de todos los subespacios cerrados Vj ,
j ∈ Z, sea densa en L2(Rn). Las condiciones se presentan sobre la transformada
de Fourier de φ.
Posiblemente, el siguiente resultado, probado para n = 1, se deber´ıa atribuir
a I. Daubechies (Ver [24], [46]).
Teorema (Daubechies). Sea Vj, j ∈ Z una sucesio´n de subespacios cerrados
de L2(R) que satisfacen (i), (ii) y (iv) donde φ satisface que | φ̂ | es continua
en el origen. Entonces las siguientes dos condiciones son equivalentes:
a) φ̂(0) 6= 0;
b) ∪j∈ZVj = L2(R).
C. de Boor, R. DeVore, A. Ron [6] probaron lo siguiente.
Teorema (de Boor, DeVore y Ron). Sea Vj, j ∈ Z una sucesio´n de subes-
pacios cerrados de L2(R) que satisfacen (i), (ii) y (iv).
Entonces son equivalentes:
a) ∪j∈Z (2j sop φ̂) = R en c.t.p.;
b) ∪j∈ZVj = L2(R).
E. Herna´ndez y G. Weiss ([46, pa´g. 382], [45], [42] ) probaron la siguiente
caracterizacio´n.
Teorema (Herna´ndez y Weiss). Sea Vj, j ∈ Z una sucesio´n de subespa-
cios cerrados de L2(R) que satisfacen (i), (ii) y (iv) para n = 1. Entonces las
siguientes dos condiciones son equivalentes:
a) l´ım
j→∞
|φ̂(2−jy)| = 1 para c.t. y ∈ R;
b) ∪j∈ZVj = L2(R).
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El teorema anterior esta´ formulado de diferente manera a la que nos lo encon-
tramos en [46] para indicar la parte esencial del resultado en el que estamos
interesados. Probaremos ma´s adelante el Lema 1.7 para poder tener una for-
mulacio´n ana´loga a la dada por Herna´ndez y Weiss en [46, Teorema 5.2, p.
382].
Podemos encontrar otras condiciones necesarias y suficientes dadas por R.
A. Lorentz, W. R. Madych y A. Sahakian [56].
Teorema (Lorentz, Madych y Sahakian). Sea Vj, j ∈ Z una sucesio´n
de subespacios cerrados de L2(R) que satisfacen (i), (ii) y (iv) para n = 1.
Entonces las siguientes condiciones son equivalentes:
a) l´ım
j→∞
|φ̂(2−jy)| existe y es positivo para c.t. y ∈ R;
b) ∪j∈ZVj = L2(R);
c) El conjunto {y ∈ R : | φ̂(y) |> 0} es dia´dicamente absorbente,
es decir, para casi todo y ∈ R, existe un entero positivo j0,
que puede depender de y, tal que si j ≥ j0 entonces | φ̂(2−jy) |> 0.
Todas las caracterizaciones anteriores presentan condiciones “globales”, as´ı,
nuestro objetivo es encontrar condiciones “locales” y alcanzar un entendimiento
algo ma´s profundo de la relacio´n entre el comportamiento de la funcio´n φ̂ en un
entorno del origen y la condicio´n (iii). En particular, nuestro resultado permite
deshacernos de la hipo´tesis de que |φ̂| es continua en el origen que aparece en el
Teorema de Daubechies.
1.2. Propiedades de las funciones de escala
Diferentes versiones de los siguientes Lemas 1.6–1.7 han aparecido en varias
publicaciones (cf. [24, pp. 131–132 ], [71, pp. 28–29]). Mencionamos [13] como
una reciente referencia para el caso dia´dico cuando n = 1, para el caso general,
ver [75].
Lema 1.6. Sea φ ∈ L2(Rn) y suponemos que {τkφ}k∈Zn es una base ortonor-
mal de V0. Suponemos que Vj , j ∈ Z, es una sucesio´n de subespacios cerrados
en L2(Rn) que satisfacen la condicio´n (iiA). Entonces la funcio´n f esta´ en Vj
si y solo si existe una funcio´n F ∈ L2(Tn) tal que
DjA∗ f̂(t) = F (t)φ̂(t) en c.t. t ∈ Rn si j ∈ Z (1.6)
y
‖f‖L2(Rn) = ‖F‖L2(Tn) (1.7)
Demostracio´n. Sea j ∈ Z y sea f ∈ Vj . Entonces DjA−1f ∈ V0 y por nuestras
hipo´tesis DjA−1f(t) =
∑
k∈Zn ckτkφ(t) en L
2(Rn), donde {ck}k∈Zn ∈ l2(Zn).
Tomando transformadas de Fourier a ambos lados de la anterior expresio´n,
obtenemos
DjA∗ f̂(t) =
∑
k∈Zn
cke
−2pii〈k,t〉φ̂(t) en L2(Rn).
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As´ı, la igualdad (1.6) es cierta con F (x) =
∑
k∈Zn cke
−2pii〈k,x〉. Adema´s se
cumple la condicio´n (1.7) ya que DA∗ es un operador unitario y las funciones
DjA−1f , F se representan mediante los mismos coeficientes respecto de los sis-
tema ortonormales.
Rec´ıprocamente, supongamos que para f ∈ L2(Rn) se cumple (1.6), donde
Fj ∈ L2(Tn). Si escribimos Fj(x) =
∑
k∈Zn cke
−2pii〈k,x〉, entonces resulta que
DjA−1f(t) =
∑
k∈Zn
ckτkφ(Ajt) en c.t. t ∈ Rn,
y por tanto f ∈ Vj .
Lema 1.7. Sea φ ∈ L2(Rn) y suponemos que {τkφ}k∈Zn es una base orto-
normal de V0. Sea Vj , j ∈ Z, una sucesio´n de subespacios cerrados en L2(Rn)
que satisfacen la condicio´n (iiA). Entonces son equivalentes las siguientes condi-
ciones:
a) ∀j ∈ Z, Vj ⊂ Vj+1;
b) Existe H ∈ L∞(Tn), ‖H‖∞ ≤ d1/2A tal que
DA∗ φ̂(t) = H(t)φ̂(t) en c.t. t ∈ Rn. (1.8)
Demostracio´n. Supongamos que tenemos a) entonces φ ∈ V1. Por el Lema 1.6
existe H ∈ L2(Tn) tal que DA∗ φ̂(t) = H(t)φ̂(t), c.t. t ∈ Rn. Sea
Φφ(t) =
∑
k∈Zn
|φ̂(t+ k)|2,
entonces
Φφ(A∗t) =
∑
k∈Zn
|φ̂(A∗t+ k)|2 =
∑
k∈A∗Zn
|φ̂(A∗t+ k)|2
+
∑
k/∈A∗Zn
|φ̂(A∗t+ k)|2 = d−1A
∑
k∈Zn
|DA∗ φ̂(t+ k)|2 +R(t)
= d−1A |H(t)|2Φ(t) +R(t) en c.t. t ∈ Rn,
donde R(t) es no negativo. Ahora, el Lema A nos dice que
1 = Φ(A∗t) ≥ d−1A |H(t)|2Φ(t) ≥ d−1A |H(t)|2 en c.t. t ∈ Rn,
y por lo tanto, ‖ H ‖∞≤ d1/2A .
Finalmente, para probar b)⇒a), sea j ≥ 0 y f ∈ Vj , entonces, por el
Lema 1.6, existe una funcio´n F ∈ L2(Tn) tal que
DjA∗ f̂(t) = F (t)φ̂(t) = d
−1/2
A F (t)H(A
∗−1t)φ̂(A∗−1t) en c.t. t ∈ Rn.
As´ı,
Dj+1A∗ f̂(t) = F (A
∗t)H(t)φ̂(t) en c.t. t ∈ Rn.
Como A∗Zn ⊂ Zn tenemos que DA∗F ∈ L2(Tn), as´ı HDA∗F ∈ L2(Tn) y por lo
tanto, de acuerdo con el Lema 1.6 obtenemos que f ∈ Vj+1. Para el caso j < 0
la prueba es similar.
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A continuacio´n vamos a demostrar un lema te´cnico de gran importancia para
nuestros ca´lculos posteriores.
Lema 1.8. Sea g ∈ L1(Tn) y sea A una aplicacio´n lineal fija A : Rn → Rn tal
que A(Zn) ⊂ Zn, dA 6= 0, sea {pi}dA−1i=0 ∈ ∆A y sea Aˆ : Tn → Tn la aplicacio´n
inducida. Entonces
(i)
∫
Tn g(Aˆx)dx =
∫
Tn g(x)dx.
(ii)
∫
[0,1]n
g(x)dx = d−1A
∫
[0,1]n
∑dA−1
i=0 g(A
−1x+A−1pi)dx.
Demostracio´n. Probamos (i). Sea Ti : Rn → Rn, i = 0, ...dA − 1, definida por
la ecuacio´n Ti(x) = x+pi, y sean las aplicaciones inducidas Aˆ−1i : T
n → Tn de
las aplicaciones A−1Ti : Rn → Rn.
Afirmamos que las ima´genes las aplicaciones Aˆ−1i (T
n), ∀i ∈ {0, ..., dA − 1},
son mutuamente disjuntas. Supongamos que nuestra afirmacio´n no es cierta, as´ı,
∃i1, i2 ∈ {0, ..., dA − 1}, i1 6= i2 y ∃x0 ∈ Tn tal que x0 ∈ Aˆ−1i1 (Tn)
⋂
Aˆ−1i2 (T
n), y
entonces
∃y0, z0 ∈ Tn tal que x0 = Aˆ−1i1 (y0) y x0 = Aˆ−1i2 (z0).
Con lo que, ∃a,b ∈ Zn tal que x0 + a = A−1i1 (y0) y x0 + b = A−1i2 (z0). Por lo
tanto A(x0) +A(a) = y0 + pi1 y adema´s A(x0) +A(b) = z0 + pi2 , entonces
A(a)− y0 − pi1 = A(b)− z0 − pi2 , (1.9)
y como y0, z0 ∈ Tn y pi1 ,pi2 , A(a), A(b) ∈ Zn, obtenemos que y0 = z0. Desde
aqu´ı hemos llegado a una contradiccio´n ya que por (1.9) obtenemos una igualdad
entre elementos de distintas clases de equivalencia de Zn/A(Zn).
De manera similar se puede demostrar que dado x ∈ Tn existe un u´nico
kx ∈ Zn tal que x + kx ∈ A−1i (Tn), as´ı, | Aˆ−1i (Tn) |n=| A−1i (Tn) |n, y por lo
tanto,
| Aˆ−1i (Tn) |n=
∫
Aˆ−1i (Tn)
dx =
∫
A−1i (Tn)
dx = d−1A , 0 ≤ i ≤ dA − 1.
Si juntamos todo lo anterior llegamos a que
⋃dA−1
i=0 Aˆ
−1
i (T
n) = Tn. Si ahora
denotamos Ei = Aˆ−1i (T
n), 0 ≤ i ≤ dA − 1, entonces tendremos que Aˆ(Ei) = Tn
y por lo tanto∫
Tn
g(Aˆt)dt =
dA−1∑
i=0
∫
Ei
g(Aˆt)dt =
dA−1∑
i=0
d−1A
∫
Tn
g(t)dt =
∫
Tn
g(t)dt.
Probamos (ii). Como Tn =
⋃dA−1
i=0 Â
−1
i (Tn) y adema´s, los Â
−1
i (Tn) son
disjuntos. Entonces
∫
[0,1]n
g(x)dx =
d−1A∑
i=0
∫
bA−1i (Tn)
g(x)dx
=
d−1A∑
i=0
∫
A−1i (Tn)
g(x)dx =
d−1A∑
i=0
∫
A−1(Tn+pi)
g(x)dx,
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donde la segunda igualdad se debe a que g es Zn-perio´dica, a la definicio´n de
los Âi y a que | Aˆ−1i (Tn) |=| A−1i (Tn) |= d−1A , como hab´ıamos visto en la
demostracio´n de (i). Si ahora hacemos el cambio de variable Ax − pi = y,
i = 0, ..., dA − 1, obtenemos el resultado deseado.
El siguiente lema esta´ relacionado con la Observacio´n 1.1.
Lema 1.9. Sea Vj , j ∈ Z un A-MRA. Entonces ∩j∈ZVj = { 0 } .
Demostracio´n. Sea f ∈ ∩j∈ZVj y supongamos que ‖f‖2 = 1. Por el Lema 1.6
tenemos que para cada j < 0
D
|j|
A∗−1 f̂(t) = Fj(t)φ̂(t) en c.t. t ∈ Rn, Fj ∈ L2(Tn)
y
‖f‖L2(Rn) = ‖Fj‖L2(Tn). (1.10)
As´ı para cualquier j < 0
f̂(t) = Fj((A∗)|j|t)D
|j|
A∗ φ̂(t) en c.t. t ∈ Rn. (1.11)
Si probamos que para cualquier bola cerrada B ⊂ Rn que no contenga al origen,∫
B
|f̂(t)|dt = 0 (1.12)
entonces tendremos una contradiccio´n con la condicio´n de que la norma de la
funcio´n f es uno y podremos dar por finalizada la demostracio´n del lema.
Desde la igualdad (1.11) obtenemos que∫
B
|f̂(t)|dt = d|j|/2A
∫
B
|Fj((A∗)|j|t))φ̂((A∗)|j|t)|dt
≤
(
d
|j|
A
∫
B
|Fj((A∗)|j|t)|2dt
)1/2
×
(∫
B
|φ̂(A∗|j|t)|2dt
)1/2
≤
(
d
−|j|
A
∫
(A∗)|j|B
|Fj(x)|2dx
)1/2
×
(∫
(A∗)|j|B
|φ̂(x)|2dx
)1/2
.
Usando el hecho de que la aplicacio´n A es expansiva y que la bola cerrada B no
contiene al origen, obtenemos inmediatamente que∫
(A∗)|j|B
|φ̂(x)|2dx→ 0 cuando j → −∞. (1.13)
Por otra parte, podemos encontrar un cubo con los lados paralelos a los ejes
coordenados y con sus ve´rtices en Zn tal que B ⊂ Q. Entonces
djA
∫
(A∗)|j|Q
|Fj(x)|2dx =
∫
Q
|Fj((A∗)|j|y)|2dy.
Como Fj((A∗)
|j|y) es una funcio´n Zn-perio´dica, obtenemos
djA
∫
(A∗)|j|Q
|Fj(x)|2dx = |Q|
∫
Tn
|Fj((A∗)|j|x)|2dx.
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Con lo que, desde la condicio´n (i) del Lema 1.8,
djA
∫
(A∗)|j|Q
|Fj(x)|2dx = |Q|
∫
Tn
|Fj(x)|2dx.
As´ı, la igualdad (1.10) y nuestras condiciones nos dicen que para cualquier j < 0,
djA
∫
(A∗)|j|Q
|Fj(x)|2dx ≤ |Q|.
Desde aqu´ı, para la bola fijada, B, la integral
djA
∫
(A∗)|j|B
|Fj(x)|2dx ≤ |Q| para cualquier j < 0.
Finalmente por (1.13) obtenemos (1.12).
La siguiente proposicio´n enuncia una propiedad importante de la funcio´n de
escala de un A-MRA.
Proposicio´n 1.10. Sea φ una funcio´n de escala de un A-MRA, entonces para
cada conjunto medible y acotado E ⊂ Rn,
l´ım
j→∞
1
|(A∗)−jE|n
∫
(A∗)−jE
|φ̂(t)|2dt = 1. (1.14)
Demostracio´n. Tomamos f ∈ L2(Rn) tal que f̂ = χE . Entonces por la identi-
dad de Plancherel tenemos que
‖f‖22 = ‖f̂‖22 = |E|n.
Sea Pj la proyeccio´n ortogonal sobre Vj . De acuerdo con la propiedad (iii) en la
difinicio´n de A-MRA, es cierto que ‖f − Pjf‖2→ 0 cuando j →∞. Entonces
‖Pjf‖22 → ‖f‖22 = |E|n cuando j →∞. (1.15)
De acuerdo con las propiedades (iiA) y (iv), la Observacio´n 1.2 nos dice que el
sistema { φjk }j∈Z,k∈Zn , donde
φjk(x) = d
j/2
A φ(A
jx− k),
es una base ortonormal de Vj . Observamos que
φ̂jk(t) = d
j
2
A
∫
Rn
φ(Ajx− k)e−2pii〈x,t〉dx
= d−
j
2
A e
−2pii〈k,(A∗)−jt〉φ̂((A∗)−jt).
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As´ı, Pjf =
∑
k∈Zn〈f, φjk〉φjk y
‖Pjf‖22 =
∑
k∈Zn
| < f, φjk > |2 =
∑
k∈Zn
∣∣∣∣∫
Rn
f(x)φjk(x)dx
∣∣∣∣2
=
∑
k∈Zn
∣∣∣∣∫
Rn
f̂(t)φ̂jk(t)dt
∣∣∣∣2
=
∑
k∈Zn
∣∣∣∣d− j2A ∫
Rn
f̂(t)e2pii〈k,(A
∗)−jt〉φ̂((A∗)−jt)dt
∣∣∣∣2
=
∑
k∈Zn
∣∣∣∣d j2A ∫
Rn
f̂(A∗jy)φ̂(y)e2pii〈k,y〉dy
∣∣∣∣2
=
∑
k∈Zn
∣∣∣∣∣d j2A
∫
(A∗)−jE
φ̂(y)e2pii〈k,y〉dy
∣∣∣∣∣
2
,
donde (A∗)−jE = { y ∈ Rn : A∗jy ∈ E } .
Como A∗ es expansiva, existe j1 el nu´mero natural mı´nimo tal que si j ≥ j1,
entonces A∗−jE ⊂ [−1, 1]n. As´ı, para cualquier j ≥ j1 la u´ltima suma es igual
a
djA
∫
|χ(A∗)−jE(t)φ̂(t)|2dt,
ya que los te´rminos de la suma son los coeficientes de Fourier de la funcio´n
φ̂χ(A∗)−jE . De esta manera por (1.15) obtenemos (1.14).
Dada A ∈ LE , sea Gk = A−k(Zn) para cada k ∈ N y denotamos G =⋃∞
k=1Gk. Entonces probamos el siguiente lema.
Lema 1.11. El conjunto G es denso en Rn.
Demostracio´n. Es fa´cil observar que ∀x ∈ Rn y ∀j ∈ N, existe k ∈ Zn tal que
√
n ≥‖ Ajx− k ‖ .
Por otro lado, de acuerdo con nuestra hipo´tesis, A es expansiva, existen dos
constantes C > 0 y β > 1 tal que ∀j ∈ N y ∀y ∈ Rn,
‖ Ajy ‖≥ Cβj ‖ y ‖ .
De esta manera, ∀x ∈ Rn y ∀j ∈ N, existe k ∈ Zn tal que
√
n ≥‖ Ajx− k ‖=‖ Aj(x−A−jk) ‖≥ Cβj ‖ x−A−jk ‖ . (1.16)
Nuestra prueba se concluye desde (1.16) si dado ε > 0 tomamos j ∈ N tal
que
√
n
C
1
βj < ε.
El principal resultado de este cap´ıtulo es el siguiente.
Teorema 1.12. Sea Vj, j ∈ Z, una sucesio´n de subespacios cerrados de L2(Rn)
que satisfacen las condiciones (i), (iiA) y (iv). Entonces las siguientes condi-
ciones son equivalentes:
31
(A1) W = ∪j∈ZVj = L2(Rn);
(B1) φ̂ — la transformada de Fourier de la funcio´n de escala φ— es A∗-
localmente distinta de cero en el origen;
(C1) el origen es un punto de A∗-continuidad aproximativa de la funcio´n
|φ̂| si tomamos |φ̂(0)| = 1;
Demostracio´n. Primero damos la prueba de la implicacio´n (B1) ⇒ (A1). Ob-
servamos que W es invariante por traslaciones. Para empezar, probamos que
W es invariante por traslaciones por vectores v ∈ G. Fijamos algu´n v ∈ G,
entonces v ∈ Gl para algu´n l ∈ N. Para cualquier f ∈W y ∀ε > 0,∃h ∈ Vj0 tal
que ||f − h||2 < ε. Por (iiA) tenemos que para todo j ≥ j0, h ∈ Vj y entonces
h(x) =
∑
k∈Zn c
j
kφ(A
jx− k) en L2(Rn). Por lo tanto,
τvh(x) = h(x− v) =
∑
k∈Zn
cjkφ(A
jx−Ajv− k) en L2(Rn).
Si j > ma´x { l, j0 } entonces Ajv ∈ Zn y en consecuencia τvh ∈ Vj , por lo tanto
τvf ∈ W , es decir, W es invariante por traslaciones por vectores v ∈ G. A
partir de aqu´ı, como el conjunto G es denso en Rn, el subsespacio W es cerrado
y el operador τu en L2(Rn) es continuo, es inmediato que W es invariante por
traslaciones.
Para probar que W = L2(Rn) tomamos cualquier g ∈ W⊥. Entonces para
cada f ∈W y para todo x ∈ Rn, como W es invariante por traslaciones,∫
Rn
f(y − x)g(y)dy = 0
y as´ı, por la identidad de Plancherel∫
Rn
e−2pii〈y,x〉f̂(y)ĝ(y)dy = 0.
Esto prueba que la transformada de Fourier de f̂ ĝ es identicamente cero, lo
que nos lleva inmediatamente a que f̂(y)ĝ(y) = 0 en c.t. t ∈ Rn. Si en particular
tomamos f(x) = dj/2A φ(A
jx) ∈ Vj , entonces
f̂(y) = d−
j
2
A φ̂((A
∗)−jy)
y φ̂((A∗)−jy)ĝ(y) = 0 en c.t. t ∈ Rn o φ̂(t)ĝ((A∗)jt) = 0 en c.t. t ∈ Rn. De
acuerdo con nuestras hipo´tesis, para cualquier entero positivo N y r > 1 existe
k ∈ N tal que
| { t ∈ (A∗)−kBr : φ̂(t) = 0 } |n < |(A
∗)−kBr|n
N
,
entonces
| { t ∈ (A∗)−kBr : ĝ((A∗)jt) 6= 0 } |n < |(A
∗)−kBr|n
N
y desde aqu´ı, tomando j = k obtenemos
| { y ∈ Br : ĝ(y) 6= 0, } |n < |Br|n
N
. (1.17)
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Haciendo tender N →∞, obtenemos
| { y ∈ Br : ĝ(y) 6= 0 } |n = 0.
As´ı, ĝ = 0 c.t.p., y por lo tanto, podemos concluir que W⊥ = { 0 }.
Ahora probamos la implicacio´n (A1) ⇒ (B1). Sea cualquier r > 0 y deno-
tamos Ej = { t ∈ (A∗)−jBr : φ̂(t) = 0 } for j ∈ N. Por el Lema A se sigue
que
|φ̂(t)| ≤ 1 en c.t. t ∈ Rn, (1.18)
desde aqu´ı,
|(A∗)−jBr|−1n
∫
(A∗)−jBr
|φ̂(t)|2dt = |(A∗)−jBr|−1n
∫
(A∗)−jBr\Ej
|φ̂(t)|2dt
≤ |(A∗)−jBr|−1n (|(A∗)−jBr|n − |Ej |n).
Aplicando la Proposicio´n 1.10 obtenemos que |(A∗)−jBr|−1n |Ej |n → 0 cuando
j →∞, lo que termina la prueba.
Para probar (A1) ⇒ (C1) demostraremos que se cumple la condicio´n (2o)
del Teorema B.26 del Ape´ndice B, es decir, para cualquier ε > 0 y cualquier
r > 0,
l´ım
j→∞
| { y ∈ (A∗)−jBr :
∣∣|φ̂(y)| − 1∣∣ < ε } |n
|(A∗)−jBr|n = 1.
Si la implicacio´n (A1) ⇒ (C1) no es cierta, entonces, teniendo en cuenta (1.18),
obtenemos que existe 0 < ε0 < 1, r0 > 0 y una sucesio´n creciente de nu´meros
naturales {mj}∞j=1 tal que
|Γj |n = | { y ∈ (A∗)−mjBr0 : |φ̂(y)| < 1− ε0 } |n ≥ ε0|(A∗)−mjBr0 |n.
De acuerdo con la Proposicio´n 1.10 y la desigualdad (1.18) tenemos que
1 = l´ım
j→∞
|(A∗)−mjBr0 |−1n
∫
(A∗)−mjBr0
|φ̂(t)|2dt
= l´ım
j→∞
|(A∗)−mjBr0 |−1n
(∫
(A∗)−mjBr0\Γj
|φ̂(t)|2dt+
∫
Γj
|φ̂(t)|2dt
)
≤ l´ım
j→∞
|(A∗)−mjBr0 |−1n
(|(A∗)−mjBr0 |n − |Γj |n + (1− ε0)|Γj |n)
≤ l´ım
j→∞
|(A∗)−mjBr0 |−1n
(|(A∗)−mjBr0 |n − ε20|(A∗)−mjBr0 |n) ≤ 1− ε20.
La contradiccio´n obtenida finaliza la prueba.
La implicacio´n (C1) ⇒ (B1) es trivial.
El siguiente teorema es una consecuencia inmediata del anterior resultado.
Teorema 1.13. Sea Vj, j ∈ Z, una sucesio´n de subespacios cerrados en L2(Rn)
que satisface las condiciones (i), (ii) y (iv). Entonces las siguientes condiciones
son equivalentes:
(A) W = ∪j∈ZVj = L2(Rn);
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(B) φ̂ —la transformada de Fourier de la funcio´n de escala φ— es local-
mente distinta de cero en el origen;
(C) El origen es un punto de continuidad aproximativa de la funcio´n |φ̂|
siempre que tomemos |φ̂(0)| = 1.
Una caracterizacio´n completa de las funciones de escala en un A-MRA viene
escrita en el siguiente teorema, donde simplemente hemos recogido y ordenado
adecuadamente los resultados anteriores. De esta manera conseguimos dar la
caracterizacio´n de las funciones de escala de un A-MRA de forma ana´loga a la
dada en [46, Teorema 5.2, p. 382].
Teorema 1.14. Sea A ∈ LE tal que A(Zn) ⊂ Zn y sea φ ∈ L2(Rn). Las
siguientes condiciones son equivalentes:
(1) φ es la funcio´n de escala de un A-MRA;
(2) (α) La funcio´n φ̂ es A∗-localmente distinta de cero en el origen;
(β) ∑
k∈Zn
|φ̂(t+ k)|2 = 1 en c.t. t ∈ Rn; (1.19)
(γ) Existe H ∈ L∞(Tn), ‖ H ‖∞≤ 1, llamada filtro de paso bajo, tal
que
φ̂(t) = H(A∗−1t)φ̂(A∗−1t) en c.t. t ∈ Rn; (1.20)
(3) (α∗) El origen es un punto de A∗-continuidad aproximativa de |φ̂| si
tomamos |φ̂(0)| = 1; y, adema´s tenemos las condiciones (β) y (γ).
A partir del Teorema 1.14 es inmediato el siguiente resultado.
Teorema 1.15. Sea φ ∈ L2(Rn). Las siguientes condiciones son equivalentes:
(1’) φ es la funcio´n de escala de un MRA;
(2’) (α) La funcio´n φ̂ es localmente distinta de cero en el origen;
(β) ∑
k∈Zn
|φ̂(t+ k)|2 = 1 en c.t. t ∈ Rn; (1.21)
(γ) Existe H ∈ L∞(Tn), ‖ H ‖∞≤ 1, llamada filtro de paso bajo, tal
que
φ̂(t) = H(2−1t)φ̂(2−1t) en c.t. t ∈ Rn; (1.22)
(3’) (α∗) El origen es un punto de continuidad aproximativa de |φ̂| si
tomamos |φ̂(0)| = 1; y, adema´s tenemos las condiciones (β) y (γ).
Como otro corolario del Teorema 1.14 podemos dar las condiciones necesarias
y suficientes de una funcio´n de escala de algu´n M -MRA donde las traslaciones
se toman por elementos de un ret´ıculo general Γ.
Teorema 1.16. Sea M ∈ LE tal que MΓ ⊂ Γ. Sea φ ∈ L2(Rn). Las siguientes
condiciones son equivalentes:
(1∗) φ es la funcio´n de escala de un M -MRA.
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(2∗) (α) La funcio´n φ̂ es M∗-localmente distinta de cero en el origen;
(β) ∑
k∈Zn
|φ̂(t+ C∗k)|2 = d−1C∗ en c.t. t ∈ Rn
donde C viene definida en (1.1);
(γ) Existe H ∈ L∞(Tn), con ‖ H ‖∞≤ 1 y tal que
φ̂(M∗t) = H(C∗−1t)φ̂(t) en c.t. t ∈ Rn.
(3∗) (α∗) El origen es un punto de M∗-continuidad aproximativa de |φ̂|
si tomamos |φ̂(0)| = 1 y, adema´s tenemos las condiciones (β) y
(γ).
Para la demostracio´n de este teorema necesitamos los siguientes lemas te´cnicos.
Lema 1.17. Sea C ∈ L e invertible. Sean f, g : Rn −→ C funciones medibles
tales que g(·) = d− 12C f(C−1·). Entonces
1 =
∑
k∈Zn
| ĝ(t+ k) |2 en c.t. t ∈ Rn
si y solo si
d−1C =
∑
k∈Zn
| f̂(t+ C∗k) |2 en c.t. t ∈ Rn.
Demostracio´n. Como ĝ(t) = d1/2C f̂(C
∗t), la demostracio´n es inmedata a partir
de la igualdad
1 =
∑
k∈Zn
| ĝ(t+ k) |2=
∑
k∈Zn
| d1/2C∗ f̂(C∗t+ C∗k) |2 en c.t. t ∈ Rn,
Lema 1.18. Sea φ ∈ L2(Rn) y suponemos que {τγφ}γ∈Γ es una base ortonor-
mal de V ∗0 . Sea V
∗
j , j ∈ Z una sucesio´n de subespacios cerrados en L2(Rn) que
satisfacen la condicio´n (iiM ). Entonces las siguientes condiciones son equiva-
lentes:
(a) ∀j ∈ Z, V ∗j ⊂ V ∗j+1;
(b) Existe H ∈ L∞(Tn), ‖H‖∞ ≤ d1/2M tal que
DM∗ φ̂(t) = H(C∗−1t)φ̂(t) en c.t. t ∈ Rn, (1.23)
donde C esta´ definida en (1.1).
Demostracio´n. (a) ⇐⇒ (b). Con la misma notacio´n que en la Proposicio´n 1.3,
tenemos que
∀j ∈ Z, V ∗j ⊂ V ∗j+1 ⇐⇒ ∀j ∈ Z, Vj ⊂ Vj+1,
con lo que, equivalentemente desde el Lema 1.7, existe H ∈ L∞(Tn), ‖H‖∞ ≤
d
1/2
A1
tal que
d
1/2
A ϕ̂(A
∗t) = H(t)ϕ̂(t) en c.t. t ∈ Rn.
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Pero, como ϕ̂(t) = d1/2C∗ φ̂(C
∗t), tenemos de manera equivalente, que existe H ∈
L∞(Tn), ‖H‖∞ ≤ d1/2A tal que
d
1/2
A φ̂(C
∗A∗t) = d1/2A φ̂(M
∗C∗t) = H(t)φ̂(C∗t) en c.t. t ∈ Rn,
es decir,
d
1/2
M φ̂(M
∗t) = H(C∗−1t)φ̂(t) en c.t. t ∈ Rn.
Demostracio´n del Teorema 1.16. (1∗) ⇐⇒ (3∗). En la demostracio´n de
la Proposicio´n 1.3 hemos visto que φ es funcio´n de escala de un M -MRA con
traslaciones por elementos del ret´ıculo Γ si y solo si ϕ(·) = d− 12C φ(C−1·), donde
C es la aplicacio´n lineal invertible definida en (1.1), es una funcio´n de escala de
un A-MRA con traslaciones por elementos del ret´ıculo Zn.
Entonces, de manera equivalente ϕ satisface las condiciones escritas en (3)
del Teorema 1.14, y finalmente la Proposicio´n B.24 (ver Ape´ndice B), el Lema
1.17 y el Lema 1.18 nos dicen que tenemos equivalencia entre las anteriores
condiciones y las condiciones de (3∗) en el Teorema 1.16. La prueba de (2∗)
⇐⇒ (1∗) se hace de manera ana´loga cambiando la Proposicio´n B.24 por la
Proposicio´n B.33 (ver Ape´ndice B), As´ı terminamos la demostracio´n.
1.3. Construccio´n de ond´ıculas a partir de un
A-MRA
Recordamos que un A-MRA es un me´todo general para construir familias
de ond´ıculas. En el caso n = 1 y con dilatacio´n dia´dica el resultado de Ste´phane
Mallat [59] para construir una ond´ıcula ortonormal a partir de un MRA dado
es la siguiente (ver [24], [46, p. 57]).
Proposicio´n 1.19. Sea un MRA en L2(R) con m0 el filtro de paso bajo aso-
ciado a la funcio´n de escala, φ, del MRA dado. La funcio´n ψ ∈ V1 	 V0, el
complemento ortogonal de V0 en V1, es una ond´ıcula ortonormal de L2(R) si y
so´lo si
ψ̂(2ξ) = e2piiξv(2ξ)m0(ξ +
1
2
)ϕ̂(ξ) en c.t. ξ ∈ R (1.24)
para alguna funcio´n medible 1−perio´dica, v, tal que | v(ξ) |= 1 c.t. ξ ∈ R.
En esta seccio´n veremos co´mo se construyen ond´ıculas o familias de ond´ıculas,
en un contexto ma´s general, concretamente, a partir de un A-MRA dado donde
A ∈ LE tal que AZn ⊂ Zn. Para el caso dia´dico podemos encontrar una cons-
truccio´n ana´loga a la que presentaremos en estas l´ıneas en [60] y [24]. En el
mismo caso general que trataremos en esta seccio´n, encontramos construcciones
de familias de ond´ıculas a partir de un A-MRA, en [75] y en [71].
Sea {Vj : j ∈ Z} un A-MRA en L(Rn) con funcio´n de escala φ. Desde
el Lema 1.6 sabemos que si tenemos θ0, θ1, ..., θdA−1 funciones de V1 entonces
existen F0, F1, ..., FdA−1 funciones de L
2(Tn) tales que
DA∗ θ̂l(t) = Fl(t)φ̂(t) l = 0, ..., dA − 1, en c.t. t ∈ Rn. (1.25)
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De esta manera si denotamos Hl = d
−1/2
A Fl, l = 0, ..., dA − 1, tenemos obvia-
mente que
θ̂l(A∗t) = Hl(t)φ̂(t) l = 0, ..., dA − 1, en c.t. t ∈ Rn. (1.26)
Proposicio´n 1.20. Sea φ una funcio´n de escala de algu´n A-MRA y sean las
funciones θ0 ∈ L2(Rn) y H0 ∈ L2(Tn) tal que se verifica (1.26). El sistema
{θ0(· − k) : k ∈ Zn} es un sistema ortonormal si y solo si
dA−1∑
i=0
|H0(t+A∗−1p∗i )|2 = 1 en c.t. t ∈ Rn
Demostracio´n. La parte principal de la demostracio´n consiste en calcular un
producto escalar. Sean k1,k2 ∈ Zn. Estamos interesados en
I := 〈θ0(·+ k1), θ0(·+ k2)〉.
Desde la identidad de Plancherel y las propiedades de la transformada de Fourier
obtenemos que
I =
∫
Rn
|θ̂0(t)|2e−2pii〈k2−k1,t〉dt
=
∫
Rn
|H0(A∗−1t)|2|φ̂(A∗−1t)|2e−2pii〈k2−k1,t〉dt,
donde la segunda igualdad es debida a las hipo´tesis.
Si hacemos el cambio de variable t = A∗s, entonces
I = dA
∫
Rn
|H0(s)|2|φ̂(s)|2e−2pii〈k2−k1,A∗s〉ds
= dA
∑
k∈Zn
∫
[0,1]n+k
|H0(s)|2|φ̂(s)|2e−2pii〈k2−k1,A∗s〉ds.
Como A∗Zn ⊂ Zn y la funcio´n H0 pertenece a L2(Tn), entonces
I = dA
∫
[0,1]n
|H0(s)|2e−2pii〈k2−k1,A∗s〉
∑
k∈Zn
|φ̂(s+ k)|2ds
= dA
∫
[0,1]n
|H0(s)|2e−2pii〈k2−k1,A∗s〉ds,
donde la segunda igualdad es cierta ya que como φ es funcio´n de escala de un
A-MRA, entonces segu´n el Lema A, tenemos que
∑
k∈Zn |φ̂(s+k)|2 = 1 en casi
todo punto de Rn. Desde el Lema 1.8 (ii),
I =
∫
[0,1]n
dA−1∑
i=0
|H0(A∗−1(t+ p∗i ))|2e−2pii〈k2−k1,t〉dt.
As´ı, si ponemos junto todo lo anterior conseguimos la siguiente igualdad,
〈θ0(· − k1), θ0(· − k2)〉
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=
∫
[0,1]n
dA−1∑
i=0
|H0(A∗−1(t+ p∗i ))|2e−2pii〈k2−k1,t〉dt. (1.27)
Interpretamos el lado derecho de la igualdad (1.27) como los correspon-
dientes coeficientes de Fourier de la funcio´n
∑dA−1
i=0 |H0(A∗−1(t + p∗i ))|2. En-
tonces si el sistema {θ0(· − k) : k ∈ Zn} es un sistema ortonormal tenemos que∑dA−1
i=0 |H0(A∗−1(t+ p∗i ))|2 = 1 c.t. t ∈ Rn. Rec´ıprocamente, si partimos de la
condicio´n
∑dA−1
i=0 |H0(A∗−1(t + p∗i ))|2 = 1 c.t. t ∈ Rn obtenemos la ortonor-
malidad del sistema {θ0(· − k) : k ∈ Zn}.
Proposicio´n 1.21. Sea φ una funcio´n de escala de algu´n A-MRA y sean las
funciones θ0, θ1, ..., θm ∈ L2(Rn) y H0, ...,Hm ∈ L2(Tn), m ≤ dA−1, tal que se
verifica (1.26). Entonces el sistema {θl(· − k) : k ∈ Zn, l = 0, 1, ...,m.} es un
sistema ortonormal si y solo si los vectores vl(t) = (Hl(t + A∗−1p∗i ))
dA−1
i=0 son
ortonomales en CdA para casi todo punto t ∈ Rn.
Demostracio´n. Dados l1, l2 ∈ {0, ..., dA − 1} y k1,k2 ∈ Zn. De forma ana´loga a
la demostracio´n de la Proposicio´n 1.20, tenemos que
〈θl1(· − k1), θl2(· − k2)〉
=
∫
[0,1]n
dA−1∑
i=0
Hl1(A
∗−1(t+ p∗i ))Hl2(A∗−1(t+ p∗i ))e
−2pii〈k2−k1,t〉dt. (1.28)
Desde aqu´ı, la prueba es ana´loga a la demostracio´n de la Proposicio´n 1.20.
Proposicio´n 1.22. Sea φ una funcio´n de escala de algu´n A-MRA {Vj}j∈Z, y
sean las funciones θ0, θ1, ..., θdA−1 ∈ V1 y H0, ...,HdA−1 ∈ L2(Tn), tal que se
verifica (1.26). El sistema {θl(· − k) : k ∈ Zn, l = 0, 1, ..., dA − 1} es una base
ortonormal de V1 si y solo si la matriz
M(t) = (Hl(t+A∗−1p∗i ))
dA−1
l,i=0
es una matriz unitaria para casi todo t ∈ Rn, es decir M(t)M∗(t) = I para
casi todo t ∈ Rn.
Demostracio´n. A partir de la Proposicio´n 1.21, so´lo nos falta comprobar que el
sistema {θl(· − k) : k ∈ Zn, l = 0, 1, ..., dA − 1} es una base ortonormal de V1.
Lo probaremos por reduccio´n al absurdo. Tomamos dA funciones θ0, ..., θdA−1
de V1 tales que {θl(· − k) : k ∈ Zn, l = 0, ..., dA − 1} es un sistema ortonormal
pero no es una base de V1. Entonces podemos tomar otra funcio´n θdA ∈ V1 tal
que ‖ θdA ‖L2(Rn)= 1 y adema´s, θdA es ortogonal a todas las funciones θl(·−k),
k ∈ Zn, l = 0, ..., dA − 1.
Desde (1.28), en la demostracio´n de la Proposicio´n 1.21, con l1 = dA tenemos
que
dA−1∑
i=0
HdA(A
∗−1(t+ p∗i ))Hl(A∗−1(t+ p∗i )) = 0 en c.t. t ∈ Rn,
para todo l = 0, 1, ..., dA − 1. Esto nos dice que tenemos (dA + 1) vectores
ortogonales en CdA , lo que es imposible.
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Ya estamos preparados para hacer la construccio´n de una ond´ıcula o una
familia de ond´ıculas asociada con un A- MRA, Vj , j ∈ Z, con funcio´n de escala
φ. Para cada j ∈ Z se define el subespacio cerrado Wj como el complemento
ortogonal de Vj en Vj+1 con el producto escalar en L2(Rn), con lo que Vj+1 es
suma directa de los subespacios Vj y Wj , es decir, Vj+1 = Vj
⊕
Wj . De esta
manera, como
⋂
j∈Z Vj = {0} y
⋃
j∈Z Vj = L
2(Rn) podemos escribir
L2(Rn) =
⊕
j∈Z
Wj . (1.29)
Desde la condicio´n (iiA) de la definicio´n de A-MRA tenemos que
∀j ∈ Z, f ∈W0 ⇐⇒ DAjf ∈Wj .
As´ı, para encontrar una familia de ond´ıculas asociadas con nuestro A-MRA es
suficiente con construir una familia de funciones ψ(l) ∈ W0, l ∈ I, donde I es
un conjunto finito de super´ındices, tales que
{ψ(l)(· − k) : k ∈ Zn, l ∈ I}
es una base ortonormal de W0. De esta manera
{ψ(l)(· − k) : k ∈ Zn, l ∈ I}
⋃
{φ(· − k) : k ∈ Zn}
es una base ortonormal de V1. Ahora, la Proposicio´n 1.22 nos dice que la familia
de ond´ıculas asociadas con nuestro A-MRA tiene cardinalidad dA− 1 y adema´s
nos sugiere una forma para encontrar las funciones de ese conjunto de ond´ıculas.
Tomamos θ0(x) = φ(x), y como hemos descrito en la Proposicio´n 1.22, escoge-
mos funciones medibles Zn-perio´dicas Hl, l = 1, .., dA − 1 tales que la matriz
M(t) = (Hl(t+A∗−1p∗i ))
dA−1
l,i=0
sea una matriz unitaria para casi todo t ∈ Rn, es decir, tenemos que construir
una matriz unitaria en casi todo punto cuya primera fila esta´ dada. Si hacemos
esto, por la Proposicio´n 1.22 y por nuestra discusio´n anterior sobre las familias
de ond´ıculas asociados con nuestro A-MRA, podemos asegurar que
{ψ(l)(· − k) : k ∈ Zn, l = 1, ..., dA − 1}
donde cada funcio´n ψ(l), l = 1, ..., dA − 1 viene definida por
ψ̂(l)(A∗t) = Hl(t)φ̂(t), (1.30)
es una familia de ond´ıculas que surgen a partir de nuestro A-MRA.
Con todo lo anterior, podemos enunciar el siguiente teorema que podemos
encontrar en [75].
Teorema 1.23. Para todo A-MRA se asocia una familia de ond´ıculas que con-
siste exactamente en dA − 1 funciones.
Existen ond´ıculas que no surgen de un MRA. Un ejemplo de ello en L2(R)
y con dilatacio´n A = 2 es la ond´ıcula dada por J. L. Journe´ que consiste en la
funcio´n ψ que satisface | ψ̂ |= χK , donde
K = [−32
7
pi,−4pi) ∪ [−pi,−4
7
pi) ∪ (4
7
pi, pi] ∪ (4pi, 32
7
pi].
La comprobacio´n de que la ond´ıcula de J. L. Journe´ no surge a partir de un
MRA la podemos encontrar, por ejemplo, en [46, pp. 64–65].
Cap´ıtulo 2
CARACTERIZACIO´N DE
FILTROS DE PASO BAJO
DE UN ANA´LISIS
MULTIRRESOLUCIO´N
En este cap´ıtulo daremos condiciones necesarias y suficientes para los filtros
de paso bajo asociados con funciones de escala de algu´n A-MRA donde la di-
latacio´n viene dada por una aplicacio´n lineas expansiva fija A : Rn −→ Rn tal
que AZn ⊂ Zn.
Recordamos que dada una funcio´n de escala φ ∈ L2(Rn), n ≥ 1, de un
A-MRA, entonces
d
−1/2
A φ(A
−1x) =
∑
k∈Zn
akφ(x− k), (2.1)
con convergencia en L2(Rn), donde
ak = d
−1/2
A
∫
Rn
φ(A−1x)φ(x− k)dx. (2.2)
Si tomamos transformada de Fourier a ambos lados de la igualdad (2.1), tenemos
que
φ̂(A∗t) = d−1/2A
∑
k∈Zn
ake
−2pii〈k,t〉φ̂(t) = H(t)φ̂(t), en c.t. t ∈ Rn (2.3)
donde
H(t) = d−1/2A
∑
k∈Zn
ake
−2pii〈k,t〉
es una funcio´n de L∞(Tn) tal que ‖ H ‖∞≤ 1. A esta funcio´n H se le llama
filtro de paso bajo asociado a la funcio´n de escala φ (ver la condicio´n (γ) del
Teorema 1.14 del Cap´ıtulo 1).
Desde la definicio´n de filtro de paso bajo, |φ̂(A∗t)| ≤ |φ̂(t)| en c.t. t ∈ Rn,
ya que |H(t)| ≤ 1 en c.t. t ∈ Rn.
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Para un MRA definido en  L2(R) y con dilatacio´n dia´dica, se pueden encon-
trar condiciones suficientes sobre un filtro de paso bajo que permiten asegurar
que el producto infinito
∏∞
j=1H(2
−jt) existe en c.t.p. y es igual a la transfor-
mada de Fourier de una funcio´n de escala φ.
2.1. Introduccio´n histo´rica
A. Cohen [18] dio las primeras condiciones necesarias y suficientes para que
un polinomio trigonome´trico H sea un filtro de paso bajo asociado con una
funcio´n de escala de algu´n MRA definido en  L2(R).
Teorema (Cohen). Sea H un polinomio trigonome´trico definido en R tal que
|H(ξ)|2 + |H(ξ + 12 )|2 = 1 y con H(0) = 1. Adema´s, sea θ la funcio´n tal que
θ̂(ξ) = Π∞j=1H(2
−jξ).
Las dos siguientes condiciones son equivalentes.
(1) θ es funcio´n de escala de algu´n MRA.
(2) Existe un conjunto compacto K ⊂ R tal que KT = [0, 1), que contiene
un entorno del origen y tal que
ı´nf
j>0
ı´nf
ξ∈K
| H(2−jξ) |> 0.
Continuando con las misma ideas, Herna´ndez y Weiss [46], y despue´s M. Pa-
padakis, H. Sikic´ y G. Weiss [62] y R. F. Gundy [36] presentan unas condiciones
necesarias y suficientes donde las hipo´tesis sobre la funcio´n H se debilitan.
Un corolario del Teorema de Cohen es el siguiente (ver [18], [46]).
Corolario. Sea H un polinomio trigonome´trico definido en R tal que satisface
la ecuacio´n |H(ξ)|2 + |H(ξ + 12 )|2 = 1 ∀ξ ∈ R con H(0) = 1. Adema´s, sea θ la
funcio´n tal que θ̂(ξ) = Π∞j=1H(2
−jξ). Si H no tiene ceros en el intervalo [− 16 , 16 ]
entonces θ es una funcio´n de escala de algu´n MRA.
Adema´s, en su tesis doctoral, Cohen [17] probo´ que una determinada estruc-
tura de los ceros del polinomio trigonome´trico H es la ra´ız del problema.
Teorema. Con las mismas condiciones que en el Teorema de Cohen, las condi-
ciones (1) y (2) de dicho teorema son equivalentes a
(3) No existe un ciclo no trivial {ξ1, ..., ξL} en [− 12 , 12 ] para el operador
ξ −→ 2ξ (mod 1) tal que
|H(ξl)| = 1 ∀l = 1, ..., L.
Ma´s o menos al mismo tiempo que aparecieron las condiciones de Cohen,
Lawton [54] dio una condicio´n suficiente de muy distinta naturaleza cuando
H(ξ) =
∑N
k=0 ake
−2piikξ. E´l construye una cierta matriz M desde una sucesio´n
{ak}Nk=0 y considera el subespacio generado por los autovectores de M asociados
con el autovalor uno. Si este subespacio tiene dimensio´n uno, entonces H es un
filtro de paso bajo asociado con una funcio´n de escala de algu´n MRA.
Que la condicio´n de Lawton era una condicio´n necesaria fue probada por
ambos Cohen (ver [20]) y Lawton [55] de forma independiente. (Para ma´s infor-
macio´n mirar [24, pp. 182–193])
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En el caso en el que trabajamos, es decir, cuando el MRA esta´ definido en
L2(Rn), n ≥ 1, y la dilatacio´n viene dada por una aplicacio´n lineal A ∈ LE tal
que AZn ⊂ Zn, una generalizacio´n del Teorema de Cohen es presentada por M.
Bownik [7], adema´s, aparece una generalizacio´n del Teorema de Lawton como
sigue.
Dada H ∈ L∞(Tn) el siguiente operador lineal y continuo
P : L1(Tn) −→ L1(Tn)
tal que
Pf(t) =
dA−1∑
i=0
| H(A∗−1(t+ p∗i )) |2 f(A∗−1(t+ p∗i ))
esta´ bien definido. Este operador fue introducido por M. Bownik como una gene-
ralizacio´n de un operador ana´logo introducido para el caso dia´dico en dimensio´n
1 por W. Lawton.
Una generalizacio´n del Teorema de Lawton. Sea A : Rn −→ Rn una apli-
cacio´n lineal expansiva tal que A(Zn) ⊂ Zn. Sea H un polinomio trigonome´trico
definido en Rn tal que
∑dA−1
i=0 | H(t+A∗−1p∗i ) |2= 1 ∀t ∈ Rn y con H(0) = 1.
Sea la funcio´n θ tal que su transformada de Fourier es θ̂(t) = Π∞j=1H(A
∗−jt).
Las dos siguientes condiciones son equivalentes.
(1) θ es una funcio´n de escala de algu´n A-MRA.
(2) No existe ningu´n polinomio trigonome´trico no constante que sea un
punto fijo del operador P .
Adema´s, en el art´ıculo de Lagarias y Wang [53] aparecen ma´s condiciones
necesarias y suficientes para polinomios trigonome´tricos siguiendo las ideas de
Cohen y Lawton originales.
Desde la discusio´n anterior se concluye que existen, esencialmente, dos for-
mas distintas pero equivalentes de dar la solucio´n a la caracterizacio´n de los
filtros de paso bajo cuando son polinomios trigonome´tricos.
El problema de dar condiciones necesarias y suficientes a una funcio´n arbi-
traria H ∈ L2(Tn) para que sea filtro de paso bajo esta´ propuesto en las notas
del final del Cap´ıtulo 7 del libro de Herna´ndez y Weiss [46].
Para un MRA definido en L2(R) y con dilatacio´n dia´dica, en la literatura
aparecen varias caracterizaciones diferentes. Papadakis, Sikic´ y Weiss [62] han
formulado una de ellas. Dobric´, Gundy y Hitczenko [27] dieron otra en te´rminos
probabil´ısticos. Adema´s, Gundy [37] trata una cuestio´n ligeramente ma´s general:
describir los filtros de paso bajo para una (posiblemente no ortogonal) base de
Riesz.
A priori, si tenemos una caracterizacio´n de las funciones de escala de un
MRA, una forma trivial para obtener una caracterizacio´n de los filtros de paso
bajo H es la siguiente: Se define el producto infinito
∏∞
j=1 | H(2−jt) | que
supongamos que existe y es no trivial, llamamos φ̂(t) =
∏∞
j=1 | H(2−jt) | y
reescribimos todas las condiciones que φ̂ deber´ıa satisfacer de acuerdo con la
caracterizacio´n de las funciones de escala que tengamos.
Por lo tanto, en el actual estado de conocimiento es un riesgo intentar dar
una descripcio´n de todas esas funciones H ∈ L∞(Tn) que son filtros de paso bajo
para algu´n A-MRA. De todas formas, hemos decidido presentar los resultados
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de nuestro intento, entendiendo que la principal dificultad es encontrar una
formulacio´n adecuada que nos sirva para ese propo´sito.
Parece que nuestra formulacio´n esta´ cerca de la versio´n final, si es que existe.
Nuestras esperanzas esta´n basadas en el hecho de que las condiciones obtenidas
son suficientemente simples y que su formulacio´n, incluso para el caso general
de A-MRA, no es complicada.
Empezaremos desde la caracterizacio´n de las funciones de escala obtenida
en el Cap´ıtulo 1 y seguiremos la estrategia de Lawton. Hacemos notar que las
condiciones presentadas aqu´ı son nuevas incluso en el caso cla´sico, es decir, para
un MRA definido en L2(R) y con dilatacio´n dia´dica.
2.2. Resultados
Para una funcio´n φ ∈ L2(Rn) dada, denotamos
Φφ(t) =
∑
k∈Zn
|φ̂(t+ k)|2. (2.4)
El primer paso para el estudio de los filtros de paso bajo asodiados con una
funcio´n de escala de un A-MRA es obvio: Se deber´ıa estudiar el producto infinito
∞∏
j=1
| H(A∗−jt) | . (2.5)
Supongamos que el producto infinito (2.5) converge en casi todo punto de Rn.
Vamos a buscar una funcio´n de escala φ para un A-MRA que satisface la condi-
cio´n de que
| φ̂(t) |=
∞∏
j=1
| H(A∗−jt) | .
As´ı, por el Teorema 1.14 de caracterizacio´n de las funciones de escala del
Cap´ıtulo 1, deberiamos adema´s suponer que | φ̂ | es A∗-localmente distinta
de cero en el origen. Con a´nimo de no repetir condiciones, introducimos la
clase ΠA que consiste en todas las funciones medibles definidas en Rn tales
que 0 ≤ f(t) ≤ 1 en casi todo punto de Rn y el origen es un punto de A∗-
continuidad aproximativa de f si tomamos f(0) = 1. La clase ΠA sera´ denotada
por Π cuando el origen sea un punto de continuidad aproximativa de f .
Probamos el siguiente resultado.
Teorema 2.1. Sea A ∈ LE tal que AZn ⊂ Zn, y sea H ∈ L∞(Tn) una funcio´n
tal que el producto infinito
∏∞
j=1 |H(A∗−jt)| converge en casi todo punto de
Rn y es A∗-localmente distinto de cero en el origen. Entonces las siguientes
condiciones son equivalentes:
A) La funcio´n θ, donde θ̂(t) :=
∏∞
j=1 |H(A∗−jt)|, es una funcio´n de
escala de un A-MRA y |H| es su filtro de paso bajo asociado.
B) La u´nica funcio´n f ∈ L1(Tn)⋂ΠA que es un punto fijo del operador
P es la funcio´n f ≡ 1.
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Como una consecuencia del Teorema 2.1, podemos dar una caracterizacio´n
completa de los filtros de paso bajo asociados con funciones de escala. Para ello,
necesitamos la nocio´n de multiplicador de filtros, la cual para el caso unidimen-
sional fue introducida en [76].
Definicio´n 2.1. Se dice que una funcio´n medible m es un multiplicador de
filtros si cuando H es un filtro de paso bajo asociado con una funcio´n de escala
de algu´n A-MRA, entonces mH es un filtro de paso bajo asociado con una
funcio´n de escala de algu´n A-MRA.
En la definicio´n anterior, evitamos introducir la letra A, porque como vere-
mos ma´s adelante (ver la Proposition 2.8) la clase de multiplicadores de filtros
es la misma para todas las aplicaciones lineales expansivas A : Rn → Rn tal
que A(Zn) ⊂ Zn.
Sea
mH(t) =
{
H(t)
|H(t)| si |H(t)| 6= 0
0 si |H(t)| = 0, (2.6)
y sea µ cualquier funcio´n medible definida en Rn tal que
| µ(t) |= 1 en c.t. t ∈ Rn y mH(t) = µ(A∗t)µ(t), (2.7)
donde mH esta´ definida por (2.6) (ver la prueba de la Proposicio´n 2.8 ma´s
abajo).
Teorema 2.2. A ∈ LE tal que AZn ⊂ Zn, y sea H ∈ L∞(Tn) tal que el
producto infinito
∏∞
j=1 |H(A∗−jt)| converge en casi todo punto de Rn y es A∗-
localmente distinto de cero en el origen. Entonces las siguientes condiciones son
equivalentes:
(A) ∀µ que verifica (2.7), (µθ̂)∨ es una funcio´n de escala de algu´n A-
MRA, donde θ̂(t) :=
∏∞
j=1 |H(A∗−jt)| y H es su filtro de paso bajo
asociado.
(B) La u´nica funcio´n f ∈ L1(Tn)⋂ΠA que es un punto fijo del operador
P es la funcio´n f ≡ 1.
Cuando n = 1 y tenemos una dilatacio´n dia´dica, al operador P se le denotara´
P1 donde
P1f(t) =| H( t2) |
2 f(
t
2
)+ | H( t+ 1
2
) |2 f( t+ 1
2
). (2.8)
En este caso, el Teorema 2.2 implica lo siguiente.
Corolario 2.3. Sea H ∈ L∞(T) tal que el producto infinito ∏∞j=1 |H(2−jt)|
converge en casi todo punto de R y es localmente distinto de cero en el origen.
Entonces las siguientes condiciones son equivalenes:
(a) ∀µ que verifica (2.7), (µθ̂)∨ es una funcio´n de escala de algu´n MRA,
donde θ̂(t) :=
∏∞
j=1 |H(2−jt)| y H es su filtro de paso bajo asociado.
(b) La u´nica funcio´n f ∈ L1(T)⋂Π que es un punto fijo del operador P1
es la funcio´n f ≡ 1.
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2.3. Propiedades de los filtros de paso bajo
Como hemos mencionado al principio de la introduccio´n, dado un A-MRA
con funcio´n de escala φ, existe H ∈ L∞(Tn) que satisface la condicio´n (γ) del
Teorema 1.14 del Cap´ıtulo 1.
La siguiente proposicio´n fue probada en [7] (ver adema´s [59], [60], [24], [46]
para el caso cuando n = 1 y tenemos una dilatacio´n dia´dica).
Proposicio´n B. Sea H el filtro de paso bajo asociado a una funcio´n de escala
de algu´n A-MRA. Entonces
dA−1∑
i=0
| H(t+A∗−1p∗i ) |2= 1 en c.t. t ∈ Rn. (2.9)
El siguiente resultado esta´ probado en [7] (ver [24] para el caso n = 1 y
dilatacio´n dia´dica).
Proposicio´n C. Sea H ∈ L∞(Tn) una funcio´n que verifica (2.9). Si el producto
infinito
∏∞
j=1 | H(A∗−jt) | converge en casi todo punto, entonces
θ̂(t) :=
∏∞
j=1 | H(A∗−jt) | pertenece a L2(Rn) y ‖ θ̂ ‖L2(Rn)≤ 1.
El siguiente lema esta´ demostrado en [7] (ver [24], [46] para el caso n = 1 y
con dilatacio´n dia´dica).
Lema D. Sea H ∈ L∞(Tn) que satisface (2.9). Definimos, para todo N ∈ N,
una funcio´n ΓN : Rn → R por
ΓN (t) =
N∏
j=1
|H(A∗−jt)|χ[− 12 , 12 ]n(A
∗−Nt) t ∈ Rn.
Entonces ∑
k∈Z
|ΓN (t+ k)|2 = 1 en c.t. t ∈ Rn. (2.10)
Para caracterizar los multiplicadores de filtros, necesitamos el siguiente lema
probado por Gro¨chenig y Madych [34].
Lema E. Sea A ∈ LE tal que A(Zn) ⊂ Zn. Entonces cualquier solucio´n inte-
grable de
φ(x) =
∑
k∈∆A
φ(Ax− k) (2.11)
es u´nica salvo por multiplicaciones por una constante y esta´ soportada en el
compacto
Q = {x ∈ Rn : x =
∞∑
j=1
A−jbj , bj ∈ ∆A}. (2.12)
Si φh es una funcio´n con soporte compacto que satisface (2.11), entonces por
el bien conocido Teorema de Paley-Wiener-Schwartz (ver [48] p. 181) tenemos
que | {t ∈ Rn : φ̂h(t) = 0} |n= 0. Por lo tanto si tomamos ϕ̂ = φ̂h(Φφh)−
1
2 ,
donde Φφh esta´ definida por (2.4), entonces ϕ sera´ una funcio´n de escala de un
A-MRA (ver [6] seccio´n 2) y tenemos la siguiente afirmacio´n:
Afirmacio´n 1. Existe un filtro de paso bajo H asociado con una funcio´n de
escala ϕ de algu´n A-MRA tal que | {t ∈ Rn : H(t) = 0} |n= 0.
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La prueba de la siguiente proposicio´n esta´ contenida en la demostracio´n
del Teorema 4.2 del art´ıculo de Bownik, Rzeszotnik y Speegle [9] (ver adema´s
Cap´ıtulo 3).
Proposicio´n F. Sea A ∈ LE tal que A(Zn) ⊂ Zn. Existe una funcio´n de escala
φ de un A−MRA tal que φ̂ = χE donde E ⊂ Rn es un conjunto medible.
Como una consecuencia directa del Teorema 1.14 en el Cap´ıtulo 1, y de la
Proposicio´n B, se tiene la siguiente proposicio´n.
Proposicio´n 2.4. Sea H el fitro de paso bajo asociado con una funcio´n de
escala de algu´n A-MRA. Entonces el origen es un punto de A∗-continuidad
aproximativa de la funcio´n | H | si tomamos | H(0) |= 1 y cualquier punto
A∗−1p∗i , i = 1, ...dA − 1, es un punto de A∗-continuidad aproximativa de | H |
si tomamos | H(A∗−1p∗i ) |= 0.
La siguiente proposicio´n nos da una expresio´n del mo´dulo de la transformada
de Fourier de una funcio´n de escala de un A-MRA como un producto infinito∏∞
j=1 | H(A∗−jt) |.
Proposicio´n 2.5. Sea H el fitro de paso bajo asociado con una funcio´n de
escala, φ de algu´n A-MRA. Entonces
| φ̂(t) |=
∞∏
j=1
| H(A∗−jt) |, en c.t. t ∈ Rn. (2.13)
Demostracio´n. Desde la definicio´n de filtro de paso bajo, dado N ∈ N, tenemos
que
φ̂(t) = [
N∏
j=1
H(A∗−jt)]φ̂(A∗−Nt) en c.t. t ∈ Rn.
Por otro lado, de acuerdo con la condicio´n (α∗) del Teorema 1.14, el origen es un
punto de A∗-continuidad aproximativa de |φ̂| si tomamos |φ̂(0)| = 1. A partir
de aqu´ı, la Proposicio´n B.30 del Ape´ndice B nos dice que existe una sucesio´n
creciente de nu´mero naturales {jN}∞N=1 ⊂ N, tal que
l´ım
N−→∞
|φ̂(A∗−jN t)| = 1 para c.t. t ∈ Rn.
Adema´s, como |φ̂(A∗t)| ≤ |φ̂(t)| en c.t. t ∈ Rn, podemos concluir que
l´ım
N−→∞
| φ̂(A∗−Nt) |= 1, para c.t. t ∈ Rn.
De esta manera, si ponemos junto todo lo anterior, obtenemos que
l´ım
N−→∞
N∏
j=1
| H(A∗−jt) |= l´ım
N−→∞
| φ̂(t) |
| φ̂(A∗−Nt) |
=| φ̂(t) | para c.t. t ∈ Rn.
Una versio´n de la siguiente proposicio´n aparece en [62] para el caso n = 1 y
con dilatacio´n dia´dica.
Proposicio´n 2.6. Sea A ∈ LE tal que A(Zn) ⊂ Zn. Sea H ∈ L∞(Tn) que
satisface (2.9). Adema´s, sea θ̂(t) =
∏∞
j=1 | H(A∗−jt) | en c.t. t ∈ Rn, entonces
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i) para cada N ∈ Z, θ̂(A∗−Nt) ≤ θ̂(A∗−N−1t) en c.t.p. de Rn;
ii) los l´ımites en las siguientes desigualdades existen para c.t.p. de Rn y
0 ≤ l´ım
N→∞
θ̂(A∗Nt) ≤ θ̂(t) ≤ l´ım
N→∞
θ̂(A∗−Nt) ≤ 1;
iii) l´ımN→∞ θ̂(A∗−Nt) es o bien 0 o bien 1 en c.t. t ∈ Rn. Adema´s, el
primer caso ocurre si y solo si θ̂(A∗−Nt) = 0 para todo N ∈ Z.
Demostracio´n. La prueba de i) es una consecuencia inmediata de la definicio´n
de θ̂ y del hecho de que |H(t)| ≤ 1 en c.t. t ∈ Rn.
La propiedade ii) se sigue desde el hecho de que 0 ≤ θ̂(t) ≤ 1 en c.t. t ∈ Rn
y de la monotonicidad expresada en i).
Para probar iii) observar que por la condicio´n ii), existe el l´ımN→∞ θ̂(A∗−Nt)
∀t ∈ Rn \G donde G ⊂ Rn es un conjunto medible tal que |G|n = 0. Adema´s,
si denotamos F = {t ∈ Rn : ∃N ∈ Z tal que |H(A∗Nt)| > 1}, desde nuestras
hipo´tesis, |F |n = 0.
Dado t ∈ Rn \ G, es obvio que si θ̂(A∗Nt) = 0 para todo N ∈ Z, entonces
l´ımN→∞ θ̂(A∗−Nt) = 0. Por otro lado, dado t ∈ Rn \ (G ∪ F ), si existe un
N0 ∈ Z tal que θ̂(A∗−N0t) 6= 0, tenemos
0 < θ̂(A∗−N0t) =
∞∏
j=1
|H(A∗−j−N0t)| =
∞∏
j=N0+1
|H(A∗−jt)|,
entonces
N∏
j=N0+1
|H(A∗−jt)| > 0 ∀N ≥ N0 + 1.
As´ı, cuando N ≥ N0 + 1 tenemos que
θ̂(A∗−N0t) =
N∏
j=N0+1
|H(A∗−jt)|θ̂(A∗−Nt) > 0,
y consecuentemente, como {∏Nj=N0+1 |H(A∗−jt)|}∞N=N0+1 es una sucesio´n no
creciente tal que
l´ım
N→∞
N∏
j=N0+1
|H(A∗−jt)| = θ̂(A∗−N0t),
podemos concluir que
l´ım
N→∞
θ̂(A∗−Nt) =
θ̂(A∗−N0t)∏N
j=N0+1
|H(A∗−jt)|
= 1.
Como una consecuencia de la Proposicio´n2.6, obtenemos el siguiente coro-
lario.
47
Corolario 2.7. Sea H ∈ L∞(Tn) tal que se verifica (2.9). Adema´s, sea
θ̂(t) =
∏∞
j=1 | H(A∗−jt) | en c.t. t ∈ Rn. Entonces o bien la funcio´n θ̂ no es
A∗-localmente distinta de cero en el origen, o bien es un punto de A∗-continuidad
aproximativa de θ̂ si tomamos θ̂(0) = 1.
Demostracio´n. Es suficiente probar que si θ̂ es A∗-localmente distinta de cero
en el origen, entonces el origen es un punto de A∗-continuidad aproximativa
de θ̂ si suponemos que θ̂(0) = 1. Desde nuestras hipo´tesis y de acuerdo con la
Proposicio´n B.34, existe una sucesio´n {Nk}∞k=1 ⊂ N, Nk > Nk−1, tal que existe
un k0 ∈ N tal que si k ≥ k0, tenemos que θ̂(A∗−Nkt) 6= 0, en c.t. t ∈ Rn.
desde la condicio´n iii) de la Proposicio´n 2.6, l´ımN→∞ |θ̂(A−Nt)| = 1 para c.t.
t ∈ Rn. As´ı, podemos concluir nuestra prueba directamente desde la Proposicio´n
B.28.
La siguiente proposicio´n generaliza una afirmacio´n similar para el caso uni-
dimensional probado en [76].
Proposicio´n 2.8. Una funcio´n medible m es un multiplicador de filtros si y
solo si m es una funcio´n Zn-perio´dica y | m(t) |= 1 en c.t. t ∈ Rn.
Demostracio´n. Sea A ∈ LE tal que A(Zn) ⊂ Zn. Supongamos que m es una
funcio´n medible Zn-perio´dica y | m(t) |= 1 en c.t. t ∈ Rn. Afirmamos que existe
una funcio´n medible µ : Rn → C tal que | µ(t) |= 1 en c.t. t ∈ Rn y
m(t) = µ(A∗t)µ(t). (2.14)
Tomamos el conjunto F = B1 \
⋃∞
j=1A
∗−jB1, y observamos que | F |n> 0.
Sabemos que dA es un nu´mero natural, as´ı dA ≥ 2 y tendremos
|
∞⋃
j=1
A∗−jB1 |n <
∞∑
j=1
d−jA | B1 |n=
1
dA − 1 | B1 |n≤| B1 |n,
donde la primera desigualdad es cierta porque cualquier conjunto A∗−jB1 con-
tiene un entorno del origen, y la u´ltima desigualdad es cierta ya que dA ≥ 2.
Despue´s, observamos que
A∗jF
⋂
A∗iF = ∅ si j, i ∈ Z y i 6= j. (2.15)
Si x ∈ Rn \ {0}, como A es una aplicacio´n lineal expansiva, existe N ∈ Z
tal que x ∈ A∗−NB1 y x /∈
⋃∞
j=N+1A
∗−jB1. De esta manera,
x ∈ A∗−NB1 \
⋃∞
j=N+1A
∗−jB1 = A∗−NF . Entonces
⋃∞
j=−∞A
∗jF = Rn \ {0}.
Ahora estamos preparados para construir una funcio´n medible µ tal que
|µ(t)| = 1 en c.t. t ∈ Rn y se verifica (2.14). Primeramente definimos µ sobre
F que sea una funcio´n medible tal que |µ(t)| = 1 si t ∈ F . Desde (2.15), si
x ∈ A∗F , podemos definir
µ(x) = m(A∗−1x)µ(A∗−1x), (2.16)
y entonces (2.14) se satisface claramente para t ∈ F . As´ı, paso a paso podemos
definir µ sobre los conjuntos FN =
⋃N
j=0A
∗jF , y por lo tanto (2.14) es va´lida
sobre FN .
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De una forma ana´loga, si t ∈ A∗−1F podemos definir
µ(t) = µ(A∗t)m(t), (2.17)
y entonces (2.14) sera´ cierto para t ∈ A∗−1F . Si continuamos paso a paso
definiendo µ sobre los conjuntos EN =
⋃N
j=1A
∗−jF , de tal forma que se cumple
la condicio´n (2.14) sobre EN , entonces terminamos la construccio´n.
Sea H un filtro de paso bajo asociado con una funcio´n de escala φ de algu´n A-
MRA. Afirmamos que H˜ = mH es un filtro de paso bajo asociado con la funcio´n
de escala φ˜ donde ̂˜φ = µφ̂. Veamos que para φ˜ se satisfacen las condiciones del
Teorema 1.14 en el Cap´ıtulo 1. Esta´ claro que las condiciones (α) y (β) se
verifican. Adema´s,̂˜
φ(A∗t) = µ(A∗t)φ̂(A∗t) = µ(A∗t)H(t)φ̂(t)
= µ(A∗t)µ(t)H(t)µ(t)φ̂(t)
= m(t)H(t)̂˜φ(t) = H˜(t)̂˜φ(t),
con lo que φ˜ tambie´n verifica la condicio´n (γ) del Teorema 1.14.
Para probar la condicio´n necesaria, suponemos que m es un multiplicador
de filtros. Sea φE una funcio´n de escala de un A-MRA tal que φ̂E = χE donde
E ⊂ Rn es un conjunto medible. Esta funcio´n de escala existe por la Proposicio´n
F. De acuerdo con la condicio´n (γ) del Teorema 1.14, HE(t) = χA∗−1E+Zn(t)
en c.t. t ∈ Rn, sera´ un filtro de paso bajo asociado con la funcio´n de escala φE .
De esta manera, por la Proposicio´n B, tenemos
|(A∗−1E −A∗−1p∗i + Zn)
⋂
(A∗−1E −A∗−1p∗l + Zn)|n = 0, (2.18)
i, l ∈ {0, ..., dA − 1}, i 6= l, y adema´s⋃
i∈{0,...,dA−1}
(A∗−1E −A∗−1p∗i ) + Zn = Rn en c.t.p. de Rn. (2.19)
Al ser mHE un filtro de paso bajo asociado con una funcio´n de escala de un
A-MRA, por la Proposicio´n B
1 =
dA−1∑
i=0
| m(t+A∗−1p∗i )HE(t+A∗−1p∗i ) |2
= |m(t)|2χA∗−1E+Zn(t) +
dA−1∑
i=1
|m(t+A∗−1pi)|2χA∗−1E−A∗−1pi+Zn(t)
en c.t.p. de Rn. As´ı, por (2.18) tenemos
|m(t)| = 1 en c.t. t ∈ A∗−1E + Zn. (2.20)
Por otro lado, sea Hh un filtro de paso bajo asociado con una funcio´n de escala
de un A-MRA tal que | {t ∈ Rn : Hh(t) = 0} |n= 0. Este filtro de paso bajo
existe de acuerdo con nuestra Afirmacio´n 1. Entonces, como mHh es otro filtro
de paso bajo de algu´n A-MRA, por la Proposicio´n B y por (2.20),
|Hh(t)|2+
dA−1∑
i=1
|m(t+A∗−1pi)|2|Hh(t+A∗−1pi)|2 = 1 en c.t. t ∈ A∗−1E + Zn.
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Por lo tanto, como particularmente Hh satisface la Proposicio´n B, tenemos
dA−1∑
i=1
(|m(t+A∗−1pi)|2 − 1)|Hh(t+A∗−1pi)|2 = 0 en c.t. t ∈ A∗−1E + Zn.
(2.21)
as´ı, como hab´ıamos supuesto que | {t ∈ Rn : Hh(t) = 0} |n= 0, desde (2.21)
y por (2.19), podemos concluir que
|m(t)| = 1 para c.t. t ∈ Rn.
Al ser Hh(t) 6= 0 en c.t.p. de Rn, y H := mHh es un filtro de paso bajo de
un A-MRA, entonces la funcio´n m(t) = H(t)Hh(t) esta´ bien definida en c.t.p. de R
n
como una funcio´n Zn-perio´dica.
Como una consecuencia directa de la Proposicio´n 2.8 podemos ver que una
funcio´n medible H es un filtro de paso bajo de un A-MRA si y solo si | H | es
un filtro de paso bajo de algu´n A-MRA.
2.4. Prueba del Teorema 2.1.
Empecemos con la prueba de la implicacio´n A) =⇒ B). Que f ≡ 1 es un
punto fijo del operador P es una consecuencia inmediata de la Proposicio´n B.
Supongamos que f ∈ L1(Tn)⋂ΠA es un punto fijo del operador P .
Vamos a probar que ∫
[0,1]n
f(t)dt ≥ 1.
Esta condicio´n anterior junto con la hipo´tesis f ∈ ΠA nos dira´n que f ≡ 1.
Si utilizamos la igualdad Pf = f , obtenemos∫
[0,1]n
f(t)dt =
∫
[0,1]n
P (f)(t)dt
=
∫
[0,1]n
dA−1∑
i=0
| H(A∗−1(t+ p∗i )) |2 f(A∗−1(t+ p∗i ))dt
= dA
∫
[0,1]n
| H(t) |2 f(t)dt = dA
∫
[− 12 , 12 ]n
| H(t) |2 f(t)dt,
donde la tercera igualdad es cierta por la condicio´n (ii) del Lema 1.8, y la u´ltima
igualdad es cierta porque tanto H como f son funciones Zn-perio´dicas.
Si hacemos el cambio de variable A∗t = v, obtenemos∫
[0,1]n
f(t)dt =
∫
Rn
| H(A∗−1v) |2 f(A∗−1v)χ[− 12 , 12 ]n(A
∗−1v)dv
=
∫
Rn
| H(A∗−1t) |2 Pf(A∗−1t)χ[− 12 , 12 ]n(A
∗−1t)dt,
donde la u´ltima igualdad es cierta ya que Pf = f .
Iterando los ca´lculos anteriores y utilizando que A∗Zn ⊂ Zn, entonces∫
[0,1]n
f(t)dt =
∫
Rn
N∏
j=1
| H(A∗−jt) |2 f(A∗−Nt)χ[− 12 , 12 ]n(A
∗−Nt)dt. (2.22)
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Definimos
ΓNf(t) =
N∏
j=1
| H(A∗−jt) |2 f(A∗−Nt)χ[− 12 , 12 ]n(A
∗−Nt), para N ∈ N.
Como el origen es un punto de A∗-continuidad aproximativa de la funcio´n
χ[− 12 , 12 ]n y de f , entonces el origen es un punto de A
∗-continuidad aproximativa
de χ[− 12 , 12 ]nf . As´ı, de acuerdo con la Proposicio´n B.30 del Ape´ndice B, existe
una sucesio´n creciente de nu´meros naturales {lN}∞N=1 ⊂ N, lN > lN−1 tal que
l´ım
N−→∞
ΓlN f(t) =
∞∏
j=1
| H(A∗−jt) |2, para c.t. t ∈ Rn. (2.23)
Finalmente, si aplicamos el Lema de Fatou, podemos aseguar que∫
[0,1]n
f(t)dt = l´ım
N→∞
∫
Rn
ΓlN f(t)dt ≥
∫
Rn
l´ım
N→∞
ΓlN f(t)dt
=
∫
Rn
∞∏
j=1
| H(A∗−jt) |2 dt =
∫
Rn
| θ̂(t) | dt = 1,
donde las tres u´ltimas igualdades son ciertas por (2.23), por la Proposicio´n 2.5
y porque θ es una funcio´n de escala.
Provbemos ahora la implicacio´n B) =⇒ A). En primer lugar, obse´rvese
que podemos redefinir H en un conjunto de medida nula para que H satisfaga
(4.37) para todo t ∈ Rn. Podemos hacer esto ya que tenemos la igualdad G =⋃dA−1
i=0 (G+A
∗−1p∗i ) donde G ⊂ Tn, | G |n= 0, es el conjunto excepcional donde
la igualdad (4.37) no se verifica. Que G ⊂ ⋃dA−1i=0 (G + A∗−1p∗i ) es obvio. Para
probar que G ⊃ ⋃dA−1i=0 (G + A∗−1p∗i ), sea s ∈ ⋃dA−1i=0 (G + A∗−1p∗i ), entonces
∃l ∈ {0, ..., dA − 1} tal que s = t+A∗−1p∗l donde t ∈ G. Hallamos
dA−1∑
i=0
| H(s+A∗−1p∗i ) |2 =
dA−1∑
i=0
| H(t+A∗−1(p∗l + p∗i )) |2
=
dA−1∑
j=0
| H(t+A∗−1(p∗j +A∗k)) |2
=
dA−1∑
j=0
| H(t+A∗−1(p∗j ) |2 6= 1,
donde la segunda igualdad es cierta ya que {p∗l + p∗i }dA−1i=0 recorre todas las
clases de equivalencia de Zn/A∗(Zn), la tercera igualdad se verifica porque H
es una funcio´n Zn-perio´dica y tenemos la u´ltima desigualdad desde la definicio´n
del conjunto G.
Despue´s, redefinimos | H(t) |= 1√
dA
si t ∈ G.
Por la Proposicio´n C, tenemos que θ̂ ∈ L2(Rn).
Tomamos la funcio´n Φθ definida por (2.4). Vamos a probar que Φθ es un
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punto fijo del operador P . Tenemos
Φθ(t) =
∑
k∈Zn
| θ̂(t+ k) |2=
dA−1∑
i=0
∑
k∈p∗i+A∗Zn
| θ̂(t+ k) |2
=
dA−1∑
i=0
∑
q∈Zn
| θ̂(t+ p∗i +A∗q) |2 .
As´ı, desde la definicio´n de θ̂, obtenemos
Φθ(t) =
dA−1∑
i=0
∑
q∈Zn
| H(A∗−1t+A∗−1p∗i + q) |2| θ̂(A∗−1t+A∗−1p∗i + q) |2
=
dA−1∑
i=0
| H(A∗−1t+A∗−1p∗i ) |2
∑
q∈Zn
| θ̂(A∗−1t+A∗−1p∗i + q) |2
=
dA−1∑
i=0
| H(A∗−1t+A∗−1p∗i ) |2 Φθ(A∗−1t+A∗−1p∗i ) = P (Φθ)(t),
para c.t. t ∈ Rn, donde la segunda igualdad es cierta porque H es una funcio´n
Zn-perio´dica.
Si probamos que la funcio´n Φθ pertenece a L1(Tn)
⋂
ΠA, entonces por la
condicio´n B) del Teorema 2.1 tendremos que Φθ(t) = 1 para c.t. t ∈ Tn. As´ı,
por el Teorema 1.14, la funcio´n θ es una funcio´n de escala de algu´n A-MRA con
filtro de paso bajo asociado H. Con lo que terminaremos la prueba del teorema
si probamos que Φθ pertenece a L1(Tn)
⋂
ΠA.
Obviamente, 0 ≤ Φθ(t) en c.t. t ∈ Rn y es una funcio´n Zn-perio´dica.
Definimos, para cada N ∈ N, una funcio´n ΓN : Rn → [0, 1] por
ΓN (t) =
N∏
j=1
|H(A∗−jt)|χ[− 12 , 12 ]n(A
∗−Nt) t ∈ Rn.
Dado cualquier t ∈ Rn fijo, encontramos un N0 ∈ N tal que t ∈ A∗N [− 12 , 12 ]n
para todo N ≥ N0. As´ı, la sucesio´n {ΓN (t)}∞N=N0 es una sucesio´n no decreciente
y no negativa que convergera´ en todo punto y evidentemente coincidira´ en c.t.p.
de Rn con la funcio´n θ̂(t).
As´ı,
sup esst∈[− 12 , 12 ]nΦθ(t)
= l´ım
N→∞
sup esst∈[− 12 , 12 ]n
∑
k∈Zn
k∈[−N,N ]n
|θ̂(t+ k)|2
≤ l´ım
N→∞
sup esst∈[− 12 , 12 ]n
∑
k∈Zn
k∈[−N,N ]n
| ΓLN (t+ k) |2
≤ l´ım
N→∞
sup esst∈[− 12 , 12 ]n
∑
k∈Zn
| ΓLN (t+ k) |2= 1.
donde LN ∈ N tal que t + k ∈ A∗LN [− 12 , 12 ]n para todo t ∈ [− 12 , 12 ]n y para
todo k ∈ [−N,N ]n, y adema´s, la u´ltima igualdad es cierta por el Lema D.
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Nos queda por probar que el origen es un punto de A∗-continuidad aproxi-
mativa de Φθ si tomamos Φθ(0) = 1. Por hipo´tesis, θ̂ es A∗-localmente disitinta
de cero en el origen, con lo que, de acuerdo con el Corolario 2.7, el origen es un
punto de A∗-continuidad aproximativa de la funcio´n θ̂. Desde aqu´ı, las desigual-
dades θ̂(t) ≤ Φθ(t) ≤ 1 nos dicen que el origen es un punto de A∗-continuidad
aproximativa de Φθ si tomamos Φθ(0) = 1.
Cap´ıtulo 3
ONDI´CULAS,
FUNCIONES DE ESCALA
Y FILTROS DE PASO
BAJO CON SOPORTE
MINIMAL EN LA
FRECUENCIA
En este cap´ıtulo estudiaremos propiedades de funciones de escala de algu´n
A-MRA tales que el mo´dulo de su transformada de Fourier es una funcio´n
caracter´ıstica y la dilatacio´n A : Rn −→ Rn es una aplicacio´n lineal expansiva
tal que AZn ⊂ Zn.
El siguiente resultado nos proporciona una idea de co´mo es el soporte de la
transformada de Fourier de una ond´ıcula o de una funcio´n de escala (cf. [46], p.
53).
Proposicio´n A. Sea g ∈ L2(Rn) tal que {g(· − k) : k ∈ Zn} es un sistema
ortonormal. Entonces | sop ĝ |n≥ 1. Adema´s, se tiene la igualdad si y solo si
| ĝ |= χS donde S ⊂ Rn es algu´n conjunto medible.
Demostracio´n. Desde nuestras hipo´tesis, ‖ g ‖L2(Rn)=‖ ĝ ‖L2(Rn)= 1, y adema´s,
el Lema A del Cap´ıtulo 1 nos dice que |ĝ(t)| ≤ 1 en c.t. t ∈ Rn, entonces
|sop ĝ|n =
∫
sop bg
dt ≥
∫
Rn
|ĝ(t)|2dt = 1.
Por otro lado, si |sop ĝ|n = 1 y existe un conjunto medible E ⊂ Rn, |E|n > 0,
tal que |ĝ(t)| < 1 ∀ t ∈ E, tenemos una contradiccio´n ya que
1 =‖ ĝ ‖2L2(Rn)=
∫
sop bg
|ĝ(t)|2dt < |sop ĝ \ E|+ |E| = 1.
De esta manera podemos concluir que |ĝ(t)| = 1 en c.t. t ∈ sop ĝ. Finalmente,
si {g(· − k) : k ∈ Zn} es un sistema ortonormal y | ĝ |= χS , entonces tenemos
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que
|S|n = |sop ĝ|n =‖ ĝ ‖L2(Rn)= 1.
Un tipo de ond´ıculas que han interesado a varios autores son aquellas cuya
transformada de Fourier es una funcio´n caracter´ıstica. (cf. [38], [29], [44], [43],
[23], [22], [2], [35], [9]). Quiza´s, este tipo de ond´ıculas no tenga, hasta ahora, de-
masiado intere´s en aplicaciones debido en gran parte a la falta de regularidad,
pero, por otro lado, nos son de gran utilidad para comprender ma´s profunda-
mente la estructura de las ond´ıculas en general. Un ejemplo cla´sico es la ond´ıcula
de Shanon, es decir, la funcio´n ψ ∈ L2(R) tal que
ψ̂(t) = epiitχI donde I = [−1,−12) ∪ (
1
2
, 1].
La Proposicio´n A nos dice que dada una familia de ond´ıculas ψ(d) ∈ L2(Rn),
d = 1, ..., s, asociada con una dilatacio´n fija A y tal que | ψ̂(d) |= χKd donde
Kd ⊂ Rn es un conjunto medible, resulta que el soporte de ψ̂(d) tiene medida
minimal; en este sentido decimos que es una familia de ond´ıculas con soporte
minimal en la frecuencia (A-MSF ond´ıculas). En la misma direccio´n y sentido
φ es unaA-MSF funcio´n de escala cuando φ es una funcio´n de escala de algu´n
A-MRA, tal que |φ̂| = χE , donde E ⊂ Rn es un conjunto medible.
Nuestro objetivo en este cap´ıtulo es estudiar las A-MSF funciones de escala
de algu´n A-MRA, en particular, estudiaremos los conjuntos medibles E ⊂ Rn
para los que la funcio´n φ ∈ L2(Rn), tal que | φ̂ |= χE , es una funcio´n de escala
de algu´n A-MRA.
Papadakis, Sikic´ y Weiss [62] dan una caracterizacio´n de estos conjuntos en
el caso particular n = 1 y dilatacio´n dia´dica.
En esta direccio´n, Gu y Han [35] probaron lo siguiente.
Teorema (Gu y Han). Sea A una matriz real y expansiva n × n tal que
A(Zn) ⊂ Zn y dA = 2. Entonces existe un conjunto E ⊂ Rn tal que ( 1|E|nχE)∨
es una ond´ıcula que surge de algu´n A-MRA.
Adema´s, a partir del conjunto E, construyen un conjunto medible S ⊂ Rn
para el que la funcio´n φ ∈ L2(Rn) tal que φ̂(t) = χS(t) es una funcio´n de escala
de algu´n A-MRA.
Sin la hipo´tesis adicional dA = 2, la siguiente proposicio´n esta´ contenida en
la prueba del Teorema 4.2 del art´ıculo de Bownik, Rzeszotnik y Speegle [9].
Proposicio´n (Bownik, Rzeszotnik y Speegle). Sea una aplicacio´n A ∈ LE
tal que AZn ⊂ Zn. Existe un conjunto medible S ⊂ Rn para el que la funcio´n
φ tal que φ̂(t) = χS(t) es una funcio´n de escala de algu´n A-MRA.
Adema´s, dan una caracterizacio´n de tales conjuntos S.
En este cap´ıtulo, daremos una caracterizacio´n diferente de esos conjuntos
medibles E.
Para el caso cuando n = 1 y la dilatacio´n es dia´dica, se conocen algunos
ejemplos de funciones de escala φ de un MRA tales que el origen no es un
punto de continuidad de | φ̂ |, (ver [24, pa´g. 143], [32]). En este cap´ıtulo, para
cada dilatacio´n A, expondremos ejemplos de funciones de escala φ de algu´n A-
MRA tales que el origen no es un punto de continuidad de | φ̂ |. De esta manera,
veremos otra forma de construir A-MSF funciones de escala y por tanto familias
de ond´ıculas.
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Por otro lado, el filtro de paso bajoH asociado a la funcio´n de escala φ tal que
φ̂(t) = χS(t), verifica que | H |= χE , donde E ⊂ Rn es un conjunto medible.
Adema´s, rec´ıprocamene, si un filtro de paso bajo H es tal que | H |= χE ,
donde E ⊂ Rn es un conjunto medible, entonces H esta´ asociado con una
A-MSF funcio´n de escala. En virtud de esta relacio´n tan estrecha entre las A-
MSF funciones de escala y sus filtros de paso bajo asociados, tambie´n estamos
interesados en el comportamiento de tales filtros.
En particular, nuestro estudio sobre los filtros de paso bajo nos permite
quitar la hipo´tesis de continuidad en el origen de la funcio´n H en el siguiente
teorema en [43].
Teorema (Herna´ndez, Wang y Weiss). Sea H una funcio´n medible y 1-
periodica definida en todo el espacio R tal que H es continua en el origen y
| H(0) |= 1. Entonces H es un filtro de paso bajo asociado con una MSF ond´ıcula
si y solo si | H |= χE, donde E ⊂ R es un conjunto medible que satisface
χE(ξ) + χE(ξ +
1
2
) = 1 en c.t. ξ ∈ R y |
∞⋂
j=1
2jE |1= 1.
Finalmente daremos ejemplos de familias de A-MSF de ond´ıculas ψ(d), d =
1, ..., s, donde la principal novedad es que el origen no sera´ punto de continuidad
de alguna de las funciones | ψ̂(d) |, d ∈ {1, ..., s}.
3.1. Caracterizacio´n de A-MSF funciones de es-
cala
Como una consecuencia de la caracterizacio´n de las funciones de escala dada
en el Teorema 1.14 del Cap´ıtulo 1, mostraremos una caracterizacio´n de los con-
juntos medibles E ⊂ Rn para los que la funcio´n φ ∈ L2(Rn) tal que | φ̂ |= χE
es una funcio´n de escala de algu´n A-MRA.
Corolario 3.1. Sea A ∈ LE tal que AZn ⊂ Zn y sea E ⊂ Rn un conjunto
medible. Las siguientes condiciones son equivalentes.
(A∗) La funcio´n φ ∈ L2(Rn) tal que | φ̂ |= χE es una funcio´n de escala
para algu´n A-MRA.
(B∗) (a) | E |n= 1 y ETn = [0, 1]n en c.t.p.
(b) E ∈ DA∗ .
(c) A∗−1E ⊂ E en c.t.p.
(C∗) (b∗) La funcio´n | φ̂ |= χE es A∗- localmente distinta de cero en el
origen, y adema´s, se cumplen (a) y (c).
Para realizar la demostracio´n del corolario necesitamos la siguiente obser-
vacio´n.
Observacio´n 3.2. Sea E ⊂ Rn un conjunto medible. Entonces ETn = [0, 1]n en
c.t.p., y | E |n= 1, si y solo si∑
k∈Zn
χE(t+ k) = 1 en c.t. t ∈ Tn.
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Demostracio´n del Corolario 3.1. (A∗) =⇒ (B∗). Al ser φ una funcio´n de
escala de algu´n A-MRA, de acuerdo con el Teorema 1.14 del Cap´ıtulo 1, satisface
las condiciones (3) (α∗), (β) y (γ). As´ı, desde (β) sabemos que∑
k∈Zn
χE(t+ k) = 1 en c.t. t ∈ Tn,
con lo que, la Observacio´n 3.2 nos dice que | E |n= 1 y que ETn = [0, 1]n en
c.t.p.
Desde la condicio´n (γ), sabemos que existe H ∈ L∞(Tn) tal que
χE(A∗t) =| H(t) | χE(t) en c.t. t ∈ Rn,
con lo que A∗−1E ⊂ E en c.t.p..
Finalmente, la condicio´n (α∗) nos dice que el origen es un punto de A∗-
continuidad aproximativa de χE si tomamos χE(0) = 1, as´ı, en particular, el
origen es un punto de A∗-densidad de E.
(B∗) =⇒ (C∗). Es trivial.
(C∗) =⇒ (A∗). Es suficiente con comprobar que la funcio´n φ ∈ L2(Rn) tal
que | φ̂ |= χE , satisface las condiciones (2) (α), (β) y (γ) del Teorema 1.14.
Como tenemos por hipo´tesis que ETn = [0, 1]n en c.t.p., y | E |n= 1, por la
Observacio´n 3.2, ∑
k∈Zn
χE(t+ k) = 1 en c.t.t ∈ Tn,
es decir, se verfica la condicio´n (β).
Por otro lado, desde las hipo´tesis, la funcio´n | φ̂ |= χE es A∗-localmente
distinta de cero en el origen.
As´ı, nos falta probar la condicio´n (γ), es decir, que existe H ∈ L∞(Tn) tal
que ‖ H ‖∞≤ 1 y
φ̂(A∗t) = H(t)φ̂(t) en c.t. t ∈ Rn.
Al ser el conjunto E el soporte de la funcio´n φ̂, esta´ bien definida la siguiente
funcio´n
m(t) =
{
φ̂(A∗t)/φ̂(t) t ∈ E.
0 t ∈ Rn \ E.
Como por hipo´tesis tenemos que | E |n= 1 y que ETn = [0, 1]n en c.t.p.,
podemos definir una funcio´n medible H que sea Zn-perio´dica a partir de la
funcio´n m de la siguiente manera
H(t) =
{
m(t+ kt) si ∃kt ∈ Zn tal que t+ kt ∈ E.
0 si ∀k ∈ Zn tenemos que t+ k /∈ E.
De la definicio´n de la funcio´n H, es evidente que ‖ H ‖∞≤ 1 y que
φ̂(A∗t) = H(t)φ̂(t) en c.t. t ∈ E.
As´ı, para finalizar la prueba del corolario, so´lamente nos falta comprobar que
0 = H(t)φ̂(t) en c.t. t ∈ Rn \ E. (3.1)
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Para ello es suficiente con comprobar que ∀k ∈ Zn \ {0} tenemos que
| E⋂A∗−1E + k |n= 0, pero efectivamente, esto anterior es cierto ya que como
A∗−1E ⊂ E en c.t.p., tenemos que | E⋂A∗−1E + k |n≤| E⋂(E + k) |n= 0,
donde la u´ltima igualdad se sigue de la Observacio´n 3.2.
Observacio´n 3.3. Hemos visto que el filtro de paso bajo, H, asociado con una
funcio´n de escala φ tal que | φ̂ | es una funcio´n caracter´ıstica, satisface que | H |
es una funcio´n caracter´ıstica.
3.2. Construccio´n de A-MSF funciones de escala
Como hemos visto en la introduccio´n de este cap´ıtulo, en [9] se prueba que
para cualquier dilatacio´n A ∈ LE tal que AZn ⊂ Zn, existe un conjunto medible
E ⊂ Rn para el que la funcio´n φ definida mediante φ̂(t) = χE(t) es una funcio´n
de escala de algu´n A-MRA. Nos preguntamos aqu´ı si existen tales conjuntos con
la propiedad an˜adida de que no contengan nungu´n entorno del origen. Construi-
remos los conjuntos E de forma ligeramente diferente a la contruccio´n dada [9].
Proposicio´n 3.4. Dada A ∈ LE tal que AZn ⊂ Zn existe un conjunto medible
E ⊂ Rn que no contiene ningu´n entorno del origen y para el que la funcio´n
φ ∈ L2(Rn), definida mediante φ̂ = χE, es una funcio´n de escala para algu´n
A-MRA.
Para probar la Proposicio´n 3.4 necesitamos los siguientes resultados previos.
Lema 3.5. Sea A ∈ LE tal que AZn ⊂ Zn y sean E,G ⊂ Rn dos conjuntos
medibles tal que ETn = GTn . Entonces (AE)Tn = (AG)Tn .
Demostracio´n. Por simetr´ıa en la notacio´n, es suficiente ver que se verifica la
inclusio´n (AE)Tn ⊂ (AG)Tn . Sea x ∈ E y sea kx ∈ Zn tal que x+ kx ∈ [0, 1)n.
Como (E)Tn = (G)Tn , entonces existe k′x ∈ Zn tal que x+ kx + k′x ∈ G. As´ı,
hemos probado que ∀x ∈ E, ∃k ∈ Zn tal que
x+ k ∈ G. (3.2)
Por otro lado, sea y ∈ (AE)Tn , entonces existe ky ∈ Zn tal que y+ky ∈ AE.
As´ı, A−1y + A−1ky ∈ E. Adema´s, desde las hipo´tesis y (3.2), existe k′y ∈ Zn
tal que
A−1y +A−1ky + k′y ∈ G,
con lo que y + ky +Ak′y ∈ AG.
Finalmente, como por hipo´tesis sabemos que AZn ⊂ Zn, tenemos que ky +
Ak′y ∈ Zn, y desde aqu´ı, podemos concluir que y ∈ (AG)Tn .
Recordamos que nuestro objetivo en esta seccio´n es encontrar un conjun-
to con todas la propiedades que nos indica la Proposicio´n 3.4. Empezamos la
construccio´n mencionando algunos hechos. Al ser A ∈ LE , ∃R > 0 tal que⋃∞
j=0A
−jBR ⊂ [− 12 , 12 ]n. Denotamos por S :=
⋃∞
j=0A
−jBR y observamos que
| AS \ S |n> 0 ya que A es expansiva.
Observacio´n 3.6. Como A es expansiva ∃j0 ∈ N tal que si j ≥ j0 entonces
A−jBR ⊂ BR, de esta manera podemos escribir S =
⋃j0
j=0A
−jBR.
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Si ahora, para cada l ∈ {0, 1, 2, ...} definimos Sl = A−lS \A−l−1S, entonces
podemos asegurar que Sl son disjuntos y que S =
⋃∞
l=0 Sl.
Como | S \ A−1S |n> 0, entonces ∃r > 0 y existe y0 ∈ Rn tal que Br + y0
esta´ contenido en el interior de S0 y adema´s | S0 \ (Br + y0) |n> 0.
Tomamos el siguiente conjunto F ⊂ Rn,
F =
∞⋃
j=0
A−j(B2−jr + y0)
y definimos
E0 = S \ F =
∞⋃
j=0
(Sj \A−j(B2−jr + y0)). (3.3)
Observacio´n 3.7. Tenemos que | E0 |n> 0 ya que para cada j ∈ N,
A−j(Br + y0) ⊂ Sj con | Sj \A−j(Br + y0) |n> 0 y B2−jr ⊂ Br.
Proposicio´n 3.8. El conjunto E0 definido en (3.3) satisface las siguientes
propiedades.
a) A−1E0 ⊂ E0.
b) E0 ∈ DA∗ .
Demostracio´n. Para comprobar a), hallamos
A−1E0 =
∞⋃
j=1
(Sj \A−j(B2−jr + y0))
⊂
∞⋃
j=0
(Sj \A−j(B2−jr + y0)) = E0,
donde la inclusio´n es cierta porque los Sj son disjuntos y porque Br + y0 ⊂ S0.
Veamos b). Primero, observamos que el conjunto S satisface las condiciones
de la Proposicio´n B.7 en el Ape´ndice B. Ahora, como los Sj son disjuntos y
A−j(B2−jr + y0) ⊂ Sj , j ∈ {0, 1, 2, ...}, dado l ∈ N, tenemos que
| A−lS⋂E0 |n
| A−lS |n =
| (⋃∞j=l Sj)⋂(⋃∞j=0(Sj \A−j(B2−jr + y0))) |n
| ⋃∞j=l Sj |n
=
| ⋃∞j=l(Sj \A−j(B2−jr + y0) |n
| ⋃∞j=l Sj |n
= 1− |
⋃∞
j=lA
−j(B2−jr + y0) |n
| ⋃∞j=l Sj |n = 1−
∞∑
j=l
| 2−jA−jBr |n
d−lA | S |n
= 1− | Br |n
d−lA | S |n
∞∑
j=l
(2ndA)−j
= 1− | Br |n| S |n 2
−ln
∞∑
j=0
(2ndA)−j .
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Desde aqu´ı, al ser dA > 1, la serie
∑∞
j=0(2
ndA)−j es covergente y podemos
concluir que
l´ım
l−→∞
| A−lS⋂E0 |n
| A−lS |n = 1,
con lo que, finalmente de acuerdo con la Proposicio´n B.7 damos por finalizada
la prueba de b).
Lema 3.9. Sea A ∈ LE tal que A(Zn) ⊂ Zn, y sea E ⊂ Rn un conjunto medible
y acotado. Entonces existe un conjunto medible F ⊂ AE \ E para el que
∀x ∈ AE \ E, ∃un u´nico qx ∈ Zn tal que x+ qx ∈ F . (3.4)
Demostracio´n. Sea F˜ = AE \ ∪k∈Zn(E + k). Observar que F˜ es un conjunto
medible. Dado k ∈ Zn, denotamos por Qk = [0, 1)n + k.
Definimos el conjunto medible F mediante:
Sea Ω : N −→ Zn una aplicacio´n biyectiva tal que si j1 < j2 entonces
‖ Ω(j1) ‖≤‖ Ω(j2) ‖.
Para cada j ∈ N, tomamos los siguientes conjuntos medibles
F˜j = (F˜ ∩QΩ(j))− Ω(j) y Fj = [F˜j \ ∪l∈N
l<j
F˜l] + Ω(j).
Finalmente el conjunto F = ∪j∈NFj cumple (3.4). Adema´s, como AE es
acotado, ya que E es acotado y A es una aplicacio´n lineal, entonces so´lo tenemos,
como mucho, un nu´mero finito de conjuntos Fj distintos del vac´ıo, y por lo tanto
podemos concluir que F es medible.
Proposicio´n 3.10. Sea A ∈ LE tal que AZn ⊂ Zn. Para cada N ⊂ N0 existe
un conjunto medible EN ⊂ Rn con las siguientes propiedades.
i) (EN )Tn = (ANE0)Tn .
ii) | EN |n=| (EN )Tn |n .
iii) A−1EN ⊂ EN .
Demostracio´n. Si N = 0, tomamos el conjunto E0 definido en (3.3). A partir
del conjunto E0, definimos el conjunto
G1 = AE0 \ E0. (3.5)
Despue´s, de acuerdo con el Lema 3.9, podemos tomar un conjunto medible
F1 ⊂ G1 tal que
∀x ∈ (G1)Tn \ (E0)Tn ∃ un u´nico qx ∈ Zn tal que x+ qx ∈ F1. (3.6)
Finalmente, definimos el conjunto E1 ∈ Rn como
E1 = F1
⋃
E0.
Si iteramos el proceso anterior, para cada N ⊂ N0 construimos un conjunto
medible EN ⊂ Rn.
Ahora nos falta comprobar que estos conjuntos EN , N ∈ N0 satisfacen las
propiedades deseadas. Lo haremos por induccio´n en N ∈ N0.
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Desde la definicio´n de E0 esta´ claro que satisface las propiedades i) y ii).
Adema´s, la Proposicio´n 3.8 nos dice que E0 satisface la propiedad iii). Ahora,
sea N ≥ 0 y supongamos que el conjunto EN satisface las tres propiedades
anteriores, probaremos que el conjunto EN+1 tambie´n las satisface.
Primero, vamos a ver que EN+1 satisface la propiedad i). Desde la construc-
cio´n de nuestro conjunto EN+1, existen dos conjuntos medibles GN+1 y FN+1
definidos de forma ana´loga a (3.5) y a (3.6), respectivamene. As´ı,
(EN+1)Tn = (FN+1
⋃
EN )Tn = (GN+1
⋃
EN )Tn = (AEN )Tn .
Finalmente, como el conjunto EN satisface la propiedad i) y de acuerdo con el
Lema 3.5, obtenemos que
(EN+1)Tn = (AN+1E0)Tn .
Veamos ahora que el conjunto EN+1 tambie´n satisface la propiedad ii). Des-
de su construccio´n,
| EN+1 |n=| FN+1
⋃
EN |n=| FN+1 |n + | EN |n,
ya que FN+1 ⊂ AEN \ EN .
Adema´s, es fa´cil observar que | FN+1 |n=| (FN+1)Tn |n, y como, tambie´n el
conjunto EN satisface la condicio´n ii), es decir, | EN |n=| (EN )Tn |n, entonces
| EN+1 |n = | (FN+1)Tn |n + | (EN )Tn |n=| (FN+1)Tn
⋃
(EN )Tn |n
= | (FN+1
⋃
EN+1)Tn |n=| (EN+1)Tn |n,
donde la segunda igualdad es debida a que desde la definicio´n de FN+1, sabemos
que | (FN+1)Tn
⋂
(EN )Tn |n= 0.
Finalmente vamos a comprobar que EN+1 satisface la propiedad iii).
A−1EN+1 ⊂ A−1[(AEN \ EN )
⋃
EN ]
⊂ EN
⋃
A−1EN ⊂ EN ⊂ EN+1,
donde la tercera inclusio´n es cierta ya que el conjunto EN satisface la propiedad
iii), y la u´ltima inclusio´n es debida a la construccio´n del conjunto EN+1 a partir
del conjunto EN .
Observacio´n 3.11. Existe N0 ∈ N0 tal que | EN0 |n= 1, ya que al existir B
una bola abierta en E0, y como cada EN , N ∈ N0, satisface la propiedad i), es
decir, (EN )Tn = (ANE0)Tn , tenemos que (EN )Tn ⊃ (ANB)Tn . Entonces, como
la aplicacio´n A es expansiva, podemos asegurar que existe un N0 ∈ N minimal
tal que se cumple que | [0, 1)n \ (EN0)Tn |n≤| [0, 1)n \ (AN0B)Tn |n= 0.
Como consecuencia, si N ≥ N0 entonces EN = EN0 .
Demostracio´n de la Proposicio´n 3.4 Construimos conjuntos EN , N ∈ N0,
de forma ana´loga a los construidos en la demostracio´n de la Proposicio´n 3.10
si tenemos la aplicacio´n A∗. Debido a la Observacio´n 3.11, para demostrar la
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proposicio´n es suficiente con comprobar que el conjunto EN0 satisface las condi-
ciones (B∗) (a), (b) y (c) del Corolario 3.1, y adema´s, ver que el conjunto EN0
no contiene ningu´n entorno abierto del origen.
La condicio´n (a) se sigue desde la propiedad ii) de la Proposicio´n 3.10 y
del hecho de que | EN0 |n= 1. La condicio´n (b) se sigue de que E0 ⊂ EN0 y
E0 ∈ DA∗ de acuerdo con la condicio´n b) de la Proposicio´n 3.8. Adema´s, la
condicio´n (c) sigue desde la propiedad iii) de la Proposicio´n 3.10 .
So´lo nos falta ver que el conjunto EN0 no contiene ningu´n entorno abierto
del origen. Efectivamente, nuestra afirmacio´n es cierta ya que
E = EN0 ⊂ A∗N0E0 = A∗N0(S \ F ) = A∗N0(
∞⋃
j=0
A∗−jBR \
∞⋃
j=0
A∗−j(B2−jr + y0))
=
∞⋃
j=−N0
A∗−jBR \
∞⋃
j=−N0
A∗−j(B2−jr + y0)
con A∗ una aplicacio´n lineal y biyectiva .
Como una consecuencia de la Proposicio´n 3.4 obtenemos el siguiente resul-
tado ya probado en [9].
Corolario 3.12. Dada A ∈ LE tal que AZn ⊂ Zn, existe un A-MRA.
3.3. Filtros de paso bajo asociados con una A-
MSF funcio´n de escala
En esta seccio´n daremos una caracterizacio´n completa de los filtros de paso
bajo asociados con una A-MSF funcio´n de escala. Vamos a estudiar los conjuntos
medibles E ⊂ Rn, E + Zn = E y tales que la funcio´n H tal que | H |= χE es
un filtro de paso bajo asociado con una funcio´n de escala de algu´n A-MRA. De
esta manera podemos dar las siguiente caracterizacio´n.
Teorema 3.13. Sea A ∈ LE tal que AZn ⊂ Zn, y sea E ⊂ Rn, E = E + Zn,
un conjunto medible tal que
1 =
dA−1∑
i=0
χE(t+A∗−1p∗i ) en c.t. t ∈ Rn. (3.7)
Las siguientes condiciones son equivalentes.
(A) La funcio´n H tal que | H |= χE es un filtro de paso bajo asociado
con una funcio´n de escala de algu´n A−MRA.
(B) (β) Existe un conjunto medible K ⊂ E tal que A∗−1K ⊂ K y K ∈
DA∗ .
(γ) | ⋂∞j=1A∗jE |n= 1.
(C) (β′) Existe un conjunto medible K ⊂ E tal que A∗−1K ⊂ K y la fun-
cio´n χK es A∗-localmene distinta de cero en el origen, y adema´s,
se cumple (γ).
Para realizar la prueba del Teorema 3.13 necesitamos el siguientes lema
previo.
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Lema 3.14. Sea A ∈ LE tal que AZn ⊂ Zn. Sea E ⊂ Rn un conjunto medible
tal que E = E + Zn y que satisface la condicio´n (3.7). Si definimos
S =
⋂∞
j=1A
∗jE, entonces
(i) | S ∩ (S + k) |n= 0, ∀k ∈ Zn \ {0}.
(ii) | S |n≤ 1.
Demostracio´n. Veamos que se cumple (i). Sea k ∈ Zn, denotamos
Fk = S ∩ (S + k). Desde el Lema A.17 del Ape´ndice A, sabemos que ∃N ∈ N
tal que
k = A∗N−1p∗i +A
∗Nq con 1 ≤ i ≤ dA − 1 y´ q ∈ Zn,
entonces, podemos escribir Fk = S ∩ (S +A∗N−1p∗i +A∗Nq).
De esta manera, desde la definicio´n de S podemos asegurar que
Fk ⊂ A∗NE ∩ (A∗NE +A∗Nq+A∗N−1p∗i ),
y como E = E + Zn, entonces
A∗−NFk ⊂ E ∩ (E +A∗−1p∗i ).
Adema´s, (3.7) implica que | E∩ (E+A∗−1p∗i ) |n= 0 con lo que | A∗−NFk |n= 0
y consecuentemente
| Fk |n=| S ∩ (S + k) |n= 0.
Veamos que se verifica (ii). Desde (i) sabemos que los conjuntos S+k, k ∈ Zn,
son mutuamente disjuntos en casi todo punto, entonces∑
k∈Zn
χS(t+ k) ≤ 1 en c.t. t ∈ Rn. (3.8)
Desde aqu´ı, concluimos que
| S |n=
∫
Rn
χS(t)dt =
∑
k∈Zn
∫
[0,1]n+k
χS(t)dt =
∫
[0,1]n
∑
k∈Zn
χS(t+ k)dt ≤ 1.
Demostracio´n del Teorema 3.13. Empezamos demostrando (A) ⇒ (B). Al
ser la funcio´n H tal que | H |= χE , un filtro de paso bajo asociado con una
funcio´n de escala φ de algu´n A-MRA. Entonces, por la Proposicio´n 2.5,
| φ̂(t) | = |
∞∏
j=1
H(A∗−jt) |=
∞∏
j=1
χE(A∗−jt) =
∞∏
j=1
χA∗jE(t) (3.9)
= χT∞
j=1 A
∗jE(t) = χS(t), en c.t. t ∈ Rn, (3.10)
donde S =
⋂∞
j=1A
∗jE.
Como desde la condicio´n (B∗) (b) del Corolario 3.1 tenemos que el origen
es un punto de A∗-densidad del conjunto S, as´ı, si tomamos K = A∗−1S, el
Corolario B.14 del Ape´ndice B, nos dice que K ∈ DA∗ . Adema´s, por como
hemos tomado K, vemos que satisface que K ⊂ E y que A∗−1K ⊂ K.
Finalmente, la Proposicio´n A de este cap´ıtulo nos dice que | S |n= 1.
La demostracio´n (B) ⇒ (C) es trivial.
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Probamos (C) ⇒ (A). Sea la funcio´n φ tal que
φ̂(t) =
∞∏
j=1
|H(A∗−jt)| en c.t. t ∈ Rn, (3.11)
donde | H |= χE . Desde la hipo´tesis es evidente que φ ∈ L2(Rn).
Para comprobar que esta funcio´n φ es una funcio´n de escala para algu´n A-
MRA es suficiente comprobar que satisface la condicio´n (2) del Teorema 1.14
del Cap´ıtulo 1.
Desde (3.11) es evidente que
φ̂(t) = |H(A∗−1t)|φ̂(A∗−1t) en c.t. t ∈ Rn.
Por otro lado, como K ⊂ E y K ⊂ A∗K, tenemos que K ⊂ ⋂∞j=1A∗jE, y
adema´s, como la funcio´n χK es A∗-localmente distinta de cero en el origen
entonces la funcio´n | φ̂ |= χT∞
j=1 A
∗jE es A∗-localmente distinta de cero en el
origen.
Nos falta verificar que∑
k∈Zn
| φ̂(t+ k) |2=
∑
k∈Zn
χE(t+ k) = 1 en c.t. t ∈ Rn.
Desde la condicio´n (i) del Lema 3.14, tenemos que los conjuntos S+k, k ∈ Zn,
son mutuamente disjuntos en c.t.p. As´ı,∑
k∈Zn
χE(t+ k) ≤ 1 en c.t. t ∈ Rn. (3.12)
Por otro lado, desde nuestras hipo´tesis obtenemos que
1 =| S |n=
∫
Rn
χS(t)dt =
∑
k∈Zn
∫
[0,1]n+k
χS(t)dt =
∫
[0,1]n
∑
k∈Zn
χS(t+ k)dt,
as´ı, desde la desigualdad (3.12) podemos concluir que∑
k∈Zn
χS(t+ k) = 1 en c.t. t ∈ Rn.
Hemos comprobado que | H | es un filtro de paso bajo asociado con la funcio´n
de escala φ de un A-MRA. Entonces, como consecuencia de la Proposicio´n 2.8
del Cap´ıtulo 2, H es un filtro de paso bajo de algu´n A-MRA, con lo que hemos
terminado la prueba del Teorema 3.13.
Observacio´n 3.15. Desde la expresio´n (3.10) vemos que un filtro de paso bajo H
tal que | H |= χE esta´ asociado con alguna funcio´n de escala φ tal que | φ̂ |= χS .
Como consecuencia de la caracterizacio´n anterior, conseguimos condiciones
necesarias y suficientes de los filtros de paso bajo que nos recuerdan la carac-
terizacio´n dada por A. Cohen para polinomios trigonome´tricos.
Corolario 3.16. Con las mismas hipo´tesis que en el Teorema 3.13. La condi-
cio´n (A) es equivalente a las siguientes.
(D) (a) Existe un conjunto medible K ⊂ Rn tal que | K |n= 1.
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(b) El origen es un punto de A∗-densidad de K.
(c) A∗−lK ⊂ E en c.t.p. ∀l ≥ 1.
(E) (a) Existe un conjunto medible K ⊂ Rn tal que | K |n= 1.
(b′) La funcio´n χK es A∗-localmente distinta de cero en el origen.
(c) A∗−lK ⊂ E en c.t.p., ∀l ≥ 1.
Observacio´n 3.17. El Corolario 3.16 nos dice que la funcio´n φ ∈ L2(Rn) tal que
| φ |= χK es una funcio´n de escala cuyo filtro de paso bajo H satisface que
| H |= χE .
Demostracio´n. Probamos (A) =⇒ (D). Basta tomar K = S = ⋂∞j=1A∗jE y
observar que desde la condicio´n (B) del Teorema 3.13, K cumple la condicio´n
(D).
La demostracio´n (D) =⇒ E es inmediata.
Probamos (E) =⇒ (A). Para ello, es suficiente con comprobar que se satis-
face la condicio´n (C) del Teorema 3.13.
Sea K ⊂ Rn que satisface las condiciones de (E). En particular, (c) nos dice
que A∗−lK ⊂ E en c.t.p. ∀l ≥ 1, entonces K ⊂ S = ⋂∞j=1A∗jE en c.t.p., as´ı,
como | K |n= 1, la condicio´n (ii) del Lema 3.14 nos dice que
1 =| K |n≤| S |n≤ 1,
es decir, S =
⋂∞
j=1A
∗jE satisface la propiedad (C) (γ) del Teorema 3.13. Por
otro lado, si tomamos K ′ = A∗−1S, entonces K ′ ⊂ E y A∗−1K ′ ⊂ K ′, y adema´s,
como la funcio´n χK es A∗-localmente distinta de cero en el origen entonces la
funcio´n χK′ es A∗-localmente distinta de cero en el origen (ver Proposicio´n B.33
en Ape´ndice B). De esta manera, K ′ satisface la propiedad (C) (β′).
El siguiente ejemplo nos muestra un ejemplo de un filtro de paso bajo H tal
que el origen no es un punto de continuidad de | H | cuando n = 1 y tenemos
una dilatacio´n dia´dica,
Ejemplo 1. La funcio´n H = χE es un filtro de paso bajo asociado con algu´n
MRA, donde el conjunto E ⊂ R lo construimos de la siguiente manera. Sea
E1 = [0,
1
4
] \
∞⋃
j=2
(2−4j−1[0, 1] + 2−j−1) = [0,
1
4
] \
∞⋃
j=2
(bj [0, 1] + aj),
donde aj = 2−j−1 y bj = 2−4j−1.
Se observa que para cada j ≥ 2, se cumple que aj > bj+1 + aj+1.
Sea, adema´s, el siguiente conjunto,
E2 =
∞⋃
j=2
(2−4j−1[0, 1] + 2−j−1 − 2−1).
Definimos
E = E1 ∪ (−E1) ∪ E2 ∪ (−E2) + Z.
Para demostrar que nuestra m0 es un filtro de paso bajo, es suficiente con
comprobar que el conjunto
K = 2[E1 ∪ (−E1) ∪ E2 ∪ (−E2)]
65
satisface la condicio´n (D) del Corolario 3.16.
Por construcio´n, es fa´cil ver que se cumple
χE(ξ) + χE(ξ +
1
2
) = 1.
Adema´s, no es dificil comprobar que | K |1= 1.
Por otro lado, si comprobamos que 12K ⊂ K, entonces 2−lK ⊂ E, ∀l ≥ 1.
Comprobamos nuestro objetivo dividiendo el conjuntoK en diferentes partes.
El hecho de que E1 ⊂ 2E1 es consecuencia directa de que para cada j ≥ 2 tene-
mos que
aj = 2aj+1 y bj + aj > 2(bj+1 + aj+1).
Por otro lado, como para j = 2, tenemos que
−191
29
= b2 + a2 − 12 < −2(a2 + b2) = −
130
29
,
entonces E2 ⊂ 2(−E1).
Finalmente, por la simetr´ıa del conjunto K podemos concluir que 12K ⊂ K.
Ahora, so´lamente nos queda probar que el origen es un punto de densidad
del conjunto K. Hallamos
l´ım
j−→∞
| Kc⋂[−2−j−1, 2−j−1] |1
| [−2−j−1, 2−j−1] |1 = l´ımj−→∞ 2
j+1
∞∑
l=j+2
2−4l
= l´ım
j−→∞
2j+12−4(j+2)
∞∑
l=0
2−4l = 0,
con lo que desde la Proposicio´n B.7 podemos concluir que el origen es un punto
de 2-densidad del conjunto K y por lo tanto K ∈ D (como veremos en el
Cap´ıtulo 4).
Observacio´n 3.18. La funcio´n φ tal que φ̂ = χK donde K es el conjunto definido
en el Ejemplo 1 es una funcio´n de escala de algu´n MRA.
Un ejemplo de filtro de paso bajo en L2(Rn), n ≥ 1, es el siguiente.
Ejemplo 2. Sea la dilatacio´n dada por una matriz diagonal, A, n×n, con todos
los elementos de la diagonal iguales a 2. Afirmamos que la funcio´n H ∈ L2(Rn)
tal que H = χG donde G = E × [− 14 , 14 ]n−1 + Zn y E es el conjunto dado en el
Ejemplo 1, es un filtro de paso bajo asociado con algu´n A-MRA.
3.4. Ejemplos de A-MSF ond´ıculas que surgen a
partir de algu´n A-MRA
En esta seccio´n vamos a mostrar ejemplos de familias de A-MSF ond´ıculas,
{ψ(d)}dA−1d=1 , tales que el origen no es un punto de continuidad de | ψ̂(d) | para
algu´n d ∈ {1, ..., dA− 1}. Construiremos estas ond´ıculas a partir de una funcio´n
de escala φ de algu´n A-MRA, con la propiedad de que el origen no es un punto de
continuidad de | φ̂ |. Empezaremos escribiendo un lema que nos sera´ de utilidad
en los ca´lculos posteriores.
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Lema 3.19. Sea E ⊂ R tal que
χE(ξ) + χE(ξ +
1
2
) = 1, (3.13)
entonces
(i) E = E + Z.
(ii) E + 12 = E
c.
Demostracio´n. Veamos (i). Primero probamos que E+1 ⊂ E. Sea ξ ∈ E, desde
la hipo´tesis (3.13) podemos asegurar que ξ+ 12 /∈ E. Desde aqu´ı, de nuevo desde
la igualdad (3.13) tenemos que
χE(ξ +
1
2
) + χE(ξ +
1
2
+
1
2
) = 1,
con lo que ξ + 1 ∈ E.
Ahora probamos que E ⊂ E+1. Sea ξ ∈ E, desde la hipo´tesis (3.13) podemos
asegurar que
χE(ξ − 12) + χE(ξ) = 1.
Entonces ξ − 12 /∈ E. Desde aqu´ı, de nuevo desde (3.13) tenemos que
χE(ξ − 12 −
1
2
) + χE(ξ − 12) = 1,
con lo que ξ − 1 ∈ E.
Veamos (ii). Es evidente, desde la igualdad (3.13), que E + 12 ⊂ Ec y que
Ec+ 12 ⊂ E. Por lo tanto, directamente desde (i), obtenemos que Ec = E+ 12 .
Ejemplo 3. Con la notacio´n del Ejemplo 1, de acuerdo con la fo´rmula de Mallat
[58], que vimos en el Cap´ıtulo 1, para la construccio´n de ond´ıculas a partir de
un MRA y de la condicio´n (ii) del Lema 3.19, la funcio´n ψ ∈ L2(R) tal que
ψ̂(ξ) = χ2KT(2E+1)(ξ) = χ2KT 2Ec(ξ) (3.14)
es una ond´ıcula.
Nos gustar´ıa escribir con ma´s detalle quie´n es ψ̂, para ello hallamos ex-
pl´ıcitamente 2K
⋂
2Ec.
Primero, escribimos quie´n es
2K
⋂
2Ec
⋂
[0,
1
2
]
= ([0,
1
2
] \
∞⋃
j=3
(2−4j+1[0, 1] + 2−j+1))
⋂
(
∞⋃
j=2
(2−4j [0, 1] + 2−j))
=
∞⋃
j=2
[2−j + 2−4j−3, 2−j + 2−4j ].
Ahora calculamos expl´ıcitamente quie´n es
2K
⋂
2Ec
⋂
[
1
2
, 1]
67
= ([
1
2
, 1] \ (2−8+1[0, 1] + 2−2+1))
⋂
(−([0, 1
2
] \
∞⋃
j=2
(2−4j [0, 1] + 2−j)) + 1)
= ([130 · 2−8, 191 · 2−8])
⋃
([
3
4
, 1] \
∞⋃
j=3
[1− 2−j − 2−4j , 1− 2−j ]).
Ahora buscamos una expresio´n de
2K
⋂
2Ec
⋂
[1,
3
2
]
= 2(−(
∞⋃
j=2
(2−4j [0, 1]+2−j)−1))
⋂
[1,
3
2
]
⋂
([−1,−2−1]\(
∞⋃
j=2
(2−4j [0, 1]+2−j)−1)+2)
= ([382·2−8, 3
2
])
⋂
([1,
3
2
]\([5
4
, 321·2−8](
∞⋃
j=3
(2−4j [0, 1]+2−j+1)))) = [382·2−8, 3
2
].
Finalmente hallamos,
2K
⋂
2Ec
⋂
[
3
2
, 2]
= 2(−(
∞⋃
j=2
(2−4j [0, 1] + 2−j)− 1))
⋂
[
3
2
, 2]
⋂
(−(
∞⋃
j=2
(2−4j [0, 1] + 2−j)) + 2)
=
∞⋃
j=2
[2− 2−j , 2− 2−j − 2−4j−3].
Si juntamos todos estos ca´lculos, por la simetr´ıa del conjunto K y del conjunto
E respecto del origen, podemos escribir de la siguiente forma la transformada
de Fourier de la ond´ıcula ψ:
ψ̂(ξ) = χF1(ξ) + χ−F1(ξ) + χF2(ξ) + χ−F2(ξ) (3.15)
+χF3(ξ) + χ−F3(ξ) + χF4(ξ) + χ−F4(ξ),
donde
F1 =
∞⋃
j=2
[2−j + 2−4j−3, 2−j + 2−4j ],
F2 = ([130 · 2−8, 191 · 2−8])
⋃
([
3
4
, 1] \
∞⋃
j=3
[1− 2−j − 2−4j , 1− 2−j ]),
F3 = [382 · 2−8, 32 ]
y
F4 =
∞⋃
j=2
[2− 2−j , 2− 2−j − 2−4j−3].
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En un contexto ma´s general, si la funcio´n medible H tal que |H| = χE ,
donde E ⊂ Rn es un conjunto medible, es un filtro de paso bajo asociado con
una funcio´n de escala φ de algu´n A-MRA, por la Proposicio´n B del Cap´ıtulo 2,
se cumple
1 =
dA−1∑
i=0
χE(t+A∗−1p∗i ) en c.t. t ∈ Rn.
As´ı, por la Proposicio´n A.16 (ver Ape´ndice A) y como por hipo´tesis E = E+Zn,
obtenemos que si tomamos las funciones
Hd(t) = H0(t+A∗−1p∗d), d = 1, ..., dA − 1, (3.16)
tenemos que la matriz M(t) = (Hd(t + A∗−1p∗i ))
dA−1
d,i=0 es unitaria, es decir
M(t)M∗(t) = I, en c.t. t ∈ Rn.
Desde nuestra discusio´n en el Cap´ıtulo 1 para construir una familia de
ond´ıculas a partir de un A-MRA, tenemos que para construir una familia de
A-MSF ond´ıculas es suficiente con tomar funciones Hd, d = 1, ..., dA − 1 como
en (3.16) y definir funciones ψ(d), d = 1, ..., dA∗ − 1 tales que
ψ̂(d)(t) = Hd(A∗−1t)φ̂(A∗−1t), d = 1, ..., dA − 1. (3.17)
El siguiente ejemplo muestra una familia de A-MSF ond´ıculas en L2(Rn)
con dilatacio´n dia´dica.
Ejemplo 4. Sea H0 = χG donde G es el conjunto definido en el Ejemplo 2.
Definimos las funciones Hd, d = 1, ..., 2n − 1, como en (3.16) y por u´ltimo,
definimos las funciones ψ(d), d = 1, ..., 2n − 1, como en (3.17). De esta manera
{ψ(d) : d = 1, ..., 2n− 1} es una familia de A-MSF ond´ıculas. Au´n ma´s, es fa´cil
comprobar que para algu´n d ∈ {1, ..., 2n − 1} tenemos que el origen no es un
punto de continuidad de | ψ̂(d) |.
Ejemplo 5. En el caso particular en el que tratemos con A ∈ LE , tal que dA = 2
y AZn ⊂ Zn, si tomamos el conjunto E ⊂ Rn dado en la demostracio´n de la
Proposicio´n 3.4 y tratamos con la funcio´n de escala φ tal que φ̂ = χE , entonces
la ond´ıcula ψ que surgen a partir de esta funcio´n de escala de acuerdo con (3.17),
verifica que | ψ̂ | tiene soporte minimal y no tiene como punto de continuidad
al origen.
Cap´ıtulo 4
EQUIVALENCIA DE LA
A-CONTINUIDAD
APROXIMATIVA
Si comparamos la condicio´n C1 del Teorema 1.12 y la condicio´n C del Teo-
rema 1.13 del Cap´ıtulo 1, no es dif´ıcil observar que si consideramos la descom-
posicio´n polar de la aplicacio´n lineal A y tenemos que todos los autovalores
del operador positivo
√
A∗A son iguales entonces las condiciones C1 y C son
equivalentes. Adema´s, si observamos las definiciones de punto de continuidad
aproximativa y punto de A-continuidad aproximativa de una funcio´n medible,
nos daremos cuenta, entre otras cosas, de que podemos encontrar alguna apli-
cacio´n lineal expansiva A : Rn −→ Rn para la que dado un punto de Rn existe
una funcio´n medible f : Rn −→ C tal que ese punto es un punto de continuidad
aproximativa de f pero no es un punto de A-continuidad aproximativa de f ,
y adema´s, por supuesto tambie´n ocurre el caso contrario (ver [16] Remark 5,
pa´g. 1016). Un ejemplo es cualquier aplicacio´n lineal cuya matriz respecto de
la base cano´nica es diagonal de nu´meros reales y tales que al menos dos de los
elementos de la diagonal tienen distintos valores absolutos. Esto nos dice que la
definicio´n de punto de A-continuidad aproximativa depende de la aplicacio´n A
que tengamos previamente. Como recordatorio, hacemos notar que aunque en el
contexto de A-MRA hayamos impuesto la condicio´n extra de que A(Zn) ⊂ Zn,
esta condicio´n no es necesaria dentro de la definicio´n de punto de A-continuidad
aproximativa de una funcio´n medible. Con esta motivacio´n, en [16] se proponen
los siguientes problemas.
Problema 1: Dar una caracterizacio´n de las aplicaciones lineales expansivas
A : Rn −→ Rn para las que el concepto de continuidad aproximativa coincide
con el concepto de A-continuidad aproximativa.
De forma ma´s general,
Problema 2: Caracterizar las aplicaciones lineales expansivas A1 y A2 para
que el concepto de A1-continuidad aproximativa coincida con el concepto de
A2-continuidad aproximativa.
Observacio´n 4.1. A partir de la definicio´n de punto de continuidad aproximativa
de una funcio´n medible en Rn es fa´cil ver que dado un punto x0 ∈ Rn y dado un
conjunto medible E ⊂ Rn, el punto x0 es un punto de continuidad aproximativa
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de la funcio´n
f(x) = χE∪{x0}(x) =
{
1 si x ∈ E⋃{x0}
0 si x /∈ E
si y solo si E ∈ D(x0).
El ana´logo de la Observacio´n 4.1 se cumple para puntos de A-continuidad
aproximativa.
Adema´s, claramente, E ∈ D (resp. E ∈ DA) si y solo si E + x0 ∈ D(x0)
(resp. E + x0 ∈ DA(x0)).
As´ı, podemos simplificar nuestros dos problemas de la siguiente manera.
Problema 1: Dar una caracterizacio´n de las aplicaciones lineales expansivas
A : Rn −→ Rn para las que D = DA.
Problema 2: Describir bajo que´ condiciones de dos aplicaciones lineales
expansivas A1, A2 : Rn −→ Rn, tendremos que DA1 = DA2 .
El esquema que seguiremos en este cap´ıtulo sera´ el siguiente: En primer lugar
daremos una solucio´n al Problema 1, a continuacio´n daremos una solucio´n al
Problema 2 cuando las aplicaciones lineales expansivas esta´n definidas en R2, y
por u´ltimo daremos una solucio´n a nuestro Problema 2 cuando las aplicaciones
lineales expansivas esta´n definidas en Rn y adema´s son autoadjuntas.
En este estudio tendra´ gran importancia la forma especial que tienen las
matrices elementales de Jordan de las aplicaciones lineales (ver Ape´ndice A), y
por lo tanto el estudio de sus autovalores. Pero, al estar trabajando con aplica-
ciones lineales A : Rn −→ Rn, no todas estas aplicaciones tienen autovalores
reales, por eso en muchas ocasiones es conveniente extender la definicio´n de la
aplicacio´n A sobre los complejos A˜ : Cn −→ Cn de la siguiente manera, dado
u = v + iw, donde v,w ∈ Rn,
A˜u = Av + iAw.
As´ı ya podemos asegurar que A˜ tendra´ n autovalores complejos, por eso lo que
debemos tener en mente a partir de este momento es que cuando hablemos de
autovalores de A, estaremos pensando exactamente en los autovalores complejos
de la aplicacio´n extendida A˜, aunque para facilitar nuestra notacio´n y la mejor
lectura del texto sigamos escribiendo A.
4.1. Equivalencia entre punto de Densidad y A-
densidad
En esta seccio´n expondremos nuestra respuesta al Problema 1. Los resultados
se han obtenido en colaboracio´n con el profesor Peter Oswald.
Una propiedad que nos servira´ para simplificar algo ma´s nuestro problema
es la siguiente.
Proposicio´n 4.2. Sea C ∈ L con dC > 0 y sea un conjunto medible E ⊂ Rn,
| E |n> 0. Entonces, E ∈ D si y solo si CE ∈ D, es decir D = CD (la clase D
es invariante por C y por C−1).
Demostracio´n. ⇒) Veamos la condicio´n necesaria.
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Sea E ∈ D y sea C ∈ L con dC > 0, entonces existe δ > 0, tal que C−1B1 ⊂
Bδ. Desde aqu´ı es fa´cil ver que para cualquier r > 0,
C−1Br ⊂ Bδr. (4.1)
Sea r > 0, la inclusio´n (4.1) implica que
| (CE)c⋂Br |n
| Br |n =
| C(Ec⋂C−1Br) |n
| Br |n
=
| Ec⋂C−1Br |n
| C−1Br |n ≤
| Ec⋂Bδr |n
| Bδr |n
| Bδr |n
| C−1Br |n
= dCδn
| Ec⋂Bδr |n
| Bδr |n −→ 0 cuando r −→ 0,
donde el u´ltimo l´ımite se cumple porque δ y dC dependen u´nicamente de C y el
origen es un punto de densidad de E.
⇐=) La condicio´n suficiente se demuestra ana´logamente.
4.1.1. Ejemplos de aplicaciones para las que hay equiva-
lencia entre densidad y A-densidad
Daremos ejemplos de aplicaciones lineales expansivas A : Rn −→ Rn para
las que el concepto de punto de densidad coincide con el concepto de punto de
A-densidad, es decir, tenemos que D = DA.
Lema 4.3. Sea A ∈ L tal que AB1 = BR, R > 1. Entonces D = DA.
Demostracio´n. En primer lugar, observamos que por las hipo´tesis del lema, dado
j ∈ Z, tenemos que AjB1 = BRj , R > 1. As´ı, probar que D ⊂ DA es trivial.
Probemos ahora que DA ⊂ D. Sea un conjunto E ∈ DA. Tenemos que
demostrar que
∀ε > 0, ∃δ > 0 tal que si | r |< δ entonces, | E
c
⋂
Br |n
| Br |n < ε. (4.2)
Sea ε > 0, como E ∈ DA, ∃j0 ∈ N tal que si j ≥ j0, entonces
| Ec⋂A−jB1 |n
| A−jB1 |n < εd
−1
A . (4.3)
Nuestro objetivo es probar que para δ = R−j0 se cumple la condicio´n (4.2).
Sea 0 < r < δ = R−j0 , como AB1 = BR, R > 1, ∃jr ≥ j0 tal que
A−jr−1B1 ( Br ⊆ A−jrB1. Hallamos
| Ec⋂Br |n
| Br |n ≤
| Ec⋂A−jrB1 |n
| A−jrB1 |n
| A−jrB1 |n
| Br |n
≤ | E
c
⋂
A−jrB1 |n
| A−jrB1 |n
| A−jrB1 |n
| A−jr−1B1 |n =
dA | Ec
⋂
A−jrB1 |n
| A−jrB1 |n ,
y finalmente, desde (4.3) podemos asegurar que se verifica la expresio´n (4.2).
A continuacio´n, mostraremos algunos ejemplos de aplicaciones lineales, A,
para las que AB1 = BR, R > 1.
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Ejemplo 6. Sea A ∈ L(R) tal que Ax = ax, donde a ∈ R y | a |> 1. Entonces,
AB1 = B|a|.
Ejemplo 7. Sea A ∈ L(Rn) cuya matriz asociada es
A =

λ1 0 0 ... 0
0 λ2 0 ... 0
.. .. .. ... ..
0 0 0 ... λn
 , λi ∈ R, 1 <| λ1 |=| λi |, ∀i ∈ {1, ...n}.
Entonces AB1 = B|λ1|.
Ejemplo 8. Sea A ∈ L(R2n) la aplicacio´n lineal A : R2n −→ R2n cuya matriz
asociada es
A =

α1 β1 0 ... 0 0 0
−β1 α1 0 ... 0 0 0
.. .. .. ... .. .. ..
0 0 0 ... 0 αn βn
0 0 0 ... 0 −βn αn
 ,
donde αi, βi ∈ R, 1 < α21 + β21 = α2i + β2i , ∀i ∈ {1, ....n}.
Es fa´cil comprobar que AB1 = B√α21+β21 .
Ejemplo 9. Sea A ∈ L(R3) cuya matriz asociada es
A =
 α β 0−β α 0
0 0 λ
 , donde α, β, λ ∈ R, 1 < α2 + β2 = λ2.
Entonces AB1 = B|λ|.
Ejemplo 10. Si consideramos la descomposicio´n polar de la aplicacio´n lineal
A ∈ LE y tenemos que todos los autovalores λi del operador positivo
√
A∗A son
iguales y mayores que uno, entonces AB1 = Bλ1 .
4.1.2. Ejemplos de aplicaciones A y de conjuntos E en los
que E ∈ DA pero E /∈ D
Veremos algunos casos particulares de aplicaciones A ∈ LE y de conjuntos
medibles E ∈ Rn para los que el origen es un punto de A-densidad de E pero
no es un punto de densidad de E.
Comencemos con algunos ejemplos donde tendremos A ∈ L(R2).
Ejemplo 11. Sea A ∈ L(R2) cuya matriz asociada es la siguiente,
A =
(
λ1 0
0 λ2
)
, λ1, λ2 ∈ R, 1 <| λ1 |<| λ2 |. (4.4)
Definimos el conjunto
E = {(x1, x2) ∈ R2 : | x1 |≥| x2 |}.
Como para cualquier r > 0,
| E⋂Qr |2
| Qr |2 =
1
2
,
73
el origen no es un punto de densidad del conjunto E.
Afirmamos que E ∈ DA. Para comprobar nuestra afirmacio´n observamos
que la imagen de la recta y = x por la aplicacio´n A es la recta y = λ2λ1x. Por lo
tanto,
l´ım
j→∞
| AjEc
⋂
Q1 |2= 2 l´ım
j→∞
(
λ1
λ2
)j = 0,
ya que 1 <| λ1 |<| λ2 |. Desde aqu´ı, la Proposicio´n B.3 (iv) y la Proposicio´n B.7
nos dicen que E ∈ DA.
Ahora, veamos algunos ejemplos en Rn, n ≥ 2.
Ejemplo 12. Sea A ∈ L(Rn) cuya matriz asociada es la siguiente,
A =

λ1 0 0 ... 0
0 λ2 0 ... 0
.. .. .. ... ..
0 0 0 ... λn
 , λi ∈ R, 1 <| λi |, i = 1, ...n, | λ1 |<| λ2 |.
Sea el conjunto
E = {(x1, ..., xn) ∈ Rn : | x1 |≥| x2 |}.
Como para cualquier r > 0,
| E⋂Qr |n
| Qr |n =
1
2
,
el origen no es un punto de densidad del conjunto E. Pero, por otra parte,
podemos asegurar que E ∈ DA ya que el Lema B.11 nos dice que
E ∈ DA ⇐⇒ F ∈ DM
donde F ⊂ R2 es el siguiente conjunto
F = {(x1, x2) ∈ R2 : | x1 |≥| x2 |}
y M : R2 −→ R2 es la aplicacio´n lineal con la siguiente matriz asociada,
M =
(
λ1 0
0 λ2
)
.
Efectivamente, el Ejemplo 11 nos dice que F ∈ DM , con lo que podemos
concluir que E ∈ DA.
Veamos a continuacio´n otra serie de ejemplos que van a tener gran impor-
tancia a lo largo de este texto.
Ejemplo 13. Sea A ∈ L(R4) cuya matriz asociada es la siguiente,
A =

α1 β1 0 0
−β1 α1 0 0
0 0 α2 β2
0 0 −β2 α2
 ,
donde α1, β1, α2, β2 ∈ R, y´ 1 < α21 + β21 < α22 + β22 .
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Dado δ > 0, definimos el conjunto
Eδ = {x = (x1, x2, x3, x4) ∈ R4 : x23 + x24 ≤ δ2(x21 + x22)}.
Afirmamos que Eδ /∈ D y que Eδ ∈ DA.
Veamos que Eδ /∈ D. Segu´n el Lema 4.3, D = DM donde M : R4 −→ R4 es
la aplicacio´n lineal tal que Mx = 2x = (2x1, 2x2, 2x3, 2x4).
Es fa´cil ver que | B1
⋂
Eδ |4<| B1 |4 y que MEδ = Eδ. As´ı, se cumplen las
condiciones de la Proposicio´n B.9 y por lo tanto, E /∈ DM . De esta manera,
concluimos que E /∈ D.
Nos falta ver que Eδ ∈ DA. No es dif´ıcil observar que
l´ımδ−→∞ χB1
T
Eδ(x) = χB1(x) para c.t. x ∈ R4, entonces, el teorema de la
convergencia dominada nos dice que
l´ım
δ−→∞
| B1
⋂
Eδ |4=| B1 |4 .
Veamos adema´s, que dado δ > 0 tenemos que Eaδ ⊂ AEδ, donde
a = (α
2
2+β
2
2
α21+β
2
1
)
1
2 . Podemos escribir AEδ de la siguiente manera.
AEδ = {

α1x1 + β1x2
−β1x1 + α1x2
α2x3 + β2x4
−β2x3 + β2x4
 ∈ R4 : x23 + x24 ≤ δ2(x21 + x22)}.
Sea y = (y1, y2, y3, y4) ∈ Eaδ, tal que y1 = α1x1 + β1x2,
y2 = −β1x1+α1x2, y3 = α2x3+β2x4 e y4 = −β2x3+β2x4, donde x1, x2, x3, x4 ∈
R. Observar que el sistema tiene solucio´n. As´ı, tenemos que
(α22 + β
2
2)(x
2
3 + x
2
4) ≤ (
α22 + β
2
2
α21 + β
2
1
)δ2(α21 + β
2
1)(x
2
1 + x
2
2)
⇐⇒ x23 + x24 ≤ δ2(x21 + x22),
y por lo tanto y ∈ AEδ.
Si ahora iteramos el proceso anterior y juntamos todos los pasos anteriores,
obtenemos que
| B1 |n≥ l´ım
j−→∞
| B1
⋂
AjEδ |n≥ l´ım
j−→∞
| B1
⋂
Eajδ |n=| B1 |n,
donde la u´ltima igualdad es cierta ya que a > 1. Finalmente, desde la Proposi-
cio´n B.7, Eδ ∈ DA.
Ejemplo 14. De manera ana´loga al ejemplo anterior podemos probar que dada
A ∈ L(R3) cuya matriz asociada es la siguiente,
A =
 α β 0−β α 0
0 0 λ
 , α, β, λ ∈ R, 1 < α2 + β2 6= λ2,
existen conjuntos E ⊂ R3 tal que E ∈ DA y E /∈ D.
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Ejemplo 15. Sea A ∈ L(Rn) cuya matriz asociada es la siguiente,
A =

λ 1 0 0 ... 0 0 0
0 λ 1 0 ... 0 0 0
.. .. .. .. ... .. .. ..
0 0 0 0 ... 0 λ 1
0 0 0 0 ... 0 0 λ
 , λ ∈ R, 1 <| λ |.
Sea el conjunto E ⊂ Rn tal que
Ec = {(x1, ..., xn) ∈ Rn : λxn−1 ≥ 0, xn ≥ 0}.
Es fa´cil ver que este conjunto E no pertenece a D. Veamos ahora que E ∈ DA.
Observar que podemos escribir la matriz A = D+N donde D es una matriz
diagonal con todos los elementos de la diagonal igual a λ y N es una matriz
subdiagonal superior con todos los elementos por encima de la diagonal principal
iguales a 1. De esta manera, como la matriz diagonal D conmuta con cualquier
otra matriz, dado j ∈ N, tenemos que Aj = ∑jl=0 j!l!(j−l)!Dj−lN l.
As´ı, si j ≥ n− 1,
Aj =

λj jλj−1 j!2!(j−2)!λ
j−2 .. ... .. .. j!(n−1)!(j−n+1)!λ
j−n+1
0 λj jλj−1 j!2!(j−2)!λ
j−2 ... .. .. j!(n−2)!(j−n+2)!λ
j−n+2
.. .. .. .. ... .. .. ..
0 0 0 0 ... 0 λj jλj−1
0 0 0 0 ... 0 0 λj
 .
Si fijamos j ∈ N, j ≥ n− 1,
AjEc = {(
n−1∑
l=0
j!
l!(j − l)!λ
j−lxl+1, ..., λjxn−1 + jλj−1xn, λjxn) ∈ Rn
: λxn−1 ≥ 0, xn ≥ 0},
y si denotamos yi =
∑n−i
l=0
j!
l!(j−l)!λ
j−lxl+i, i = 1, ..., n, tenemos que
| yn−1 | = | λj−1(λxn−1 + jxn) |=| λj−1 || λxn−1 + jxn |
≥ | λj−1 || jxn |= j| λ | | yn |,
donde la desigualdad es cierta porque λxn−1 ≥ 0, xn ≥ 0. De esta manera hemos
probado que dado j ∈ N, j ≥ n− 1,
AjEc ⊂ Fj := {(y1, ..., yn) ∈ Rn :| yn |≤ | λ |
j
| yn−1 |}.
Para concluir la demostracio´n hallamos
l´ım sup
j−→∞
| AjEc
⋂
Q1 |n ≤ l´ım sup
j−→∞
| Fj
⋂
Q1 |n
= l´ım sup
j−→∞
2n−2
∫ 1
−1
∫ |λ|
j |yn−1|
− |λ|j |yn−1|
dyndyn−1
= l´ım
j−→∞
2n−1
∫ 1
−1
| λ |
j
| yn−1 | dyn−1
= l´ım
j−→∞
2n−1
| λ |
j
= 0,
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con lo que, finalmente, la condicio´n (iv) de la Proposicio´n B.3 y la Proposicio´n
B.7 nos dicen que E ∈ DA.
Ejemplo 16. Sea A : R2n −→ R2n una aplicacio´n lineal con la siguiente matriz
asociada,
A =

α β 1 0 0 ... 0 0 0 0
−β α 0 1 0 ... 0 0 0 0
.. .. .. .. .. ... .. .. .. ..
0 0 0 0 0 ... α β 1 0
0 0 0 0 0 ... −β α 0 1
0 0 0 0 0 ... 0 0 α β
0 0 0 0 0 ... 0 0 −β α

,
α, β ∈ R, 1 < α2 + β2. Para simplificar la notacio´n, podemos escribir
A =

M I 0 ... 0 0 0
0 M I ... 0 0 0
.. .. .. ... .. .. ..
0 0 0 ... 0 M I
0 0 0 ... 0 0 M
 ,
donde
M =
(
α β
−β α
)
, I =
(
1 0
0 1
)
, 0 =
(
0 0
0 0
)
.
Escribiremos los vectores en R2n con la siguiente estructura (x1,x2, ...,xn)
donde xi = (x2i−1, x2i), i = 1, ..., n.
Sea el conjunto E ⊂ R2n tal que
Ec = {(x1,x2, ...,xn) ∈ R2n : Mxn−1 ≥ 0, xn ≥ 0},
donde las desigualdades para los vectores las entenderemos como desigualdades
para cada una de sus componentes. Afirmamos que E ∈ DA pero E /∈ D.
Como la aplicacio´n M es composicio´n de una rotacio´n y una dilatacio´n,
entonces, para cualquier r > 0, la proporcio´n
| Ec⋂Br |n
| Br |n
es una constante, con lo que E /∈ D.
Veamos ahora que E ∈ DA. Para ello, primero se comprueba por induccio´n
que para cada j ∈ N, j ≥ n− 1,
Aj =

M j jM j−1 j!2!(j−2)!M
j−2 .. ... .. .. j!(n−1)!(j−n+1)!M
j−n+1
0 M j jM j−1 j!2!(j−2)!M
j−2 ... .. .. j!(n−2)!(j−n+2)!M
j−n+2
.. .. .. .. ... .. .. ..
0 0 0 0 ... 0 M j jM j−1
0 0 0 0 ... 0 0 M j
 .
Entonces dado j ∈ N, j ≥ n− 1,
AjEc = {(
n−1∑
l=0
j!
l!(j − l)!M
j−lxl+1, ...,M jxn−1 + jM j−1xn,M jxn) ∈ R2n
: Mxn−1,xn ≥ 0},
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y si denotamos yi =
∑n−i
l=0
j!
l!(j−l)!M
j−lxl+i, i = 1, ..., n, tenemos que
‖ yn−1 ‖ = ‖M j−1(Mxn−1 + jxn) ‖
= (α2 + β2)
j−1
2 ‖Mxn−1 + jxn ‖≥ j(α2 + β2)
j−1
2 ‖ xn ‖
= j(α2 + β2)
−1
2 ‖M jxn ‖= j(α2 + β2)
−1
2 ‖ yn ‖,
donde la desigualdad es cierta porque Mxn−1 ≥ 0, y´ xn ≥ 0. Con lo que hemos
probado que dado j ∈ N,
AjEc ⊂ Fj := {(y2, ...,y2n) ∈ R2n : ‖ yn ‖≤ (α2 + β2) 12 1
j
‖ yn−1 ‖}.
Para concluir la demostracio´n, hallamos
l´ım sup
j−→∞
| AjEc
⋂
B1 |n≤ l´ım sup
j−→∞
| Fj
⋂
B1 |n
≤ C l´ım
j−→∞
∫
‖yn−1‖≤1
∫
‖yn‖≤(α2+β2)
1
2 1
j ‖yn−1‖
dyndyn−1 = 0,
donde C es alguna constante positiva, con lo que finalmente, la Proposicio´n B.3
(iv) y la Proposicio´n B.7 nos dice que E ∈ DA.
4.1.3. Ejemplos de aplicaciones A y de conjuntos E en los
que E ∈ D pero E /∈ DA
En el apartado anterior hemos visto unos cuantos ejemplos de aplicaciones
lineales A ∈ LE y de conjunto medibles E ⊂ Rn para los que el origen es un
punto de A-densidad de E pero no es un punto de densidad de E. En este
apartado nos proponemos mostrar algunos ejemplos del caso contrario, es decir,
veremos aplicaciones A ∈ LE para las cuales existen conjuntos medibles E ⊂ Rn
tales que el origen es un punto de densidad de E pero no es un punto de A-
densidad de E.
Ejemplo 17. Sea A ∈ L(R2) como en (4.4). Sea E ⊂ R2 el siguiente conjunto,
E = {(x1, x2) ∈ R2 : | x2 |≥| x1 |αA donde αA = log | λ2 |log | λ1 | }.
Afirmamos que el conjunto E ∈ D y que E /∈ DA.
Para ver que E /∈ DA es suficiente con comprobar que se cumplen las
hipo´tesis de la Proposicio´n B.9. Como
| Ec
⋂
Q1 |2= 4
∫ 1
0
xαA1 dx1 =
4
αA + 1
> 0,
entonces
| E
⋂
Q1 |2<| Q1 |2 .
Ahora nos falta comprobar que AE = E. Primero comprobaremos la in-
clusio´n AE ⊂ E. Dado (x1, x2) ∈ E,
A
(
x1
x2
)
=
(
λ1 0
0 λ2
)(
x1
x2
)
=
(
λ1x1
λ2x2
)
,
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y como (x1, x2) ∈ E con αA = log|λ2|log|λ1| , obtenemos que
| λ2x2 |=| λ1 |αA | x2 |≥| λ1x1 |αA ,
con lo que
A
(
x1
x2
)
∈ E.
Adema´s, tenemos que ver que E ⊂ AE. Sea y = (y1, y2) ∈ E, entonces
y ∈ AE ⇐⇒ A−1y ∈ E. Hallamos
A−1
(
y1
y2
)
=
( 1
λ1
y1
1
λ2
y2
)
, (4.5)
y como αA =
log|λ2|
log|λ1| tenemos que
| 1
λ2
y2 |=| 1
λ1
|αA | y2 |≥| 1
λ1
y1 |αA ,
y por lo tanto
A−1
(
y1
y2
)
∈ E.
De esta manera concluimos la demostracio´n de nuestra primera afirmacio´n.
A continuacio´n probaremos que el origen es un punto de densidad del con-
junto E. Para ello, dado r > 0 estimamos
| Ec
⋂
Qr |2≤ 4
∫ r
0
xαA1 dx1 =
4rαA+1
αA + 1
,
y a partir de aqu´ı, como αA > 1 obtenemos que
l´ım
r−→0
| Ec⋂Qr |2
| Qr |2 ≤ l´ımr−→0
rαA−1
αA + 1
= 0,
es decir, el origen es un punto de densidad del conjunto E.
Observacio´n 4.4. Lo que hemos probado es que dado α > 1, entonces Eα ∈ D,
donde Eα es el siguente conjunto,
Eα = {(x1, x2) ∈ R2 : | x2 |≥| x1 |α}.
Veamos un ejemplo en Rn, n ≥ 2.
Ejemplo 18. Sea una aplicacio´n lineal, A : Rn −→ Rn que tiene la siguiente
matriz asociada,
A =

λ1 0 0 ... 0
0 λ2 0 ... 0
.. .. .. ... ..
0 0 0 ... λn
 , λi ∈ R, 1 <| λi |, i = 1, ...n, | λ1 |<| λ2 |.
Sea E ⊂ Rn el siguiente conjunto
E = {(x1, x2, ..., xn) ∈ Rn : | x2 |≥| x1 |αA donde αA = log | λ2 |log | λ1 | }.
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De manera ana´loga al Ejemplo 17 podemos ver que E ∈ D
Veamos ahora que E /∈ DA. El Lema B.11 nos dice que
E ∈ DA ⇐⇒ F ∈ DM
donde F ⊂ R2 es el siguiente conjunto
F = {(x1, x2) ∈ R2 : | x2 |≥| x1 |αA ,donde αA = log | λ2 |log | λ1 | }.
y M : R2 −→ R2 es la aplicacio´n lineal con la siguiente matriz asociada,
M =
(
λ1 0
0 λ2
)
.
Efectivamente, el Ejemplo 17 nos dice que F /∈ DM , con lo que E /∈ DA.
4.1.4. Caracterizacio´n de las aplicaciones lineales A para
las que D = DA
Ya estamos en disposicio´n de dar la solucio´n al Problema 1.
Teorema 4.5. Sea A ∈ LE. Entonces D = DA si y solo A es isotro´pica, es
decir, A es diagonalizable y todos sus autovalores (complejos) tienen el mismo
mo´dulo.
Demostracio´n. Dada A ∈ LE , sabemos que la matriz asociada a la aplicacio´n
A es semejante a alguna matriz de la descomposicio´n cano´nica de Jordan, es
decir existe una matriz n × n, C, con dC > 0 tal que A = CJC−1, donde
J es una matriz n × n formada por yuxtaposicio´n de matrices elementales de
Jordan (ver Ape´ndice A). El Lema B.13 nos dice que DA = CDJ , y adema´s,
como por la Proposicio´n 4.2 tenemos que si DJ 6= D entonces CDJ 6= D, para
la demostracio´n del teorema es suficiente con probar que dada J ∈ LE tal
que su matriz asociada esta´ formada por yuxtaposicio´n de matrices elementales
de Jordan, entonces DJ = D si y solo si J es una matriz diagonal tal que
todos sus elementos de la diagonal (reales o complejos) tienen el mismo mo´dulo.
Recordamos que como J ∈ LE , entonces el mo´dulo de cada elemento en la
diagonal sera´ mayor que 1 (ver Ape´ndice A).
Empezemos estudiando los posibles casos de matrices J que tenemos.
Si J es una matriz diagonal con todos los elementos de la diagonal (reales
o complejos) que tienen el mismo mo´dulo R mayor que 1, entonces JB1 = BR,
desde aqu´ı el Lema 4.3 nos dice que DJ = D.
Por otro lado, si tenemos que J esta´ compuesta por una de las matrices
elementales de Jordan, Jm(µ), que corresponde al autovalor µ y que tiene orden
m ≥ 2, tenemos dos subcasos.
Si µ es real, el Lema B.11 y el Ejemplo 15 nos dicen que DJ 6= D. Y si µ es
complejo, el Lema B.11 y el Ejemplo 16, que trata la forma real de Jordan con
autovalores complejos (ver Ape´ndice A), tambie´n nos dicen que DJ 6= D.
El u´ltimo caso es si J es una matriz diagonal con al menos dos de sus
elementos en la diagonal (reales o complejos) que tienen diferentes mo´dulos.
Aqu´ı, volvemos a distiguir tres subcasos. Si estos elementos en la diagonal son
reales, el Lema B.11 y el Ejemplo 12 nos dicen que DJ 6= D. Si los elementos en
80
la diagonal a los que nos referimos son complejos, el Lema B.11 y Ejemplo 13,
que trata la forma real de Jordan con autovalores complejos, tambie´n nos dicen
que DJ 6= D. Finalmente, si uno de los elementos de la diagonal es real y otro
complejo, el Lema B.11 y el Ejemplo 14 nos dicen que D 6= DA.
4.2. Equivalencia entre A-densidades de R2
En esta seccio´n daremos una solucio´n al Problema 2 cuando las aplica-
ciones lineales expansivas A1 y A2 este´n definidas en R2. Para ello, al igual que
pasaba en la resolucio´n del Problema 1, sera´ de gran importancia estudiar que´
ocurre con las aplicaciones lineales que tienen como matriz asociada las difer-
entes matrices elementales de Jordan que nos podemos encontrar. Los resultados
se han obtenido en un trabajo conjunto con el profesor P. Oswald.
Empecemos viendo algunos casos particulares.
4.2.1. Ejemplos
Nuestro objetivo en esta seccio´n es mostrar algunos ejemplos concretos de
aplicaciones lineales expansivas A : R2 −→ R2 y de conjuntos medibles E ⊂ R2
para los que tendremos que E ∈ DA o que E /∈ DA.
Ejemplo 19. Sea A ∈ L(R2) como en (4.4) y sea E ⊂ R2 el conjunto tal que
Ec = {(x1, x2) ∈ R2 : x2 ≥ −bx1, x2 ≥ ax1 con a, b > 0}.
Veamos que E ∈ DA. Como la imagen de una recta que pase por el origen y = cx
con c ∈ R \ {0} por la aplicacio´n A es la recta y = λ2λ1 cx, tenemos que
l´ım
j−→∞
| AjEc
⋂
Q1 |2= l´ım
j−→∞
1
2
|λ1|j
|λ2|j (
1
a
+
1
b
) = 0,
ya que | λ1 |<| λ2 |. De esta manera, la condicio´n (iv) de la Proposicio´n B.3 y
la Proposicio´n B.7 nos dicen que E ∈ DA.
De forma ana´loga podemos afirmar que G ∈ DA donde G = −E.
Ejemplo 20. Sea A ∈ L(R2) como en (4.4) y sea E ⊂ R2 el conjunto tal que
Ec = {(x1, x2) ∈ R2 : x2 ≥ 0, x2 ≤ ax1 con a > 0}.
Vamos a comprobar que E /∈ DA.
Empezamos observando que como | λ1 |<| λ2 |, existe j0 ∈ N tal que ∀j ≥ j0
tenemos que 0 < |λ1|
j
|λ2|j < a.
Sea j ≥ j0, hallamos
| Ec
⋂
A−jQ1 |2= 1| λ1 |j | λ2 |j −
1
2a | λ2 |2j ,
entonces, como 0 < |λ1|
j
|λ2|j < a, obtenemos que
| Ec⋂A−jQ1 |2
| A−jQ1 |2 =
1
4
− | λ1 |
j
8a | λ2 |j ≥
1
8
,
con lo que desde la Proposicio´n B.7 podemos concluir que el origen no es un
punto de A−densidad de E.
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De una manera ana´loga a la del ejemplo anterior podemos comprobar que
el siguiente ejemplo es cierto.
Ejemplo 21. Sea A ∈ L(R2) como en (4.4). Sean los siguientes conjuntos
E1, E2, E3 ⊂ R2 tales que
Ec1 = {(x1, x2) ∈ R2 : x2 ≤ 0, x2 ≥ −ax1 con a > 0},
Ec2 = {(x1, x2) ∈ R2 : x2 ≤ 0, x2 ≥ ax1 con a > 0},
Ec3 = {(x1, x2) ∈ R2 : x2 ≥ 0, x2 ≤ −ax1 con a > 0}.
Entonces E1, E2, E3 /∈ DA.
Lema 4.6. Sea A ∈ L(R2) como en (4.4). Sea E ⊂ R2 un conjunto tal que
Ec es un cono con ve´rtice en el origen. Entonces E ∈ DA si y solo si la recta
x2 = 0, excepto quiza´s el origen, esta´ contenida en el interior de E.
Demostracio´n. Veamos la condicio´n suficiente. De acuerdo con nuestra hipo´tesis,
existe un conjunto G ⊂ R2, donde
Gc = {(x1, x2) ∈ R2 : x2 ≥ −bx1, x2 ≥ ax1, con a, b > 0}
y tal que Ec ⊂ Gc o Ec ⊂ −Gc. Entonces, para cualquiera de los dos casos
anteriores, la Proposicio´n B.2 y el Ejemplo 19 nos dicen que el origen es un
punto de A−densidad de E.
Haremos la demostracio´n de la condicio´n suficiente por reduccio´n al absurdo.
Sin pe´rdida de generalidad, supongamos que existe un punto (p, 0) ∈ R2, p > 0,
tal que no pertenece al interior de E, entonces la semirrecta {(x1, 0) : x1 ≥ 0}
no pertenece, excepto quiza´s el origen, a la clausura de Ec. De esta manera,
existe un conjunto G ⊂ R2, donde
Gc = {(x1, x2) ∈ R2 : x2 ≥ 0, x2 ≤ ax1 con a > 0},
y tal que E ⊂ G o E ⊂ −G. Entonces, para cualesquiera de los dos casos
anteriores, desde la Proposicio´n B.2 y el Ejemplo 20 podemos concluir que el
origen no es un punto de A−densidad de E.
Ejemplo 22. Sea A ∈ L(R2) como en (4.4). Dado α > αA = log|λ2|log|λ1| definimos el
conjunto
Eα = {(x1, x2) ∈ R2 : | x2 |≥| x1 |α}.
Afirmamos que Eα ∈ DA ya que como la imagen de la curva x2 = xα1 por la
aplicacio´n A es la curva x2 = λ2λα1 x
α
1 , entonces tenemos que
l´ım
j→∞
| AjEcα
⋂
Q1 |2 = 4 l´ım
j→∞
∫ 1
0
| λ2 |j
| λ1 |jαx
α
1 dx1
= l´ım
j→∞
| λ2 |j
| λ1 |jα
1
(α+ 1)
= 0,
ya que | λ2 |=| λ1 |αA<| λ1 |α. De esta manera, la condicio´n (iv) de la Proposi-
cio´n B.3 y la Proposicio´n B.7 nos dicen que Eα ∈ DA.
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Ejemplo 23. Sea A ∈ L(R2) como en (4.4). Dado 0 < α < αA = log|λ2|log|λ1| definimos
el conjunto
Eα = {(x1, x2) ∈ R2 : | x2 |≤| x1 |α}.
Vamos a demostrar que Eα ∈ DA. Para ello hallamos el siguiente l´ımite,
l´ım
j→∞
| AjEcα
⋂
Q1 |2 = 4 l´ım
j→∞
∫ 1
0
| λ1 |jα
| λ2 |j x
(α)−1
2 dx2
= l´ım
j→∞
| λ1 |jα
| λ2 |j
1
( 1α + 1)
= 0,
ya que | λ2 |>| λ1 |α. De esta manera, la Proposicio´n B.3 (iv) y la Proposicio´n
B.7 nos dicen que Eα ∈ DA.
Ahora veremos algunos resultados que se pueden extraer directamente desde
los dos ejemplos anteriores.
Lema 4.7. Sea A ∈ L(R2) que tiene matriz asociada
A =
(
λ1 0
0 λ2
)
, λ1, λ2 ∈ R, 1 <| λ1 |, | λ2 |. (4.6)
Dado α > 0 tomamos el conjunto Eα ⊂ R2 que viene dado por la siguiente
expresio´n,
Eα = {(x1, x2) ∈ R2 tal que | x2 |≥| x1 |α}.
Entonces Eα ∈ DA si y solo si α > αA = log|λ2|log|λ1| .
Demostracio´n. Distinguimos dos posibles casos. Si | λ1 |=| λ2 |, el Teorema 4.5
nos dice que DA = D y desde la Observacio´n 4.4 podemos afirmar que Eα ∈ D
si α > 1. Por otro lado, si α ≤ 1, es fa´cil ver que Eα ⊂ E1, y como E1 /∈ D, la
Proposicio´n B.2 nos dice que Eα /∈ D.
Por otro lado, si | λ1 |6=| λ2 |, sin pe´rdida de generalidad podemos suponer
que 1 <| λ1 |<| λ2 |, entonces el resultado se obtiene a partir del Ejemplo 17,
del Ejemplo 22 y del Ejemplo 23.
De manera ana´loga al anterior lema, podemos probar lo siguiente.
Lema 4.8. Sea A ∈ L(R2) que tiene matriz asociada
A =
(
λ1 0
0 λ2
)
, λ1, λ2 ∈ R, 1 <| λ1 |, | λ2 |. (4.7)
Dado α > 0 tomamos el conjunto Eα ⊂ R2, que viene dado por la siguiente
expresio´n,
Eα = {(x1, x2) ∈ R2 tal que | x2 |≥| x1 |α}.
Entonces Ecα ∈ DA si y solo si α < αA = log|λ2|log|λ1| .
Ejemplo 24. Sea la aplicacio´n lineal Aλ,a : R2 −→ R2 con la siguiente matriz
asociada,
Aλ,a =
(
λ a
0 λ
)
, λ ∈ R, 1 < λ, 0 < a. (4.8)
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Sea E ⊂ R2 el conjunto tal que
Ec = {(x1, x2) ∈ R2 : x2 ≥ 0, x2 ≥ −bx1, con b > 0}.
Probemos que E ∈ DAλ,a . Primero, por induccio´n vemos que, dado j ∈ Z
Ajλ,a =
(
λj jaλj−1
0 λj
)
.
As´ı, si tomamos j ∈ N tal que abj > λ, tenemos que la imagen de la recta
x2 = −bx1 por la aplicacio´n Ajλ,a es la recta x2 = −λbλ−jabx1, y adema´s, la recta
x2 = 0 es invariante por A
j
λ,a. De esta manera,
l´ım
j→∞
| AjEc
⋂
Q1 |2= l´ım
j→∞
1
2
−λb
λ− jab = 0.
Desde aqu´ı, la condicio´n (iv) de la Proposicio´n B.3 y la Proposicio´n B.7 nos
dicen que E ∈ DAλ,a .
Observacio´n 4.9. De forma ana´loga, podemos afirmar que el origen es un punto
de Aλ,a−densidad de G ⊂ R2 donde G = −E.
Ejemplo 25. Sea Aλ,a ∈ L(R2) como en (4.8). Sea E ⊂ R2 el conjunto tal que
Ec = {(x1, x2) ∈ R2 : x2 ≤ −bx1, x2 ≥ 0 con b > 0}.
De manera ana´loga al ejemplo anterior, tenemos que
l´ım
j→∞
| AjEc
⋂
Q1 |2= 12 | Q1 |2 .
As´ı, el origen no es un punto de Aλ,a-densidad del conjunto E.
Observacio´n 4.10. De forma ana´loga, podemos afirmar que el origen no es un
punto de Aλ,a−densidad de G ⊂ R2 donde G = −E.
Ejemplo 26. Sea Aλ,a ∈ L(R2) como en (4.8).
Sea Eλ,a ⊂ R2 el conjunto construido a partir del tria´ngulo
T = {(x1, x2) ∈ R2 : x1 ∈ [0, 1], −x1 ≤ x2 ≤ 1}
como sigue:
Eλ,a = {(x1, x2) ∈ R2 : x1 ≥ 0} ∪ {(x1, x2) ∈ R2 : x2 ≤ 0}⋃
l∈Z
Alλ,aT.
Afirmamos que Eλ,a /∈ DAλ,a ya que como evidentemente Aλ,aEλ,a ⊂ Eλ,a,
tenemos que
| Q1
⋂
Ajλ,aEλ,a |≤| Q1
⋂
Eλ,a |<| Q1 |2,
donde la u´ltima desigualdad es cierta por la manera en la que hemos construido
el conjunto Eλ,a.
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Aunque ya hallamos terminado el ejemplo, para facilitar los ca´lculos suce-
sivos, permitannos tomarme la licencia de escribir el conjunto Eλ,a de forma
expl´ıcita como sigue:
Eλ,a = {(x1, x2) ∈ R2 : x1 ≥ 0} ∪ {(x1, x2) ∈ R2 : x2 ≤ 0}⋃
l∈Z
l<λa
{(x1, x2) ∈ R2 : x1 ∈ [$l,a, 0], λx1−λ+ la ≤ x2 ≤ λ
l},
donde
x2 =
λx1
−λ+ la
es la recta que pasa por los puntos(
0
0
)
, Alλ,a
( −1
1
)
=
( −λl + jaλl−1
λl
)
=
(
$l,a
γl,a
)
,
con $l,a = −λl + jaλl−1 y con γl,a = λl.
Ejemplo 27. Sean 1 < λ ≤ ν y sea 0 < b < νλ log νlog λ . Sean Aλ,1, Aν,b ∈ L(R2) con
las siguientes matrices asociadas respectivamente,
Aλ,1 =
(
λ 1
0 λ
)
, Aν,b =
(
ν b
0 ν
)
.
Afirmamos que el conjunto Eλ,1 ⊂ Rn definido en el Ejemplo 26 satisface
que Eλ,1 ∈ DAν,b .
Empezamos observando que dados j1, j2 ∈ N, tal que j1 < j2, la pendiente
de la recta que pasa por (00) y por A
−j1
λ,1 (
−1
1 ) es menor que la pendiente de la
recta que pasa por (00) y por A
−j2
λ,1 (
−1
1 ).
Por otro lado, dado j ∈ N, tenemos que
ν−j = λ−j
log ν
log λ ≤ λ−[j log νlog λ ]. (4.9)
Adema´s, como 0 < b < νλ logλ ν y 1 < λ ≤ ν, entonces para cada j ∈ N,
tenemos que la pendiente de la recta que pasa por (00) y por A
−[j log νlog λ ]
λ,1 (
−1
1 ),
x2 =
−λx1
λ+ [j log νlog λ ]
,
es mayor que la pendiente de la recta que pasa por A−jν,b(
−1
1 ) y por A
−j
ν,b(
−1
−1),
x2 =
−ν
jb
x1 − ν
jbνj
.
Por estas tres razones anteriores, dado j ∈ N tenemos que
| Ecλ,1
⋂
A−jν,bQ1 |2≤| Tj |2, (4.10)
donde Tj es el tria´ngulo encerrado por las rectas x2 = 0, la recta que pasa por
(00) y por A
−[j log νlog λ ]
λ,1 (
−1
1 ), y la recta que pasa por A
−j
ν,b(
−1
1 ) y por A
−j
ν,b(
−1
−1), en otras
palabras, Tj es el tria´ngulo con ve´rtices en
(0, 0), (
−1
νj
, 0), (−
λ+ [j log νlog λ ]
νj−1(−jbλ+ λν + ν[j log νlog λ ])
,
λ
νj−1(−jbλ+ λν + ν[j log νlog λ ])
).
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As´ı,
| Tj |2= 12
1
νj
λ
νj−1(−jbλ+ λν + ν[j log νlog λ ])
,
y como 0 < b < νλ logλ ν con 1 < λ ≤ ν, tenemos que j(ν log νlog λ −bλ)+λν−ν > 0,
entonces
| Tj |2 ≤ 12
1
νj
λ
νj−1(−jbλ+ λν + ν(j log νlog λ − 1))
(4.11)
=
1
2
1
νj
λ
νj−1(j(ν log νlog λ − bλ) + λν − ν)
. (4.12)
Ahora, desde las desigualdades (4.10) y (4.12) podemos decir que
l´ım sup
j−→∞
| Ecλ,1
⋂
A−jν,bQ1 |2
| A−jν,bQ1 |2
≤ l´ım sup
j−→∞
| Tj |2
4ν−2j
≤ l´ım
j−→∞
λν
2 · 4(j(ν log νlog λ − bλ) + λν − ν)
,
y como 0 < b < νλ logλ ν con 1 < λ ≤ ν, entonces
l´ım
j−→∞
| Ecλ,1
⋂
A−jν,bQ1 |2
| A−jν,bQ1 |2
= 0.
Desde aqu´ı, la Proposicio´n B.7 nos dice que Eλ,1 ∈ DAν,b .
Ejemplo 28. Sean 1 < λ ≤ ν y sea νλ log νlog λ < b. Sean Aλ,1, Aν,b ∈ L(R2) con la
siguientes matrices asociadas respectivamente,
Aλ,1 =
(
λ 1
0 λ
)
, Aν,b =
(
ν b
0 ν
)
.
Afirmamos que el conjunto Eν,b definido como en el Ejemplo 26 satisface que
Eν,b ∈ DAλ,1 .
De manera ana´loga al ejemplo anterior, empezamos observando que dados
j1, j2 ∈ N tal que j1 < j2, la pendiente de la recta que pasa por (00) y por
A−j1ν,b (
−1
1 ) es menor o igual que la pendiente de la recta que pasa por (
0
0) y por
A−j2ν,b (
−1
1 ).
Por otro lado, dado j ∈ N, tenemos que
λ−j ≤ ν−[ jlogλ ν ]. (4.13)
Adema´s, como νλ
log ν
log λ < b existe j0 ∈ N tal que si j ≥ j0, entonces
j(
λb
log ν
log λ
− ν) + λν − λb > 0.
De esta manera, podemos afirmar que si j ≥ j0, la pendiente de la recta que
pasa por (00) y por A
−[ jlog ν
log λ
]
ν,b (
−1
1 ),
x2 =
−νx1
ν + [ jlog ν
log λ
]b
,
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es mayor que la pendiente de la recta que pasa por A−jλ,1(
−1
1 ) y por A
−j
λ,1(
−1
−1),
x2 =
−λ
j
x1 − λ
jλj
.
Por estas tres razones anteriores, dado j ∈ N, j ≥ j0, tenemos que
| Ecν,b
⋂
A−jλ,1Q1 |2≤| Tj |2, (4.14)
donde Tj es el tria´ngulo encerrado por las rectas x2 = 0, la recta que pasa por
(00) y por A
−[ jlog ν
log λ
]
ν,b (
−1
1 ) y la recta que pasa por A
−j
λ,1(
−1
1 ) y por A
−j
λ,1(
−1
−1), o lo que
es lo mismo, Tj es el tria´ngulo con ve´rtices en
(0, 0), (
−1
λj
, 0), (−
ν + [ jlog ν
log λ
]b
λj−1(−jν + λν + λ[ jlog ν
log λ
]b)
,
ν
λj−1(−jν + λν + λ[ jlog ν
log λ
]b)
).
As´ı, si j ≥ j0,
| Tj |2 = 12
1
λj
ν
λj−1(−jν + λν + λ[ jlog ν
log λ
]b)
(4.15)
≤ 1
2
1
λj
ν
λj−1(−jν + λν + λb( jlog ν
log λ
− 1) (4.16)
=
ν
2λ2j−1(j( λblog ν
log λ
− ν) + λν − λb) . (4.17)
Ahora, desde las desigualdades (4.14) y (4.17) podemos decir que
l´ım
j−→∞
| Ecν,b
⋂
A−jλ,1Q1 |2
| A−jλ,1Q1 |2
≤ l´ım
j−→∞
| Tj |2
4λ−2j
≤ l´ım
j−→∞
νλ
8(j( λblog ν
log λ
− ν) + λν − λb) = 0,
donde la u´ltima igualdad es cierta ya que νλ logλ ν < b.
Desde aqu´ı, la Proposicio´n B.7 nos dice que podemos afirmar que Eν,b ∈
DAλ,1 .
Ejemplo 29. Sean 1 < λ ≤ ν, y sean A,M ∈ L(R2) con las siguientes matrices
asociadas respectivamente,
A =
(
λ 1
0 λ
)
, M =
(
ν νλ
log ν
log λ
0 ν
)
.
Entonces DA = DM .
Primero probaremos que DA ⊂ DM . Para ello, segu´n la Proposicio´n B.10 es
suficiente con comprobar que si tomamos c ∈ N \ {1} tal que
mı´n{λ−c(−λ− c), λ−c−1(−λ− c− 1)} > −1, (4.18)
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y adema´s, ∀j ∈ N tomamos lj que sea la parte entera de j log νlog λ , es decir,
lj = [j log νlog λ ], entonces se verifican las dos siguientes inclusiones,
A−lj−cQ1 ⊂M−jQ1, (4.19)
y
M−jQ1 ⊂ A−lj+cQ1. (4.20)
Para ver que se verifica la inclusio´n (4.19), observamos que dado j ∈ N,
A−lj−cQ1 ⊂M−jQ1 ⇐⇒ M jA−lj−cQ1 ⊂ Q1.
Calculamos
M jA−lj−c =
(
νj jνj−1 νλ
log ν
log λ
0 νj
)(
λ−lj−c (−lj − c)λ−lj−c−1
0 λ−lj−c
)
=
(
νjλ−lj−c νj(−lj − c)λ−lj−c−1 + jνjλ−lj−c 1λ log νlog λ
0 νjλ−lj−c
)
= νjλ−lj−c
(
1 1λ (−lj − c+ j log νlog λ )
0 1
)
.
Observacio´n 4.11. Dado j ∈ N, como c > 1, tenemos que
−lj − c+ j log νlog λ < 0.
Observacio´n 4.12. Dado j ∈ N, tenemos que
νjλ−lj−c ≤ νjλ− logλ νj+1−c = νjν−jλ1−c = λ1−c < 1
donde la u´ltima desigualdad es cierta porque c ≥ 2 y λ > 1.
Por otro lado, como Q1 es un conjunto convexo, la imagen de una recta por
una aplicacio´n lineal es otra recta y por la simetr´ıa respecto del origen de los
conjuntos Q1 y M jA−lj−cQ1, para ver que M jA−lj−cQ1 ⊂ Q1, es suficiente con
probar que
M jA−lj−c
( −1
1
)
= νjλ−lj−c
(
1
λ (−λ− lj − c+ j log νlog λ )
1
)
∈ Q1 (4.21)
y que
M jA−lj−c
(
1
1
)
= νjλ−lj−c
(
1
λ (λ− lj − c+ j log νlog λ )
1
)
∈ Q1. (4.22)
Veamos que se cumple (4.21). Por la Observacio´n 4.12, dado j ∈ N, la
segunda componente del punto en (4.21) es mayor que 0 y menor que 1. Ahora
nos falta comprobar que la primera componente de dicho punto es mayor que
-1 y menor que 0.
Que la primera componente de nuestro punto en (4.21) es menor que 0 se
sigue desde la Observacio´n 4.11 y de que ν, λ > 0. Y que, adema´s, es mayor
88
que -1 se comprueba como sigue. La Observacio´n 4.11 y la Observacio´n 4.12 nos
dicen que
νjλ−lj−c−1(−λ− lj − c+ j log νlog λ )
≥ λ−c+1−1(−λ− lj − c+ j log νlog λ )
≥ λ−c(−λ− j log ν
log λ
− c+ j log ν
log λ
) = λ−c(−λ− c),
donde la u´ltima desigualdad es cierta ya que lj = [j log νlog λ ]. Finalmente, debido a
como hemos tomado c en (4.18), en particular c satisface que λ−c(−λ−c) > −1,
entonces
νjλ−lj−c−1(−λ− lj − c+ j log νlog λ ) > −1,
con lo que hemos probado que se verifica (4.21).
A partir de aqu´ı podemos afirmar que tambie´n se verifica (4.22) ya que las
segundas componentes de los puntos en (4.21) y en (4.22) son las mismas y desde
la Observacio´n 4.11 podemos asegurar que el mo´dulo de la primera componente
de nuestro punto en (4.22) es menor que el mo´dulo de la primera componente
de nuestro punto en (4.21).
De manera ana´loga se puede comprbar que para cada j ∈ N se satisface la
inclusio´n (4.20) o equivalentemente
Alj−cM−jQ1 ⊂ Q1.
De esta manera, ya hemos demostrado que DA ⊂ DM .
La prueba de que DM ⊂ DA se hace de forma ana´loga al desarrollo anterior,
ya que si tomamos c ∈ N \ {1} tal que
mı´n{λ−1ν1−c(−λ− c log ν
log λ
), λ−1ν−c(−λ− log ν
log λ
− c log ν
log λ
)} > −1, (4.23)
y adema´s, si ∀j ∈ N tomamos lj que sea la parte entera de jlogλ ν , lj = [
j
logλ ν
],
entonces se verifican las dos siguientes inclusiones,
M−lj−cQ1 ⊂ A−jQ1, (4.24)
y
A−jQ1 ⊂M−lj+cQ1. (4.25)
Corolario 4.13. Sea A ∈ L(R2) con la siguiente matriz asociada,
A =
(
λ 1
0 λ
)
, λ ∈ R, 1 < λ.
Sea l ∈ N, entonces DA = DAl
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4.2.2. Resultados
Ya estamos preparados para poder dar nuestra solucio´n al Problema 2
cuando las aplicaciones lineales expansivas esta´n definidas en R2.
Teorema 4.14. Sea A ∈ L(R2) con la matriz asociada
A =
(
λ1 0
0 λ2
)
, λ1, λ2 ∈ R; 1 <| λ1 |, | λ2 |,
y sea otra aplicacio´n M : R2 −→ R2 con la matriz asociada
M =
(
ν1 0
0 ν2
)
, ν1, ν2 ∈ R; 1 <| ν1 |, | ν2 |.
Entonces, DA = DM si y solo si
αA = αM donde αA =
log | λ2 |
log | λ1 | y´ αM =
log | ν2 |
log | ν1 | .
Demostracio´n. Haremos la prueba de la implicacio´n necesaria por reduccio´n al
absurdo. Sin pe´rdida de generalidad suponemos que
αA < αM ,
entonces, por Lema 4.7 EαM ∈ DA pero EαM /∈ DM donde
EαM = {(x1, x2) ∈ R2 tal que | x2 |≥| x1 |αM }.
Probaremos la implicacio´n suficiente. El Corolario B.15 nos dice que podemos
suponer, sin pe´rdida de generalidad, que 1 < λ1, λ2, ν1, ν2. Con esta simpli-
ficacio´n, veamos que DM ⊂ DA. Para ello, es suficiente con verificar que se
cumplen las hipo´tesis de la Proposicio´n B.10. Podemos escribir
A =
(
λ1 0
0 λαA1
)
, M =
(
ν1 0
0 ναA1
)
.
As´ı para cada j ∈ N, existe lj ∈ N, lj ≥ lj−1, tal que lj −→∞ cuando j −→∞
y
ν
−lj
1 ≥ λ−j1 > ν−lj−11 .
Adema´s, como αA > 0, entonces
ν
−ljαA
1 ≥ λ−jαA1 > ν(−lj−1)αA1 ,
con lo que
ν
−lj
2 ≥ λ−j2 > ν(−lj−1)2 .
De esta manera podemos concluir que para cada j ∈ N, existe lj ∈ N,
lj ≥ lj−1, tal que lj −→∞ cuando j −→∞ y
M−lj−1Q1 ( A−jQ1 ⊆M−ljQ1 (4.26)
De manera ana´loga se demuestra que DA ⊂ DM .
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Un corolario del Teorema 4.14 es el siguiente.
Corolario 4.15. Sea A ∈ L(R2) con la siguiente matriz asociada,
A =
(
λ1 0
0 λ2
)
, λ1, λ2 ∈ R; 1 <| λ1 |, | λ2 |; | λ1 |6=| λ2 |,
y sea la aplicacio´n M = cA, con c ∈ R. Entonces DA = DM si y solo si | c |= 1.
Demostracio´n. Para probar la implicacio´n suficiente, basta observar que
AQ1 = MQ1.
Probamos la implicacio´n necesaria. Como DA = DM , por el Teorema 4.14
tenemos que
log | λ2 |
log | λ1 | =
log | cλ2 |
log | cλ1 | ,
y as´ı,
(elog|cλ1|)log|λ2|/ log|λ1| = elog|cλ2|,
con lo que
| cλ1 |log|λ2|/ log|λ1|=| cλ2 |,
entonces, como | λ1 |log|λ2|/ log|λ1|=| λ2 |, tenemos que
| c |(log|λ2|/ log|λ1|)−1= 1,
y finalmente observando que log|λ2|log|λ1| 6= 1, podemos concluir que | c |= 1.
En el siguiente lema encontramos un resultado ma´s preciso que el obtenido
en el Teorema 4.14 en el caso en el que no tenemos igualdad entre DA y DM .
Lema 4.16. Sean A,M ∈ L(R2) con las matrices asociadas, respectivamente,
A =
(
λ1 0
0 λ2
)
, λ1, λ2 ∈ R; 1 <| λ1 |, | λ2 |,
M =
(
ν1 0
0 ν2
)
, ν1, ν2 ∈ R; 1 <| ν1 |, | ν2 |.
Si αA 6= αM entonces DA * DM y DA + DM .
Demostracio´n. Sin pe´rdida de generalidad podemos suponer que αA > αM .
Sea E ⊂ R2 el siguiente conjunto
E = {(x1, x2) ∈ R2 tal que | x2 |>| x1 |α α = αA + αM2 }.
El Lema 4.7 nos dice que E ∈ DM y que E /∈ DA. De esta manera hemos
probado que DA + DM .
Por otro lado, el Lema 4.8 nos dice que Ec /∈ DM y que Ec ∈ DA, por lo
tanto DA * DM .
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Lema 4.17. Sean A,A′ ∈ L(R2) tales que la matriz asociada a la aplicacio´n A
tiene la siguiente forma,
A =
(
λ1 0
0 λ2
)
, 1 < λ1 < λ2,
y la matriz asociada a la aplicacio´n A′ es de la forma A′ = C−1AC. Entonces
DA = DA′ si y solo si C =
(
a b
0 d
)
con a, b, d ∈ R.
Demostracio´n. Haremos la prueba de la implicacio´n necesaria por reduccio´n al
absurdo. Supongamos que
C =
(
a b
c d
)
con a, b, c, d ∈ R, y´ c 6= 0.
Distinguiremos dos casos diferentes, si d 6= 0 o si d = 0.
En el caso d 6= 0, como
C−1
(
x
0
)
=
1
ad− bc
(
d −b
−c a
)(
x
0
)
=
1
ad− bc
(
dx
−cx
)
,
la imagen por C−1 de la recta x2 = 0 es la recta x2 = − cdx1, con cd 6= 0.
Tomamos el siguiente conjunto E ⊂ R2,
E = {(x1, x2) ∈ R2 tal que | x2 |≤ 54 |
c
d
|| x1 | y´ | x2 |≥ 34 |
c
d
|| x1 |}.
El lema 4.6 y la Proposicio´n B.8 nos dicen que E ∈ DA. Adema´s, debido a
la construccio´n y al Lema 4.6, sabemos que CE /∈ DA, o equivalentemente,
E /∈ C−1DA, y as´ı, desde el Lema B.13 podemos concluir que E /∈ DA′ .
En el otro caso, es decir, cuando d = 0, se puede comprobar fa´cilmente que la
imagen por C−1 de la recta x2 = 0 es la recta x1 = 0, y siguiendo un desarrollo
ana´logo al caso anterior, sabemos que el conjunto E ⊂ R2 que viene dado por
la siguiente expresio´n,
E = {(x1, x2) ∈ R2 tal que x2 ≤| x1 |},
satisface que E ∈ DA y que E /∈ DA′ .
Para probar la implicacio´n suficiente, volvemos a distinguir dos casos.
Si b = 0. En este caso, es fa´cil observar que A = A′, entonces, obviamente
DA = DA′ .
Si b 6= 0 tenemos que
A′ =
(
λ1
b
a (λ1 − λ2)
0 λ2
)
.
Observamos que a es distinto de cero ya que c = 0 y dC > 0.
Entonces, para cada j ∈ Z, tenemos
A′j =
(
λj1
b
a (λ
j
1 − λj2)
0 λj2
)
.
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Veamos que DA ⊂ DA′ . Segu´n nos indica la Proposicio´n B.10, es suficiente
con comprobar que ∃c ∈ N, ∀j ∈ N tal que
A′−jB1 ⊂ A−j+cB1, (4.27)
y que
A−j−cB1 ⊂ A′−jB1. (4.28)
En primer lugar queremos encontrar l0 ∈ N tal que dado cualquier j ∈ N se
verifique la inclusio´n (4.27) ∀l ≥ l0, o equivalentemente
AjA′−jB1 ⊂ AlB1. (4.29)
Para cada j ∈ N, hallamos
AjA′−j =
(
1 ba (1−
λj1
λj2
)
0 1
)
,
entonces, es fa´cil comprobar que
AjA′−jB1 ⊂ BR0 donde R0 = 1+ |
b
a
| + | b
a
|2,
y como la aplicacio´n A es expansiva, ∃l0 ∈ N \ {0} tal que si l ≥ l0, entonces
BR0 ⊂ AlB1.
Desde aqu´ı, podemos decir que ∀l ≥ l0 y ∀j ∈ N la inclusio´n (4.29) es cierta.
En segundo lugar queremos encontrar l1 ∈ N, tal que si l ≥ l1, para cualquier
j ∈ N, se verifica la inclusio´n (4.28), o equivalentemente
A−lB1 ⊂ AjA′−jB1. (4.30)
Es fa´cil comprobar que
B 1
R0
⊂ AjA′−jB1,
y como la aplicacio´n A es expansiva, ∃l1 ∈ N tal que si l ≥ l1, entonces
A−lB1 ⊂ B 1
R0
.
Desde aqu´ı podemos afirmar que ∀l ≥ l1, ∀j ∈ N se cumple la inclusio´n (4.30).
Podemos concluir que si tomamos
c = ma´x{l0, l1},
entonces ∀j ∈ N se satisfacen las inclusiones (4.27) y (4.28).
De manera ana´loga al caso anterior se puede comprobar que DA′ ⊂ DA.
Teorema 4.18. Sean A,A′,M,M ′ ∈ L(R2) tales que las matrices asociadas a
las aplicaciones A y M son respectivamente,
A =
(
λ1 0
0 λ2
)
, λ1, λ2 ∈ R, 1 <| λ1 |<| λ2 |,
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M =
(
ν1 0
0 ν2
)
, ν1, ν2 ∈ R, 1 <| ν1 |<| ν2 |,
y adema´s, existen dos matrices reales 2 × 2, C y D con dC > 0 y con dD > 0,
tales que A′ = C−1AC y M ′ = D−1MD. Entonces
DA′ = DM ′ si y solo si
αA = αM y´ CD−1 =
(
a b
c d
)
tal que a, b, c, d ∈ R, con c = 0.
Demostracio´n. Sin pe´rdida de generalidad, debido al Corolario B.15, podemos
suponer que 1 < λ1 < λ2 y que 1 < ν1 < ν2. Adema´s, recordamos que el Lema
B.13 nos dice que
DA′ = DM ′ ⇔ C−1DA = D−1DM ⇔ DA = CD−1DM . (4.31)
⇐=) Como αA = αM , desde el Teorema 4.14 sabemos que DA = DM ,
entonces
DA = CD−1DM ⇐⇒ DA = CD−1DA.
Finalmente, como
CD−1 =
(
a b
c d
)
tal que a, b, c, d ∈ R, con c = 0,
el Lema 4.17 nos dice que efectivamente se verifica que DA = CD−1DA.
=⇒) Por reduccio´n al absurdo. Si
CD−1 =
(
a b
c d
)
tal que a, b, c, d ∈ R, con c 6= 0,
de forma ana´loga a la demostracio´n de la parte necesaria del Lema 4.17, tenemos
que DA 6= CD−1DM .
Nos falta comprobar el caso en el que αA 6= αM y
CD−1 =
(
a b
c d
)
a, b, c, d ∈ R, con c = 0.
En este caso, el Lema 4.17 nos dice que CD−1DM = DM pero el Teorema 4.14
nos dice que EA 6= EM . Entonces debido a las equivalencias en (4.31) podemos
concluir que DA′ 6= DM ′ .
Lema 4.19. Sean A,A′, Aλ,1, A′λ,1 ∈ L(R2) tales que A y Aλ,1 tienen las ma-
trices asociadas:
A =
(
λ1 0
0 λ2
)
, λ1, λ2 ∈ R, 1 <| λ1 |<| λ2 |,
Aλ,1 =
(
λ 1
0 λ
)
, 1 < λ,
y adema´s, A′ ∼ A y A′λ,1 ∼ Aλ,1, entonces DA′ 6= DA′λ,1 .
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Demostracio´n. Como A′ ∼ A, existe C una matriz real 2×2 con dC > 0 tal que
A′ = C−1AC y como A′λ,1 ∼ Aλ,1, existe una matriz real 2× 2, D, con dD > 0,
tal que A′λ,1 = D
−1Aλ,1D.
Las siguientes equivalencias son ciertas, donde la primera de ellas es conse-
cuencia del Lema B.13.
DA′ 6= DA′λ,1 ⇐⇒ C−1DA 6= D−1DAλ,1 ⇐⇒ DC−1DA 6= DAλ,1 . (4.32)
Sea
DC−1 =
(
a b
c d
)
con a, b, c, d ∈ R.
Distinguimos dos casos. Primero estudiamos cuando c = 0. En este caso, el
Teorema 4.18 nos dice que DC−1DA = DA. Con lo que, desde (4.32) es suficiente
demostrar que
DA 6= DAλ,1 .
Efectivamente, el Ejemplo 24 nos dice que el conjunto E ⊂ R2 tal que
Ec = {(x1, x2) ∈ R2 : x2 ≥ 0, x2 ≥ −x1}
pertenece a DAλ,1 , y el Ejemplo 20 junto con la Proposicio´n B.2 nos dicen que
E /∈ DA.
El segundo caso sera´ cuando c 6= 0. Aqu´ı volvemos a distinguir dos subcasos.
Si d 6= 0, como
DC−1
(
x
0
)
=
1
ad− bc
(
d −b
−c a
)(
x
0
)
=
1
ad− bc
(
dx
−cx
)
,
la imagen por DC−1 de la recta x2 = 0 es la recta x2 = − cdx1, con cd 6= 0.
Sea E ⊂ R2 el conjunto tal que
Ec = {(x1, x2) ∈ R2 tal que | x2 |≤ 54 |
c
d
|| x1 | y´ | x2 |≥ 34 |
c
d
|| x1 |}.
Desde nuestra construccio´n y desde el Lema 4.6, sabemos que CD−1E /∈ DA,
o equivalentemente, E /∈ DC−1DA. Por otro lado, por el Ejemplo 24, por la
Proposicio´n B.8 y por la Proposicio´n B.2 sabemos que E ∈ DM .
El segundo subcaso es si d = 0. En esta situacio´n, se puede comprobar
fa´cilmente que la imagen por DC−1 de la recta x2 = 0 es la recta x1 = 0.
Y siguiendo un desarrollo ana´logo al caso anterior, sabemos que el conjunto
E ⊂ R2 que viene dado por la siguiente expresio´n,
E = {(x1, x2) ∈ R2 tal que x2 ≤| x1 |},
cumple que E /∈ DC−1DA. Por otro lado, el Ejemplo 24 y la Proposicio´n B.2
nos dicen que E ∈ DAλ,1 .
Lema 4.20. Sea 1 < λ y sean A+, A− ∈ L(R2) con las siguientes matrices
asociadas respectivamente,
A+ =
(
λ 1
0 λ
)
, A− =
( −λ 1
0 −λ
)
.
Entonces
SDA− = DA+ , donde S =
( −1 0
0 1
)
.
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Demostracio´n. Veamos la inclusio´n SDA− ⊂ DA+ .
Sea j ∈ N. Si j es par, tenemos que
SA−j+
(
1
1
)
=
( −λ−j + jλ−j−1
λ−j
)
= A−j−
( −1
1
)
y que
SA−j+
( −1
1
)
=
(
λ−j + jλ−j−1
λ−j
)
= A−j−
(
1
1
)
,
entonces desde la linealidad de las aplicaciones A+ y A−,
SA−j+ Q1 = A
−j
− Q1. (4.33)
Si j es impar, de forma ana´loga, podemos ver que la igualdad (4.33) tambie´n se
cumple.
Sea E ⊂ DA− . Hallamos
l´ım sup
j−→∞
| SE⋂A−j+ Q1 |2
| A−j+ Q1 |2
= l´ım sup
j−→∞
| E⋂SA−j+ Q1 |2
| A−j+ Q1 |2
= l´ım sup
j−→∞
| E⋂A−j− Q1 |2
| A−j− Q1 |2
= 0,
donde la u´ltima igualdad es cierta ya que E ⊂ DA− . As´ı, la Proposicio´n B.7 nos
dice que SE ⊂ DA+ .
La inclusio´n SDA+ ⊂ DA− , se demuestra de forma ana´loga.
Lema 4.21. Sean 1 < λ, ν, y 0 < a, b. Sean Aλ,a, A−ν,b ∈ L(R2) con las
siguientes matrices asociadas,
Aλ,a =
(
λ a
0 λ
)
, A−ν,b =
( −ν b
0 −ν
)
.
Entonces
DAλ,a * DA−ν,b y DAλ,a + DA−ν,b .
Demostracio´n. Veamos primero que DAλ,a * DA−ν,b . El Ejemplo 24 nos muestra
conjuntos E ⊂ R2 tales que E ∈ DAλ,a . Pero adema´s, desde el Lema 4.20 y el
Ejemplo 25 podemos asegurar que E /∈ DA−ν,b .
Veamos ahora que DAλ,a + DA−ν,b . El Ejemplo 25 nos muestra conjuntos
E ⊂ R2 tal que E /∈ DAλ,a . Pero desde el Lema 4.20 y el Ejemplo 24 obtenemos
que E ∈ DA−ν,b .
Lema 4.22. Sean A,A′, A−λ,1, A′−λ,1 ∈ L(R2) tales que las matrices asociadas
a la aplicacio´n A y a la aplicacio´n A−λ,1 son respectivamente
A =
(
λ1 0
0 λ2
)
, λ1, λ2 ∈ R, 1 <| λ1 |<| λ2 | .
A−λ,1 =
( −λ 1
0 −λ
)
, λ ∈ R, λ > 1,
y adema´s, A′ ∼ A y A′−λ,1 ∼ A−λ,1. Entonces DA′ 6= DA′−λ,1 .
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Demostracio´n. Como A′ ∼ A, existe una matriz real 2 × 2, C, con dC > 0 y
tal que A′ = C−1AC y como A′λ,1 ∼ Aλ,1, existe una matriz real 2× 2, D, con
dD > 0 y tal que A′−λ,1 = D
−1A−λ,1D.
Las siguientes equivalencias, donde la primera es debida al Lema B.13, son
ciertas.
DA′ 6= DA′−λ,1 ⇐⇒ C−1DA 6= D−1DA−λ,1 ⇐⇒ DC−1DA 6= DA−λ,1 .
Por otro lado, el Lema 4.20 nos dice que DA−λ,1 = SDAλ,1 donde
S =
( −1 0
0 1
)
,
as´ı,
DC−1DA 6= DA−λ,1 ⇐⇒ DC−1DA 6= SDAλ,1 ⇐⇒ SDC−1DA 6= DAλ,1 ,
y efectivamente, debido al Lema 4.19 podemos asegurar que
SDC−1DA 6= DAλ,1 .
Lema 4.23. Sean Aν,1, A′ν,1, Aλ,1, A
′
λ,1 ∈ L(R2) tales que las matrices asoci-
adas a las aplicaciones Aλ,1 y Aν,1 son respectivamente
Aλ,1 =
(
λ 1
0 λ
)
, λ > 1,
Aν,1 =
(
ν 1
0 ν
)
, ν > 1,
y adema´s, existen dos matrices reales 2 × 2 C y D, dC > 0, dD > 0 tales que
A′λ,1 = C
−1Aλ,1C y A′ν,1 = D
−1Aν,1D. Entonces
DA′λ,1 = DA′ν,1 si y solo si
CD−1 =
(
a b
c d
)
, con a, b, c, d ∈ R, c = 0 y´ a
d
=
ν
λ
log ν
log λ
.
Demostracio´n. Sin pe´rdida de generalidad, suponemos que 1 < λ ≤ ν. Em-
pezamos observando las siguientes equivalencias, donde la primera y la u´ltima
son consecuencia del Lema B.13.
DA′λ,1 = DA′ν,1 ⇔ C−1DAλ,1 = D−1DAν,1
⇔ DAλ,1 = CD−1DAν,1 ⇔ DAλ,1 = DCD−1Aν,1DC−1 . (4.34)
Dividiremos la prueba en varios casos segu´n los valores que puedan tomar los
elementos de la matriz CD−1, a, b, c, y d y veremos para cuales de ellos se verifica
(4.34).
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Si c 6= 0 y d 6= 0 comprobaremos que DAλ,1 6= CD−1DAν,1 de la siguiente
manera. Como la imagen por CD−1 de la recta x2 = 0 es la recta x2 = − cdx1,
tomamos el conjunto E ⊂ R2 tal que
Ec = {(x1, x2) ∈ R2 : | x2 |≤ 54 |
c
d
|| x1 | y´ | x2 |≥ 34 |
c
d
|| x1 |}.
El Ejemplo 24, la Proposicio´n B.8 y la Proposicio´n B.2 nos dicen que el conjunto
E ∈ DAλ,1 . Desde nuestra construccio´n, por el Ejemplo 25 y la Proposicio´n B.2
sabemos que DC−1E /∈ DAν,1 , o equivalentemente, E /∈ CD−1DAν,1 .
Si c 6= 0 y d = 0 comprobaremos que DAλ,1 6= CD−1DAν,1 de la siguiente
manera.
Se puede comprobar fa´cilmente que la imagen por DC−1 de la recta x2 = 0
es la recta x1 = 0, y siguiendo un desarrollo ana´logo al caso anterior, sabemos
que el conjunto E ⊂ R2,
E = {(x1, x2) ∈ R2 : x2 ≤| x1},
verifica que E ∈ DAλ,1 y que E /∈ CD−1DAν,1 .
Estudiemos ahora los distintos casos que podemos tener cuando c = 0.
Primero calculamos
CD−1Aν,1DC−1 =
(
ν ad
0 ν
)
.
Si c = 0 y ad =
ν
λ
log ν
log λ , el Ejemplo 29 nos dice que DA′λ,1 = DA′ν,1 .
Si c = 0 y 0 < ad <
λ
ν
log ν
log λ , el Ejemplo 27 nos dice que DA′λ,1 6= DA′ν,1 .
Si c = 0 y λν
log ν
log λ <
a
d , el Ejemplo 28 nos dice que DA′λ,1 6= DA′ν,1 .
Si c = 0 y ad = 0 el Teorema 4.5 nos dice que DA′λ,1 6= DA′ν,1 .
Si c = 0 y ad < 0 la Observacio´n B.1 y el Lema 4.21 nos muestran queDA′λ,1 6= DA′ν,1 .
Lema 4.24. Sean Aλ,1, A′λ,1, A−ν,1, A
′
−ν,1 ∈ L(R2) tales que las matrices aso-
ciadas a las aplicaciones Aλ,1 y A−ν,1 son respectivamente,
Aλ,1 =
(
λ 1
0 λ
)
, λ > 1.
A−ν,1 =
( −ν 1
0 −ν
)
, ν > 1,
y adema´s, existen dos matrices reales 2 × 2 C y D, dC > 0, dD > 0, tales que
A′λ,1 = C
−1Aλ,1C y A′−ν,1 = D
−1A−ν,1D. Entonces
DA′λ,1 = DA′−ν,1 si y solo si
CD−1 =
(
a b
c d
)
, con a, b, c, d ∈ R, c = 0 y´ a
d
= −ν
λ
log ν
log λ
.
Demostracio´n. Sin pe´rdida de generalidad suponemos que 1 < λ ≤ ν.
Empezamos observando las siguientes equivalencias, donde la primera de
ellas es consecuencia del Lema B.13,
DA′λ,1 = DA′−ν,1 ⇔ C−1DAλ,1 = D−1DA−ν,1 ⇔ DAλ,1 = CD−1DA−ν,1 .
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Como el Lema 4.20 nos dice que DAν,1 = SDA−ν,1 donde
S =
( −1 0
0 1
)
,
entonces
DA′λ,1 = DA′−ν,1 ⇔ DAλ,1 = CD−1SDAν,1 ,
y como
CD−1S =
( −a b
−c d
)
con a, b, c, d ∈ R,
desde el Lema 4.23 damos la prueba por terminada.
Lema 4.25. Sean A−λ,1, A′−λ,1, A−ν,1, A
′
−ν,1 ∈ L(R2) tales que las matrices
asociadas a las aplicaciones A−λ,1 y A−ν,1 son respectivamente
A−λ,1 =
( −λ 1
0 −λ
)
λ > 1,
A−ν,1 =
( −ν 1
0 −ν
)
ν > 1,
y adema´s, existen dos matrices reales 2 × 2 C y D, con dC > 0 y con dD > 0
tales que A′−λ,1 = C
−1A−λ,1C y A′−ν,1 = D
−1A−ν,1D. Entonces
DA′−λ,1 = DA′−ν,1 si y solo si
CD−1 =
(
a b
c d
)
, con a, b, c, d ∈ R, c = 0 y´ a
d
=
ν
λ
log | ν |
log | λ | .
Demostracio´n. Empezamos observando las siguientes equivalencias, donde la
primera de ellas es debida al Lema B.13
DA′−λ,1 = DA′−ν,1 ⇔ C−1DA−λ,1 = D−1DA−ν,1 ⇔ DA−λ,1 = CD−1DA−ν,1 .
Adema´s, el Lema 4.20 nos dice que DA−λ,1 = SDAλ,1 y que DA−ν,1 = SDAν,1
donde
S =
( −1 0
0 1
)
,
entonces
DA′−λ,1 = DA′−ν,1 ⇔ DAλ,1 = SCD−1SDAν,1 ,
y como tenemos que
SCD−1S =
(
a −b
−c d
)
con a, b, c, d ∈ R,
desde el Lema 4.23 damos por finalizada nuestra demostracio´n.
Si ahora recogemos y unimos adecuadamente los resultados que hemos visto
anteriormente, tenemos lo siguiente.
Teorema 4.26. Sean A1, A2 : R2 −→ R2 dos aplicaciones lineales y expansi-
vas. Entonces existen exactamente los siguientes casos en los que DA1 = DA2 .
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(1) A1 y A2 son isotro´picas.
(2) Existen dos matrices reales 2× 2, C y D, dC > 0, dD > 0, tales que
A1 = C−1A′1C y A2 = D
−1A′2D, donde las matrices asociadas a las
aplicaciones A′1 y A
′
2 son respectivamente,
A′1 =
(
λ1 0
0 λ2
)
, λ1, λ2 ∈ R, 1 <| λ1 |<| λ2 |,
A′2 =
(
ν1 0
0 ν2
)
, ν1, ν2 ∈ R, 1 <| ν1 |<| ν2 |,
con αA′1 = αA′2 y´ CD
−1 =
(
a b
0 d
)
tal que a, b, d ∈ R.
(3) Existen dos matrices reales 2 × 2 C y D, dC > 0, dD > 0 tales que
A1 = C−1Aλ,1C y A2 = D−1Aν,1D, donde las matrices asociadas a
las aplicaciones Aλ,1 y Aν,1 son respectivamente
Aλ,1 =
(
λ 1
0 λ
)
, λ ∈ R | λ |> 1,
Aν,1 =
(
ν 1
0 ν
)
, ν ∈ R | ν |> 1,
con CD−1 =
(
a b
0 d
)
, con a, b, d ∈ R, y a
d
=
ν
λ
log | ν |
log | λ | .
4.3. Equivalencia de A-densidades para aplica-
ciones autoadjuntas
En esta seccio´n daremos una solucio´n al Problema 2 cuando las aplicaciones
lineales expansivas que tengamos este´n definidas en Rn, n ≥ 1, y sean autoad-
juntas. En este estudio tendra´ gran importancia la forma especial que tienen las
matrices elementales de Jordan de las aplicaciones autoadjuntas. Los resultados
se han obtenido en un trabajo conjunto con el profesor Szila´rd GY. Re´ve´sz [65].
4.3.1. Algunos casos particulares
Ejemplo 30. Sea A ∈ LEP. Con la notacio´n dada en el Ape´ndice A (Autovalores,
autovectores y Teorema Espectral), dado δ > 0, definimos el conjunto medible
Eδ = {x = y + z : y ∈ U1; z ∈ U⊥1 , ‖ z ‖< δ ‖ y ‖}
= {x = y1 + ...+ yk : yi ∈ Ui, i = 1, ..., k, ‖ y2 + ...+ yk ‖< δ ‖ y1 ‖}.
Entonces en el caso en el que dimU1 < n, es decir, cuando no todos los auto-
valores de A son iguales a µ1, tenemos que Eδ ∈ DA.
Claramente,
| B1
⋂
Eδ |n=
∫
B1
χEδ(x)dx,
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y l´ımδ−→∞ χEδ(x) = χB1(x) c.t. x ∈ Rn. As´ı desde el teorema de la convergen-
cia dominada,
l´ım
δ−→∞
| B1
⋂
Eδ |n=| B1 |n . (4.35)
Segundo, queremos ver que dado δ > 0, tenemos que Eµ2
µ1
δ ⊂ AEδ.
Al ser los subespacios Ui ortogonales entre ellos, podemos escribir AEδ de
la siguiente manera.
AEδ = {µ1y1 + ...+ µkyk : yi ∈ Ui, i = 1, ..., k,
‖ y2 ‖2 +...+ ‖ yk ‖2< δ2 ‖ y1 ‖2}
= {z1 + ...+ zk : zi ∈ Ui, i = 1, ..., k,
1
µ22
‖ z2 ‖2 +...+ 1
µ2k
‖ zk ‖2< δ2 1
µ21
‖ z1 ‖2}.
Sea x ∈ Eµ2
µ1
δ, entonces
x = y1 + ...+ yk donde yi ∈ Ui, i = 1, ..., k,
y tal que
1
µ22
‖ y2 ‖2 +...+ 1
µ22
‖ yk ‖2< 1
µ21
δ2 ‖ y1 ‖2,
y como µi ≥ µ2, i = 2, ..., k, tenemos que
1
µ22
‖ y2 ‖2 +...+ 1
µ2k
‖ yk ‖2≤ 1
µ22
‖ y2 ‖2 +...+ 1
µ22
‖ yk ‖2< 1
µ21
δ2 ‖ y1 ‖2 .
As´ı, hemos llegado a que x ∈ AEδ, probando que Eµ2
µ1
δ ⊂ AEδ. Si ahora iteramos
el proceso anterior y lo ponemos junto a (4.35), entonces
| B1 |n≥ l´ım
j−→∞
| B1
⋂
AjEδ |n≥ l´ım
j−→∞
| B1
⋂
E(µ2µ1 )
jδ |n=| B1 |n .
Finalmente, la condicio´n (ii) de la Proposicio´n B.3 y la Proposicio´n B.7 nos
dicen que Eδ ∈ DA.
Ejemplo 31. Sea A ∈ LEP con autovalores 1 < µ1 < ... < µk, 1 ≤ k ≤ n. Sea
U1 ⊂ Rn el subespacio generado por todos los autovectores asociados con el
autovalor µ1, y adema´s, sea V ⊂ Rn un subespacio ortogonal de U1.
Dado δ > 0, definimos el conjunto medible Fδ ⊂ Rn de la siguiente manera,
Fδ = {x = u+ v +w : u ∈ U1,v ∈ V,w ∈ (U1
⊕
V )⊥
y´ tal que ‖ v ‖< δ ‖ u ‖}.
Entonces, por la Proposicio´n B.2, Fδ ∈ DA ya que el conjunto Eδ ∈ Rn definido
en el Ejemplo 30 pertenece a DA y Eδ ⊂ Fδ.
Lema 4.27. Sean A1, A2 ∈ LEP con las siguientes matrices asociadas respec-
tivamente.
Aµ =

λ
(µ)
1 0 0 ... 0
0 λ(µ)2 0 ... 0
.. .. .. ... ..
0 0 0 ... λ(µ)n
 ,
λ
(µ)
i ∈ R, 1 < λ(µ)1 ≤ λ(µ)2 ≤ ... ≤ λ(µ)n , µ = 1, 2. Entonces DA1 = DA2 si y solo
si ∃s > 0 tal que
(A1)s = A2.
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Demostracio´n. Haremos la prueba de la condicio´n necesaria por reduccio´n al
absurdo. Supongamos que no existe s > 0 tal que(A1)s = A2, entonces ∃i, l ∈
{1, ..., n}, i < l, tal que (λ(1)i )s1 = λ(2)i y (λ(1)l )s2 = λ(2)l con 0 < s1, s2 pero
s1 6= s2, es decir,
s1 =
log λ(2)i
log λ(1)i
6= log λ
(2)
l
log λ(1)l
= s2,
o equivalentemente
log λ(1)l
log λ(1)i
6= log λ
(2)
l
log λ(2)i
.
Denotamos
α1 :=
log λ(1)l
log λ(1)i
y´ α2 :=
log λ(2)l
log λ(2)i
.
Sin pe´rdida de generalidad, podemos suponer que (1 ≤) α1 < α2.
Sea E ⊂ Rn un conjunto con la siguiente forma
E = {x = (x1, ..., xn) ∈ Rn :| xl |≥| xi |α2}.
El Lema B.11 nos dice que
E ∈ DAµ µ = 1, 2 ⇐⇒ F ∈ DMµ µ = 1, 2,
donde F ⊂ R2 es el siguiente conjunto
F = {(xi, xl) ∈ R2 :| xl |≥| xi |α2}
y M1,M2 : R2 −→ R2 son las aplicaciones lineales expansivas y positivas con
las siguientes matrices asociadas,
Mµ =
(
λ
(µ)
i 0
0 λ(µ)l
)
, µ = 1, 2.
As´ı, el Teorema 4.14 nos dice que DA2 6= DA2 .
Probamos, ahora, la condicio´n suficiente. Como A2 = As1 si y solo si
A
1
s
2 = A1, si s > 0, es suficiente con probar que DA1 ⊂ DA2 .
Para cada j ∈ N, tomamos lj ∈ N0, con lj = [jt] la parte entera de jt y
por lo tanto, {lj}∞j=1 es una sucesio´n no decreciente tal que lj −→ ∞ cuando
j −→ ∞. Adema´s, como 1 < λ(µ)i , i = 1, ..., n, µ = 1, 2 y s > 0, entonces
tenemos que
(λ(1)i )
lj ≤ (λ(1)i )js = (λ(2)i )j = (λ(1)i )js < (λ(1)i )lj+1 ∀i ∈ {1, ..., n}. (4.36)
Es fa´cil ver que Ajµ(Q1), j ∈ Z, µ = 1, 2, es un prisma cuyo centro es
el origen y tiene los ejes soportados sobre los ejes coordenados y de longitud
2(λ(µ)i )
j , i ∈ {1, ..., n}, µ = 1, 2.
De esa manera, desde (4.36), tenemos que para cualquier j ∈ N, ∃lj ∈ N0
tal que
A
−lj−1
1 Q1 ( A
−j
2 Q1 ⊆ A−lj1 Q1. (4.37)
Finalmente, el resultado se sigue desde la Proposicio´n B.10.
102
Ejemplo 32. Sea A : Rn −→ Rn una aplicacio´n tal que Ax = λx, ∀x ∈ Rn,
donde λ ∈ R, tal que | λ |> 1. Adema´s, sea V ⊂ Rn un subespacio de Rn tal
que Rn = V
⊕
V ⊥ y V ⊥ 6= {0}. Sea E ⊂ Rn el siguiente conjunto medible,
E = {x = u+ v ∈ Rn : u ∈ V,v ∈ V ⊥
y tal que ‖ v ‖<‖ u ‖}.
Entonces E /∈ DA.
Para comprobar esta afirmacio´n veremos que se satisfacen las condiciones
del Lema B.9.
Observamos que como V ⊥ 6= {0},
| B1
⋂
E |n<| B1 |n,
y adema´s, AE = E ya que
AE = {λx = λu+ λv ∈ Rn : u ∈ V,v ∈ V ⊥
y tal que ‖ v ‖<‖ u ‖}
= {x˜ = u˜+ v˜ ∈ Rn : u˜ ∈ V, v˜ ∈ V ⊥
y tal que
1
λ
‖ v˜ ‖< 1
λ
‖ u˜ ‖} = E.
4.3.2. Resultados
Empezaremos escribiendo dos lemas que necesitaremos para la demostracio´n
de nuestros resultados.
Lema 4.28. Sean A1, A2 ∈ LEP tales que DA1 = DA2 . Entonces
dimU (1)1
⋂
U
(2)
1 ≥ 1.
Demostracio´n. Supongamos lo contrario, es decir, U (1)1
⋂
U
(2)
1 = {0}, as´ı podemos
definir V := U (1)1 +U
(2)
1 = U
(1)
1 ⊕U (2)1 . Recordamos que por la definicio´n de los
subespacios U (1)1 y U
(2)
1 , ambos tienen al menos dimensio´n uno, y adema´s, como
dimU (1)1 +dimU
(2)
1 = dimV := p ≤ d, ninguno de ellos pueden tener dimensio´n
total. Sin pe´rdida de generalidad podemos suponer que V = Rp. En primer
lugar trabajamos con V . Denotamos Vµ := (U
(µ)
1 )
⊥, µ = 1, 2, el complemento
ortogonal de U (µ)1 en V .
Por otro lado, si S es la espera unidad en V , S := {x ∈ V : ‖x‖ = 1},
entonces desde nuestra indirecta suposicio´n, las trazas Tµ := S ∩ U (µ)1 son dis-
juntas para µ = 1, 2. Como adema´s, estos conjuntos son compactos, tenemos
que la distancia entre ellos, que denotaremos por
ρ = dist(T1, T2) = ı´nf{‖x1 − x2‖ : x1 ∈ T1, x2 ∈ T2},
es una distancia positiva, y por supuesto, menor que 2.
Ahora, fijamos un para´metro κ, 0 < κ < ρ4 y definimos los siguientes con-
juntos
Kµ := {u+ v : u ∈ U (µ)1 ,v ∈ Vµ, ‖v‖ ≤ κ‖u‖} (µ = 1, 2).
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Afirmamos que los dos conjuntos satisfacen que |K1 ∩K2|n = 0, con ma´s pre-
cisio´n, K1 ∩K2 = {0}. Ahora fijemos µ = 1 o µ = 2, y consideremos cualquier
x ∈ Kµ \ {0}. Desde la representacio´n de x como suma de vectores ortogonales
u y v, tenemos que
‖u‖ ≤ ‖x‖ =
√
‖u‖2 + ‖v‖2 ≤
√
‖u‖2 + κ2‖u‖2 =
√
1 + κ2‖u‖, (4.38)
y adema´s, como x 6= 0, desde la definicio´n de Kµ, tenemos que u 6= 0.
Denotamos por y = 1‖x‖x ∈ S la proyeccio´n homote´cica de x sobre S.
Entonces
dist(y, Tµ) = ı´nf{‖ y − z ‖ : z ∈ Tµ}
≤ ‖ y − 1‖ u ‖u ‖≤‖ y −
1
‖ u ‖x ‖ + ‖
1
‖ u ‖x−
1
‖ u ‖u ‖
≤ |1− ‖ x ‖‖ u ‖ |+
1
‖ u ‖‖v‖ ≤ (
√
1 + κ2 − 1) + κ < 2κ < ρ
2
,
donde la antepenu´ltima desigualdad es consecuencia de (4.38) y de la definicio´n
de Kµ.
De esta manera, y esta´ a una distancia de Tµ menor estrictamente que ρ/2.
Entonces la proyeccio´n homote´cica, yµ, de los elementos xµ ∈ Kµ, µ = 1, 2,
nunca puede coincidir. Pero, adema´s, como Kµ son conos, y por lo tanto son
invariantes bajo dilataciones homote´cicas, obtenemos que K1 ∩K2 ⊂ {0}, que
era lo que quer´ıamos probar.
Ahora denotamos W =
(
U
(1)
1 ⊕ U (2)1
)⊥
el complemento ortogonal de
U
(1)
1 ⊕ U (2)1 en Rn y consideramos los conjuntos
Hµ : = Kµ ⊕W = {x+w : x ∈ Kµ,w ∈W}
= {u+ v +w : u ∈ U (µ)1 ,v ∈ Vµ,w ∈W, ‖v‖ ≤ κ‖u‖} (µ = 1, 2).
Observar que |H1 ∩H2|n = 0 ya que H1 ∩H2 = W y dimW < n, por lo tanto
|W |n = 0. Estos conjuntos Hµ son de la forma Fδ en el Ejemplo 31, con lo que
podemos asegurar que Hµ ∈ DAµ para µ = 1, 2.
Si ahora recordamos el Corolario B.5, que nos dice que dos conjuntos esen-
cialmente disjuntos no pueden simulta´neamente ser elementos del mismo DAµ ,
tenemos que H1 ∈ DA1 pero H2 /∈ DA1 , y H2 ∈ DA2 pero H2 /∈ DA1 . As´ı hemos
llegado a una contradiccio´n con DA1 = DA2 lo cual concluye nuestra prueba.
Lema 4.29. Sean A1, A2 ∈ LEP tales que DA1 = DA2 . Entonces A1 y A2 son
aplicaciones simulta´neamente diagonalizables.
Demostracio´n. Probaremos el lema por induccio´n en la dimensio´n. Obviamente
el caso con dimensio´n ma´s baja, n = 1, es cierto. Ahora sea n ≥ 1 y supongamos
que para cualesquiera M1,M2 : Rn −→ Rn dos aplicaciones lineales, expansivas
y positivas tales que DM1 = DM2 , tenemos que M1 y M2 son simulta´neamente
diagonalizables. Probaremos que nuestra afirmacio´n es cierta para dimensio´n
n + 1. Sean A1, A2 : Rn+1 −→ Rn+1 dos aplicaciones lineales, expansivas y
positivas tales que DA1 = DA2 . Desde el Lema 4.28 sabemos que existe un
subespacio con dimensio´n uno, [u], tal que [u] ∈ U (1)1
⋂
U
(2)
1 , donde u es un
autovector de ambas A1 y A2.
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Al ser u un autovector de A1 y de A2, [u] es un subespacio invariante con
respecto de A1 y de A2, y adema´s, como A1 y A2 son autoadjuntas, [u]⊥ es
un subespacio invariante con respecto de ambas A1 y A2. As´ı, desde el Lema
B.12, sabemos que DM1 = DM2 donde Mµ := Aµ |[u]⊥ , µ = 1, 2. Entonces por
la hipo´tesis de induccio´n, sabemos que las aplicaciones lineales, expansivas y
positivas M1,M2 : [u]⊥ −→ [u]⊥ son simulta´neamente diagonalizables. Por lo
tanto, como Aµ = Aµ |[u] ⊗Mµ, µ = 1, 2, y u ∈ [u] es un autovector de A1
y de A2, podemos concluir que las aplicaciones A1 y A2 son simulta´neamente
diagonalizables.
Teorema 4.30. Sean A1, A2 ∈ LEP.
DA1 = DA2 ⇐⇒ ∃s > 0 tal que As1 = A2.
Demostracio´n. ⇐=) Debido al teorema espectral, sabemos que existe una apli-
cacio´n lineal C : Rn −→ Rn con dC > 0, tal que A1 = CJ1C−1 donde
J1 : Rn −→ Rn es una aplicacio´n lineal expansiva con la siguiente matriz
asociada,
J1 =

λ
(1)
1 0 0 ... 0
0 λ(1)2 0 ... 0
.. .. .. ... ..
0 0 0 ... λ(1)n
 , λ(1)i ∈ R, 1 < λ(1)1 ≤ λ(1)2 ≤ ... ≤ λ(1)n .
Al tener la condicio´n A2 = As1 con s > 0, podemos escribir la matriz asociada
de la aplicacio´n A2 como A2 = C(J1)sC−1.
El Lema 4.27 nos dice que DJ1 = D(J1)s . Adema´s, tenemos la siguiente
equivalencia,
DJ1 = D(J1)s ⇐⇒ CDJ1 = CD(J1)s ,
y finalmente, como el Lema B.13 implica que CDJ1 = DA1 , y CDJ2 = DA2 ,
concluimos que
CDJ1 = CD(J1)s ⇐⇒ DA1 = DA2 .
=⇒) El Lema 4.29 nos dice que existe una base ortonormal de Rn, u1, ...,un,
tal que tanto A1 como A2 tienen una matriz asociada diagonal respecto de esta
base, es decir, si definimos una aplicacio´n lineal C : Rn −→ Rn cuya matriz
asociada es C = (u1,u2, ...,un) donde ul, l = 1, ..., n son vectores columna,
podemos escribir Aµ = CJµC−1, µ = 1, 2, donde Jµ : Rn −→ Rn es una
aplicacio´n lineal expansiva con la siguiente matriz asociada,
Jµ =

λ
(µ)
1 0 0 ... 0
0 λ(µ)2 0 ... 0
.. .. .. ... ..
0 0 0 ... λ(µ)n
 , λ(µ)i ∈ R, 1 < λ(µ)1 ≤ λ(µ)2 ≤ ... ≤ λ(µ)n .
Observamos que dC = 1 > 0 porque los vectores ul, l = 1, ..., n, son ortogonales.
Desde el Lema B.13 sabemos que
DA1 = DA2 ⇐⇒ CDJ1 = CDJ2 ⇐⇒ DJ1 = DJ2 ,
y finalmente, el Lema 4.27 nos dice que
DJ1 = DJ2 ⇐⇒ ∃s > 0 tal que (J1)s = J2.
Entonces, podemos escribir A2 = C(J1)sC−1 = (A1)s
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Podemos enunciar ahora un resultado ligeramente ma´s general que el Teo-
rema 4.30. Sean A1, A2 : Rn −→ Rn dos aplicaciones lineales expansivas y
autoadjuntas, sin suponer que son positivas. Consideramos C1, C2 : Rn −→ Rn
dos aplicaciones lineales tales que dC1 , dC2 > 0 y Aµ = CµJµC
−1
µ , µ = 1, 2,
donde J1, J2 : Rn −→ Rn son aplicaciones lineales con matrices asociadas,
Jµ =

λ
(µ)
1 0 0 ... 0
0 λ(µ)2 0 ... 0
.. .. .. ... ..
0 0 0 ... λ(µ)n
 , λ(µ)i ∈ R. (4.39)
Adema´s, denotamos
J ′µ =

| λ(µ)1 | 0 0 ... 0
0 | λ(µ)2 | 0 ... 0
.. .. .. ... ..
0 0 0 ... | λ(µ)n |
 . (4.40)
Entonces, como una consecuencia directa del Teorema 4.30 y del Corolario B.15,
podemos afirmar lo siguiente.
Corolario 4.31. Sean A1, A2 : Rn −→ Rn dos aplicaciones lineales expansivas
y autoadjuntas. Sean C1, C2 : Rn −→ Rn dos aplicaciones lineales tales que
dC1 , dC2 > 0 y Aµ = CµJµC
−1
µ , µ = 1, 2, donde Jµ vienen definida como en
(4.39). Entonces
DA1 = DA2 ⇐⇒ ∃s > 0 tal que (A′1)s = A′2,
donde A′µ = CµJ
′
µC
−1
µ , µ = 1, 2, con J
′
µ como en (4.40).
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Cap´ıtulo 5
CARACTERIZACIO´N DE
FUNCIONES DE ESCALA
EN CASOS MA´S
GENERALES
Damos una caracterizacio´n completa de las funciones φ ∈ Rn que gene-
ran un frame ana´lisis multirresolucio´n. A partir del principal resultado de este
cap´ıtulo se deduce la caracterizacio´n de las funciones de escala de un ana´lisis
multirresolucio´n. El hecho de que en un subespacio cerrado de L2(Rn) generado
por los trasladados por enteros de una sola funcio´n exista un tight frame, nos
pemite obtener la caracterizacio´n de las funciones de escala para casos ma´s
generales desde nuestro resultado principal. Los resultados que mostraremos en
este cap´ıtulo han sido publicados en [15].
Desde los trabajos pioneros sobre ond´ıculas, las condiciones (i), (ii), (iii) y
(iv) de un ana´lisis multirresolucio´n han sido modificadas para atender los dife
rentes propo´sitos requeridos por las aplicaciones. Una de las condiciones que
ma´s cambios ha tenido es la condicio´n (iv), la cual a priori parece independiente
de las dema´s. Primero, el requerimiento de que {φ(x− k)}k∈Zn fuera una base
ortonormal de V0 fue debilitado imponiendo que los trasladados de la funcio´n
de escala constituyeran una base de Riesz de V0. Despue´s, la nocio´n de frame
ana´lisis multiresolucio´n (FMRA) en L2(R) fue formulada por J. Benedetto y
S. Li [3]. Un FMRA es una extensio´n natural de un MRA y es obtenida reem-
plazando la condicio´n (iv) por la siguiente condicio´n:
(iv)∗ Existe una funcio´n φ ∈ V0 tal que {φ(x− k)}k∈Zn es un frame de V0.
A esta funcio´n se le llama funcio´n de escala.
Recientemente ([67], [25], [6]), se han estudiado los MRA generados por una
funcio´n de escala φ, donde la condicio´n (iv) es reemplazada por el requerimiento
que V0 es el subespacio vectorial cerrado generado por {φ(x−k)}k∈Zn . Adema´s,
se ha extendido el concepto de MRA a otros espacios como los Lp(Rn), 1 ≤ p <
∞, [30] o espacios de Sobolev [57].
Probamos nuestro resultado principal de este cap´ıtulo en un contexto algo
ma´s general que un FMRA en L2(Rn), aunque so´lo consideraremos el caso
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dia´dico. Se puede obtener el caso general donde la dilatacio´n viene dada por
una aplicacio´n lineal expansiva en Rn tal que AZn ⊂ Zn, si combinamos los
resultados obtenidos en el Cap´ıtulo 1 y los que presentaremos en este cap´ıtulo.
La teor´ıa de frames fue introducida por Duffin y Schaeffer [28].
Definicio´n 5.1. Una sucesio´n {φn}∞n=1 de elementos de un espacio de Hilbert
separable H es un frame de H si existen constantes A,B > 0 tales que
A‖h‖2 ≤
∞∑
n=1
|〈h, φn〉|2 ≤ B‖h‖2, ∀h ∈ H.
Queda claro que un frame es un conjunto de elementos completo de H, ya
que la relacio´n 〈h, φn〉 = 0, n ∈ N, implica que h = 0. Se dice que un frame
{φn}∞n=1 es tight frame si podemos tomar A = B. Un frame {φn}∞n=1 se dice que
es un frame exacto si deja de ser un frame de H al quitar uno de sus elementos.
Si {φn}∞n=1 es un frame de H entonces el operador frame S : H → H es un
operador lineal y acotado definido por
Sh =
∞∑
n=1
〈h, φn〉φn.
Se puede probar que el operador S es autoadjunto, positivo e invertible (cf.
[28] o uno de los monogra´ficos [24] o [13]) y que {S−1φn}∞n=1 es un frame de H.
Adema´s, ∀h ∈ H
h = SS−1h =
∞∑
n=1
〈S−1h, φn〉φn =
∞∑
n=1
〈h, S−1φn〉φn. (5.1)
En este cap´ıtulo, denotaremos porD el operador dilatacio´nDf(x) = 2
n
2 f(2x)
en L2(Rn). Sea L un subconjunto de un espacio de Hilbert complejo y sepa-
rable H. Al espacio vectorial generado por todas las combinaciones lineales de
elementos de L lo denotaremos por spanL, y la clausura de spanL sera´ spanL.
Definicio´n 5.2. Una sucesio´n {hn}∞n=1 de elementos del espacio de Hilbert H
es una sucesio´n frame si es un frame de span{hn}∞n=1.
Definicio´n 5.3. Una funcio´n φ ∈ L2(Rn) genera un FMRA si {τkφ}k∈Zn es
una sucesio´n frame y los subespacios
Vj = span{Djτkφ}k∈Zn , j ∈ Z (5.2)
del espacio de Hilbert L2(Rn) satisfacen las condiciones (i) y (iii).
5.1. Caracterizacio´n de funciones de escala de
un FMRA
El propo´sito de la presente seccio´n es caracterizar las funciones φ que generan
un FMRA (cf. [13], p. 285). Esta cuestio´n para MRA y, despue´s, para FMRA
ha sido tratada por varios autores (cf. [24], [14], [6], [46], [75],[13] y otros).
Obtenemos la caracterizacio´n de las funciones de escala de un MRA como un
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caso particular. Para facilitar la notacio´n, consideraremos 00 = 0 o 0
1
0 = 0
en las expresiones donde aparezca esta indeterminacio´n. Dada φ ∈ L2(Rn),
recordamos que
Φφ(t) =
∑
k∈Zn
|φ̂(t+ k)|2 (5.3)
y denotamos
Nφ = {t ∈ Tn : Φφ(t) = 0}. (5.4)
Probamos lo siguiente.
Teorema 5.1. Sea φ ∈ L2(Rn). Las siguientes condiciones son equivalentes:
(A) φ genera un FMRA;
(B) (α) La funcio´n φ̂ es localmente distinta de cero en el origen;
(β) Existen dos constantes positivas A y B tales que
A ≤ Φφ(t) ≤ B en c.t. t ∈ Tn \ Nφ; (5.5)
(γ) Existe H ∈ L∞(Tn), una funcio´n Zn-perio´dica, llamada filtro de
paso bajo, tal que
φ̂(t) = H(
t
2
)φ̂(
t
2
) en c.t. t ∈ Rn. (5.6)
(C) (α∗) El origen es un punto de continuidad aproximativa de la fun-
cio´n | φ̂ |2 ·(Φφ)−1 si tomamos | φ̂(0) |2 ·(Φφ(0))−1 = 1 y adema´s,
tenemos las condiciones (β) y (γ).
Para la prueba del Teorema 5.1 establecemos una serie de lemas. En [3]
(ver adema´s [13]) se da una caracterizacio´n de las funciones en L2(R) cuyos
trasladados por enteros genera una sucesio´n frame. Se tiene un resultado similar
cuando consideramos los trasladados por elementos de Zn de una funcio´n de
L2(Rn).
Lema 5.2. Sea φ ∈ L2(Rn) y sea V0 definido por la condicio´n (5.2). Entonces
{τkφ}k∈Zn es un frame de V0 si y solo si existen dos constantes positivas A y
B tales que tenemos (5.5). Adema´s, {τkφ}k∈Zn es una base de Riesz (un frame
exacto) de V0 si y solo si |Nφ|n = 0.
No daremos aqu´ı la prueba del lema anterior porque es completamente si-
milar al caso L2(R) (cf. [13], pp. 143–145; [3], 395–398). Por otro lado, diferentes
versiones de los siguienes lemas 5.3–5.6 han aparecido en varias publicaciones.
En particular, en el caso n = 1 una de las mejores referencias es [13].
Lema 5.3. Sea φ ∈ L2(Rn) y supongamos que {τkφ}k∈Zn es una sucesio´n
frame, entonces una funcio´n f esta´ en Vj , j ∈ Z, donde Vj esta´ definido por
(5.2), si y solo si existe una funcio´n F ∈ L2(Tn) tal que
Dj f̂(t) = F (t)φ̂(t) en c.t. t ∈ Rn. (5.7)
La funcio´n F esta´ unicamente determinada si asumimos que F (t) = 0 cuando
t ∈ Nφ.
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Demostracio´n. Dada f ∈ Vj , entonces f =
∑
k∈Zn ckD
jτkφ en L2(Rn). Si
tomamos transformada de Fourier en esta expresio´n, tenemos que
f̂(t) = D−j
∑
k∈Zn
cke
−2piik·tφ̂(t).
As´ı, se verifica (5.7) con F (t) =
∑
k∈Zn cke
−2piik·t. Evidentemente, cualquier
funcio´n F1 ∈ L2(Tn) tal que F1(t) = F (t) para t ∈ Tn \ Nφ satisface la condi-
cio´n (5.7). Adema´s, la funcio´n F estara´ univocamente determinada si suponemos
que F (t) = 0, cuando t ∈ Nφ.
Por otro lado, supongamos que para una funcio´n f ∈ L2(Rn) tenemos que
se cumple (5.7), donde F ∈ L2(Tn) es una funcio´n Zn-perio´dica. Si escribimos
F (t) =
∑
k∈Zn cke
−2piik·t tenemos que f(t) =
∑
k∈Zn ckD
jτkφ(t) en c.t. t ∈
Rn, y por lo tanto f ∈ Vj .
En el siguiente lema se dan condiciones necesarias y suficientes para que
Vj ⊂ Vj+1.
Lema 5.4. Sea φ ∈ L2(Rn) y supongamos que {τkφ}k∈Zn es una sucesio´n
frame. Si los subespacios Vj, j ∈ Z, esta´n definidos por (5.2), entonces las
siguientes condiciones son equivalentes:
a) ∀j ∈ Z, Vj ⊂ Vj+1;
b) Existe H ∈ L∞(Tn), una funcio´n Zn-periodica tal que se verifica (5.6).
Demostracio´n. Empecemos probando la implicacio´n a)⇒b). Si tenemos a) en-
tonces D−1φ ∈ V0. As´ı, de acuerdo con el Lema 5.3 existe F ∈ L2(Tn) tal que
D̂−1φ(t) = F (t)φ̂(t). Por otro lado, D̂−1φ(t) = 2n/2φ̂(2t), con lo que
φ̂(2t) = 2−n/2F (t)φ̂(t) = H(t)φ̂(t),
donde H(t) = 2−n/2F (t), H ∈ L2(Tn). Redefinimos H que sea cero en el
conjunto Nφ. Entonces
Φφ(t) =
∑
k∈Zn
|φ̂(t+ k)|2 =
∑
k∈(2Z)n
|φ̂(t+ k)|2
+
∑
k/∈(2Z)n
|φ̂(t+ k)|2 = |H(t/2)|2Φφ(t/2) +R(t)
donde R(t) es no negativa. Ahora, por el Lema 5.2, para cualquier t /∈ Nφ
B ≥ Φφ(2t) ≥ |H(t)|2Φφ(t) ≥ A|H(t)|2
y por lo tanto, |H(t)| ≤ B/A.
Finalmente, para probar b)⇒a) dada f ∈ Vj , el Lema 5.3 nos dice que existe
una funcio´n F ∈ L2(Tn) tal que
Dj f̂(t) = F (t)φ̂(t) = F (t)H(
t
2
)φ̂(
t
2
).
As´ı,
Dj+1f̂(t) = 2
n
2 F (2t)H(t)φ̂(t),
y como F (2t)H(t) ∈ L2(Tn), de acuerdo con el Lema 5.3 podemos concluir que
f ∈ Vj+1.
111
Lema 5.5. Sea φ ∈ L2(Rn) y supongamos {τkφ}k∈Zn es un frame de V0,
donde V0 esta´ definido por (5.2). Entonces el operador frame S y su inverso
S−1 conmutan con el operador traslacio´n τk para cualquier k ∈ Zn.
Demostracio´n. La prueba esta´ basada en la siguiente identidad obvia:
〈τmh, τmg〉 = 〈h, g〉 para cualquier h, g ∈ L2(Rn), y para todo m ∈ Zn.
Dada g ∈ V0 tenemos que
Sg =
∑
k∈Zn
〈g, τkφ〉τkφ.
De esta manera, para cualquier m ∈ Zn
τmSg =
∑
k∈Zn
〈g, τkφ〉τk+mφ =
∑
k∈Zn
〈τmg, τk+mφ〉τk+mφ = Sτmg.
Desde aqu´ı obtenemos que τmS−1 = S−1τm.
Lema 5.6. Sea φ ∈ L2(Rn) y supongamos que {τkφ}k∈Zn es un frame de V0,
donde V0 esta´ definido por (5.2). Entonces n
Ŝ−1φ = φ̂ · (Φφ)−1.
Demostracio´n. Denotamos ϕ = S−1φ, entonces, por el Lema 5.5 tenemos que
φ =
∑
k∈Zn
〈φ, τkϕ〉τkφ.
Si aplicamos otra vez el Lema 5.5 obtenemos
ϕ = S−1φ =
∑
k∈Zn
〈φ, τkϕ〉τkϕ.
As´ı,
ϕ̂(t) =
∑
k∈Zn
〈φ, τkϕ〉e−2pii〈k,t〉ϕ̂(t). (5.8)
De acuerdo con el Lema 5.3,
ϕ̂(t) = η(t)φ̂(t) para algu´n η ∈ L2(Tn). (5.9)
Esto muestra que Nϕ ⊇ Nφ. Teniendo en cuenta que la u´ltima condicio´n deber´ıa
ser sime´trica, concluimos que |Nϕ4Nφ|n = 0. De esta manera, desde la igualdad
(5.8) tenemos que∑
k∈Zn
〈φ, τkϕ〉e−2pii〈k,t〉 = 1 en c.t. t ∈ Tn \ Nφ.
Si examinamos los coeficientes de la serie anterior y aplicamos la igualdad de
Plancherel, tenemos que
〈φ, τkϕ〉 =
∫
Rn
φ̂(t)̂¯ϕ(t)e2pii〈k,t〉dt
=
∫
Rn
|φ̂(t)|2η¯(t)e2pii〈k,t〉dt =
∫
Tn
Φφ(t)η¯(t)e2pii〈k,t〉dt.
De esta manera, Φφ(t)η(t) = 1 en c.t. t ∈ Tn \ Nφ y por lo tanto, desde (5.9)
terminamos la prueba.
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Lema 5.7. Sea φ ∈ L2(Rn) tal que {τkφ}k∈Z es un frame de V0. Adema´s, sean
Vj , j ∈ Zn definidos por (5.2) y supongamos que se cumple la condicio´n b) del
Lema 5.4. Entonces si
W = ∪j∈ZVj = L2(Rn) (5.10)
tenemos que para cualquier conjunto medible y acotado E ⊂ Rn, |E|n 6= 0,
l´ım
j→∞
1
|2−jE|
∫
2−jE
|φ̂(t)|2(Φφ(t))−1dt = 1. (5.11)
Demostracio´n. Sea f ∈ L2(Rn) una funcio´n tal que su transformada de Fouri-
er es f̂ = χE , donde E ⊂ Rn, |E|n 6= 0 es un conjunto medible y acotado.
En primer lugar, observamos que ‖f‖22 = ‖f̂‖22 = |E|n. Sea Pj la proyeccio´n
ortogonal sobre Vj . Entonces desde (5.10) tenemos que ‖f − Pjf‖2 → 0. As´ı,
‖Pjf‖22 → ‖f‖22 = |E|n. (5.12)
Si denotamos ϕ = S−1φ, entonces el Lema 5.5, (5.2) y (5.1) nos dice que ten-
dremos que Pjf =
∑
k∈Zn〈f,Djτkϕ〉Djτkφ. De esta manera,
‖Pjf‖22 =
∑
k∈Zn
〈f,Djτkϕ〉〈Djτkφ, Pjf〉
=
∑
k∈Zn
∫
f̂(t)D̂jτkϕ(t)dt
∫ ̂¯f(t) ̂Djτkφ(t)dt
=
∑
k∈Zn
2−jn
∫
f̂(t)̂¯ϕ(2−jt)e−2pii2−j〈k,t〉dt ∫ ̂¯f(t)φ̂(2−jt)e2pii2−j〈k,t〉dt
= 2jn
∑
k∈Zn
∫
f̂(2jx)̂¯ϕ(x)e−2pii〈k,x〉dx∫ ̂¯f(2jx)φ̂(x)e2pii〈k,x〉dx
= 2jn
∑
k∈Zn
∫
2−jE
̂¯ϕ(x)e−2pii〈k,x〉dx∫
2−jE
φ̂(x)e2pii〈k,x〉dx.
Sea ahora j0 el nu´mero natural mı´nimo tal que 2−j0E ⊂ [−pi, pi]n. Entonces
para cualquier j ≥ j0 la u´ltima suma es igual a
2jn
∫
χ2−jE(t)φ̂(t)̂¯ϕ(t)dt.
Finalmente, de acuerdo con el Lema 5.6 y (5.12) obtenemos (5.11).
Demostracio´n del Teorema 5.1. Veamos la prueba de la implicacio´n (B) ⇒
(A). Desde las condiciones (5.5) y (5.6) obtenemos, si aplicamos el Lema 5.2
y el Lema 5.4, que {τkφ}k∈Zn es un frame de V0 donde V0 esta´ definido por
(5.2) y Vj ⊂ Vj+1 para cualquier j ∈ Z. Tenemos que probar que se verifica la
condicio´n (iii) de FMRA. Afirmamos que W es invariante por traslaciones.
En primer lugar, vamos a probar que, dado l = (`1, `2, . . . , `n) ∈ Zn y dado
m = (m1,m2, . . . ,mn) ∈ Zn, W es invariante por traslaciones por vectores
de la forma v = [2lm] = (2`1m1, ..., 2`nmn). Para cualquier f ∈ W y ∀ε > 0
podemos encontrar h ∈ Vj0 tal que ‖ f − h ‖2< ε. Desde la condicio´n (ii) de
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FMRA tenemos que si j ≥ j0, h ∈ Vj y por lo tanto h(x) =
∑
k∈Zn c
j
kφ(2
jx−k).
De esta manera,
τ[2lm]h(x) = h(x− [2lm]) =
∑
k∈Zn
cjkφ(2
jx− 2j [2lm]− k).
Si j > ma´x{|`i|, j0} entonces τ[2lm]h ∈ Vj , y por lo tanto, τ[2lm]f ∈W . Adema´s,
al ser el conjunto {2lm} denso en Rn, la clausura del subespacio W y la con-
tinuidad del operador τuf como valor en L2(Rn) respecto de u ∈ Rn para una
funcio´n fija f ∈ L2(Rn), podemos concluir la invariancia por traslaciones del
subespacio W .
Para probar que W = L2(Rn) tomamos una funcio´n cualquiera g ∈ W⊥.
Entonces para cualquier f ∈W y para todo x ∈ Rn∫
Rn
f(x+ t)g(t)dt = 0
y por lo tanto, desde la identidad de Plancherel,∫
Rn
e2pii〈t,x〉f̂(t)ĝ(t)dt = 0.
Esto muestra que la transformada de Fourier de f̂ ĝ es identicamente cero, lo que
nos lleva a que f̂(y)ĝ(y) = 0 en c.t. y ∈ Rn. Si en particular tomamos f(x) =
φ(2jx) ∈ Vj , tenemos que f̂(y) = 2−nj φ̂(2−jy), y entonces φ̂(2−jy)ĝ(y) = 0 en
c.t.p. o φ̂(t)ĝ(2jt) = 0 en c.t. t ∈ Rn. As´ı, de acuerdo con la condicio´n (α) de
(B), para cualquier entero positivo N existe δN , 0 < δN < 12 , tal que
|{t ∈ BδN : φ̂(t) = 0}|n <
|BδN |n
N
.
Entonces para cualquier j ∈ N, tenemos que
|{t ∈ BδN : ĝ(2jt) 6= 0}|n <
|BδN |n
N
y por lo tanto
|{y ∈ B2jδN : ĝ(y) 6= 0, }|n <
|B2jδN |n
N
. (5.13)
Fijamos un entero positivo p. Para cada N podemos encontrar un jN ∈ IN tal
que
2p ≤ 2jN δN < 2p+1.
As´ı, desde la desigualdad (5.13) conseguimos
|{y ∈ B2p : ĝ(y) 6= 0, }|n < |B2p+1 |n
N
.
Haciendo N →∞ obtenemos
|{y ∈ B2p : ĝ(y) 6= 0, }|n = 0.
Pero como p es un nu´mero arbitrario, llegamos a que ĝ = 0 en c.t.p., y por lo
tanto W⊥ = {0}.
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Probemos ahora la implicacio´n (A) ⇒ (C). Desde el Lema 5.2 y el Lema 5.4
obtenemos inmeditamente las condiciones (5.5) y (5.6). Es obvio que
|φ̂(t)|2(Φ(t))−1 ≤ 1 en c.t. t ∈ Rn. (5.14)
Tenemos que mostrar que existe un conjunto medible E ⊂ Rn, |E|n > 0, tal
que el origen es un punto de densidad de E y
l´ım
y → 0
y ∈ E
|φ̂(y)|2(Φ(y))−1 = 1.
Supongamos que nuestra afirmacio´n es falsa. Entonces, teniendo en cuenta
(5.14), obtenemos que existe 0 < ε0 < 1 y una sucesio´n decreciente de nu´meros
reales positivos {rj}∞j=1, r1 < 1, l´ımj→∞ rj = 0 tal que
|Gj |n = |{y ∈ Brj : |φ̂(y)|2(Φ(y))−1 < 1− ε0}|n ≥ ε0|Brj |n.
Para cualquier j ∈ N podemos encontrar mj ∈ N tal que 2−mj−1 ≤ rj < 2−mj .
Con lo que desde el Lema 5.7 y (5.11) tenemos
1 = l´ım
j→∞
|B2−mj |−1n
∫
B
2
−mj
|φ̂(t)|2(Φ(t))−1dt
= l´ım
j→∞
|B2−mj |−1n
(∫
B
2
−mj \Gj
|φ̂(t)|2(Φ(t))−1dt+
∫
Gj
|φ̂(t)|2(Φ(t))−1dt
)
≤ l´ım
j→∞
|B2−mj |−1n
(|B2−mj |n − |Gj |n + (1− ε0)|Gj |n)
≤ l´ım
j→∞
|B2−mj |−1n
(|B2−mj |n − ε20|Brj |n)
≤ l´ım
j→∞
|B2−mj |−1n
(|B2−mj |n − ε20|B2−mj−1 |n) ≤ 1− ε202−n.
De esta manera, la contradiccio´n obtenida termina la prueba. La implicacio´n
(C) ⇒ (B) es trivial. Podemos dar por concluida la demostracio´n del teorema.
5.2. Caracterizacio´n de las funciones de escala
en otros casos
Los resultados correspondientes para MRA son una consecuencia directa de
nuestro principal resultado, pero nos gustar´ıa formularlos aqu´ı en virtud de la
completitud del texto.
Definicio´n 5.4. Se dice que una funcio´n φ ∈ L2(Rn) genera un MRA si
{τkφ}k∈Zn es una sucesio´n de Riesz y los subespacios definidos en (5.2) del
espacio de Hilbert L2(Rn) satisface las condiciones (i) y (iii).
Probamos lo siguiente.
Teorema 5.8. Sea φ ∈ L2(Rn). Las siguientes condiciones son equivalentes:
(A1) φ genera un MRA;
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(B1) Se cumplen las condiciones (α), (γ) del Teorema 5.1 y
(β1) Existen dos constantes positivas A y B tales que
A ≤ Φφ(t) ≤ B en c.t. t ∈ Tn. (5.15)
(C1) Tenemos las condiciones (α∗), (γ) del Teorema 5.1 y adema´s la
condicio´n (β1).
Si la funcio´n φ ∈ V0 es tal que {φ(x − k)}k∈Zn es una base ortonormal de
V0 entonces de acuerdo con el Lema A del Cap´ıtulo 1, sabemos que Φφ(t) = 1
en c.t.p., y obtenemos el Teorema 1.13.
Se puede encontrar el siguiente teorema de forma impl´ıcita en [6]. Desde e´l,
podemos caracterizar las fuciones de escala para un MRA, donde la condicio´n
(iv) se reemplaza por la siguiente
(iv)∗∗ V0 = span{φ(x− k)}k∈Zn .
Teorema 5.9. Sea φ ∈ L2(Rn) y V0 = span{τkφ}k∈Zn . Entonces existe una
funcio´n g ∈ V0 tal que {τkg}k∈Zn es un tight frame de V0 donde podemos tomar
las constantes A = B = 1.
Desde el Teorema 5.1 y el Teorema 5.9 obtenemos lo siguiente.
Teorema 5.10. Sea φ ∈ L2(Rn). Las siguientes condiciones son equivalentes:
(A3) Se cumplen las condiciones (i),(ii), (iii) y (iv)∗∗;
(B3) La funcio´n φ̂ es localmente distinta de cero en el origen, y existe
G ∈ L∞(Tn), una funcio´n Zn-perio´dica, tal que
φ̂(t) (Φφ(t))
−1/2 = G(t/2)φ̂(t/2) (Φφ(t/2))
−1/2 en c.t. t ∈ Rn;
(5.16)
(C3) El origen es un punto de continuidad aproximativa de la funcio´n
|φ̂|2·(Φφ)−1 si tomamos |φ̂(0)|2·(Φφ(0))−1 = 1, y existe G ∈ L∞(Tn),
una funcio´n Zn-perio´dica tal que se verifica (5.16).
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Ape´ndice A
APE´NDICE
A.1. Espacios vectoriales y aplicaciones adjun-
tas
Los espacios vectoriales con los que trabajamos son espacios vectoriales reales
o complejos.
SeaW un espacio vectorial y seanW1 yW2 dos subespacios deW , denotamos
W1 +W2 = {w1 + w2 : w1 ∈W1, w2 ∈W2}.
Definicio´n A.1. Sean W1 y W2 dos subespacios de un espacio vectorial W .
Se dice que W es suma directa de W1 y W2, y escribimos W = W1
⊕
W2, si
W = W1 +W2 y W1
⋂
W2 = {0}.
La siguiente proposicio´n nos da una caracterizacio´n de la suma directa.
Proposicio´n A.1. Sea W un espacio vectorial y sean W1 y W2 dos subespacios
de W . Entonces las siguientes condiciones son equivalentes.
(i) W = W1
⊕
W2;
(ii) Para todo v ∈W existe una descomposicio´n u´nica de la forma v = v1+v2
con v1 ∈W1 y v2 ∈W2.
Definicio´n A.2. Sea W un espacio vectorial y sea A : W −→W una aplicacio´n
lineal. Un subespacio vectorial W1 de W se llama invariante respecto de A si
AW1 ⊂W1.
Definicio´n A.3. Si sobre un espacio vectorial W se ha definido un producto
interior 〈·, ·〉 se dice que W es un espacio con producto interior. Si adema´s, W
tiene dimensio´n finita, se dice que W es un espacio Eucl´ıdeo.
Dado un espacio con producto interior W , decimos que v,w ∈ W son vec-
tores ortogonales si 〈v,w〉 = 0 y adema´s, se dice que dos subespacios W1 y W2
de W son subespacios ortogonales, y lo escribiremos como W1⊥W2, si todos los
vectores de W1 son ortogonales a todos los vectores de W2.
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Definicio´n A.4. Sea W un espacio con producto interior y sea W1 un subes-
pacio de W . Al subespacio
W⊥1 = {w ∈W : 〈w,v〉 = 0 ∀v ∈W1}
se le llama el complemento ortogonal de W1 en W .
Recordamos tambie´n (ver [52, pa´g. 246], [47, pa´g. 237] ) que si W es un
espacio eucl´ıdeo y A : W −→ W es una aplicacio´n lineal, existe una u´nica
aplicacio´n lineal, llamada aplicacio´n adjunta de A, A∗ : W −→W tal que
〈Aw,v〉 = 〈w, A∗v〉 para cualquier w,v ∈W.
Si A = A∗ se dice que A es una aplicacio´n autoadjunta.
Proposicio´n A.2. Dado W un espacio con producto interior y una aplicacio´n
A : W −→ W , si W1 es un subespacio invariante respecto de A, entonces W⊥1
es un subespacio invariante respecto de A∗.
Sean W1 y W2 dos subespacios vectoriales del espacio vectorial W tales
que tienen dimensio´n finita y W1
⋂
W2 = ∅. Adema´s, sean Aµ : Wµ −→ Wµ,
µ = 1, 2, dos aplicaciones lineales, entonces denotamos por A1⊗A2 la aplicacio´n
definida en W1 +W2 tal que
(A1 ⊗A2)(w1 + w2) = A1w1 +A2w2
donde wµ ∈Wµ, µ = 1, 2.
Sea W1 un subespacio de un espacio vectorial W y adema´s, sea A : W −→W
una aplicacio´n lineal. Denotamos por A|W1 la restriccio´n de la aplicacio´n A sobre
los elementos de W1.
A.2. Espacios de Banach y espacios de Hilbert
Un espacio vectorial W en el que se ha introducido una norma, ‖ · ‖, se
llama espacio normado, y a un espacio normado completo se le llama espacio
de Banach.
En un espacio con producto interior W es fa´cil ver que se puede definir una
norma para cada x ∈W de la siguiente manera,
‖ x ‖= 〈x,x〉 12 . (A.1)
Algunas propiedades que relacionan la norma con el producto interior son
las siguientes.
Proposicio´n A.3. (Ley del Paralelogramo) En un espacio con producto
interior W siempre se cumple
‖ x+ y ‖2 + ‖ x− y ‖2= 2 ‖ x ‖2 +2 ‖ y ‖2 ∀x,y ∈W.
Proposicio´n A.4. (Identidad de Polarizacio´n) En un espacio real con pro-
ducto interior W , se cumple
〈x,y〉 = 1
4
(‖ x+ y ‖2 − ‖ x− y ‖2) ∀x,y ∈W.
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Adema´s, en un espacio complejo con producto interior W , se cumple
〈x,y〉 = 1
4
(‖ x+ y ‖2 − ‖ x− y ‖2 +i ‖ x+ iy ‖2 −i ‖ x− iy ‖2) ∀x,y ∈W.
Hemos visto que a partir de un producto interior se puede definir una norma.
Lo que nos gustar´ıa saber ahora es cua´ndo una norma proviene de un producto
interior. Encontramos una respuesta en la siguiente proposicio´n.
Proposicio´n A.5. Sea W un espacio vectorial con la norma ‖ · ‖. Si esta nor-
ma cumple la ley del paralelogramo, entonces proviene de un producto interior.
Si W es un espacio con producto interior y es completo con respecto a la
norma definida en (A.1), se dice que W es un espacio de Hilbert.
Un ejemplo de espacio de Hilbert es Rn si para cada x,y ∈ Rn definimos
un producto interior como 〈x,y〉 = ∑ni=1 xiyi. Otro ejemplo es Cn si definimos
sobre e´l el producto interior
〈x,y〉 =
n∑
i=1
xiyi, ∀x,y ∈ Cn.
Veremos algunos ejemplos de espacios de Banach y de Hilbert en dimensio´n
infinita.
Sea (Ω,Λ, µ) un espacio de medida. Para cada 1 ≤ p <∞, definimos
Lp(Ω,Λ, µ) = {f : Ω −→ C µ-medibles :
∫
Ω
| f(x) |p dµ(x) <∞}/ ∼
donde f ∼ g si y solo si µ{x ∈ Ω : f(x) 6= g(x)} = 0. Adema´s, junto con el
espacio cociente anterior definimos para cada f ∈ Lp(Ω,Λ, µ) la norma
‖ f ‖Lp(Ω,Λ,µ)= (
∫
Ω
| f(x) |p dµ(x)) 1p .
Si p = ∞, definimos
L∞(Ω,Λ, µ) = {f : Ω −→ C µ-medibles : ∃M > 0
con | f(x) |≤M en c.t. x ∈ Ω}/ ∼
junto con la siguiente norma, para cada f ∈ L∞(Ω,Λ, µ),
‖ f ‖L∞(Ω,Λ,µ)= ı´nf{C ∈ R tal que µ{x ∈ Ω :| f(x) |≥ C} = 0}.
En la pra´ctica no pensaremos en los elementos de Lp(Ω,Λ, µ), 1 ≤ p ≤ ∞ como
clases de equivalencia de funciones, sino como funciones definidas en c.t.p., rele-
gando la anterior distincio´n como dice Rudin “ ... al status de un entendimiento
ta´cito”.
Todos los espacios Lp(Ω,Λ, µ), 1 ≤ p ≤ ∞ son espacios de Banach, pero en
el u´nico en el que se cumple la ley del paralelogramo es en L2(Ω,Λ, µ); as´ı el
u´nico espacio de entre todos los Lp(Ω,Λ, µ), 1 ≤ p ≤ ∞, que es un espacio de
Hilbert es L2(Ω,Λ, µ).
Una forma expl´ıcita de escribir el producto interior del cual proviene la
norma en L2(Ω,Λ, µ) es
〈f, g〉 =
∫
Ω
f(x)g(x)dµ(x) ∀f, g ∈ L2(Ω,Λ, µ).
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Si µ es la medida de Lebesgue en Rn escribiremos, simplemente por co-
modidad en la notacio´n, Lp(Rn) o Lp([0, 1]n), 1 ≤ p ≤ ∞, dependiendo de
donde estemos trabajando. Si escribimos f ∈ Lp(Tn), 1 ≤ p ≤ ∞, entendere-
mos adema´s que la funcio´n f esta´ definida sobre todo el espacio Rn como una
funcio´n Zn-perio´dica.
Si µ es la medida cardinal en un conjunto I, se acostumbra denotar el cor-
respondiente espacio Lp por lp(I), o simplemente por lp si I es numerable. Un
elemento de lp puede ser considerado como una sucesio´n compleja x = {xj}j∈I
y
‖ x ‖lp= (
∑
j∈I
|xj |p) 1p .
Si 1 ≤ p <∞, diremos que f ∈ Lploc(Rn) si para cualquier conjunto medible
y acotado E ∈ Rn, tenemos que χEf ∈ Lp(Rn), donde
χE(x) =
{
1 si x ∈ E
0 si x /∈ E
Algunas propiedades de los espacios de Hilbert son las siguientes.
Teorema A.6. Si W1 es un subespacio cerrado de un espacio de Hilbert W ,
entonces W = W1
⊕
W⊥1 .
El teorema anterior implica que cada vector v de W posee una descomposi-
cio´n u´nica de la forma v = w+u con w ∈W1 y u ∈W⊥1 . El vector w recibe el
nombre de proyeccio´n ortogonal de v sobre W1 y se escribe w = PW1(v) ≡ P (v).
Adema´s, se puede demostrar que P (v) es el u´nico elemento de W1 tal que
‖ v − P (v) ‖= ı´nf{‖ v −w ‖ : w ∈W1}.
El a´ngulo que forma un vector v ∈W con un subespacio vectorial W1 se define
como el a´ngulo que forma el vector v ∈W con el vector P (v), por lo tanto,
cos](v,W1) = cos](v, P (v)) =
〈v, P (v)〉
‖ v ‖‖ P (v) ‖ =
‖ P (v) ‖
‖ v ‖ . (A.2)
A.3. Matrices de una aplicacio´n lineal
En esta seccio´n V y W denotara´n dos espacios vectoriales de dimensio´n fini-
ta sobre el mismo cuerpo y A : V −→ W sera´ una aplicacio´n lineal. Al espacio
vectorial de todas las aplicaciones lineales A : V −→ W lo denotaremos por
L(V,W ), si V = W entonces la notacio´n sera´ L(V ) y si V = W = Rn escribire-
mos simplemente L. Una de las ma´s importantes herramientas en el estudio
de las aplicaciones lineales sobre espacios vectoriales finito dimensionales es el
concepto de matriz asociada a una aplicacio´n lineal. Procedemos a explicarlo
con ma´s detalle.
Sea ∆ = {x1, ...,xd} una base de V y sea Υ = {y1, ...,ym} una base de W .
Puesto que todo vector de W es una combinacio´n lineal de los elementos de la
base Υ, podemos escribir
Axi =
m∑
j=1
ajiyj i = 1, 2, ..., d.
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As´ı, diremos que la matriz asociada a la aplicacio´n A con respecto de las bases
∆ y Υ, la cual denotaremos por [A]Υ∆, es
[A]Υ∆ =

a11 a12 ... a1d
a21 a22 ... a2d
.. .. ..
am1 am2 ... amd
 .
Podemos observar que la i-e´sima columna de la matriz de la aplicacio´n lineal A
con respecto a las bases ∆ y Υ son las componentes de Axi con respecto de la
base Υ de W .
Cuando no sea necesario indicar las bases ∆ y Υ que se consideran en los
espacios V y W respectivamente, escribiremos la matriz asociada a la aplicacio´n
lineal A : V −→ W respecto de las bases ∆ y Υ por [A]. En el caso particular
en que V = W = Rn y la base que tengamos para Rn sea la base cano´nica,
utilizaremos la misma letra para denominar a la aplicacio´n lineal y a su matriz
asociada con respecto de la base cano´nica, siempre que esta economı´a en la
notacio´n no sea causa de confusio´n. Adema´s, cuando nos refiramos a la matriz
asociada de una aplicacio´n lineal A : Rn −→ Rn y no especifiquemos la base
respecto de la que la estamos escribiendo, siempre sera´ respecto de la base
cano´nica ordenada.
Dada ∆ = {x1, ...,xd} una base de V y dada A : V −→ V una aplicacio´n
lineal, A −→ [A]∆∆ es una correspondencia uno a uno entre el conjunto de todas
las aplicaciones lineales en V y el conjunto de todas las matrices d× d. (ver [39,
pa´g. 85]; [47, pa´g. 80]).
Si ∆ = {x1, ...,xd} es una base de V y Υ = {y1, ...,ym} es una base de W .
Sea A : V −→ W una aplicacio´n lineal donde [A]Υ∆ es la matriz asociada de A
con respecto de las bases ∆ y Υ. Sean ∆′ = {x′1, ...,x′d} y Υ′ = {y′1, ...,y′m}
otras dos bases de V y de W respectivamente, donde [A]Υ
′
∆′ es la matriz asociada
de A con respecto de ∆′ y de Υ′. Entonces
[A]Υ
′
∆′ = D
−1[A]Υ∆C, (A.3)
donde C, dC > 0, es la matriz d× d de cambio de base de ∆ a ∆′, y D, dD > 0,
es la matriz m×m de cambio de base de Υ a Υ′.
Definicio´n A.5. Sea A = (aij)i,j=1,...n una matriz tal que aij ∈ R (o C),
∀i, j ∈ {1, ..., n}, y sea otra matriz A′ = (a′ij)i,j=1,...n tal que a′ij ∈ R (o C),
∀i, j ∈ {1, ..., n}. Se dice que A es semejante a A′, y denotaremos por A ∼ A′,
si existe una matriz C = (cij)i,j=1,...n tal que cij ∈ R (o C), ∀i, j ∈ {1, ..., n},
con dC > 0 y tal que A′ = C−1AC.
De esta manera, podemos decir que [A]∆
′
∆′ y [A]
∆
∆ son matrices semejantes.
A.4. Autovalores, autovectores y Teorema es-
pectral
Definicio´n A.6. Dado W un espacio vectorial real (o complejo) y dada una
aplicacio´n A ∈ L(W ), un vector w ∈ W , w 6= 0, se llama vector propio o
autovector de la aplicacio´n A si existe un escalar λ en R (o en C) tal que
Aw = λw; este nu´mero λ se denomina valor propio o autovalor de la aplicacio´n
A correspondiente al autovector w.
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Definicio´n A.7. Sea W un espacio vectorial real (o complejo) y sea A ∈ L(W ).
Se dice que A es diagonalizable si existe una base de W formada por autovectores
de A.
Definicio´n A.8. Una matriz A = (aij)i,j=1,...n tal que aij ∈ R (o C),
∀i, j ∈ {1, ..., n}, se llama diagonalizable en R (o en C) si la aplicacio´n lineal
A : Rn −→ Rn (o A : Cn −→ Cn) que tiene A como matriz asociada es
diagonalizable.
De esta definicio´n se deduce que una matriz A = (aij)i,j=1,...n con aij ∈ R
(o C), ∀i, j ∈ {1, ..., n}, es diagonalizable en R (o en C) si existe una matriz
diagonal A′ = (a′ij)i,j=1,...n con a
′
ij ∈ R (o C), ∀i, j ∈ {1, ..., n}, tal que A ∼ A′.
En el siguiente teorema encontramos una caracterizacio´n de los autovalores
de una aplicacio´n lineal.
Teorema A.7. Sea W un espacio vectorial n dimensional sobre R (o C). Sea
A : W −→ W una aplicacio´n lineal y sea µ ∈ R (o C). Las tres siguientes
condiciones son equivalentes.
(1) El escalar µ es un autovalor de A.
(2) La aplicacio´n A − µI : W −→ W es una aplicacio´n no invertible,
donde I es la aplicacio´n identidad.
(3) det[A−µI] = 0, donde [A−µI] es una matriz asociada a la aplicacio´n
A− µI con respecto de una base cualquiera de W .
Definicio´n A.9. Sea una matriz A = (aij)i,j=1,...n tal que aij ∈ R (o C),
∀i, j ∈ {1, ..., n}. Se dice que µ ∈ R (o C) es un autovalor de A si
det(A− µI) = 0, donde I denota la matriz identidad.
El desarrollo de la expresio´n det(A − µI) tal y como lo hemos encontrado
en la definicio´n anterior, nos lleva a un polinomio en µ de grado exactamente n.
A este polinomio se le denomina polinomio caracter´ıstico de la matriz A y a la
ecuacio´n det(A−µI) = 0 se le llama ecuacio´n caracter´ıstica de A. Una propiedad
de los polinomios caracter´ısticos viene escrita en la siguiente proposicio´n
Proposicio´n A.8. Sea una matriz A = (aij)i,j=1,...n tal que aij ∈ R (o C),
∀i, j ∈ {1, ..., n}. Y sea otra matriz A′ tal que A ∼ A′. Entonces A y A′ tienen
el mismo polinomio caracter´ıstico.
Como los autovalores de A son las ra´ıces en R (o C) de la ecuacio´n carac-
ter´ıstica det(A−µI) = 0 entonces el Teorema Fundamental del A´lgebra nos
dice que la ecuacio´n det(A−µI) = 0 tiene n soluciones complejas contando cada
una con su multiplicidad. Pero no podemos asegurar que det(A−µI) = 0 tenga
n soluciones reales, con lo que una matriz A = (aij)i,j=1,...n tal que aij ∈ R,
∀i, j ∈ {1, ..., n}, puede no tener ningu´n autovalor real.
En el caso de las aplicaciones lineales, dada una aplicacio´n lineal
A : W −→W donde W es un espacio vectorial real (o complejo) y de dimensio´n
finita, tenemos que dos matrices asociadas a W respecto de dos bases diferentes
de W son semejantes, entonces la Proposicio´n A.8 nos dice que podemos definir
el polinomio caracter´ıstico de la aplicacio´n A como el polinomio caracter´ıstico
de cualquier matriz asociada a la aplicacio´n A respecto de cualquier base.
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En el caso particular de aplicaciones lineales A : Rn −→ Rn podemos asegu-
rar que no todas estas aplicaciones tienen autovalores reales, por eso en muchas
ocaciones es conveniente extender la definicio´n de la aplicacio´n A sobre los
complejos A˜ : Cn −→ Cn de la siguiente manera, dado u = v + iw, donde
v,w ∈ Rn,
A˜u = Av + iAw.
As´ı ya podemos asegurar que A˜ tendra´ n autovalores complejos.
La siguiente definicio´n la podemos encontrar en [47, p. 177].
Definicio´n A.10. SeaW un espacio eucl´ıdeo y seanA1, A2 ∈ L(W ). Se dice que
A1, A2 son simulta´neamente diagonalizables si existe una base de W formada
por vectores propios de A1 y de A2 simulta´neamente.
Escribiremos a continuacio´n el Teorema Espectral para el caso de un espacio
eucl´ıdeo y una aplicacio´n autoadjunta.
Teorema Espectral. Sea W un espacio eucl´ıdeo y sea A : W −→W una apli-
cacio´n lineal autoadjunta. Entonces existe una base ortonormal de W formada
por vectores propios de A.
Una consecuencia de la anterior versio´n del Teorema Espectral (ver [39, The-
orem 1, p.156]) es que para cualquier aplicacio´n lineal autoadjunta A en Rn exis-
ten Ui, i = 1, ..., k subespacios de Rn formados por los autovectores asociados al
autovalor µi (necesariamente real), i = 1, ..., k, de A, tales que son mutuamente
ortogonales, invariantes respecto de A y Rn = U1⊕ · · ·⊕Uk. Adema´s, podemos
escribir A = ⊗ki=1Ai donde Ai := A |Ui son homotecias dadas por xi → µixi,
∀xi ∈ Ui, i = 1, . . . , k.
Para cada i = 1, ..., k podemos encontrar una base ortonormal de Ui,
B = {um0+...+mi−1+1, ...,um0+...+mi−1+mi}
donde mi es la multiplicidad del autovalor µi y m0 = 0 por convenio. Sea
C =

u
(1)
1 ... u
(n)
1
u
(1)
2 ... u
(n)
2
.. ... ..
u
(1)
n ... u
(n)
n
 , dC = 1 > 0,
donde ul = (u
(l)
1 , ..., u
(l)
n ), l = 1, ..., n, y sea C : Rn −→ Rn la aplicacio´n lineal
cuya matriz asociada es C. Entonces A = CJC−1, donde
J =

λ1 0 0 ... 0
0 λ2 0 ... 0
.. .. .. ... ..
0 0 0 ... λn
 , λi ∈ R, i = 1, ..., n
y los nu´meros λi son los correspondietes autovalores de A escritos sin multipli-
cidad.
Nos gustar´ıa mencionar que en el caso general de aplicaciones lineales M en
Rn, podemos, de forma similar, encontrar una descomposicio´n
Rn = U1⊕, . . . ,⊕Uk la cual no es necesariamente ortogonal. Ver [39, Theorem
2, p.113].
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Recordamos que una aplicacio´n lineal A : Rn −→ Rn se llama positiva si es
una aplicacio´n lineal autoadjunta y todos sus autovalores (los cuales son nece-
sariamente reales) son positivos. Se puede observar que A∗A es una aplicacio´n
positiva. Llamamos A = V
√
A∗A una descomposicio´n polar para A donde V es
una aplicacio´n ortogonal o unitaria en Rn, i.e. V ∗V = I. (ver [39, pa´g. 205],
[47]).
Sea J : Rn −→ Rn una aplicacio´n lineal positiva, cuya matriz asociada
viene dada por una matriz diagonal y sean λ1, ..., λn ∈ [0,∞) los elementos en
la diagonal, entonces si A : Rn −→ Rn es un aplicacio´n lineal tal que podemos
escribir A = CJC−1 donde C, dC > 0, es una matriz n× n , las potencias As,
s ∈ R, se definen como As = CJsC−1 donde Js es una matriz diagonal y sus
elementos en la diagonal son λs1, ..., λ
s
n.
A.5. Forma de Jordan
En esta seccio´n mostraremos un teorema de clasificacio´n de matrices que se
atribuye a C. Jordan.
Denominamos matriz elemental de Jordan de orden m ∈ N y autovalor
µ ∈ C a la matriz m ×m, Jm(µ), cuyos elementos son todos nulos excepto los
de la diagonal principal que valen µ y los situados inmediatamente encima de
la diagonal principal que son unos.
J1(µ) =
(
µ
)
,
Jm(µ) =

µ 1 0 ... 0 0
0 µ 1 ... 0 0
.. .. .. ... .. ..
0 0 0 ... µ 1
0 0 0 ... 0 µ
 , m ∈ N.
Llamamos matriz de Jordan a cualquier matriz cuadrada formada por yux-
taposicio´n de matrices elementales de Jordan a lo largo de la diagonal de la
siguiente forma
A =

Jm1(µ1) 0 0 ... 0
0 Jm2(µ2) 0 ... 0
.. .. .. ... ..
0 0 0 ... Jmk(µk)
 .
Teorema de clasificacio´n de Jordan. Toda matriz cuadrada (real o com-
pleja) es semejante a una matriz de Jordan (compleja), determinada de manera
u´nica salvo por permutaciones de las matrices elementales de Jordan que la
componen.
Obse´rvese que la forma de Jordan de una matriz asociada con una aplicacio´n
lineal A : Rn −→ Rn puede ser compleja. Escribiremos una forma de Jordan
real para A.
Si µ = α+ iβ, α, β ∈ R, es un autovalor complejo de A con β 6= 0, la forma
de Jordan real de la matriz elemental de Jordan correspondiente al autovalor µ
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vendra´ dada por 
α β 0 ... 0 0 0
−β α 0 ... 0 0 0
.. .. .. ... .. .. ..
0 0 0 ... 0 α β
0 0 0 ... 0 −β α
 ,
o por 
α β 1 0 0 ... 0 0 0 0
−β α 0 1 0 ... 0 0 0 0
.. .. .. .. .. ... .. .. .. ..
0 0 0 0 0 ... α β 1 0
0 0 0 0 0 ... −β α 0 1
0 0 0 0 0 ... 0 0 α β
0 0 0 0 0 ... 0 0 −β α

.
As´ı, la matriz de Jordan real de A se obtiene mediante yuxtaposicio´n de ma-
trices del tipo anterior y matrices elementales de Jordan correspondientes a los
autovalores reales.
Definicio´n A.11. Sea A ∈ L. Se dice que A es isotro´pica si es diagonalizable
y todos sus autovalores (posiblemente complejos) tienen el mismo mo´dulo.
Definicio´n A.12. Sea A˜ = (ai,j)i,j∈{1,...,n} tal que ai,j ∈ C, ∀i, j ∈ {1, ..., n}.
Se dice que A˜ es isotro´pica si es diagonalizable y todos sus autovalores (posible-
mente complejos) tienen el mismo mo´dulo.
A.6. Operadores continuos y radio espectral
Se dice que un operador lineal T : X −→ Y donde X e Y son espacios
normados, es un operador continuo cuando para todo ε > 0 y todo x0 ∈ X
existe δ > 0 tal que si ‖ x0 − x ‖X< δ entonces ‖ T (x)− T (x0) ‖Y< ε.
Al espacio vectorial de todos los operadores lineales continuos T : X −→ Y
lo denotaremos por B(X,Y).
Dado un operador lineal T : X −→ Y donde X e Y son espacios normados,
se dice que es un operador acotado si
∃C > 0 tal que ‖ T (x) ‖Y≤ C ‖ x ‖X, ∀x ∈ X.
Una forma de caracterizar la continuidad de un operador lineal viene refle-
jada en el siguiente resultado.
Proposicio´n A.9. Sea un operador lineal T : X −→ Y donde X e Y son
espacios normados, entonces las siguientes afirmaciones son equivalentes.
(i) T es continuo.
(ii) T es continuo en el punto 0 ∈ X.
(iii) T es continuo en algu´n punto x0 ∈ X.
(iv) T es acotado.
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Se define la norma del operador T ∈ B(X,Y) en el espacio vectorial B(X,Y)
como
‖ T ‖= ı´nf{C > 0 : ‖ T (x) ‖Y≤ C ‖ x ‖X},
y de forma equivalente,
‖ T ‖= sup{‖ T (x) ‖Y: ‖ x ‖X≤ 1} = sup{‖ T (x) ‖Y: ‖ x ‖X= 1}.
Esta norma as´ı definida satisface que dados X,Y y Z tres espacios normados, y
dados adema´s, T ∈ B(X,Y) y S ∈ B(Y,Z), entonces
‖ ST ‖≤‖ S ‖‖ T ‖ . (A.4)
Algunos ejemplos de operadores lineales continuos son los siguientes.
Toda aplicacio´n lineal A : Rn −→ Rn es un operador lineal continuo.
Para todo a ∈ Rn definimos el operador traslacio´n τa : L2(Rn) −→ L2(Rn)
como τaf(x) = f(x− a).
Dada A ∈ L con dA > 0, definimos el operador dilatacio´n
DA : L2(Rn) −→ L2(Rn) por medio de DAf(x) = d
1
2
Af(Ax). El te´rmino d
1
2
A se
incluye para que DA tenga norma 1.
Definicio´n A.13. Sea A ∈ L. Definimos el radio espectral de A, ρ(A), como
ρ(A) = ma´x{| µ |: µ es un autovalor de A}.
Algunas propiedades del radio espectral vienen dadas en la siguiente proposi-
cio´n. (Ver [64, pa´g. 192]).
Proposicio´n A.10. Sea A ∈ L y sea ρ(A) el radio espectral de A, entonces
(1) ρ(A) ≤‖ A ‖;
(2) existe l´ımj−→∞ ‖ Aj ‖ 1j = ρ(A).
A.7. Aplicaciones lineales expansivas
Definicio´n A.14. Sea A ∈ L. Se dice que A es una aplicacio´n expansiva si
∃C > 0, ∃β > 1 tal que ∀j ∈ N, ‖ Ajx ‖≥ Cβj ‖ x ‖, ∀x ∈ Rn. (A.5)
Denotaremos por LE al conjunto de todas las aplicaciones lineales expansivas
A : Rn −→ Rn y denotaremos por LEP al conjunto de todas la aplicaciones
lineales expansivas y positivas A : Rn −→ Rn.
Observacio´n A.11. Si A ∈ LE y se cumple (A.5) entonces
∀j ∈ N \ {0} ‖ A−jx ‖≤ C−1β−j ‖ x ‖, ∀x ∈ Rn. (A.6)
Lema A.12. Sea A ∈ L. La aplicacio´n A es expansiva si y solo si todos los
autovalores (posiblemente complejos) de A tienen mo´dulo estrictamente mayor
que 1.
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Demostracio´n. =⇒) Haremos la demostracio´n por reduccio´n al absurdo. Sea µ
un autovalor real o complejo de A tal que | µ |≤ 1 y sea u un autovector asociado
al autovalor µ, para cada j ∈ N,
‖ Aju ‖=| µj |‖ u ‖≤‖ u ‖, (A.7)
donde la u´ltima desigualdad es cierta ya que | µ |≤ 1. Por lo tanto, la desigualdad
(A.7) contradice la definicio´n de aplicacio´n lineal expansiva ya que si existieran
C > 0 y β > 1 que cumplen (A.5), existir´ıa un j0 ∈ N tal que Cβj0 > 1 y por
lo tanto
‖ Aj0u ‖>‖ u ‖ .
⇐=) Como todos los autovalores de A tienen mo´dulo estrictamente mayor que
1, entonces todos los autovalores de A−1 tienen mo´dulo estrictamente menor
que 1, de esta manera ρ(A−1) < 1. Adema´s, la Proposicio´n A.10 nos dice que
l´ım
j−→∞
‖ A−j ‖ 1j = ρ(A−1),
en particular, si fijamos ε = 1−ρ(A
−1)
2 , ∃j0 ∈ N tal que si j ≥ j0 tenemos que
| ρ(A−1)− ‖ A−j ‖ 1j |< ε,
y de aqu´ı, ∀j ≥ j0,
‖ A−j ‖< (ρ(A−1) + ε)j . (A.8)
Hacemos la observacio´n de que si denotamos α = ρ(A−1) + ε, entonces α < 1.
Tomamos C := ma´x{1, ( ‖A−1‖ρ(A−1) )j si j ∈ {0, ..., j0}}. Entonces, de acuerdo
con la desigualdad (A.8), ∀j ≥ j0 tenemos que
‖ A−j ‖≤ αj ≤ αjC. (A.9)
Ahora, vamos a comprobar que tambie´n se cumple la desigualdad (A.9) si
j ∈ {0, ..., j0}. De acuerdo con la desigualdad (A.4) y por co´mo hemos tomado
C, si j ∈ {0, ..., j0} tenemos que
‖ A−j ‖≤‖ A−1 ‖j= αj ‖ A
−1 ‖j
αj
= αj
‖ A−1 ‖j
(ρ(A−1) + ε)j
≤ αj ‖ A
−1 ‖j
ρ(A−1)j
≤ αjC.
(A.10)
De esta manera, desde la definicio´n de norma de un operador, las desigual-
dades (A.9) y (A.10) nos dicen que ∀j ∈ N
‖ A−jx ‖≤ αjC ‖ x ‖,∀x ∈ Rn. (A.11)
Finalmente, para comprobar que A cumple la definicio´n de aplicacio´n lineal
expansiva, es suficiente con renombrar y = A−jx en (A.11).
Observacio´n A.13. La prueba es cierta si tomamos cualquier ε, 0 < ε < 1 −
ρ(A−1).
Como consecuencia del lema anterior, sabemos que si A ∈ LE , entonces
dA > 1.
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A.8. Transformada de Fourier
Una herramienta muy u´til es la transformada de Fourier. En este texto,
adoptamos el convenio de que la transformada de Fourier de la funcio´n f ∈
L1(Rn) ∩ L2(Rn) esta´ definida por
f̂(y) =
∫
Rn
f(x)e−2pii〈x,y〉dx.
La transformada de Fourier inversa de la funcio´n g ∈ L1(Rn) sera´
gˇ(x) =
∫
Rn
g(y)e2pii〈x,y〉dy.
La siguiente proposicio´n recoge las principales propiedades de la transformada
de Fourier que utilizaremos en este texto. (Ver [68]).
Proposicio´n A.14. Sea f ∈ L1(Rn). Sea A ∈ L con dA > 0, y sea a ∈ Rn.
Entonces se verifica que
(1) Si g = τaf , entonces ĝ(t) = f̂(t)e−2pii〈a,t〉.
(2) Si g(x) = DAf(x), entonces ĝ(t) = DA∗−1 f̂(t).
(3) Si f ∈ L1(Rn), entonces f̂ es continua.
(4) Si f̂ ∈ L1(Rn), entonces f es acotada.
(5) Sea f ∈ L1(Rn) tal que f̂(t) = 0 en c.t. t ∈ Rn, entonces f(x) = 0
en c.t. x ∈ Rn.
Teorema A.15. (Identidad de Plancherel) Sean f, g ∈ L1(Rn) ∩ L2(Rn).
Entonces
〈f, g〉 = 〈f̂ , ĝ〉.
La densidad de L1(Rn) ∩ L2(Rn) en L2(Rn) nos permite definir la trans-
formada de Fourier sobre L2(Rn). En efecto, sea f ∈ L2(Rn) y supongamos
{fj}n∈N ⊂ L1(Rn) ∩ L2(Rn) tal que
l´ım
j−→∞
‖ fj − f ‖L2(Rn)= 0.
Entonces, el teorema de Plancherel nos dice que
‖ f̂j − f̂l ‖2L2(Rn)=‖ fj − fl ‖2L2(Rn)−→ 0 si j, l −→∞,
con lo que {f̂j}j∈N es una sucesio´n de Cauchy en L2(Rn), y como L2(Rn) es
completo, la sucesio´n {f̂j}j∈N tiene l´ımite. Este l´ımite so´lo depende de f y no
de la sucesio´n aproximante {fj}j∈N. A este l´ımite lo llamaremos transformada
de Fourier en L2(Rn).
Con esta definicio´n, la transformada de Fourier es invertible en L2(Rn) y
se verifica, adema´s, que la aplicacio´n f −→ f̂ es un isomorfismo de espacios de
Hilbert de L2(Rn) sobre L2(Rn).
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A.9. Grupo cociente Zn/AZn
Si tenemos A ∈ L que verifica adema´s que AZn ⊂ Zn, podemos definir el
siguiente grupo cociente Zn/AZn como el conjunto de las clases de equivalencia
que se obtienen al definir en Zn la siguiente relacio´n de equivalencia,
dados k1,k2 ∈ Zn, k1 ≡ k2 ⇐⇒ k1 − k2 ∈ AZn.
Sea A ∈ LE tal que AZn ⊂ Zn, entonces card(Zn/AZn) = dA ≥ 2 (ver [34],
[75]).
Denotamos por Ei, i = 0, ..., dA − 1, las diferentes clases de equivalencia del
grupo cociente Zn/AZn. Adema´s, pi, i = 0, ..., dA− 1, sera´ un representante de
la clase de equivalencia Ei. Por comodidad tomamos p0 = 0.
Proposicio´n A.16. Sea A ∈ L tal que AZn ⊂ Zn. Dado l ∈ {0, ..., dA − 1},
el conjunto {pl − pi}dA−1i=0 es un conjunto de representantes de cada una de las
distintas clases de equivalencia de Zn/AZn.
Lema A.17. Sea A ∈ LE tal que AZn ⊂ Zn. Con la notacio´n anterior, dado
k ∈ Zn \ {0}, entonces ∃N ∈ N tal que
k = AN−1(pi) +AN (qN ) con 1 ≤ i ≤ dA − 1 y´ qN ∈ Zn. (A.12)
Demostracio´n. Sea k ∈ Zn \ {0}, entonces, podemos escribir
k = pi +A(q1) para algu´n pi, 0 ≤ i ≤ dA − 1, y donde q1 ∈ Zn. (A.13)
Ahora bien, si en la expresio´n (A.13) tenemos que i ∈ {1, ..., dA − 1}, hemos
terminado la prueba. Si por el contrario tenemos que i = 0 en (A.13), escribimos
q1 = pi +A(q2) para algu´n pi, 0 ≤ i ≤ dA − 1, y donde q2 ∈ Zn (A.14)
y volvemos a actuar como antes.
Como A es una aplicacio´n expansiva, continuando con el desarrollo anterior,
siempre llegaremos a que k = AN (qN ) donde qN ∈ Zn tal que qN 6= A(qN+1)
para todo qN+1 ∈ Zn. De esta forma, podemos escribir
qN = pi +A(q′N+1) para algu´n pi, 0 ≤ i ≤ dA − 1, y q′N+1 ∈ Zn,
pero pi 6= p0 = 0 ya que qN 6= A(qN+1), ∀qN+1 ∈ Zn, por lo tanto,
k = AN (pi) +AN+1(qN+1) con 1 ≤ i ≤ dA − 1 y´ qN+1 ∈ Zn.
A.10. Bases y bases ortonormales
Definimos el concepto de base en los espacios de Banach Lp(Ω,Λ, µ), 1 ≤
p <∞.
Definicio´n A.15. Se dice que el sistema Φ = {fj}∞j=1 ⊂ Lp(Ω,Λ, µ), 1 ≤
p < ∞, es una base de Schauder (o simplemente una base) de Lp(Ω,Λ, µ), si
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para cualquier f ∈ Lp(Ω,Λ, µ) existe una u´nica serie∑∞j=1 aj(f)fj que converge
a f en Lp(Ω,Λ, µ), es decir,
l´ım
N−→∞
‖ f −
N∑
j=1
aj(f)fj ‖Lp(Ω,Λ,µ)= 0.
Nuestro intere´s se centra en las bases ortogonales de L2(Ω,Λ, µ). Empecemos
recordando que´ es un sistema ortogonal.
Definicio´n A.16. Llamaremos sistema ortogonal (SOG) a cualquier conjunto
Φ = {fj}∞j=1 ⊂ L2(Ω,Λ, µ) de funciones que sean ortogonales dos a dos, es decir,
que cumplan
〈fj , fl〉 = 0 ∀j, l ∈ {1, ...} tales que j 6= l.
Si adema´s cada fj ∈ L2(Ω,Λ, µ), j = 1, ... tienen norma ‖ fj ‖L2(Ω,Λ,µ)= 1,
diremos que Φ es un sistema ortonormal (SON)
Proposicio´n A.18. Sea Φ ⊂ L2(Ω,Λ, µ) un SON, entonces Φ es linealmente
independiente.
Teorema A.19. Sea Φ = {fj}∞j=1 un sistema ortonormal en L2(Ω,Λ, µ). En-
tonces, las siguientes propiedades son equivalentes.
(a) Φ es un sistema ortonormal maximal, es decir, si g ∈ L2(Ω,Λ, µ) es
tal que 〈g, fj〉 = 0 ∀j ∈ {1, 2, ...}, entonces g ≡ 0.
(b) El conjunto de las combinaciones lineales finitas de elementos de Φ
es denso en L2(Ω,Λ, µ).
(c) ∀g ∈ L2(Ω,Λ, µ) se cumple
‖ g ‖2L2(Ω,Λ,µ)=
∞∑
j=1
|〈g, fj〉|2, (identidad de Plancherel).
(d) ∀g, h ∈ L2(Ω,Λ, µ) se cumple
〈g, h〉 =
∞∑
j=1
〈g, fj〉〈h, fj〉, (identidad de Parseval).
(e) ∀g ∈ L2(Ω,Λ, µ) se cumple
g =
∞∑
j=1
〈g, fj〉fj con convergencia en L2(Ω,Λ, µ).
Definicio´n A.17. Se llama base ortonormal (BON) o tambie´n sistema orto-
normal completo (SONC) del espacio de Hilbert L2(Ω,Λ, µ) a cualquier Φ =
{fj}∞j=1 ⊂ L2(Ω,Λ, µ) que sea sistema ortonormal y adema´s cumpla alguna (y
por lo tanto, todas) de las condiciones del Teorema A.19.
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El sistema trigonome´trico {e2pii〈k·〉}k∈Zn es una base ortonormal de L2([0, 1]n).
Adema´s, un ejemplo de base ortonormal en L2(R) es el sistema de Haar,
H = {hj,k}j,k∈Z, donde
hj,k(x) =

2
j
2 si x ∈ ( k2j 2k+12j+1 )
−2 j2 si x ∈ ( 2k+12j+1 k+12j )
0 si x ∈ R \ [ k2j 2k+12j+1 ]
⋃
[ 2k+12j+1
k+1
2j ]
(A.15)
y en los puntos de discontinuidad, las funciones de Haar se definen de manera
que el valor de la funcio´n sea igual a la media aritme´tica de los l´ımites laterales
en ese punto.
A.11. Ond´ıculas
Una ond´ıcula ortonormal, o simplemente una ond´ıcula, es una funcio´n
ψ ∈ L2(R) tal que el conjunto
{ψj,k : j, k ∈ Z} donde ψj,k(·) = 2
j
2ψ(2j · −k),
es una base ortonormal de L2(R).
Un ejemplo de ond´ıcula es ψ(x) = h0,0(x) definida en el sistema (A.15).
Una caracterizacio´n completa de las ond´ıculas viene escrita en el siguiente
teorema.
Teorema A.20. Una funcio´n ψ ∈ L2(R), con ‖ ψ ‖L2(R)= 1, es una ond´ıcula
ortonormal si y solo si∑
j∈Z
|ψ̂(2jt)|2 = 1 c.t. t ∈ R, y
∞∑
j=0
ψ̂(2jt)ψ̂(2j(t+ q)) = 0 c.t. t ∈ R, q ∈ 2Z+ 1.
Estas dos ecuaciones eran conocidas desde el principio de la teor´ıa de ond´ıculas,
pero la prueba de esta caracterizacio´n aparecio´ en la literatura an˜os ma´s tarde
(ver [33], [46], [32]).
De manera natural podemos encontrar la definicio´n de ond´ıcula en un contex-
to ma´s general (ver [23], [75], [12], [71]), donde trabajamos en L2(Rn), n ≥ 1,
y en vez de tener una dilatacio´n dia´dica, nuestra dilatacio´n viene dada por
una aplicacio´n lineal expansiva fija A : Rn −→ Rn tal que AZn ⊂ Zn. En
este contexto, una familia de funciones Ψ = {ψ(l), l = 1, ..., L} ⊂ L2(Rn), con
‖ ψ(l) ‖L2(Rn)≥ 1, l = 1, ..., L, es una familia de ond´ıculas ortonormales cuando
{ψ(l)j,k : l = 1, ..., L, j, k ∈ Z} donde ψ(l)j,k(·) = d
j
2
Aψ
(l)(Aj · −k),
es una base ortonormal de L2(Rn).
Una caracterizacio´n de estas familias es la siguiente (ver [12])
Teorema A.21. Sea A ∈ LE tal que AZn ⊂ Zn, y sea Ψ = {ψ(l), l = 1, ..., L} ⊂
L2(Rn), con ‖ ψ(l) ‖L2(R)≥ 1, l = 1, ..., L. Entonces Ψ es una familia de
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ond´ıculas ortonormales si y solo si las funciones ψ(l), l = 1, ..., L satisfacen
las dos siguientes ecuaciones,
L∑
l=1
∑
j∈Z
|ψ̂(A∗jt)|2 = dA c.t. t ∈ Rn, y
L∑
l=1
∞∑
j=0
ψ̂(A∗jt)ψ̂(A∗j(t+ q)) = 0 c.t. t ∈ Rn, q ∈ Zn \A∗Zn.
Ape´ndice B
APE´NDICE
B.1. Punto de densidad y punto de A-densidad
Unas de las nociones que tienen mayor importancia en este texto son las de
punto de densidad y punto de A-densidad de un conjunto medible en Rn. En
esta seccio´n daremos sus definiciones junto con algunas propiedades ba´sicas que
nos sera´n de gran utilidad.
Definicio´n B.1. Se dice que x0 ∈ Rn es un punto de densidad de un conjunto
medible E ⊂ Rn, | E |n> 0, si
l´ım
r−→0
| E⋂(Br + x0) |n
| Br + x0 |n = 1. (B.1)
Denotaremos
D(x0) = {E ⊂ Rn conjunto medible : x0 es un punto de densidad de E},
y adema´s denotamos D si x0 es el origen.
Observar que en esta definicio´n podemos tomar cubos Qr en vez de bolas
Br y obtener una definicio´n equivalente.
Ahora, dada A ∈ LE definimos un concepto algo ma´s general, que fue intro-
ducido en [16].
Definicio´n B.2. Sea A ∈ LE . Se dice que x0 ∈ Rn es un punto de A-densidad
de un conjunto medible E ⊂ Rn, | E |n> 0, si para cualquier r > 0,
l´ım
j−→∞
| E⋂(A−jBr + x0) |n
| A−jBr + x0 |n = 1.
Dada A ∈ LE y dado un punto x0 ∈ Rn, denotamos
DA(x0) = {E ⊂ Rn conjunto medible : x0 es un punto de A-densidad de E},
y escribiremos DA cuando el punto x0 sea el origen.
Para cualquer j ∈ Z y para cualquier r > 0 tenemos la siguiente igualdad
AjBr = (−A)jBr, y por lo tanto:
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Observacio´n B.1. Dada A ∈ LE , para cualquier punto x0 ∈ Rn, tenemos que
DA(x0) = D−A(x0).
Claramente, E ∈ DA si y solo si E + x0 ∈ DA(x0). As´ı, sin pe´rdida de
generalidad, consideraremos solamente los conjuntos para los cuales el origen es
un punto de A-densidad.
Algunas propiedades de los conjuntos para los que el origen sea un punto de
A-densidad son las siguientes.
Proposicio´n B.2. Sea A ∈ LE y sean E,F ⊂ Rn dos conjuntos medibles tales
que E ⊂ F y que E ∈ DA. Entonces F ∈ DA.
Demostracio´n. Como E ⊂ F , entonces para cualquier r > 0 dado, tenemos que
1 ≥ l´ım sup
j−→∞
| F ⋂A−jBr |n
| A−jBr |n ≥ l´ım infj−→∞
| F ⋂A−jBr |n
| A−jBr |n
≥ l´ım inf
j−→∞
| E⋂A−jBr |n
| A−jBr |n = l´ımj−→∞
| E⋂A−jBr |n
| A−jBr |n = 1,
donde la u´ltima igualdad es cierta ya que E ∈ DA.
En las siguientes proposiciones veremos diferentes condiciones equivalentes
a la condicio´n de que el origen sea un punto de A-densidad de un conjunto
medible E ⊂ Rn. Adema´s, encontraremos relaciones entre propiedades de un
conjunto E y su complementerio Ec = Rn \ E.
Proposicio´n B.3. Sea A ∈ LE y sea E ⊂ Rn un conjunto medible. Dado
r > 0, las siguientes cuatro condiciones son equivalentes.
(i)
l´ım
j−→∞
| E⋂A−jBr |n
| A−jBr |n = 1. (B.2)
(ii)
l´ım
j−→∞
| AjE
⋂
Br |n=| Br |n . (B.3)
(iii)
l´ım
j−→∞
| Ec⋂A−jBr |n
| A−jBr |n = 0. (B.4)
(iv)
l´ım
j−→∞
| AjEc
⋂
Br |n= 0. (B.5)
Demostracio´n. (i) ⇐⇒ (ii) Esta equivalencia es una consecuencia directa de que
para cualquier r > 0 y para cualquier j ∈ N es cierta la siguiente igualdad.
| E⋂A−jBr |n
| A−jBr |n =
| A−j(AjE⋂Br) |n
| A−jBr |n
=
d−jA | AjE
⋂
Br |n
d−jA | Br |n
=
| AjE⋂Br |n
| Br |n .
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(i) ⇐⇒ (iii) Obviamente, para cualquier r > 0 y para cualquier j ∈ N,
1 =
| A−jBr |n
| A−jBr |n =
| (E⋃Ec)⋂A−jBr |n
| A−jBr |n
=
| E⋂A−jBr |n
| A−jBr |n +
| Ec⋂A−jBr |n
| A−jBr |n .
(iii) ⇐⇒ (iv) Esta equivalencia se verifica porque para cualquier r > 0 y para
cualquier j ∈ N, tenemos que
| Ec⋂A−jBr |n
| A−jBr |n =
| A−j(AjEc⋂Br) |n
| A−jBr |n
=
d−jA | (AjEc
⋂
Br) |n
d−jA | Br |n
=
| (AjEc⋂Br) |n
| Br |n .
Corolario B.4. Dada A ∈ LE. Un conjunto E ∈ DA si y solo si se cumple una
(y por lo tanto, todas) de las condiciones (i) − (iv) de la Proposicio´n B.3 para
todo r > 0.
Corolario B.5. Sea A ∈ LE y sean E,F ⊂ Rn dos conjuntos medibles tales que
|E ∩ F |n = 0. Entonces como mucho uno de los dos conjuntos puede pertenecer
a DA.
Demostracio´n. Hagamos una prueba indirecta. Supongamos que E,F ∈ DA.
Sea adema´s, r > 0. Como |E ∩ F |n = 0 es cierto
| F ⋂A−jBr |n
| A−jBr |n ≤
| Ec⋂A−jBr |n
| A−jBr |n
y desde aqu´ı, como E ∈ DA, la propiedad (iii) de la Proposicio´n B.3 nos dice
que
l´ım
j−→∞
| F ⋂A−jBr |n
| A−jBr |n = 0.
Con lo que tenemos contradiccio´n con el hecho de que F ∈ DA.
En la siguiente proposicio´n se muestra que comprobar que se cumple la
condicio´n (B.2) para un r0 > 0 fijo es suficiente para probar que el origen es un
punto de A-densidad.
Proposicio´n B.6. Sea A ∈ LE y sea r0 > 0. Adema´s, sea E ⊂ Rn un conjunto
medible tal que
l´ım
j−→∞
| E⋂A−jBr0 |n
| A−jBr0 |n
= 1.
Entonces E ∈ DA.
Demostracio´n. De acuerdo con el Corolario B.4 es suficiente con probar que
para todo r > 0,
l´ım
j−→∞
| Ec⋂A−jBr |n
| A−jBr |n = 0.
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Distinguimos dos casos. El primero de ellos es cuando r es tal que 0 < r < r0.
As´ı, dado j ∈ N tenemos que A−jBr ⊂ A−jBr0 y entonces
| Ec⋂A−jBr |n
| A−jBr |n ≤
| Ec⋂A−jBr0 |n
| A−jBr |n
=
| Ec⋂A−jBr0 |n
| A−jBr0 |n
| A−jBr0 |n
| A−jBr |n
= (
r0
r
)n
| Ec⋂A−jBr0 |n
| A−jBr0 |n
−→ 0 si j −→∞,
donde el l´ımite es cierto de acuerdo con nuestras hipo´tesis y porque r0, r y n
son nu´meros fijos.
El segundo caso que consideramos es cuando r > r0. Aqu´ı, obse´rvese que
como A es expansiva, ∃jr ∈ N tal que Br ⊂ AjrBr0 , entonces
| Ec⋂A−jBr |n
| A−jBr |n ≤
| Ec⋂A−j+jrBr0 |n
| A−jBr |n
=
| Ec⋂A−j+jrBr0 |n
| A−j+jrBr0 |n
| A−j+jrBr0 |n
| A−jBr |n
=
| Ec⋂A−j+jrBr0 |n
| A−j+jrBr0 |n
djrA (
r0
r
)n
<
| Ec⋂A−j+jrBr0 |n
| A−j+jrBr0 |n
djrA −→ 0 si j −→∞,
donde el l´ımite es cierto de acuerdo con nuestras hipo´tesis y porque dA y jr son
nu´meros fijos.
Desde aqu´ı, si juntamos los dos casos anteriores, por el Corolario B.4 obte-
nemos el resultado deseado.
Proposicio´n B.7. Sea A ∈ LE y sea K ⊂ Rn un conjunto medible tal que
existen r1, r2 ∈ R, 0 < r1 < r2 <∞ tal que Br1 ⊂ K ⊂ Br2 . Entonces E ∈ DA
si y solo si
l´ım
j−→∞
| E⋂A−jK |n
| A−jK |n = 1, (B.6)
o equivalentemente,
l´ım
j−→∞
| Ec⋂A−jK |n
| A−jK |n = 0. (B.7)
Demostracio´n. =⇒) Desde la condicio´n Br1 ⊂ K ⊂ Br2 , tenemos que
l´ım sup
j−→∞
| Ec⋂A−jK |n
| A−jK |n ≤ l´ım supj−→∞
| Ec⋂A−jBr2 |n
| A−jBr1 |n
= l´ım sup
j−→∞
| Ec⋂A−jBr2 |n
| A−jBr2 |n
| A−jBr2 |n
| A−jBr1 |n
= (
r2
r1
)n l´ım
j−→∞
| Ec⋂A−jBr2 |n
| A−jBr2 |n
= 0,
donde las dos u´ltimas igualdades son ciertas ya que ( r2r1 )
n es un nu´mero fijo y
E ∈ DA.
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⇐=) Como Br1 ⊂ K ⊂ Br2 , entonces
l´ım sup
j−→∞
| Ec⋂A−jBr1 |n
| A−jBr1 |n
≤ l´ım sup
j−→∞
| Ec⋂A−jK |n
| A−jK |n
| A−jK |n
| A−jBr1 |n
≤ l´ım sup
j−→∞
| Ec⋂A−jK |n
| A−jK |n
| A−jBr2 |n
| A−jBr1 |n
= (
r2
r1
)n l´ım
j−→∞
| Ec⋂A−jK |n
| A−jK |n = 0,
donde las dos u´ltimas igualdades son ciertas ya que ( r2r1 )
n es un nu´mero fijo y
por hipo´tesis se satisface (B.7). Finalmente la Proposicio´n B.3 y la Proposicio´n
B.6 nos dicen que el origen es un punto de A-densidad de E.
Proposicio´n B.8. Sea A ∈ LE y sean E,G ∈ DA. Entonces E
⋂
G ∈ DA.
Demostracio´n. Sea r > 0, hallamos
l´ım sup
j−→∞
| (E ∩G)c⋂A−jBr |n
| A−jBr |n = l´ım supj−→∞
| (Ec ∪Gc)⋂A−jBr |n
| A−jBr |n
≤ l´ım
j−→∞
| Ec⋂A−jBr |n
| A−jBr |n + l´ımj−→∞
| Gc⋂A−jBr |n
| A−jBr |n = 0
donde la u´ltima igualdad es cierta ya que E,F ∈ DA. De este modo, finalmente,
de acuerdo con el Corolario B.4 damos por finalizada la prueba.
Proposicio´n B.9. Sea A ∈ LE y sea E ∈ Rn un conjunto medible tal que
AE = E y | B1
⋂
E |n<| B1 |n. Entonces E /∈ DA.
Demostracio´n. El resultado es consecuencia de que desde nuestras condiciones
tenemos que
l´ım
j−→∞
| A−jB1
⋂
E |n
| A−jB1 |n = l´ımj−→∞
| B1
⋂
AjE |n
| B1 |n = l´ımj−→∞
| B1
⋂
E |n
| B1 |n < 1.
Proposicio´n B.10. Sean A1, A2 ∈ LE y sea K ⊂ Rn un conjunto medible tal
que ∃r1, r2 ∈ R, 0 < r1 < r2 <∞, tal que Br1 ⊂ K ⊂ Br2 . Si ∃{lj}∞j=1 ⊂ N tal
que lj −→∞ cuando j −→∞ y adema´s
A
−lj−l0
1 K ⊂ A−j2 K ⊂ A−lj+l01 K, donde l0 ∈ N0,
entonces DA1 ⊂ DA2 .
Demostracio´n. Sea E ∈ DA1 , de acuerdo con nuestras hipo´tesis,
l´ım sup
j−→∞
| Ec⋂A−j2 K |n
| A−j2 K |n
≤ l´ım sup
j−→∞
| Ec⋂A−lj+l01 K |n
| A−lj+l01 K |n
| A−lj+l01 K |n
| A−j2 K |n
≤ l´ım sup
j−→∞
| Ec⋂A−lj+l01 K |n
| A−lj+l01 K |n
| A−lj+l01 K |n
| A−lj−l01 K |n
= l´ım sup
j−→∞
| Ec⋂A−lj+l01 K |n
| A−lj+l01 K |n
d2l0A1 = 0,
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donde la u´ltima igualdad es cierta ya que l0 es un nu´mero fijo que no depende
de j y ya que E ∈ DA1 . Por lo tanto, desde la Proposicio´n B.7 podemos concluir
que E ∈ DA2 .
Lema B.11. Sea A ∈ LE. Supongamos que Y ⊂ Rn es un subespacio vectorial
de Rn de dimensio´n p, 1 ≤ p ≤ n, e invariante respecto de A, y que adema´s, Y ⊥
es otro subespacio de Rn e invariante respecto de A. Sea E ⊂ Rn un conjunto
medible de la forma E := Y + F donde F ⊂ Y ⊥. Entonces E ∈ DA si y solo si
F ∈ DA|
Y⊥
.
Demostracio´n. Como Rn = Y ⊕ Y ⊥ y los subespacios Y e Y ⊥ son invariantes
respecto de A, podemos escribir A = A|Y ⊗A|Y ⊥ .
Denotamos K := K1 + K2 = {s = s1 + s2 : s1 ∈ K1, s2 ∈ K2}, donde
K1 = {y ∈ Y : ‖ y ‖≤ 1}, y K2 = {y ∈ Y ⊥ : ‖ y ‖≤ 1}. Se puede observar
que K satisface las condiciones de la Proposicio´n B.7.
Con esta notacio´n, dado j ∈ N llegamos a que
E
⋂
A−jK = (Y + F )
⋂
(A|Y ⊗A|Y ⊥)−j(K1 +K2)
= (Y + F )
⋂
((A|Y )−jK1 + (A|Y ⊥)−jK2)
= (Y
⋂
(A|Y )−jK1) + (F
⋂
(A|Y ⊥)−jK2)
= (A|Y )−jK1 + (F
⋂
(A|Y ⊥)−jK2).
Como los sumandos de la u´ltima suma son subconjuntos de Y y de Y ⊥ respec-
tivamente, tenemos que
| E⋂(A−jK) |n
| A−jK |n =
| F ⋂(A|Y ⊥)−jK2 |n−p
| (A|Y ⊥)−jK2 |n−p
.
Finalmente, tomando l´ımites a ambos lados de la igualdad anterior y de acuerdo
con la Proposicio´n B.7 finalizamos la prueba.
Lema B.12. Sean A1, A2 ∈ LE y adema´s, suponemos queW ⊂ Rn es un subes-
pacio de Rn tal que W y W⊥ son invariantes respecto de ambas aplicaciones
A1 y A2. Si DA1 = DA2 entonces DA1|W = DA2|W .
Demostracio´n. Consideramos el conjunto cil´ındrico E = F + W⊥. De acuerdo
con el Lema B.11 sabemos que E ∈ DAµ ⇐⇒ F ∈ DAµ|W , µ = 1, 2. Por lo
tanto, el lema queda demostrado.
Lema B.13. Sean A,A′ ∈ LE y suponemos que existe C ∈ L, dC > 0, tal que
A′ = C−1AC. Adema´s, sea E ⊂ Rn, | E |n> 0, un conjunto medible. Entonces
E ∈ DA si y solo si C−1E ∈ DA′ , es decir, DA′ = C−1DA.
Demostracio´n. Dado E ⊂ Rn un conjunto medible, para cualquier j ∈ N,
tenemos que
| (C−1E)c⋂A′−jB1 |n
| A′−jB1 |n =
| (C−1E)c⋂C−1A−jCB1 |n
| C−1A−jCB1 |n (B.8)
=
d−1C | Ec
⋂
A−jCB1 |n
d−1C | A−jCB1 |n
. (B.9)
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Por otro lado, como C es una aplicacio´n lineal y biyectiva, existen dos nu´meros
reales positivos r1 y r2, 0 < r1 < r2 <∞, tales que Br1 ⊂ CB1 ⊂ Br2 . Entonces,
nuestro resultado sigue desde la igualdad (B.9) y la Proposicio´n B.7.
Un par de consecuencias directas del Lema B.13 son las siguientes.
Corolario B.14. Sea A ∈ LE. Entonces E ∈ DA ⇐⇒ AE ∈ DA.
Corolario B.15. Sean A1, A2 ∈ LE y sean C, J1, J2 ∈ L, dC > 0, dJµ > 0, tales
que Aµ = C−1JµC, µ = 1, 2, donde las matrices asociadas a las aplicaciones Jµ
son diagonales con los elementos de la diagonal que satisfacen | λ(1)i |=| λ(2)i |,
i = 1, ..., n. Entonces
DA1 = DA2 .
Demostracio´n. Desde nuestras condiciones, el Lema B.13 nos dice que
DA1 = DA2 ⇐⇒ DJ1 = DJ2 .
Adema´s, se cumple la igualdad DJ1 = DJ2 porque como | λ(1)i |=| λ(2)i |, i =
1, ..., n, sabemos que para cualquier j ∈ Z y para cualquier r > 0, tenemos que
Jj1Br = J
j
2Br.
B.1.1. Relacio´n entre conjuntos medibles y puntos de A-
densidad
Una propiedad importante y de sobra conocida que nos relaciona los con-
juntos medibles y los puntos de densidad es la siguiente (ver por ejemplo [61],
[10]).
Proposicio´n B.16. Sea E ⊂ Rn un conjunto medible. Entonces casi todo punto
de E es un punto de densidad de E.
Nuestra intencio´n es escribir una propiedad ana´loga a la Proposicio´n B.16
que nos relacione los conjuntos medibles con los puntos de A-densidad.
Proposicio´n B.17. Sea A ∈ LE y sea E ⊂ Rn un conjunto medible. Entonces
casi todo punto de E es un punto de A-densidad de E.
Para demostrar esta proposicio´n, emplearemos las misma te´cnicas que se
utilizan en diferentes textos ba´sicos para probar la Proposicio´n B.16.
Empezamos escribiendo el siguiente lema de recubrimiento.
Lema B.18. Sea A ∈ LE. Sea Ω la unio´n de una coleccio´n finita de conjuntos
de la forma
AjiQ1 + xi ∈ Rn, donde i ∈ {1, ..., N}, ji ∈ Z, xi ∈ Rn.
Entonces existe un conjunto I ⊂ {1, ..., N} tal que
(a) AjiQ1 + xi, i ∈ I, son disjuntos.
(b) Ω ⊂ ⋃i∈I AjA+jiQ3 + xi donde tomamos jA ∈ N tal que ∀j ≥ jA
tenemos que A−jQ1 ⊂ Q1.
(c) | Ω |n≤ 3ndjAA
∑
i∈I | AjiQ1 |n .
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Demostracio´n. (a) Ordenamos y renombramos los conjuntos AjiQ1 + xi de
tal manera que j1 ≥ j2 ≥ · · · ≥ jN .
Tomamos j1′ := j1 y eliminamos todos los ji, i ∈ {2, ..., N} tal que
(AjiQ1 + xi)
⋂
(Aj1′Q1 + x1′) 6= ∅.
Sea j2′ uno de los ji que sea ma´ximo de entre los que no hemos quitado, j2′ 6= j1′ ,
si es que queda alguno. Ahora eliminamos de entre todos los j′is que nos quedan,
todos los ji tal que
(AjiQ1 + xi)
⋂
(Aj2′Q1 + x2′) 6= ∅.
Continuamos con este proceso mientras sea posible. Despue´s de una cantidad
finita de etapas se termina el proceso. Hagamos I = {1′, 2′, ...,M ′} y con esta
eleccio´n queda claro que se verifica (a).
(b) Sea i ∈ {1, ..., N} \ I, as´ı, por co´mo hemos tomado los elementos de I,
existe i′ ∈ I tal que ji′ ≥ ji y adema´s
(AjiQ1 + xi)
⋂
(Aji′Q1 + xi′) 6= ∅. (B.10)
Por otro lado, como A es expansiva, ∃jA ∈ N tal que si j ≥ jA entonces
A−jQ1 ⊂ Q1, de esta manera podemos afirmar que
AjiQ1 ⊂ AjA+ji′Q1, (B.11)
ya que, por como hemos tomado jA, ji y ji′ tenemos que
A−jA+ji−ji′Q1 ⊂ Q1.
Desde la interseccio´n (B.10) y la inclusio´n (B.11) se puede asegurar que
(AjA+ji′Q1 + xi)
⋂
(Aji′Q1 + xi′) 6= ∅,
y por lo tanto, como Q1 ⊂ AjAQ1, tenemos que
(AjA+ji′Q1 + xi)
⋂
(AjA+ji′Q1 + xi′) 6= ∅.
Adema´s, como la imagen de un paralelep´ıpedo por A es un paralelep´ıpedo,
podemos concluir que
(AjiQ1 + xi) ⊂ (AjA+ji′Q1 + xi) ⊂ (AjA+ji′Q3 + xi′).
(c) La condicio´n (c) es una consecuencia directa de la condicio´n (b) ya que
| Ω |n ≤ |
⋃
i∈{1,...N}
(AjiQ1 + xi) |n≤|
⋃
i′∈I
(AjA+ji′Q3 + xi′) |n
≤
∑
i′∈I
| AjA+ji′Q3 + xi′ |n= 3ndjAA
∑
i′∈I
| Aji′Q1 |n .
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Definicio´n B.3. Sea A ∈ LE . Para cada f ∈ L1loc(Rn) definimos la siguiente
funcio´n maximal:
MAf(x) = sup
j∈Z
1
| AjQ1 |n
∫
AjQ1
| f(y + x) | dy.
Teorema B.19. Sea A ∈ LE. Sea f ∈ L1(Rn) y sea λ > 0, entonces existe una
constante C > 0 que so´lo depende de la aplicacio´n A y de la dimensio´n tal que
| {x ∈ Rn : MAf(x) > λ} |n≤ C
λ
‖ f ‖L1(Rn) .
Demostracio´n. Sea λ > 0, denotamos
Eλ = {x ∈ Rn : MAf(x) > λ}.
Si | Eλ |n= 0, se verifica el teorema. Comprobemos el teorema en el caso en el
que | Eλ |n> 0.
Como
| Eλ |n= sup{| K |n : K compacto, K ⊂ Eλ},
tomamos un conjunto compacto K ⊂ Rn tal que K ⊂ Eλ. Entonces para cada
x ∈ K existe j = j(x) ∈ Z tal que
1
| AjQ1 + x |n
∫
AjQ1+x
| f(y) | dy > λ. (B.12)
Obse´rvese que si para cada x ∈ K tomamos el conjunto Aj(x)Q1 + x definido
en (B.12), la unio´n de los anteriores conjuntos recubren K. Entonces, como K
es compacto, la condicio´n (a) del Lema B.18 nos garantiza la existencia de una
subcoleccio´n disjunta de ellos, a los que denotaremos
{Aj1Q1 + x1, ..., AjNQ1 + xN},
para la que se satisface, de acuerdo con la condicio´n (c) del mismo Lema B.18,
que existe una constante C > 0 que so´lo depende de la aplicacio´n A y de la
dimensio´n tal que
| K |n≤ C
N∑
i=1
| AjiQ1 + xi |n .
Adema´s, como los conjuntos AjiQ1+xi, i = 1, ..., N satisfacen la desigualdad
(B.12) y son disjuntos, tenemos que
C
N∑
i=1
| AjiQ1 + xi |n ≤ C
N∑
i=1
1
λ
∫
AjiQ1+xi
| f(y) | dy
=
C
λ
∫
SN
i=1 A
jiQ1+xi
| f(y) | dy ≤ C
λ
‖ f ‖L1(Rn) .
De esta manera, si juntamos todo lo anterior podemos concluir que
| K |n≤ C
λ
‖ f ‖L1(Rn) .
La prueba se finaliza tomando supremos sobre todos los conjuntos compactos
K ⊂ Eλ.
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Lema B.20. Sea A ∈ LE. Sea x ∈ Rn y sea f una funcio´n continua definida
en Rn. Entonces
l´ım
j−→∞
1
| A−jQ1 |n
∫
A−jQ1
| f(y + x)− f(x) | dy = 0.
Demostracio´n. Primero observamos que dado x ∈ Rn, como f es continua,
tenemos que
sup
j∈N
1
| A−jQ1 |n
∫
A−jQ1
| f(y + x) | dy <∞.
Por otro lado, sea x ∈ Rn, como f es continua en x y A es expansiva, ∀ε > 0
∃j0 ∈ N tal que si j ≥ j0 y adema´s y ∈ A−jQ1, entonces | f(y+x)− f(x) |< ε,
con lo que si j ≥ j0, es cierto que
1
| A−jQ1 |n
∫
A−jQ1
| f(y + x)− f(x) | dy < ε.
Teorema B.21. Sea A ∈ LE y sea f ∈ L1loc(Rn). Entonces para casi todo
x ∈ Rn se tiene que
l´ım
j−→∞
1
| A−jQ1 |n
∫
A−jQ1
| f(y + x)− f(x) | dy = 0.
Demostracio´n. Basta demostrar el resultado en cada bola BR, 0 < R <∞.
Recordamos que al ser A una aplicacio´n expansiva, existe una constante
C˜ > 0 y 0 < α < 1 tal que ∀j ∈ N tenemos que
‖ A−jx ‖≤ C˜αj ‖ x ‖, x ∈ Rn.
Por otro lado, dado R, 0 < R < ∞, como para cada x ∈ BR vamos a integrar
f en A−jQ1 + x, j ∈ N, as´ı, so´lo evaluaremos f en puntos de la bola BR+√2 eC ,
y de esta manera podemos considerar que f se anula fuera de la bola BR+√2 eC
y por lo tanto que f pertenece a L1(Rn).
Dado j ∈ N y dado x ∈ Rn, sea
(TA−jf)(x) =
1
| A−jQ1 |n
∫
A−jQ1
| f(y + x)− f(x) | dy
y sea adema´s
(TAf)(x) = l´ım sup
j−→+∞
(TA−jf)(x).
Tenemos que demostrar que
TAf ≡ 0 en c.t.p..
Como las funciones continuas con soporte compacto definidas en Rn, Cc(Rn),
son densas en L1(Rn), entonces ∀ε > 0 ∃g ∈ Cc(Rn) tal que ‖ f−g ‖L1(Rn)< ε.
As´ı, utilizando la desigualdad de Minkowski, podemos escribir que
(TAf)(x) = l´ım sup
j−→+∞
(TA−jf)(x)
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= l´ım sup
j−→+∞
1
| A−jQ1 |n
∫
A−jQ1
| f(y+x)−g(y+x)+g(y+x)−g(x)+g(x)−f(x) | dy
≤ l´ım sup
j−→+∞
{ 1| A−jQ1 |n
∫
A−jQ1
| f(y + x)− g(y + x) | dy
+
1
| A−jQ1 |n
∫
A−jQ1
| g(y + x)− g(x) | dy+ | g(x)− f(x) |}.
Desde el Lema B.20 sabemos que TAg = 0, entonces
(TAf)(x) ≤MA(f − g)(x)+ | g(x)− f(x) | . (B.13)
Por otro lado, dado λ > 0, denotamos
Fλ = {x ∈ Rn : (TAf)(x) > λ},
Eλ = {x ∈ Rn : MA(f − g)(x) > λ}
y
Gλ = {x ∈ Rn :| f(x)− g(x) |> λ}.
La desigualdad (B.13) nos dice que
F2λ ⊂ Eλ
⋃
Gλ (B.14)
ya que si un punto no esta´ en Eλ ni en Gλ, no puede estar en F2λ.
Ahora bien, si x ∈ Gλ entonces
χGλ(x) ≤
1
λ
| f(x)− g(x) |,
con lo que
| Gλ |n=
∫
Rn
χGλ(x)dx ≤
1
λ
∫
Rn
| f(x)− g(x) | dx < 1
λ
ε, (B.15)
donde la u´ltima desigualdad es cierta por co´mo hab´ıamos tomado la funcio´n g.
Por otro lado, el Teorema B.19 nos dice que existe una constante C > 0 que
so´lo depende de la aplicacio´n A y de la dimensio´n n tal que
| Eλ |n< C
λ
∫
Rn
| f(x)− g(x) | dx < C
λ
ε, (B.16)
donde la u´ltima desigualdad es cierta por co´mo hemos tomado g.
As´ı, la inclusio´n (B.14) y las desigualdades (B.15) y (B.16) nos dicen que
| F2λ |n< C + 1
λ
ε,
y como | F2λ |n no depende de ε, entonces | Fλ |n= 0.
Finalmente, como
{x ∈ Rn : (TAf)(x) > 0} ⊂
⋃
N∈N
F 2
N
,
podemos concluir que
| {x ∈ Rn : (TAf)(x) > 0} |n≤|
⋃
N∈N
F 2
N
|n= 0.
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A partir de los resultados que hemos probado hasta ahora, ya podemos dar
la prueba de la Proposicio´n B.17.
Demostracio´n de la Proposicio´n B.17. Obse´rvese que es una consecuencia
directa del Teorema B.21 y de la Proposicio´n B.7.
B.2. Continuidad aproximativa y A-continuidad
aproximativa
El concepto de continuidad aproximativa fue introducido por A. Denjoy [26]
(para ma´s informacio´n ver [61], [10]), en su estudio sobre la derivada de una
funcio´n medible. El concepto de A-continuidad aproximativa, introducido en
[16], generaliza el anterior. Veremos varias propiedades relacionadas con estos
conceptos y en particular veremos relaciones entre funciones medibles y puntos
de A-continuidad aproximativa.
Definicio´n B.4. Sea f : Rn −→ C una funcio´n medible. Se dice que x0 ∈ B
es un punto de continuidad aproximativa de la funcio´n f si existe un conjunto
medible E ⊂ Rn, | E |n> 0, tal que x0 es un punto de densidad del conjunto E
y adema´s,
l´ım
x−→x0
x∈E
f(x) = f(x0). (B.17)
Un resultado de Denjoy, (ve´ase [26], [61], [10]), que proporciona una relacio´n
entre funciones medibles y puntos de continuidad aproximativa es el siguiente.
Teorema B.22. Dada f una funcio´n medible definida en el intervalo cerrado
[a, b] y finita en casi todos los puntos, entonces casi todos los puntos de [a, b]
son puntos de continuidad aproximativa de la funcio´n f .
Definicio´n B.5. Sea A ∈ LE . Sea f : Rn −→ C una funcio´n medible. Se
dice que x0 ∈ Rn es un punto de A-continuidad aproximativa de la funcio´n f
si existe un conjunto medible E ⊂ Rn, | E |n> 0, tal que x0 es un punto de
A-densidad del conjunto E y adema´s se cumple (B.17).
Es fa´cil ver que dada f : Rn −→ C una funcio´n medible, x0 ∈ Rn es un
punto de continuidad aproximativa (resp. A-continuidad aproximativa) de f si
y solo si el origen es un punto de continuidad aproximativa (resp. A-continuidad
aproximativa) de la funcio´n g(x) := f(x+x0). Adema´s, el origen es un punto de
continuidad aproximativa (resp. A-continuidad aproximativa) de g si y solo si el
origen es un punto de continuidad aproximativa (resp. A-continuidad aproxima-
tiva) de g−g(0). Debido a nuestra discusio´n anterior, sin pe´rdida de generalidad,
podemos suponer que el origen es un punto de continuidad aproximativa (resp.
A-continuidad aproximativa) de f si tenemos que f(0) = 0, de esta manera
pretendemos agilizar la lectura y no perdernos en detalles superfluos.
Ahora veremos propiedades de los puntos de A-continuidad aproximativa de
una funcio´n medible.
Proposicio´n B.23. Sea A ∈ LE. Sean f, g : Rn −→ C funciones medibles. Si
x0 ∈ Rn es un punto de A-continuidad aproximativa de f y de g, entonces son
ciertas las siguientes afirmaciones:
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(i) ∀c ∈ R, el punto x0 es un punto de A-continuidad aproximativa de la
funcio´n cf .
(ii) El punto x0 es un punto de A-continuidad aproximativa de f + g
(iii) El punto x0 es un punto de A-continuidad aproximativa de f · g.
(iv) Si adema´s, g(x0) 6= 0, entonces x0 es un punto de A-continuidad aproxi-
mativa de f/g.
Demostracio´n. La demostracio´n de la afirmacio´n (i) es trivial. Veamos la afir-
macio´n (ii). Como x0 es un punto de A-continuidad aproximativa para f y para
g, entonces ∃Ef , Eg ∈ DA(x0) y adema´s
l´ım
x−→x0
x∈Ef
f(x) = f(x0), l´ım
x−→x0
x∈Eg
g(x) = g(x0). (B.18)
La Proposicio´n B.8 nos dice que x0 es un punto de A-densidad de Ef
⋂
Eg,
entonces de acuerdo con los l´ımites (B.18) tenemos que
l´ım
x−→x0
x∈Ef
T
Eg
(f(x) + g(x)) = l´ım
x−→x0
x∈Ef
T
Eg
f(x) + l´ım
x−→x0
x∈Ef
T
Eg
g(x)
= f(x0) + g(x0).
As´ı, queda finalizada la prueba de la afirmacio´n (ii). Las demostraciones de las
afirmaciones (iii) y (iv) son ana´logas.
Proposicio´n B.24. Sea A ∈ LE y sea C ∈ L invertible. Sea f : Rn −→ C una
funcio´n medible. Entonces el origen es un punto de A-continuidad aproximativa
de f(·) si y solo si el origen es un punto de A′-continuidad aproximativa de
f ◦ C· donde A′ = C−1AC.
Demostracio´n. ⇒) Como el origen es un punto de A-continuidad aproximativa
de f , ∃E ∈ DA tal que
l´ım
x−→0
x∈E
f(x) = f(0),
o equivalentemente
l´ım
x−→0
x∈C−1E
f(Cx) = f(0).
Si ahora tomamos el conjunto F donde F = C−1E, el Lema B.13 nos dice que
F ∈ DA′ y
l´ım
x−→0
x∈F
f(Cx) = f(0),
es decir, el origen es un punto de A′-continuidad aproximativa de la funcio´n
f ◦ C.
⇐) La demostracio´n es ana´loga al caso anterior.
Una consecuencia inmediata de la Proposicio´n B.24 es la siguiente.
Corolario B.25. Sea A ∈ LE. Sea f : Rn −→ C, funcio´n medible. El origen
es un punto de A-continuidad aproximativa de f(·) si y solo si el origen es un
punto de A-continuidad aproximativa de f ◦A.
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Veamos una caracterizacio´n de cua´ndo el origen es un punto deA-continuidad
de una funcio´n medible.
Teorema B.26. Sea A ∈ LE y sea f : R. −→ C una funcio´n medible tal que
f(0) = 0. Adema´s, sea K ⊂ Rn un conjunto medible tal que existen r1, r2 ∈ R,
0 < r1 < r2 < ∞ tales que Br1 ⊂ K ⊂ Br2 . Las siguientes condiciones son
equivalentes.
(1o) El origen es un punto de A-continuidad aproximativa de la funcio´n
f .
(2o) ∀ε > 0 y para cualquier r > 0
l´ım
j−→∞
| {x ∈ A−jBr : | f(x) |< ε} |n
| A−jBr |n = 1.
(3o) ∀ε > 0 y para cualquier r > 0, ∃j0 ∈ N tal que si j ≥ j0, entonces
| {x ∈ A−jBr : | f(x) |≥ ε} |n
| A−jBr |n < ε.
(4o) ∀ε > 0
l´ım
j−→∞
| {x ∈ A−jK : | f(x) |< ε} |n
| A−jK |n = 1.
(5o) ∀ε > 0, ∃j0 ∈ N tal que si j ≥ j0, entonces
| {x ∈ A−jK : | f(x) |≥ ε} |n
| A−jK |n < ε.
Demostracio´n. El esquema de la prueba sera´ probar primero las implicaciones
(1o) ⇒ (2o) ⇒ (3o) ⇒ (1o) y una vez lo hayamos hecho, observar que la prueba
de (1o) ⇒ (4o) ⇒ (5o) ⇒ (1o) es ana´loga.
Empecemos probando la implicacio´n (1o) ⇒ (2o). Como el origen es un punto
de A-continuidad aproximativa de la funcio´n f , primero sabemos que ∃E ∈ DA,
es decir, si fijamos r > 0 y tomamos un ε1 > 0 ∃j1 ∈ N tal que si j ≥ j1,
tenemos que
1− | E
⋂
A−jBr |n
| A−jBr + x0 |n < ε1,
y segundo, que adema´s se verifica la condicio´n (B.17) para este conjunto E.
Entonces, dado ε > 0 ∃δ > 0 tal que si ‖ x ‖< δ y x ∈ E, tenemos que
| f(x) |< ε.
Por otro lado, como A es una aplicacio´n expansiva, ∃j2 ∈ N tal que si j ≥ j2,
se cumple que A−jBr ⊂ Bδ.
Sea j0 = ma´x{j1, j2}, entonces si j > j0 tenemos que
ε1 > 1− | E
⋂
A−jBr |n
| A−jBr |n
= 1− | {x ∈ E
⋂
A−jBr : | f(x) |< ε} |n
| A−jBr |n
≥ 1− | {x ∈ A
−jBr : | f(x) |< ε} |n
| A−jBr |n .
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De esta manera podemos concluir que ∀ε > 0 y para cualquier r > 0,
l´ım
j−→∞
| {x ∈ A−jBr : | f(x) |< ε} |n
| A−jBr |n = 1.
La prueba de la implicacio´n (2o) ⇒ (3o) es trivial.
Vamos a probar la implicacio´n (3o) ⇒ (1o). Desde la condicio´n (3o), dado
εk = 2−k−1, k = 1, 2, 3..., ∃jk ∈ N, jk > jk−1, tal que si j ≥ jk se cumple
| {x ∈ A−jB1 : | f(x) |≥ 2−k−1} |n
| A−jB1 |n ≤
1
2k+1
. (B.19)
De esta manera obtenemos una sucesio´n estrictamente creciente {jk}∞k=1 ⊂ N.
Para cada k = 1, 2, ... definimos los conjuntos
Gk = {x ∈ A−jkB1 : | f(x) |≥ 2−k−1}.
Veamos una observacio´n sobre los conjuntos Gk.
Observacio´n B.27. Sea k ∈ {1, 2, 3...} y sea j ∈ N tal que jk ≤ j < jk+1,
entonces
[(
k⋃
l=1
Gl)
⋂
A−jB1] ⊂ {x ∈ A−jB1 : | f(x) |≥ 2−k−1}.
Definimos el conjunto
E = B1 \
∞⋃
k=1
Gk.
Comprobamos que el conjunto E no tiene medida nula. Para ello calculamos
| E |n
| B1 |n =
| B1 \
⋃∞
k=1Gk |n
| B1 |n ≥ 1−
∞∑
k=1
| Gk |n
| B1 |n
≥ 1−
∞∑
k=1
| Gk |n
| A−jkB1 |n ≥ 1−
∞∑
k=1
1
2k+1
=
1
2
,
donde la segunda desigualdad es cierta ya que dA > 1, y la u´ltima desigualdad
se sigue desde (B.19). De esta manera, | E |n≥ 12 | B1 |n> 0.
Continuamos con la demostracio´n del teorema.
Afirmamos que E ∈ DA, y para comprobarlo, por la Proposicio´n B.7, es
suficiente con verificar que se cumple la condicio´n (B.4) para r = 1. Empezamos
tomando j0 ∈ N tal que si j ≥ j0, se cumple que A−jB1 ⊂ B1. Este j0 existe
ya que A es una aplicacio´n expansiva.
Sea j ∈ N, j ≥ ma´x{j0, j1}, entonces ∃k ∈ {1, 2, 3...} tal que jk ≤ j < jk+1.
Hallamos
| Ec⋂A−jB1 |n
| A−jB1 |n =
| (B1 \
⋃∞
l=1Gl)
c
⋂
A−jB1 |n
| A−jB1 |n
≤ | (
⋃∞
l=1Gl)
⋂
A−jB1 |n
| A−jB1 |n
≤ | (
⋃k
l=1Gl)
⋂
A−jB1 |n
| A−jB1 |n +
| (⋃∞l=k+1Gl)⋂A−jB1 |n
| A−jB1 |n .
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As´ı, desde la Observacio´n B.27 es cierto que
| Ec⋂A−jB1 |n
| A−jB1 |n ≤
| {x ∈ A−jB1 : | f(x) |≥ 2−k−1} |n
| A−jB1 |n +
∞∑
l=k+1
| Gjl |n
| A−jB1 |n .
≤ | {x ∈ A
−jB1 : | f(x) |≥ 2−k−1} |n
| A−jB1 |n +
∞∑
l=k+1
| Gjl |n
| A−jlB1 |n ,
donde la segunda desigualdad es cierta ya que dA > 1 y j < jk+1 < jk+2 < ....
Finalmente, por la expresio´n (B.19) obtenemos
| Ec⋂A−jB1 |n
| A−jB1 |n ≤
∞∑
l=k
2−l−1,
y de esta manera, podemos concluir que
l´ım
j−→∞
| Ec⋂A−jB1 |n
| A−jB1 |n = 0,
es decir, se verifica la condicio´n (B.4) para r = 1.
Para finalizar la prueba, todav´ıa nos falta comprobar que se cumple
l´ım
x−→0
x∈E
f(x) = f(0) = 0,
es decir,
∀ε > 0,∃δ > 0 tal que si ‖ x ‖< δ y x ∈ E, entonces | f(x) |< ε. (B.20)
Sea ε > 0, buscamos δ > 0 con el que se cumpla (B.20). Para ello tomamos
k0 ∈ {1, 2, 3, ..} tal que 2−k0−1 < ε. Como A : Rn −→ Rn es una aplicacio´n
lineal y biyectiva, entonces ∃δ > 0 tal que Bδ ⊂ A−jk0B1. Para este δ > 0, como
E = B1 \
⋃∞
k=1Gk, con
Gk = {x ∈ A−jkB1 : | f(x) |≥ 2−k−1},
tenemos que si ‖ x ‖< δ y x ∈ E, entonces | f(x) |< 2−k0−1 < ε.
Las siguientes proposiciones nos relacionan la condicio´n de que el origen sea
un punto de A-continuidad aproximativa de una funcio´n medible f , con el l´ımite
en c.t.p. de una sucesio´n de funciones dilatadas adecuadamente a partir de f .
Concretamente tenemos los siguientes resultados.
Proposicio´n B.28. Sea A ∈ LE. Sea f : Rn −→ C una funcio´n medible tal
que f(0) = 0. Si
l´ım
j−→∞
f(A−jx) = 0 para c.t. x ∈ Rn,
entonces el origen es un punto de A-continuidad aproximativa de la funcio´n f .
Para la demostracio´n de esta proposicio´n necesitamos el siguiente lema te´cnico.
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Lema B.29. Sea A ∈ LE y sea f : Rn −→ C una funcio´n medible. Entonces
∀ε > 0, para cualquier r > 0 y para cualquier j ∈ N tenemos
| {x ∈ Br :| f(A−jx) |< ε} |n= djA | {x ∈ A−jBr :| f(x) |< ε} |n .
Demostracio´n. Sean ε > 0, r > 0 y j ∈ N fijos. Si hacemos el cambio de variable
A−jx = y es cierto
| {x ∈ Br : | f(A−jx) |< ε} |n =
∫
{x∈Br : |f(A−jx)|<ε}
dx
= djA
∫
{y∈A−jBr : |f(y)|<ε}
dy
= djA | {x ∈ A−jBr : | f(x) |< ε} |n .
Demostracio´n de la Proposicio´n B.28. Fijamos ε > 0. Para cada j ∈ N
definimos el siguiente conjunto
F εj = {x ∈ B1 : | f(A−jx) |< ε}
y para cada N ∈ N definimos
EεN =
⋂
j≥N
F εj .
De esta forma el conjunto EεN representa, para ε y N fijos, el conjunto de todos
los puntos x ∈ B1 para los cuales | f(A−jx) |< ε cualquiera que sea j ≥ N .
Esta´ claro, desde la definicio´n de los conjuntos EεN que para ε > 0 fijo,
tenemos que
Eε1 ⊂ Eε2 ⊂ · · · ⊂ EεN ⊂ · · ·
entonces, desde la monotonicidad de la medida de Lebesgue,
l´ım
N−→∞
| EεN |n=|
∞⋃
N=1
EεN |n . (B.21)
Por otro lado, podemos afirmar que
| B1 \
∞⋃
N=1
EεN |n= 0, (B.22)
ya que, en caso contrario existir´ıa F ⊂ (B1 \
⋃∞
N=1E
ε
N ) medible con | F |n> 0
y por lo tanto ∀x ∈ F ∀j ∈ N ∃jx ≥ j tal que | f(A−jxx) |≥ ε, es decir, F es
un conjunto de medida positiva tal que
l´ım
j−→∞
f(A−jx) 6= 0 ∀x ∈ F,
con lo que hemos llegado a una contradiccio´n con nuestras hipo´tesis.
Continuemos con la demostracio´n de la proposicio´n.
Como EεN ⊂ B1, el l´ımite (B.21) y la igualdad (B.22) nos dicen que
l´ım
N−→∞
| EεN |n=| B1 |n . (B.23)
150
Adema´s, como EεN ⊂ F εN y F εN ⊂ B1, tenemos que
1 = l´ım inf
N−→∞
| EεN |n
| B1 |n ≤ l´ım infN−→∞
| F εN |n
| B1 |n
= l´ım inf
N−→∞
| {x ∈ B1 : | f(A−Nx) |< ε} |n
| B1 |n .
= l´ım inf
N−→∞
| {x ∈ A−NB1 : | f(x) |< ε} |n
| A−NB1 |n ,
donde la u´ltima igualdad es consecuencia del Lema B.29. De esta manera, hemos
obtenido que se verifica (4o) en el Teorema B.26.
El siguiente ejemplo muestra que la implicacio´n contraria en la Proposicio´n
B.28 no es cierta.
Ejemplo 33. Construimos un conjunto medible E ⊂ R, | E |> 0, tal que el
origen pertenece a E y es un punto de continuidad aproximativa de la funcio´n
χE pero no existe el l´ımj−→∞ χE(2−jx) para ningu´n x ∈ R.
Empezamos tomando, para cada j ∈ {0, 1, 2, ...}, y cada k ∈ {0, ..., 2j − 1},
los siguientes conjuntos
Λ(j)k = (
2j + k
2j
,
2j + k + 1
2j
].
Renombramos los conjuntos Λ(j)k da´ndoles un orden determinado de la siguiente
manera,
Λm = Λ
(j)
k , m = 2
j + k.
Finalmente, definimos el siguiente conjunto
E = E1
⋃
(−E1) donde E1 = [0,∞) \
∞⋃
m=1
2−mΛm.
Es fa´cil ver que dado x ∈ R, no existe l´ımj−→∞ χE(2−jx). Si x ∈ (1, 2], entonces
existen infinitos Λmν tales que x ∈ Λmν , ν ∈ N. Es ma´s, supongamos que
x /∈ Λm si m 6= mν (ν ∈ N). As´ı, desde la definicio´n del conjunto E, tenemos
que
χE(2−mνx) = 1 para todo ν ∈ N,
y
χE(2−mx) = 0 si m 6= mν .
De esta manera, no existe el l´ımj→∞ χE(2−jx).
Despue´s, podemos observar que para cualquier x > 0, se puede encontrar
l ∈ Z tal que 2lx ∈ (1, 2]. As´ı, podemos utilizar el argumento anterior con la
sucesio´n
l +mν : ν = il, il + 1, ...
donde hemos tomado il el nu´mero natural ma´s pequen˜o tal que l + mν > 0 si
ν = il. Cuando x < 0, el razonamiento puede ser ana´logo debido a la simetr´ıa
respecto del origen el conjunto E.
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Por otro lado, vamos a comprobar que el origen es un punto de continuidad
aproximativa de χE . Para ello es suficiente con demostrar que E ∈ D. Sea l ∈ N,
hallamos
| 2lEc
⋂
(−1, 1) | = 2 | 2lEc1
⋂
(0, 1) |= 2 | 2l(
∞⋃
m=1
2−mΛm)
⋂
(0, 1) |
= 2 | (
∞⋃
m=1
2l−mΛm)
⋂
(0, 1) |= 2 | (
∞⋃
m=l+1
2l−mΛm) |,
donde la u´ltima igualdad es cierta ya que Λm ⊂ [1, 2], m ∈ N.
Si escribimos l + 1 = 2j0 + k0 donde j0 ∈ N y k0 ∈ {0, ..., 2j0 − 1}, de esta
manera, recordando el orden que hemos dado a los conjuntos Λm, tenemos que
| 2lEc1
⋂
(0, 1) |
= | (∪2j0−1k=k0 2k0−1−kΛ
(j0)
k )
⋃
(∪∞j=j0+1 ∪2
j−1
k=0 2
2j0+k0−1−2j−kΛ(j)k ) |
≤
2j0−1∑
k=k0
2k0−1−k | Λ(j0)0 | +
∞∑
j=j0+1
22
j0+k0−1−2j (
2j−1∑
k=0
2−k | Λ(j)0 |)
≤ | Λ(j0)0 | +
∞∑
j=j0+1
22
j0+1−1−2j | Λ(j0)0 |≤ 2 | Λ(j0)0 |= 2
1
2j0
.
Entonces
l´ım
l−→∞
| 2lEc1
⋂
(0, 1) |= 0,
y as´ı, desde la condicio´n (iv) de la Proposicio´n B.3 y la Proposicio´n B.6 obtene-
mos que E ∈ D2 = D.
Aunque el ejemplo anterior muestra que la implicacio´n contraria de la Proposi-
cio´n B.28 no se cumple siempre, es cierto el siguiente resultado.
Proposicio´n B.30. Sea A ∈ LE. Sea f : Rn −→ C una funcio´n medible
tal que origen es un punto de A-continuidad aproximativa de la funcio´n f si
tenemos f(0) = 0. Entonces existe una sucesio´n creciente de nu´meros naturales
{jk}∞k=1 ⊂ N, jk+1 > jk, tal que
l´ım
k−→∞
f(A−jkx) = 0 para c.t. x ∈ Rn. (B.24)
Demostracio´n. Al ser el origen un punto de A-continuidad aproximativa de
la funcio´n f si tenemos f(0) = 0, desde la condicio´n (3o) del Teorema B.26
tenemos que, sobre cualquier bola Br con centro cero y radio r, la sucesio´n
de funciones {f(A−jx)}∞j=1 tiende a cero en medida. As´ı, aplicando el Teo-
rema de Egorov, podemos encontrar una subsucesio´n de nu´meros naturales
{j(r)k }k∈N ⊂ {j(r−1)k }k∈N, para cualquier r ∈ N, tal que
l´ım
k−→∞
f(A−j
(r)
k x) = 0 para c.t. x ∈ Br.
Finalmente, usando el me´todo de eleccio´n diagonal de Cantor, obtenemos que
l´ım
k−→∞
f(A−j
(k)
k x) = 0 para c.t. x ∈ Rn.
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Afirmamos que podemos escribir un teorema ana´logo al Teorema B.22, pero
para el caso general de la A-continuidad aproximativa. Para demostrar el resul-
tado, necesitamos otro de los grandes teoremas del ana´lisis que fue demostrado
por N. N. Luzin en 1913.
Teorema de Luzin. Sea f : Rn −→ C una funcio´n medible tal que
| {x ∈ Rn : f(x) 6= 0} |n< ∞. Entonces para cada ε > 0 existe g : Rn −→ C
una funcio´n continua tal que
| {x ∈ Rn : f(x) 6= g(x)} |n< ε.
Teorema B.31. Sea A ∈ LE y sea f : Rn −→ C una funcio´n medible. Entonces
casi todo punto de Rn es un punto de A-continuidad aproximativa de f .
Demostracio´n. Para cada k ∈ Zn, denotamos gk(x) = f(x)χ[0,1]n(x−k). Como,
f(x) =
∑
k∈Zn gk(x), es suficiente con demostrar que se cumple el resultado para
cada gk. Sin pe´rdida de generalidad, lo comprobaremos para g0.
El Teorema de Luzin nos dice que existe una sucesio´n de conjuntos com-
pactos, {Kj}∞j=1 ⊂ [0, 1]n, tal que Kj ⊂ Kj+1, ∀j ∈ {1, 2, ...}, donde todo punto
de Kj es un punto de continuidad de la funcio´n f , y adema´s se verifica que
| [0, 1]n \ (∪∞j=1Kj) |n= 0. El resultado se sigue desde la Proposicio´n B.17, ya
que nos dice que casi todo punto de Kj , j ∈ {1, 2, ...}, es un punto de A-densidad
de Kj .
B.3. Funciones localmente distintas de cero y A-
localmente distintas de cero
Las siguientes definiciones fueron introducidas en [16] para explicar el com-
portamiento de la transformada de Fourier de la funcio´n de escala de un ana´lisis
multirresolucio´n en el origen.
Definicio´n B.6. Una funcio´n medible f : Rn → C se dice que es localmente
distinta de cero en el punto x0 ∈ Rn si para cualquier ε > 0, existe r, 0 < r < 1,
tal que
|{y ∈ Br(x) : f(y) = 0}|n < ε|Br(x)|n.
Toda funcio´n medible f para la que el origen es un punto de continuidad
aproximativa y f(0) 6= 0 es una funcio´n localmente distinta de cero en el origen.
El siguiente ejemplo nos muestra una funcio´n medible localmente distinta de
cero en el origen pero tal que el origen no es un punto de continuidad aproxi-
mativa de esta funcio´n.
Ejemplo 34. Definimos los siguientes conjuntos en R,
E1 =
∞⋃
j=0
2−2
j
(
1
2
, 1], y E = Rn \ (E1 ∪ (−E1)).
Afirmamos que χE es localmente distinta de cero en el origen. Para comprobarlo,
sea {Brj}j∈N una sucesio´n de intervalos centrados en el origen y con radio
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rj = 2−2
j−1. Entonces, dado j ∈ N, hallamos
| Ec ∩ 2−2j−1(−1, 1) |
| 2−2j−1(−1, 1) | =
| Ec1 ∩ 2−2
j−1(0, 1) |
| 2−2j−1(0, 1) |
≤ | [0, 2
−2j+1 ] |
2−2j−1
= 2−2
j+1.
De esta manera, dado ε > 0, si tomamos in intervalo centrado en el origen y
con radio rj = 2−2
j−1, donde j ∈ N es tal que 2−2j+1 < ε, tenemos que
|{x ∈ Brj : χE(x) = 0}| =| 2−2
j−1(−1, 1) ∩ Ec |≤ 2−2j+1 < ε.
Por otro lado, para probar que el origen no es un punto de continuidad
aproximativa de χE , es suficiente observar que el origen pertenece a E y que
E /∈ D. Para ver esto u´ltimo, tomamos {Brj}j∈N una sucesio´n de intervalos
centrados en el origen y con radios rj = 2−2
j
,y dado j ∈ N, hallamos
| Ec ∩ 2−2j (−1, 1) |
| 2−2j (−1, 1) | =
| Ec1 ∩ 2−2
j
(0, 1) |
| 2−2j (0, 1) |
≥ | 2
−2j [ 12 , 1] |
2−2j
=
1
2
.
Definicio´n B.7. Sea A ∈ LE . Una funcio´n medible f : Rn → C se dice que es
A−localmente distinta de cero en el punto x0 ∈ Rn si para cualquier ε > 0 y
para cualquier r > 0 existe j ∈ N tal que
|{y ∈ A−jBr + x0 : f(y) = 0}|n < ε|A−jBr + x0|n. (B.25)
Toda funcio´n medible f para la que el origen es un punto de A-continuidad
aproximativa y f(0) 6= 0 es una funcio´n A-localmente distinta de cero en el
origen.
La siguiente proposicio´n nos muestra que comprobar que se cumple la condi-
cio´n (B.25) en vez de para toda las bolas, para un conjunto con ciertas propiedades
es suficiente para asegurar que nuestra funcio´n es A-localmente disitinta de cero
en el punto x0 ∈ Rn. Adema´s, no daremos aqu´ı su demostracio´n porque es
ana´loga a la de la Proposicio´n B.7.
Proposicio´n B.32. Sea A ∈ LE y sea K ⊂ Rn un conjunto medible tal que
existen r1, r2 ∈ R, 0 < r1 < r2 < ∞ tal que Br1 ⊂ K ⊂ Br2 . Adema´s, sea una
funcio´n medible f : Rn → C tal que en el punto x0 ∈ Rn, para cualquier ε > 0
existe j ∈ N tal que
|{y ∈ A−jK + x0 : f(y) = 0}|n < ε|A−jK + x0|n.
Entonces f es A-localmente distinta de cero en el punto x0.
Veremos otra propiedad cuya demostracio´n es ana´loga a la prueba del Lema
B.13.
Proposicio´n B.33. Sea A ∈ LE y sea f : Rn → C una funcio´n medible A-
localmente distinta de cero en el origen. Adema´s, supongamos que C ∈ L tal
que dC > 0. Entonces f ◦C es C−1AC-locamente distinta de cero en el origen.
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El siguiente ejemplo nos muestra una funcio´n medible A-localmente distin-
ta de cero en el origen pero que el origen no es un punto de A-continuidad
aproximativa de esta funcio´n.
Ejemplo 35. Sea A ∈ LE . Empezamos tomando el conjunto F = ⋃∞j=0A−jB1.
Observar que F satisface que A−1F ⊂ F , y desde aqu´ı, no es dif´ıcil comprobar
que los conjuntos Sj = A−jF \ A−j−1F , j = {0, 1, ...}, son disjuntos. Adema´s,
se tiene que | Sj |> 0, j = {0, 1, ...}, ya que en caso contrario tene- mos
una contradiccio´n con la hipo´tesis de que A es expansiva. Por u´ltimo, ver que⋃∞
j=0 Sj = F (Para ma´s detalles mirar la demostracio´n de la Proposicio´n 2.8 en
el Cap´ıtulo 2).
Definimos los siguientes conjuntos
E1 =
∞⋃
l=0
S2l (=
∞⋃
l=0
A−2
l
S0), E = (Rn \ E1)
⋃
{0}.
Afirmamos que la funcio´n χE es A-localmente distinta de cero en el origen. Para
comprobarlo, de acuerdo con las propiedades de los conjuntos Sl que hemos
mencionado ma´s arriba, dado j ∈ N, hallamos
| Ec⋂A−2j−1B1 |n
| A−2j−1B1 |n =
| A2j+1E1
⋂
B1 |n
| B1 |n
≤ | A
2j+1(
⋃∞
l=0A
−2lS0)
⋂
F |n
| B1 |n
=
| (⋃∞l=j+1A−2lS0) |n
| B1 |n =
| S0 |n
| B1 |n
∞∑
l=j+1
d−2
l
A .
Adema´s, como por hipo´tesis tenemos que dA > 1, la serie
∑∞
l=0 d
−2l
A es conver-
gente, y por lo tanto, dado ε > 0 existe un nu´mero natural jε = 2j + 1, donde
j ∈ N, tal que ∑∞l=j+1 d−2lA < ε |B1|n|S0|n . Finalmente, desde la Proposicio´n B.32
con K = B1, concluimos que nuestra afirmacio´n es cierta.
Ver que el origen no es un punto de A-continuidad aproximativa de χE se
sigue si observamos que el origen pertenece a E y que E /∈ DA. As´ı, para probar
esto u´ltimo, dado j ∈ N, hallamos
| A2jEc
⋂
F |n = | A2jE1
⋂
F |n=| (A2j
∞⋃
l=0
A−2
l
S0)
⋂
F |n
≥ | S0
⋂
F |n=| S0 |n> 0,
donde el desarrollo anterior es cierto de acuerdo con las propiedades que hemos
enunciado ma´s arriba sobre de los conjuntos F y Sl, l = 0, 1, .... As´ı, finalmente,
desde la Proposicio´n B.7 tenemos que nuestra afirmacio´n es cierta.
El siguiente resultado nos muestra una propiedad de las funcionesA-localmente
distintas de cero en el origen.
Proposicio´n B.34. Sea A ∈ LE y sea f : Rn → C una funcio´n medible y
A-localmente distinta de cero en el origen. Entonces existe una sucesio´n estric-
tamente creciente de nu´meros naturales {jk}∞k=1 ⊂ N, jk > jk−1, tal que para
c.t. x ∈ Rn, existe k0 ∈ N tal que si k ≥ k0, tenemos que
f(A−jkx) 6= 0. (B.26)
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Demostracio´n. Como la funcio´n f es A-localmente distinta de cero en el origen,
tenemos que para k = 1, 2, 3, ... y εk = 2−k | Bk |−1n , ∃jk ∈ N, jk > jk−1, tal
que
| {x ∈ A−jkBk : f(x) = 0} |n< 2−k | Bk |−1n | A−jkBk |n, (B.27)
o equivalentemente, segu´n el Lema B.29,
| {x ∈ Bk : f(A−jkx) = 0} |n< 2−k.
Obse´rvese que ciertamente, tenemos que jk+1 > jk porque si
ı´nf
0≤j≤jk
| {x ∈ A−jBk : f(x) = 0} |n
| A−jBk |n < 2
−k | Bk |−1n = 0,
entonces el soporte de la funcio´n f contiene (en casi todo punto) un entorno
abierto del origen y por lo tanto podemos escoger jk+1 > jk. Por otro lado, si
ı´nf
0≤j≤jk
| {x ∈ A−jBk : f(x) = 0} |n
| A−jBk |n < 2
−k | Bk |−1n = C > 0,
podemos tomar εk+1, 0 < εk+1 < ı´nf{C, 2−k−1 | Bk+1 |−1n }, y entonces, desde la
definicio´n de A-localmente distinta de cero en el origen, existe jk+1, jk+1 > jk,
que satisface (B.27).
Veamos que para c.t. x ∈ Rn ∃k0 ∈ N tal que si k ≥ k0,
f(A−jkx) 6= 0. (B.28)
Dado N ∈ N, sean
FN =
∞⋃
k=N
{x ∈ Bk : f(A−jkx) = 0}, E =
⋂
N≥1
FN .
Como
F1 ⊃ F2 ⊃ · · · ⊃ FN ⊃ · · ·,
por la monotonicidad de la medida de Lebesgue, l´ımN−→∞ | FN |n=| E |n.
Adema´s, esta´ claro que dado N ∈ N tenemos que
| FN |n≤
∞∑
k=N
2−k = 2−N+1,
de donde se desprende que l´ımN−→∞ | FN |n= 0, con lo que | E |n= 0.
Nos falta probar que tenemos la relacio´n (B.24) para todos los puntos del
conjunto Rn \ E.
Sea y ∈ Rn \ E, entonces existe un N0 ∈ N tal que y /∈ FN0 , en otras
palabras,
y /∈ {x ∈ Bk : f(A−jkx) = 0}
para todo k ≥ N0, y en consecuencia
f(A−jky) 6= 0, si k ≥ N0.
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