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We present a class of graphs whose adjacencymatrices are nonsin-
gular with integral inverses, denoted h-graphs. For the h-graph G
with adjacency matrix M, we consider the problem of identifying
exactly when M−1 is signature-similar to the adjacency matrix of
another h-graph,G+.When this holds,G+ is a type of graph-inverse
of G, which is known as the dual of G. We present necessary and
sufﬁcient conditions for the existence of G+. As an application,
we provide a characterization of all dual pairs G and G+ where
both graphs are unicyclic. This characterization allows us to identify
those h-graphs G that are unicyclic and self-dual.
© 2009 Elsevier Inc. All rights reserved.
1. Preliminaries
1.1. Graphs and partial orders
For the course of this work, we will consider only simple graphs (graphs with no loops or multiple
edges). As well, we will assume that every directed graph (digraph) is loop-free and contains no
multiple arcs. We say that the graphs G and H are isomorphic (G∼=H) if one can be obtained by
relabeling the vertices of the other. In a simple graph, xy denotes the undirected edge with endpoints
x and y. In a digraph, x → y(x y) denotes a directed arc (directed path) with initial vertex x and
terminal vertex y. A digraph is acyclic if it contains no directed cycles. A directed tree (forest) is a
digraph whose underlying undirected graph is a tree (forest).
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A poset is a set X together with a partial order  on X . A covering pair (cover) in a poset is a pair
x ≺ ywhere no element z satisﬁes x ≺ z ≺ y. A poset is uniquely determined by its covers. The Hasse
diagram of a poset is the digraph on X that has x → y if and only if x ≺ y is a covering pair. An interval
in a poset is a subset of the form
[x, y] = {z : x z y} .
Let D be an acyclic digraph on vertices {αi}. The digraph D induces a partial order on its vertices:
αi ≺ αj if and only if there is a directed path αiαj . If αi ≺ αj is a cover in this partial order, there
must be an arc αi → αj , which we refer to as a covering arc. We deﬁne the digraph Γ (D) to be the
subgraph of D that includes only the covering arcs. We note that Γ (D) is the Hasse diagram of the
partial order induced by D; thus there is a directed path αiαj in D if and only if there is a directed
pathαiαj inΓ (D). The directed intervalD[i, j] is the induced subgraph ofD on the vertex set [αi,αj].
We say that D is a directed interval if there are vertices αi and αj such that D = D[i, j].
1.2. Perfect matchings and bipartite graphs
Amatching in a graph G is a collection of non-incident edges. A perfect matching is a matching that
covers the vertices of G. We say that the graph G has a unique perfect matching if G contains exactly one
such collection of edges. If G is bipartite with a unique perfect matching we refer to G as an h-graph. In
an h-graph, we will refer to the edges in the unique perfect matching asmatched edges. An alternating
path in an h-graph is a path whose ﬁrst, last, and every second edge is matched.
Theorem 1.1 appears in [7], where it is shown via a proof by induction.
Theorem 1.1. Let G be a graph; then G is an h-graph if and only if the adjacency matrix of G can be
expressed as
MG =
[
0 B
BT 0
]
,
where B is a lower-triangular, square (0, 1)-matrix with every diagonal entry equal to 1.
The problem of deﬁning graph-inverses is this: given a graph G with adjacency matrix M, can we
associateM−1 (in someway)with another graph? Various potential deﬁnitions of graph-inverses have
appeared (see, for example, [2–5]). A desirable characteristic of graph-inverses is the following: Let G
and H be graphs with adjacency matricesM and N. If H can be deﬁned to be the graph-inverse of G (in
some way), we might expect that whenever λ is an eigenvalue of M, 1/λ is an eigenvalue of N. This
actually implies that the determinants ofM and N are both±1; the eigenvaluesM and N are algebraic
integers whose inverses are also algebraic integers and so the constant terms in their characteristic
polynomials are ±1.
The class of h-graphs is of great interest in research on graph-inverses. In addition to being simply
deﬁned andpossessed of great variety, Theorem1.1 implies that ifG is an h-graph, thendet(MG) = ±1.
Thus, if G is an h-graph, it is at least possible to deﬁne a graph-inverse of G with the above property.
In quantum chemistry, a graph known as the Hückel graph is used to model the molecular orbital
energies of a hydrocarbon. Although this is not true of the generalHückel graph, under certain “normal”
conditions, it is reasonable to assume that a given Hückel graph is bipartite and has a unique perfect
matching [9]. This is one of the original motives for considering h-graphs.
These graphs appear in [5], where the question of identifying graphs with adjacency matrices
whose inverses are signature-similar to (0, 1)-matrices is initially raised. Two well-known examples
are nonsingular trees and coronas of bipartite graphs; see [1,2,5,6,7] and Theorems 3.1 and 3.2. Our
goal is to produce similar results that concern wider classes of graphs.
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1.3. Digraphs and alternating paths
LetG be an h-graph on n vertices. Evidently, nmust be an even integer, say n = 2m, and the bipartite
classes must have the same order,m. To assist in the analysis of the h-graph G, we deﬁne a digraph and
two matrices associated with G. Let G be an h-graph with adjacency matrix
MG =
[
0 B
BT 0
]
expressed as in Theorem 1.1. We deﬁne BG = B and NG = B − I. Then, NG is a strictly lower-triangular
(0,1)-matrix of order m. So, NG is the adjacency matrix of an acyclic digraph on m vertices, which we
label DG . We refer to DG as the digraph associated with G.
The deﬁnition ofDG may seem dependent on the expression of the adjacencymatrix of the h-graph
G, but the next proposition shows that the essential structure of DG is uniquely determined by G.
Proposition 1.2. Let G be a connected h-graph and let
M1 =
[
0 B1
BT1 0
]
and M2 =
[
0 B2
BT2 0
]
be representations of the adjacencymatrix of G as in Theorem1.1. Let the digraphsD1 andD2 have adjacency
matrices N1 = B1 − I and N2 = B2 − I, respectively. Then D2 ∼=D1 or D2 ∼=DR1, where DR1 is obtained by
reversing the orientation of every arc in D1.
Proof. Let {xi} and {yi} be labellings of the vertices of G that produceM1 andM2, respectively. Since G
is bipartite and connected, its vertex set has a unique partition into a pair of collections of non-adjacent
vertices. We note that
{x1, . . . , xm} ∪ {xm+1, . . . , x2m} and {y1, . . . , ym} ∪ {ym+1, . . . , y2m}
are both partitions of this type and so it must be that either
{x1, . . . , xm} = {y1, . . . , ym} and {xm+1, . . . , x2m} = {ym+1, . . . , y2m} ,
or {x1, . . . , xm} = {ym+1, . . . , y2m} and {xm+1, . . . , x2m} = {y1, . . . , ym} .
Thus, if P is a permutation matrix such thatM2 = PTM1P then the above implies that
P =
[
P1 0
0 P2
]
or P =
[
0 Q1
Q2 0
]
,
where the nonzero submatrices are permutation matrices. Thus, the matrix B2 is permutation-similar
to one of B1 or B
T
1. We note that if the digraph D has adjacencymatrix N, then the digraph D
R, obtained
by reversing the orientation of every arc in D, has adjacency matrix NT . 
An induced subgraphD′ of a digraphD is aweakly connected component if its underlying undirected
graph is a connected component of the underlying undirected graph associated with D. In light of
Proposition 1.2, we will say that two digraphs are equivalent if one can be obtained from the other by
reversing the orientation of every directed arc in one or more of its weakly connected components.
Proposition 1.3. Let G be an h-graph on 2m vertices with adjacency matrix
MG =
[
0 B
BT 0
]
as in Theorem 1.1. Let the bipartition of G be
{ui} ∪ {vj},
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where ui is indexed by row/column i and vj is indexed by row/column j + m in the matrix MG. Let D = DG
be the digraph associated with G. Label the vertices of DG as αk. Then,
1. the unique perfect matching of G is {ukvk};
2. for i /= j, there is a directed arc αi → αj in D if and only if there is an edge uivj in G; and
3. for i /= j, there is a directed path αiαj in D if and only if there is an alternating path with
endpoints vi and uj in G.
Proof. There is an edge uivj in G if and only if Bij = 1. Since B has nonzero diagonal, for every k the
edge vkuk is in G; thus the collection {ukvk}must be the unique perfect matching in G. Moreover, there
is a directed arc αi → αj in D if and only if Nij = (B − I)ij = 1. So for i /= j there is a directed arc
αi → αj in DG if and only if there is an edge uivj in G. Then we note that the alternating path
v1 − − − u1 −−−− v2 − − − u2 −−−− · · · −−−− vl − − − ul
is present in G if and only if the directed path
α1 −→α2 −→ · · · −→αl
is present in D. (In diagrams of h-graphs we draw the matched edges with dashed lines.) 
Recall that if D is an acyclic digraph, Γ (D) is the Hasse diagram of the partial order induced by D.
If G is an h-graph, we deﬁne ΓG = Γ (DG).
Let G be an h-graph and let D = DG . Let G and D have vertices and adjacency matrices labeled as in
Proposition 1.3. Let D[i, j] be a directed interval in D. We can express the adjacency matrix of D[i, j] as
N′ = C − I, where C is a principal submatrix of BG . We deﬁne the undirected interval G[i, j] to be the
induced subgraph of G with adjacency matrix
M′ =
[
0 C
CT 0
]
We say that G is an undirected interval if D is a directed interval.
Let D[i, j] be a directed interval and G[i, j] be the corresponding undirected interval. Proposition 1.3
implies for any x ∈ G, we have x ∈ G[i, j] if and only if there is an alternating path in Gwith endpoints
vi and uj that contains x.
2. The dual of a graph
2.1. Dual graphs and signature matrices
A signature matrix is a diagonal matrix with every diagonal entry equal to ±1. If S is a signature
matrix, then S = ST = S−1. If A and B are matrices and there is a signature matrix S such that SBS = A
we say that A and B are signature-similar. If S = [sij] is a signature matrix, deﬁne si = sii.
Let X be a nonsingular nonnegative matrix. If X−1 is signature-similar to a nonnegative matrix,
label this nonnegative matrix X+. It is possible that there are multiple signature matrices S such that
SX−1S = X+; however, X+, when it exists, is uniquely determined by X:
X
+
ij =
∣∣∣X−1ij
∣∣∣ .
We use the shorthand X−T to represent (X−1)T and if X+ exists we use X+T to represent (X+)T .
Let G be an h-graph and let B = BG . The adjacency matrix of G is
M =
[
0 B
BT 0
]
.
The matrix B is nonsingular and soM is nonsingular:
M−1 =
[
0 B−T
B−1 0
]
.
In many easily constructible cases,M−1 is a (0,±1)-matrix with signiﬁcantly interesting properties.
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Deﬁnition 2.1. Let G be an h-graph with adjacency matrix M. If M+ exists, it is the adjacency matrix
of another graph.We label this graph G+, the dual of G. If G+ exists and is isomorphic to G, we say that
G is self-dual.
We follow [1] in referring to this particular graph-inverse as the dual. Note that it is not connected
to the dual of a planar graph.
Proposition 2.2. Let G be an h-graph that possesses a dual and let M = MG and B = BG. Let T be a
signature matrix such that M+ = TM−1T . Then
T =
[
S 0
0 S
]
.
That is, the two diagonal blocks in T must be equal.
Proof. The inverse ofM is
M−1 =
[
0 B−T
B−1 0
]
.
Suppose that
T =
[
S 0
0 S′
]
is a signature matrix such that M+ = TM−1T . Then, S′B−1S is a (0, 1)-matrix. The matrix B is lower-
triangular with each diagonal entry equal to 1 and so the same is true of B−1. Thus the diagonal of
S′B−1S is equal to that of S′S. So we must have S′S = I. 
Let G be an h-graph such that G+ exists and let B = BG . Proposition 2.2 implies that B+ exists. Then,
M−1 is signature-similar to
M′ =
[
0 B+T
B+ 0
]
.
This matrix is itself permutation-similar to
M+ =
[
0 B+
B+T 0
]
,
which we take to be the canonical form of the adjacency matrix of G+. Therefore, the h-graph G
possesses a dual if and only if B
+
G exists. When this holds, we note that G
+ is itself an h-graph and
BG+ = B+.
Theorem 2.3 identiﬁes the exact signature matrices that will map B−1 to B+ under conjugation.
Theorem 2.3. Let G be an h-graph, let B = BG , and let Γ = ΓG. If B+ exists, then for any signature
matrix S we have SB−1S = B+ if and only if si = −sj for each covering arc αi → αj in Γ .
Proof. Suppose that SB−1S = B+. We have B = I + N where N is nilpotent and so
B−1 = I − N + N2 + · · · + (−N)m.
Let αi → αj be a covering arc in Γ . Then, Nij = 1 and (Nk)ij = 0 for any k 2. So, B−1ij = −1 and we
must then have B
+
ij = −sisj = 1.
Now, let the signature matrix T be such that ti = −tj whenever there is an arc αi → αj in Γ . Let
the signature matrix S be such that SB−1S = B+. As above, S also has si = −sj whenever there is an
R.M. Tifenbach, S.J. Kirkland / Linear Algebra and its Applications 431 (2009) 792–807 797
arc αi → αj in Γ . So, within a weakly connected component of DG ,D′, we either have ti = si for all
αi ∈ D′ or ti = −si for all αi ∈ D′. In other words, if S′, T ′ and B′ are principal minors of S, T and B
corresponding to a connected component of G, then T ′ = ±S′ and so
T ′(B′)−1T ′ = (±S′)(B′)−1(±S′) = S′(B′)−1S′.
Thus, we can express TB−1T as the following direct sum of matrices associated with connected
components of G:
TB−1T = ⊕
G′
T ′(B′)−1T ′ = ⊕
G′
S′(B′)−1S′ = SB−1S = B+,
where G′ ranges over connected components of G. 
2.2. The structure of dual graphs
Theorems 2.5 and 2.6 are our main results. In Theorem 2.5 we see that if we could identify a priori
the h-graph G as possessing a dual, we could build G+ by simply replacing every undirected interval
in G with its dual. Then, Theorem 2.6, identiﬁes exactly when this process will construct a valid dual
for a given h-graph.
Thus, the question of identifying those h-graphs that possess duals can be reduced to that of
identifying the undirected intervals that possess duals.
We will use Theorem 2.4 in the proof of Theorem 2.5; it shows that an h-graph and its dual are
constructed out of a common “skeleton.”
Theorem 2.4. Let G be an h-graph and let G+ be the dual of G. Then, ΓG ∼=ΓG+ .
Proof. Let B = BG and let signature matrix S be such that B+ = SB−1S. Then, N = B − I and N+ =
B+ − I are the adjacency matrices of D = DG and D+ = DG+ respectively. So we have
I + N+ = S
⎛
⎝I + ∑
m 1
(−N)m
⎞
⎠ S.
From this we observe that if there is an arc αi → αj in D+, then N+ij /= 0 and so there must be a
directed path αiαj in D. Therefore, if there is a directed path αiαj in D+ of length k, then there
is a directed path αiαj in D of length at least k.
Now, suppose there is a covering arc αi → αj in D. Then Nij = 1 and (Nm)ij = 0 for m 2, so we
must have N
+
ij = 1. Thus there is an arc αi → αj in D+. Then, if there were any directed paths αiαj
inD+ with length greater than 1, the previous observationwould imply that therewere directed paths
αiαj with length greater than 1. This is a contradiction, as the arc was assumed to be a cover. So,
whenever there is a covering arc αi → αj in D, there is a covering arc αi → αj in D+.
We have shown that ΓG is isomorphic to a subgraph of ΓG+ via the isomorphism αi 	→ αi; then we
simply note that G++ = G to see that in fact ΓG+ ∼=ΓG . 
Theorem 2.5. Let G be an h-graph and let G+ be the dual of G. If G[i, j] is an undirected interval in
G, then G[i, j] possesses a dual. Moreover, the dual of G[i, j] is the corresponding undirected interval
G+[i, j] in G+.
Proof. Let D = DG and B = BG . Let D[i, j] be a directed interval and let G[i, j] be the corresponding
undirected interval. Let X1 be the vertices αk ∈ D such that there is a path αiαk but no paths
αkαj; let X2 be those vertices αl for which there are no directed paths αiαl . Then, we can
express B as
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B =
⎡
⎣B1 0 0∗ C 0
∗ ∗ B2
⎤
⎦ ,
where N′ = C − I is the adjacency matrix of D[i, j] and B1 − I and B2 − I are the adjacency matrices
of the induced subgraphs on vertex sets X1 and X2. Then we see that
B+ =
⎡
⎢⎣B
+
1 0 0∗ C+ 0
∗ ∗ B+2
⎤
⎥⎦ .
Since C = BG[i,j], the undirected interval G[i, j] possesses a dual which is an induced subgraph of G+.
Via Theorem 2.4, we see that since G[i, j] is an undirected interval, G[i, j]+ must be as well. And the
structure of B+ (above) shows that G[i, j]+ is in fact the undirected interval in G+ on the vertices x
that are contained in directed paths from vi to uj . 
Theorem 2.6. Let G be an h-graph. Then G possesses a dual, G+, if and only if both of the following
conditions hold:
1. Each nonempty undirected interval G[i, j] in G possesses a dual.
2. The digraph ΓG is bipartite.
Proof. Let B = BG ,D = DG and Γ = ΓG .
Suppose that G+ is the dual of G. Then Theorem 2.5 shows that every undirected interval in G has
a dual. Let S be such that SB−1S = B+. By Theorem 2.3, whenever there is a covering arc αi → αj in
Γ we have si = −sj . Thus,
{αi : si = 1} ∪ {αj : sj = −1}
is a bipartition of Γ .
For the reverse implication, we proceed by induction on the order of G. The smallest possible h-
graph G consists of two vertices joined by an edge. This graph satisﬁes both conditions and we have
B = B−1 = [1]; this graph possesses a dual.
So, assume that the h-graph G satisﬁes conditions 1 and 2. Assume that every h-graph on strictly
fewer vertices that satisﬁes conditions 1 and 2 possesses a dual. IfG is disconnected, then its connected
components possess duals by the inductive hypothesis. If G is an undirected interval, it possesses a
dual by assumption. So, we can assume that G is connected and is not an undirected interval.
The acyclic digraph D is not an interval and so must contain at least three vertices that have in- or
out-degree equal to 0. Possibly by reversing the orientation of the arcs in D, we assume that α1 and α2
have out-degree 0. Let X0 be the collection of vertices αi such that there are no directed paths αiα1.
Note that X0 is nonempty: it contains α2. Let X1 contain every vertex αj /= α1 such that there is a
directed path αjα1. There can be no directed paths X0 X1 in D and so we can draw the digraph
as
Then X1 is nonempty, otherwise G would be disconnected. So, we can express B as
B =
⎡
⎣1 0 00 C0 0
x A C1
⎤
⎦ ,
whereN0 = C0 − I is the adjacencymatrix of X0,N1 = C1 − I is the adjacencymatrix of X1. Now,Γ =
ΓG is bipartite, so let S be the signaturematrix that has s1 = −1 and si = −sj wheneverαi → αj ∈ Γ .
Then, we express S as a block decomposition corresponding to X0 and X1:
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S =
⎡
⎣−1 0 00 T0 0
0 0 T1
⎤
⎦ .
Calculation shows that
B−1 =
⎡
⎢⎣
1 0 0
0 C
−1
0 0
−C−11 x −C−11 AC−10 C−11
⎤
⎥⎦ .
Let G1 and G0 be the subgraphs of G such that their respective associated acyclic digraphs are
D1 = X1−→α1
and D0 = X1−→X0.
These graphs are strict subgraphs of G, every undirected interval in either of them is an undirected
interval in G, and their Γ -digraphs, Γ1 and Γ0, are bipartite subgraphs of ΓG . By induction, G1 and G0
possess duals.
The principal submatrices of S that correspond to G1 and G0 satisfy Theorem 2.3. This implies that
these matrices map the corresponding principal submatrices of B to (0, 1)-matrices via conjugation.
i.e.,
B
+
1 =
[−1 0
0 T1
] [
1 0
−C−11 x C−11
] [−1 0
0 T1
]
=
[
1 0
T1C
−1
1 x T1C
−1
1 T1
]
and
B
+
0 =
[
T0 0
0 T1
] [
C
−1
0 0
−C−11 AC−10 C−11
] [
T0 0
0 T1
]
=
[
T0C
−1
0 T0 0
−T1C−11 AC−10 T0 T1C−11 T1
]
are both (0, 1)-matrices. Therefore, B+ exists, since
SB−1S =
⎡
⎢⎣
1 0 0
0 T0C
−1
0 T0 0
T1C
−1
1 x −T1C−11 AC−10 T0 T1C−11 T1
⎤
⎥⎦ ,
and each block in SB−1S is a block in B+1 or B+0 . 
3. Examples of dual graphs
Theorems 3.1 and 3.2 are the results of multiple pieces of research into duals of graphs. Slightly
different formulations (and their proofs) can be found in [1,2,6,7]. These two results are quite striking
and clear; our work is an attempt to ﬁnd wider classes of invertible graphs that include nonsingular
trees and coronas of bipartite graphs.
Let X be a graph. The corona of X , C(X), is obtained by adding a single degree 1 neighbour to every
vertex in G.
Theorem 3.1. LetX beabipartitegraph.ThenG = C(X) is anh-graph,G+ exists andG+ ∼= G.Moreover,
if G is any h-graph, then G is the corona of a bipartite graph if and only if there are no directed paths
in DG with length greater than or equal to 2.
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Theorem 3.2. Let G be a tree. Then, G has nonsingular adjacency matrix if and only if G is an h-graph.
If G is a tree and an h-graph, then G+ exists and G is isomorphic to a subgraph of G+. Moreover, the
following are equivalent:
1. The h-graph G is the corona of a tree.
2. The h-graph G and its dual are both trees.
3. The h-graph G is a tree and is isomorphic to G+.
Example 3.3. We present the dual of a path. Let Pn be the path of length n. When n is odd, Pn is an
h-graph, as we can express the adjacency matrix of Pn as
M =
[
0 B
BT 0
]
where B =
⎡
⎢⎢⎢⎢⎢⎣
1
1
. . .
. . .
. . .
1 1
⎤
⎥⎥⎥⎥⎥⎦ .
(Every unspeciﬁed entry in B is 0). We calculate
B−1 =
⎡
⎢⎢⎢⎢⎢⎣
1
−1 . . .
...
. . .
. . .
(−1)i+j · · · −1 1
⎤
⎥⎥⎥⎥⎥⎦ = S
⎡
⎢⎢⎢⎢⎢⎣
1
1
. . .
...
. . .
. . .
1 · · · 1 1
⎤
⎥⎥⎥⎥⎥⎦ S,
where si = (−1)i. So, P+n is the h-graph on the vertex set {ui} ∪ {vj} with vertices ui and vj adjacent
if and only if i j. We show P+7 as an example.
Example 3.4. The h-graph H1 and its dual will appear in our examination of unicyclic dual graphs.
We have
BH1 = B =
⎡
⎢⎢⎣
1 0 0 0
1 1 0 0
0 1 1 0
0 1 1 1
⎤
⎥⎥⎦ .
We calculate
B−1 =
⎡
⎢⎢⎣
1 0 0 0
−1 1 0 0
1 −1 1 0
0 0 −1 1
⎤
⎥⎥⎦
=
⎡
⎢⎢⎣
−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1
⎤
⎥⎥⎦
⎡
⎢⎢⎣
1 0 0 0
1 1 0 0
1 1 1 0
0 0 1 1
⎤
⎥⎥⎦
⎡
⎢⎢⎣
−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1
⎤
⎥⎥⎦ .
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So we have
and we note that H
+
1 is isomorphic to H1.
4. Unicyclic h-graphs and their duals
In [1], a complete characterization of unicyclic h-graphs that possess duals is presented. This char-
acterization does not include the structure or characteristics of the duals of the graphs in question; it
identiﬁesnecessary and sufﬁcient conditions for aunicyclich-graph topossess adual. As an application
of Theorem 2.6, we add to this characterization by considering the following problems:
1. Among unicyclic h-graphs, identify those that possess unicyclic duals.
2. Among unicyclic h-graphs, identify those that are self-dual. That is, characterize those unicyclic
h-graphs G such that G+ exists and G+ ∼= G.
Let G be an h-graph. We say that G is (p, q)-cyclic if G+ exists, G contains exactly p cycles, and G+
contains exactly q cycles. Evidently, G is (p, q)-cyclic if and only if G+ is (q, p)-cyclic. Moreover, in light
of Theorem2.6, ifG is (p, q)-cyclic andH is an undirected interval inG, thenH is (r, s)-cyclicwhere r  p
and s q. We aim to characterize the (1,1)-cyclic h-graphs. Throughout this section we will consider
only connected graphs.
Recall from Theorem 3.1 that if X is any bipartite graph, the corona of X possesses a dual and
C(X)+ ∼= C(X). Any cycle in the corona of a graph is, in fact, a cycle in the original graph. Thus, if X is a
unicyclic bipartite graph, then C(X) is a (1,1)-cyclic h-graph that is self-dual. We consider the problem
of ﬁnding other such graphs.
Lemma 4.1. Let G be a (p, q)-cyclic h-graph where q 1. Then, G contains at most one undirected interval
isomorphic to the path of length 5 and D = DG contains at most one interval isomorphic to the directed
path of length 2.
Remark 1. This does not imply that G contains at most one alternating path of length 5; it tells us that
if G contains multiple alternating paths of length 5, all of these alternating paths except possibly one
will have further edges in G connecting their vertices.
Proof. For every isomorphic copy of P5 we ﬁnd in G as an interval, we ﬁnd an isomorphic copy of
in G+. If we assume that G contains multiple copies of P5, we ﬁnd the above graph as an interval in G+
multiple times. By assumption, G+ does not contain multiple cycles, so the cycles in these intervals
must be the same cycle. This is a contradiction: we cannot have multiple matched edges incident to
v1 and u3. The second statement follows from Proposition 1.3. 
Lemma 4.2. LetGbea (p, q)-cyclicundirected intervalwherep, q 1.Then,G is isomorphic toH1, P1, P3, P5
or P
+
5 .
Proof. If p = 0, G is a tree. Undirected intervals that are trees are in fact paths of odd length. So
G∼= P2k−1 for some k 1. Via Example 3.3, we see that P+1 ∼= P1, P+3 ∼= P3, P+5 contains 1 cycle and
P
+
2k−1 contains multiple cycles for k 4. So, the (0, 0)-cyclic intervals are P1 and P3; and, P5 is the only
(0, 1)-cyclic interval.
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If p = 1 and q = 0, then, by the above, G+ is (0, 1)-cyclic and so G+ ∼= P5. Thus, P+5 is the only
(1, 0)-cyclic interval.
If p = q = 1, G is unicyclic and connected. So,G contains exactly 2m edgeswhere 2m is the number
of vertices in G. The acyclic digraph D = DG then contains m vertices, m arcs, and exactly one vertex
with in-degree 0 and one with out-degree 0. Thus, there is exactly one vertex with in-degree 2 and
one with out-degree 2. Therefore, there are vertices α1 and α2 in D such that there are exactly two
directed paths α1α2. By Lemma 4.1, the two directed paths α2α1 must both have length 1 or 2.
Suppose that both directed pathsα2α1 have length equal to 2. Theorem2.6 tells us thatG[2, 1]+
exists; under this assumption we have
and then
B
−1
G[2,1] =
⎡
⎢⎢⎣
1 0 0 0
1 1 0 0
1 0 1 0
0 1 1 1
⎤
⎥⎥⎦
−1
=
⎡
⎢⎢⎣
1 0 0 0
−1 1 0 0
−1 0 1 0
2 −1 −1 1
⎤
⎥⎥⎦
which cannot be signature-similar to a (0,1)-matrix. Therefore, one of the directed paths α2α1 has
length 1 and the other has length 2. We claim that Dmust have one of two possible forms:
If D = D[2, 1], then G∼= P+5 ; we have assumed G to be (1,1)-cyclic so this cannot be the case. Further,
if we embed the above D[2, 1] in any directed interval larger than the two above, we produce multiple
sub-intervals that are directed paths with length equal to 2. We note that the above two possibilities
produce the same G, as one can be obtained from the other by reversing the orientation of every arc.
Moreover, an examination of the adjacency matrices of these possibilities shows that they are both
equivalent to DH1 . 
Lemma 4.3. Let G be a (1,1)-cyclic h-graph that is not the corona of a bipartite graph. Then, G contains
exactly one undirected interval isomorphic to P5 and exactly one interval isomorphic to P
+
5 .
Proof. By Lemma 4.1, G and G+ each contain at most one interval isomorphic to P5. Thus, G contains
at most one interval isomorphic to P
+
5 . So, we simply need show that a (1, 1)-cyclic h-graph that is not
a corona contains at least one copy of each as intervals.
Let D = DG . By Theorem 3.1, since G is not a corona, D contains a directed path of length 2, say
α1α0. Then, G[1, 0] is an interval that is (p, q)-cyclic with p, q 1 and contains an alternating path
of length 5. So, G[1, 0] is isomorphic to one of H1, P5 or P+5 (by Lemma 4.2).
We note that H1 contains intervals isomorphic to P5 and P
+
5 , so if G contains H1 as an interval, the
statement holds.
Since both G and G+ are unicyclic they contain the same number of edges. The interval P+5 contains
one more edge than P5. Any intervals in G not isomorphic to P5 or P
+
5 contain the same number of
edges as their duals. Thus, the number of intervals in G isomorphic to P5 is the same as the number
isomorphic to P
+
5 . So, if G contains a copy of P5 or P
+
5 , it also contains the other. 
Theorem 4.4. Let G be a connected h-graph that is not the corona of a bipartite graph. Then, G is
(1, 1)-cyclic if and only if:
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1. the digraph Γ = ΓG is a directed tree that contains exactly two directed paths of length 2; and
2. the digraph D = DG is obtained from Γ by adding a single new arc α → β , where αβ is one
of the directed paths of length 2.
Moreover, when this holds, D+ = DG+ is obtained by adding the arc α′ → β ′ to Γ , where α′β ′
is the other directed path of length 2.
Proof. Suppose thatG is a (1,1)-cyclic h-graph. SinceG is connected andunicyclic, there are 2m edges in
G, where 2m is the number of vertices in G. So, there arem arcs andm vertices in D. The Hasse diagram
Γ is weakly connected and so Γ contains at least m − 1 arcs. By Lemma 4.3, G contains exactly one
undirected interval isomorphic to each of P5 and P
+
5 and so
is a sub-digraph of D. The arc a is not a cover and so we see that Γ contains exactly m − 1 arcs; thus,
Γ is a directed tree. Every directed path in Γ of length 2 corresponds to an isomorphic copy of P5 or
P
+
5 and so Γ contains 2 directed paths of length 2. Moreover, D contains exactly one non-covering arc,
a, which joins the endpoints of one of the directed paths of length 2.
Now, suppose that G is an h-graph such that conditions 1 and 2 hold. Then, Γ is clearly bipartite.
Moreover, every directed interval in D is isomorphic to a directed path of length less than or equal to
2, to D
+
P5
, or to DH1 . Every interval in G possesses a dual and so by Theorem 2.6, G possesses a dual.
Since D is weakly connected and contains as many arcs as vertices, G is connected and contains the
same number of edges as vertices, and so G is unicyclic. The digraph D contains one isomorphic copy
each of DP5 and D
+
P5
and so G contains one isomorphic copy each of P5 and P
+
5 . Every other undirected
interval in G is either H1 or a path of length less than or equal to 3. As in Lemma 4.3, G
+ contains the
same number of edges as G and is thus unicyclic as well.
Finally,D+ is obtainedby replacingeachofDP5 andD+P5 inDwith theother; andso theﬁnal statement
holds. 
Theorem 4.5. Let G be a connected unicyclic h-graph that is not a corona and let Γ = ΓG. Then, G
is self-dual if and only if, in addition to being (1, 1)-cyclic, there is a graph isomorphism Γ 	→ Γ or
Γ 	→ Γ R that exchanges the two directed paths of length 2.
Proof. Suppose thatG is unicyclic andself-dual and letB = BG andD = DG . ByTheorem4.4,Γ contains
exactly two directed paths of length two and D contains just one additional arc, which joins the
endpoints of one of these paths; say αiαj and αkαl are the paths of length 2 in Γ and αi → αj
is the additional arc in D. Let L be the adjacency matrix of Γ , let Ers be the matrix that has its rs-entry
equal to 1 and every other entry equal to 0. Then,
B = I + L + Eij and B+ = I + L + Ekl.
Since G is connected and self-dual, the matrix B is permutation-similar to either B+ or B+T . The
corresponding graph isomorphism D 	→ D or D 	→ DR must map covering arcs to covering arcs. If we
suppose that
PTBP = B+,
then we must have
PTLP = L and PTEijP = Ekl.
The graph isomorphism maps (αiαj) 	→ (αkαl).
Similarly, if B is permutation-similar to B+T , then the corresponding graph isomorphism D 	→ DR
must map (αiαj) 	→ (αlαk)
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Now, suppose that Γ is a directed tree that contains exactly two directed paths of length 2, αiαj
and αkαl , and that there is a graph isomorphism Γ 	→ Γ or Γ 	→ Γ R that maps
{
αi,αj
} 	→ {αk ,αl} .
Let L be the adjacency matrix of Γ and let P be the permutation matrix corresponding to this isomor-
phism. If the isomorphism is a map Γ 	→ Γ , then we can express
B = I + L + Eij = PT (I + L + Ekl) P = PTB+P.
Similarly, if the isomorphism is a map Γ 	→ Γ R, then B is permutation-similar to B+T . 
We now show that there are a ﬁnite number of “minimal” (1,1)-cyclic h-graphs. Let Γ be a directed
tree with exactly two directed paths of length 2. Let Γ ′ be the induced subgraph of Γ that contains
only the vertices that are contained on the directed paths of length 2. Under the convention that for
any acyclic digraph D,DR is equivalent to D, we ﬁnd that there are 5 distinct possibilities for Γ ′:
1. The two directed paths might have an edge in common:
or
2. The two directed paths might have a single vertex in common:
3. And ﬁnally, the paths could be vertex-disjoint:
We consider the ﬁnal possibility, F , in more detail. The underlying undirected graph of Γ is a tree
and somust contain a path of length l that joins these two components. Let Fl be the induced subgraph
of Γ that contains both directed paths of length 2 and this undirected path that joins them; then, Fl
has a slightly different structure depending on whether l is even or odd:
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where l is the number of arcs in Fl that are not contained in either of the directed paths of length 2.
We note that F1 as ﬁrst shown ﬁts into the more general F2k+1 case.
Note that each of the above graphs Γ isomorphic to either Γ or to Γ R via an isomorphism that
swaps the endpoints of the two directed paths of length 2. Thus, when constructing the h-graphs that
correspond to each of these, it is irrelevantwhich additional arc is chosen forD. Recall fromProposition
1.3, if i /= j, G contains an edge uivj if and only if there is an arc αi → αj in D. So, we have
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whereDHm = Em andDJn = Fn. The edges labeled e2 are not actually present in these graphs,we obtain
G+ by removing e1 and adding e2. Each of these graphs is unicyclic and self-dual. If H is a connected
unicyclic h-graph that possesses a unicyclic dual, then H contains exactly one of these as an induced
subgraph and H+ is obtained, again, by removing e1 and inserting e2.
Example 4.6. The following h-graph is unicyclic and has a unicyclic dual.
Example 4.7. The followingh-graph is unicyclic and self-dual. To illustrate thiswe showadiagramofΓ
and note that reﬂecting this graph horizontally and then again vertically is an isomorphism Γ 	→ Γ R
that exchanges the two directed paths of length 2.
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A portion of this work has previously appeared in the ﬁrst author’s master’s thesis [8].
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