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ByMathieu Fauvel, Yuliya Tarabalka, Member IEEE, Jón Atli Benediktsson, Fellow IEEE,
Jocelyn Chanussot, Fellow IEEE, and James C. Tilton, Senior Member IEEE
ABSTRACT | Recent advances in spectral–spatial classification
of hyperspectral images are presented in this paper. Several
techniques are investigated for combining both spatial and
spectral information. Spatial information is extracted at the
object (set of pixels) level rather than at the conventional pixel
level. Mathematical morphology is first used to derive the
morphological profile of the image, which includes character-
istics about the size, orientation, and contrast of the spatial
structures present in the image. Then, the morphological
neighborhood is defined and used to derive additional features
for classification. Classification is performed with support vec-
tor machines (SVMs) using the available spectral information
and the extracted spatial information. Spatial postprocessing is
next investigated to build more homogeneous and spatially
consistent thematic maps. To that end, three presegmentation
techniques are applied to define regions that are used to
regularize the preliminary pixel-wise thematic map. Finally, a
multiple-classifier (MC) system is defined to produce relevant
markers that are exploited to segment the hyperspectral image
with the minimum spanning forest algorithm. Experimental re-
sults conducted on three real hyperspectral images with differ-
ent spatial and spectral resolutions and corresponding to
various contexts are presented. They highlight the importance
of spectral–spatial strategies for the accurate classification of
hyperspectral images and validate the proposed methods.
KEYWORDS | Classification; hyperspectral image; kernel meth-
ods; mathematical morphology; morphological neighborhood;
segmentation; spectral–spatial classifier
I . INTRODUCTION
Recent advances in hyperspectral remote sensor tech-
nology allow the simultaneous acquisition of hundreds of
spectral wavelengths for each image pixel. This detailed
spectral information increases the possibility of more ac-
curately discriminating materials of interest. Further, the
fine spatial resolution of the sensors enables the analysis of
small spatial structures in the image. Many operational
imaging systems (Table 1) are currently available providing
a large amount of images for various thematic applications.
• Ecological science. Hyperspectral images are used
to estimate biomass, biodiversity, or to study land
cover changes [1]–[3].
• Geological science. It is possible to recover physi-
cochemical mineral properties such as composition
and abundance [4].
• Hydrological science. Hyperspectral imagery is
used to determine changes in wetland characteris-
tics [5]. Water quality, estuarine environments,
and coastal zones can be analyzed as well.
• Precision agriculture. Hyperspectral data are used
to classify agricultural classes and to extract
nitrogen content for the purpose of precision
agriculture [6], [7].
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• Military applications. The rich spectral spatial in-
formation can be used for target detection [8], [9].
The intrinsic properties of hyperspectral images need
to be addressed specifically because conventional classifi-
cation algorithms made for multispectral images do no
adapt well to the analysis of hyperspectral images [10].
Two major challenges have been identified this last de-
cade: the spectral dimensionality and the need for specific
spectral–spatial classifiers.1
In the spectral domain, pixels are represented by vec-
tors for which each component is a measurement corre-
sponding to specific wavelengths [11]. The size of the
vector is equal to the number of spectral bands that the
sensor collects. For hyperspectral images, several hun-
dreds of spectral bands of the same scene are typically
available, while for multispectral images, up to ten bands
are usually provided. With increasing dimensionality of the
images in the spectral domain, theoretical and practical
problems arise. The idea of the dimension is intuitive,
driven by experiments in 1-D, 2-D, or 3-D spaces, and
geometric concepts that are self-evident in these spaces do
not necessarily apply in higher dimensional spaces [12],
[13]. For example, in high-dimensional spaces, normally
distributed data have a tendency to concentrate in the tails,
which seems to be contradictory with its bell-shaped
density function [14]. Moreover, the rate of convergence of
the statistical estimation decreases when the dimension
grows while conjointly the number of parameters to esti-
mate increases, making the estimation of the model pa-
rameters very difficult [15]. Consequently, with a limited
training set, beyond a certain limit, the classification ac-
curacy actually decreases as the number of features in-
creases [16]. For the purpose of classification, these
problems are related to the curse of dimensionality.
Intensive work has been performed in the remote
sensing community in the last decade to build accurate
classifiers for hyperspectral images. Bayesian models [12],
feature extraction and feature reduction techniques [12],
[17], random forest [18], neural networks [19], and kernel
methods [20] have been investigated for the classification
of such images. In particular, support vector machines
(SVMs) have shown remarkable performance in terms of
classification accuracy when a limited number of training
samples is available [21]. SVMs perform a nonlinear pixel-
wise classification based on the full spectral information
which is robust to the spectral dimension of hyperspectral
images [22]. Yet, the SVMs (and other pixel-wise methods)
classify the image without using contextual information,
i.e., the interpixel dependency. Hence, the hyperspectral
image is treated as a list of spectral measurements with
no spatial organization [23].
A joint spectral classifier is needed to reduce the label-
ing uncertainty that exits when only spectral information
is used, helping to overcome the salt-and-pepper appear-
ance of the classification. Further, other relevant informa-
tion can be extracted from the spatial domain: for a given
pixel, it is possible to extract the size and the shape of the
structure to which it belongs. This information will not be
the same if the pixel belongs to a roof or to a green area.
This is also a way to discriminate between various struc-
tures made of the same materials. If spectral information
alone is used, the roofs of a private house and of a larger
building will be detected as the same type of structure. But
using additional spatial informationVthe size of the roof,
for instanceVit is possible to classify these into two sepa-
rate classes [24].2
Landgrebe and Kettig were probably the first to pro-
pose a classifier that used contextual and spectral informa-
tion, the well-known ECHO classifier [12], [26]. Later,
Landgrebe and Jackson proposed an iterative statistical
classifier based on Markov random field (MRF) modeling
[27], [28]. MRF modeling has been shown to perform well
for the classification of remote sensing images [29], [30].
However, classical MRF modeling (e.g., Ising, Potts)
suffers from the high spatial resolution: neighboring pixels
are highly correlated, and the standard neighbor system
definition does not contain enough samples to be effective.
Unfortunately, a larger neighbor system imposes intracta-
ble computational problems, thereby limiting the benefits
of conventional MRF modeling. Furthermore, algorithms
involving MRF-based strategies traditionally require an
iterative optimization step, such as simulated annealing,
which is extremely time consuming. Recent works on
graph-cut methods have reduced the processing time [31],
[32]. Actually, these methods have only been applied to
images with few spectral components, such as SAR images
[33]. However, they are promising tools. Note that re-
cently adaptive MRF have been introduced in remote
sensing [34], [35] and, as graph-cut methods, are promis-
ing techniques.
Using the same crisp neighbor set employed by MRFs,
textural features can be also extracted from the image [36].
Texture features have been widely used in remote sensing;
see, for instance, [37] and [38]. They provide relevant
information about the granularity of the surface. However,
1Multispectral images need a spectral–spatial classifier as well. But
the complexity makes the conventional spectral–spatial classifiers perform
badly on hyperspectral image.
2Classification is only discussed in this paper, but other processings
take benefit of combining spatial and spectral information, e.g., in
unmixing application [25].
Table 1 Examples of Operational Systems
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the texture features (entropy, variance, etc.) are usually
computed in a moving window, thus imposing a crisp and
common neighbor set for every pixel in the image.
Benediktsson et al. have proposed to use advanced mor-
phological filters as an alternative way of performing joint
classification [39]. Rather than defining a crisp neighbor set
for every pixel, morphological filters enable the adaptive
definition of the neighborhood of a pixel according to the
structures to which it belongs to. Adaptive neighborhood
approaches have given good results for multispectral and
hyperspectral data [40]–[42]. More generally, the authors
have previously used morphological processing to analyze
the interpixel dependency at the object level. SVM and
kernel functions were used to combine the spatial and
spectral information during the classification process.
Another approach for including spatial information in
the classification process starts with the performance of
image segmentation. Segmentation methods partition an
image into nonoverlapping homogeneous regions with re-
spect to some criterion of interest, or homogeneity criterion
(e.g., based on the intensity or on the texture) [43]. Hence,
each region in the segmentation map defines a spatial
neighborhood for all the pixels within this region. This
approach extracts large neighborhoods for large homo-
geneous regions, while not missing small regions consisting
of one or a few pixels. Different techniques have been
investigated for hyperspectral image segmentation, such as
watershed, partitional clustering, and hierarchical segmen-
tation (HSeg) [44]–[47]. Then, the SVM classifier and
majority voting are applied for combining spectral and
spatial information: for every region in a segmentation map,
all the pixels are assigned to the most frequent class within
this region, based on SVM classification results [45]. The
described approach leads to an improvement of classification
accuracies when compared with spectral–spatial techniques
using local neighborhoods for analyzing spatial information.
However, automatic segmentation of hyperspectral
images is a challenging task, because its performance de-
pends both on the chosen measure of region homogeneity
and on the parameters involved in the algorithm. An
alternative way to get accurate segmentation results con-
sists in applying a marker-controlled segmentation [43],
[48]. The idea is to select for every spatial object one or
several pixels belonging to this object, called a marker, or a
seed of the corresponding region. Then, regions are grown
from the selected seeds, resulting in a segmentation map.
The region markers can be chosen either manually, which
is time consuming, or automatically. In the automatic ap-
proach, a probabilistic classification is applied to the data,
and then the most reliably classified pixels, i.e., pixels
belonging with the high probability to the assigned class,
are selected as markers of spatial regions [46], [49]. The
decision about which pixels to retain as markers is based
on the results of either a single probabilistic SVM classi-
fier, or a multiple-classifier (MC) system. Furthermore, a
marker-controlled segmentation algorithm can be applied
by building a minimum spanning forest (MSF) algorithm
rooted on the selected seeds. By assigning the class of each
marker to all the pixels of the region grown from this
maker, a spectral–spatial classification map is obtained.
The main objective of this paper is to present recent
advances in techniques for the classification of hyperspec-
tral images, which face the following issues:
• the limited training samples;
• the extraction of spatial features;
• the spectral–spatial classification of the image.
The remainder of this paper is organized as follows. Section II
presents three hyperspectral images with high spatial
resolution that will be used for experiments throughout the
paper. Section III provides a general framework for the
classification of remote sensing hyperspectral images.
Section IV focuses on the spectral–spatial classification
with morphological features. Basics of mathematical mor-
phology are reviewed, then several concepts (morphological
profile, morphological neighborhood) are presented with
classification methods that include spatial features in the
process. Section V explores classification using segmentation-
derived adaptive neighborhoods. Three different segmenta-
tion techniques are presented, then a spectral–spatial
classification scheme combining segmentation and pixel-
wise classification maps is described. Section VI discusses
segmentation and classification of hyperspectral images
using automatically selected markers. Finally, conclusion
and perspectives are given in Section VII. Table 2 sum-
marizes the notations used in this paper.
II . DATA SETS
Three high spatial resolution hyperspectral data sets are
used in this paper. Two images of an urban area were
acquired with the Reflective Optics System Imaging Spec-
trometer (ROSIS-03) optical sensor. The flight over the
city of Pavia, Italy, was operated by the Deutschen
Zentrum für Luft- und Raumfahrt (DLR, German Aero-
space Agency) within the context of the HySens project,
managed and sponsored by the European Union. Accord-
ing to specifications, the ROSIS-03 sensor provides
115 bands with a spectral coverage ranging from 0.43
to 0.86 m. The spatial resolution is 1.3 m per pixel. The
two data sets are as follows.
1) University Area: The first test set took place near the
Engineering School, University of Pavia, Pavia, Italy. It
was 610  340 pixels. Twelve channels were
removed due to noise. The remaining 103 spectral
channels were processed. Nine classes of interest
were considered: tree, asphalt, bitumen, gravel, metal
sheet, shadow, bricks, meadow, and soil.
2) Pavia Center: The second test set was the
center of Pavia. The image was originally 1096 
1096 pixels. A 381-pixel-wide black band in the
left-hand side part of image was removed, resulting
in a Btwo-part[ image of 1096  715 pixels.
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Thirteen channels have been removed due to
noise. The remaining 102 spectral channels were
processed. Nine classes of interest were consid-
ered: water, tree, meadow, brick, soil, asphalt,
bitumen, tile, and shadow.
Available training and test sets for each data set are given
in Tables 3 and 4, respectively. These are pixels selected
from the data by an expert, corresponding to predefined
species/classes. Pixels from the training set are excluded
from the test set in each case and vice versa. Figs. 1 and 2
present false color images of the two ROSIS-03 data sets.
The third hyperspectral image was acquired by the
Airborne Visible/Infrared Imaging Spectrometer (AVIRIS)
sensor over the agricultural Indian Pine test site in North-
western Indiana. The image has spatial dimensions of
145 145 pixels with a spatial resolution of 20 m per pixel.
Twenty water absorption bands (104–108, 150–163, 220)
were removed [50], and a 200-band image was used for the
experiments. The reference data contain 16 classes of
interest, which represent mostly different types of crops
and are detailed in Table 5. A three-band false color image
and the reference data are presented in Fig. 3. In Fig. 3,
50 samples for each class were randomly chosen from the
reference data as training samples, except for classes
Balfalfa,[ Bgrass/pasture mowed,[ and Boats.[ These classes
Table 3 Information Classes and Training-Test Samples for the University
Area Data Set
Table 4 Information Classes and Training-Test Samples for the Pavia
Center Data Set
Table 2 Notations and Acronyms
Fig. 1. University Area image. (a) Three band false color composite.
(b) Reference data. (c) Color code.
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contain a small number of samples in the reference data.
Therefore, only 15 samples for each of these classes were
chosen randomly to be used as training samples. The re-
maining samples composed the test set.
III . GENERAL FRAMEWORK FOR THE
CLASSIFICATION OF REMOTE SENSING
HYPERSPECTRAL IMAGES
A general framework typically used for the classification of
hyperspectral images is given in Fig. 4. The gray portion
represents the area of research covered by the paper. The
first step consists of extracting meaningful information
from the data. It is done in the spectral domain [principal
component analysis (PCA), decision boundary feature
extraction (DBFE), nonparametric weighted feature ex-
traction (NWFE), and kernel PCA (KPCA)] and in the
spatial domain (mathematical morphological and hyper-
spectral segmentation). In extracting features in the spatial
domain, the original contribution of this work is that the
analysis is done at the object level and not a the pixel level.
Hence, the approaches are adaptive in the sense that the
local neighborhood of a pixel is taken into account when
extracting the spatial information. The proposed methods
are explained in Sections IV-A–IV-C and V-A–V-C.
The second original contribution of the work concerns
the strategies developed to combine the spectral and spa-
tial features that have been extracted. Several strategies are
proposed: feature fusion (Section IV-D1), composite
kernel (Section IV-D2), and spatial regularization by majo-
rity voting (Section V-D) or MSF (Section VI).
Finally, spatial regularization is investigated to post-
process the classification map. Several strategies are
proposed. The first one, majority voting, uses a presegmen-
tation map; see Section V. The second one is based on the
MSF; see Section VI.
IV. CLASSIFYING HYPERSPECTRAL
IMAGES WITH SPATIAL FEATURES
EXTRACTED WITH MATHEMATICAL
MORPHOLOGY
Mathematical morphology (MM) is a theory for nonlinear
image processing [51], [52]. Morphological operators have
already proven their potential in remote sensing image
processing [53]. Several techniques have been considered
with MM, ranging from image segmentation to automatic
extraction of objects of interest [53], [54]. In the following,
morphological operators are reviewed. Attention is paid to
MM tools that allow the analysis of the image at the region
level for the purpose of classification. Then, the concepts
Fig. 2. Pavia Center image. (a) Three band false color composite.
(b) Reference data. (c) Color code.
Table 5 Information Classes and Number of Labeled Samples for the
Indian Pines Data Set
Fig. 3. Indian Pines image. (a) Three-band color composite.
(b) Reference data. (c) Color code.
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of morphological profile and morphological neighborhood
are presented.
A. Morphological Operators
MM aims to analyze spatial relationships between pix-
els using a set of known shape and size (e.g., disk of radius
3 pixels), called the structuring element (SE) [48]. The
two basic MM operators are erosion and dilation. Consider
an image I and the value of the image for a given pixel x,
IðxÞ 2 R. The result of an erosion BðIðxÞÞ of an image I
at a pixel x by a structuring element B is the minimum
value of pixels inside Bx (Bx is B centered at pixel x)
B IðxÞð Þ ¼ min
xi
IðxiÞ 2 Bxð Þ: (1)
The dilation  is defined as the dual operator, and the min
operator is switched to the max operator
B IðxÞð Þ ¼ max
xi
IðxiÞ 2 Bxð Þ: (2)
The erosion expands objects of the image that are darker
than their surrounding, while the dilation shrinks them
(and vice versa for objects that are brighter than their sur-
rounding). Moreover, bright (respectively, dark) struc-
tures that cannot contain the SE are removed by erosion
(dilation). Hence, both erosion and dilation are noninver-
tible transformations.
Combining erosion and dilation, opening and closing
operators can be defined. The opening BðIÞ is defined as
the erosion of I by B followed by the dilation with B3
BðIÞ ¼ B  BðIÞ: (3)
The idea to dilate the eroded image is to recover most
structures of the original image, i.e., structures that were
not removed by the erosion and are bigger than B. The
closing BðIÞ is defined as the dilation of I by B followed by
the erosion with B
BðIÞ ¼ B  BðIÞ: (4)
Hence, with opening or closing, it is possible to get, for a
given size of B, which structures (buildings, roads, etc.) of
the image are smaller than B. However, opening and clos-
ing operators are not connected filters. For instance, two
buildings can be merged into one, and thus, for instance,
bias the analysis of the size distribution; see Fig. 5.
In order to avoid that problem, connected operators
such as geodesic operators can be used [55]. The geodesic
dilation 
ð1Þ
J ðIÞ of size 1 consists in dilating an image
(marker) I with respect to a mask J

ð1Þ
J ðIÞ ¼ min ð1ÞðIÞ; J
 
: (5)
In general, I is the eroded image of J. Similarly, the geode-
sic erosion 
ð1Þ




J ðIÞ ¼ max ð1ÞðIÞ; J
 
(6)
and in that case I is the dilated image of J. The geodesic
dilation (erosion) of size n is obtained by performing n
successive geodesic dilations (erosions) of size 1 and leads
to the definition of reconstruction operators. The recon-
struction by dilation (erosion) of a marker I with respect to a
mask J consists in repeating a geodesic dilation (erosion) of
size 1 until stability, i.e.,

ðnþ1Þ









3In this work, only symmetric SEs are considered. Otherwise, the
symmetrical representation of B must be used in the opening/closing [48].
Fig. 4. General framework for the classification of hyperspectral images. FE means feature extraction.
Fauvel et al. : Advances in Spectral–Spatial Classification of Hyperspectral Images
6 Proceedings of the IEEE |
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
With these definitions, it is possible to define connected
transformations that satisfy the following assertion: if the
structure of the image cannot contain the SE then it is
totally removed; else it is totally preserved. These opera-
tors are called opening/closing by reconstruction [55]. The
opening by reconstruction ðnÞr ðIÞ of an image I is defined as
the reconstruction by dilation of I from the erosion with an
SE of size n of I. Closing by reconstruction ðnÞr ðIÞ is defined
by duality. Examples of opening/closing by reconstruction
are given in Fig. 5.
B. Morphological Profile
Using opening/closing by reconstruction, it is possible
to determine the size of the different structures of the
image [56]. For a given size of the SE, it is possible to get
structures which are smaller (they are removed) or bigger
(they are preserved) than the SE. Applying such operators
with a range of SE of growing size, one can extract infor-
mation about the contrast and the size of the structures
present in the image. This concept is called granulometry.
The morphological profile (MP) of size n has been defined
as the composition of a granulometry of size n built with
opening by reconstruction and a (anti)granulometry of size
n built with closing by reconstruction




From a single panchromatic image, the MP results in a
ð2nþ 1Þ-band image. An example of MP is given Fig. 6. Its
use for the classification of panchromatic images has
shown a good improvement in terms of classification ac-
curacy [39], [57]–[59]. However, when considering multi-
valued images, such as hyperspectral images, the direct
construction of the MP is not straightforward, because of
the lack of ordering relation between vector. In order to
overcome this shortcoming, several approaches have been
considered (see [60] for a review of several multivariate
morphological filters). Our method, namely, the extended
morphological profile (EMP),4 consists in extracting a few
images from the hyperspectral data that contain most of
the spectral information by some dimension reduction
method. The EMP was first proposed with PCA [40], [62],
but it was also computed with independent component
analysis (ICA) [63], KPCA [64], NWFE, DBFE, and
Bhattacharyya distance feature selection (BDFS) [65].
Consider the m first principal components extracted
from the hyperspectral image with PCA. For all compo-
nents, the MPs are built. Then, they are stacked to con-
struct the EMP
EMPðnÞm ðIÞ ¼ MP
ðnÞ
1 ðIÞ; . . . ;MPðnÞm ðIÞ
h i
: (9)
The EMP contains some of the original spectral
information, selected with some feature extraction
algorithms, and some spatial information extracted with
the morphological operators. The EMP can be used as an
input to the classifier, or it can be fused with other
information. The different strategies are discussed in
Section IV-D.
C. Morphological Neighborhood
Geodesic opening/closing operators are appropriate in
remote sensing because they preserve shapes. However,
they cannot provide a complete analysis of remotely sensed
images because they only act on the extrema (clear or dark
objects) of the image [66], [67]. Moreover, some struc-
tures may be darker than their neighbors in some parts of
the image, yet lighter than their neighbors in others, de-
pending on the illumination. Although this problem can be
partially addressed by using an alternate sequential filter
(ASF) [68], the MP thus provides an incomplete descrip-
tion of size structures distribution. Fig. 7 illustrates this
phenomenon.
Fig. 5. (a) Original image. (b) Opened image. (c) Closed image. (d) Geodesicaly opened image. (e) Geodesicaly closed image. The SE was a
disk of radius 3 pixels. It can be seen in (c) that with the conventional closing the two bright buildings are merged into one. This is not
the case with the geodesic operator.
4Note that this definition is somewhat different from [61].
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Another approach consists in defining an adaptive
neighbor system for each pixel, the morphological neighbor-
hood . The morphological neighborhood of a pixel x, x,
is defined as the set of pixels that belongs to the same
spatial structure as x. This concept is connected to the
more general concept of adaptive image neighborhood
in image processing [69], [70]. Our approach developed
in [67] uses a self-complementary area filter [66] to
extract consistent spatially connected components. A self-
complementary area filter is a filter that removes all struc-
tures of the image smaller (in terms of number of pixels)
than a user-defined threshold; see Figs. 7 and 8. The fil-
tered image is partitioned into flat zones. Each flat zone
belongs to one single structure in the original image, as can
be seen in Fig. 8(b). Furthermore, the smallest structures
are removed and only the main structures of interest re-
main. The morphological neighborhood x was defined as
the set of pixels that belong to the same flat zone in the
filtered image. The neighborhoods defined in this way are
applied to the original image. This neighborhood is ob-
viously more homogeneous and spectrally consistent than
the conventional eight-connected fixed square neighbor-
hood; see Fig. 8.
Similar to the MP, applying this filter on hyperspec-
tral images is not possible because of the lack of an
ordering relation. The same strategy is proposed, which
consists in extracting one principal component from
which the mophological neighborhood is computed. Then,
the neighborhood mask is applied on each band of the
data. Once the neighborhood of each pixel is adaptively
defined, the spatial information is extracted: the vector
median value of the neighbors set x is computed for
every pixel x [71]
x ¼ medðxÞ (10)
where dimðxÞ ¼ dimðxÞ ¼ d, the number of spectral
bands. Unlike the mean vector, the median vector is a
vector from the initial set, which ensures a certain spectral
consistency since no new spectral values are created.
In conclusion, by defining the morphological neighbor-
hood, every pixel has two features: the spectral feature x,
which is the original value of each pixel, and the spatial
feature x, which is the median value computed on each
pixel’s adaptive neighborhood. The easiest way to use both
pieces of information would be to build a stacked vector,
but it would not allow the weighting of the different
features. In our work, the kernel trick [72] of the SVM was
exploited to design a composite kernel that allows the
setting of the relative influence of the extracted features.
This is detailed in Section IV-D.
Fig. 6. Morphological profile constructed with three opening/closing
by reconstruction with a circular SE of size 2, 6, and 10. The left-hand
side part corresponds to the closings by reconstruction and the dark
objects are progressivelydeleted, e.g., the shadowof thebig tree in the
middle of the image. The right-hand side part corresponds to the
openings by reconstruction and the bright objects are progressively
deleted, e.g., the buildings in the upper part of the image.
Fig. 7. Limitations of the morphological profile. (a) Graph of the image in Fig. 5(a). (b) Graph of the geodesic opening of image Fig. 5(a).
(c) Graph of the geodesic closing of image in Fig. 5(a). (d) Graph of the image in Fig. 5(a) filtered by the self-complementary area filter.
From (b) and (c), it can be seen that only extrema are processed with the geodesic operators, while all the structures are processed on (d).
Fig. 8. Morphological neighborhood. (a) Original image and fixed
square neighborhood (in red). (b) Filtered image and neighbor set
defined using area flat zones filter of size parameter  ¼ 30 [66].
(c) Original image with the defined neighbor set x. Illustration taken
from [67].
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D. Spectral–Spatial Classification
The SVM classifier has shown to be adapted to the
classification of high-dimensional and/or multisource
image [73], [74]. Furthermore, thanks to the kernel func-
tion, including many spatial features in the classification
process is convenient. Several approaches were investi-
gated for combining the spatial and spectral information in
the classification process.
1) Feature Fusion: The EMP was originally used as an
input to the classifier [40]. Good results in terms of
classification accuracies were achieved. However, the EMP
contains only a part of the spectral information from the
data. To overcome this problem, data fusion was consid-
ered in [75]. The strategy uses both the EMP and the
original hyperspectral image by combining them into a
stacked vector. Furthermore, feature extraction could be
also applied on both feature vectors and the extracted fea-
tures are concatenated in one stacked vector and classified
by an SVM classifier. It has been shown that SVM can suffer
from the dimensionality if many features are irrelevant or
redundant. However, the feature extraction can overcome
the problem [76].
Noting x’, the features associated to the spectral
bands, and x!, the features associated to the EMP, the
corresponding extracted features from the feature extrac-
tion algorithm are
x’ ¼ T’x’ (11)
and
x! ¼ T!x! (12)
where  is the mapping matrix of the linear feature ex-
traction algorithm. The stacked vector is constructed as
x ¼ ½x’; x!T . Note that, in this work, only morphological
information was extracted, but it is possible to extract
other types of spatial information with other processing
and include them in the stacked vector.
2) Composite Kernel: Rather than building a stacked
vector before the classification, it is possible to combine
kernel functions to include both spatial and spectral clas-
sifications in the SVM classification process [67], [77],
[78]. The linearity property was used to construct a
spectral–spatial kernelK, namely, the composite spectral–
spatial kernel
K; ðx; zÞ ¼ ð1 Þkspat ðx; zÞ þ kspect ðx; zÞ
(13)
where  is the width of the conventional Gaussian kernel





and  is a class-dependent weight parameter that controls
the relative proportion of spatial and spectral information
in the final kernel. For instance, for the class Bgrass,[ the
spectral information should be more discriminative while
spatial information should be more discriminative for the
class Bbuilding.[ These hyperparameters are tuned during
the training process of the SVM.
E. Experimental Evaluation of the Classification of
the Morphological Features
In this section, the different classification strategies
using the morphological approaches are compared. For
each experiment, the EMP was built using the PCA and the
KPCA. The number of (K)-principal components (PCs)
selected explains 95% of the total variance. For both data
sets, the three first PCs were selected. With the KPCA, for
the University Area data set, the first 12 KPCs are needed
to achieve 95% of the cumulative variance and 10 for the
Pavia Center data set. A circular SE with a step size incre-
ment of 2 was used. Four openings and closings were
computed for each (K)PC, resulting in an EMP of dimen-
sion 9 m [m being the number of retained (K)PCs]. For
the feature fusion approach, several feature extraction
techniques were investigated [75]. The DBFE and the
NWFE provided good results in terms of classification
accuracy (see Appendix B for a short description of the
DBFE and the NWFE). For the computation of the mor-
phological neighborhood, the area parameter was set to 30
for the University Area data set and to 20 for the Pavia
Center data set. Note that there is a relatively large range
of values for this parameter which provides good results in
terms of accuracy; see [67]. Finally, all the hyperparam-
eters of the SVM were selected using a fivefold cross
validation [79].
The results are given in Tables 6 and 7. For the Univ-
ersity Area data set, the best area parameter value for the
area filtering was 30 and the best feature extraction meth-
od for the feature fusion approach was the DBFE with a
threshold value on the cumulative variance of 95%. The
classification results are significantly different, except the
classification obtained with the spectral information only
and the EMP ðZ G 1:96Þ. The best classification in terms of
accuracy is obtained with the EMP built with the KPCA
with a kappa equal to 0.95. The feature fusion with
spectral–spatial feature extraction provide the second best
results in terms of accuracy, with a kappa equal to 0.84.
The third best kappa is 0.82 for the composite kernel
approach.
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For the Pavia Center data set, the best area
parameter value was 20. For this image, the NWFE
was the best feature extraction method for the fusion
approach. It provides, with the EMP–KPCA, the best re-
sults in terms of classification accuracy, but the difference
between the two classifications is not significant
ðZ G 1:96Þ. The second best result in terms of accuracy
is given conjointly by the EMP–PCA and the feature fusion
without feature extraction. Their classifications are very
similar ðZ ¼ 0:06Þ.
For both data sets, the use of the spatial information
conjointly with the spectral information provides better
classification results in terms of accuracy. For instance,
for the University Area data set, the improvement of
the global accuracy is about 20%. A small improvement
(0.8%), but still significant, is observed for the Pavia
Center data set, because the classification accuracy is
already high using the spectral information only. How-
ever, the improvement corresponds to about 1185 addi-
tional correctly classified pixels. Also, the thematic maps
are more homogeneous, as can be seen in Figs. 9 and 10.
The Bsalt-and-paper[ classification noise of the thematic
map obtained with the spectral information alone is re-
moved or reduced when adding the spatial information in
the classification process. Last, it has been observed that
when the number of training samples is limited, better
classification results are obtained when combining the
spatial and spectral information than using the spectral
information only [75], [78].
F. Future Trends in Morphological Processing
for the Spectral–Spatial Classification of
Hyperspectral Images
Recently, new connected morphological operators
have been investigated for the analysis of hyperspectral
images. They are based on a tree-based image represen-
tation [80]. Attribute filters offer new possibilities for
extracting morphological information [81]. They are able
to filter the spatial structures according to their geometry
(area, length, shape factors), texture (range, entropy), etc.
[82]. It is possible to construct the EMP using the same
methodology as with the conventional geodesic operators,
Table 6 Classification Accuracies for University Area Data Set. The Best Results for Each Class Are Reported in Boldface. K Means That
Classification Was Performed Using the Composite Kernel and Area Filtering of Size , Spec-EMP Means That Classification Was Performed Using
the Stacked Vector With the Spectral and the EMP, and DBFE-95% Means That Classification Was Performed Using the Extracted Spatial and
Spectral Features Using DBFE and 95% of the Cumulative Variance
Table 7 Classification Accuracies for Pavia Center Data Set. The Best Results for Each Class Are Reported in Boldface. K Means That Classification
Was Performed Using the Composite Kernel and Area Filtering of Size , Spec-EMP Means That Classification Was Performed Using the Stacked Vector
With the Spectral and the EMP, and DBFE-95% Means That Classification Was Performed Using the Extracted Spatial and Spectral Features Using
NWFE and 95% of the Cumulative Variance
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as described in [83]. However, the definition of adapted
attributes for a specific application is still an ongoing
research.
The need for an ordering relation is still an important
issue in morphological hyperspectral image processing.
Valero et al. have proposed an alternative strategy based
on a binary partition tree that allows the processing of the
hyperspectral image without any feature reduction
method [84]. The proposed representation is used for
image simplification and segmentation. Surely, new possi-
bilities in terms of morphological neighborhood can be
offered and should be investigated in relation with the
problem of classification. Similarly, the extension of
self-complementary area filters to multivalued pixels is
opening new paths for the characterization of the mor-
phological neighborhood [85].
The spectral–spatial classification method could also
benefit from recent work on multisource classification. For
instance, the recently proposed multiple kernel learning
(MKL) method may provide a nice framework to fuse the
output of several attribute filters for the purpose of clas-
sification [86], [87]. However, the actual computational
load of MKL algorithms makes them not well adapted for
the classification of hyperspectral images.
V. SPATIAL REGULARIZATION OF
PIXEL-WISE CLASSIFICATION USING
SEGMENTATION
Even though the use of morphological profiles or area
filters for spectral–spatial classification improves classifi-
cation accuracies when compared to pixel-wise classifica-
tion, these methods raise the problem of neighborhoods’
scale selection. In this section, a spatial–spatial classifi-
cation approach is presented using adaptive spatial neigh-
borhoods derived from a segmentation map. First, three
segmentation methods for hyperspectral images are
discussed, and then an algorithm for combining the ex-
tracted spatial regions with spectral information into a
classifier is presented.
Segmentation techniques can be grouped into three
classes [88].
• Working in the spatial domain: These methods
search for groups of spatially connected pixels, i.e.,
regions, which are similar according to the defined
criterion. Examples are region growing, split-and-
merge, and watershed techniques [43].
• Working in the spectral domain: These approaches
search for similarities between image pixels and
clusters of pixels, not taking into consideration the
Fig. 10. Thematic maps obtained with the Center Pavia data set: (a) spec, (b) EMP-PCA, (c) EMP-KPCA, (d) K20, and (e) NWFE-99%.
Fig. 9. Thematic maps obtained with the University Area data set: (a) spec, (b) EMP-PCA, (c) EMP-KPCA, (d) K30, and (e) DBFE-95%.
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spatial location of these pixels. Segmentation map
is obtained by a follow-up processing which allo-
cates different labels for disjoint regions within the
same cluster. Examples are thresholding and parti-
tional clustering methods [88].
• Combining spatial-based and spectral-based seg-
mentation. An example is an HSeg algorithm [89].
In the following, one technique from each class of segmen-
tation methods is investigated: 1) spatial-based segmenta-
tion using watershed transformation; 2) spectral-based
segmentation using expectation–maximization (EM) algo-
rithm [90], [91]; and 3) segmentation in both spatial and
spectral domains using the HSeg algorithm [89].
A. Watershed Segmentation
Watershed transformation is a powerful morphological
approach for image segmentation which combines region
growing and edge detection. It considers a 2-D one-band
image as a topographic relief [48], [92]. The value h of a
pixel stands for its elevation. The watershed lines divide
the image into catchment basins, so that each basin is
associated with one minimum in the image (see Fig. 11).
The watershed is usually applied to the gradient function,
and it divides an image into regions, so that each region is
associated with one minimum of the gradient image.
As with morphological profile (see Section IV-B), the
extension of a watershed technique to the case of hyper-
spectral images is not straightforward, because there is no
natural means for total ordering of multivariate pixels.
Several techniques for applying watershed to hyperspectral
images have been proposed in [44] and [93]. The most
common approach consists in computing a one-band gra-
dient from a multiband image, and then executing a stan-
dard watershed algorithm. One such algorithm is
presented in the following [44].
1) First, a one-band robust color morphological gra-
dient (RCMG) [94] of a hyperspectral image is
computed. For each d-band pixel vector xp 2 Rd,
let  ¼ ½x1p;x2p; . . . ;xep be a set of e vectors con-
tained within an SE B (i.e., the pixel xp itself
and e 1 neighboring pixels). A 3  3 square SE
with the origin in its center is typically used.
The color morphological gradient (CMG), using








i.e., the maximum of the distances between all
pairs of vectors in the set . One of the drawbacks
of the CMG is that it is very sensitive to noise. In
order to overcome the problem of outliers, the
RCMG has been proposed [94]. The algorithm for
making a CMG robust consists in removing the
two pixels that are farthest apart and then finding
the CMG of the remaining pixels. This process can
be repeated several times depending on the size of
an SE and noise level. Thus, the RCMG, using the








where REMr is a set of r vector pairs removed.
If a 3  3 square SE is used, r ¼ 1 is recom-
mended [94].
2) Subsequently, the watershed transformation is
applied on the one-band RCMG image, using a
standard algorithm, for example, the algorithm of
Vincent and Soille [95]. As a result, the image is
segmented into a set of regions, and one subset of
watershed pixels, i.e., pixels situated on the
borders between regions (see Fig. 11).
Fig. 11. (a) Topographic representation of a one-band image. (b) Example of a watershed transformation in 1-D. Illustration taken from [44].
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3) Finally, every watershed pixel is assigned to the
neighboring region with the Bclosest[ median
[71], i.e., with the minimal distance between the
vector median of the corresponding region and the
watershed pixel. Assuming that an L1-norm is used
to compute distances, a vector median for the
region X ¼ fxj 2 Rd; j ¼ 1; 2; . . . ; lg is defined
as xVM ¼ argminx2Xf
Pl
j¼1 kx xjk1g.
B. Segmentation by EM
The EM algorithm for the Gaussian mixture resolving
belongs to the class of techniques working in the spectral
domain. It is a partitional clustering approach, which
groups all the pixels into clusters of spectrally similar
pixels [45], [90] [91]. The use of partitional clustering
for hyperspectral image segmentation has been discussed
in [45].
In the EM algorithm, it is assumed that pixels belong-
ing to the same cluster are drawn from a multivariate
Gaussian probability distribution. Each image pixel can be






where C is the number of clusters, !c 2 ½0; 1 is the mixing
proportion (weight) of a cluster c with
PC
c¼1 !c ¼ 1, and
ðM;2Þ is the multivariate Gaussian density with mean M















The distribution parameters Y ¼ fC; !c;Mc;2c;
c ¼ 1; 2; . . . ; Cg are estimated using the iterative classifi-
cation EM (CEM) algorithm, as described in [45] (see
Appendix C). An upper bound on the number of clusters,
which is a required input parameter, is recommended to be
chosen slightly superior to the number of classes.
When the algorithm converges, the partitioning of the
set of image pixels into C clusters is obtained. Because no
spatial information is used during the clustering pro-
cedure, pixels with the same cluster label can either form a
connected spatial region, or can belong to disjoint regions.
In order to obtain a segmentation map, a connected com-
ponents labeling algorithm [96] is applied to the cluster
partitioning. This algorithm allocates different labels for
disjoint regions within the same cluster.
The total number of parameters to be estimated by the
EM algorithm is P ¼ ðdðdþ 1Þ=2þ dþ 1ÞC þ 1, where d
is a dimensionality of feature vectors. If the value of d is
large, P may be quite a large number. This may cause the
problem of the covariance matrix singularity or inaccurate
parameter estimation results. In order to avoid these
problems, a feature reduction should be previously ap-
plied. The use of a piecewise constant function approxima-
tions method (PCFA) [97] has been investigated, which is a
simple dimensionality reduction approach that has shown
good performances for hyperspectral data feature extrac-
tion in terms of classification accuracies.
C. HSeg Segmentation
The HSeg algorithm is a segmentation technique com-
bining region growing, using the hierarchical stepwise op-
timization (HSWO) method [98], which produces spatially
connected regions, with unsupervised classification, that
groups together similar spatially disjoint regions [89], [47].
The algorithm can be summarized as follows.
Initialization: Initialize the segmentation by assigning
each pixel a region label. If a presegmentation is provided,
label each pixel accordingly. Otherwise, label each pixel as
a separate region.
1) Calculate the dissimilarity criterion value between
all pairs of spatially adjacent regions. A spatially
adjacent region for a given region is the one con-
taining pixels situated in the neighborhood (e.g.,
eight-neighborhood) of the considered region’s
pixels.Different measures can be applied for com-
puting dissimilarity criteria between regions, such
as vector norms or spectral angle mapper (SAM)
between the region mean vectors [47]. We present
in this paper the use of the SAM criterion. The
SAM measure between xi and xj ðxi;xj 2 RdÞ
determines the spectral similarity between two








2) Find the smallest dissimilarity criterion value
dissim val and set thresh val equal to it. Then,
merge all pairs of spatially adjacent regions with
dissim val ¼ thresh val.
3) If the parameter Swght > 0:0, merge all pairs of
spatially nonadjacent regions with dissim val 
Swght  thresh val.The optional parameter Swght
sets the relative importance of clustering based on
spectral information only versus region growing.
When Swght ¼ 0:0, only spatially adjacent regions
Fauvel et al. : Advances in Spectral–Spatial Classification of Hyperspectral Images
| Proceedings of the IEEE 13
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
are allowed to merge. When 0:0 G Swght  1:0,
spatially adjacent merges are favored compared
with spatially nonadjacent merges by a factor of
1:0=Swght.
4) Stop if convergence is achieved. Otherwise, return
to step 1.
Allowing for the merging of spatially disjoint regions
leads to heavy computational demands. In order to reduce
these demands, a recursive divide-and-conquer approxima-
tion of HSeg (RHSeg) and its efficient parallel implemen-
tation have been developed.
HSeg produces as output a hierarchical sequence of
image segmentations from initialization down to the one-
region segmentation, if allowed to proceed that far. In this
sequence, a particular object can be represented by several
regions at finer levels of details, and can be assimilated
with other objects in one region at coarser levels of details.
However, for practical applications, a subset of one or
several segmentations needs to be selected out from this
hierarchy. An appropriate level of segmentation detail can
be chosen interactively with the program HSegViewer
[47], or an automated method, tailored to the application,
can be developed, such as explored in [100]–[102].
D. Spectral–Spatial Classification Using
Majority Voting
Once image segmentation is performed, the next step is
to incorporate the spatial information derived from a seg-
mentation map in spectral–spatial classification. Different
approaches of combining spatial and spectral information
for classification have been proposed in the state of the art.
Widayati et al. [103] and Linden et al. [104] applied an
object-based classification approach, which consisted in
assigning each region from the segmentation map to one of
the classes using its vector mean as a feature. Experimental
results proved that the representation of each region by its
vector mean alone yields in most cases to spectral and
textural information loss, resulting in imprecisions of clas-
sification. An alternative type of spectral–spatial classifi-
cation consists in combining both spectral and spatial
information within a feature vector of each pixel, and then
classifying each pixel using these feature vectors. This
method was described and investigated in Section IV,
using either stacked features or composite kernels.
In this section, another classification approach is
proposed, called majority vote [45].5
1) A pixel-wise classification, based on spectral
information of pixels only, and a segmentation
are independently performed. It is proposed to use
an SVM pixel-wise classifier, which efficiently
handles hyperspectral data.
2) For every region in the segmentation map, all the
pixels are assigned to the most frequent class
within this region.
Fig. 12 shows an illustrative example of the
combination of spectral and spatial information using
the majority voting classification method. The described
approach retains all the spectral information for accurate
image classification with a well-suited technique, while
not increasing data dimensionality. Thus, it has proven
to be an accurate, simple, and fast technique. Experi-
mental results for the presented spectral–spatial classi-





As mentioned earlier, accurate segmentation results de-
pend on the chosen measure of a region homogeneity,
which is application specific [43]. If the final objective is to
compute a supervised classification map, the information
about thematic classes can be exploited for building a
segmentation map. In this section, marker-controlled
segmentation is explored, where markers for spatial
regions are automatically derived from probabilistic5In the literature, this approach is often referred to as plurality vote.
Fig. 12. Schematic example of spectral–spatial classification using
majority voting within segmentation regions. Illustration taken
from [46].
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classification results and then used as seeds for region
growing [46], [49]. Assuming that classification results are
typically more accurate inside spatial regions and more
erroneous closer to region borders, it is proposed to choose
the most reliably classified pixels as region markers. Two
different marker selection approaches are presented
further, based either on results of probabilistic SVM or
an MC system. Then, a marker-controlled segmentation
algorithm is described which consists in the construction
of an MSF rooted on markers.
A. Marker Selection Using Probabilistic SVM
In [49], Tarabalka et al. choose markers by analyzing
probabilistic SVM classification results. The proposed
marker selection method consists of two steps (see the
flowchart and the illustrative example in Fig. 13).
1) Probabilistic pixel-wise classification: Apply a prob-
abilistic pixel-wise SVM classification of a hyper-
spectral image [72], [105]. The outputs of this step
are a classification map, containing a unique class
label for each pixel, and a probability map, con-
taining probability estimates for each pixel to
belong to the assigned class.In order to compute
class probability estimates, pairwise coupling of
binary probability estimates can be applied [105],
[106]. In our work, the probabilistic SVM algo-
rithm implemented in the LIBSVM library [105]
was used. The objective is to estimate, for each
pixel x, classification probabilities
pðyjxÞ ¼ pi ¼ pðy ¼ cjxÞ; i ¼ 1; . . . ;Kf g (20)
where C is a number of thematic classes. For
this purpose, pairwise class probabilities rij 
pðy ¼ ijy ¼ i or j;xÞ are first estimated. Then, the
probabilities in (20) are computed, as described in
[106]. A probability map is further built by assign-
ing to each pixel themaximum probability estimate
maxðpiÞ, i ¼ 1; . . . ;K.
2) Marker selection: Perform a connected component
labeling on the classification map, using an eight-
neighborhood connectivity [96]. Then, analyze
each connected component.
• If a region is large, i.e., a number of pixels in
the region > M, it is considered to represent
a spatial structure. Its marker is defined as
the P% of pixels within this region with the
highest probability estimates.
• If a region is small, it is further investigated if
its pixels were classified to a particular class
with a high probability. Otherwise, the com-
ponent is assumed to be the consequence of
Fig. 13. (a) Flowchart of the SVM-based marker selection procedure. (b) Illustrative example of the SVM-based marker selection.
Illustration taken from [49].
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classification noise, and the algorithm tends
to eliminate it. Its potential marker is formed
by the pixels with probability estimates
higher than a defined threshold S.
The procedure of the setting of parameters ðM; P; SÞ based
on a priori information for the image is described in [49]:
• A parameter M, which is a threshold of the
number of pixels defining if the region is
large, depends on the resolution of the image
and typical sizes of the objects of interest.
• A parameter P, defining the percentage of
pixels within the large region to be used as
markers, depends on the previous parameter.
Because the marker for a large region must
have at least one pixel, the following condi-
tion must be fulfilled: P  100%=M.
• A parameter S, which is a threshold of pro-
bability estimates defining potential markers
for small regions, depends on the probability
of the presence of small structures in the
image (which depends on the image resolu-
tion and the classes of interest), and the
importance of the potential small structures
(i.e., the cost of losing the small structures in
the classification map).
At the output of the marker selection step, a map of m
markers is obtained, where each marker Oi ¼ fxj 2 X;
j ¼ 1; . . . ; cardðOiÞ; yOig ði ¼ 1; . . . ;mÞ consists of one or
several pixels and has a class label yOi . One should note
that a marker is not necessarily a spatially connected set of
pixels.
B. Multiple-Classifier Approach for Marker Selection
Although the previously described marker selection
approach has shown good results, the drawback of this
method is that the choice of markers strongly depends on
the performances of the selected pixel-wise classifier (e.g.,
the SVM classifier). In order to mitigate this dependence,
it is proposed to use not a single classification algorithm
for marker selection, but an ensemble of classifiers, i.e.,
multiple classifiers (MCs) [46]. For this purpose, several
individual classifiers are combined within one system (see
Fig. 14) in such a way that the complementary benefits of
each classifier are exploited, while their weaknesses are
avoided [107]. Fig. 15 shows a flowchart of the proposed
multiple spectral–spatial classifier (MSSC) marker selec-
tion scheme, which consists of the following two steps.
1) Multiple classification: Apply several individual
classifiers to an image. Spectral–spatial classifiers
are used as individual classifiers for the MC sys-
tem, each of them combining the results of a pixel-
wise classification and one of the unsupervised
segmentation techniques. The procedure is as
follows:
a) Unsupervised image segmentation: Segmen-
tation methods based on different principles
must be chosen. Three techniques described
in Section V (watershed, segmentation by
EM, and HSeg) are considered.
b) Pixel-wise classification: The SVMmethod was
used for classifying a hyperspectral image.
This step results in a classification map,
where each pixel has a unique class label.
c) Majority voting within segmentation regions:
Each of the obtained segmentation maps is
combined with the pixel-wise classification
map using the majority voting principle: for
every region in the segmentation map, all the
pixels are assigned to the most frequent class
within this region (see Section V-D). Thus,
q segmentation maps combined with the
pixel-wise classification map result in q
spectral–spatial classification maps.
Different segmentation methods based on dissimilar
principles lead to different classification maps. It is
important to obtain different results for an efficient MC
system, so that potential mistakes of any given individual
classifier get a chance to be corrected thanks to the com-
plementary contributions of the other classifiers. By using
spectral–spatial classifiers in this step, spatial context in the
image is taken into account, yielding more accurate
classification maps when compared with pixel-wise classi-
fication maps.
2) Marker selection: Another important issue for de-
signing an MC system is the rule for combining
the individual classifiers, i.e., the combination
function [108]. The following exclusionary com-
bination rule was proposed: for every pixel, if all
the classifiers agree, keep this pixels as a marker,
with the corresponding class label. The resulting
map of m markers contains the most reliably clas-
sified pixels. The rest of the pixels are further
classified by performing a marker-controlled re-
gion growing, as described in the following.
C. Construction of an MSF
Once marker selection is performed, the obtained map
of markers is further used for marker-controlled region
growing, based on an MSF algorithm [46], [49]. The
flowchart of the spectral–spatial classification using anFig. 14. Flowchart of an MC system. Illustration taken from [46].
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MSF grown from the classification-derived markers is
depicted in Fig. 16. In the following, the two steps of the
proposed procedure are described: construction of an MSF
and majority voting within connected components.
1) Construction of an MSF: Each image pixel is con-
sidered as a vertex v 2 V of an undirected graph
G ¼ ðV; E;WÞ, where V and E are the sets of ver-
tices and edges, respectively, and W is a weighting
function. Each edge ei;j 2 E of this graph connects
a couple of vertices i and j corresponding to the
neighboring pixels. An eight-neighborhood was
assumed in our work. A weight wi;j is assigned to
each edge ei;j, which indicates the degree of dissi-
milarity between two vertices connected by this
edge. Different dissimilarity measures can be used
for computing weights of edges, such as vector
norms and SAM between two pixel vectors.
Given a graph G ¼ ðV; E;WÞ, a spanning forest
F ¼ ðV; EFÞ of G is a nonconnected graph without
cycles such that EF 	 E. The MSF rooted on a set
of m distinct vertices ft1; . . . ; tmg is defined as a
spanning forest F
 ¼ ðV; EF
 Þ of G, such that each
tree of F
 is grown from one root ti, and the sum of
the edges weights of F









where SF is a set of all spanning forests of G rooted
on ft1; . . . ; tmg.For constructing an MSF rooted on
markers, m extra vertices ti, i ¼ 1; . . . ;m, are in-
troduced. Each additional vertex ti is connected by
the null-weight edge with the pixels belonging to
the marker Oi. Furthermore, a root vertex r is
added and is connected by the null-weight edges
to the vertices ti (Fig. 17 shows an example of
addition of extra vertices). The minimum spanning
tree [109] of the built graph induces an MSF in G,
where each tree is grown on a vertex ti. Prim’s
algorithm can be applied for computing a mini-
mum spanning tree (See Appendix D) [49], [110].
The MSF is obtained after removing the vertex r.
Each tree in the MSF forms a region in the seg-
mentation map, by mapping the output graph onto
an image. Finally, a spectral–spatial classification
Fig. 16. Flowchart of the spectral–spatial classification approach
using an MSF grown from automatically selected markers.
Fig. 15. Flowchart of the MSSC marker selection scheme.
Fig. 17. Example of addition of extra vertices t1; t2; r to the
image graph for construction of an MSF rooted on markers 1 and 2.
Nonmarker pixels are denoted by ‘‘0.’’
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map is obtained by assigning the class of each
marker to all the pixels grown from this marker.
2) Majority voting within connected components (op-
tional step): Although the most reliably classified
pixels are selected as markers, it may happen that
a marker is assigned to the wrong class. In this
case, all the pixels within the region grown from
this marker risk being wrongly classified. In order
to make the proposed classification scheme more
robust, the classification map can be postpro-
cessed by applying a simple majority voting tech-
nique [45], [103]. For this purpose, connected
component labeling is applied on the obtained
spectral–spatial classification map, using a four-
neighborhood connectivity. Then, for every con-
nected component, all the pixels are assigned to
the majority class when analyzing a pixel-wise
classification map within this region.Note that an
eight-neighborhood connectivity was used for
building an MSF and a four-neighborhood con-
nectivity for majority voting. The use of the eight-
neighborhood connectivity in the first case ena-
bles one to obtain a segmentation map without
rough borders. When performing the majority
voting step, the use of the four-neighborhood
connectivity results in the larger or the same
number of connected components as the use of
the eight-neighborhood connectivity. Hence,
possible undersegmentation can be corrected in
this step. One region from a segmentation map
can be split into two connected regions when
using the four-neighborhood connectivity. Fur-
thermore, these two regions can be assigned to
two different classes by the majority voting
procedure.
D. Experimental Evaluation of
Spectral–Spatial Classification Methods
Using Segmentation-Derived Neighborhoods
In this section, spectral–spatial classification strate-
gies described in Sections V and VI are compared.
Tables 8 and 9 summarize both class-specific and global
Table 8 Classification Accuracies in Percentage for the University Area Data Set: Overall Accuracy (OA), Average Accuracy (AA), Kappa Coefficient ð
Þ,
and Class-Specific Accuracies
Table 9 Classification Accuracies in Percentage for the Indian Pines Image Data Set: Overall Accuracy (OA), Average Accuracy (AA), Kappa Coefficient ð
Þ,
and Class-Specific Accuracies
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accuracies of classification of the University Area and the
Indian Pines data sets, respectively, using: 1) segmentation
followed by majority voting (WH+MV, EM+MV, and
HSeg+MV methods, using watershed, EM and HSeg seg-
mentation, respectively); 2) marker selection using pro-
babilistic SVM followed by MSF segmentation, without
(SVMMSF method) and with (SVMMSF+MV method)
optional majority voting step; and 3) marker selection
using MSSC approach followed by MSF segmentation
without the optional majority voting step (MSSC–MSF
technique). Some of the corresponding classification maps
are given in Figs. 18 and 19. Parameters for these methods
were chosen following advice in [46] and [49].
• For the EM segmentation, a feature extraction was
applied using the PCFA method to get a ten-band
image. The maximum number of clusters was
chosen to be equal to 10 and 17 for the University
Area and Indian Pines images, respectively (typi-
cally slightly superior to the number of classes).
• For the HSeg algorithm, the parameters were
tuned as Swght ¼ 0:1 and Swght ¼ 0:0 for the Univ-
ersity Area and Indian Pines data sets, respectively.
The reason for that is that while the former image
contains spectrally dissimilar classes, the latter
agricultural image has classes with very similar
spectral responses, and best merge growing of ad-
jacent regions yields the most accurate segmenta-
tion results for the latter image.
• For marker selection using probabilistic SVM,
M ¼ 20 and P ¼ 5. In order to define a threshold
S, the probability estimates for the whole image
were sorted, and S was chosen equal to the lowest
probability within the highest 2% of probability
estimates.
• As recommended in [49], for the SVMMSF and
SVMMSF+MV methods, the SAM dissimilarity
measure was used for the Indian Pines image, and
L1 vector norm dissimilarity measure for the Univ-
ersity Area image (for urban images containing
shadows vector norms give better accuracies when
compared with the SAM measure), respectively.
• As proposed in [46], the SAM dissimilarity mea-
sure is used for construction of an MSF in the
MSSC-MSF technique.
As can be seen from Tables 8 and 9 and Figs. 18 and 19
(and compared to the results in Table 6), all the global
spectral–spatial classification accuracies are higher when
compared with the pixel-wise accuracies. The MSSC-MSF
method yields the best overall accuracies. The Z test
computed between the MSSC–MSF and the EMP–KPCA is
positive for the MSSC–MSF ðZ ¼ 2:82Þ. Thus, it is
advantageous to apply segmentation techniques for
extracting spatial dependencies in remote sensing images
for the final objective of thematic classification. The
segmentation has proven to be more accurate when
incorporating additional class-specific information in a
segmentation procedure, by means of introducing classifi-
cation-derived markers for marker-controlled region grow-
ing. Spectral–spatial classification also benefits from the use
of MC approaches, both for classification [107], [111] and
marker selection [46].
VII. CONCLUSION
In this paper, spectral–spatial classification of hyperspectral
images is addressed. Taking into account the need of spatial
information during the classification process and the
number of spectral components, several approaches were
considered. The framework of the proposed methods can be
summed up as extraction of spatial and spectral information
and the combination of information either during the
classification step or after a primary classification.
The extraction of the spatial features is done at the
object level, providing more informative and more adap-
tive features. Morphological processing was used to
perform a multiscale analysis of the interpixel dependency
and to compute the morphological neighborhood for each
pixel of the image. Another considered approach to com-
pute adaptive neighborhoods consists in using regions
Fig. 18. Classification maps for the University Area data set.
(a) HSeg+MV. (b) MSSC-MSF.
Fig. 19. Classification maps for the Indian Pines data set. (a) SVM.
(b) HSeg+MV. (c) SVM-MSF+MV. (d) MSSC-MSF.
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derived from a segmentation map. Several segmentation
techniques for hyperspectral images were investigated.
Hierarchical segmentation provided the most accurate
segmentation map.
For the classification step, the SVM was used because
of its capability to deal with high-dimensional data. Its
flexibility, due to the kernel function, allows several
strategies for including spatial features in the classification
process: feature fusion or composite kernels. The first
technique provides the best results in terms of classifica-
tion accuracy, but the second one should be investigated
deeper with new machine learning tools such as multiple
kernel learning. An MC system was considered for com-
bining segmentation and classification procedures.
For the three considered data sets, the classification
accuracy is improved by the proposed methods and the
resulting thematic maps are more homogeneous and spa-
tially consistent. Two algorithms, the EMP–KPCA and the
MSSC–MSF, provide leading performances in terms of
classification accuracies.
Final advice for building an accurate classification
system for hyperspectral images is as follows.
• Build an MC system.
• Classifiers should be robust to the dimensionality
(e.g., SVM) with different inputs: spectral, spatial,
and spectral–spatial.




The classification accuracy was assessed with the
overall accuracy (OA) which is the number of accurately
classified samples divided by the number of test samples,
the average accuracy (AA) which represents the average of
class classification accuracy, the kappa coefficient of
agreement ð
Þ which is the percentage of agreement cor-
rected by the amount of agreement that could be expected
due to chance alone, and the class-specific accuracy. These
criteria were used to compare classification results and
were computed using the confusion matrix.
Furthermore, the statistical significance of differences
was computed using McNemar’s test, which is based upon
the standardized normal test statistic [112]
Z ¼ f12  f21ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f12 þ f21
p
where f12 indicates the number of samples classified cor-
rectly by classifier 1 and wrongly by classifier 2. At the
commonly used 5% level of significance, the difference in
accuracy between classifiers 1 and 2 is said to be statis-
tically significant if jZj > 1:96. The sign of Z indicates
whether classifier 1 is more accurate than classifier 2
ðZ > 0Þ or vice versa ðZ G 0Þ.
APPENDIX II
DBFE AND NWFE
The DBFE was proposed by Lee and Landgrebe [113]
for the purpose of classification. From the decision boun-
dary (the line in the feature space where a sample belongs
equally to the classes), the DBFE permits the extraction of
informative feature and permits the deletion of the
redundant features. The decision boundary is found with
a Gaussian mixture model, i.e., each class is modeled by a
Gaussian distribution. The DBFE requires the estimation
of the parameter (mean vector and covariance matrix).
Hence, with limited training set, the method does not
perform well.
To overcome these limitations, Kuo and Landgrebe
have proposed the NWFE [114]. It is a nonparametric
version of the linear discriminant analysis. The between-
and within-class matrices are estimated in a nonparamet-
ric way, putting different weights on every sample to
compute the local means. Hence, contrary to the DBFE,





• a set of n feature vectors (patterns) X;
• an upper bound Cmax on the number of clusters.
Initialization (Iteration 0):
Let C ¼ Cmax. Determine the first partition Q0c ,
c ¼ 1; 2; . . . ; C, of X:
1) Choose randomly C patterns from the set X to
serve as cluster centers.
2) Assign the remaining patterns to the clusters on
the basis of the nearest Euclidean distance to the
cluster center.






c for c ¼ 1; 2; . . . ; C by
component-wise empirical means, empirical cova-
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Cluster assignment step:
1) Assign each pattern in X to one of the clusters
according to the maximum a posteriori probability
criteria






















2) Eliminate cluster c if mic is less than the dimen-
sionality of patterns, c ¼ 1; 2; . . . ; C. The patterns
that belonged to the deleted clusters will be re-
assigned to the other clusters in the next iteration.
3) If the convergence criterion is not achieved,
return to the parameter estimation step.
APPENDIX IV
PRIM’S ALGORITHM







 ¼ fvg, v is an arbitrary vertex from V
while V
 6¼ V do
Choose edge ei;j 2 E with minimal weight such that
i 2 V
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