Emerging applications in Internet of Things (IoT), such as remote monitoring and control, extensively rely on timely status updates. Age of Information (AoI) has been proposed to characterize the freshness of information in status update systems. However, it only considers the time elapsed since the generation of the latest packet, and is incapable of capturing other critical information in remote control systems, such as the stochastic evolution and the importance of the source status. In order to evaluate the timeliness of status updates in remote control systems, we propose a context-aware metric, namely the context-aware information lapse. The context-aware information lapse characterizes both the stochastic evolution of the source status and the context-aware importance of the status. In this paper, the minimization of average context-aware lapse in a multi-user system is considered, and a corresponding user scheduling policy is proposed based on Lyapunov optimization. Numerical results show that compared to AoI-based policy, the context-aware-lapse-based policy can achieve a substantial improvement in terms of error-threshold violation probability and control performance.
I. INTRODUCTION
Applications in Internet of Things (IoT) require timely and reliable information exchange and update among various ends. For example, in vehicular networks, vehicles need to exchange position, velocity, acceleration and driving intention to enable driving assistance applications, such as collision avoidance and intersection management. The timeliness requirement for status updates varies according to the dynamics of the status and the context in the system. Generally speaking, when the monitored status changes rapidly (e.g., high speed or heavy brake), more frequent update of the status is required; when the monitored status is at a critical situation (e.g., collision avoidance), more information should be delivered. Otherwise, untimely status update can either be a waste of wireless resource or hinder the effectiveness of control, resulting in undesirable performance degradation. Therefore, to ensure the timeliness of information delivery and the effectiveness of control, status updates should adapt to the context of the system and the dynamics of the status.
To cope with the changing context in the system and the stochastic evolution of the status, this paper proposes This work is sponsored in part by the Nature Science Foundation of China a new metric named the context-aware information lapse. The context-aware lapse consists of two parts, namely the context-aware weight and the lapse. The lapse identifies how inaccurate the monitor's information is compared with the actual status, while the context-aware weight evaluates how crucial the status information is for decision-making in remote control. The lapse is determined by the dynamics of the status, while the context-aware weight is associated with context information in the system.
There has been several metrics proposed to evaluate the timeliness of status updates. Age of information (AoI) [1] is defined as the time elapsed since the generation of the most up-to-date packet received. It captures the freshness of information regardless of its context and dynamics. AoI has been studied extensively [1] - [27] in recent literatures. Especially, in [5] - [7] , the authors evaluate the penalty caused by information staleness, in order to characterize the non-linear performance of a system with respect to AoI. It is proved in many cases, such as [27] and [28] , that the mean square error (MSE) of status value is a function of the AoI when the status is not observable during the scheduling of updates. However, in practical systems, the status information can be observable to the scheduler when the scheduler is close to the monitored object. In [29] , the authors claim that minimizing AoI does not guarantee MSE minimization when the status is observable, and name two effective age metrics that are minimized when MSE is minimized. However, none of these metrics takes environmental context into consideration when designing status update schemes, which lacks insights into exploiting context information.
In this paper, we investigate how to exploit the context information as well as the dynamics of status in status updates for remote control systems. The contributions of this paper is summarized as follows:
1) The context-aware timeliness requirement of status update is identified with the proposed metric, namely the context-aware information lapse, which is the product of the context-aware weight and the lapse. Therefore, both the context information and the dynamics of the monitored object are characterized. 2) A multi-user scheduling problem is formulated to minimize the average context-aware lapse of a status update system with multiple users, and an adaptive contextaware scheduling policy is proposed with provable per-formance upper bound. 3) Simulation results show that with the proposed user scheduling policy, there is a substantial performance improvement over an AoI-based policy in the remote control problem of stabilizing CartPoles. The remainder of this paper is organized as follows. Section II introduces the context-aware lapse. A multi-user scheduling problem is formulated to reduce the context-aware lapse, and a user scheduling policy is proposed in Section III. In Section IV, performance of various policies is illustrated with simulation results. Section V concludes the paper.
II. CONTEXT-AWARE INFORMATION LAPSE
The timeliness of status update in typical applications of IoT is defined by how well the status update serves the purpose of remote control. To ensure timely status updates, the information lapse, which describes the consistency of the monitor's status information with the actual status, is faced with contextdependent requirement: when the monitored object is at a critical situation, the system demands lower information lapse. Denoting the difference between the state of the monitored status and the estimated status at the monitor at time t by Q(t), the information lapse is denoted by δ(Q(t)), where δ(·) is a non-negative function (e.g., norms). The context-aware importance of status is evaluated by weight ω(t): if the context in the system presents a high requirement on information lapse, the corresponding weight ω(t) will be large. Therefore, the context-aware timeliness of status update is characterized by the lapse δ(Q(t)) and the context-aware weight ω(t).
A. Definition
To characterize the context-aware timeliness for status updates in remote control systems, we propose a new metric named the context-aware information lapse. The contextaware information lapse is defined as the product of the lapse δ(Q(t)) and the context-aware weight ω(t). Mathematically, the context-aware information lapse is expressed as
Denoting the temporal derivative d dt Q(t) of error by A(t), which can be negative, the error Q(t) is equivalent written as
where g(t) is the generation time of the most up-to-date packet that is received before t. Note that if the information lapse δ(Q(t)) increases with a constant rate (i.e., A(t) = 1) over time and the weight ω(t) is time-invariant, the context-aware lapse is equivalent to the conventional AoI. Moreover, contextaware lapse can be turned into other extensions:
, where function f : R + → R maps AoI to the system penalty, the contextaware lapse equals the non-linear AoI defined in [6] .
2) If the weight ω(t) is time-invariant and δ(x) = x 2 , the context-aware lapse tracks the squared error. The discrete-time version of the context-aware lapse is
where A(t) is the increment of error in time slot t. The recursive relationship is expressed as
The context-aware lapse implies how urgent the system is for a new status update, given the lapse and the context-aware weight. By reducing the context-aware lapse, the contextaware timeliness of information can be better guaranteed.
B. Analogue to Queuing
Consider a special case where the delay between the generation of an update and its delivery is negligible in the system's timescale, i.e., the system state can be instantaneously obtained and transmitted by the device whenever it is scheduled. In this case, Eq. (3) is written as
The dynamic function of Q(t) in (4) is equivalent to the queuing system in Fig. 1 , where there is a source generating A(t) packets at time t, a data buffer to store the generated packets before they are served, and a server. A major difference between Fig. 1 and conventional queuing is that once the server completes a service, i.e., D(t) = 1, the data buffer will be emptied. Another difference is that both A(t) and Q(t) can be negative. Nonetheless, the methods in queuing problem can be applied to the analysis of context-aware lapse.
III. MULTI-USER SCHEDULING Consider a system with N users and one fusion center, as illustrated in Fig. 2 . The users need to deliver their status information to the fusion center to update their status. However, due to limited channel resource, at each time slot, at most K < N users can transmit simultaneously. The decision of user scheduling at the t-th time slot is denoted by a vector U (t) = (U 1 (t), U 2 (t), ·, U N (t)), where U i (t) = 1 represents that the i-th user is scheduled at the t-th slot; otherwise U i (t) = 0. The updates of each user are transmitted through a block fading channel. It is assumed that the probability of successfully delivering the i-th user's information to the fusion center (i.e., the channel is good) is p i . The state of the ith user's channel being good at the t-th slot is represented by S i (t) = 1; otherwise S i (t) = 0. Therefore, there is a successful delivery for the i-th user at the t-th time slot if and
Due to the randomness in status evolution, the error at the monitor might decrease even if there is no successful delivery. Therefore, it is assumed that the increment A i (t) of error can be negative, and has zero mean and variance E
[
. It is further assumed that A i (t) is independent of the current error Q i (t). An example that satisfies these assumptions is when A i (t) are independent and identically distributed (i.i.d.) Gaussian random variables. The time-variant context-aware weight ω i (t), which is associated with stochastic context information, is assumed to be a random variable that has mean E [ω i ], and is independent of error Q i (t).
To improve the timeliness of status updates, the average context-aware lapse minimization problem is formulated as
where the lapse we considered here is the squared error, and the constraint corresponds to the limitation of channel resource. According to Eq. (4), the transmission at the t-th time slot starts to take effect at the next slot. Therefore, to reduce the context-aware lapse according to context information, we need to foresee future weight ω(t + 1); otherwise problem (5) is equivalent to a context-unaware problem. The prediction of future weight is quite reasonable in practical applications, since the length of a time slot in wireless communications is relatively small compared to the timescale of the context. By carefully designing scheduling decision U (t) at each time slot, we try to reduce the average context-aware lapse to improve the performance of the status update system. We obtain a scheduling policy by Lyapunov optimization: where π i is the probability of scheduling the i-th user with a randomized stationary policy π = (π 1 , π 2 , · · · , π N ) that satisfies π i ≤ 1 and ∑ N i=1 π i ≤ K. An equivalent description of policy (6) is to schedule K users with the largest value of (
Theorem 1: In a status update system with N users and K orthogonal wireless channels, the average context-aware lapse under policy (6) is upper bounded by
Proof: See Appendix A. Next, we try to minimize the upper bound by selecting an appropriate randomized stationary policy π. The problem becomes
If only one user can be scheduled at each time slot, i.e., K = 1, the solution to problem (8) is
The solution to problem (8) is equivalent to the water-filling problem in Fig. 3 , where the total volume of the water is K, the width of each bar is
, the height of each bar is d −1 i , such that the maximum volume of water in each bar is 1. The volume of water in each bar gives the probability π i in the randomized stationary policy π. With policy (6), the user with higher transmission success probability and higher context-aware weight will be granted higher priority. A larger lapse also leads to a higher priority.
IV. NUMERICAL RESULTS
To evaluate the effectiveness of the proposed metric and the corresponding scheduling policy, we compare the performance of several scheduling policies in terms of average contextaware lapse, threshold violation probability, and their performance in CartPole. In CartPole, a pole is attached to a cart (as shown in Fig. 4) , and a controller forces the cart to its left or right to prevent the pole from falling and the cart from moving out of the screen. The game ends when the angle of the pole is larger than 12 • or the position of the cart is 2.4 units away from the center, and is played for at most 200 steps in each episode. The controller tries to play as many steps as possible in each episode. Detailed description about the game can be found in [30] . In the original CartPole, the 4-dimensional system status (i.e., the position x and velocitẏ x of the cart, and the angle α and the angular velocityα of the pole) is fully observable at each step, and the controller decides whether to force the cart to its left or its right based on the status. To further complicate the CartPole game in the simulation, an additional random force is applied to the cart at each step, so that the status of the CartPole is not predictable to the controller even if the kinetics equation is known. The simulation process is described as follows:
1) Train a multi-layer perceptron (MLP) with a 100-node hidden layer for the control problem of a single CartPole whose the status is observable. 2) At each step, schedule the CartPoles to deliver their status to the controller according to a scheduling policy. For the CartPoles whose status is not delivered, the controller updates their status with previous information and the kinetics equation assuming zero random force. 3) The controller remotely controls the CartPoles with the control algorithm based on the latest available status. In the simulation, the status update system has N = 10 users (CartPoles) who share K = 2 orthogonal wireless channels. The transmission success probability of each user is an arithmetic sequence from 0.9 to 1. Five polices are compared in the simulation. They are: 1) Round robin: Users are scheduled one by one.
2) AoI based: Schedule K users with the largest
Time slots where ∆ i (t) denotes the AoI of the i-th user at time t.
Ref. [20] shows that the policy is asymptotically AoIoptimal when channel failure probability goes to zero and the number of users is large. 3) AoI and context-aware weight: In many cases, the scheduler does not have access to the real-time lapse in each user node and schedule the users based on only the AoI ∆ i (t) and the weight ω i (t). To obtain a scheduling policy without lapse, we replace Q i (t) 2 with its expected value
in policy (6) , and the policy becomes scheduling K users with the largest value of (
4) Information lapse:
If the context-aware weight at the next time slot is not observable, we take expectation over the weight in (6) , and obtain policy that does not require the knowledge of real-time context-aware weight, which is scheduling K users with the largest E[ωi] πi Q i (t) 2 . 5) Context-aware information lapse: The context-aware scheduling policy with the knowledge of the context information at the next time slot, as is described in (6) . In the first simulation, the increment of error A i (t) are i.i.d. random variables following the standard Gaussian distribution, while the context-aware weight is i.i.d. random variable with 5% being 9 and 95% being 1. The average context-aware lapse under the five policies is illustrated in Fig. 5 . With both context information and information lapse, policy (6) produces the lowest average context-aware information lapse. The round robin policy, which exploits nearly zero information in the system, has the highest context-aware information lapse. The performance of the AoI-based policy and the contextaware AoI policy has a significant gap, which implies that knowledge of the context-aware weight is beneficial to the scheduling. However, the difference between the performance of information lapse policy and context-aware information lapse policy is relatively smaller. The reason can be that the knowledge of one-step-ahead context-aware weight cannot greatly reduce the expected context-aware information lapse. To further improve the performance, the prediction of more further context is necessary. Time slots 
Average violation probability
Round robin AoI AoI and context-aware weight Information lapse Context-aware information lapse Fig. 6 . Average threshold violation probability. The threshold for error Q i (t) is 15 when the weight is 1, and 5 when the weight is 9. Fig. 6 plots the average probability of the error |Q i (t)| exceeding threshold 5 when the context-aware weight is 9 and threshold 15 when the context-aware weight is 1. It is shown that when context-aware information lapse is known to the scheduler, policy (6) has a violation probability of approximately 10 −4 , which is the lowest of all and is approximately 1 50 of the violation probability under the AoI based policy. Although the context-aware lapse minimization problem is not specifically designed for avoiding threshold violation, simulation results show that policy (6) brings a significant improvement over other user scheduling policies. Fig. 7 illustrates the average number of steps being played in each episode of CartPole. The game runs on OpenAI gym 1 . The random force follows Gaussian distribution with zero mean and standard deviation being 10 Newtons, which is the magnitude of the force applied by the controller. The context information is exploited under a straightforward intuition: the status information is more urgent if the situation worsens. Therefore, if the distance is going to increase at the next step (i.e., xẋ > 0), the context-aware weight for position x and velocityẋ is set to 9; otherwise the context-aware weight is 1. Similarly, the context-aware weight for angle α and angular velocityα is 9 if αα > 0. For each dimension of the status (x,ẋ, α,α), the context-aware lapse is computed. After linearly rescaling the status such that both the value of position and the value of angle are within [−1, 1], the context-aware lapse of each dimension is summed up as the overall contextaware lapse. Fig. 7 shows that with the information lapse known to the scheduler, the performance of the CartPole game can be substantially improved. Additional context information, even with such simple setting of the weight, can further increase the number of steps played in each episode.
V. CONCLUSIONS
This paper introduces the concept of context-aware information lapse to characterize the context-aware timeliness of a status update system. The context-aware information lapse embeds the context information in status update as well as the change of the status itself. A scheduling policy is proposed to allocate channel resources to multiple users in a multiuser status update system by reducing the context-aware lapse. Simulation results show that the proposed metric and policy achieve a significant improvement over existing AoI-based schemes on the timeliness of status updates in remote control.
APPENDIX A PROOF FOR THEOREM 1
The Lyapunov function is defined as
where θ i is a constant weight associated with the i-th queue. The conditional Lyapunov drift is expressed as
Let f (t) denote the additive penalty that occurs at the t-th time slot. Substituting Eq. (4) into Eq. (9), we have the drift plus penalty
Letting
the drift plus penalty becomes
At each step, we try to minimize the drift plus penalty by scheduling, i.e., by choosing the appropriate U (t) to minimize the last two terms at the right-hand side of the above equality. The policy is written as:
Let π = (π 1 , π 2 , · · · , π N ) be a randomized stationary policy with which the i-th user is scheduled with probability π i at each time slot. Since the drift plus penalty at each time slot is minimized by the policy (6), we have that
] .
Since ω(t + 1) is independent to Q(t), by taking expectation and letting θ i = E[ωi](1−piπi) piπi , we have
where the right-hand side is constant. Taking expectation at the both sides of Eq. (12), summing over t ∈ {0, 1, · · · , T − 1}, dividing both sides by T , and taking limit T → ∞, we have
By Eq. (10), we obtain the upper bound of average contextaware lapse under policy (11):
With θ i = E[ωi](1−piπi) piπi , policy (11) is equivalent to policy (6) . Therefore, the proof is completed.
