The simultaneous use of pre-segmented CT colonoscopy images and optical colonoscopy images during routine endoscopic procedures provides useful clinical information to the gastroenterologist. Blurry images in the video stream can cause the tracking system to fail during the procedure, due to the endoscope touching the colon wall or a polyp. The ability to recover from such failures is necessary to continually track images, and goes towards building a robust tracking system. Identifying similar images before and after the blurry sequence is central to this task.
INTRODUCTION
The simultaneous use of pre-segmented CT colonoscopy images and optical colonoscopy images during routine endoscopic procedures provides useful clinical information to the gastroenterologist. Automatic tracking systems facilitate this capability, providing a clear and unambiguous spatial context to the location of the endoscope within the anatomical structure. However, as illustrated in Fig. 1 , the appearance of blurry images that lack sufficient features in the optical video stream can cause tracking systems to fail. Blurry images are common in endoscopic sequences, for eg., endoscope touching the colon wall, fluid immersion, extreme brightness conditions, etc. Although automatic tracking failure recovery is critical for endoscopy tracking systems, this issue is seldom investigated. Rai 14 enumerated several types of bronchoscopy images that are hard to track using image registration algorithms. However, no solutions were proposed to recover from these situations. Magnetic sensors have been used to assist tracking bronchoscopy images, 2, 12, 13 which help predict the endoscope position during blurry image sequences; image registration algorithms were used to improve tracking accuracy. The problem is considerably harder with colonoscopy video, since the colon can deform. In our earlier work, we used a region flow based approach 10 to recover motion parameters. In this method, region descriptors are used to model invariant structure information for matching, and are superior to point descriptors since the image pair bridging a blurry image sequence undergoes significant image motion. Region flow is computed to match all possible image regions between the image pair, and accurately identify sparse feature correspondences. However, the performance of the region flow based algorithm depends on the extent of the similarity of the selected pair. For instance, consider Fig. 2(a) , that shows an image pair bridging a blurry sequence of 53 images used by region flow algorithm. The two images display the same fold, but with different intensity distributions and different scales. Temporal volume matching, the subject of this paper, is an efficient means to identify temporal coherence, that will be used in determining the most similar image pair that bridges a blurry sequence. Laptev 7, 8 extended the multi-scale Harris point detector 9 to identify some interest points in the video stream, and developed a temporal feature descriptor for every point. Thus, temporal volumes can be matched by comparing temporal feature descriptors. There are many other temporal feature detectors. 6, 16, 17 However, all these algorithms detect a set of sparse feature points, and are mainly used for identifying significant transition points or events in the video stream. Our Temporal Volume Flow(TVF) approach is to densely match temporal volumes. Estimating temporal volume flow results in a robust and intelligent selection of an image pair for maximizing point correspondences. Fig. 2(b) shows an image pair selected by TVF. Compared with Fig. 2(a) , there are two improvements, (1) intensity distribution is more similar, and (2) reduced scale variation.
METHODOLOGY

Temporal Volume Flow Computation
Assume there is a colonoscopy video stream I(x, y, t) with a blurry sequence in the interval, (t 1 , t 2 ). The purpose of TVF computation is to search for an image pair from two video segments, τ 1 = (t 1 − Δt, t 1 ) and τ 2 = (t 2 , t 2 + Δt). Without loss of generality, we define τ as the segment time. A three-dimensional video stream is converted into a continuous four-dimensional temporal volume, V (x, y, t, τ ). TVF computation is to densely match V (x, y, t, τ ) at time τ = τ 1 and τ = τ 2 .
Let − → u = (u x , u y , u t , 1) be the flow vector at a point p = (x, y, t, τ ). We start with intensity and gradient constancy models.
where
The linearized formulation of Eq. 1 is
In conjunction with smoothness constraint, we can formulate an energy function to estimate TVF.
where Ψ(s 2 ) = √ s 2 + 2 , = 0.001 is a modified L1 norm. α and β are two constants to balance different components in Eq. 3. The Euler-Lagrange equations of Eq. 3 are
where the derivatives related to V * τ are defined as the temporal difference.
However, it is non-trival to compute Eq. 4 because it is a non-convex and nonlinear function. Two strategies are exploited to handle this issue.
Multi-resolution scheme:
A coarse-to-fine temporal volume pyramid is built to initialize the minimization process near the actual minima with the sampling rate equal to 0.
be the TVF vector at the pyramid level k and − → u 0 = (0, 0, 0, 1). The minimization process starts from the coarsest level and is gradually propagated towards the finest level.
Sequential linearization strategy:
We employed two nested fixed point iterations 1 to remove nonlinearity in Eqn. 4. Let l denote the outer iteration index, and the x-component of Eq. 4 can be rewritten as
We define the following two terms to abbreviate the description in Eqs. 5,6.
So Eq. 5 becomes
Another inner iteration is introduced to remove non-linearity in Ψ D and Ψ S . Let m be the iteration index, Eq. 8 can be linearized as
where (du 0, 0) . Following the same procedure, we can derive equations corresponding to y and t components. Thus, each voxel has three linear equations, which leads to a massive sparse linear system to compute TVF. The system is solved by using the successive over-relaxation(SOR) method 18 in the innermost iteration. Let n indicate the index for this iteration.
Here, N (p) is the 6-neighborhood 15 of p. N + (p) denotes the neighbors q of p with the indices of q larger than that of p, and N − (p) with the indices of q is smaller than that of p. ω ∈ (0, 2) is the relaxation parameter that affects the convergence of the linear system. As suggested by Young, 18 values close to 2 gives the best performance. We use ω = 1.99 in our implementation.
The TVF computation is summarized in Algorithm 1, and the left image of Fig. 3 illustrates the results of TVF. Note the movement of the bottom right fold between two volumes; all flow vectors capture this main motion.
Tracking Failure Recovery
The computed volume flow between the two temporal volumes describes voxel correspondences between images in the two volumes. Thus, if there are m and n images respectively in the two volumes, there are mn pairs of images that will be considered. We select the image pair that has the largest number of voxel correspondences.
Algorithm 1: Temporal Volume Flow Computation
Data: V (x, y, t, τ ) at τ1 and τ2 Result: TVF field − → u (x, y, t). Build K level temporal volume pyramids for V (x, y, t, τ1) and V (x, y, t, τ2);
Initialize k-th level TVF field; Next, the region flow algorithm 10 is used to recover the camera motion parameters. In this method, we compute the normalized cross-correlation metric on all 5 × 5 sized image regions between the two images. Max-product loop belief propagation algorithm 3 is employed to minimize the resulting graph energy. The minimization results in a set of region flow vectors that provide a good estimate of the image motion. SIFT detector 11 is used to detect two sets of feature points in the image pair, and these are matched by using region flow vectors to guide and limit the search space. The camera motion parameters are computed by identifying the the visual angle changes between any two SIFT features. 
EXPERIMENTAL RESULTS
We have tested our method on three optical colonoscopy sequences, from three patients. to successfully track after the blurry sequence. At frame 535, although the polyp is visible in both OC and VC images, TVF had decreased error, since the polyp in the VC image is more similar to that in the OC image in Fig. 5 
(f).
Sequence 3: Descending Colon. Fig. 6 illustrates a 580 image sequence in the descending colon after polyp removal. There is a long blurry image sequence from 82 to 353. The locations of the polyp are highlighted by red rectangles in Fig. 6(a) . Region flow fails to recover the motion parameters because there are insufficient feature correspondences from the selected frames, 30 and 356. On the contrary, TVF successfully continues to track (selecting frames 30 and 374), as seen in Fig. 6(c) . Note the same folds inside the rectangles appear in both OC and VC images.
CONCLUSION AND FUTURE WORK
In this work, we have proposed a temporal volume flow approach to continually track colonoscopy video sequences that encounter blurry image sequences. Our method employs nonlinear intensity and gradient constancy models, which are combined into an energy function. The energy function is minimized through coarse-to-fine and sequential linearization schemes. The image pair with the most similar features before and after a blurry sequence is identified and used to compute motion parameters.
Three clinical sequences were chosen to test the TVF algorithm. The first two clinical sequences showed that accuracy can be improved through the TVF algorithm. The third sequence demonstrated that an improper choice of image pair can cause tracking to fail, as was the case with the region flow approach. On the contrary, the image pair chosen by TVF contained sufficient corresponding features, and the system continued to track images till the end of the sequence.
Future work will involve looking into improving the performance of the temporal volume flow computation, as ultimately real-time performance will be required for application in clinical practice. Comparison of our method to image registration approaches 4 also needs to be investigated, to better understand the benefits of exploiting temporal coherence. 
