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1. Introduction
The almost sure limit theorem (ASLT) for the maximum of independent identically distributed (i.i.d.) random variables
has been studied by Fahrner and Stadtmüller [6] and Cheng et al. [4] respectively. For more related works on ASLT, see
[1,10–13]. For the weakly dependent stationary Gaussian sequence {Xn, n 1} with E X1 = 0, Var X1 = 1, Csáki and Gonchig-
danzan [5] obtained the ASLT for the maxima if their correlation rn = E X1Xn+1 satisﬁes rn logn(log logn)1+ε = O (1) for
some ε > 0. For some extensions see [2] and [9]. Chen et al. [3] studied the ASLT of extremes for weakly dependent station-
ary Gaussian vector sequences. For some potential applications of ASLT, see [10]. Lin [8] extended this principle to a kind of
strongly dependent Gaussian sequence. He proved
lim
n→∞
1
logn
n∑
k=1
1
k
I
(
Mk − bk
ak
 x
)
=
∞∫
−∞
exp
(−e−x−ρ+√2ρz)φ(z)dz a.s. (1.1)
if
|rn logn − ρ|(log logn)1+ε = O (1), (1.2)
where the normalizing constants are
an = (2 logn)−1/2, bn = a−1n − an(log logn + log4π)/2. (1.3)
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Z. Weng et al. / J. Math. Anal. Appl. 367 (2010) 242–248 243For the multivariate setting, let {Xs, s  1} be a standard stationary d-dimensional Gaussian sequence, i.e., Xs =
(Xs1, Xs2, . . . , Xsd) with E Xsj = 0,Var Xsj = 1 and correlations ri j(|t − s|) = Cov(Xsi, Xtj) for 1  i, j  d, s, t  1. Suppose
that ri j(n) satisﬁes
ri j(n) logn → ρi j ∈ (0,∞), 1 i, j  d, (1.4)
as n → ∞ and
sup
1i, jd
n1
∣∣ri j(n)∣∣< 1. (1.5)
Let M(k)n stand for the d-dimensional vector of kth extreme-order statistic of the sequence {Xs, 1 s n}, where 1 k n,
i.e., M(k)n = (M(k)n1 ,M(k)n2 , . . . ,M(k)nd ), where M(k)nj denotes the kth order statistic of {Xsj, 1 s n}, j = 1,2, . . . ,d. Thus we have
M(1)n as the vector maxima and M
(n)
n as the vector minima. We also deﬁne the normalized constants
an = (an, . . . ,an), bn = (bn, . . . ,bn)
where an and bn are deﬁned by (1.3). Wis´niewski [14] investigated the limit distribution of M
(k)
n for a kind of Gaussian
vector sequence with equal correlation. Under conditions (1.4) and (1.5), Wis´niewski [15] studied the limiting distribution
of the d-variate point processes of exceedances formed by {Xs, 1 s n} and obtained:
Theorem A. Let X1,X2, . . . be a standardized stationary Gaussian vector sequence satisfying (1.4) and (1.5), then for ﬁxed k,
M(k)n − bn
an
d→M(k)ρ + RρZ, (1.6)
where Rρ = (√2ρii)1id and Z is the standard Gaussian vector with the covariance coeﬃcients Cov(Zi, Z j) = ρi j/√ρiiρ j j . Z and
M(k)ρ are independent and
P
(
M(k)ρ  x
)= d∏
i=1
exp
(−e−xi−ρii ) k−1∑
m=0
(e−xi−ρii )m
m! .
This paper is devoted to the study of the ASLT for the maxima of {Xs, 1 s  n} under conditions similar to (1.2). This
paper is organized as follows: In Section 2, we give the main result. Related proofs are provided in Section 3.
2. Main result
In this section we state our main result, i.e., for the ASLT of the maxima of {Xs, 1 s n}. The main result is:
Theorem 2.1. Let {Xs, s  1} be a sequence of d-dimensional stationary standard Gaussian random vectors with correlation ri j(s)
satisfying conditions (1.4) and (1.5), and additionally for 1 i, j  d let the following condition hold:∣∣ri j(n) − ti j(n)∣∣(logn)(log logn)1+ε = O (1). (2.1)
Then we have
lim
n→∞
1
logn
n∑
s=1
1
s
I
(
Ms − bs
as
 x
)
= (Λρ ∗ Φρ)(x), a.s.
for x ∈ Rd, where ti j(n) = ρi j/ logn,Ms =M(1)s , and ρ = (ρ11,ρ22, . . . , ρdd). Operator ∗ denotes convolution, and
Λρ(x) = Λ(x+ ρ), Λ(x) =
d∏
i=1
exp
(−e−xi ),
Φρ(x) = Φ
(
2−1/2xA−1(ρ)
)
and Φ represents the joint distribution function of a Gaussian vector Y0 with Cov(Y0) = (ρi j/√ρiiρ j j)1i, jd and EY0 = 0. A−1(t)
is the inverse of A(t), and the latter is deﬁned by (3.2).
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We ﬁrst deﬁne a triangular array of d-dimensional random Gaussian vectors {Y(n)m : 1  m  n, n > 1}, the rows of
{Y(n)m : 1m n} are standard Gaussian equally correlated sequences with the covariance coeﬃcients
Cov
(
Y (n)mi , Y
(n)
mj
)= ri j(0), Cov(Y (n)mi , Y (n)l j )= ti j(n), (3.1)
where 1 m = l  n and n > 1. And suppose that {Xs, s  1} and {Y(n)m : 1 m  n, n > 1} are independent. Write M∗n for
the vector maxima in {Y(n)m : 1m n}. For each s ∈ (0,∞)d and v ∈ (0,∞)d denote
A(s) =
⎡⎢⎣ s
1/2
1 · · · 0
...
. . .
...
0 · · · s1/2d
⎤⎥⎦ , B(v) =
⎡⎣ (1− v1)1/2 · · · 0... . . . ...
0 · · · (1− vd)1/2
⎤⎦ . (3.2)
The following representation of the standard Gaussian array {Y(n)m : 1m n, n > 1} is due to Wis´niewski [14]:
Lemma 3.1. Assume that the standard Gaussian array {Y(n)m : 1 m  n, n > 1} satisﬁes condition (3.1). Then the rows of the array
can be represented by means of sums of independent vectors in the following way:(
Y(n)1 , . . . ,Y
(n)
n
) a.s.= (Z(n)0 A(t(n))+ Z(n)1 B(t(n)), . . . ,Z(n)0 A(t(n))+ Z(n)n B(t(n))),
where t(n) = (t11(n), . . . , tdd(n)) and {Z(n)m : m ∈ {0} ∪ N} is an independent Gaussian sequence with covariance matrices
Cov
(
Z(n)0
)= ( ti j(n)√
tii(n)t j j(n)
)
1i, jd
,
Cov
(
Z(n)m
)= ( ri j(0) − ti j(n)√
(1− tii(n))(1− t j j(n))
)
1i, jd
and with vectors of mean values
EZ(n)0 = EZ(n)m = 0.
Proof. See Proposition 1 of [14]. 
The following bound is from the Normal Comparison Lemma (cf. [7]):
Lemma 3.2. Suppose that the Gaussian vector sequence {Xn, n 1} satisﬁes the conditions (1.4) and (1.5) and the triangular Gaussian
array {Y(n)k , 1 k n} satisﬁes (3.1). Set un = anx+ bn, then we have∣∣P (Mn  uk) − P(M∗n  un)∣∣ C d∑
i, j=1
∑
1s,tn
∣∣ri j(|t − s|)− ti j(n)∣∣exp{− u2ki + u2nj2(1+ωi j(|t − s|,n))
}
,
where ωi j(s,n) = max{|ri j(s)|, ti j(n)} and C is an absolute positive constant which may change from line to line.
Proof. Using Theorem 4.2.1 in [7], we get the desired result. 
Lemma 3.3. Suppose that the condition (2.1) holds and set un = anx+ bn. Then for large n we have
sup
1kn
k
d∑
i, j=1
n∑
s=1
∣∣ri j(s) − ti j(n)∣∣exp{− u2ki + u2nj2(1+ωi j(s,n))
}
 C(log logn)−(1+ε).
Proof. As ti j(n) = ρi j/ logn, for large n we have
σ(1) := sup
1m,ln
1i, jd
∣∣ωi j(m, l)∣∣< 1
by (1.5). According to Leadbetter et al. [7], for large n we have
exp
{
−u
2
ni
}
∼ Cuni , uni ∼ (2 logn) 12 , for 1 i  d. (3.3)2 n
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k
d∑
i, j=1
n∑
s=1
∣∣ri j(s) − ti j(n)∣∣exp{− u2ki + u2nj2(1+ wij(s,n))
}
= k
d∑
i, j=1
[nα ]∑
s=1
∣∣ri j(s) − ti j(n)∣∣exp{− u2ki + u2nj2(1+ wij(s,n))
}
+ k
d∑
i, j=1
n∑
s=[nα ]+1
∣∣ri j(s) − ti j(n)∣∣exp{− u2ki + u2nj2(1+ wij(s,n))
}
= T1 + T2,
where 0< α < (1− σ(1))/(1+ σ(1)). For T1, by using (3.3), we have
T1  k
d∑
i, j=1
nα exp
{
− u
2
ki + u2nj
2(1+ σ(1))
}
 C
d∑
i, j=1
knα
(
ukiunj
n2
)1/(1+σ (1))
 C
d∑
i, j=1
n1+α−2/(1+σ (1))(logn)1/(1+σ (1)).
As 1 + α − 2/(1 + σ(1)) < 0, we get T1  Cn−δ for some δ > 0. The remainder is to estimate the bound of T2. Letting
p = [nα], we have
T2  k
d∑
i, j=1
∑
p<sn
∣∣ri j(s) − ti j(n)∣∣exp{− u2ki + u2nj2(1+ σ(p))
}
=
d∑
i, j=1
k exp
{
− u
2
ki + u2nj
2(1+ σ(p))
} ∑
p<sn
∣∣ri j(s) − ti j(n)∣∣
=
d∑
i, j=1
kn
logn
exp
{
− u
2
ki + u2nj
2(1+ σ(p))
}
logn
n
∑
p<sn
∣∣ri j(s) − ti j(n)∣∣
=
d∑
i, j=1
Dij.
By the arguments similar to those of Lemma 2.1 in [8], we get
Dij  C(log logn)−(1+ε)
uniformly for 1 i, j  d. The proof is complete. 
Lemma 3.4. Under the conditions of Lemma 3.2, we have
Var
(
n∑
k=1
1
k
I{Mk  uk} −
n∑
k=1
1
k
I
{
M∗k  uk
})
 C(logn)2(log logn)−(1+ε).
Proof. Note that
Var
(
n∑
k=1
1
k
(
I{Mk  uk} − I
{
M∗k  uk
}))
=
n∑ 1
k2
Var
(
I{Mk  uk} − I
{
M∗k  uk
})
k=1
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∑
1i< jn
1
i j
Cov
(
I{Mi  ui} − I
{
M∗i  ui
}
, I{M j  u j} − I
{
M∗j  u j
})
= J1 + J2.
Obviously J1 < ∞. To estimate J2, for i < j deﬁne Mi, j = max{Xs: i + 1 s j}. Similarly deﬁne M∗i, j and M˜i, j . Notice for
i < j ∣∣Cov(I{Mi  ui} − I{M∗i  ui}, I{M j  u j} − I{M∗j  u j})∣∣

∣∣Cov(I{Mi  ui} − I{M∗i  ui}, I{M j  u j} − I{M∗j  u j}− (I{Mi, j  u j} − I{M∗i, j  u j}))∣∣
+ ∣∣Cov(I{Mi  ui} − I{M∗i  ui}, I{Mi, j  u j} − I{M∗i, j  u j})∣∣
=: P (1)i, j + P (2)i, j .
For P (1)i, j we get
P (1)i, j  2E
∣∣I{M j  u j} − I{Mi, j  u j}∣∣+ 2E ∣∣I{M∗j  u j}− I{M∗i, j  u j}∣∣
= 2(P (Mi, j  u j) − P (M j  u j))+ 2(P(M∗i, j  u j)− P(M∗j  u j))
= 2[P (Mi, j  u j) − P(M∗i, j  u j)]− 2[P (M j  u j) − P(M∗j  u j)]+ 4(P(M∗i, j  u j)− P(M∗j  u j))
 2
∣∣P (Mi, j  u j) − P(M∗i, j  u j)∣∣+ 2∣∣P (M j  u j) − P(M∗j  u j)∣∣+ 4(P(M∗i, j  u j)− P(M∗j  u j))
 C(log log j)−(1+ε) + 4P (M˜i > M˜i, j)
 C(log log j)−(1+ε) + 4d i
j
. (3.4)
The third inequality follows by Lemmas 3.2 and 3.3. The last inequality comes from Lemma 3.1 and the arguments in [1].
For P (2)i, j , noting that the {Xs, s 1} and {Y(n)m } are independent, for i < j  n we can get
P (2)i, j =
∣∣P (Mi  ui,Mi, j  u j) + P(M∗i  ui,M∗i, j  u j)
− P (Mi  ui)P (Mi, j  u j) − P
(
M∗i  ui
)
P
(
M∗i, j  u j
)∣∣

∣∣P (Mi  ui,Mi, j  u j) − P(M∗i  ui,M∗i, j  u j)∣∣
+ ∣∣P (Mi  ui) − P(M∗i  ui)∣∣+ ∣∣P (Mi, j  u j) − P(M∗i, j  u j)∣∣
+ 2∣∣P(M∗i  ui,M∗i, j  u j)− P(M∗i  ui)P(M∗i, j  u j)∣∣.
By the Normal Comparison Lemma, we can check that∣∣P(M∗i  ui,M∗i, j  u j)− P(M∗i  ui)P(M∗i, j  u j)∣∣ ∑
1l,md
(i j)
ρlm
logn+ρlm
[
(log i) log j
] logn
2(logn+ρlm) (logn)−1. (3.5)
Hence by Lemmas 3.2 and 3.3 and (3.5),
P (2)i, j  C
(
(log log i)−(1+ε) + (log log j)−(1+ε))+ ∑
1l,md
(i j)
ρlm
logn+ρlm
[
(log i) log j
] logn
2(logn+ρlm) (logn)−1 (3.6)
for i < j  n. By (3.4) and (3.6), we have
J2 = 2
∑
1i< jn
1
i j
(
P (1)i, j + P (2)i, j
)
 4d
∑
1i< jn
1
j2
+ C
∑
1i< jn
1
i j
(
(log log i)−(1+ε) + (log log j)−(1+ε))
+
∑
1l,md
∑
1i< jn
1
i j
(i j)
ρlm
logn+ρlm
[
(log i) log j
] logn
2(logn+ρlm) (logn)−1
=: F1 + F2 + F3.
Clearly,
F1  C logn C(logn)2(log logn)−(1+ε)
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F3 
∑
1l,md
(logn)
−ρlm
logn+ρlm
n∑
j=2
j
− logn
logn+ρlm
j−1∑
i=1
i
− logn
logn+ρlm

∑
1l,md
ρlm
logn + ρlm (logn)
−ρlm
logn+ρlm
n∑
j=1
j
−2 logn
logn+ρlm +1

∑
1l,md
2ρ2lm
(logn + ρlm)2 (logn)
−ρlm
logn+ρlm n
2ρlm
logn+ρlm

∑
1l,md
2ρ2lm exp
(−(3ρlm + 2 logn) log logn + 2ρlm logn
logn + ρlm
)
 Cexp
(
− log logn
2
)
= C(logn)−1/2
for large n. We also need to estimate F2. For large n, let A be an integer such that log A ∼ (logn)δ for some 0 < δ < 1.
Hence
F2 = C
( ∑
1i< jn
iA
+
∑
1i< jn
i>A
)
1
i j
(
(log log i)−(1+ε) + (log log j)−(1+ε))
 C(logn)2(log logn)−(1+ε).
The proof is complete. 
Lemma 3.5. Let (ηn) be a sequence of bounded random variables. If
Var
(
n∑
k=1
1
k
ηk
)
 C(logn)2(log logn)−(1+ε) for some ε > 0,
then
lim
n→∞
1
logn
n∑
k=1
1
k
(ηk − Eηk) = 0 a.s.
Proof. See Lemma 3.1 of [5]. 
Proof of Theorem 2.1. By Lemma 3.5 and Theorem A, we only need to check that Lemma 3.5 holds for (I{Mk  uk}, k 1).
By the well-known C2-inequality, we have
Var
(
n∑
k=1
1
k
I{Mk  uk}
)
= Var
(
n∑
k=1
1
k
I{Mk  uk} −
n∑
k=1
1
k
I
{
M∗k  uk
}+ n∑
k=1
1
k
I
{
M∗k  uk
})
 2
[
Var
(
n∑
k=1
1
k
I
{
M∗k  uk
})+ Var( n∑
k=1
1
k
I{Mk  uk} −
n∑
k=1
1
k
I
{
M∗k  uk
})]
=: 2(L1 + L2).
By Lemma 3.4, we get L2  C(logn)2(log logn)−(1+ε) . The remainder is to estimate L1. Using Lemma 3.1, write L1 as
E
(
n∑
k=1
1
k
(
I
{
M∗k  uk
}− P{M∗k  uk})
)2
= E
(
n∑
k=1
1
k
(
I
{
M˜k 
(
uk − Z(n)0 A
(
t(k)
))
B
−1(t(k))}− P{M˜k  (uk − Z(n)0 A(t(k)))B−1(t(k))})
)2
=
+∞∫
· · ·
+∞∫
E
(
n∑
k=1
1
k
ζk
)2
dΦ(z), (3.7)−∞ −∞
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M˜k =
(
max
{
Z (k)1 j , Z
(k)
2 j , . . . , Z
(k)
kj
}
: 1 j  d
)
,
and
ζk = I
{
M˜k 
(
uk − zA
(
t(k)
))
B
−1(t(k))}− P{M˜k  (uk − zA(t(k)))B−1(t(k))}.
Notice
E
(
n∑
k=1
1
k
ζk
)2
=
n∑
k=1
1
k2
E |ζk|2 + 2
∑
1k<ln
|E(ζkζl)|
kl
=: H1 + H2. (3.8)
Clearly, H1 
∑n
k=1 1k2 < ∞ as |ζk| 1. To estimate the bound of H2, for k < l we get∣∣E(ζkζl)∣∣ ∣∣Cov(I{M˜k  (uk − zA(t(k)))B−1(t(k))},
I
{
M˜l 
(
ul − zA
(
t(l)
))
B
−1(t(l))}− I{M˜k,l  (ul − zA(t(l)))B−1(t(l))})∣∣
 2
[
E
∣∣I{M˜l  (ul − zA(t(l)))B−1(t(l))}− I{M˜k,l  (ul − zA(t(l)))B−1(t(l))}∣∣]
= 2[P{M˜k,l  (ul − zA(t(l)))B−1(t(l))}− P{M˜l  (ul − zA(t(l)))B−1(t(l))}]
= 2
[(
d∏
i=1
Φ
((
uli − zi
√
tii(l)
)(
1− tii(l)
)− 12 ))l−k −( d∏
i=1
Φ
((
uli − zi
√
tii(l)
)(
1− tii(l)
)− 12 ))l]
 Ck
l
.
Thus
H2  C
∑
1k<ln
1
kl
(
k
l
)
 C logn C(logn)2(log logn)−(1+ε). (3.9)
Combining with (3.7), (3.8) and (3.9), we can get L1  C(logn)2(log logn)−(1+ε) . The proof is complete. 
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