Introduction
An indirect comparison of the standards for absorbed dose to water of the National Metrology Institute of Japan (NMIJ) and of the Bureau International des Poids et Mesures (BIPM) has been carried out in 60 Co γ-ray beams. The measurements at the BIPM took place in November to December 2009.
The absorbed dose to water at the NMIJ is determined by combining a calorimetric measurement with ionometric measurements. A graphite calorimeter mounted in a PMMA phantom was used to determine the absorbed dose rate to graphite, and a thick-walled graphite cavity ionization chamber was used in the PMMA and in a water phantom to convert the absorbed dose from graphite to water [1] . The BIPM primary standard is a parallel-plate graphite cavity ionization chamber [2] located at the reference depth in a water phantom.
The comparison was undertaken using two Farmer-type ionization chambers of the NMIJ as transfer standards. The result of the comparison is given in terms of the mean ratio of the calibration coefficients of the transfer chambers determined at the two laboratories under the same reference conditions.
The comparison result has been approved by the Consultative Committee for Ionizing Radiation (CCRI) and the degrees of equivalence between the NMIJ and the other participants in this ongoing comparison for absorbed dose to water have been evaluated and are presented in the form of a matrix in Section 5. A graphical presentation is also given.
Determination of the absorbed dose to water
At the BIPM, the absorbed dose rate to water is determined from 
where I is the ionization current measured by the standard, m is the mass of air in the ionization chamber, W is the mean energy expended in dry air per ion pair formed, e is the electronic charge, s c,a is the ratio of the mean mass stopping powers of graphite and air, and Π k i is the product of the correction factors to be applied to the standard.
The values of the physical constants and the correction factors entering in (1) are given in [3] together with their uncertainties, the combined relative standard uncertainty being 2.9 × 10 -3 . The uncertainty budget is reproduced in Table 1 .
Reference conditions
Absorbed dose is determined at the BIPM under reference conditions defined by the CCRI, previously known as the CCEMRI [4] :
• the distance from the source to the reference plane (centre of the detector) is 1 m;
• the beam size in air at the reference plane is 10 cm × 10 cm, the photon fluence rate at the centre of each side of the square being 50 % of the photon fluence rate at the centre of the square; and
• the reference depth in the water phantom is 5 g cm -2 . 1.2930 -0.01 (μ en /ρ) w,c ratio of mass energy-absorption coefficients 1.1125 (2) 0.01 (2) 0.14 (2) (2) included in the uncertainties for k p . (3) uncertainty value for the product s c,a W/e. (4) values for the CISBio beam adopted in November 2007. (5) standard CH4-1. (6) over a period of 3 months. The long-term reproducibility over a period of 15 years, u R is 0.0006.
At the NMIJ, the absorbed dose rate to graphite is determined by the graphite calorimeter. The calorimeter is a Domen-type. Two different thermistors are implanted into each of a core, a jacket and a shield constituting the calorimeter. One of each pair is used to measure the temperature, and the other is used as a heater. The temperature thermistor is connected to a Wheatstone bridge or a transformer bridge which is driven by an AC oscillator, and the output from the bridge is measured with a lock-in amplifier. Co γ-ray source and the reference plane (centre of the calorimeter core) is 1 m, and the diameter of the γ-ray beam in air at the reference plane is 11 cm. The depth of the core centre along the axial direction is 5 g cm -2 .
The absorbed dose rate to graphite at the reference point at 5 g cm
The physical quantities and the correction factors in (2) are described below and listed with their relative standard uncertainties in Table 2 .
The radiation power absorbed in the graphite core, P The calorimeter is operated in the constant temperature mode. Each of the elements constituting the calorimeter was kept at a constant (but different) temperature by PIDcontrolling the power to each heater. By measuring the powers at the core heater before the 60 Co γ-ray irradiation ( ) and during the 0 P 60 Co γ-ray irradiation ( ), the absorbed power is simply given by .
The mass of the core of the calorimeter, M The mass of the core was measured at the NMIJ. This includes the graphite core, thermistors and epoxy glues.
Correction factor for the calorimeter gap, gap k
The absorbed doses at the centre of the core were simulated for the following two cases using a Monte-Carlo code (EGS5). One is a realistic calorimeter which has vacuum gaps, and the other is an imaginary calorimeter whose vacuum gaps are filled with graphite. In the EGS5 calculations, the distance between the core centre and the
60
Co γ-ray source was fixed at 1 m and the energy distribution of the 60 Co γ-rays including the scattered radiations was taken into account. The ratio of these results gives the gap correction.
Correction factor for the core depth, k -2 . This was also calculated using the EGS5 code.
Correction factor for the impurities, imp k
The core consists of a graphite disc, thermistors and glue. The impurity correction is given by
where subscripts c and i show the graphite and the impurities, respectively, and Φ is the photon energy fluence. The term of ρ μ en denotes the mean mass energy-absorption coefficients evaluated using the tabulated data in [5] and a simulated energy spectrum at the centre of the core.
Correction factor for the heat defect, def k The heat defect is considered to be unity for graphite.
Correction factor for the axial non-uniformity of the beam, axl k
This correction factor, , is for the axial non-uniformity of the axl k 60 Co γ-ray beam over the calorimeter core. It is given by the ratio between the dose at the axial centre of the core and the dose averaged over the core. The dose distribution along the axial direction of the radiation was obtained by simulation.
Correction factor for the radial non-uniformity of the beam, rad k This correction factor is derived from the ratio of the dose averaged over the core in the uniform beam and that in the realistic beams. These averaged doses are calculated using the EGS5 code.
In addition to the factors described above, an uncertainty resulting from positioning of the calorimeter core to the reference plane, an uncertainty for the depth of the core, and an uncertainty for the half-life decay correction for the 60 Co γ-ray source are also included in Table 2 .
The absorbed dose rate to water at the NMIJ is derived from the absorbed dose rate to graphite by c w, c w, c w,
The physical quantities and the correction factors in (4) are described below and listed with their relative standard uncertainties in Table 2 .
The current ratio c w,
I
The thick-walled cavity chamber is placed at the reference points in a water phantom and in a PMMA (calorimeter) phantom, and the ionization currents were measured with a vibrating reed electrometer. Normalizing the temperature, pressure and humidity conditions to 273.15 K, 101.325 kPa and 0 %, respectively, the current ratio is obtained.
Correction factor for the waterproof sleeve sl k The current measurement in the water phantom was performed using a 2 mm-thick PMMA waterproof sleeve. By applying the correction factor, the current is changed to a value for a condition without the waterproof sleeve and the volume is filled with water. The correction factor was obtained using an EGS5 program.
Correction factor for the depth of the cavity chamber in the PMMA phantom cav depth k After applying the cavity theory to the ionization chamber in the PMMA phantom, the air in the cavity is converted to graphite. This conversion makes the depth of the cavity deeper. The thickness of the air cavity was designed to be the same as the gaps in the calorimeter. Therefore, ; these factors cancel in equations (2) and (4). The photon energy spectra at the reference point in the water phantom and at the centre of the cavity chamber with its air converted to graphite in the water phantom were computed. The mean energy-absorption coefficients for the spectra were calculated using the data in [5] . The ratio of the coefficients gives the value of 
Ratio of the kerma ratio
The absorbed dose to kerma ratios were also simulated at the reference points described in the paragraph above for 
Φ
The photon energy fluences were also obtained by simulation at the reference points described above.
Similar to the uncertainty evaluation for the calorimeter, the uncertainties resulting from the distances from the 60 Co γ-ray source, and the depths in the water and PMMA phantoms are also taken into account. A summary of the components of uncertainty is indicated in Table 2 , giving a combined relative standard uncertainty of 3.7 × 10 -3 . 
3.
The transfer chambers and their calibration
The comparison of the NMIJ and BIPM standards was made indirectly using the calibration coefficients for the two transfer chambers given by
where is the water absorbed dose rate at each lab and I lab w,
D &
lab is the ionization current of a transfer chamber measured at the NMIJ or the BIPM. The current is corrected for the effects and influences described in this section.
The ionization chambers PTW TN30013 serial number 1759 and Exradin A12 XA023331 serial number 92700, both belonging to the NMIJ, were the transfer chambers used for this comparison. Their main characteristics are listed in Table 3 . These chambers were calibrated over two months at the NMIJ before and after the measurements at the BIPM. Voltage applied to outer electrode Negative polarity 400 V 400 V
The experimental method for calibrations at the NMIJ is described in [7] and that for the BIPM in [3] and the essential details are reproduced here.
Positioning
At each laboratory the chambers were positioned with the stem perpendicular to the beam direction and with the same orientation (line on the stem of the chambers and on the sleeves facing the source).
Applied voltage and polarity
A collecting voltage as indicated in Table 3 was applied to the outer electrode of each chamber at least 30 min before measurements were made. No polarity correction was applied as both laboratories apply the same polarity.
Volume recombination
Volume recombination is negligible at a dose rate of less than 15 mGy s -1 for these chambers at these polarizing voltages, and the initial recombination loss will be the same in the two laboratories. Consequently, no correction for recombination was applied.
Charge and leakage measurements
The charge Q collected by each transfer chamber was measured using a Keithley electrometer, model 642 at the BIPM. At the NMIJ, the charge was collected in a 10 nF or 1000 pF capacitor, and measured using a vibrating reed electrometer, Advantest TR8401. The chambers were pre-irradiated until the ionization current showed a stable output at the NMIJ, and for at least 30 min (≈ 10 Gy) at the BIPM, before any measurements were made. The ionization current measured from each transfer chamber was corrected for the leakage current at the BIPM. This correction was less than 1 × 10 -4 in relative value. At the NMIJ, this correction was less than 2 × 10 -5
.
Ambient conditions
During a series of measurements, the water temperature is measured for each current measurement and was stable to better than 0.01 °C at the BIPM and at the NMIJ the water temperature was stable to better than 0.05°C. The ionization current is corrected to 293.15 K and 101.325 kPa at both laboratories. Relative humidity is controlled at (50 ± 5) % at the BIPM. Consequently, no correction for humidity is applied to the ionization current measured. Relative humidity was around (35 ± 5) % at the NMIJ, and the measured currents were corrected to those at 50 % relative humidity [8] .
Radial non-uniformity correction
At the NMIJ, no correction is applied to the ionization current for the radial non-uniformity of the beam over the section of the transfer chambers as the beam non-uniformity is better than 0.1 %. At the BIPM, the corrections applied to the ionization current would only be 1.0008 for the transfer chambers, each with an uncertainty of 2 × 10 . Consequently, no nonuniformity correction is made.
PMMA phantom window and sleeve
Both laboratories use a horizontal radiation beam and the thickness of the PMMA front window of the water phantom is included as a water-equivalent thickness in g cm -2 when positioning the chamber. In addition, the BIPM applies a correction factor k pf (0.9996) that accounts for the non-equivalence to water of the PMMA in terms of interaction coefficients. Individual waterproof sleeves of PMMA were supplied by the NMIJ for each chamber. The same sleeves were used at both laboratories and, consequently, no correction for the influence of each sleeve was necessary at either laboratory.
Uncertainties
Contributions to the relative standard uncertainty of are listed in Table 4 The relative standard uncertainty of the mean ionization current measured with each transfer chamber over the short period of calibration was estimated to be 1 × 10 -4 (four and three calibrations with repositioning, in series of 30 measurements for the Exradin A12 and the PTW30013 chambers, respectively) at the BIPM. The relative standard uncertainty of the mean normalized ionization current measured at the NMIJ with a given transfer chamber over the several months required for this comparison was typically better than 1.5 × 10 -3
. The calibrations were repeated at the NMIJ after the comparison at the BIPM and the results are consistent as shown in Table 5 .
Results of the comparison
The result of the comparison, , is expressed in the form
in which the average value of measurements made at the NMIJ prior to those made at the BIPM (pre-BIPM) and those made afterwards (post-BIPM) for each chamber is compared with the mean of the measurements made at the BIPM. Table 5 lists the relevant values of for each chamber at the stated reference conditions. 
Comparison with other National Metrology Institutes

Comparison of a given NMI with the key comparison reference value
Following a decision of the CCRI, the BIPM determination of the dosimetric quantity, here D w,BIPM , is taken as the key comparison reference value (KCRV) [10] . It follows that for each NMI i having a BIPM comparison result R D,w,i (denoted x i in the key comparison database (KCDB) of the CIPM MRA [11] ) with combined standard uncertainty u i , the degree of equivalence with respect to the reference value is given by a pair of terms:
and the expanded uncertainty (k = 2) of this difference,
The results for D i and U i , are usually expressed in mGy/Gy.
Comparison of any two NMIs with each other
The degree of equivalence between any pair of national measurement standards is expressed in terms of the difference between the two comparison results and the expanded uncertainty of this difference; consequently, it is independent of the choice of key comparison reference value.
The degree of equivalence, D ij , between any pair of NMIs, i and j, is expressed as two terms, the difference
and the expanded uncertainty (k = 2) of this difference, U ij = 2 u ij , where (10) of which the final two terms take into account the correlations between the primary standard methods.
The matrix of degrees of equivalence takes into account the correlations between each pair of NMIs as indicated in (10) . The common components of the uncertainty budgets for the NMIJ and the other NMIs with graphite calorimeters are given in Table 6 . In this table, u Dw,NMI is the combined standard uncertainty of the NMI primary standard (all components being included), u transfer is the combined standard uncertainty associated with the transfer standard and u c,NMI is the combined standard uncertainty for an absorbed dose to water calibration by the NMI; all uncertainties being in relative value. The matrix of degrees of equivalence takes into account the correlations between each pair of NMIs and is given in Table 7 in the form that appears in the KCDB. Figure 1 presents the results as degrees of equivalence with the key comparison reference value. Table 7 .
Evaluation of degrees of equivalence as presented in the KCDB
The key comparison reference value is the BIPM evaluation of absorbed dose to water. The degree of equivalence of each laboratory i with respect to the key comparison reference value is given by a pair of terms, both expressed in mGy/Gy: the relative difference D i = (x i -1)1000 and U i , its expanded uncertainty (k = 2), with U i = 2u i .
The degree of equivalence between two laboratories is given by a pair of terms both expressed in mGy/Gy:
and U ij , its expanded uncertainty (k = 2). In evaluating U ij = 2 u ij for the Matrix of equivalence account is taken of correlations between u i and u j .
Linking SIM.RI(I)-K4 or EUROMET.RI(I)-K4 to BIPM.RI(I)-K4
The value x i is the comparison result for laboratory i participant in SIM.RI ( The approximation for U ij is given in the relevant Final Report. 
Conclusions
A key comparison has been carried out between the NMIJ and the BIPM of standards for absorbed dose to water in 60 Co gamma rays, using two ionization chambers as transfer standards. The comparison result, expressed as a ratio of the calibration coefficients measured by the NMIJ against their primary standard for absorbed dose to water using a graphite calorimeter to that of the BIPM is 0.9960 (46).
When compared with the results of the other National Metrological Institutes that have carried out comparisons in terms of absorbed dose to water at the BIPM, the NMIJ standard for absorbed dose to water is in satisfactory agreement. Note that the data presented in the tables, while correct at the time of publication of the present report, become out of date as laboratories make new comparisons with the BIPM. The formal results under the CIPM MRA are those available in the BIPM key comparison database.
