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1
Introduction
1.1 Cosmic rays
Figure 1.1: Hess back from his balloon
flight in August 1912.
[Bill Breisky. Photography. 1912]
In 1912 Victor Hess discovered ionizing radiation hitting the Earth
from space in balloon experiments (see figure 1.1). For this discovery
he received the 1936 Nobel prize in physics. Since then, many exper-
iments have studied the subject of cosmic rays and contributed to a
measurement of the cosmic-ray energy spectrum over many orders
of magnitude. These measurements are summarized in figure 1.2.
The cosmic-ray energy spectrum exhibits a power-law relation of
dN/dE ∝ E−γ. It shows two features known as “the knee” at an
energy of ∼ 3 PeV and “the ankle” at ∼ 3 EeV1. Below the knee the
1 Todor Stanev. High energy Cosmic Rays.
Second Edition. Springer Verlag, 2010
flux of cosmic rays can be described by a spectral index of γ = 2.7.
Above the knee the spectrum steepens to a spectral index of γ = 3.0.
Above the ankle the spectrum hardens again.
The flux spans 25 orders of magnitude and ranges from 1 m−2s−1
at 100 GeV to 1 m−2yr−1 in the region of the knee up to a very low
flux of 1 km−2yr−1 at the ankle. The range below the knee is acces-
sible to direct measurements such as balloon-borne or satellite ex-
periments. At higher energies experiments need to be ground-based
because larger detector areas are required. When cosmic rays hit the
Earth’s atmosphere they interact and expand into air showers of mil-
lions of secondary particles. Ground-based telescopes detect cosmic
rays indirectly by detecting this cascade of ionizing particles or the
accompanying electromagnetic radiation.
Figure 1.2 shows the cosmic-ray spectrum of charged particles. A
large fraction are protons, but also heavier nuclei up to iron con-
tribute to the total spectrum.
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Figure 1.2: The spectrum of cosmic rays
over the energy range from 1 GeV to
100 EeV measured by various experi-
ments.
[Thomas K. Gaisser. “Cosmic Rays at
the Knee”. Proc. Workshop on Energy
Budget in the High Energy Universe Uni-
versity of Tokyo, Kashiwa (2006). url:
http : / / arxiv . org / abs / astro - ph /
0608553]
1.2 The search for the sources of cosmic rays
The origin of cosmic rays and the mechanism which accelerates par-
ticles to such high energies are unknown. It is assumed that charged
particles are accelerated in strong turbulent magnetic fields within a
stochastic and iterative process. Magnetic fields keep particles within
a confined region, which enables charged particles to run through
the acceleration process multiple times and reach very high energies.
The confinement region is constrained by the gyroradius R of the
accelerated particles which is given by
R
m
= 3.3
pT/GeV
z · B/T , (1.1)
where pT is the momentum perpendicular to the magnetic field di-
rection, z is the charge number of the accelerated particle and B the
magnetic field. With increasing energy the particle’s gyroradius be-
comes larger and eventually the particle escapes from the accelera-
tion site and are not gaining more energy.
The cosmic-ray flux at energies below the knee is assumed to be of
galactic origin. At energies around the knee, galactic sources are
expected to have reached their maximum energy. The gyroradius,
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which sets an upper limit to the energies of galactic cosmic rays, de-
pends on the particle’s charge. Lighter nuclei reach the constraining
radius of galactic confinement at lower energies. Thus, the knee is
associated with the transition of the cosmic-ray composition from
the dominant proton component at lower energies to heavier nuclei
at higher energies. Particles with energies above the ankle are be-
lieved to be of extragalactic origin, because the gyroradius of these
high-energy particles exceeds the confinement region defined by the
galactic disk and magnetic field. The energy range between the knee
and the ankle is the transition region from galactic to extragalactic
sources.
Models to explain the acceleration of charged cosmic rays inside as-
trophysical objects and galactic and extragalactic source candidates
are discussed in chapter 2.
The search for the sources of cosmic rays is challenging because of
two reasons: First, charged particles are deflected by magnetic fields
inside our galaxy and beyond, and therefore lose their directional in-
formation. Only particles above EeV energies, are energetic enough
to keep their directional information. The second reason is that par-
ticles at these very high energies can interact with photons of the
cosmic microwave background. This is known as the GZK effect2 2 K. Greisen. Phys. Rev. Lett. 16 (1966),
p. 748; G. T. Zatsepin and V. A.
Kuzmin. JETP Lett. 4 (1966), p. 78
and causes opaqueness of the universe for charged particles with en-
ergies greater than 1020 eV beyond distances of ∼ 100 Mpc. Up to
date, no sources of charged cosmic rays have been identified.
A promising approach to search for the sources of cosmic rays is the
search for high-energy γ-rays and neutrinos, which are expected to
be produced alongside high-energy charged particles in cosmic-ray
accelerators. This is called the multimessenger approach and is fur-
ther discussed in section 2.3.
1.3 The search for cosmic neutrinos with neutrino tele-
scopes
Active galactic nuclei (AGN) and gamma-ray bursts (GRB) are the
main extragalactic source classes believed to be able to accelerate
particles to the highest energies observed in the cosmic-ray spectrum.
Various galactic source classes, e.g. supernova remnants (SNR), are
expected to be responsible for cosmic rays below the knee. Neutrino
telescopes are therefore searching for point-like neutrino sources in
the sky as well as for neutrino emission correlated with known steady
sources or transient phenomena registered by surveys from radio-
frequency to γ-ray wavelengths.
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The background to these searches are atmospheric neutrinos, which
are produced as secondary particles when high-energy cosmic rays
hit the Earth’s atmosphere and produce a cascade of particles moving
towards the ground. Atmospheric neutrinos outnumber the expected
event rate of astrophysical neutrinos by several orders of magnitude.
A detailed description of atmospheric neutrinos is given in chapter
3.
Astrophysical neutrinos with energies in the MeV range have been
observed from our Sun and from the supernova SN1987A. However,
no high-energy neutrinos associated with an extraterrestrial source
have been observed so far.
1.4 The diffuse neutrino search
The diffuse analysis searches for a cumulative signal of astrophysi-
cal neutrinos from all sources in the universe. Even if a single source
flux is too weak to yet be discovered as an individual point source,
the integrated flux from all sources can still be detected. The signa-
ture of a diffuse astrophysical neutrino flux is a high-energy excess
over the background of lower-energy atmospheric neutrinos. Such a
search is direction-independent and sensitive even to weak sources
as long as they exist in large number and produce high-energy neu-
trinos. An example for such a source class are AGN which are very
abundant but individually weak because of their large distances to
Earth. The diffuse neutrino search is the most promising approach
to first discover an extragalactic neutrino signal3.3 Luis A. Anchordoqui and Teresa
Montaruli. “In Search for Ex-
traterrestrial High Energy Neu-
trinos”. Ann.Rev.Nucl.Part.Sci. 60
(2010), pp. 129–162. url: http :
//arxiv.org/abs/0912.1035 1.4.1 The search strategy
Astrophysical neutrinos propagate unaffected from their origin to
Earth and their energy distribution is expected to follow the orig-
inal source spectrum that is presumably a dNastro/dE ∝ E−2 power
law (see chapter 2). Their energy spectrum is harder than the spec-
trum of atmospheric neutrinos. Atmospheric neutrinos originate
from cosmic-ray air showers and exhibit a steeper energy spectrum
of dNconv/dE ∝ E−3.7 (see chapter 3). An exception are “prompt atmo-
spheric” neutrinos from the decay of particles containing a charm (or
heavier) quark. Their energy spectrum directly follows the spectrum
of cosmic rays with dNprompt/dE ∝ E−2.7. Astrophysical neutrinos
appear as a high-energy excess in the measured spectrum of atmo-
spheric neutrinos as illustrated in figure 1.3.
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Figure 1.3: Energy distribution of atmo-
spheric, prompt and astrophysical neu-
trinos expected to be detected with Ice-
Cube. The data includes the simulation
of the IceCube detector in its 59-string
configuration. The energy spectrum of
conventional and prompt atmospheric
neutrinos is steeper than for astrophys-
ical neutrinos.
1.4.2 Current status of searches for diffuse neutrino fluxes
The current status of searches for diffuse astrophysical neutrino fluxes
is summarized in figure 1.4. No neutrinos associated with an astro-
physical flux have yet been observed. Upper limits on the generic
model of an astrophysical neutrino flux with an E−2 energy spec-
trum are indicated as horizontal lines.
Diffuse neutrino flux predictions for various theoretical models are
also shown (see chapter 2). A common benchmark for diffuse neu-
trino analyses is the Waxman-Bahcall upper bound4. It sets a theoret- 4 Eli Waxman and John Bahcall. “High
Energy Neutrinos from Astrophysical
Sources: An Upper Bound”. Phys. Rev.
D 59 (1998), p. 023002. url: http://
arxiv.org/abs/hep-ph/9807282
ical upper bound to the neutrino flux from optically thin extragalac-
tic objects like GRBs and AGN by assuming that the observed flux of
charged cosmic rays originates from extragalactic sources. Assuming
a correlation between the production of cosmic rays and neutrinos,
the neutrino flux can not exceed a limit constrained by the observed
cosmic-ray flux. The analysis of the IceCube data taken with the 40-
string detector configuration has reached a sensitivity in the region
of the Waxman-Bahcall upper bound. This marks the beginning of
exciting times for neutrino astrophysics.
None of the results presented in figure 1.4 reaches the sensitivity to
astrophysical neutrinos of the enlarged IceCube Neutrino Observa-
tory with 59 deployed strings. With refined analysis techniques and a
revised treatment of systematic uncertainties, the analysis presented
in this thesis explores a new region in the diffuse neutrino search.
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Figure 1.4: Upper limits on an astro-
physical νµ + νµ flux with an E−2 spec-
trum along with theoretical model pre-
dictions of diffuse astrophysical muon
neutrinos from different sources. The
astrophysical E−2 νµ + νµ upper lim-
its shown are from the AMANDA-II,
ANTARES, and IceCube 40-string ex-
periment. Measurements and expec-
tations for atmospheric fluxes are rep-
resented by the steep spectra. Sev-
eral model predictions for astrophysical
neutrino fluxes are shown as well.
[R. Abbasi et al. “A Search for a Diffuse
Flux of Astrophysical Muon Neutrinos
with the IceCube 40-String Detector”.
Phys. Rev. D 84 (2011), p. 082001. url:
http://arxiv.org/abs/1104.5187]
1.4.3 The diffuse neutrino search with the IceCube 59-string
detector
Neutrino telescopes like the IceCube neutrino observatory at the ge-
ographic South Pole, have various search channels sensitive to an
astrophysical signal of neutrinos. These channels differ in the event
signature and the energy range that they are optimized for (see chap-
ter 12).
The analysis presented in this thesis analyzes data taken in IceCube’s
59-string configuration between May 20, 2009 and May 31, 2010 (see
chapter 5). It is optimized for a signature of muon neutrinos, which
produce a detectable muon in interactions with the Antarctic ice or
rock (see chapter 4). The muon signature allows a high-quality re-
construction of the muon arrival direction and therefore a good sep-
aration of neutrinos from cosmic-ray muons (see chapter 6).
The data is analyzed with a global likelihood analysis, which uses
the full information of the reconstructed neutrino energy (see figure
1.3) and arrival direction in order to search for a contribution of an
astrophysical neutrino signal (see chapter 7). The challenge in such
a search is understanding systematic uncertainties in the simulation
of neutrino detection and the atmospheric neutrino background ex-
pectation (see chapter 8 and 9). These uncertainties are incorporated
into the fit as nuisance parameters (see chapter 7 and 10).
This analysis reaches a sensitivity of 30% below the Waxman-Bahcall
upper bound and therefore provides the current best sensitivity to
astrophysical diffuse fluxes of muon neutrinos in the energy range
between 10 TeV to 10 PeV. Results from this search are presented in
chapter 11 and 12. Furthermore, this analysis sets new constraints
on the flux of prompt atmospheric neutrinos (see chapter 13).
2
Astrophysical neutrinos
Although the sources of cosmic rays have not yet been discovered,
there are theories about the physical mechanisms capable of accel-
erating particles to the observed high energies and astrophysical ob-
jects suspected to be the sources of cosmic rays. This chapter ex-
plains the model of Fermi acceleration and introduces cosmic-ray
source candidates with a focus on extragalactic accelerators and cor-
responding predictions for diffuse neutrino fluxes.
2.1 Acceleration of cosmic rays
Stochastic acceleration of charged particles in magnetized interstellar
clouds was first proposed by Fermi1. It is based on multiple electro- 1 E. Fermi. Phys. Rev. 75 (1949), p. 1169
magnetic scatters of charged particles in ionized gas clouds. Such
clouds are present in the surroundings of astrophysical objects. The
iterative scattering of charged particles becomes efficient in the pres-
ence of astrophysical shocks. Figure 2.1 illustrates a shock, which
is moving with velocity −~u1 in the laboratory frame. Particles up-
stream move with the shock front, particles downstream are moving
with a different velocity ~u2 with respect to the shock front.
E
1
E
2
- u
1
- u
1 + u2
upstream downstream
Figure 2.1: Acceleration by a plane
shock front.
Each crossing of the shock front by a charged particle results in an
average relative energy gain of ∆E/E = ξ. After n encounters, the
particle reaches an energy
En = E0 (1+ ξ)
n (2.1)
which means that
n = ln
E
E0
/ ln(1+ ξ) (2.2)
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encounters are required to accelerate a particle from an initial energy
E0 to an energy E. Given the assumption that a particle leaves the
acceleration region with a probability Pesc and therefore cannot be
accelerated further, the number of particles reaching energies larger
than a given energy E is given by
N(≥ E) ∝
∞
∑
m=n
(1− Pesc)m = (1− Pesc)
n
Pesc
. (2.3)
This can be expressed in terms of energy by insertion of equation 2.2:
N(≥ E) ∝ 1
Pesc
(
E
E0
)−α
(2.4)
with
α = ln
(
1
1− Pesc
)
/ ln (1+ ξ)
≈ Pesc
ξ
for Pesc, ξ  1.
This shows that the expected energy spectrum from such an acceler-
ation process follows a power law which is in accordance with the
observed cosmic-ray spectrum on Earth.
The spectral index α ≈ Pesc/ξ = 3/ (|~u1|/|~u2| − 1) (derived follow-
ing the model by Fermi2) depends only on the ratio of shocked and2 Thomas K. Gaisser. Cosmic Rays and
Particle Physics. Cambridge University
Press, 1990
unshocked gas velocities. Using the continuity equation ρ1|~u1| =
ρ2|~u2| the ratio of shocked and unshocked gas velocities is equal to
the inverse ratio of gas densities3. In the scenario of strong super-3 Malcolm S. Longair. High Energy As-
trophysics. Third. Cambridge University
Press, 2011
sonic shocks (|~u1|  csound) the compression ratio between shocked
and un-shocked gas can be calculated in kinetic gas theory for mono-
atomic gases to ρ2/ρ1 = 4. This yields a spectral index of α = 1
for the integrated spectrum N(> E) ∝ E−α which equals a spec-
tral index of γ = α + 1 = 2 for the differential energy spectrum
dN/dE ∝ E−α−1 = E−γ.
A predicted source spectrum of dN/dE ∝ E−2 well complements the
knowledge about propagation of charged cosmic rays in the galaxy.
A study of the ratio of secondary to primary cosmic-ray nuclei re-
veals that propagation effects of charged particles through the galaxy
adds an energy dependence of E0.6 to the source spectrum of charged
cosmic rays4. A source energy spectrum of E−2 as predicted by shock4 Todor Stanev. High energy Cosmic Rays.
Second Edition. Springer Verlag, 2010 acceleration together with a propagation spectrum of E−0.6 is in good
agreement with the observation of the cosmic-ray spectral index of
2.7.
However, individual source spectra can vary. Simulations of astro-
physical shocks show a strong dependence of the spectral index on
the shock velocity, shock multiplicity and orientation between parti-
cles and shock fronts5.
5 A. Meli, J.K. Becker, and J.J Quenby.
“Ultra high energy cosmic rays: sublu-
minal and superluminal shocks”. Pro-
ceedings of the International Cosmic Ray
Conference, Lodz Poland (2009). url:
http://arxiv.org/abs/0905.4466
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2.2 Astrophysical source candidates of cosmic rays
The above described acceleration mechanisms are not applicable in-
finitely. The acceleration is constrained to a maximum energy Emax
depending on the escape probability Pesc, which limits the number
of encounters of particles with ionized gas clouds in the acceleration
process6. An estimation of the maximum energy is given by the con- 6 A. M. Hillas. “The Origin of Ultra-
High-Energy Cosmic Rays”. Annual re-
view of astronomy and astrophysics 22 (),
pp. 425–444. url: http : / / adsabs .
harvard . edu / cgi - bin / bib _ query ?
1984ARA\%26A..22..425H
dition that the gyroradius of accelerated particles needs to be smaller
than the acceleration region in order to trap the particle for repeated
acceleration steps. This is described by the condition
R
m
= 3.3
pT/GeV
zB/T
= 3.3
Emax/GeV
zβB/T
<
L
m
, (2.5)
where R is the gyroradius and L the dimension of the astrophysi-
cal object (see equation 1.1). Emax is the maximum energy, β = v/c
its velocity in terms of the speed of light, and B the magnetic field
strength. This results in the constraint
B > 3.3
Emax
zβL
, (2.6)
which is graphically illustrated by the Hillas plot in figure 2.2.
Figure 2.2: Dimension and magnetic
field strength of astrophysical objects
capable of accelerating particles to
highest energies (after Hillas, 1984).
Parallel lines mark benchmark maxi-
mum energies for the acceleration pro-
cess of different nuclei.
[Xavier Bertou, Murat Boratav, and An-
toine Letessier-Selvon. “Physics of Ex-
tremely High Energy Cosmic Rays”.
Int.J.Mod.Phys. A 15 (2000), pp. 2181–
2224]
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While galactic sources like supernova remnants are good candidates
for the cosmic-ray flux below the knee, they are not able to acceler-
ate particles to the highest energies observed by air shower experi-
ments7. Candidates for the acceleration of the highest-energy cosmic7 Todor Stanev. High energy Cosmic Rays.
Second Edition. Springer Verlag, 2010 rays are extragalactic objects like gamma-ray bursts and active galac-
tic nuclei described in the sections below. AGN and GRBs yield
much higher luminosities than galactic sources but expected fluxes
at Earth scale with 1/d2 with the distance to the object d. Assuming
realistic population scenarios for AGN and GRBs, they are still good
candidates to be the sources of the extragalactic cosmic-ray compo-
nent.
2.2.1 Active galactic nuclei
The source class of active galactic nuclei (AGN) is a general class of
astrophysical objects with various appearances. The common frame-
work model is that these galaxies contain a supermassive rotating
black hole in their center. This black hole is accreting matter from
an accretion disk that forms around the center which is again sur-
rounded by a dust torus supplying more material. This active core
region is very bright. Perpendicular to the accretion disk two rela-
tivistic jets transport matter from the core region to the outside and
emit radiation. Various knots and hot spots along the jets are re-
sponsible for the strong radio emission observed from AGN. These
knots and hot spots could represent shock environments for the ac-
celeration of charged particles8. This scheme is illustrated in figure8 Julia K. Becker. “High-energy neutri-
nos in the context of multimessenger
astrophysics”. arXiv:0710:1557 (2007)
2.3.
The three main criteria to distinguish different forms of AGN classes
are their strength in radio emission, their luminosity and the ori-
entation of the AGN towards the Earth. There are radio-loud and
radio-quiet AGN, subdivided into optically strong and weak sources
for the radio-quiet sources and high and low luminosity sources for
the radio-loud sources. Further categorization of the AGN depends
on the observation angle relative to the AGN axis and therefore the
part of the AGN that is visible to the observer. If one of the jets
is pointing towards the observer, the AGN appears as a blazar or
BL Lacertae object, depending on its luminosity. Blazars are highly
variable objects in luminosity on timescales of days. AGN that are
oriented such that their dust torus hides the core region are known
as Seyfert galaxies. If both torus and jets are partly visible, the AGN
is called Fanaroff-Riley (FR) galaxy. Historically, very bright objects
appearing star-like are called quasars (quasi-stellar radio sources).
There are two scenarios conceivable for the acceleration of particles
in AGN, both requiring a certain dimension of the object, magnetic
field strength and the presence of shock environments9. The first9 Todor Stanev. High energy Cosmic Rays.
Second Edition. Springer Verlag, 2010
chapter 2: astrophysical neutrinos 19
Figure 2.3: A sketch of a cylindrically
symmetric AGN showing the r-z-plane.
Both axes are logarithmically scaled to
1 pc. The basic constituents are the
central black hole with a surrounding
accretion disk, the jet perpendicular to
the disk and the torus encircling this
configuration. The dark patches in the
torus indicate the clouds, made up by
stellar winds. The appearance of the
nucleus as a function of the observation
angle is indicated on the right.
[Christian Zier and Peter L. Biermann.
“Binary black holes and tori in AGN
II. Can stellar winds constitute a dusty
torus?” Astron.Astrophys. 396 (2002),
pp. 91–108. url: http://arxiv.org/
abs/astro-ph/0203359].
scenario suggests the acceleration of particles close to the central en-
gine of the object. The central region has relatively small dimensions
of less than 1 pc. A coil-like magnetic field is formed by the rotat-
ing ionized particles in the plasma flow accreted by the central black
hole. It traps particles inside the acceleration region. A shock front is
formed by the collision of the ram pressure of material flowing into
the black hole and the opposing radiation pressure of the active core.
The second scenario assumes acceleration inside the AGN jets. The
relativistic charged particles transmitted through the jet induce a
magnetic field with magnetic field lines of the form of a helix spi-
raling around the jets. In order to account for the high variability of
blazars observed in γ-rays, an acceleration model is proposed that is
based on the stochastic injection of plasma blobs into the jets. These
blobs have different velocities and create a shock environment for the
particle acceleration when blobs pass each other.
2.2.2 Gamma-ray bursts
Gamma-ray bursts (GRBs) are the most luminous phenomena known
in the universe. They radiate energies of the order of 1051 erg over
timescales of seconds, which are comparable to the Sun’s emission
during its entire lifetime. Gamma-ray bursts have been observed by
various satellite experiments. They appear highly redshifted. Figure
2.4 shows a histogram of burst durations measured by the BATSE
experiment. The short timescales of the emission indicate that the
process is restricted to a very small region. Since the required lu-
minosity for the scenario of isotropic emission is huge it is assumed
that the energy is emitted in boosted jets towards an observer.
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The distribution of burst durations reveals two categories of GRBs.
Short GRBs are believed to be caused by the merger of two neutron
stars while long GRBs are suspected to represent explosions of su-
permassive stars, known as hypernovae.
Figure 2.4: Distribution of burst lengths
in log10(seconds) for GRBs in the
BATSE catalog.
[W. S. Paciesas et al. “The Fourth
BATSE Gamma-Ray Burst Catalog (Re-
vised)”. Astrophys.J.Suppl. 122 (1999),
pp. 465–495. url: http://arxiv.org/
abs/astro-ph/9903205]
In both cases the small emission region is combined with large mag-
netic field strengths from the neutron stars or the accretion disk
around the supermassive center, similar to an AGN but with much
smaller dimensions. Two perpendicular jets release the GRB’s en-
ergy. The Hillas-Plot in figure 2.2 demonstrates that these phenom-
ena are in principle able to accelerate particles to the highest ob-
served energies of 1020 eV.
A popular description of the scenario is the fireball model10. It ex-10 P. Meszaros and M. J. Rees. Ap. J. 405
(1993), p. 278 plains the formation of shock environments for stochastic accelera-
tion in three phases and predicts energy spectra for the accelerated
particles. A yet unknown progenitor, the preburst, triggers the ejec-
tion of large amounts of plasma in successive shells. This sequence
of shock fronts with different velocities forms an environment of in-
ternal shocks and is called the prompt phase. During the following
afterglow phase, internal shock waves hit the interstellar medium
providing an additional shock environment for acceleration.
2.2.3 Galactic source candidates
A source class believed to be the primary origin of the cosmic-ray
flux below 1018 eV are shell-type supernova remnants (SNRs)11. The11 John G. Learned and Karl Mannheim.
“High Energy Neutrino Astrophysics”.
Ann. Rev. of Nuc. and Part. Science 50
(2000), pp. 679–749
supernova explosion, which is the gravitational collapse of a burned-
out star into a neutron star or black hole, already releases a huge
amount of MeV neutrinos. Supernova remnants are formed by an
expanding blast wave into the interstellar medium or a progenitor
wind. This provides an excellent environment for shock acceleration.
A simple estimate based on the observed cosmic-ray density in our
galaxy reveals that the luminosity of three supernova remnants per
century with a mass of ten solar masses and typical expansion rates
and acceleration efficiencies would be suffient to reproduce the ob-
served cosmic-ray flux at energies up to 1018 eV12. This means that12 Todor Stanev. High energy Cosmic
Rays. Second Edition. Springer Verlag,
2010
a small number of sources would be able to explain the cosmic-ray
flux. However, the locations of these sources would remain unre-
solved due to magnetic deflection of charged cosmic rays inside the
galaxy. It has been found, that SNRs have the same chemical abun-
dances found in galactic cosmic rays after correction for propagation
effects. This supports supernova remnants as galactic cosmic-ray ac-
celerators.
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Other galactic source candidates are pulsar wind nebulae with rapidly
spinning neutron stars and large magnetic fields in their center and
microquasars, which are mini-versions of AGN.
Theoretical models for galactic sources support softer energy spec-
tra than originally proposed by shock acceleration. The soft spectra,
and their low cutoff energies tend to disfavour galactic sources for
the diffuse neutrino search presented here since they are harder to
distinguish from the expected atmospheric background than extra-
galactic high-energy neutrino sources (see chapter 7 and 12). Since
they are close-by there are good chances to resolve them as individ-
ual point-like sources with a sensitive neutrino detector and a differ-
ent analysis approach.
At the end of the cosmic-ray spectrum, particles are high-energetic
enough that magnetic deflection can be neglected. The observation
of an isotropic flux even at the highest energies and the cutoff en-
ergy of galactic source scenarios at energies below the ankle indicate
that there is an extragalactic contribution to the cosmic rays. Objects
like AGN and GRBs yield much higher luminosities than galactic
sources but expected fluxes at Earth scale with 1/distance2. Assum-
ing realistic population scenarios for AGN and GRBs, they are good
candidates to be the sources of the extragalactic cosmic-ray compo-
nent.
2.3 Multimessenger Astronomy
In addition to the charged cosmic rays, there exist two more messen-
ger particles from the universe: high-energy photon sources inside
and beyond our galaxy have been observed and there is an additional
— but not yet observed — flux of neutrinos expected.
The three messenger particles have advantages and disadvantages
concerning their detection and their propagation, and their study
reveals different information on the global picture of cosmic radia-
tion. The question of the sources and the acceleration mechanisms
of cosmic particles can only be answered by gathering observations
from all messengers. This effort is known as the multimessenger ap-
proach.
2.3.1 The hadronic production of γ-rays and neutrinos
The Fermi mechanism accelerates charged particles to the highest
energies but cannot be applied to neutral particles like photons and
neutrinos. These particles are produced in hadronic interactions of
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the accelerated nuclei, mostly protons, with a target of matter or
radiation, by the decay of charged pions or heavier mesons. In pp
and pγ interactions pions and γ-rays or neutrinos are produced:
p + p → p(n, p) + p(n, n) + a · pi± + b · pi0 + c · K± + d · K0 + ...
p + γ → p + pi0 → p + γ+ γ
p + γ → n + pi+ → n + µ+ + νµ
The factors a, b, c, d, ... give the number of the corresponding mesons
produced in the interaction. Additional neutrinos are produced in
the decay of muons.
There are two different models for the neutrino and γ-ray production
in AGN: The first model assumes a neutrino and γ-ray production in
the central engine of an AGN. The dominant production process is
photonuclear interaction because the photon density is much higher
than the proton density. Since γ-rays are absorbed and thermalized
and protons are magnetically trapped by the plasma they can never
escape the acceleration region. Only the observation of neutrinos,
which can escape the central engine, could prove such an accelera-
tion scenario.
The second model assumes neutrino and γ-ray production in the
AGN jets. At very high energies, the dominant production process is
photonuclear interaction. In this scenario, charged particles, γ-rays
and neutrinos leave the source region.
The neutrino and γ-ray energy spectrum in photonuclear interac-
tions peaks at energies between 1016 and 1018 eV. Below these en-
ergies there is a possibility for a component from pp interactions
when accelerated particles hit dense clouds13. The neutrino and γ-13 Todor Stanev. High energy Cosmic
Rays. Second Edition. Springer Verlag,
2010
ray energy spectrum follows the energy spectrum of the accelerated
charged particles (mostly protons) which, according to the Fermi ac-
celeration model, is assumed to be dN/dE ∝ E−2.
Figure 2.5: Expected neutrino energy
spectrum from many GRBs. Thin lines
are the fluences for individual bursts,
and thick lines are summed for all the
bursts in the sample. The flux predic-
tions normalized to gamma-ray spectra
are shown in solid lines; the cosmic-ray-
normalized Waxman-Bahcall flux per
burst and for the sum of bursts are also
shown for reference (dashed lines).
[R. Abbasi et al. “Limits on Neu-
trino Emission from Gamma-Ray Bursts
with the 40 String IceCube Detector”.
Phys.Rev.Lett. 106 (2011), p. 141101. url:
http://arxiv.org/abs/1101.1448]
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GRBs could also produce high-energy neutrinos in photonuclear in-
teractions. The predicted energy spectrum of GRB neutrinos has a
characteristic shape caused by a break in the GRB photon spectrum
at around 1 MeV where the photon spectrum changes by a power
of 1. As shown in figure 2.5 the spectrum follows an E−2 power
law at medium energies but is harder at lower energies and softer at
higher energies. The interaction of accelerated protons with photons
requires a threshold energy which causes high-energy protons to in-
teract with the flat part of the photon spectrum and lower-energetic
protons to interact only with the steep high-energy photon tail. This
is represented by the break at 105 GeV. The break at 107 GeV is as-
sociated with the onset of synchrotron losses of pions and muons
leading to energy dependent energy losses of the neutrinos’ parent
particles.
While γ-rays can also be produced in purely leptonic scenarios like
the synchrotron-self-Compton (SSC) model or the external-radiation-
Compton (ERC) model, neutrinos are only produced in hadronic sce-
narios and always go along with the production of γ-rays (see section
2.3.4).
2.3.2 The propagation of charged cosmic rays
Charged cosmic rays have been observed by a variety of experiments.
Since they interact electromagnetically they have the advantage that
their detection is relatively easy. Numerous experiments contributed
to the measurement of the cosmic-ray energy spectrum presented in
figure 1.2.
Charged nuclei are subject to interaction, decay, diffusion, convec-
tion and various forms of energy losses on their way through the
universe14. This greatly distorts information from the source car- 14 Todor Stanev. High energy Cosmic
Rays. Second Edition. Springer Verlag,
2010
ried by the messenger particle at most energies. In particular when
analyzing the pointing of particles back to their source, charged par-
ticles involve deflection in galactic magnetic fields. The deflection
angle of charged cosmic rays traveling a distance d is given by their
gyroradius R (see also equation 1.1) as
θ
0.1◦ ≈
d
R
≈ d/Mpc · z · B/µG
3.3 · E/1021 eV (2.7)
for highly relativistic particles15. For galactic cosmic rays with ener- 15 F. Halzen. “Multi-Messenger Astron-
omy: Cosmic Rays, Gamma-Rays, and
Neutrinos”. Talk presented at "Texas in
Tuscany", 21st Symposium on Relavitistic
Astrophysics, Florence, Italy (2002). url:
http : / / arxiv . org / abs / astro - ph /
0302489
gies below 1 PeV, distances of the order of 20 kpc, and average mag-
netic field strengths of ∼ 3 µG, a pointing is not possible. Inter-
galactic magnetic field strengths are highly unknown. For an as-
sumption of field strengths between 100 µG and 1 nG and path lengths
of the order of the distance to nearby galaxies with around 100 Mpc,
pointing information could be conserved for particles above EeV en-
ergies. Therefore, only particles at the end of the cosmic-ray spec-
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Figure 2.6: Mean energy as a function
of propagation distance for protons of
indicated initial energies.
[F. A. Aharonian and J. W. Cronin.
“Influence of the universal microwave
background radiation on the extra-
galactic cosmic-ray spectrum”. Phys.
Rev. D 50 (1994), pp. 1892–1900. url:
http://prd.aps.org/abstract/PRD/
v50/i3/p1892_1]
trum, which would be of extragalactic origin, might directly reveal
their sources.
The GZK cutoff postulates opaqueness of the universe for the highest-
energy charged cosmic rays16. At threshold energies of the order16 K. Greisen. Phys. Rev. Lett. 16 (1966),
p. 748; G. T. Zatsepin and V. A.
Kuzmin. JETP Lett. 4 (1966), p. 78
of 1019 eV, protons start to interact with photons of the cosmic mi-
crowave background (CMB) via the processes
p + γ → ∆+ → pi0 + p and
p + γ → ∆+ → pi+ + n.
Effectively, this results in an energy loss for the protons of ∆Ep/Ep ≈
20% per interaction17. With the CMB black body spectrum, density17 K. Greisen. Phys. Rev. Lett. 16 (1966),
p. 748; G. T. Zatsepin and V. A.
Kuzmin. JETP Lett. 4 (1966), p. 78
and proton-photon cross section assumptions, the propagation dis-
tance of protons as a function of their initial energy can be calculated.
Figure 2.6 shows the proton energy as a function of propagation dis-
tance for different initial energies. At a distance of 100 Mpc protons
in the tail of the cosmic-ray spectrum have effectively been deceler-
ated to 1020 eV, independently of their initial energy. Heavier nuclei
feature higher GZK cutoff energies.
In principle, γ-rays and neutrinos can also interact with extragalac-
tic matter or radiation during propagation, which would affect their
energy and direction. However, these effects are very small. Since
γ-rays and neutrinos are neutral they are not affected by magnetic
deflection. Therefore, γ-rays and neutrinos detected at Earth trans-
fer information on the source location and energy spectrum.
2.3.3 The observation of γ-rays
Various γ-ray sources have been identified by direct and indirect
experiments operating at different energies up to ∼ 10 TeV. Most
sources are of galactic origin, but several extragalactic sources have
also been identified. Figure 2.7 shows as an example the skymap
observed by the H.E.S.S. experiment.
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Despite the large number of discovered γ-ray sources, the universe
is not completely transparent to photons. At very high energies, γ-
rays interact with photons of the cosmic microwave background via
the process γ+ γCMB → e+ + e−. The threshold for this interaction
lies around 500 TeV. Therefore, the universe is opaque to high-energy
photons and the sources of cosmic radiation cannot be explored by
γ-ray experiments.
2.3.4 The γ-neutrino connection
In order to learn more about potential sources of cosmic rays and
γ-rays it is important to identify the physical mechanisms capable of
accelering particles up to EeV energies. There are two acceleration
scenarios for the production of γ-rays, the hadronic scenario (see
section 2.3.1) and the leptonic scenario.
In the leptonic scenario, acceleration of photons is based on the in-
verse Compton effect. Here, photons are boosted to higher energies
by a scattering with high-energy electrons. This acceleration process
can be applied to two different cases. In the first case, the photons
are produced through the emission of synchrotron photons by high-
energy electrons, which are accelerated in magnetic fields. This is the
synchrotron-self-Compton (SSC) model. In the external-radiation-
Compton (ERC) model inverse Compton scattering can take place
with external photons radiated off the object itself instead of syn-
chrotron photons.
The important implication of the acceleration of γ-rays for neutrino
astronomy is that the leptonic scenario exclusively yields a γ-ray flux.
A γ-ray flux produced in a hadronic acceleration scenario would
always be accompanied by a neutrino flux.
Whether observed γ-rays are associated with a leptonic, hadronic
or hadro-leptonic production mechanism is unresolved. There are
galactic sources whose energy spectrum can be described by purely
leptonic scenarios18. Other data favor an explanation involving a
18 A. A. Abdo et al. “Observations of the
young supernova remnant RX J1713.7-
3946 with the Fermi Large Area Tele-
scope”. Astrophysical Journal 734 (2011),
p. 28. url: http://arxiv.org/abs/
1103.5727
hadronic component. As shown in the example of the energy spec-
trum of the Tycho supernova remnant in figure 2.8, more precise
measurements are required to resolve this question.
Figure 2.7: Excerpt of a significance
map for the H.E.S.S. Galactic Plane Sur-
vey.
[Henning Gast et al. “Exploring the
Galaxy at TeV energies: Latest results
from the H.E.S.S. Galactic Plane Sur-
vey”. Proceedings of the 32nd International
Cosmic Ray Conference (ICRC 2011), Bei-
jing, China (2011). url: http://arxiv.
org/abs/1204.5860]
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Figure 2.8: Broadband spectral energy
distribution model of the Tycho SNR
in leptonic (left) and hadronic interpre-
tation (right). The available radio, X-
ray, and TeV data can be explained by
an accelerated proton population which
produces γ-ray photons via pi0 produc-
tion and decay. Inverse Compton emis-
sion and bremsstrahlung can account
for only a fraction of the observed γ-
ray flux.
[F. Giordano et al. “Fermi Large Area
Telescope detection of the young Su-
pernova Remnant Tycho”. Astrophysical
Journal 744 (2012), p. L2. url: http://
iopscience.iop.org/2041-8205/744/
1/L2]
The observation of astrophysical neutrinos could definitely confirm
a hadronic production component. Neutrinos are ideal messenger
particles for the study of cosmic-ray sources and acceleration mech-
anisms because they can propagate almost unaffected through the
entire universe. They have a very small probability to participate in
weak interactions (see section 4.1.1) and are therefore basically not
affected by interaction, deflection or energy loss during propagation.
Thus, they keep the directional and energy information. On the other
hand, these properties make neutrinos difficult to detect (see chapter
4 and 5).
2.4 Diffuse neutrino flux models
Predictions for astrophysical neutrino fluxes can be made based on
the observed spectra of cosmic rays and γ-rays and their connection
to neutrinos described above.
A diffuse neutrino flux is composed of the individual flux contri-
butions from all neutrino sources integrated over all directions and
distances. In order to calculate a model prediction for a diffuse neu-
trino flux, assumptions about the acceleration mechanism of charged
particles, the cosmic-ray composition, the hadronic neutrino produc-
tion as well as the spatial distribution of sources need to be made.
Since the Universe is isotropic on large scales the angular distribution
of sources is usually assumed to be isotropic. The distribution of dis-
tances of source candidates to the Earth is obtained from cosmolog-
ical redshift observations. Nearby sources contribute more strongly
to the observed flux than more distant objects. Several flux predic-
tions for different model assumptions are described below.
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2.4.1 The Waxman-Bahcall upper bound
A model-independent upper bound for the expectation of a diffuse
extragalactic neutrino flux was first derived by Waxman and Bahcall
in 199819. They use the observed cosmic-ray flux to calculate the as- 19 Eli Waxman and John Bahcall. “High
Energy Neutrinos from Astrophysical
Sources: An Upper Bound”. Phys. Rev.
D 59 (1998), p. 023002. url: http://
arxiv.org/abs/hep-ph/9807282
sociated neutrino flux assuming that the highest energy cosmic-ray
flux originates from AGN with photonuclear neutrino productions
inside their jets. From cosmic-ray experiments20 it was derived that
20 Bird et al. (1993, 1994); Hayashida et
al. and Yoshida et al. (AGASA) (1994,
1995)
the production rate of protons in the energy range between 1019 and
1021 eV is e˙CR ∼ 5 · 1044 erg Mpc−3 yr−1. The energy spectrum of the
generated protons is assumed to follow an E−2 power law accord-
ing to the model of Fermi acceleration. This results in an energy-
dependent generation rate of
E2CR
dN˙CR
dECR
=
e˙CR
ln (1021eV/1019eV)
≈ 1044 erg Mpc−3 yr−1. (2.8)
This rate can be transformed into a present-day energy density for
muon neutrinos by multiplying with an energy loss factor e, the
Hubble time scale tH and a factor 1/4. The factor 1/4 arises because
in half of the pγ interactions a neutral pion is produced which does
not decay into a neutrino and in the decay of charged pions the pion
energy is about equally divided between the muon and the neutrino.
The energy loss factor takes into account that only a certain fraction
e < 1 of the primary proton energy is carried over to the pion. The
multiplication with the Hubble time of 1010 years implies a constant
cosmic-ray generation rate per comoving unit volume in time and
neglects neutrinos produced at times t < tH .
Another constraint of this approach is that cosmic rays with redshifts
of z > 1 lose energy in pγ interactions with the cosmic microwave
background (GZK effect) and are decelerated to energies of 1018 eV
(see figure 2.6) while neutrinos from such distances keep their en-
ergy. In order to account for redshift losses of cosmic rays and a time
dependent neutrino production rate from the evolution of AGN a
correction factor ξZ is introduced. Assuming a realistic scenario for
the luminosity density evolution of quasars similar to the model of
the star formation rate yields ξZ ≈ 3 and the upper bound on the
muon neutrino flux is
E2νΦνµ =
c
4pi
E2ν
dNνµ
dEν
=
c
4pi
1
4
tHξZeE2CR
dN˙CR
dECR
(2.9)
≈ e · 2.25 · 10−8 GeV cm−2 s−1 sr−1. (2.10)
This gives the νµ + νµ flux at Earth, assuming that half of the muon
neutrinos oscillate into tau neutrinos for the baseline from the source
to the Earth. For the non-evolution case with the assumption of a
constant luminosity density evolution ξZ ≈ 0.6, the neutrino flux
is E2νΦνµ (no evolution) ≈ e · 0.45 · 10−8 GeV cm−2 s−1 sr−1. For the
Waxman-Bahcall upper bound, the energy fraction e, which is trans-
fered from the proton to the pion is set to 1. This assumption is
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optimistic and gives an upper limit on the neutrino flux, which is
illustrated in figures 1.4 and 2.9. However, values of e ∼ 0.05 are
more realistic.
With more precise measurements from the HiRes experiment and
the Pierre Auger Observatory of the highest-energy cosmic-ray flux,
the calculation of the upper bound has been updated21. Since the21 Eli Waxman. “High energy cosmic ray
and neutrino astronomy”. To be pub-
lished in Astronomy at the Frontiers of Sci-
ence (2011). url: http://arxiv.org/
abs/1101.1155
absolute normalization of the cosmic-ray flux changed by a factor
of 0.3 to 0.5, the cosmic-ray generation rate given in equation 2.8
changes by the same factor. This also leads to a correction of the
neutrino upper bound in equation 2.10 by the same factor. The fluxes
shown in figure 2.9 have already been corrected for this.
The Waxman-Bahcall upper bound only applies to the scenario of
neutrino production in AGN jets. In AGN core photonuclear models,
no cosmic rays escape from the central region. Therefore, there is
no possibility to normalize a potential neutrino flux to a cosmic-ray
flux. Such sources are called optically thick. They could produce
even higher neutrino fluxes than the here derived upper bound but
are unlikely to be the exclusive source of extragalactic neutrinos due
to the presence of cosmic rays.
Analogously, the expected high-energy neutrino flux can be calcu-
lated assuming that gamma-ray bursts are the sources of high-energy
cosmic rays22. The calculation of Waxman and Bahcall assumes neu-22 Eli Waxman and John Bahcall. “High
Energy Neutrinos from Astrophysical
Sources: An Upper Bound”. Phys. Rev.
D 59 (1998), p. 023002. url: http://
arxiv.org/abs/hep-ph/9807282
trino production in the fireball model. The GRB neutrino flux follows
the characteristic energy spectrum of γ-rays for GRBs (see section
2.3.1). Average parameters for typical bursts are used to calculate
the breaks in the energy spectrum and the energy lost to pions (see
figure 2.9). The estimated neutrino intensity of GRBs is consistent
with an estimation based on the observed γ-ray fluence from satel-
lite experiments23. The predicted GRB neutrino flux is below the23 Eli Waxman and John Bahcall. “High
Energy Neutrinos from Cosmolog-
ical Gamma-Ray Burst Fireballs”.
Phys.Rev.Lett. 78 (1997), pp. 2292–2295.
url: http://arxiv.org/abs/astro-
ph/9701231
upper bound estimated above.
2.4.2 Diffuse neutrino flux predictions based on γ-ray obser-
vations
Based on the observation of photon fluxes in different energy regions
and the connection to neutrino fluxes explained in section 2.3.4, sev-
eral predictions for diffuse neutrino fluxes can be made. These mod-
els predict different spectral shapes and global neutrino flux normal-
izations and are listed below.
1. Neutrinos from BL Lac Objects (Muecke et al. 2003)2424 A. Muecke et al. “BL Lac Objects in
the Synchrotron Proton Blazar Model”.
Astropart.Phys. 18 (2003), pp. 593–613.
url: http://arxiv.org/abs/astro-
ph/0206164
In the scenario of optically thin sources, which applies to hadronic
neutrino and γ-ray production in AGN jets, a high-energy photon
signal is expected to escape the production region. Such photon
chapter 2: astrophysical neutrinos 29
 [GeV])
ν
log10(E
3 4 5 6 7 8 9 10 11
]
-
1
 
sr
-
1
 
s
-
2
 
[G
eV
 cm
ν
/d
E
Φ
 
d
2 νE
-910
-810
-710
-610
WB 2011
WB 2011 (no evolution)
Mannheim 1995
BBR I 2005 steep spectra sources
BBR II 2005 jet disk correlation
Stecker AGN (Seyfert) 2005
High Peaked BL Lac (max) Mucke 2003
WB GRB 2011
Figure 2.9: Diffuse neutrinos flux pre-
dictions from AGN and GRBs de-
scribed in this chapter.
fluxes of energies up to several TeV have in fact been observed
from BL Lacertae objects. Gamma-rays with even higher ener-
gies are absorbed by the cosmic microwave background during
propagation. BL Lacs are very luminous in particular in the ra-
dio frequency band and highly variable at all wavelengths. Typ-
ical electromagnetic emission spectra peak at lower and higher
frequencies. The higher frequency peak is associated with syn-
chrotron radiation of protons, the lower frequency peak with the
synchrotron radiation of electrons. In the Muecke et al. model the
observed electromagnetic spectral energy distributions of BL Lacs
come from contributions of synchrotron radation of accelerated
protons and electrons and photons from pi0 decays. In particular
for low-frequency-peaked BL Lacs, they predict a significant con-
tribution of photo-pion production and the associated synchrotron
radiation of the secondary muons. This is automatically correlated
to a neutrino signal.
2. Neutrinos from radio-loud AGN (Mannheim 1995)25 25 K. Mannheim. Astropart. Phys. 3
(1995), p. 295
If sources are optically thicker, high-energy photons are deceler-
ated by scattering in the dense radiation field around the produc-
tion region. This occurs in particular if the production region of
photons from pi0 decays is in or near the core of the AGN. In such
a case the neutrino flux associated with a hadronic production of
γ-rays cannot be normalized directly to the photon flux. However,
Mannheim normalizes the neutrino flux indirectly to the photon
flux. Under the assumption that the TeV (and higher) γ-rays
lose energy by scattering and leave the production region with
lower energies, he uses the observed diffuse γ-ray background at
100 MeV for a normalization.
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3. Neutrinos from AGN cores (Stecker 2005)2626 F.W. Stecker. “A Note on High En-
ergy Neutrinos from AGN Cores”.
Phys.Rev.D 72 (2005), p. 107301. url:
http : / / arxiv . org / abs / astro - ph /
0510537
In this model, the baseline for a normalization of the neutrino
flux comes from the diffuse MeV photon background. Similarly
to the model by Mannheim, the diffuse photon flux functions as a
normalization for the neutrino flux in an optically thick environ-
ment assuming that the photons originate from pi0 decays. Such
a background has been observed as a 10% non-thermal radiation
contribution to the total spectrum.
4. Neutrinos from FR-II radio galaxies and blazars (Becker et al. 2005)2727 Julia K. Becker, Peter L. Biermann,
and Wolfgang Rhode. “The diffuse neu-
trino flux from FR-II radio galaxies
and blazars: A source property based
estimate”. Astropart.Phys. 23 (2005),
pp. 355–368. url: http://arxiv.org/
abs/astro-ph/0502089
FR-II galaxies28 and FSRQs29 both have a strong radio compo-
28 Luminous radio galaxies, brightest at
the edges of the radio lobes
29 Flat spectrum radio quasar
nent. The estimation of a neutrino flux from these objects is based
on the jet-disk symbiosis connecting the neutrino luminosity of
the source to its disk luminosity and therefore also to its radio
luminosity in the huge radio jets. These jets are observed and
characerized by experiments. The results strongly depend on the
radio spectral index and neutrino flux predictions are calculated
for sources with a flat spectrum (γ = 2, BBRII) and a steep spec-
trum (γ = 2.6, BBRI), separately.
All models are dependent on their input assumptions, which are
highly uncertain. Uncertainties on the predicted fluxes shown in fig-
ure 2.9 are therefore as large as an order of magnitude or even larger.
At the current stage, these models cannot accurately predict an astro-
physical neutrino flux. However, an observation or non-observation
of astrophysical neutrinos allows the refinement of theoretical mod-
els.
2.5 Summary
This chapter discusses the Fermi mechanism, which could enable
astrophysical objects to efficiently accelerate charged particles to ex-
tremely high energies (see section 2.1). Among several candidate
cosmic-ray sources, a promising source class to supply the high-
energy extragalactic cosmic-ray flux are active galactic nuclei (see
section 2.2). Acceleration scenarios inside such objects feature the
production of high-energy γ-rays and neutrinos in hadronic interac-
tions (see section 2.3).
Propagation effects distort the arrival directions and energy spec-
tra of charged cosmic rays and γ-rays, which makes it challenging
to discover the sources of cosmic rays. Neutrinos are ideal messen-
ger particles in order to explore the high-energy universe, but have
not yet been observed. Predictions of diffuse astrophysical neutrino
fluxes are based on the observed cosmic-ray or γ-ray flux and several
models are presented in section 2.4.
3
Atmospheric neutrinos
IceCube’s recorded data consists primarily of particles originating
from the Earth’s atmosphere. These are atmospheric muons and
neutrinos, which are produced in cosmic-ray air showers and form a
background for the search for extraterrestrial neutrinos. This chapter
explains the production of atmospheric neutrinos and discusses the-
oretical predictions of atmospheric neutrino spectra. The accuracy
of these predictions is important for the background expectation of
this analysis. Furthermore, this analysis makes use of the measured
atmospheric neutrinos for the evaluation of systematic uncertainties.
The uncertainties in the atmospheric neutrino flux predictions ex-
plained in this chapter become important for the work and ideas of
chapter 7 to 10.
3.1 Muon and neutrino production in cosmic-ray air show-
ers
p
π-π+
π0
n
μ-
μ+
γ
γ
e-e-e+ e
+
νμ
νμ
Figure 3.1: Sketch of a proton induced
air shower in the Earth’s atmosphere.
Cosmic-ray particles hitting the Earth’s atmosphere cascade into an
air shower producing a variety of new particles moving towards the
surface. For a hadronic primary particle the shower consists of a
hadronic and electromagnetic component. An example of this is
shown in figure 3.1. The hadronic component is responsible for the
production of pions and kaons, which decay further into muons and
neutrinos:
p + N → pi(K) + casc.→ µ+ νµ + casc.→ e + νe + νµ + νµ + casc.
(3.1)
The muons and neutrinos from pion and kaon decays are referred to
as conventional atmospheric muons and neutrinos, in what follows.
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Conventional atmospheric muons and neutrinos dominate by several
orders of magnitude over the flux from prompt atmospheric muons
and neutrinos, which are produced in the decays of heavier mesons,
typically containing a charm quark (see section 3.2). Conventional
atmospheric neutrinos and muons are therefore often just refered to
as atmospheric muons/neutrinos. Compared to hadrons produced
in air showers, they are very likely to reach the Earth’s surface.
Precise calculations of the neutrino flux by Honda et al. and Barr et
al.1 have been parameterized and extrapolated to higher energies2.1 M. Honda et al. “Calculation of at-
mospheric neutrino flux using the in-
teraction model calibrated with atmo-
spheric muon data”. Phys.Rev.D 75
(2007), p. 043006. url: http://arxiv.
org / abs / astro - ph / 0611418; M.
Honda et al. “A New calculation of
the atmospheric neutrino flux in a 3-
dimensional scheme”. Phys.Rev. D 70
(2004), p. 043008. url: http://arxiv.
org/abs/astro-ph/0404457; G. D. Barr
et al. Phys. Rev. D 70 (2004), p. 023006
2 Thomas K. Gaisser. Cosmic Rays and
Particle Physics. Cambridge University
Press, 1990; Dmitry Chirkin et al.
“NeutrinoFlux: a library of atmospheric
neutrino fluxes”. IceCube internal com-
munication (2009). url: http://code.
icecube . wisc . edu / svn / projects /
neutrinoflux/
The equation
dNν
dEν
' Φ0 · E−γν
(
Apiν
1+ BpiνEν cos(θ∗)/epi
+
AKν
1+ BKνEν cos(θ∗)/eK
)
.
(3.2)
describes the flux of νe, νe, νµ, and νµ respectively, with the cor-
responding constant parameters Apiν, Bpiν, AKν, and BKν for each
model. The inclination angle, θ∗, refers to the zenith angle θ of the
neutrino measured in the detector corrected for the curvature of the
Earth. It is approximated by a polynomial3:
3 Dmitry Chirkin et al. “NeutrinoFlux: a
library of atmospheric neutrino fluxes”.
IceCube internal communication (2009).
url: http://code.icecube.wisc.edu/
svn/projects/neutrinoflux/
cos (θ∗) =
√
cos2 (θ) + 0.1032 − 0.068 · cos0.959 (θ) + 0.041 · cos0.817 (θ)
1+ 0.1032 − 0.068+ 0.041
(3.3)
Equation 3.2 with different parameters A and B also describes the
conventional atmospheric muon flux.
The energy spectra of atmospheric muons and neutrinos depend on
the cosmic-ray energy spectrum represented by the term Φ0 · E−γν in
equation 3.2 (see also figure 1.2). Equation 3.2 uses a simple power
law relation with a constant spectral index of γ = 2.7 and normal-
ization Φ0 for all energies as a parameterization of the cosmic-ray
energy spectrum. This simplification introduces an uncertainty to
the atmospheric neutrino flux prediction at high energies, which is
further examined in section 3.3.4.
Figure 3.2: Fractional contribution of
pions and kaons to the flux of muons
and neutrinos. The solid curve of each
pair is for the vertical and the dashed
curve for a zenith angle of 60◦.
[Thomas K. Gaisser and M. Honda.
“Flux of Atmospheric Neutrinos”.
Ann.Rev.Nucl.Part.Sci. 52 (2002),
pp. 153–199]
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Figure 3.3: Direction average calcula-
tions of conventional atmospheric neu-
trino fluxes (left) for each neutrino fla-
vor and their ratios (middle). Zenith-
angle dependence of ν + ν neutrino
fluxes in the Honda2007 model (right).
[M. Honda et al. “Calculation of atmo-
spheric neutrino flux using the interac-
tion model calibrated with atmospheric
muon data”. Phys.Rev.D 75 (2007),
p. 043006. url: http : / / arxiv . org /
abs/astro-ph/0611418 (left and mid-
dle plot)] and [Thomas K. Gaisser and
M. Honda. “Flux of Atmospheric Neu-
trinos”. Ann.Rev.Nucl.Part.Sci. 52 (2002),
pp. 153–199 (right plot)]
The two terms in the sum of equation 3.2 refer to the individual con-
tribution from pions and kaons. Charged pions decay into muons
with a branching ratio of almost 100% and kaons decay into muons
with a branching ratio of 63% and possess additional leptonic and
hadronic decay modes4. Due to the different production and de-
4 K. Nakamura et al. “Review of Particle
Physics”. Journal of Physics G 37 (2010),
p. 075021. url: http://pdg.lbl.gov
cay kinematics, the relative contribution of pions and kaons to the
neutrino and muon production determines the flavor composition,
energy spectrum, and angular distribution of atmospheric neutrinos
and muons. At energies below epi = 115 GeV and eK = 850 GeV the
decay of mesons dominates the interaction. At energies above epi
and eK the mesons are more likely to interact. Muons and neutrinos
are only generated if the mesons decay, not if they interact instead in
the atmosphere. Therefore, the lighter pions dominate the neutrino
and muon production at low energies while the production through
kaon decay increases with energy. This is illustrated in figure 3.2.
Equation 3.2 shows that the energy spectrum of atmospheric muons
and neutrinos becomes steeper than the initial energy spectrum of
cosmic rays if E > e. The reason is the competition between the de-
cay and interaction probabilities of pions and kaons, which is energy
dependent. The ratio of decay to interaction probabilities is approxi-
mately proportional to 1/E.
While the angular distribution of cosmic rays above TeV energies is
isotropic to one part in thousand5, the angular distribution of con- 5 R. Abbasi et al. “Observation of an
Anisotropy in the Galactic Cosmic Ray
arrival direction at 400 TeV with Ice-
Cube”. Astrophysical J. 746 (2012), p. 33.
url: http : / / arxiv . org / pdf / 1205 .
3969.pdf
ventional atmospheric muons and neutrinos depends on the inclina-
tion θ∗ (see equation 3.2). Again, this is caused by the dependence of
the probability for a pion or kaon to decay compared to having an in-
teraction in the atmospheric depth X that is traversed by the meson.
At energies above the energies epi and eK the decay probability for
mesons increases with the mean free path length in the atmosphere
and is therefore higher for more horizontal mesons.
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Figure 3.4: The atmospheric neutrino
energy spectrum of the Frejus exper-
iment, upper and lower bands from
SuperKamiokande, an AMANDA for-
ward folding analysis, an AMANDA
unfolding analysis and the unfolding
and forward folding result of the Ice-
Cube 40-string detector in comparison
to the predicted flux of conventional at-
mospheric muon neutrinos by Honda
et al. (2007) (blue solid line). All mea-
surements include the sum of neutrinos
and antineutrinos. Vertical error bars
include systematic as well as statistical
uncertainty.
[Kurt Woschnagg. “Latest results from
IceCube”. Talk at the SLAC Summer In-
stitute (2011) (updated December 2012)]
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Various calculations predict the neutrino and muon fluxes below
1 TeV with a reasonable accuracy. These flux predictions are com-
pared in figure 3.3.
The left plot in figure 3.3 shows the energy spectrum of conventional
atmospheric neutrinos, which at high energies roughly follows an
E−3.7 power law spectrum.
The middle plot in figure 3.3 shows the fractions of electron and
muon neutrinos and their antiparticles in the conventional neutrino
spectrum. The ratio of muon to electron neutrinos is roughly two at
1 GeV and rapidly increases with energy. The reason is that at high
energies, muons — which are the main source of electron neutrinos
— are able to reach the surface and do not decay. Tau neutrinos are
not produced in pion or kaon decays but are expected at the surface
due to oscillation effects. However, neutrino oscillations do not play
a role above 100 GeV in neutrino energy.
The angular distribution of the neutrino flux is illustrated on the
right plot in figure 3.3. The distribution of conventional atmospheric
neutrinos shows a characteristic peak at the horizon. The enhance-
ment at the horizon increases with energy. At low energies, all
mesons decay and there is no angular dependence. The effect is even
stronger for electron neutrinos than for muon neutrinos since they al-
most exclusively originate from muon decays and therefore involve
the requirement of two decays during the air shower propagation.
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The extrapolation of these neutrino flux predictions to higher en-
ergies is in good agreement with the atmospheric muon neutrino
spectrum measured by the IceCube detector above 100 GeV within
experimental errors6. This is shown in figure 3.4. The prediction by 6 Dmitry Chirkin et al. “NeutrinoFlux: a
library of atmospheric neutrino fluxes”.
IceCube internal communication (2009).
url: http://code.icecube.wisc.edu/
svn/projects/neutrinoflux/
Honda et al. (2007) is used as a baseline prediction in this analysis.
The characteristic steeply falling energy spectrum of conventional
atmospheric neutrinos and their zenith angle distribution increasing
towards the horizon, make them distinguishable from an isotropic
diffuse astrophysical signal, which is described by a harder energy
spectrum (see chapter 2).
3.2 Prompt atmospheric neutrinos
Prompt atmospheric muons and neutrinos are produced in the decay
of heavier mesons containing a charm quark, sometimes referred to
as “charmed mesons”7. Prompt neutrinos start to contribute to the
7 Rikard Enberg, Mary Hall Reno, and
Ina Sarcevic. “Prompt neutrino fluxes
from atmospheric charm”. Phys. Rev.
D 78 (2008), p. 043005. url: http :
/ / arxiv . org / abs / 0806 . 0418; A.
D. Martin, M. G. Ryskin, and A. M.
Stasto. “Prompt neutrinos from atmo-
spheric c-cbar and b-bbar production
and the gluon at very small x”. Acta
Phys.Polon.B 34 (2003), pp. 3273–3304.
url: http : / / arxiv . org / abs / hep -
ph/0302140; E.V. Bugaev et al. “Prompt
leptons in cosmic rays”. Il Nuovo Ci-
mento 12C 1 (1989), p. 41
atmospheric neutrino spectrum at TeV energies and above. Such a
prompt flux component is expected, but has not yet been observed
by muon nor neutrino detectors. Therefore, it is an interesting guar-
anteed signal in a diffuse neutrino search, but also a background for
the search for a diffuse astrophysical neutrino flux.
Particles contributing dominantly to the prompt flux are D0, D+, D+s
and Λ+c particles and their antiparticles. Their masses range from
1.87 to 2.29 GeV and their production in air showers therefore re-
quires higher primary particle energies than the production of pions
and kaons8. The primary process for the production of these mesons
8 K. Nakamura et al. “Review of Particle
Physics”. Journal of Physics G 37 (2010),
p. 075021. url: http://pdg.lbl.gov
in collisions of cosmic-ray particles with atmospheric nucleons is the
gluon fusion gg → cc and qark-antiquark fusion qq → cc (see figure
3.5). Thus, the calculation of prompt atmospheric fluxes requires
• a parameterization of the cosmic-ray energy spectrum,
• differential cross sections for gg and qq fusion,
• attenuation and interaction lengths of nucleons and charmed mesons
in the atmosphere,
• the semi-leptonic decay spectra of charmed mesons.
p
p
c
c
p
p
c
c
p
p c
c
p
p c
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q
Figure 3.5: Lowest-order Feynamn di-
grams for the production of cc pairs in
hadronic interactions.
The most critical point in the calculations are the differential cross
sections for gg- and qq-fusion. They depend on the shape of the
parton distribution functions of nucleons. In air showers, the mo-
mentum of the incoming cosmic ray is strongly transfered into the
forward direction. This corresponds to small values of the Bjorken x
down to the order of 10−7 at EeV energies.
The parton distribution functions for the forward direction at small
values of x are very difficult to measure with collider experiments.
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Figure 3.6: Left: Prompt (solid line)
and conventional (dashed lines) fluxes
of νµ + νµ, νe + νe, µ+ + µ−. The three
prompt fluxes are approximately equal
and are therefore represented here by
the νµ + νµ flux. Right: Dependence
on zenith angle of prompt and conven-
tional νµ + νµ fluxes.
[Rikard Enberg, Mary Hall Reno, and
Ina Sarcevic. “Prompt neutrino fluxes
from atmospheric charm”. Phys. Rev.
D 78 (2008), p. 043005. url: http://
arxiv.org/abs/0806.0418]
A measurement of prompt atmospheric muons and neutrinos could
therefore complement the knowledge of differential cross sections for
parton interactions and structure functions in accelerator physics.
This is another reason, which makes the challenging search for a
prompt atmospheric neutrino flux an interesting research topic.
The differential cross sections can be calculated in the perturbative
QCD framework. The ln(1/x)-behavior of the parton distribution
function observed at larger values of x yields an unphysical diver-
gence of the parton distribution function for the calculation of far-
forward (= small x) processes. This requires the introduction of a
saturation of the parton distribution functions at very small x for
which different models exist9.9 Rikard Enberg, Mary Hall Reno, and
Ina Sarcevic. “Prompt neutrino fluxes
from atmospheric charm”. Phys. Rev.
D 78 (2008), p. 043005. url: http :
/ / arxiv . org / abs / 0806 . 0418; A.
D. Martin, M. G. Ryskin, and A. M.
Stasto. “Prompt neutrinos from atmo-
spheric c-cbar and b-bbar production
and the gluon at very small x”. Acta
Phys.Polon.B 34 (2003), pp. 3273–3304.
url: http : / / arxiv . org / abs / hep -
ph/0302140
The prompt neutrino fluxes calculated by Enberg et al. are presented
on the left plot in figure 3.6 and compared to conventional fluxes.
The expected fluxes of prompt atmospheric neutrinos are lower than
conventional neutrino fluxes, but start to dominate the atmospheric
neutrino flux at energies above several 100 TeV because of their harder
energy spectrum. The prompt flux follows the cosmic-ray energy
spectrum with a spectral index of ∼ 2.7, because prompt mesons
have such short lifetimes that they predominantly decay.
The prompt fluxes of muons, electron neutrinos and muon neutrinos
are similar, because charmed mesons decay into electrons and muons
in equal parts. Fluxes of tau neutrinos are about a factor of 20 smaller
than the fluxes of the other neutrino flavors because tau neutrinos are
only produced in the decay chain of Ds-mesons, with a branching
ratio of roughly 5%10. The contribution of prompt muon neutrinos10 K. Nakamura et al. “Review of Par-
ticle Physics”. Journal of Physics G 37
(2010), p. 075021. url: http : / / pdg .
lbl.gov
expected in this analysis is already small. Therefore, the prompt
atmospheric tau neutrino flux can be neglected in this analysis (see
section 6.6.3).
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Figure 3.7: Energy spectrum of prompt
atmospheric muon neutrinos (νµ + νµ)
for various predictions in compari-
son to the expected conventional at-
mospheric neutrinos flux prediction by
Honda et al. (2007). The baseline pre-
diction by Enberg et al. is shown as
the red line with the shaded area mark-
ing the uncertainty range. The green
dashed lines show various predictions
by Martin et al. The blue dash-dotted
line shows the prediction by Bugaev et
al.
The right plot in figure 3.6 shows the angular dependence of prompt
and conventional atmospheric muon neutrinos. While conventional
neutrinos exhibit the characteristic excess at the horizon explained
above, prompt neutrinos do not show an angular dependence be-
low energies of several PeV. This is caused by the short lifetimes of
charmed mesons, due to which all charmed mesons decay immedi-
ately without further interaction with the atmosphere.
Figure 3.7 compares the calculations by Enberg et al. with the mod-
els of Martin et al. The three models by Martin et al. are also calcu-
lated with perturbative QCD using three different assumptions for
the extrapolation of the parton distribution functions to very small
x (named GBW, KMS and MRST). The GBW-extrapolation is the ex-
trapolation also used by Enberg et al.
An alternative approach to the pQCD models for the calculation of
prompt atmospheric fluxes is given by the RQPM model of Bugaev et
al., which is also shown in figure 3.7. It is based on the assumption
of production of charmed mesons in diffractive inelastic scattering
of nucleons. This requires an intrinsic charm component contained
inside the nucleon. Prompt atmospheric neutrino fluxes predicted
by such models are typically higher than pQCD model predictions.
The difference in the absolute flux normalization between the mod-
els of Bugaev et al. and Enberg et al. is about a factor five. The
QGSM model by Bugaev et al. is based on a leading order and next-
to-leading order calculation, which had been normalized to acceler-
ator data in order to avoid the divergence of the parton distribution
functions at very small values of x.
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The shape of the energy distribution of prompt atmospheric neutri-
nos is similar in all models. The largest difference observed is in
the normalization. The model which is used as a baseline model in
this analysis is the model by Enberg et al. Their predictions have the
smallest uncertainties, which are of the order of a factor two. How-
ever, all models are analyzed and results are discussed in chapter 13.
3.3 Uncertainties on the predictions of atmospheric neu-
trino fluxes
The predictions of atmospheric neutrino fluxes discussed in this chap-
ter are used to estimate the atmospheric neutrino background in this
analysis. Therefore, it is important to quantify the accuracy of these
calculations, in particular at high energies, where an excess of events
could correspond to the signature of an astrophysical diffuse neu-
trino flux. Systematic uncertainties affect the calculation of atmo-
spheric neutrino fluxes through several points:
• The normalization of the neutrino flux.
• The spectral index of the cosmic-ray and therefore the neutrino
energy spectrum.
• The energy dependent chemical composition of the cosmic-ray en-
ergy spectrum.
• Uncertainties on the relative production cross section of pions and
kaons.
These uncertainties are quantified in this section and their effect on
the final data sample is further studied in chapter 9.
3.3.1 Uncertainties in the normalization of the atmospheric
neutrino flux
The uncertainty of the total neutrino flux normalization results from
uncertainties in the production cross sections of pions and kaons,
hadronic interaction cross sections, the atmospheric density profile
and computational accuracy. The dominating contributions are the
uncertainties on the meson production cross sections. According to
Honda et al., the conservatively estimated uncertainties on the total
neutrino flux averaged over all directions range from 7% at 1 GeV to
25% at 1 TeV.
Fluxes at energies above 1 TeV have been extrapolated according to
equation 3.211. This analysis is focused on neutrinos with energies of11 Dmitry Chirkin et al. “NeutrinoFlux:
a library of atmospheric neutrino
fluxes”. IceCube internal communica-
tion (2009). url: http : / / code .
icecube . wisc . edu / svn / projects /
neutrinoflux/
∼ 100 GeV up to 100 TeV and beyond. The maximum of the neutrino
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energy distribution of events in this data sample is around 1 TeV (see
section 6.6). As this analysis is focused on the high-energy tail of
the energy spectrum, the global uncertainty of the neutrino flux is
assumed conservatively to 30% for all energies.
3.3.2 Uncertainties of the spectral index of the cosmic-ray en-
ergy spectrum.
The spectral index of the conventional atmospheric neutrino energy
spectrum depends on the spectral index of the cosmic-ray energy
spectrum, but it is about one power steeper. The parameterization
for the neutrino flux in equation 3.2 uses a power law with a spectral
index of 2.7 as a parameterization of the cosmic-ray energy spectrum.
Observations from various experiments indicate some uncertainty in
this parameter (see section 3.3.4). Parameterizations of the cosmic-
ray energy spectrum depending on source population and composi-
tion (see section 3.3.4) show differences in the spectral index of up to
0.05 below the knee, which is shown in figure 3.8.
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The calculations for prompt atmospheric neutrino fluxes by Enberg
et al., Martin et al. and Bugaev et al. are based on a different param-
eterization of the cosmic-ray energy spectrum (see section 3.2). They
assume a power law with a break at the knee 5 PeV, where the spec-
tral index changes from γ = 2.7 to γ = 3.0. However, the spectral
index given in these models is subject to the same uncertainties.
3.3.3 Uncertainties on the relative contribution of pions and
kaons to the neutrino production
The relative contribution of pions and kaons to the neutrino produc-
tion determines the energy and zenith angle distribution of conven-
tional atmospheric neutrinos (see section 3.1). The hadronic interac-
tion cross sections at these high energies determining this pion-kaon
ratio are not well known. The uncertainty in the pion-kaon ratio
in the neutrino production process is the main uncertainty affecting
the angular distribution of neutrinos, besides the uncertainty on the
atmospheric density profile.
Figure 3.9 shows the effect of a change in the pion-kaon ratio on
the energy and zenith angle distribution of conventional atmospheric
neutrinos. A larger kaon fraction shifts the neutrino flux to higher
energies and decreases the neutrino flux towards the horizon.
There have been several attempts to measure the pion-kaon ratio12.
12 R. Abbasi et al. “The IceCube Neu-
trino Observatory III: Cosmic Rays; Sea-
sonal Variations of High Energy Cosmic
Ray Muons Observed by the IceCube
Observatory as a Probe of Kaon/Pion
Ratio”. Contribution to the 32nd Inter-
national Cosmic Ray Conference, Beijing
(2011), pp. 9–12. url: http://arxiv.
org/abs/1111.2735
Current measurements are in agreement with the reference value
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Figure 3.9: Left: Ratio of conventional
atmospheric neutrino flux predictions
with modified kaon contribution and
the baseline prediction by Honda et
al. (2007) as a function of energy for ver-
tical and horizontal events. Right: Ratio
of conventional atmospheric neutrino
flux predictions with modified kaon
contribution and the baseline predic-
tion by Honda et al. (2007) as a function
of zenith angle at an energy of 1 TeV.
used in the calculations by Honda et al. Honda et al. quote an un-
certainty of up to 3% on the horizontal to vertical neutrino flux ratio,
which is dominated by the uncertainty on the pion-kaon ratio. Trans-
lated into a scaling factor R of the kaon contribution in the reference
model, this corresponds to an uncertainty of 10% in the ratio scaling
factor. This is illustrated in figure 3.10, where the left figure shows
the horizontal to vertical flux ratio for the reference model by Honda
et al. and for two modified fluxes with a kaon contribution scaled by
±10%. The ratio of those modified fluxes to the reference flux are
shown on the plot on the right: the uncertainty introduced by a 10%
uncertainty in the pion-kaon ratio scaling factor is energy dependent
and reaches about 3% at 1 TeV. A 10% uncertainty on the pion-kaon
ratio scaling factor is assumed in this analysis, because it results in a
3% uncertainty on the horizontal to vertical neutrino flux ratio con-
sistent with Honda et al.
3.3.4 The chemical composition of cosmic rays
- a knee in the atmospheric neutrino spectrum
The cosmic-ray spectrum is a superposition of the individual spectra
of its chemical components. This composition determines the param-
eterization of the all-particle spectrum, and therefore the spectrum of
atmospheric neutrinos.
The parameterization of the cosmic-ray energy spectrum used in
equation 3.2 is a power law with a constant spectral index of 2.7
for all energies. This model is in particular missing the feature of the
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knee, which is observed as a kink in the energy spectrum at an en-
ergy of ∼ 5 PeV (see figure 3.11). Even below the knee, the observed
all-particle energy spectrum of cosmic rays is not exactly described
by a single power law with a uniform spectral index of 2.7, because
the all-particle spectrum is a superposition of different individual
spectra with different slopes and cut-off energies and not described
by a global spectral index.
The calculations of prompt atmospheric neutrino fluxes are all based
on a broken power law spectrum, with a spectral index of 2.7 below,
and an index of 3.0 above the knee. This single broken power law
spectrum does also not sufficiently describe the all-particle spectrum
in figure 3.11).
In the context of the analysis of this thesis, it was attempted to re-
calculate the atmospheric neutrino fluxes under the assumption of a
more accurate parameterization of the chemical composition of the
cosmic-ray energy spectrum. The proper modelling of the knee de-
creases the expected event rate of atmospheric background neutrinos
at high energies, where a signal from extragalactic neutrinos would
be expected.
The calculation of an atmospheric neutrino flux is described by
dΦν
dEν
=
∫
dEN
dΦCR
dEN
d
dEν
Y (EN , Eν, cos(θ∗)) , (3.4)
where EN is the nucleon energy, dΦCR/dEN is the parameterization
of the cosmic-ray nucleon energy spectrum, and Y (EN , Eν, cos(θ∗))
is the neutrino yield factor, which defines how many neutrinos with
an energy larger than Eν are produced by a cosmic-ray nucleon with
energy EN and inclination cos(θ∗)13.
13 Thomas K. Gaisser. “Primary
spectrum - Implicatons for at-
mospheric neutrinos”. Talk at the
IceCube Collaboration Meeting in March
2012, Berkeley (2012). url: https :
//events.icecube.wisc.edu/indico/
contributionDisplay.py?contribId=
81&sessionId=49&confId=43; Anne
Zilles. “Untersuchungen von Modellen
zur Berechnung des hochenergetischen
atmosphärischen Neutrinoflusses in
IceCube”. Master thesis, RWTH Aachen
(2012). url: http://www.physik.rwth-
aachen.de/fileadmin/user_upload/
www _ physik / Institute / Inst _ 3B /
Forschung / IceCube / publications /
thesis_AZ.pdf
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Figure 3.11: All-particle energy spec-
trum of cosmic rays as measured by
ground based experiments. The solid
and dashed lines represent parame-
terizations of the cosmic-ray energy
spectrum. The model by Gaisser (here:
Hillas-Gaisser, mixed) is shown as
dashed-dotted red line. The model
by Hörandel (here: poly-gonato) is
represented by the solid blue line.
[Anatoli Fedynitch, Julia Becker Tjus,
and Paolo Desiati. “Influence of
hadronic interaction models and the
cosmic ray spectrum on the high energy
atmospheric muon and neutrino flux”.
arXiv:1206.6710 (2012). url: http :
//arxiv.org/pdf/1206.6710v1.pdf]
Various parameterizations of the cosmic-ray energy spectrum based
on a superpositiion of spectra of different chemical elements and
source populations are shown in figure 3.11. With the approach de-
scribed in equation 3.4, the neutrino flux for any of these param-
eterizations can be calculated. This analysis is focused on the two
parameterizations, which show best agreement with the measured
cosmic-ray data below the knee. These are the models by Gaisser1414 Thomas K. Gaisser. “Spectrum
of cosmic-ray nucleons and the
atmospheric muon charge ratio”.
arXiv:1111.6675 (2011). url: http :
//arxiv.org/abs/1111.6675
and Hörandel15.
15 Jörg R. Hörandel. “On the knee in
the energy spectrum of cosmic rays”.
Astropart.Phys. 19 (2003), pp. 193–220.
url: http://arxiv.org/abs/astro-
ph/0210453
The model by Gaisser assumes a superposition of energy spectra of
five different mass groups (p, He, CNO, Mg-Si, Fe), which are accel-
erated by three different source populations. The first source pop-
ulation are galactic supernova remnants, the second are galactic —
yet unknown — sources of higher energy. The third population are
extragalactic sources. The suffix H3a indentifies the model, whichFigure 3.12: Parameterizations of the
cosmic-ray energy spectrum for the all-
particle spectrum (left) and for the nu-
cleon spectrum (right).
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assumes a mixed composition of all five mass groups for the ex-
tragalactic contributions. This is opposed to the model H4a, which
assumes protons-only for the third polulation, but is not further con-
sidered here.
The model by Hörandel, named poly-gonato, is based on a super-
position of individual spectra for elements from Z = 1 to Z = 92,
which marks the end of stable elements. The spectra for individual
elements obtained from cosmic-ray measurements are extrapolated
by single power laws to higher energies and provided with a charge-
dependent cut-off. Therefore, the poly-gonato model is missing an
extragalactic component. Based on the model by Gaisser, an extra-
galactic component has been added to the poly-gonato model, which
is then labeled as “Hörandel (modified)” in the following16. 16 Thomas K. Gaisser. Private communi-
cation (2012)
Figure 3.12 compares the two models to the simple power law as-
sumption, which was used in the standard flux calculation by Honda
et al. The left plot shows the all-particle spectrum as a function of
particle energies, the right plot shows the cosmic-ray nucleon spec-
trum as a function of nucleon energy. The transition from all-particle
to nucleon spectra is performed by a replacement of Eparticle, i = Ai · EN ,
where Ai is the mass number of the element i. The nucleon flux is
given by17 17 Thomas K. Gaisser. Cosmic Rays and
Particle Physics. Cambridge University
Press, 1990dΦN
dEN
(EN) =∑
i
A2i ·
dΦparticle, i
dEparticle, i
(Eparticle, i) . (3.5)
The neutrino yield factor Y (EN , Eν, cos(θ∗)) can either be obtained
analytically or from air shower simulations. The approach presented
here is based on the analytical calculation, but comparisons have
shown that the resulting neutrino spectra from both approaches are
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Figure 3.14: Re-calculated conventional
neutrino fluxes for different parameter-
izations of the cosmic-ray energy spec-
trum (left) and ratio of the two mod-
els with knee to the standard Honda et
al. flux (right) as a function of energy.
similar enough to be indistinguishable for the resolution of this anal-
ysis18.
18 Anne Zilles. “Untersuchungen von
Modellen zur Berechnung des hoch-
energetischen atmosphärischen Neutri-
noflusses in IceCube”. Master thesis,
RWTH Aachen (2012). url: http : / /
www . physik . rwth - aachen . de /
fileadmin/user_upload/www_physik/
Institute / Inst _ 3B / Forschung /
IceCube/publications/thesis_AZ.pdf
The analytical derivation of the neutrino yield is based on the Elbert
formula19, which describes the atmospheric muon yield. A replace-
19 P. Lipari. “TeV Muons in Hadronic
Showers”. Astropart.Phys. 1 (1993),
pp. 399–416. url: http://arxiv.org/
abs/hep-ph/9307289
ment of the parameters characterizing the meson decay kinematics
for muon production (p, q and e∗µ) in the Elbert formula by the decay
kinematics for neutrino production, results in an equation describing
the neutrino yield20:
20 Thomas K. Gaisser. “Primary
spectrum - Implicatons for at-
mospheric neutrinos”. Talk at the
IceCube Collaboration Meeting in March
2012, Berkeley (2012). url: https :
//events.icecube.wisc.edu/indico/
contributionDisplay.py?contribId=
81&sessionId=49&confId=43
Y (EN , Eν, cos(θ∗)) =
e∗ν
Eν cos(θ∗)
(
EN
AEν
)p (
1− AEν
EN
)q
, (3.6)
with parameters p ≈ 0.76, q ≈ 5.25 and e∗ν ≈ 4.8 GeV. It is valid for
muon neutrinos. Figure 3.13 shows the yield factor as a function of
neutrino energy for various nucleon energies.
The neutrino fluxes calculated with the described method for the
Gaisser and Hörandel parameterizations are shown in comparison to
the standard Honda et al. neutrino flux on the left plot in figure 3.14.
Although washed out, the feature of the knee is clearly visible in the
neutrino energy spectrum at a neutrino energy of ∼ 300 TeV, which
is a factor of ∼ 20 below the cosmic-ray knee. This is in agreement
with the basic assumption that about 5% of the proton energy goes
to the neutrino during hadronic production21.21 S.R. Kelner, F.A. Aharonian, and
V.V. Bugayov. “Energy spectra of
gamma-rays, electrons and neu-
trinos produced at proton-proton
interactions in the very high energy
regime”. Phys.Rev.D 74 (2006). Erratum-
ibid.D79:039901,2009, p. 034018. url:
http : / / arxiv . org / abs / astro -
ph/0606058
The plot on the right in figure 3.14 shows the ratio between the new
flux calculations and the Honda et al. reference flux. These functions
can be used as correction factors for the standard flux. When build-
ing the ratio, the dependence on the inclination cancels out and the
correction factors are valid for all neutrino directions.
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Figure 3.15: Re-calculated prompt neu-
trino fluxes for different parameteriza-
tions of the cosmic-ray energy spectrum
(left) and ratio of the two models with
knee to the standard Enberg et al. flux
(right).
Similar correction functions have also been calculated for the prompt
atmospheric neutrino prediction by Enberg et al22. Since the analyt-
22 Patrick Berghaus. “Prompt atmo-
spheric muons with IC79”. IceCube
internal communication (2012). url:
https : / / wiki . icecube . wisc . edu /
index . php / Stochastic _ Spectrum /
Prompt
ical derivation of a neutrino yield factor is challenging for prompt
neutrinos, the yield is calculated from air shower simulations. Figure
3.15 shows the modified prompt neutrino fluxes and the correction
factors.
3.4 Summary
This chapter discusses the production of atmospheric neutrinos, which
are the main background in this analysis. The identification of an
astrophysical neutrino flux in the background of conventional and
prompt atmospheric neutrinos requires a precise knowledge of their
energy spectrum and characteristic zenith angle distribution.
At energies of > 100 TeV, the flux of prompt neutrinos starts to dom-
inate the atmospheric neutrino flux (see section 3.2). Prompt neutri-
nos have not yet been discovered and their flux is highly uncertain.
Despite being a background in the search for astrophysical fluxes,
there are an interesting physics topic in and of themselves.
The models for atmospheric neutrino fluxes discussed here are sub-
ject to uncertainties, which have to be taken into account in the anal-
ysis. These uncertainties are described in section 3.3. Relevant for
this analysis are the uncertainty on the atmospheric neutrino flux
normalization, the spectral index, parameterization and composition
of the cosmic-ray energy spectrum, which lead to a knee in the atmo-
spheric neutrino flux, and the pion-kaon ratio in air showers. Their
effect on this analysis is further examined in chapter 9.

4
The detection principles of
large-scale Cherenkov neutrino
telescopes
Neutrinos are electrically neutral and only subject to weak interac-
tion and gravitation. Probabilities for neutrinos to interact with mat-
ter are very small with cross sections of the order of ∼ 10−35 cm2
at 10 TeV1. Therefore, they propagate almost unaffected through the 1 Amanda Cooper-Sarkar, Philipp
Mertsch, and Subir Sarkar. “The
high energy neutrino cross-section in
the Standard Model and its uncer-
tainty”. JHEP 08 (2011), p. 042. url:
http://arxiv.org/abs/1106.3723
Universe, through dense astrophysical objects, and also the Earth,
where their detection requires large target masses.
4.1 Neutrino interactions with matter
Neutrinos are observed indirectly by the detection of secondary par-
ticles produced in weak interactions with matter.
4.1.1 Neutrino interactions with nuclei
For neutrino telescopes, the most relevant process for neutrinos in-
teracting with matter at high energies is deep inelastic scattering2. 2 Bogdan Povh et al. Particles and Nuclei.
6th. Springer Verlag, 2008The two possible types of interaction via the exchange of a Z0- or
a W-boson as the force carrier of the weak interaction are named
neutral- (NC) or charged-current (CC) interaction, corresponding to
the electric charge of the participating boson.
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The equations for the CC and NC neutrino interaction with nucleons
are
νl (νl) + N → l∓ + X (CC)
νl (νl) + N → νl (νl) + X (NC)
where N stands for a nucleon, l for the lepton corresponding to the
neutrino flavor and X for a hadronic cascade. Neutrino-nucleon in-
teractions always go along with the production of a hadronic cas-
cade. The calculation of the cross sections beyond the reach of ex-
perimental measurements requires a good knowledge of the nuclear
structure functions, e.g. as measured by HERA3. For both processes3 F. D. Aaron et al. “Combined Mea-
surement and QCD Analysis of the In-
clusive ep Scattering Cross Sections at
HERA”. JHEP 1001 (2010), p. 109. url:
http://arxiv.org/abs/0911.0884
the cross section increases with neutrino energy as can be seen in
figure 4.1.
Figure 4.1: Neutrino cross sections for
charged-current and neutral-current
inelastic scattering.
[Amanda Cooper-Sarkar, Philipp
Mertsch, and Subir Sarkar. “The
high energy neutrino cross-section in
the Standard Model and its uncer-
tainty”. JHEP 08 (2011), p. 042. url:
http://arxiv.org/abs/1106.3723]
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Figure 4.2: Feynman diagram for
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Figure 4.3: Feynman diagram for
neutral-current interaction of neutri-
nos (left) and antineutrinos (right) with
quarks.
Figures 4.2 and 4.3 show Feynman diagrams for the CC and NC
neutrino interaction. The energy threshold for the charged-current
interaction is given by the lepton mass ml . For center of mass ener-
gies
√
s ml the cross section becomes independent of the neutrino
flavor. At center of mass energies below the W and Z0 mass, the cross
section increases linearly with energy (see figure 4.1). The antineu-
trino cross section is lower than the neutrino cross section for helicity
conservation reasons: left-handed neutrinos interact with negatively
charged left-handed quarks or right-handed antiquarks via the ex-
change of a W+. For nucleons, the only valence quark candidate
is the d-quark. Correspondingly, right-handed antineutrinos inter-
act via the exchange of a W− with the positively charged u-quarks.
The scattering between neutrinos and quarks is isotropic because the
helicity state for the incoming and outgoing particles is conserved.
The scattering between antineutrinos and quarks does not allow cer-
tain angles. For example, a backward scattering between a ν and a
u-quark does not conserve the helicity state between the incoming
(helicity J = +1) and the outgoing (helicity J = −1) state. At highest
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Figure 4.4: The relative deviation of the
CTEQ5 (top) and CSS (bottom) cross
sections from the HERAPDF1.5 cross
sections. GENIE is a special simulation
tool for low energies.
[Amanda Cooper-Sarkar, Philipp
Mertsch, and Subir Sarkar. “The
high energy neutrino cross-section in
the Standard Model and its uncer-
tainty”. JHEP 08 (2011), p. 042. url:
http://arxiv.org/abs/1106.3723]
energies, the behavior approaches proportionality to log (Eν) and the
antineutrino cross section reaches the neutrino cross section. This is
explained by the contribution of sea quarks as interaction partners
which exist as quarks and antiquarks in equal parts.
The extrapolation of cross sections to high energies (> PeV) and
small Bjorken x (O(10−5)), relevant for neutrino telescopes, is subject
to systematic uncertainties. The theoretical uncertainty bands are
derived during the calculation of the cross sections. Additionally, the
uncertainties are estimated by comparing cross sections as a function
of energy for different calculation approaches. Figure 4.1 shows the
cross sections calculated based on the combined measurements of the
nucleon structure function from the H1 and the ZEUS collaboration
(HERAPDF1.54), released in 20105. IceCube currently uses CTEQ56 4 Amanda Cooper-Sarkar, Philipp
Mertsch, and Subir Sarkar. “The
high energy neutrino cross-section in
the Standard Model and its uncer-
tainty”. JHEP 08 (2011), p. 042. url:
http://arxiv.org/abs/1106.3723
5 F. D. Aaron et al. “Combined Mea-
surement and QCD Analysis of the In-
clusive ep Scattering Cross Sections at
HERA”. JHEP 1001 (2010), p. 109. url:
http://arxiv.org/abs/0911.0884
6 H. L. La et al. hep-ph/9903282 (1999).
url: http : / / www . phys . psu . edu /
~cteq/
and as a cross-check CSS7 in its simulation chain (see section 6.2).
7 Amanda Cooper-Sarkar and Subir
Sarkar. “Predictions for high energy
neutrino cross-sections from the ZEUS
global PDF fits”. JHEP 0801 (2008),
p. 075. url: http://arxiv.org/abs/
0710.5303
In figure 4.4, the cross section calculations from HERAPDF1.5 are
compared to the ANIS default model CTEQ5. Both models agree
within less than 5% for CC and NC interactions in the most rel-
evant energy range between 1 TeV and 1 PeV. The spread between
both models increases towards lower energies to 10% at 100 GeV. At
very high energies, the difference between both models also enlarges.
At about 1 EeV it reaches 10% and increases to 40% at 1000 EeV. The
cross sections for the CTEQ5 model are larger than HERAPDF1.5,
which means that estimations based on simulations with CTEQ5
overestimate the neutrino rate in the detector.
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Figure 4.4 shows the comparison of the HERAPDF1.5 cross sections
to the CSS cross sections. Starting from energies of 10 TeV, there is a
large discrepancy between HERAPDF1.5 and CSS, increasing to up
to 20% at EeV energies. This is caused by a missing contribution
of the b-quark in CSS calculations for CC interactions. If the b-quark
contribution is removed from the HERAPDF1.5 calculations, both ap-
proaches agree8. The missing contribution of the b-quark leads to an8 Amanda Cooper-Sarkar, Philipp
Mertsch, and Subir Sarkar. “The
high energy neutrino cross-section in
the Standard Model and its uncer-
tainty”. JHEP 08 (2011), p. 042. url:
http://arxiv.org/abs/1106.3723
underestimation of the cross sections for the CSS model and there-
fore, estimations based on simulations with CSS underestimate the
neutrino rate in the detector. The b-quark was correctly taken into
account in the NC calculations, where the HERAPDF1.5 and the CSS
model agree within their given uncertainties. The uncertainties es-
timated from comparing HERAPDF1.5 and CSS for NC interactions
and CC at energies < 10 TeV are smaller than 4%.
Studying the cross section range between the CSS model and the
CTEQ5 model (with HERAPDF1.5 in between them), is therefore a
conservative estimate of the uncertainty band of neutrino-nucleon
cross sections, because the difference is larger than the uncertainties
on either calculation. The specific impact of the cross section uncer-
tainty on this analysis is studied in chapter 8.
4.1.2 The correlation between the primary neutrino and sec-
ondary muon
The detection of neutrinos is based on the observation of the hadronic
cascade and secondary leptons (see section 4.3). All energy and di-
rectional information of the neutrino has to be reconstructed from
the measurement of secondary particles. The direction of the initial
neutrino and the secondary lepton produced in a charged-current
interaction are strongly correlated.
This analysis is focused on the detection of secondary muons from
muon neutrino charged-current interactions. Figure 4.5 shows the
angle between the muon and the inital muon neutrino as function of
energy, which is obtained from a simulation study with the final data
sample (see chapter 6). The angular difference between the neutrino
and the muon decreases with energy. From energies larger than 1 TeV
the angle between neutrino and muon can be parameterized by99 John G. Learned and Karl Mannheim.
“High Energy Neutrino Astrophysics”.
Ann. Rev. of Nuc. and Part. Science 50
(2000), pp. 679–749 Ψ = 0.7◦ ·
(
Eν
TeV
)−0.7
. (4.1)
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Figure 4.5: Angle between the initial
muon neutrino direction and the di-
rection of the secondary muon from
a CC neutrino-nucleon interaction for
the final event selection of this analy-
sis (see chapter 6). The black points
are obtained from simulation, the blue
line shows the parameterization given
above.
4.1.3 Other interactions
W
e-
ν
e
Figure 4.6: Feynman diagram for the
Glashow resonance.
At high energies, electron antineutrinos can interact resonantly with
the electrons in atoms and produce a W−-boson (see figure 4.6). This
process is known as the Glashow resonance and occurs at neutrino
energies of Eνe = 6.3 PeV
10. The W-boson can decay either hadroni-
10 S. L. Glashow. Phys. Rev. 118 (1960),
pp. 316–317
cally, or leptonically into νl + l− with any flavor.
4.2 Charged lepton propagation
The optical detection is based on the light production of secondary
hadrons and leptons, which propagate in the detection medium.
These charged particles interact with the matter they are propagat-
ing through. The physical processes depend on the lepton flavor
and are described in the following subsections11. Most important 11 K. Nakamura et al. “Review of Par-
ticle Physics”. Journal of Physics G 37
(2010), p. 075021. url: http : / / pdg .
lbl.gov
for this analysis is the propagation of muons, for which this analy-
sis is optimized (see chapter 6). However, a small sensitivity to taus
is remaining, while the sensitivity to electron neutrinos and neutri-
nos with via neutral-current interactions in this analysis is negligible.
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4.2.1 Electrons
High-energy electrons above a few tens of MeV primarily lose energy
by the process of bremsstrahlung. The radiation loss per unit path
dE
dx by bremsstrahlung is proportional to the electron’s energy and is
described by
−dE
dx
=
E
X0
. (4.2)
X0 is the electron’s radiation length, which is a characteristic of a
material. For ice, the radiation length is 36.08 g/cm212.12 K. Nakamura et al. “Review of Par-
ticle Physics”. Journal of Physics G 37
(2010), p. 075021. url: http : / / pdg .
lbl.gov Neutrino detectors observe the cascades formed by the subsequent
bremsstrahlung and pair productions of electrons. Cascades pro-
duced by TeV electrons only travel distances of the order of several
meters until all particles have radiated off their kinetic energy and
are absorbed. Cross sections from bremsstrahlung and pair produc-
tion are supressed only at very high energies > 100 TeV by the LPM
effect13 and the length strongly increases. Therefore, electrons lead13 L. D. Landau and I. J. Pomeranchuk.
Dokl.Akad.Nauk.SSSR 92 (1953), p. 92;
A. B. Migdal. Phys.Rev. 103 (1956),
p. 1811
to signatures where the full energy is contained in a relatively small
volume of a few meters length. These processes are taken into ac-
count when simulating the propagation of electrons through the Ice-
Cube detection volume as explained section 6.214.14 Dmitry Chirkin and Wolfgang Rhode.
Propagating leptons through matter with
Muon Monte Carlo (MMC). arXiv:hep-
ph/0407075v2. 2004
4.2.2 Muons
High-energy muons are subject to energy losses by ionization and ra-
diation processes when passing through matter. Ionization processes
dominate at lower energies while radiation processes such as pair
production, bremsstrahlung and photonuclear interactions dominate
at higher energies. The average total energy loss rate per path length
dE/dx from all processes can be expressed by
−dE
dx
= a(E) + b(E) · E. (4.3)
The term a(E) is the ionization part which can be estimated with the
Bethe-Bloch equation. Over a large energy range it can be approx-
imated by the assumption of a constant energy loss of a minimum
ionizing particle which is 2 MeV g−1 cm2 (for media with Z < 10)15.15 K. Nakamura et al. “Review of Par-
ticle Physics”. Journal of Physics G 37
(2010), p. 075021. url: http : / / pdg .
lbl.gov
The term b(E) · E summarizes all radiation processes. To first order,
b(E) is approximated by a constant depending on the material prop-
erties and therefore, the radiative energy loss is a linear function of
particle energy. The critical energy is the energy where ionization
and radiation contribute equally to the energy loss and is given by
Ec = a/b. As shown in figure 4.7, the critical energy for muons is at
an energy of around several hundred GeV.
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Figure 4.7: Relative importance of the
energy losses per g/cm2 as a func-
tion of muon energy. The long-dashed
curves represents bremsstrahlung, the
short-dashed curve shows pair produc-
tion and the dotted curve photonuclear
processes.
[Todor Stanev. High energy Cosmic Rays.
Second Edition. Springer Verlag, 2010]
Different physical processes contribute to the radiation energy loss
of muons16: 16 Todor Stanev. High energy Cosmic
Rays. Second Edition. Springer Verlag,
2010• Radiation of photons via bremsstrahlung.
• Pair production of e+e− pairs by muons interacting with nucleons.
• Photonuclear interactions through inelastic interactions with atomic
nuclei.
The factor b(E) = bbrems(E) + bpair(E) + bphotonuclear(E) sums up
the contribution of all these processes. Figure 4.8 shows the energy
dependence of b. All energy loss processes described here occur
stochastically along a muon path. Fluctuations between muons of
the same energy are therefore expected.
The processes of bremsstrahlung and pair production produce elec-
tromagnetic cascades along the muon track. While the bremsstrahlung
occurs very stochastically, pair production happens almost continu-
ously along the track. The cross section for bremsstrahlung of muons
is smaller than the bremsstrahlung cross section for electrons by a
factor m2e /m2µ. The cross section for pair production is larger than the
bremsstrahlung cross section. The electromagnetic cascades evolve
similarly to the cascades produced in a charge-current interaction
of νe (see section 4.2.1). Photonuclear processes produce hadronic
cascades stochastically. Energy losses by photonuclear processes are
smaller than bremsstrahlung and pair production losses (see figure
4.8) and less relevant for this analysis.
In IceCube, the propagation of a muon through the ice of the de-
tection volume is simulated with the software program MMC17 (see 17 Dmitry Chirkin and Wolfgang Rhode.
Propagating leptons through matter with
Muon Monte Carlo (MMC). arXiv:hep-
ph/0407075v2. 2004
section 6.2). Using the physics of the processes described here, sec-
ondary particles along the muon track are randomly produced and
further propagated. The dominant processes are bremsstrahlung and
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Figure 4.8: Relative muon energy loss
through radiation processes in standard
rock. The solid line shows the sum of
all three processes. Circles show the
values for clean ice.
[Todor Stanev. High energy Cosmic Rays.
Second Edition. Springer Verlag, 2010]
pair production, but also photonuclear processes are taken into ac-
count. The simulation is based on parameterizations of cross sections
for these processes. The cross sections have an accuracy of 2% for
bremsstrahlung and 2.3% for pair production18. The effect of these18 Wolfgang Rhode and Cristina Câr-
loganu. “Muon Propagation in Water
and Ice: Overview of Various Algo-
rithms”. Proceedings of Simulation and
Analysis Methods for Large Neutrino Tele-
scopes, DESY Zeuthen, July 6-9, 1998
(1999). DESY-PROC-1999-01
uncertainties on this analysis are further studied in chapter 8.
4.2.3 Taus
Tau leptons are the heaviest known leptons and therefore have a
short lifetime of only 2.91 · 10−13 seconds at rest19. They decay almost19 K. Nakamura et al. “Review of Par-
ticle Physics”. Journal of Physics G 37
(2010), p. 075021. url: http : / / pdg .
lbl.gov
immediately and observed are the decay products rather than the
tau lepton itself. The dominant decay is hadronic (∼ 85%) involving
mostly kaons, pions and a ντ . The hadrons evolve into a hadronic
cascade. The leptonic decay modes are
τ∓ → µ∓ + νµ(νµ) + ντ(ντ) (17.4%)
τ∓ → e∓ + νe(νe) + ντ(ντ) (17.8%) .
The electron and muon propagate as described above.
4.2.4 Cherenkov light production
In addition to the continuous ionization and individual stochastic en-
ergy loss processes for each lepton, all high-energy charged particles
lose energy continuously by the emission of Cherenkov radiation20.20 P. A. Cˇerenkov. “Visible Radiation
Produced by Electrons Moving in
a Medium with Velocities Exceeding
that of Light”. Phys. Rev. 52 (1937),
378âA˘S¸379. url: http://prola.aps.
org/abstract/PR/v52/i4/p378_1
When charged particles travel through a medium, they polarize the
atoms along their path. When falling back into the equilibrium the
atoms emit dipole radiation. The radiation would normally interfere
destructively and hence be unobservable. However, if the charged
particles travel with a velocity larger than the speed of light inside
the medium, the emitted radiation forms a wavefront of constructive
interference (see figure 4.9).
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Figure 4.9: The principle of Cherenkov
light emission. The charged particle
(moving from the left to the right)
causes atoms to emit dipole radiation
indicated by the colored circles. Their
radiation adds up to a wavefront mov-
ing under an angle θCh to the charged
particle.
The process of Cherenkov radiation is illustrated in figure 4.9. From
simple geometrical observations it can be derived that the Cherenkov
radiation is emitted at an angle θCh with respect to the charged parti-
cle’s direction. The angle depends on the ratio of the particle velocity
and the speed of light in the medium, and therefore on the refractive
index. The relation between the Cherenkov angle and the refractive
index n of the material is given by the geometry in figure 4.9:
cos (θCh) =
cmed · t
β · c · t =
1
β · n . (4.4)
This equation automatically defines the minimum total energy that
is needed to produce Cherekov light, which is
1
β · n ≤ 1 (4.5)
⇔ Etot > m√
1− 1n2
, (4.6)
where m is the particle’s mass.
Figure 4.10: Number of Cherenkov
photons emitted by one meter of
the simulated bare muon track (i.e.
muon without secondary cascades),
convolved with the acceptance of Ice-
Cube’s optical sensors. The integral un-
der the curve is 2450 photons.
[M. G. Aartsen et al. “Measurement
of South Pole ice transparency with
the IceCube LED calibration system”.
Nuclear Instruments and Methods A711
(2013), pp. 73–89. url: http://arxiv.
org/abs/1301.5361]
The number of photons N produced per wavelength λ and path x is
given by the Frank-Tamm formula21 as
21 I. Frank and I. Tamm. “Coherent vis-
ible radiation of fast electrons passing
through matter”. Compt Rend Dokl Akad
Mauk SSSR 14 (1937), pp. 109–114
dN
dλdx
=
2piαz2
λ2
(
1− 1
n2β2
)
(4.7)
with the particle’s charge z and the fine-structure constant α. The
wavelength dependence is proportional to λ−2, which means that
more light is produced at shorter wavelengths. When folded with
typical detector efficiencies and transparency of the ice, the maxi-
mum intensity is located in the optical blue and ultraviolet region
(see figure 4.10).
The Cherenkov light allows the tracking of particles with a sufficient
path length and thus large-volume neutrino telescopes are often ref-
ered to as Cherenkov telescopes. The IceCube Neutrino Observatory
was specifically built for this purpose. Its setup and optical sensors
are described in chapter 5.
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4.3 Event signatures in a Cherenkov detector
The physics of the propagation of charged leptons as described above
leads to the production of distinct signatures by different neutrino
flavors in a Cherenkov detector. As explained, all neutrino-nucleon
interactions are accompanied by a casacde of hadronic particles, which
produces light at the interaction vertex. A Cherenkov detector like
IceCube consists of an open, transparent volume, which is instru-
mented with optical sensors. These sensors detect Cherenkov light
from charged leptons, which is produced inside or near the detection
volume.
4.3.1 Muon neutrino signatures (CC)
ν
μ
μ
Figure 4.11: Signature of a muon neu-
trino charged-current interaction taking
place outside a detection volume. The
grey dots indicate optical sensors.
Figure 4.12: Signature of a 3 PeV muon
neutrino, creating a 1.6 PeV muon,
which still has an energy of 300 TeV in
the center of the IceCube detector. The
colors mark hit DOMs. Red indicates
early times and blue late times. The
grey dots indicate optical sensors.
ν
μ
μ
Figure 4.13: Signature of a “start-
ing muon”, a muon neutrino charged-
current interaction taking place inside a
detection volume. The grey dots indi-
cate optical sensors.
Muon neutrinos and antineutrinos produce muons in charged-current
interactions. Muons typically have a range of several kilometers in
ice. They traverse the detection volume depositing energy along their
path in processes described above and emit Cherenkov light. There-
fore, they leave a track-like signature in the detector. The hadronic
cascade, which is produced in the neutrino-nucleon interaction, can
often be observed as an energy deposit. The hadronic cascade typi-
cally has a roughly spherical dimension of several meters. Depend-
ing on the position of the muon production and decay vertex relative
to the detection volume, there are four distinguishable muon signa-
tures.
• Through-going track: A through-going muon track is generated
by a muon that is produced outside the detection volume and
completely passes through the detector (see figure 4.11). A through-
going track as shown in figure 4.12 leads to a good angular recon-
struction of the direction by the observation of the temporal and
spatial distribution of hit sensors.
• Starting track: A muon that is produced inside the detection vol-
ume and leaves the detector, produces a starting track (see fig-
ure 4.13). The hadronic cascade produced in the charged-current
neutrino-nucleon interaction is visible at the vertex.
• Stopping track: A muon that decays inside the detector produces
and electron, resulting in an electromagnetical cascade (see be-
low). This is more likely to happen at low energies or after the
muon deposited most of its energy because of the effect of time
dillation. If a muon is produced outside the detection volume and
decays inside the detector, it manifests as a stopping track.
• Contained track: A track that starts and stops inside the detector.
This signature is again more likely to be observed for low-energy
muons than for high-energy muons.
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The amount of light deposited in the detector provides information
about the energy loss per unit of path length, which is correlated
with the intial muon energy.
4.3.2 Electron neutrino signatures (CC)
ν
e
e
Figure 4.14: Signature of a “contained
electron”, an electron neutrino CC in-
teraction inside a detection volume. It
produces a hadronic (yellow) and elec-
tromagnetic (blue) cascade inside a de-
tection volume. The grey dots indicate
optical sensors.
Figure 4.15: Signature of a 3 PeV elec-
tron in IceCube. The colors mark hit
DOMs. Red indicates early times and
blue late times. The grey dots indicate
optical sensors.
Electron neutrinos and antineutrinos produce electrons or positrons
in charged-current interactions with nucleons. Both have short ranges
in matter and deposit their energy in an electromagnetic cascade.
This electromagnetic cascade overlays the hadronic cascade produced
in the charged-current neutrino interaction. Two distinct signatures
can be detected:
• Contained cascades: The light produced by the cascade is com-
pletely contained inside the detection volume (see figure 4.14).
The propagating photons form a spherical signature as shown in
figure 4.15.
• Uncontained cascades: The light of the cascade is observed, but
the event is not completely contained, e.g. in cases where the neu-
trino interaction takes place outside or at the edge of the detection
volume.
In particular, charged-current contained cascade-like events allow a
precise reconstruction of the initial neutrino energy, because all en-
ergy is deposited inside the detector. The reconstruction of the di-
rection is possible but challenging because of the spherical shape of
light emission.
4.3.3 Tau neutrino signatures (CC)
ν
τ
τ
Figure 4.16: Signature of a tau neu-
trino charged-current interaction with a
hadronically decaying tau lepton. The
grey dots indicate optical sensors.
In charged-current interactions of tau neutrinos with nucleons, a tau
is produced. Taus would leave similar traces as muons, only fainter
at the same energy because of the tau’s higher mass and usually
much shorter because of the very short half live of tau leptons. They
mostly decay hadronically and produce a second cascade-like signa-
ture. Therefore, a tau neutrino event is characterized by an initial
cascade from the neutrino interaction and tau production and a sec-
ond cascade from the tau decay which are connected by a track-like
signature. In order to spatially resolve the two cascades, the tau neu-
trino needs a minimum initial energy of several PeV.
• “Double-bang”: The tau neutrino interaction as well as the tau
decay take place inside the detection volume and therefore, the
tau signature is fully contained (see figure 4.16). Such a signature
is illustrated in figure 4.17.
58 search for a diffuse neutrino flux with icecube
• “Lollipop”: The interaction of the tau neutrino takes place outside
the detection volume and the tau lepton enters the detector and
decays inside. This signature is similar to a stopping muon track.
• “Inverted lollipop”: The tau neutrino interaction takes place in-
side the detection volume. The produced tau lepton leaves the
detector and decays outside the detection volume. This signature
is similar to a starting muon track.
Figure 4.17: Simulated signature of a
583 TeV double-bang tau event in Ice-
Cube. The colors mark hit DOMs.
Red indicates early times and blue late
times. The grey dots indicate optical
sensors. The grey spheres mark the
points of the hadronic interactions.
No characteristic tau neutrino signature has yet been identified with
IceCube. In about 10% of cases the tau decays into a muon and thus
produces the same signature as a muon from a muon neutrino CC
interaction. These events increase the observable event rate of muon
tracks and add additional sensitivity to a neutrino search with track-
like signatures as presented in this thesis. Thus, tau neutrinos have
to be taken into account in the analysis (see section 6.6.3).
4.3.4 Signatures of neutrinos interacting via NC
All neutrino flavors undergo neutral-current interactions. In a neutral-
current interaction, the neutrino leaves unobserved, but energy is
deposited and Cherenkov light is produced by the hadronic cascade
(see figure 4.18). Such an event looks similar to an electromagnetic
cascade.
ν
ν
Figure 4.18: Signature of a neutrino NC
interaction inside a detection volume.
The grey dots indicate optical sensors.
4.4 The Earth as a shield against atmospheric muons
The main background in a neutrino telescope is downward-going
atmospheric muons. Atmospheric muons are produced in cosmic
ray air showers together with atmospheric neutrinos (see chapter 3).
Atmospheric muons outnumber the atmospheric neutrinos detected
with IceCube, because of the low interaction probability of neutri-
nos with matter. Neutrinos are only detected if they interact in the
vicinity of the detector. The trigger rates for neutrinos are about five
orders of magnitude lower than those of atmospheric muons (see
chapter 6).
The background of atmospheric muons is largely rejected by using
the Earth as a filter: muons lose energy when passing through matter
and are therefore absorbed by the Earth. They enter the detector only
from above, while neutrinos arrive from all directions.
According to equation 4.3 the range of muons is approximated by
R(Eµ) =
1
b(Eµ)
ln
(
Eµ
Ec
+ 1
)
. (4.8)
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Typical values for muons between 100 GeV and 10 TeV — most rele-
vant for this analysis — are the critical energy Ec of roughly 500 GeV
and radiation loss characteristics of b ∼ 3.6 · 10−6 cm2/g (taken from
figure 4.8). This corresponds to a muon range of several kilometers
in rock. Therefore, muons entering the detector with zenith angles
> 86◦ will most likely be absorbed before reaching the detector. This
technique efficiently selects neutrinos by restricting the angular field
of view to the 2pi sr region of upward-going events.
4.5 High-energy neutrino experiments
The IceCube Neutrino Observatory is currently the world’s largest
and most sensitive Cherenkov neutrino detector22. It is located at 22 Hermann Kolanoski et al. “IceCube -
Astrophysics and Astroparticle Physics
at the South Pole”. Contribution to the
32nd International Cosmic Ray Conference,
Beijing, China (2011). url: http : / /
arxiv.org/abs/1111.5188
the geographic South Pole and uses the Antarctic ice as a detection
medium. Data taken with the IceCube detector is analyzed in this
thesis and the detector is explained in detail in chapter 5.
Another optical approach to detect high-energy neutrinos is the un-
der sea neutrino telescope ANTARES in the Mediterranean sea23. 23 M. Ageron et al. “Performance of
the First ANTARES Detector Line”. As-
troparticle Physics 31, 4 (2009), pp. 277–
283. url: http://arxiv.org/abs/0812.
2095; P. Coyle et al. “The ANTARES
Deep-Sea Neutrino Telescope: Status
and First Results”. Proceedings of the
31st International Cosmic Ray Conference
Poland (2009). url: http://arxiv.org/
pdf/1002.0754.pdf
With a surface area of 0.1 km2 and approximately 1000 optical sen-
sors on 12 strings, it is less sensitive than IceCube, but since it is lo-
cated in the Northern hemisphere it provides complementary obser-
vations. ANTARES has a very similar physics program to IceCube.
Its sensitivity is however comparable to IceCube’s smaller predeces-
sor AMANDA and about one order of magnitude in flux worse than
IceCube’s current sensitivity for diffuse neutrino fluxes24. 24 The ANTARES Collaboration.
“Search for a diffuse flux of high-
energy νµ with the ANTARES
neutrino telescope”. Phys.Lett.B
696 (2011), pp. 16–22. url: http :
//arxiv.org/abs/1011.3772
Based on experiences with ANTARES, there are ongoing design stud-
ies for a much larger neutrino telescope in the Mediterranean. The
KM3NET detector is planned to have an instrumented area of roughly
six times the area of IceCube25. 25 Uli Katz. “KM3NeT: Towards a
km3 Mediterranean Neutrino Tele-
scope”. Nucl.Instrum.Meth. A 567 (2006),
pp. 457–461. url: http://arxiv.org/
abs/astro-ph/0606068
Strong efforts are currently directed into new projects with different
detection techniques. Extremely high-energy neutrinos can be ob-
served with radio instruments based on the Askaryan effect: a neg-
ative charge excess in cascades produced by interacting neutrinos
leads to the emission of electric dipole radiation26. This radiation is 26 G.A. Askaryan. “Excess Negative
Charge of an Electron-Photon Shower
And Its Coherent Radio Emission”. So-
viet Physics JETP 14 (2) (1962), pp. 441–
443; G.A. Askaryan. “Coherent Ra-
dio Emmission from Cosmic Showers in
Air and in Dense Media”. Soviet Physics
JETP 21 (3) (1965), p. 658
coherent for wavelengths of the order of the length of the cascade,
which is in the radio and microwave frequency range. The energy
threshold for the detection of radio pulses by neutrinos is higher than
for optical detection and the technique is therefore sensitive only to
ultra-high-energy neutrinos at the end of the cosmic-ray spectrum. A
guaranteed but not yet observed flux of such neutrinos is expected
from the GZK effect27 (see section 2.3.2). 27 K. Greisen. Phys. Rev. Lett. 16 (1966),
p. 748; G. T. Zatsepin and V. A.
Kuzmin. JETP Lett. 4 (1966), p. 78
Different experiments are exploiting the Askaryan effect for neutrino
observations. The balloon-borne ANITA experiment detects earth-
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skimming neutrinos over the Antarctic ice sheet with a radio detec-
tion instrument on a balloon circling over Antarctica28. The ARA de-28 P. W. Gorham et al. “Constraints on
the Ultra-high Energy Cosmic Neu-
trino Flux from the Second Flight of
the ANITA Experiment”. Phys.Rev.D 82
(2010), p. 022004. url: http://arxiv.
org/abs/1003.2961
tector and its predecessor RICE consist of radio antennas deployed
in shallower ice under the surface29. The antennas at depth of up
29 I. Kravchenko et al. “RICE limits on
the diffuse ultrahigh energy neutrino
flux”. Phys. Rev. D 73 (8 2006), p. 082002.
url: http://arxiv.org/abs/astro-
ph / 0601148; P. Allison et al. “De-
sign and Initial Performance of the
Askaryan Radio Array Prototype EeV
Neutrino Detector at the South Pole”
(2011). url: http://arxiv.org/pdf/
1105.2854.pdf
to 200 m under the firn layer at South Pole will allow distinguishing
surface noise from sources originating in the ice cap. The ARIANNA
detector is planned to cover a surface of 900 km2 on the Ross ice shelf
in Antarctica with surface antenna stations30. It will benefit from the
30 Lisa Gerhardt et al. “A prototype sta-
tion for ARIANNA: a detector for cos-
mic neutrinos” (2010). url: http : / /
arxiv.org/abs/1005.5193
reflection of downward-going neutrino radio signals on the ice-water
interface below the ice shelf which increases the angular field of view.
The possibility of detecting an acousting neutrino signal has been
explored with the SPATS31 and AMADEUS32 experiments in Antarc-
31 Yasser Abdou et al. “Design and per-
formance of the South Pole Acous-
tic Test Setup”. Nuclear Instruments and
Methods A 683 (2011), pp. 78–90. url:
http://arxiv.org/abs/1105.4339
32 J. A. Aguilar et al. “AMADEUS - The
Acoustic Neutrino Detection Test Sys-
tem of the ANTARES Deep-Sea Neu-
trino Telescope”. Nuclear Instruments
and Methods A 626-627 (2011), pp. 128–
143. url: http://arxiv.org/abs/1009.
4179
tica and the Mediterranean. The detection is based on the observa-
tion of an acoustic signal in the frequency range of 10 kHz formed
by the heat deposit and subsequent local elongation of the detection
medium.
Another search for ultra-high-energy neutrinos is performed by the
Pierre Auger Observatory in Argentina33. Earth-skimming tau neu-
33 J. Abraham et al. “Limit on the dif-
fuse flux of ultrahigh energy tau neu-
trinos with the surface detector of the
Pierre Auger Observatory”. Phys. Rev.
D 79 (2009), p. 102001. url: http://
arxiv.org/abs/0903.3385
trinos are expected to interact with the Earth’s crust and produce a
horizontal tau lepton that could be observed with the Auger surface
array. No ντ candidates have yet been observed.
5
The IceCube
Neutrino Observatory
IceCube is a neutrino detector built at the geographic South Pole
with the goal of studying astrophysical neutrinos. Neutrinos are ob-
served via the optical detection of secondary particles, which are pro-
duced in neutrino interactions inside the Antarctic ice. The following
chapter describes the IceCube detector and data-taking framework
and puts special emphasis on the Antarctic ice properties as detec-
tion medium.
5.1 The IceCube detector geometry
In chapter 4 it is described how neutrinos can be indirectly detected
by the observation of secondary particles producing Cherenkov pho-
tons. In order to measure these photons, the detection medium has
to be transparent for the respective photon wavelength, that is typ-
ically in the optical and ultraviolet range. Because event rates de-
crease with increasing energy for astrophysical neutrino flux pred-
itions, large detection volumes are required to explore these high
energies. The detection medium of IceCube is a part of the Antarctic
ice sheet, covering 90% of the continent’s surface. At the South Pole,
the ice sheet is up to 3 km deep and provides good optical prop-
erties for the purpose of neutrino detection. The Amundsen-Scott
South Pole station facilitated the construction of IceCube and allows
its operation.
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For the detection of neutrino tracks, optical sensors have been de-
ployed in the Antarctic ice, distributed over a volume of 1 km3. The
sensors are arranged on vertical cable strings, holding 60 sensors
each, and transfer the data to the surface. A total of 86 strings was
installed into holes drilled into the ice, using the technique of hot wa-
ter drilling, and forming IceCube’s InIce detector1. The strings are1 Hermann Kolanoski et al. “IceCube -
Astrophysics and Astroparticle Physics
at the South Pole”. Contribution to the
32nd International Cosmic Ray Conference,
Beijing, China (2011). url: http : / /
arxiv.org/abs/1111.5188
horizontally arranged in a hexagonal grid with a spacing of 125 m
on an area of roughly 1 km2 (see figure 5.1). The instrumented depth
range is between 1450 m and 2450 m. Here, optical sensors have a
nominal vertical spacing of 17 m.
Figure 5.1: Sketch of the IceCube detec-
tor.
[IceCube Collaboration. IceCube Internal
Gallery Array Graphics (2011)]
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Figure 5.2: Footprint of the IceCube
59-string configuration, which was in
operation between May 2009 and May
2010. The blue dots mark standard Ice-
Cube strings, the string marked with a
green star is the first deployed Deep-
Core string.
Out of the 86 strings of IceCube, eight differ in their arrangement
from the other strings. Those — together with the seven central
strings — form the DeepCore extension, enhancing the sensitivity
to lower neutrino energies2. The DeepCore strings and optical sen-
2 R. Abbasi et al. “The Design and Per-
formance of IceCube DeepCore”. As-
troparticle Physics 35 (2012), pp. 615–624.
url: http : / / arxiv . org / abs / 1109 .
6096
sors have a denser spacing and are concentrated in the lower part of
the detector, where the ice is particularly clear. The standard hori-
zontal spacing of DeepCore strings is 70 m and the vertical distance
of optical sensors on a string is 7 m. On the surface, 81 IceTop sta-
tions complete the observatory. Every IceTop station consists of two
ice tanks equipped with two optical sensors each. IceTop is a cosmic
ray detector for energies between 1014 and 1018 eV, but also functions
as a calibration instrument and partial veto against cosmic-ray back-
ground for the InIce detector3.3 R. Abbasi et al. “IceTop: The Surface
Component of IceCube”. Nuclear Instru-
ments and Methods A700 (2013), pp. 188–
220. url: http://arxiv.org/abs/1207.
6326
The analysis presented in this thesis was performed with data taken
between May 20, 2009 and May 31, 2010. During that time, the
IceCube detector was still under construction, but was already tak-
ing data with a configuration of 59 strings. The footprint of the
IC59-configuration is shown in figure 5.2. This configuration does
not reach the sensitivity of the completed detector with 86 strings.
The geometrical shape makes reconstruction and data selection more
challenging.
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5.2 IceCube’s Optical Modules
Figure 5.3: Sketch of IceCube’s optical
modules.
[A. Achterberg et al. “First Year Per-
formance of The IceCube Neutrino
Telescope”. Astropart.Phys. 26 (2006),
pp. 155–173. url: http://arxiv.org/
abs/astro-ph/0604450]
The design of IceCube’s optical sensors is shown in figure 5.3. In
total, 5160 of such Digital Optical Modules (DOMs) have been de-
ployed in the Antarctic ice. Their main component is a photomul-
tiplier tube (PMT)4. The PMT has a diameter of 25 cm and a sensi- 4 R. Abbasi et al. “Calibration and Char-
acterization of the IceCube Photomul-
tiplier Tube”. Nuclear Instruments and
Methods A 618 (2010), pp. 139–152. url:
http://arxiv.org/abs/1002.2442
tive cathode area of approximately 500 cm2. It is sensitive for wave-
lengths in the range of 300 to 550 nm and has a peak quantum effi-
ciency of roughly 25% (for standard DOMs, ∼ 35% for DeepCore).
The DOMs are synchronized with the surface with a precision of
a few nanoseconds. The DOM mainboard contains the electronics
to amplify and digitize the PMT signals. The DOM sends the dig-
itized data to the surface of the ice. A flasher board with twelve
LEDs is used for calibration purposes: controlled and calibrated light
pulses can be injected into the ice to measure responses of neighbor-
ing DOMs. Everything is contained in a pressure sphere, coupled to
the PMT with a silicone gel. The PMT is shielded against the Earth
magnetic field by a Mu-metal grid.
5.3 The Data Aquisition System
The PMT signals are captured by two Analog Transient Waveform
Digitizer (ATWD) chips on the DOM mainboard and digitized as
waveforms5. Each ATWD allows four inputs of which three are used 5 R. Abbasi et al. “The IceCube
Data Acquisition System: Signal
Capture, Digitization, and Times-
tamping”. Nucl.Instrum.Meth.A 601
(2009), pp. 294–316. url: http :
//arxiv.org/pdf/0810.4930v2.pdf
to record the PMT signal at different amplification levels. The fourth
input is used for internal calibration and monitoring inputs. The
ATWD samples the PMT signal with a 3.3 ns binning in 128 channels.
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The digitization and readout to the FPGA takes 29 µs. An alternating
readout between the two ATWD chips reduces deadtime.
Additionally, the signal is recorded by a Fast/Flash Analog-to-Digital
Converter (FADC) sampling the input with a coarser binning of 25 ns
over 256 bins corresponding to a time of 6.4 µs. The readout window
always starts together with an ATWD readout with a deadtime of
50 ns between two consecutive FADC readouts.
The digitization of the PMT signal is initiated if it exceeds a dis-
criminator threshold of about 0.25 photoelectrons (PE). The recorded
ATWD waveform will only be digitized if a hard local coincidence
(HCL) condition is fulfilled, i.e., if one of the direct neighboring or
next to neighboring DOMs registered a signal within ±1 µs. This su-
presses uncorrelated noise. If the HLC condition is not fulfilled, the
waveform is stored as a soft local coincidence (SLC) hit. SLC hits are
not used in this analysis.
A cable network carries power and signal between the DOMs and the
IceCube Lab (ICL) on the surface. It hosts one computer per string
(DOMHub) that is able to communicate with all DOM mainboards.
There, data are stored, further processed and sent to Northern com-
puting centers via satellite.
5.4 Calibration
For the purpose of reconstructing event directions and energies from
the recorded waveforms of the PMTs, a good calibration of timing,
geometry and waveforms is crucial.
Every DOM is equipped with a 20 MHz temperature-compensated
crystal oscillator that provides a very precise local clock for the DOM.
This local clock is used to timestamp recorded hits. All local clocks
are synchronized with a GPS connected master clock at the surface
via reciprocal active pulsing (RapCal)6. Measuring the exact travel6 R. Abbasi et al. “The IceCube
Data Acquisition System: Signal
Capture, Digitization, and Times-
tamping”. Nucl.Instrum.Meth.A 601
(2009), pp. 294–316. url: http :
//arxiv.org/pdf/0810.4930v2.pdf
time of a signal between the surface and the DOM, and knowing
the DOM clock time from the time stamp allows the offset between
DOM and surface clocks to be determined.
The verification of the time synchronization is performed in two
steps. In the first step, the flashers on the DOM flasher boards are
used as a light source. LEDs are flashed on a certain DOM, and
the leading edge times of received signals by the two closest neigh-
bor DOMs above the flashing DOM are analyzed. In the absence
of systematic shifts, the distribution of observed time differences is
symmetrical. The width of the distribution determines the time res-
olution. In the second step, background muons from cosmic-ray air
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showers are used as a calibration source. For vertically downward-
going tracks, the time differences of the earliest hit times of adjacent
DOMs on a string approximately correspond to the muon’s travel
time for the DOM distance.
The geometry calibration determines the x-, y- and z-position of ev-
ery DOM. The position information of the surface survey and the
measurement of DOM spacings during deployment are used as a
starting point. The next steps are similar to the time calibration:
flashers are used in order to measure interstring time differences.
From the travel times between a certain DOM on one string and the
DOMs on its neighboring strings shifts in depth between the strings
are determined. In an additional step, the large statistics of well
reconstructed downward-going muon tracks are used to refine the
geometry calibration.
The recorded raw PMT waveforms need to be calibrated in units of
mV and corrected for the individual DOM transit times, baseline off-
sets and gain. For this purpose, a monthly calibration program is
run, that calculates and stores the measured calibration data in an
online database. When processing the data to higher levels, the cali-
bration data for the corresponding data taking periods is used. This
procedure is fully automized and is performed on a computing clus-
ter operating at the South Pole station.
5.5 Optical properties of the Antarctic ice
Photons which are produced along particle trajctories are subject to
scattering and absorption while propagating through the ice. This
can be described by the physical quantities scattering length λs and
absorption length λa. These quantities depend on the clearness of
the ice and the concentration of dust and bubbles. The ice in the
detector is not completely homogeneous. In particular, it exhibits a
strong depth dependence in terms of dust concentration, caused by
the evolution of the ice sheet under different climatological condi-
tions. This depth dependence has to be measured in order to under-
stand the propagation of photons from their production along the
particle track to the DOMs.
10 m
50 m
40 m
6 m
Figure 5.4: Simulated photon arrival
time distribution for varied absorp-
tion lengths (top) and varied scattering
lengths (bottom).
[Kurt Woschnagg. “South Pole Glaciol-
ogy with the AMANDA Neutrino Tele-
scope”. Talk given at Open Science Confer-
ence of XXVIII SCAR, Bremen, Germany
(2004)]
The optical properties are measured with IceCube using in-situ light
sources inside the IceCube sensors7. These devices are flashed and
7 M. Ackermann et al. “Optical prop-
erties of deep glacial ice at the South
Pole”. J. Geophys. Res. 111 (2006),
p. D13203
the light is recorded with IceCube’s surrounding optical sensors. The
observables, which are most sensitive to the optical ice properties are
the number and arrival time distribution of photons at the sensors.
An example of this is shown in figure 5.4: the absorption length in-
fluences the slope in the falling tail of the timing distributions and
the arrival time corresponds to the total distance the photons have
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traversed in the ice. The absorption length determines how many
late photons can be expected. The shorter the absorption length, the
steeper the slope of the timing distribution. The effect of scattering is
studied as a function of the effective scattering length λe. It is given
by λe = λs/ (1− 〈cos (θ)〉), where 〈cos (θ)〉 is the mean scattering
angle characteristic for the medium. Scattering affects the position
and height of the maximum of the photon arrival time distribution.
The shorter the effective scattering length, the later the photons ar-
rive.
From these calibration measurements two competing models were
derived, which describe the optical properties of the Antarctic ice in-
side the detector. The first approach is based on a fit of optical prop-
erties to single-photon arrival time distributions for emitter-receiver
pairs in the same horizontal layer. From calibration data taken with
IceCube’s predecessor AMANDA, this approach delivered the AHA
ice model8. Its successor is the model WHAM!9, which extends the8 M. Ackermann et al. “Optical prop-
erties of deep glacial ice at the South
Pole”. J. Geophys. Res. 111 (2006),
p. D13203
9 Kurt Woschnagg. IceCube Internal Doc-
umentation (2011). url: https://wiki.
icecube.wisc.edu/index.php/Water_
(Hardened)_Antarctic_Measurement!
determination of optical properties to the bottom of IceCube, but
largely agrees with the AHA optical properties in the overlapping
depth region. A second approach is a global fit of all measured ar-
rival time distributions to simulated distributions10. The resulting
10 Dmitry Chirkin et al. “Study of South
Pole ice transparency with IceCube
flashers”. Proceedings of the 32nd Inter-
national Cosmic Ray Conference, Beijing
(2011). url: http://arxiv.org/abs/
1111.2731
model of optical ice properties is called SPICE Mie11. Its predecessor
11 M. G. Aartsen et al. “Measurement
of South Pole ice transparency with
the IceCube LED calibration system”.
Nuclear Instruments and Methods A711
(2013), pp. 73–89. url: http://arxiv.
org/abs/1301.5361
SPICE1, was based only on a global fit of the observed numbers of
photons, disregarding the arrival time information. The best agree-
ment between the measured muon data and simulation is provided
by the SPICE Mie model (see below). It is therefore used as the
baseline ice model in this analysis. The WHAM! model is used for
systematic studies.
The AHA and WHAM! model fits are based on photon arrival time
distributions simulated with a software tool, which is based on the
photonics photon propagation software (see section 5.6). The optical
properties are averaged over the fitted properties of emitter-receiver
pairs in the same horizontal layer with maximum vertical distances
of 60 m. The wavelength dependence of optical properties was de-
rived by measurements with light sources of different colors between
337 nm to 532 nm wavelength.
Figure 5.5: Depth and wavelength de-
pendence of optical ice properties at the
South Pole for the WHAM! ice model.
[Updated version of a plot taken
from M. Ackermann et al. “Optical
properties of deep glacial ice at the
South Pole”. J. Geophys. Res. 111 (2006),
p. D13203 by Kurt Woschnagg].
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Figure 5.6: Scattering and absorption
coefficient for the WHAM! and the
SPICE Mie ice model as a function of
depth in detector coordinates compared
at a wavelength of 400 nm at String 36.
The center of the detector is located at
z = 0 m.
The resulting effective scattering coefficient be = 1/λe and absorp-
tion coefficient a = 1/λa as a function of depth and wavelength for
the WHAM! model are shown in figure 5.5. Absorptivity and scat-
tering are in general smaller at large depths, while the shallower ice
has on average a higher absorptivity and a higher scattering coeffi-
cient caused by a contamination with bubbles and dust grains. Sev-
eral layers with a larger dust concentration can be identified. These
agree with data from ice core measurements in Antarctica. The most
prominent dust layer at a depth of 2050 m corresponds to an age of
about 65, 000 years.
The photon arrival time distributions used in the fit of the SPICE Mie
model are simulated with the ppc photon propagator12 (see section 12 Dmitry Chirkin et al. “Study of South
Pole ice transparency with IceCube
flashers”. Proceedings of the 32nd Inter-
national Cosmic Ray Conference, Beijing
(2011). url: http://arxiv.org/abs/
1111.2731
5.6). This approach uses very bright light flashes at a single wave-
length of 400 nm instead of single-photoelectron pulses. Instead of
individually determining the optical properties within the same hor-
izontal layer as performed in WHAM! and AHA, the fit has been
extended to a global fit determining the optical properties for all
emitter-receiver pairs of optical modules inside the detector at once.
A feature of this approach is, that the ice model is not restricted to
the horizontal layer structure. A horizontal tilt of up to 100 m in
depth over a horizontal distance of 500 m has been observed in the
very bottom of the IceCube detector and below. The wavelength de-
pendence is taken from the AHA ice model.
Both ice models are compared in figure 5.6. They agree in a similar
depth structure. However, there exist several differences, which do
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Figure 5.7: Mean abundancy of hit
DOMs as a function of depth for ex-
perimental data and ice model simula-
tions. The DOM numbers range from 1
at the top of the detector to 60 at the
bottom. The distribution is averaged
over all 40 strings of the IC40 detector
configuration, which are located in the
same depth. The bottom plot shows the
ratio between simulation and data.
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affect the measured energy and zenith angle of selected neutrinos
in this analysis (see section 8.3). The depth structure is more pro-
nounced in the SPICE Mie model than in the WHAM! model. Also,
the depth structure appears slightly more vertically stretched in the
SPICE Mie model compared to WHAM!. The absolute values of the
scattering coefficient are on average smaller in the SPICE Mie model,
and the scattering length is correspondingly larger.
Detailed comparisons between data and simulations for the two dif-
ferent ice models have been performed at the level of the calibration
LEDs and downward-going atmospheric muons, which are consid-
ered as a standard signal for this purpose. In particular the depth
dependent variables show differences for the two models. Figure 5.7
shows an example of the distribution of hit DOMs in the detector
for a selection of high-quality reconstructed downward-going muon
tracks. This distribution reflects the depth structure of the ice prop-
erties. The simulation based on the SPICE Mie model represents
the structure of the experimental data closer than the AHA simu-
lation. Further detailed information on the ice model studies with
with downward-going muons are summarized in appendix A.
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5.6 Photon propagation in the Antarctic ice
The detection principle of IceCube is based on the observation of
optical photons, which are emitted by the lepton and registered by
IceCube’s optical modules (see chapter 4). During their propagation,
the photons are subject to scattering and absorption processes (see
section 5.5), which need to be accurately reproduced by simulation.
The simulation of the propagation of photons is time consuming: a
muon traversing the IceCube detector is expected to produce several
million Cherenkov photons (see equation 4.7) and additional pho-
tons from other energy loss processes. With an average scattering
length of 20 m and horizontal distances between the optical mod-
ules of 125 m, photons can scatter multiple times before reaching an
optical module or leaving the detection volume.
There are two different implementations of numerical simulation of
the photon propagation, both used in this analysis:
• photonics13: look-up of pre-calculated and tabulated photon arrival 13 J. Lundberg et al. “Light tracking
through ice and water – Scattering
and absorption in heterogeneous media
with Photonics”. Nucl.Instrum.Meth.A
581 (2007), pp. 619–631. url: http://
arxiv.org/abs/astro-ph/0702108
probabilities and times.
• photon propagation code (ppc)14: individual photon tracking.
14 Dmitry Chirkin et al. “Study of South
Pole ice transparency with IceCube
flashers”. Proceedings of the 32nd Inter-
national Cosmic Ray Conference, Beijing
(2011). url: http://arxiv.org/abs/
1111.2731
Software based on the photonics propagation approach was used for
the determination of the AHA and WHAM! ice models, while the
ppc approach was used in the determination of the SPICE models.
The software program photonics15 calculates the probability for pho-
15 J. Lundberg et al. “Light tracking
through ice and water – Scattering
and absorption in heterogeneous media
with Photonics”. Nucl.Instrum.Meth.A
581 (2007), pp. 619–631. url: http://
arxiv.org/abs/astro-ph/0702108
tons produced at a starting point ~r0 at a time t0 = 0 with an initial
direction ~v to be detected at a position~r at a time t. Therefore, pho-
tons are propagated through the ice, assuming the vertical structure
of optical ice properties, with characteristic scattering and absorption
coefficients for each horizontal layer introduced above. The calcu-
lated probabilties ignore the horizontal tilt and the ice is assumed to
only have a depth structure. Results are calculated once and stored in
a tabulated (binned) format. These look-up tables are further used in
the simulation chain. The detector simulation chain with photonics
is fast but requires huge memory.
Photons are scattered with the typical free path of the depth depen-
dent scattering length λe. This is described by Mie scattering cal-
culations16, which have been parameterized by Henyey and Green- 16 G. Mie. “Beiträge zur Optik trüber
Medien, speziell kollidaler Metallösun-
gen”. Ann. Phys. Leipzig 25 (1908),
pp. 377–445
stein17. The scattering angle is given by the Henyey-Greenstein scat-
17 L. G. Henyey and J. L. Greenstein.
“Diffuse radiation in the galaxy”. Astro-
physical Journal 93 (1941), pp. 70–83
tering function with a mean scattering angle 〈cos (θ)〉, which de-
pends on the properties of the medium, here in particular, the size
of dust grains. The absorption is taken into account by weighting
every photon with an absorption weight w = ∏i e−si/λa,i depending
on the distance si that the photon spent in a layer i with an absorp-
tion length λa,i. Photons are tracked in a cylindrical volume along
the inital direction ~v. Photon survival probabilities are recorded in
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bins of length, radius, azimuthal orientation and time of the original
cylinder.
An alternative method is provided by the photon propagation code
(ppc)18. Instead of using binned probability distributions during sim-18 Dmitry Chirkin et al. “Study of South
Pole ice transparency with IceCube
flashers”. Proceedings of the 32nd Inter-
national Cosmic Ray Conference, Beijing
(2011). url: http://arxiv.org/abs/
1111.2731
ulation, it tracks single photons individually. This is realized by a
GPU-based implementation that parallelizes the photon tracking and
speeds up the computing time by a factor 100 or more. No weight-
ing scheme is applied, except for an over-scaling of DOM radii. This
makes the simulation more efficient and is accounted for by rescal-
ing the number of detected photons per DOM later. The direct pho-
ton tracking approach provides additional flexibility compared to
the photonics software: it is independent of binning effects and the
size of bins in time, distance and angle. The ppc code has a va-
riety of scattering angle distributions implemented. In particular,
a linear combination of the Henyey-Greenstein approximation and
the simplified Liu scattering approximation has been shown to be a
better approximation to the theory of Mie scattering than the pure
Henyey-Greenstein function. Another important innovation is that it
is possible with ppc to simulate a three-dimensional structure of ice
properties: the variation of scattering and absorption coefficients is
not restricted to horizontal depth layers, which allows a tilted struc-
ture of the optical ice properties (see section 5.5)19. Most recently19 M. G. Aartsen et al. “Measurement
of South Pole ice transparency with
the IceCube LED calibration system”.
Nuclear Instruments and Methods A711
(2013), pp. 73–89. url: http://arxiv.
org/abs/1301.5361
even a modelling of horizontal direction dependent ice properties
has been successfully implemented20.
20 Dmitry Chirkin. “Ice models,
anisotropy, new flasher data”. Talk at
the IceCube Collaboration Meeting, Aachen
(2012). url: https://events.icecube.
wisc . edu / contributionDisplay . py ?
contribId=4&sessionId=47&confId=45
6
From PMT signals to a neutrino
dataset
The search for a diffuse astrophysical neutrino signal requires a high
quality data sample of neutrino events. This chapter explains the
chain from the electronic signals measured at the South Pole to a
pure sample of neutrino induced muons.
First, the recorded waveforms are analyzed and photon hits are ex-
tracted in order to reconstruct particle signatures. The results of
these reconstructions allow distinguishing between neutrino induced
muons and background from atmospheric muons produced in air
showers, which outnumber the neutrinos at trigger level by more
than five orders of magnitude. In order to remove atmospheric
muons, only upward-going events are selected. The background
of downward-going atmospheric muons, which are reconstructed as
upward-going, is removed by quality criteria, which are based on
the reconstructed arrival directions. These selection criteria are de-
veloped using comparisons of simulated neutrinos and atmospheric
background muons to experimental data. The requirement of the
event selection is the production of a sample of neutrino candidates,
optimized for high-energy events and a low background contamina-
tion. This chapter describes:
• The processing of measured PMT signals,
• The simulation of neutrino and muon events inside the detector.
• The reconstruction of arrival directions and energies of neutrino
event candidates.
• The neutrino event selection and the removal of atmospheric muon
background.
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• The energy and angular resolution of the neutrino data sample for
this analysis.
6.1 Signal processing
Muons passing through or near the detector emit photons along their
track by various energy loss processes (see chapter 4). These photons
propagate through the ice and are recorded by the DOMs. When
several DOMs register a signal within a certain time window the
recording of an event is triggered.
The trigger condition for events in this analysis requires that a min-
imum of eight DOMs detect a photon launch within a time window
of 5 µs (SMT8). A DOM only contributes if it satisfies the hard local
coincidence condition which requires that one of its next or next-to-
neighbor DOMs records a signal within a 5 µs time interval. The
readout window is −10 µs to +10 µs around the inital trigger time
stamp. During this period, signals from all DOMs are transfered to
the surface and stored as an event. A less restrictive soft local co-
incidence trigger condition is not used in this analysis (see section
5.3).
Waveform Calibration
Pulse Extraction
Time Window Cleaning
Trigger
Basic Reconstructions
Muon Filter
Figure 6.1: A schematic view of the
IceCube data processing stream from
triggering to filtering of first track-like
events.
In the next step all DOMs with known problems are removed. An
individual list containing the identifiers of such DOMs is available
for each eight-hour data run. Subsequently, all recorded waveforms
are calibrated. This is done by a software calibration tool (DOMCal-
ibrator)1. It transforms raw waveforms into calibrated amplitudes
1 C. Portello-Roucelle. “DOMCalibra-
tor”. IceCube Virtual Meeting (2009).
url: http://wiki.icecube.wisc.edu/
index.php/Agenda_Day_1%2C_Session_
2
in mV after a baseline correction and compensates for known signal
distortions and time delays. It uses an online database with monthly
calibration runs (see section 5.4). It also combines the signals mea-
sured in the three ATWD channels.
This is followed by the extraction of pulses from the PMT waveforms.
A pulse is defined by a start time and the contained charge. This
process is referred to as feature extraction. Pulses are extracted from
the calibrated waveforms by a Bayesian unfolding algorithm2. The2 Dmitry Chirkin, Spencer Klein, et
al. “FeatureExtractor V02-03-00 Source
Code”. IceCube SVN Source Code Reposi-
tory (2010). url: http://code.icecube.
wisc.edu/projects/icecube/browser/
projects/FeatureExtractor
event display in figure 6.2 (left) shows the extracted pulses from a
typical muon event.
As shown in figure 6.2 (left), not all pulses are causally related to the
muon track. Many pulses originate from random noise. In order to
clean the event of noise pulses, only hits within a reduced time win-
dow of 6 µs are selected. The window position within the 20 µs event
is dynamic and placed such that the contained charge is maximized.
Figure 6.2 (right) shows the same event as figure 6.2 (left) after the
application of the dynamic time window cleaning.
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Figure 6.2: Left: Event display showing
pulses of a typical raw event. Hit opti-
cal modules are colored. The color code
shows the pulse times: early pulses are
red, late pulses are blue. The radius of
the DOMs displays the relative charge
of the pulses. Right: the same event
after a dynamic time window clean-
ing. The red line represents the recon-
structed Linefit track. The color time
scale changed.
The time window cleaned event is further reconstructed with a track
approximation algorithm (see section 6.3.1). The result of the Linefit
reconstruction (see section 6.3.2) is shown in figure 6.2 (right).
Based on this first approximation it is further decided if the event is
potentially interesting for the muon data stream. Therefore, it needs
to pass the MuonFilter3. The muon filter condition requires a min-
3 J.A. Aguilar et al. “IceCube Muon Fil-
ter for 2009 Pole Season”. IceCube In-
ternal Document (2009). url: https://
docushare.icecube.wisc.edu/dsweb/
/Get / Document - 48360 / 2009 _ TFT _
MuonFilterv8.pdf
imum number of hit DOMs (Nch) and deposited integrated charge
Qint. Additionally, it requires a minimum quality of first angular re-
constructions like the Linefit and a one-iteration likelihood fit (LLH1)
(see section 6.3.3). The requirements are tighter for tracks recon-
structed more vertically downward-going in order to satisfy band-
width limitations, because the rate of atmospheric muons strongly
increases towards the vertically downward-going region.
6.2 Simulation of neutrinos and muons
A precise simulation of atmospheric muons and neutrinos is needed
in order to study the signatures of signal and background in the
detector. The simulation chain starts with the event generation in
the atmosphere or beyond, followed by the propagation of primary
and secondary particles through the Earth and the detection volume
and the simulation of the detector response. The simulation chain is
schematically drawn in figure 6.3.
Neutrino events are generated and propagated with the software tool
Neutrino Generator4. Neutrinos directed to the IceCube detector are 4 Askhat Gazizov and Marek P. Kowal-
ski. “ANIS: High Energy Neutrino Gen-
erator for Neutrino Telescopes”. Com-
put.Phys.Commun. 172 (2005), pp. 203–
213. url: http : / / arxiv . org / abs /
astro-ph/0406439
propagated through the Earth until they reach a detection volume
with a cylindrical shape larger than the actual detector volume and
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an orientation parallel to the neutrino direction. Inside the Earth, the
neutrino might lose energy in neutral current interactions or even
be absorbed in charged current interactions. This is simulated ac-
cording to the expected cross sections (see 4.1.1). As the neutrino
enters the detection volume it is forced to interact with the Antarctic
ice. Secondary particles are generated. The probability of the actual
interaction is stored as a weight factor. This procedure allows an ef-
ficient simulation of sufficient statistics in designated energy ranges
or directions. The neutrino events can be re-weighted to any initial
neutrino energy spectrum or angular distribution, e.g. various astro-
physical source spectra or atmospheric neutrino models.
Hit Making
Noise Generation
PMT Simulation
Photon propagation
DOM Simulation
Trigger Simulation
Muon propagation
Muon 
generation
Neutrino 
generation
+
interaction
Figure 6.3: A schematic view of the Ice-
Cube simulation chain for neutrino and
background muon simulation.
The background of atmospheric muons is simulated with the COR-
SIKA program5. It simulates the interaction of cosmic-ray nuclei with
5 D. Heck et al. “CORSIKA: A Monte
Carlo Code to Simulate Extensive Air
Showers”. Forschungszentrum Karlsruhe
Report FZKA 6019 (1998). url: http :
//www-ik.fzk.de/corsika/physics_
description/corsika_phys.html
molecules in the Earth’s atmosphere and propagates all air shower
particles through the atmosphere by simulating all relevant physical
processes. Only muons and neutrinos are able to reach the detec-
tor, although neutrinos are disregarded here since they are simu-
lated more efficiently with the Neutrino Generator software. COR-
SIKA allows for different input cosmic-ray compositions and energy
spectra and provides different season-dependent atmospheric den-
sity profiles. The simulation in this analysis uses the poly-gonato
composition by Hörandel6 and four seasonal atmopheric profiles of
6 Jörg R. Hörandel. “On the knee in
the energy spectrum of cosmic rays”.
Astropart.Phys. 19 (2003), pp. 193–220.
url: http://arxiv.org/abs/astro-
ph/0210453
the atmosphere above Antarctica.
The propagation of muons is simulated with the software Muon
Monte Carlo (MMC)7. It simulates stochastic energy losses accord-
7 Dmitry Chirkin and Wolfgang Rhode.
“Propagating leptons through matter
with Muon Monte Carlo (MMC)”.
arXiv:hep-ph/0407075v2 (2004). url:
http : / / arxiv . org / abs / hep -
ph/0407075
ing to the physical processes described in chapter 4 and generates
secondary particles.
IceCube’s PMTs detect secondary photons produced along particle
trajectories. These photons need to be generated and propagated
through the ice. Depth dependent optical ice properties need to be
taken into account. Two different implementations of photon prop-
agation, the software programs photonics and ppc are described in
chapter 5.
The photon propagation is followed by the simulation of the detector
hardware. Photons encountering a DOM surface are turned into a
hit. Random noise hits are added to the event. The PMT response
and the DOM response are simulated. The trigger condition takes all
DOM signals into account.
From this point on, the simulated events run through the same pro-
cessing chain as the events in the measured data stream, which is
described in section 6.1. A list of simulation datasets, which were
used in this analysis is given in appendix B.
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6.3 Reconstruction of neutrino arrival directions and en-
ergies
In experimental data, the neutrino arrival direction and energy need
to be reconstructed from the observed hit pattern of the DOMs. Since
the sensitivity of the analysis strongly depends on the quality of the
reconstruction algorithms, the track and energy reconstruction with
the highest resolution and least systematic bias in the relevant energy
region need to be chosen. Additionally, various reconstruction algo-
rithms are used in order to quantify the quality of a track reconstruc-
tion and identify mis-reconstructed background of downward-going
atmospheric muons. The following sections describe the reconstruc-
tion methods used in this analyis for the event selection (see section
6.5) and the likelihood fit (see chapter 7). The energy and angular
resolution for the final data sample, which is important for the sen-
sitivity of this analysis, are shown in section 6.6.1.
A constraint for the reconstruction accuracy is that the neutrino en-
ergy and direction are not accessible directly for track-like events
since only the track of the muon is observed. This allows only con-
clusions on the muon properties, which are fortunately highly cor-
related with the neutrino parameters. In particular at high energies,
the angle between the muon and the inital neutrino is very small (see
figure 4.5).
6.3.1 Track reconstruction
Track reconstruction in IceCube is mostly based on the arrival times
of photons at the DOMs and the deposited total charge8. It is an 8 J. Ahrens et al. “Muon track recon-
struction and data selection techniques
in AMANDA”. Nuclear Instruments and
Methods in Physics Research A 524 (May
2004), pp. 169–194. doi: 10 . 1016 / j .
nima.2004.01.065
iterative process starting with simple first-guess algorithms, which
seed more complex and precise likelihood algorithms.
6.3.2 Linefit: A first track approximation
The Linefit delivers a first track approximation by minimizing a χ2
defined by the distances between the DOM coordinates of the pulses
~ri observed at times ti and a track with a reference point ~r0 and a
velocity ~v9,
9 J. Ahrens et al. “Muon track recon-
struction and data selection techniques
in AMANDA”. Nuclear Instruments and
Methods in Physics Research A 524 (May
2004), pp. 169–194. doi: 10 . 1016 / j .
nima.2004.01.065
χ2 =
Npulses
∑
i=1
(~ri −~r0 −~v · ti)2 . (6.1)
It does not take into account the Cherenkov-cone geometry of the
emitted light nor the optical properties of the ice. The minimization
for~r0 and ~v can be solved analytically and is very fast.
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Figure 6.4: Sketch of a Cherenkov light
front hitting an optical module.
[J. Ahrens et al. “Muon track recon-
struction and data selection techniques
in AMANDA”. Nuclear Instruments and
Methods in Physics Research A 524 (May
2004), pp. 169–194. doi: 10 . 1016 / j .
nima.2004.01.065]
6.3.3 Likelihood reconstructions: SPE and MPE
The global approach for the high-quality track reconstruction is the
likelihood maximization of the probability density p to observe pho-
tons at times ti at a DOM with position~ri under the assumption of a
muon track hypothesis a:
L =
Nhits
∏
i
p (ti|a) . (6.2)
The track hypothesis a is defined by a reference point and time
(~r0, t0) and a directional vector ~p. This is illustrated in figure 6.4.
Two formulations of the likelihood are used, the SPE (single-photo-
electron) and MPE (multi-photoelectron) approach. Both use only
the arrival time of the first photon in a particular PMT. The likelihood
fit takes into account the emission profile of Cherenkov light and the
scattering of photons in the ice, which both are completely neglected
in the Linefit approach. Therefore, it is convenient to replace the
measured arrival time of the photon ti by a residual arrival time tres,i,
which is given by
tres,i = ti − tgeo, (6.3)
where tgeo is the arrival time derived geometrically for a photon emit-
ted at a certain point on the track under the Cherenkov angle θCh
and moving with the speed c/n. Figure 6.5 sketches the expected
time residual probability density distribution for various cases: in
the ideal case the time residual distribution would be a δ-function,
which is smeared by the resolution of the detector and PMT jitter (see
figure 6.5). Additional random noise shifts the baseline of the distri-
bution upwards. Stochastic cascade-like energy losses of the particle
along the track cause the production of additional light, which ar-
rives delayed in time. Optical scattering also delays the arrival of
photons.
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Figure 6.5: Schematic distributions of
photon arrival times tres for different
cases: Top left: with the effect of PMT
jitter. Top right: the effect of jitter and
random noise. Bottom left: The effect of
jitter and secondary cascades along the
muon track. Bottom right: The effect of
jitter and scattering.
[J. Ahrens et al. “Muon track recon-
struction and data selection techniques
in AMANDA”. Nuclear Instruments and
Methods in Physics Research A 524 (May
2004), pp. 169–194. doi: 10 . 1016 / j .
nima.2004.01.065]
The time residual distribution p(tres) sketched in figure 6.5 is de-
scribed by an analytical approximation (Pandel function)10. 10 J. Ahrens et al. “Muon track recon-
struction and data selection techniques
in AMANDA”. Nuclear Instruments and
Methods in Physics Research A 524 (May
2004), pp. 169–194. doi: 10 . 1016 / j .
nima.2004.01.065
In the SPE approach, the product of p(tres)-distributions of all hit
DOMs builds the likelihood. It is maximized without further mod-
ification. The maximization is seeded with the Linefit result and
several iterations of the SPE algorithm for different starting points
are run. It is by default run with eight iterations in the IC59 data
stream. However, the SPE approach is not a correct model if more
than one photon has been collected per DOM.
The MPE approach corrects for this effect by a cumulative distri-
bution function for the photon arrival times per DOM giving the
probability that the first of N photons at a DOM i arrived at a time
ti. The MPE likelihood maximization is seeded with the result of
the 8-iteration SPE fit. The typical angular resolution at the end of
the chain for tracks with a sufficient number of hits is 1◦ or less (see
section 6.6.1).
The reduced negative log-likelihood of the found maximum is a
rough indicator for the goodness of the fit. It is defined by the like-
lihood divided by the number of hit DOMs or channels (Nch), which
correspond to the degrees of freedom of the fit. The calculation is
rlogl =
− logL
Nch − 5 . (6.4)
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6.3.4 Further data selection criteria
1. Estimation of the angular reconstruction error
The algorithm Paraboloid11 evaluates the likelihood space around11 Till Neunhöffer. “Estimating the an-
gular resolution of tracks in neutrino
telescopes based on a likelihood anal-
ysis”. Astropart.Phys. 25 (2006), pp. 220–
225. url: http : / / arxiv . org / abs /
astro-ph/0403367
the reconstruction maximum of the MPE fit and returns a confi-
dence ellipse of the uncertainty region in zenith θ and azimuth
φ. This allows the estimation of the angular error of the track
reconstruction on an event-by-event basis:
σparaboloid =
√
σ2θ + sin (θ)
2 σ2φ
2
. (6.5)
From simulation studies and a moon shadow analysis12 it is known,12 R. Abbasi et al. “The Shadow of the
Moon in Cosmic Rays measured with
IceCube”. Proceedings of the 32nd In-
ternational Cosmic Ray Conference (ICRC
2011), Beijing, China (2011). url: http:
//arxiv.org/abs/1111.2741
that the paraboloid technique underestimates the angular resolu-
tion of a track at high energies. Therefore, a correction factor
depending on the reconstructed event energy was derived from
simulation and used in this analysis.
2. “Direct variables”
“Direct hits” are photons which reach the DOM basically unscat-
tered. They are of great interest for reconstruction: the higher the
number of direct hits Ndir of an event the better the chances to ob-
tain a high-quality reconstruction result. Hits are considered as
direct hits if their time residuals tres — shown in figure 6.5 (bottom
right) — are within −15 ns and +75 ns of the calculated arrival
time tgeo assuming the MPE fit result as a track hypothesis. Di-
rect variables used here are labeled with a C (the labels A, B, and
D correspond to different time windows and are not used in this
analysis).
The direct length Ldir of an event is obtained by the projection of
all direct hits on the reconstructed track. The maximum distance
spanned by these hits gives the direct length.
From the distribution of direct hits along the reconstructed track
the smoothness Sdir is calculated. This parameter indicates if the
direct hits are evenly distributed along the reconstructed track
or if they are clustered. An idealized muon track generates uni-
formly distributed direct hits along its track, which corresponds
to smoothness values of about 0. If directs hits are strongly clus-
tered at the beginning or the end of the track this is indicated by
a smoothness of up to +1 or −1, respectively.
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3. Zenith weighted likelihood
A technique for the identification of mis-reconstructed downward-
going tracks is a reconstruction with a zenith weighted likeli-
hood13. This is implemented by a Bayesian prior. With Bayes’ 13 J. Ahrens et al. “Muon track recon-
struction and data selection techniques
in AMANDA”. Nuclear Instruments and
Methods in Physics Research A 524 (May
2004), pp. 169–194. doi: 10 . 1016 / j .
nima.2004.01.065
theorem the probability P(a|x) of a track hypothesis a being re-
lated to an observed ensemble of hits DOMs x is described by
P(a|x) = P(x|a) · P(a)
P(x)
. (6.6)
The probability to observe x under the assumption of a track hy-
pothesis a is the standard Likehood from equation 6.2. While
P(x) is just a normalization constant, P(a) weights the likelihood
with the expected angular distribution of muon events, which is
well known. With this zenith weight some tracks which would
have been mis-reconstructed as upward-going otherwise, are re-
constructed as downward-going. A likelihood ratio test of the
Bayesian reconstruction and the standard SPE reconstruction is
used as a selection criterion for the separation of neutrino induced
upward-going muons and mis-reconstructed atmospheric muons
in this analysis (see appendix D.3.1).
The Bayesian likelihood fit is performed with eight iterations of
the SPE likelihood.
4. Split reconstructions
The split reconstructions allow an efficient identification of coin-
cident muon background events: the total hit pattern of an event
is split in half in two different ways. First, it is split geometrically,
perpendicular to the reconstructed track, such that the lower half
of the hits and the upper half of the hits build one subsets each
(geo1, geo2). Both subsets are reconstructed individually with the
DoubleMuonFit. The second way is to split the event in time, into
the first half of the hits and the second half of the hits (time1,
time2). Large angular differences between the reconstructions on
geo1 and geo2, and time1 and time2 respectively, are an indication
for coincident events.
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6.3.5 Energy reconstruction
The energy of the muon is difficult to reconstruct precisely, because
first the muon is not contained and part of the energy loss is unob-
served. Secondly, the reconstruction of an energy is complicated by
the very stochastic nature of energy loss processes. This only allows
the reconstruction of the muon’s energy loss per path length dE/dx.
As explained in section 4.2.2 the mean energy loss is correlated with
the muon’s energy. The energy loss of a muon in the detector is
estimated from the brightness of the track.
The basis of all energy reconstructions is the comparison of the mea-
sured light at each DOM with the light expected at this DOM under
the hypothesis of a reconstructed track by the MPE fit and the as-
sumption of a certain muon energy. The expected light intensity for
a given track hypothesis and muon energy can be approximated an-
alytically and from simulation.
The reconstruction algorithm muE14 uses a diffuse approximation for14 Dmitry Chirkin. “Neutrino search
with IceCube”. IceCube Internal Report
icecube/200807006 (2008). url: http :
/ / internal . icecube . wisc . edu /
reports/data/icecube/2008/07/006/
icecube_200807006_v1.pdf
the spatial and temporal distribution of Cherenkov photons, which
have propagated and therefore scattered multiple times on their path
from the track to the optical module. An improved version of the
algorithm, muEx, takes into account optical ice properties in greater
details.
The second approach is to calculate the expected number of photo-
electrons at each optical module under a given track hypothesis from
simulations. Therefore, the photon propagation software described
in section 5.6 is used, which provides the number of expected photo
electrons everywhere in the detection volume under the hypothesis
of a given muon track and energy. For the purpose of energy recon-
struction, a uniform energy loss hypothesis throughout the detector
is assumed. The propagation of photons takes the optical ice prop-
erties as a function of depth into acount. From the comparison of
these simulations with the measured pattern of deposited charge in-
side the detector, the muon energy loss in the detector is estimated.
This method is used by the photorec15 energy estimator, which is the15 David Boersma, Sean Grullon,
and Gary Hill. “Photonics-based
Log-Likelihood Reconstruction in
IceCube”. IceCube Internal Report
icecube/200807001-v3 (2008). url:
http://internal.icecube.wisc.edu/
reports/details.php?type=report&
id=icecube%2F200807001
default energy reconstruction of the previous analysis of the IceCube
40-string data16.
16 R. Abbasi et al. “A Search for a Dif-
fuse Flux of Astrophysical Muon Neu-
trinos with the IceCube 40-String Detec-
tor”. Phys. Rev. D 84 (2011), p. 082001.
url: http : / / arxiv . org / abs / 1104 .
5187
The Truncated Energy17 algorithm uses the same uniform energy loss
17 R. Abbasi et al. “An improved
method for measuring muon energy
using the truncated mean of dE/dx”.
arXiv:1208.3430 (2012). url: http : / /
arxiv.org/abs/1208.3430
hypothesis as the photorec algorithm, but after eliminating DOMs or
regions of the detector, which indicate an above-average brightness
of the event. This truncation is done in order to avoid a strong bias
in the energy estimation by very stochastic energy loss processes.
In the method used here, a fraction of 40% of the optical modules
with the highest recorded charge are disregarded. The algorithm
takes into account modules which have not measured a photon sig-
nal and compares them to the probability for a zero-detection by an
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optical module given the tested track hypothesis and energy. The
reconstructed energy loss of the muon can be transformed into an
estimate of the true neutrino energy by a calibration function, which
is obtained from simulation studies.
The Truncated Energy algorithm improves the energy resolution of
IceCube’s reconstruction methods by roughly 25% to a resolution of
0.22 in σ
(
∆ log(Eµ)
)
and is the energy estimator with the current
best resolution for the high-energy range. It is used in this analysis
with the assumption of the optical properties of the SPICE Mie ice
model (see section 5.5), which is also used here in simulation.
The performance of energy estimators in the context of a diffuse
neutrino search is specifically tested in appendix H. It is investigated
with a simplified analysis how well a diffuse astrophysical neutrino
signal could be extracted from the measured energy distribution of
the energy estimators explained above. The best sensitivity in a dif-
fuse analysis is achieved by the Truncated Energy algorithm. This
energy estimator is used in the following analysis unless noted oth-
erwise and is labeled with Ereco or Etrunc.
6.4 Comparison of experiment and simulation at the ini-
tial filter level
The muon filter provides a basic pre-selection of track-like events.
Figure 6.6 compares the measured data with the simulation of atmo-
spheric muon background and both atmospheric and potential astro-
physical neutrinos. At this level, the rate of the muon background is
a factor of 2000 larger than the contribution from atmospheric neutri-
nos. The non-smooth structure (several bumps) of the zenith angle
distribution for downward-going events is caused by the selection
criteria of the muon filter, which depend on the reconstructed zenith
angle. This level is the starting point for a higher-level selection,
which is described in section 6.5.
6.5 Selection of neutrino induced events
The search for a diffuse flux of astrophysical neutrinos critically de-
pends on a good agreement between experimental and simulated
data. Therefore, this analysis requires a precise simulation of neutri-
nos and a low background data sample with little contamination by
atmospheric muons. Hence, the event selection first focuses on the
rejection of atmospheric muon background while retaining as many
high-energy neutrino events as possible.
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Figure 6.6: Reconstructed zenith an-
gle distribution from the Linefit algo-
rithm of events passing the muon fil-
ter. The data sample is dominated
by atmospheric muons from air show-
ers. A fraction of ∼ 30% of these
are coincident muons from indepen-
dent air showers detected simultane-
ously. The rate of atmospheric neu-
trinos is about three orders of magni-
tude lower. The event rate from a po-
tential astrophysical neutrino signal —
here presented as a generic flux of E2 ·
dΦ/dE = 8.9 · 10−9 GeV cm−2 s−1 sr−1
at the level of the upper limit from the
previous IceCube 40-string analysis —
is at least another three orders of mag-
nitude below the atmospheric neutrino
flux. The high entries for vertically
upward- or downward-going events are
a reconstruction artifact from single-
string events.
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The first step to remove muon background is a restriction to upward-
going events with a zenith angle of more than 90◦. Atmospheric
muons only reach the detector from above (see section 4.4) and there-
fore atmospheric muons reconstructed with zenith angles of greater
than 90◦ have to be mis-reconstructed events (see figure 6.6). Events
may be mis-reconstructed e.g. if they pass the detector at a corner
or even outside of the instrumented volume and poor information
about the muon is recorded. A particulary challenging background
are coincident atmospheric muons: these are muons from indepen-
dent air showers which arrive within the same trigger window. An
example of such an event is shown in figure 6.7. The two muon
signals are often not separated. They may overlap each other or
a second muon may add only a small number of hits to a main
muon, which would not have triggered the detector alone. Such mis-
reconstructions are identified by studying parameters such as e.g. the
angular error estimate of the track reconstruction and the goodness
of fit of the reconstruction.
The data volume is further reduced by selection criteria, which re-
duce the data volume and allow more complex and time consuming
reconstruction algorithms on the remaining candidate events. These
criteria are explained in appendix C and reject low-energy poor qual-
ity events and reduce the data stream to 7% of its original rate. The
data stream is then split into several branches to provide a better
handling of coincident events (see section 6.5.1).
In this analysis, the strategy for the separation of neutrinos from
atmospheric muons is the application of straight selection criteria:
quality requirements are subsequently placed on various parameters
providing separation power between atmospheric and astrophysical
neutrinos from atmospheric background muons and step by step re-
duce the background contribution to the data sample. The selection
criteria were optimized for an assumption of astrophysical signal
neutrinos following an energy spectrum of dΦ/dE ∝ E−2.
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This relatively simple approach of straight selection criteria was cho-
sen in order to obtain manual control of systematic biases at each
step of the selection process. The diffuse analysis relies on a pre-
cision comparison of experimental data and neutrino simulation in
the energy and zenith angle distribution. A good understanding of
systematic effects in the data sample is crucial. All selection criteria
were tested for a potential bias in particular in the energy, arrival di-
rection and geometrical orientation of events inside the detector (see
appendix D, E and F). A detailed discussion of systematic effects in
the final neutrino dataset is given in chapters 8 and 9. A comparison
study with an event selection based on a multivariate machine learn-
ing technique showed the robustness and very good performance of
the straight selection criteria18. 18 Marius Wallraff. “First results from
the IC59 Diffuse/Atmospheric BDT”.
Talk at the Diffuse/Atmospheric conference
call (2011). url: https://docushare.
icecube . wisc . edu / dsweb / Get /
Document- 58504/IC59- AtmDiff- BDT-
2011-07-20.pdf
6.5.1 Tagging of coincident events
Figure 6.7: Event display of two coin-
cident atmospheric muons. The colors
mark hit DOMs. Red indicates early
times and blue late times.
Topological Trigger19 is a software algorithm which searches for topo-
19 Dmitry Chirkin. “Neutrino search
with IceCube”. IceCube Internal Report
icecube/200807006 (2008). url: http :
/ / internal . icecube . wisc . edu /
reports/data/icecube/2008/07/006/
icecube_200807006_v1.pdf
logically connected clusters in the event hit pattern in order to tag
coincident events. This is done prior to the time window cleaning,
which is explained in section 6.1. Two hits are topologically con-
nected if they fulfill all of the following conditions:
• For hits on the same string, the hits should not be separated by
more than 30 DOMs.
• The strings of the hits have to be within 300 m distance from each
other.
• The time difference ∆t and the spatial distance ∆r of the two
events have to be causally connected with the condition ∆t −
∆r/c < 1000 ns.
The clusters of topologically connected hits are stored as subsets if
they consist of at least five topologically connected hits.
The results from the application of the Topological Trigger to the
data stream are shown in figure 6.8. For a typical single event (muon
or neutrino), the largest subset found by the Topological Trigger is
identical to the total event. Such an event is called non-split. Events,
where only one subset is identified by the Topological Trigger which
has a different hit pattern than the original event are classified as
split. They make the second largest class of events in the data stream.
In such cases the Topological Trigger effectively works as a noise
cleaning algorithm by removing additional hits from either noise or
coincident muons.
The cases where more than one clearly separable subset is found
are rare. This branch is rejected in this analysis, because such event
topologies are difficult to reconstruct properly. The two other branches
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Figure 6.8: The fraction of events found
in the non-split, and split branches by
the Topological Trigger algorithm.
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non-split split, only 1 event > 1 event
— in the following referred to as split and non-split — are both used.
Selection criteria are optimized in parallel but individually for both
branches. For split events, the largest subset has been additionally
reconstructed. This results in a better separation between neutrino
induced muons and atmospheric background muons, than the recon-
struction on the total event. In the following, these reconstructions
are labeled with the index TT0.
6.5.2 Final selection criteria
In the following, neutrino induced muons are separated from at-
mospheric muons by a series of quality criteria based on the recon-
structed track hypothesis. Track reconstruction algorithms and the
specific variables which are used in the event selection are intro-
duced in section 6.3.1 and their performance as separation criteria
are shown in appendix D. Such criteria can be grouped into the fol-
lowing categories:
• Directional cuts for the selection of upward-going events
It is required that two different reconstruction algorithms — MPE
likelihood fit and Linefit — converge to an upward-going track
(see appendix D.1).
• Track reconstruction quality criteria
The reduced negative log-likelihood at the minimum and the an-
gular error estimation of the MPE likelihood fit are used as track
reconstruction quality criteria. The MPE and Linefit reconstruc-
tion algorithms have to be within 15◦ of each other (see appendix
D.2).
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Figure 6.9: Ratio of neutrinos and at-
mospheric background muons during
the selection process. The astrophysical
neutrino flux is normalized to a flux of
dΦ/dE = 10−8GeV cm−2 s−1 sr−1 · E−2,
which is a factor 10 above the Waxman-
Bahcall upper bound. Numbers corre-
spond to table 6.1.
• Specific rejection of coincident atmospheric muons
Bayesian reconstructions weigh the probability of a track to belong
to an observed hit pattern with the probability that a downward-
going muon is expected under the reconstructed zenith angle. The
comparison of the Bayesian likelihood minimum with the SPE
likelihood separates truely upward-going and mis-recontructed
upward-going events. All reconstructions on the split hit patterns
in time and geometry have to be upward-going (see appendix
D.3).
• Selection criteria, which relate the consistency of the measured hit
pattern with respect to the reconstructed track
The cuts on to the number of direct hits Ndir and the direct length
Ldir (already used as pre-selection criteria to reduce the data vol-
ume, see appendix C) are further tightened. Additionally, a cer-
tain smoothness Sdir of the distribution of direct hits along the
reconstructed track is required (see appendix D.4).
• Detection volume containment criteria
The containment of the position of the center of gravity of hit
optical modules in vertical direction is required. This protects the
data sample from background events passing above or below the
detector. Such events are very hard to reconstruct in direction and
energy. Particularly in the top of the detector, downward-going
stopping muon bundles are likely to sneak in as background (see
appendix D.5).
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The development of selection criteria is based on a comparison of
simulated neutrinos, both astrophyscial and atmospheric, and sim-
ulated atmospheric background muons. In addition, a small sub-
sample of the experimental data (10% of the total livetime) is used
in order to check the agreement between experimental data and sim-
ulation at each step. This sub-sample is called the “burnsample”.
The larger 90%-fraction of the experimental data is kept blind at the
point of the event selection in order to protect the analyzer from a
bias. Ten percent of experimental data are sufficient statistics for the
verification of simulation.
All selection criteria are summarized in table 6.1. Full details on
these variables and cuts are given in appendix D. In total, the se-
lection criteria reduce the background of atmospheric muons in the
non-split branch by a factor of 4 · 106, while keeping astrophysical
signal neutrinos with an efficiency of 41%. In the split branch, the at-
mospheric muon rejection factor is about 6 · 105 with an efficiency for
astrophysical neutrinos of 37%. The ratio of neutrinos to atmospheric
background muons at each step of the event selection is shown in fig-
ure 6.9. Initially, the background dominates over atmospheric neu-
trinos by almost three orders of magnitude. At the end of the event
selection the relation is inverted, and atmospheric neutrinos domi-
nate over atmospheric background muons by almost three orders of
magnitude. Figure 6.10 illustrates the efficiency of the different steps
in the event selection. For a detailed description of the selection cri-
teria, distributions of selection variables and passing efficiencies see
appendix D.
All selection criteria have been proven to be robust against system-
atical bias in energy, direction and orientation inside the detection
volume. Comprehensive material for this study is collected in ap-
pendix E. A further test of the selection criteria by a comparison of
experimental data and simulation at very high selection level is pre-
sented in appendix F.
Table 6.1: Event selection criteria for the
non-split and split branches of the IC59
data. Appendix D gives more detail on
the variables and choices of cut values.
Numbers correspond to table 6.9.
non-split branch split branch
Cut 1 θTT0 (MPE) > 90◦
Cut 2 θ (Linefit) > 90◦ θTT0 (Linefit) > 90◦
Cut 3 rlogl < 11 rlogl < 11
Cut 4 σparaboloid < 5◦ σparaboloid, TT0 < 5◦
Cut 5 ∆ψ (Linefit, MPE) < 15◦ ∆ψ (Linefit TT0, MPE TT0) < 15◦
Cut 6 log
( LSPELBayesian ) > 29 log( LSPE, TT0LBayesian, TT0 ) > 29
Cut 7 min(θgeo1, θgeo2, θtime1, θtime2) > 80◦ min(θgeo1, θgeo2, θtime1, θtime2) > 80◦
Cut 8 Ndir > 6 Ndir, TT0 > 6
Cut 9 Ldir > 250 m Ldir, TT0 > 250 m
Cut 10 |Sdir| < 0.45 |Sdir, TT0| < 0.6
Cut 11 −450 m < COGZ < 400 m −450 m < COGZ < 400 m
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Figure 6.10: Efficiency of the selection
criteria for astrophysical neutrinos and
atmospheric neutrinos, together with
the passing efficiency of atmospheric
muon background for each step in the
event selection. The plot starts with the
event numbers after the pre-selection
criteria with the point (1, 1). The order
of the selection criteria is listed in table
6.1.
6.6 Event distributions at neutrino level
Table 6.2 gives the event numbers and passing efficiencies for ex-
perimental data, atmospheric muon background and conventional
atmospheric and astrophysical neutrinos. These numbers are nor-
malized to the livetime of the burnsample which is 35 days and have
to be multiplied by a factor of roughly 10 in order to obtain esti-
mates for event rates of the total data sample, which has a livetime
of 348.14 days. Figures 6.11 and 6.12 show the reconstructed energy
and zenith angle distribution after application of all selection criteria.
The burnsample data shown in the plots agrees with the expectation
of conventional atmospheric neutrinos. The contamination with at-
mospheric muon background is < 0.2%.
Table 6.2: Passing efficiencies for the
total event selection of the data stream.
The passing efficiencies are given with
respect to the level of the pre-selection
(level3) (see appendix C). All event
numbers are normalized to the lifetime
of 35 days of the test-data sample of
roughly 10% of the total data stream.
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) dΦ/dE = 10−7 · E−2 (Honda2007)
non-split
passing efficiency 3.0 · 10−2% 2.3 · 10−5% 1.6 · 10−5% 40.8% 15.3%
# at final level 1397 0.93 0.12 35.9 1315.9
split
passing efficiency 5.4 · 10−2% 1.7 · 10−4% 4.9 · 10−4% 36.2% 16.9%
# at final level 847 2.03 2.03 11.23 690.96
total
passing efficiency 3.6 · 10−2% 5.7 · 10−5% 1.8 · 10−4% 39.6% 15.8%
# at final level 2244 2.96 2.15 47.13 2006.86
88 search for a diffuse neutrino flux with icecube
Figure 6.11: Reconstructed energy dis-
tribution (standard fit for non-split
events, fit on TT0 for split events) at
neutrino level.
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The purity of the data sample, defined as the number of neutrino
events divided by the sum of neutrino and background muon events,
gives an estimate of the quality of the event selection. For the final
sample the purity is estimated to
# conv. atms. νµ
# conv. atms. µ+ νµ
= 99.85% ± 0.06% (stat.) ± 0.04% (sys.). (6.7)
The error is given by the finite statistics of the simulation datasets
and a 25% systematic uncertainty in the normalization of the cosmic
ray flux20. This means that in the total sample of about 20000 conven-20 M. Honda et al. “Calculation of at-
mospheric neutrino flux using the in-
teraction model calibrated with atmo-
spheric muon data”. Phys.Rev.D 75
(2007), p. 043006. url: http://arxiv.
org/abs/astro-ph/0611418
tional atmospheric neutrinos, the expected contamination of atmo-
spheric background muons is 30 ± 13 (stat.) ± 6 (sys.) and can be ne-
glected. The purity of the non-split branch (99.93% ± 0.06% (stat.) ±
0.02% (sys.)) is slightly higher than the purity of the split branch
(99.71% ± 0.15% (stat.) ± 0.10% (sys.)). The reason is that the split
branch has a higher contribution of coincident atmospheric muon
events to the background which are more difficult to identify.
Figure 6.11 shows the reconstructed energy loss in the detector with
the Truncated Energy reconstruction algorithm (see section 6.3.5).
The simulation of conventional atmospheric neutrinos agrees with
the burnsample within the shown errors (statistical only). The back-
ground of atmospheric muons is located at low and medium ener-
gies. No atmospheric muon background is expected in the high-
energy signal region. This is an important conclusion, although its
validity is limited by the statistics of the simulation data samples.
Figure 6.12 shows the reconstructed zenith angle distribution on lin-
ear and logarithmic scales. The linear plot shows that the burnsam-
ple roughly follows the characteristic zenith angle distribution ex-
pected for conventional atmospheric neutrinos, but exhibits substan-
tial variations around the simulated curve. However, the disagree-
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Figure 6.12: Reconstructed zenith an-
gle distribution (MPE fit for non-split
events, MPE fit on TT0 for split events)
at neutrino level on linear (top) and log-
arithmic (bottom) scale.
ment between burnsample and simulation is not statistically signif-
icant: according to a Kolmogorov-Smirnoff-Test21, burnsample and 21 Glen Cowan. Statistical data analysis.
Oxford science publications, 2004conventional atmospheric neutrino distribution are consistent with a
probability of 54%, which is within one standard deviation. It turns
out, that the features are a purely statistical fluctuation of the burn-
sample and disappear for the full 348-day sample (see chapter 11).
The zenith angle distribution on logarithmic scale in figure 6.12 al-
lows the study of the angular distribution of muon background events.
Background events are distributed over the upward-going region
with an accumulation at the horizon. In particular, all remaining
single events in the final data sample are reconstructed as almost
horizontal tracks. Again, conclusions are limited by available statis-
tics, but this observation can be motivated: well reconstructed back-
ground muon tracks, which pass all selection criteria, are most likely
very horizontal. Otherwise they would have likely been rejected by
a selection criterion.
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Figure 6.13: Ratio between experimen-
tal data and simulated conventional
atmospheric neutrino and background
muons as a function of the recon-
structed energy.
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Figure 6.14: Ratio between experimen-
tal data and simulated conventional
atmospheric neutrino and background
muons as a function of the recon-
structed zenith angle.
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Figure 6.13 and 6.14 show the ratio of the burnsample and the sum
of simulated conventional atmospheric muons and neutrinos from
figure 6.11 and 6.12 as a function of the reconstructed energy loss
and zenith angle, respectively. The reconstructed energy distribution
shows agreement with the expected ratio of 1 within statistical er-
rors, but it exhibits a small systematic deviation between the slopes
of the burnsample and simulation towards high energies. This is
an important observations since a correct estimation of the expected
atmospheric neutrino background in the high-energy signal region
is crucial for the search for a high-energy signal. This systematic
deviation is further investigated in chapter 8 and 9. The ratio of
the zenith angle distributions of the burnsample and the simulation
(right) shows the statistical fluctuations discussed above.
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Figure 6.15: Left: Angular resolu-
tion for simulated events in the fi-
nal data sample for the Linefit, MPE
and SPE reconstruction algorithms. All
curves represent an E−2 energy spec-
trum. Right: The angular resolution of
astrophysical E−2 and conventional at-
mospheric events reconstructed by the
MPE fit.
6.6.1 Energy and angular resolution of the data sample at
neutrino level
The sensitivity of this analysis critically depends on the resolution
which is reached for the reconstructed energy and arrival directions.
The relevant energy and track reconstruction methods are explained
in section 6.3. The final energy and angular resolution achieved in
this analysis depends on the quality of the events which were se-
lected.
Figure 6.15 shows the angle between the true and reconstructed neu-
trino direction for several reconstruction algorithms. As expected,
the best angular resolution is provided by the MPE fit, which is the
result of an iterative track reconstruction chain. Ninety percent of
the conventional atmospheric neutrinos are reconstructed within 5◦
of their true direction and 50% are expected to have an angular res-
olution of better than 1◦. The right plot in figure 6.15 compares the
resolution of conventional atmospheric and astrophysical neutrinos.
As more energetic tracks provide more information for the recon-
struction algorithms, the resolution is on average slightly better for
the harder energy spectrum than for atmospheric neutrinos.
The left plot in figure 6.16 shows the correlation between the re-
constructed energy loss from Truncated Energy with the true pri-
mary neutrino energy. The reconstructed energy loss of the muon
is roughly proportional to the inital neutrino energy. The right plot
shows the energy resolution of the energy reconstruction. For this
plot, the muon energy loss has been transformed to a neutrino en-
ergy by a calibration obtained from simulation (see 22 and figure
22 R. Abbasi et al. “An improved
method for measuring muon energy
using the truncated mean of dE/dx”.
arXiv:1208.3430 (2012). url: http : / /
arxiv.org/abs/1208.3430
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Figure 6.16: Left: Correlation between
the reconstructed energy loss by the
Truncated Energy algorithm and the
neutrino energy for events following a
generated E−1 spectrum. Right: Energy
resolution of the final data sample for
atmospheric and astrophysical neutrino
events.
H.3). Note that the reconstructed energy loss of the muon is com-
pared to the intial neutrino energy. This involves the additional un-
certainty, that the neutrino energy is not identical to the muon en-
ergy, which is the only experimentally accessible quantity (see chap-
ter 4). It can be seen in figure H.3 that the calibration slightly over-
estimates the neutrino energy at low energies and tends to underes-
timate the neutrino energy at very high energies.
The diffuse analysis does not depend on the absolute calibration
of the energy estimator. The data can be analyzed with the recon-
structed energy loss dE/dx as well as the estimated neutrino energy
Eν. Important is a correct reconstruction of the original observable
dE/dx, particularly in the high-energy tail of the energy distribution,
where the analysis is most sensitive to an astrophysical neutrino flux.
The resolution of the neutrino energies of about 0.4 in log(Eν). The
resolution for muon energies is better by almost a factor 2 (see sec-
tion 6.3.5).
6.6.2 Effective Area
The effective area is a measure for the sensitivity of a data sample or
detector because it is directly correlated with the number of events
expected inside a solid angle Ω and a given energy interval for any
primary neutrino flux d2Φν/(dΩ dEν) within a detector livetime T
by
Nν =
∫ T
0
∫
Ω
∫ Emax
Emin
Aeff (Eν, θ)
d3Φν
dΩ dEν dt
dE′ν dΩ′ dt′. (6.8)
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Figure 6.17: Averaged effective area for
νµ and νµ of the final data sample for
different zenith bands normalized to
the covered solid angle.
It is calculated from simulation by
Aeff (Eν, θ) =
Rν (Eν, θ)
Φν (Eν, θ)
= Agen
Nselected (Eν, θ)
Ngenerated (Eν, θ)
, (6.9)
where Rν is the observed neutrino rate and Φν the expected neutrino
flux. This is calculated from the simulation variable Ngenerated (Eν, θ),
which is the number of generated events in the simulation with an
energy Eν from a direction θ, and Nselected (Eν, θ), which is the number
of those events which end up in the final event selection. The area
Agen is the area on which events have been generated, which is a sim-
ulation setting. Note, that by this definition Aeff includes absorption
of neutrinos inside the Earth, neutrino cross sections and detection
efficiency.
Figure 6.17 shows the neutrino effective area for this analysis at neu-
trino level for the full upward-going region and different zenith an-
gle bands as a function of neutrino energy. The effective areas are
averaged over the covered solid angle. As expected, the detector is
most sensitive in the high-energy range. There is no sensitivity for
neutrinos with energies below 100 GeV. The effective area is largest
for horizontal events. It decreases at high energies for vertically
upward-going neutrino energies. This is caused by the increasing
cross section of neutrino-nucleon interactions which makes the Earth
opaque for highest-energy neutrinos. The longer the neutrino path
length through the Earth, the smaller its probability to survive until
it reaches the detection volume.
Figure 6.18 (left) compares the total effective area of this data sample
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Figure 6.18: Left: The effective area
of this analysis (IC59) compared to the
effective area of the pervious analysis
with IceCube’s 40-string detector (IC40)
as a function of energy. Right: the
ratio between effective areas with cur-
rent and previous simulation software
for the IC59 detector configuration af-
ter pre-selection criteria as a function of
energy.
to the predecessor analysis using IceCube data measured between
April 2008 and May 2009 with the 40-string configuration of the de-
tector23. It is observed that the IC40 effective area seems larger at
23 R. Abbasi et al. “A Search for a Dif-
fuse Flux of Astrophysical Muon Neu-
trinos with the IceCube 40-String Detec-
tor”. Phys. Rev. D 84 (2011), p. 082001.
url: http : / / arxiv . org / abs / 1104 .
5187
high energies than the IC59 effective area. This is an unexpected be-
havior: the detector has grown and is more sensitive to high-energy
events. Furthermore, the IC59 event selection also has a better pass-
ing efficiency for high-energy events. The reason for this inconsis-
tency is an overestimate of the effective area of the IceCube 40-string
analysis24. The neutrino simulation chain has been significantly im-
24 Kotoyo Hoshina. “NuGen modifica-
tion and systematics study with IC40”.
Talk at the IceCube Collaboration Meet-
ing, Madison (2011). url: https : / /
events . icecube . wisc . edu / indico /
contributionDisplay.py?contribId=
213&sessionId=73&confId=33
proved between the two simulation productions and the simulation
data samples shown in figure 6.17 are not directly comparable. The
changes that lead to a decrease in effective area compared to previ-
ous simulations are:
• Updated geometry correcting the distances between firn, ice and
bedrock layers at the South Pole.
• Updated empirical parameters for the estimation of the muon
range in rock and ice according to equation 4.8 in Neutrino Gener-
ator.
• A correction of errors in the weighting equations of the module
Neutrino Generator.
The latter had the largest impact on the resulting effective areas at
high energy. Figure 6.18 shows the effect of these modifications on
simulations for the same detector configuration (IC59) at the muon
filter level. The correction of these increase the effective area at lower
energies but decrease the effective area at high energies by up to
a factor three. The current conclusion is, that the effective area of
the 40-string configuration published in 25 is overestimated. This25 R. Abbasi et al. “A Search for a Dif-
fuse Flux of Astrophysical Muon Neu-
trinos with the IceCube 40-String Detec-
tor”. Phys. Rev. D 84 (2011), p. 082001.
url: http : / / arxiv . org / abs / 1104 .
5187
affects not only all results involving the effective area of the data
sample, i.e. the limit placed on a diffuse astrophysical neutrino flux
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Figure 6.19: Energy distributions for
the final data sample for muon neu-
trinos (red), electron neutrinos (green)
and tau neutrinos (orange). Con-
ventional atmospheric fluxes are rep-
resented by solid lines, astrophysi-
cal fluxes by short-dashed lines and
prompt atmospheric fluxes by long-
dashed lines. There is no natural con-
ventional atmospheric flux of ντ ex-
pected other than from neutrino oscil-
lation effects which do not play a role
in this energy range.
presented in figure 1.4, but also the fit itself is affected because of the
strong energy dependence of this effect.
6.6.3 Contribution of other neutrino flavors
The event selection was optimized for muon neutrino events. As
quality criteria were developed for track-like signatures, the sensi-
tivity to cascade-like signatures from electron and tau neutrinos is
expected to be small. However, small contributions from these other
neutrino flavors are expected at final level. Figure 6.19 shows the
contributions of electron, muon and tau neutrinos to the data sam-
ple as a function of energy from conventional atmospheric, prompt
atmospheric and astrophysical fluxes.
The expected number of conventional electron neutrinos in the fi-
nal data sample is 0.02 events. In comparison with the 20000 con-
ventional muon neutrinos, this number is very small. The expected
prompt electron neutrino number is even smaller. The efficiency of
the event selection to electron neutrinos increases with energy, but
for potential astrophysical neutrinos the expected ratio between νe
and νµ is 0.3% and rather small. The contribution of electron neutri-
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Figure 6.20: Zenith angle distribution
for the final data sample for astrophys-
ical νµ and ντ .
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nos is therefore neglected entirely in this analysis.
Conventional atmospheric neutrinos from oscillations of muon neu-
trinos at high energy are not expected and therefore, the conventional
tau neutrino flux in this analysis is expected to be zero. The predic-
tion for a prompt atmospheric tau neutrino flux is about a factor 20
smaller than the prediction for prompt atmospheric muon neutrinos
(see section 3.2). From figure 6.19 it can be seen that the expected
number of ντ in the data sample is about two orders of magnitude
below the expected number of νµ. Therefore, atmospheric ντ can also
be largely neglected in this analyis.
At high energies, the efficiency of the selection criteria to tau neu-
trino increases, because tau leptons and muons produced in tau
decays have sufficient energies to leave track-like signatures in the
detection volume (see section 4.3). The number of expected astro-
physical signal tau neutrinos integrated over the energy range of
this data sample is about 15% of the number of expected muon neu-
trinos. This estimation assumes a full mixing of neutrino flavors,
which yields a 1 : 1 : 1 ratio of νe : νµ : ντ at Earth. An important ob-
servation is that the fraction of tau neutrinos increases with energy
and approaches the muon neutrino expectation in the high-energy
signal region. Therefore, the effective area of the event selection to
astrophysical ντ is taken into account in this analysis.
Not only the energy, but also the zenith angle distribution for muon
and tau neutrinos differ. Figure 6.20 shows the arrival directions of
astrophysical νµ and ντ . The distribution of tau neutrinos is more
isotropic. This is important, because it influences the astrophysical
probability density functions used in the likelihood fitting (see chap-
ter 7). The effect is taken into account in the generation of probability
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density functions.

7
Analysis method for a diffuse
neutrino search
7.1 Search strategy
The main parameter which distinguishes atmospheric neutrinos from
diffuse astrophysical neutrinos is the energy. Conventional atmo-
spheric neutrinos, which make the largest background in this search,
follow an energy spectrum with a spectral index of γconv ≈ 3.7 (see
chapter 3). Prompt atmospheric neutrinos are a second important
background which have not yet been discovered. Predictions vary
mostly in the global rate but less in the shape of the energy spectrum
(see section 3.2) and are described by a spectral index of γprompt ≈ 2.7.
Astrophysical neutrinos are expected to follow a generic energy spec-
trum with an index of γastro = 2.0 (see chapter 2). It is possible that
the actual spectrum differs from the index γ = 2.0 and involves a
maximum acceleration energy in form of a cutoff in the energy spec-
trum, but the expectation is that astrophysical neutrinos follow a
substantially harder spectrum than atmospheric neutrinos.
This behavior is illustrated in figure 7.1, where the expected energy
spectrum of simulated neutrino events is shown after applying the
detector and event selection efficiency of this data sample. Accord-
ing to simulations the expected number of conventional neutrinos
in the data sample is 20391. Defining the prediction from Enberg
et al.1 as the baseline model for a prompt neutrino component, 69
1 Rikard Enberg, Mary Hall Reno, and
Ina Sarcevic. “Prompt neutrino fluxes
from atmospheric charm”. Phys. Rev.
D 78 (2008), p. 043005. url: http://
arxiv.org/abs/0806.0418
prompt atmospheric events can be expected in the data sample. An
astrophysical neutrino flux at the 90% confidence level upper limit of
the predecessor analysis2 (E2νdΦ/dEν = 0.9 · 10−8 GeV cm−2s−1sr−1)
2 R. Abbasi et al. “A Search for a Diffuse
Flux of Astrophysical Muon Neutrinos
with the IceCube 40-String Detector”.
Phys. Rev. D 84 (2011), p. 082001. url:
http://arxiv.org/abs/1104.5187
would yield 44 neutrino events.
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Figure 7.1: True neutrino energy (left)
and zenith angle (right) distribution of
atmospheric, prompt and astrophysi-
cal neutrinos expected with IceCube at
neutrino level (see chapter 6). The plots
show the expectation from the simula-
tion of the IceCube detector in its 59-
string configuration.
Additional information in order to distinguish astrophysical from at-
mospheric neutrinos is given by the neutrino arrival directions. Past
analyses have only used energy as the sensitive variable, but this
analysis uses the full information provided by the energy and arrival
directions of events. The three neutrino components exhibit different
angular behavior because of their intrinsic zenith angle distribution
and the energy dependent detector efficiency. While prompt atmo-
spheric neutrinos are expected to arrive almost isotropically, the flux
of conventional atmospheric neutrinos follows a characteristic zenith
angle distribution which peaks at the horizon (see chapter 3). At
large distances the population of AGN is in first order homogeneous
and therefore, a potential astrophysical neutrino flux is expected to
arrive at the detector isotropically from all directions. However, at
these high energies, neutrino absorption in the Earth becomes impor-
tant. Thus, the highest-energy events will arrive in the detector from
horizontal directions where they have less matter to traverse. The
expectations for the zenith angle distribution obtained from simula-
tions are shown in figure 7.1 (right).
The distributions of the true neutrino energy and zenith angle shown
in figure 7.1 smear out due to the experimental resolution of the re-
construction. However, the analysis is based on a comparison of
reconstructed parameters in both experimental data and simulation.
Therefore, the sensitivity of the final analysis depends on the quality
of the estimation of event energies and directions. The performance
of the track and energy reconstruction is shown in section 6.6.1. The
best angular resolution is provided by the MPE fit. The energy esti-
mator for this analysis has been chosen by a simplified test-analysis
of simulated events and the energy estimator with the best sensitiv-
ity to astrophysical fluxes is selected. This is the Truncated Energy
algorithm (see appendix H). The study is discussed in appendix H.
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7.2 The likelihood approach
The basic concept of the analysis is to fit for the fractional contri-
bution of each of the neutrino components in the experimental data
based on their characteristic distributions in energy and zenith angle.
The experimental distribution is fitted by a sum of the distributions
from conventional atmospheric, prompt atmospheric and astrophys-
ical neutrinos maximizing3 the likelihood with respect to three inde- 3 F. James. “MINUIT - Function Mini-
mization and Error Analysis. Reference
Manual.” CERN Program Library Long
Writeup D506 Version 94.1 (1994-1998).
url: http://wwwasdoc.web.cern.ch/
wwwasdoc/minuit/minmain.html
pendent normalization contants Nconv, Nprompt and Nastro.
In order to take into account the correlation between energy and ar-
rival direction of neutrinos described above, the 2-dimensional distri-
butions of the reconstructed energy loss and the reconstructed zenith
angle are fitted. These 2-dimensional histograms are shown in figure
7.2. They correspond to the expectation of the three neutrino com-
ponents and constitute the probability density functions (pdfs) for
the fit. For each energy bin i and zenith angle bin j, the experimen-
tal event number nij is compared to the expected event number µij
obtained from the sum of the three pdfs in figure 7.2:
µij = Nconv · pij, conv + Nprompt · pij, prompt + Nastro · pij, astro. (7.1)
The probability that the event count nij agrees with the expectation
µij is given by the Poissonian
Lij =
µ
nij
ij · e−µij
nij!
, (7.2)
which defines the likelihood for bin (i, j). The actual fit is realized by
a minimization of the negative log-likelihood looping over all bins of
the 2-dimensional pdfs (i, j):
− log (L) = − log
(
∏
ij
Lij
)
= −∑
ij
(
nij · log
(
µij
)− µij − log (nij!)) .
(7.3)
Equation 7.3 is minimized with respect to the three free parameters
Nconv, Nprompt and Nastro. The fit result determines a possible prompt
atmospheric or astrophysical component in the experimental data. A
significant non-zero fit result for Nprompt and Nastro would correspond
to evidence for an astrophysical or prompt atmospheric component
in the data.
While the Poissonian approach allows statistical fluctuations in the
experimental data bin counts nij, it assumes that the µij which were
obtained from simulation are perfectly known. Although a multiple
of the experimental statistics was simulated, the simulated statistics
are still finite. The available statistics in both experimental and sim-
ulated data are energy dependent. Integrated over the total energy
range, the experimentally measured number of events is 21943.
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Figure 7.2: Probability density func-
tions in reconstructed energy and
zenith angle for conventional atmo-
spheric, prompt atmospheric and astro-
physical neutrinos at neutrino level. This has to be compared to the number of equivalent events
4 neq =
4 G. Zech. “Comparing statistical data
to Monte Carlo simulation: parameter
fitting and unfolding”. DESY (1995),
pp. 95–113
(∑Ss=0 ws)
2/∑Ss=0 w
2
s for the weighted simulation events, where ws is
the individual event weight:
• astrophysical: neq = 215095
• prompt atmospheric: neq = 119280
• conventional atmospheric: neq = 207852.
The number of equivalent simulation events is about a factor 10
higher than the number of experimental events. Since the neutrino
simulation is artificially weighted to high-energy events, the statistics
are particularly good at high energies. The simulation data samples
for signal and background used in the fit are statistically indepen-
dent (see also section 11.5.5). The simulated prompt and atmospheric
neutrino datasets are statistically correlated, but differ through dif-
ferent event weights.
A modification of the likelihood function allows the finite statistics
of the simulation to be taken into account5. While the experimental5 Dmitry Chirkin. “Likelihood fitting
with low statistics of the simulation”.
Talk at the IceCube Collaboration Meeting,
Berkeley (2012). url: http://icecube.
wisc . edu / ~dima / work / WISC / llh /
update/a.pdf; Dmitry Chirkin. Inter-
nal Note (2012). url: http://icecube.
wisc . edu / ~dima / work / WISC / llh /
update/a.pdf
data counts per bin dij have a weight per event of 1 and simply yield
the bin content of nij = dij · 1, the simulated data counts per bin are
now related to the generated event number sij = sij, conv + sij, prompt +
sij, astro and an event weight wij, which is here assumed to be equal for
all simulation events 0 ≤ k ≤ Kij in bin (i, j). In such case µij can be
rewritten as µij = sij · wij.
The conditional probability density function to observe sij simulation
and dij data counts for the sum of total bin counts sij + dij is given
by
p
(
µij, nij, wij, 1|sij + dij
)
=
(sij + dij)!
sij! · dij!
(
µij/wij
sij + dij
)sij ( nij/1
sij + dij
)dij
.
(7.4)
The number of experimental bin counts nij = dij · 1 and the number
of expected simulation bin counts µij = sij · wij are independent. In
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the perfect case, when simulation and data originate from the same
physics process, they are identical and can be described by the same
(true) µ∗ij:
µ∗ij = µij = nij =
(
sij + dij
) · (wij + 1) . (7.5)
The challenge of the fit is to find the µ∗ij which is in best agreement
with the observed experimental data count and the simulation count
per bin. This is realized by maximizing a likelihood function given
by the ratio of the probability that µij and nij originate from the
same process and the probability that they arise from independent
processes. Using the conditional probability density from equation
7.4 this results in a likelihood
Lij =
(
µ∗ij
sij · wij
)sij
·
(
µ∗ij
dij · 1
)dij
. (7.6)
In the case of individual weights per generated event wij,k 6= wij the
approach can be further modified in order to take individual event
weights into account6. 6 Dmitry Chirkin. “Likelihood fitting
with low statistics of the simulation”.
Talk at the IceCube Collaboration Meeting,
Berkeley (2012). url: http://icecube.
wisc . edu / ~dima / work / WISC / llh /
update/a.pdf; Dmitry Chirkin. Inter-
nal Note (2012). url: http://icecube.
wisc . edu / ~dima / work / WISC / llh /
update/a.pdf
In the limit of infinite simulation statistics, where each bin (i, j) con-
tains an infinite count, the likelihood described in equation 7.6 turns
into the original Poissonian likelihood in equation 7.2. Although
the statistical uncertainties of the simulation are much smaller than
for experimental data in this analysis, the case of infinite simulation
statistics is not reached, in particular when taking into account 2-
dimensional distributions (see figure 7.2). Taking into account finite
simulation statistics gives a 15% better sensitivity and slightly more
accurate results (see section 10.1). It is therefore chosen over the sim-
pler Poissonian approach.
7.3 Implementation of systematic uncertainties in the
likelihood fit
In addition to the normalizations of the three different neutrino com-
ponents, systematic uncertainties can also influence experimental ob-
servables and therefore the predicted bin counts µij. Systematic un-
certainties of detection effects (see chapter 8) or the theoretical flux
predictions (see chapter 9) can modify the energy or zenith angle
distribution of the neutrino components or both. If systematic un-
certainties change the background or signal expectation this can bias
the signal fit result in both directions: it can hide a potential signal
flux or falsely mimic a signal flux.
An established way to take into account systematic uncertainties is
to implement them as free fit parameters, called nuisance parame-
ters7. The normalization of conventional atmospheric neutrinos Nconv
7 K. Nakamura et al. “Review of Particle
Physics”. Journal of Physics G 37 (2010),
p. 075021. url: http://pdg.lbl.gov
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is in fact a nuisance parameter for the purpose of this analysis. Only
the two unknown fluxes of prompt and astrophysical neutrinos are
considered as signal. However, the limitation of this method is that
systematic uncertainties can only be implemented easily as contin-
uous fit parameters if their influence on the 2-dimensional pdfs can
be parameterized. This is studied for the various uncertainties in
chapters 8 and 9.
In contrast to the signal fit parameters a = (Nastro, Nprompt), which are
unconstrained, the nuisance parameters b = (b0, ..., bn) are usually
defined by their default values b0 = (b00, ..., b
0
n) and their uncertain-
ties σb = (σb0 , ..., σbn). This knowledge can be implemented in the
fitting procedure in order to constrain the fitted nuisance parameters
in a reasonable range. Under the assumption of Gaussian errors the
likelihood function L is multiplied with a Gaussian likelihood for
each nuisance parameter:
L (s, b)→ L (s, b) ·
n
∏
k=0
e
− 12
(
bk−b0k
σbk
)2
. (7.7)
This Gaussian factor penalizes the likelihood if the nuisance param-
eters b are fitted too far from their default values b0. Nuisance pa-
rameters which have an understood and parameterizable influence
on the pdfs are here called continuous nuisance parameters.
Additionally, there exist nuisance parameters which exhibit a com-
plex, unparameterizable influence on the energy and zenith distri-
butions. Unfortunately, such parameters can not be implemented
as continuous nuisance parameters. However, if the effect can be
simulated, e.g. if there exist two competing models, e.g. two dif-
ferent models for the optical ice properties, the effect can be taken
into account as a discrete nuisance parameter: in this case the fit is
performed multiple times using the pdfs derived from the different
simulations of e.g. Model1 and Model2 and the better likelihood is
chosen. The fit is thus allowed to choose whatever model describes
the experimental data best.
In chapter 10 it is tested in a data challenge how well signal and
nuisance parameters can be extracted from the fit and how the sen-
sitivity of the method is influenced by these nuisance parameters.
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7.4 Hypothesis testing and confidence interval construc-
tion
When determining the best fit result for signal and nuisance param-
eters, it is also important to test the agreement of the observation
with a given signal hypothesis. This is done by a likelihood ratio
test8 which compares the absolute likelihood values of a fit of signal
8 Gary J. Feldman and Robert D.
Cousins. “A Unified Approach to
the Classical Statistical Analysis of
Small Signals”. Phys. Rev. D 57 (1998),
pp. 3873–3889. url: http : / / arxiv .
org/abs/physics/9711021and nuisance parameters and a fit of only nuisance parameters with
the signal parameters fixed to a certain point in the signal parameter
space a∗ =
(
N∗astro, N∗prompt
)
. This test statistic R is given by
R = −2 ln L (a
∗, b)
L (a, b) . (7.8)
It quantifies the agreement of the best fit likelihood L (a, b) with a
certain point a∗ in the signal parameter space: Small values of R
correspond to a good agreement as the likelihood values are about
equal. Large values of R correspond to a disagreement because the
fit favors a different signal result a than the tested a∗.
The distribution of R asymptotically obeys a χ2-distribution if fit pa-
rameters are unconstrained (Wilks’ theorem9). In this analysis, the 9 S. S. Wilks. “The Large-Sample
Distribution of the Likelihood Ratio
for Testing Composite Hypotheses”.
The Annals of Mathematical Statistics
9 (1938), pp. 60–62. url: http :
//projecteuclid.org/DPubS?service=
UI & version = 1 . 0 & verb = Display &
handle=euclid.aoms/1177732360
signal fluxes are constrained to positive results, because negative as-
trophysical and prompt fluxes are unphysical. Therefore, the distri-
bution of R is not longer χ2-distributed for signal parameters close
to the constraint (see section 11.3). Wilks’ theorem only applies here
for larger signal parameters away from the constraint.
In order to determine the level of agreement between the experi-
mental data and a given signal hypothesis, the test statistic R0exp de-
rived from the experimental data is compared to a distribution of
test statistics obtained from a large number of simulation experi-
ments. For each simulation experiment a random data sample cor-
responding to the detector livetime of the analysis is produced. It
composes of a number of signal neutrinos sampled from the signal
prediction of the hypothesis, which is being tested (N∗astro and N∗prompt),
and background of conventional atmospheric events. For each of
the random datasets, the exact number of astrophysical and prompt
atmospheric signal events is randomly sampled from a Poissonian
distribution with mean values N∗astro and N∗prompt. Conventional atmo-
spheric neutrinos are added until the fixed total number of events
given by the experimental dataset is reached. This adds the condi-
tion to the hypothesis, that the total number of events is known from
the experiment and that signal plus background cannot deviate from
this number10. 10 Robert D. Cousins. “Additional com-
ments on methods for setting confi-
dence limits”. Workshop on Confidence
Limits, Fermilab (2000); Luc Demortier.
“Constructing Ensembles of Pseudo-
Experiments”. Talk from PhyStat2003,
Stanford (2003). url: http : / / arxiv .
org/abs/physics/0312100
During the fit, nuisance parameters are always allowed to float within
their constraints. In chapter 10 it will be shown in a data challenge,
that nuisance parameters are extracted correctly in most cases and
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their fit result is only weakly correlated with the signal fit results.
The reason is, that the nuisance parameters are mostly determined
from the medium energy range with large statistics, while the signal
parameters are determined by the high-energy events in the dataset.
The successful extraction of nuisance parameters is independent of
the signal hypothesis, which is being tested. This means that the
influence of nuisance parameters factorizes in the likelihood (see
equation 7.7). The likelihood ratio R is independent of the Gaus-
sian penalty factor for nuisance parameters (see equation 7.8) within
the accuracy of this analysis, because the same penalty factor in the
nominator L (a∗, b) and the denominator L (a, b) cancels. There-
fore, the choice of nuisance parameters in the generation of random
datasets is arbitrary in this analysis. This has been verified by prov-
ing that the results of likelihood ratio tests for the zero-signal hy-
pothesis with different settings of nuisance parameters are identical.
The choice was to set nuisance parameters b to their default values
b0 in the generation of random datasets.
The p-value quantifying the agreement of the experimental data with
the tested hypothesis is given by the number of simulation experi-
ments N with R∗ > R∗exp divided by the total number of simulation
experiments:
p-value =
N
(
R∗ > R∗exp
)
N
. (7.9)
7.4.1 Confidence interval construction
The construction of confidence intervals for the analysis result is
based on the hypothesis testing across the physics parameter space.
A point in the parameter space with the signal hypothesis a∗ is part
of the confidence interval if the likelihood ratio test fulfills the con-
dition
N
(
R∗ < R∗exp
)
N
> α (7.10)
given a confidence level α. Otherwise, the point is not allowed within
the given confidence interval. A computationally expensive scan of
the parameter space returns the boundary which fulfills the condi-
tion N
(
R∗ < R∗exp
)
/N = α and defines the confidence interval. This
method allows the calculation of 1- or 2-dimensional confidence re-
gions. When scanning only one signal parameter, the two boundary
points at a confidence level α give its upper and lower limit11, while11 Gary J. Feldman and Robert D.
Cousins. “A Unified Approach to
the Classical Statistical Analysis of
Small Signals”. Phys. Rev. D 57 (1998),
pp. 3873–3889. url: http : / / arxiv .
org/abs/physics/9711021
the second signal parameter is treated as nuisance parameter.
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7.4.2 Sensitivity estimation
The sensitivity of the analysis for an astrophysical neutrino flux is es-
timated by the median upper limit obtained from the hypothesis test
of background-only datasets is calculated. The median of the distri-
bution of upper limits from a number of N simulation experiments
at a confidence level of 90% gives the median upper limit.
For sensitivity studies the 90% upper limit on the signal parameters
is estimated by the approximation of a χ2-distribution to the like-
lihood landscape. Confidence intervals are given by boundaries of
constant χ2-values in the likelihood landscape as a function of the fit
parameter. The χ2-approximation can be used as an estimate of the
sensitvity, because signal fluxes at the level of the upper limit of this
analysis are large enough to be only marginally affected by the con-
straint, which requires signal fluxes to be positive, and thus Wilks’
theorem applies.
This method avoids the computationally expensive construction of
confidence intervals described in section 7.4.1. Both methods have
been found to agree within 10%. Sensitivities for this analysis are
calculated and discussed in chapter 10.

8
Systematic uncertainties in the
simulation of neutrino detection
Systematic uncertainties affect the observables of the analysis. They
are able to fake or hide a signal and can distort the likelihood fit de-
scribed in chapter 7. The systematic uncertainties in this analysis can
be grouped in two categories: the first category includes uncertain-
ties in the simulation of the neutrino detection (see chapter 4 and 5),
and the second category includes uncertainties of the predictions of
atmospheric background neutrino fluxes (see chapter 3). This chap-
ter evaluates the main uncertainties in the modeling of the detection
of neutrino events. Uncertainties which arise from neutrino flux pre-
dictions are discussed in chapter 9.
The uncertainties most relevant for this analysis are:
• The neutrino-nucleon interaction cross sections.
• The cross sections for muon energy loss processes.
• The optical properties of the Antarctic ice.
• The simulation of photon propagation.
• The optical efficiency of light production and detection.
These uncertainties are correlated in their impact on the analysis, be-
cause they all affect the energy scale and therefore have a similar ef-
fect on the reconstructed energy loss and zenith angle distributions.
The following sections introduce the nature and the impact of these
uncertainties on the analysis and explains the implementation of the
uncertainties into the analysis method as nuisance parameters (see
chapter 7). The selection of neutrino events in experimental data and
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Figure 8.1: Reconstructed energy loss
distribution for events simulated with
the CTEQ5 cross sections (default) and
CSS cross sections. The figure on the
right shows the ratio of the energy dis-
tributions of the two different cross sec-
tion models.
standard simulation, which is described in chapter 6 are compared to
simulated neutrino events with different settings for the systematic
uncertainty parameters and the differences induced in the energy
and zenith angle distribution are quantified. The energy and zenith
angle distributions at this final selection level are searched for differ-
ences introduced by the systematic uncertainties.
8.1 Neutrino-nucleon interaction cross sections
Simulated neutrino event distributions produced with two different
cross section models are compared in order to test the influence of
the neutrino-nucleon interaction cross section uncertainty on the en-
ergy and zenith angle distribution of this data sample. The standard
description of neutrino-nucleon cross sections is the model CTEQ5,
and an alternative model is CSS (see section 4.1.1). Cross section un-
certainties are mostly of the order of a few percent in the GeV and
TeV energy range, but increase with energy to a magnitude of up to
30% at EeV energies. The sensitivity of this analysis is dominated
by the energy range of 35 TeV to 35 PeV (see section 10.1.3). In this
energy range, the uncertainty of the neutrino-nucleon cross section
is still of the order of a few percent.
Figure 8.1 shows the reconstructed energy loss distribution for the
neutrino simulations based on the two assumptions of cross section
models. The ratio between both models on the right plot shows,
that there is no visible difference between the two models for the
final data sample of this analysis, except for the energy losses right
at the threshold. These low energies are not important in this anal-
ysis. An energy dependent change of neutrino-nucleon interaction
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Figure 8.2: Reconstructed energy loss
distribution for events simulated with
different assumptions for the muon
bremsstrahlung cross section. The fig-
ure on the right shows the ratio be-
tween the different simulations.
cross sections would affect the zenith angle distribution only indi-
rectly by the energy dependence of neutrino absorption inside the
Earth. Since there is no energy dependent effect visible in the recon-
structed energy loss distribution, the zenith angle distribution is also
not affected by this.
The difference between the CSS and CTEQ5 cross section models
is a conservative estimate of the actual uncertainty of the neutrino-
nucleon cross sections (see section 4.1.1). Therefore, this study shows,
that the neutrino-nucleon interaction cross section uncertainty is not
relevant in this analysis. A minor effect on the energy distribution
can be absorbed in the likelihood fit by other (larger) uncertainties
implemented as nuisance parameters, e.g. the optical efficiency (see
section 8.5.2), the flux normalization and the spectral index of the
cosmic ray spectrum (see chapter 9).
8.2 Cross sections for muon energy loss processes
The two dominant processes of energy loss of neutrino induced muons
in this analysis are bremsstrahlung and pair production (see section
4.2.2). The influence of uncertainties for these processes on the fi-
nal data sample is studied by a comparison of simulated neutrino
datasets with varied assumptions for the differential cross sections.
A change in the muon energy loss cross sections has two opposite
effects. With an increased cross section the muon loses more energy
along its track, which typically means that it has a lower energy,
when it enters the detection volume. On the other hand, the in-
creased cross section implies that the muon produces more light in-
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Figure 8.3: Reconstructed energy loss
distribution for events simulated with
different assumptions for the pair pro-
duction cross sections of muons. The
figure on the right shows the ratio be-
tween the different simulations.
side the detector, which will lead to an overestimation of its energy
if the baseline cross sections are assumed during reconstruction.
Figure 8.2 shows the reconstructed energy loss distribution for simu-
lated neutrinos with the standard assumption for the bremsstrahlung
cross section, a 5% increase, a 5% decrease and a 100% increase.
These uncertainties are higher than the expected uncertainty, which
is of the order of 2% (see section 4.2.2).
The simulations with ±5% change in bremsstrahlung cross sections
show no visible difference to the standard simulation. The effect
starts to become visible only at a much larger variation of the cross
section. The simulation with a 100% increased bremsstrahlung cross
section shows a smaller rate than the standard simulation by ∼ 30%.
This difference in rate is energy dependent and increases with en-
ergy. It shows that the muon energy loss before the detection domi-
nates over the increased energy loss inside the detector.
Figure 8.3 shows the same study for a modified pair production cross
section by ±5%. The effect of this modification on the energy loss
distribution is marginal. The 5% variation tested here is roughly
double the expected uncertainty, which is 2.3% (see section 4.2.2).
As the effect is hardly visible in the energy loss distribution of events,
there is also no significant effect on zenith angle distributions, be-
cause the zenith angle distribution is only affected indirectly by the
energy dependence of neutrino absorption inside the Earth. The ex-
pected effect of a change in normalization and spectral slope is much
smaller than for other systematic uncertainties, e.g. the optical effi-
ciency (see section 8.5.2), the neutrino flux normalization and the
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Figure 8.4: Reconstructed energy loss
distributions of simulations with SPICE
Mie and WHAM! ice models in com-
parison with experimental data (left).
The figure on the right shows the ratio
between experimental data and simula-
tion.
spectral index of the cosmic ray spectrum (see chapter 9). These nui-
sance parameters are able to absorb a potential effect of muon energy
loss cross section uncertainties in the fit. Therefore, the uncertainty
of bremsstrahlung and pair production cross sections is not specif-
ically taken into account in the following, but it is implicitly taken
into account by other nuisance parameters.
8.3 Optical properties of the Antarctic ice
As explained in section 5.5, the propagation of light in the detector
depends on the optical properties of the Antarctic ice. These prop-
erties are particularly depth dependent and currently described by
two competing calibration models, named SPICE Mie and WHAM!.
Figure 8.4 shows the distribution of the reconstructed energy loss for
neutrino events at the final level of this analysis. It compares exper-
imental data to simulated neutrino events using the SPICE Mie or
WHAM! ice model. As a first observation the expected rates for con-
ventional atmospheric neutrinos are about 5% lower for the WHAM!
model than for the SPICE Mie model. The reason is, that the ab-
sorption length is on average shorter in the WHAM! model (see also
figure 5.6). This effect is correlated to the uncertainty of the neutrino
flux normalization (see section 9.1).
When comparing the shapes of the energy distribution between sim-
ulation and experimental data, only small differences are seen in the
position of maxima and slopes in the tails of the distributions. This
has already been observed in chapter 6. A Kolmogorov-Smirnoff-
Test1 returns a probability of 2% for the simulation with the WHAM! 1 Glen Cowan. Statistical data analysis.
Oxford science publications, 2004ice model to agree with experimental data and a much lower proba-
bility for agreement for the SPICE Mie model (2 · 10−6%). As will be
shown later, this disagreement can be explained by various other sys-
tematic uncertainties, i.e. the optical efficiency (see section 8.5), the
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Figure 8.5: Reconstructed zenith angle
distributions of simulations with SPICE
Mie and WHAM! ice models in com-
parison with experimental data (left).
The figure on the right shows the ratio
between experimental data and simula-
tion.
normalization and uncertainties in the energy spectrum and compo-
sition of cosmic rays (see chapter 9). Their effect on the energy dis-
tribution of neutrino events is similar to the effect of the ice model
presented here. This is studied in more detail in chapter 10.
The zenith angle distribution of the experimental data and the sim-
ulation with different ice models is shown in figure 8.5. Apart from
the difference in total rate, which is discussed above, there are no
significant differences between the two ice model simulations and
experimental data observed.
The quantitative estimation of the effective uncertainties for this anal-
ysis caused by uncertainties in the description of the depth depen-
dence of optical ice properties is challenging. Although there exist
uncertainty estimates for the absolute values of the scattering and
the absorption coefficients, they do not propagate linearly to the fi-
nal neutrino distributions, but have to be estimated by propagating
these uncertainties through the full simulation chain. A global scal-
ing of optical properties is expected to mainly affect the global neu-
trino rate and a global shift in the energy reconstruction, because
the scaled ice model would constantly yield more or less light. The
depth dependence of the ice properties would remain unobserved
and could not be quantified. However, the differences between the
SPICE Mie and WHAM! simulation in figure 8.4 also show that even
small differences in the ice model propagate to the final level (see
figure 5.6) and have a visible impact on the observables. Therefore,
a simple global scaling of optical ice properties underestimates the
systematic uncertainties in particular in the energy distribution of
neutrino events. A sophisticated uncertainty model taking into ac-
count depth dependent variations in the ice model structure is con-
ceptionally and computationally challenging to create a promising
procedure and does not yet exist. In order to estimate ice model
uncertainties in this analysis, the data is analyzed under the hypoth-
esis of each ice model separately and the agreement between data
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Figure 8.6: Reconstructed energy loss
distributions of simulations with pho-
tonics photon propagation, ppc photon
propagation and ppc photon propaga-
tion with an increased optical efficiency
by 15% (see section 8.5) in comparison
with experimental data (left). The fig-
ure on the right shows the ratio be-
tween experimental data and simula-
tion.
and simulation in both cases is compared. The technical implemen-
tation follows the approach of discrete nuisance parameters, which
has been introduced in section 7.3.
8.4 Simulation of photon propagation
The simulation of the photon propagation has been introduced in
section 5.6. The baseline photon propagation software used in this
analysis is photonics. Although it has known inaccuracies, e.g. due
to the binned treatment of photon arrival probabilities, it is a pho-
ton propagation tool, which allows the efficient simulation of large
statistics of high-energy events. The photon tracking of the very
bright events with ppc is very time consuming and not yet feasible.
The differences between photonics and ppc are larger for low-energy
events, which produce less light and therefore detectable tracks must
have trajectories close to the optical modules. This requires a precise
photon propagation at very short distances, which is more accurately
realized by an individual photon tracking with ppc. At high energies
relevant to this analysis, the conceptual differences between photon-
ics and ppc become smaller.
In order to study the uncertainty introduced by the use of the pho-
tonics tool, characteristic distributions for neutrinos at final selection
level simulated with photonics are compared to datasets simulated
with ppc. Figure 8.6 shows the reconstructed energy losses for the
photonics simulation, ppc simulation and experimental data. The
ppc simulation predicts a conventional atmospheric neutrino rate,
which is about 20% lower than the predicted rate by the photon-
ics simulation and the experimental data. The other observation is
that the maximum of the energy loss distribution is shifted to lower
energy losses compared to the photonics simulation and the experi-
mental data. Both of these effects are also mimicked by changes in
optical efficiency (see section 8.5).
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Figure 8.7: Reconstructed zenith angle
distributions of simulations with pho-
tonics photon propagation, ppc photon
propagation and ppc photon propaga-
tion with an increased optical efficiency
by 15% (see section 8.5) in comparison
with experimental data (left). The fig-
ure on the right shows the ratio be-
tween experimental data and simula-
tion.
In order to prove this hypothesis, a ppc simulation with an increased
optical efficiency of 15% has been produced. This increases the
light output and detection efficiency compared to the standard set-
tings. Figure 8.6 shows, that the ppc simulation produced with an
increased optical efficiency matches the experimental data and the
photonics simulation.
The same comparison has also been done for the zenith angle dis-
tribution (see figure 8.7). Here, the shape of the distribution is not
affected by the differences in photon propagation, but the rate dis-
agreement is observable. The increase in optical efficiency for ppc
also resolves this effect.
The conclusion of this study is, that for some — not yet identified
— reason, the optical light output of the ppc simulation is smaller
than for the photonics datasets. It needs to be increased in order
to describe the experimental data. This can be adjusted by an in-
crease of the optical efficiency in simulation. The increase in opti-
cal efficiency of 15%, which is needed to correct the disagreement
is within the systematic uncertainty of the optical efficiency, which
has been estimated to be of the order of 15% (see section 8.5). It is
shown in section 8.5, that the here presented effects of inaccuracies in
the modeling of the photon propagation on the energy distribution
are similar to the uncertainties on the optical efficiency. Both uncer-
tainties are indistinguishable for the likelihood fit. Therefore, only
the optical efficiency is implemented as nuisance parameter into the
likelihood fit and this nuisance parameter is able to absorb also the
uncertainties in the photon propagation.
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8.5 Optical efficiency of light production and detection
The optical efficiency depends on several effects, which are highly
correlated and not distinguishable in this analysis and include effi-
ciencies of light production processes and light detection processes
in the detector. These are:
• The number of produced Cherenkov photons by the propagating
charged particles, in particular muons.
• The optical transparency of the ice.
• The ice properties inside the re-frozen holes around IceCube strings.
• The photon detection efficiency of the PMT.
• The photon detection efficiency of the total optical module, i.e. its
effective aperture.
• The shadowing of photons by detector components, i.e. cables.
All these factors influence how bright a simulated neutrino appears
in the detector. The brightness of an event is the basic information
for every energy reconstruction (see section 6.3.5). The uncertainty of
the optical efficiency therefore results in an uncertainty of the recon-
structed energy scale. Various studies estimate the total uncertainty
on the optical efficiency to be of the order of 15%2. 2 Kotoyo Hoshina. Private communica-
tion (2010). url: https : / / wiki .
icecube . wisc . edu / index . php /
PMT_effective_area; Jacob Feintzeig.
“DOM Efficiency Measurements using
In-Ice Data”. Talk at the IceCube Col-
laboration Meeting, Aachen (2012). url:
https://events.icecube.wisc.edu/
contributionDisplay.py?sessionId=
11&contribId=90&confId=45
8.5.1 The influence of the optical efficiency on observables of
the diffuse analysis
Simulation datasets with optical efficiencies scaled up to ±20% of
the nominal optical efficiency have been produced in order to study
the influence of the optical efficiency on the energy and zenith angle
distribution. Here, the nominal efficiency e = 1.0 corresponds to the
default settings in the simulation chain (see appendix B for a list of
datasets with their specifications).
Figure 8.8 shows the distribution of reconstructed energies and re-
constructed zenith angles for five different simulated datasets with
varied optical efficiencies and about 10% of the experimental data
for comparison. The reconstructed energy distribution shows, that
a variation of the optical efficiency affects the distribution in three
different ways:
• The total expected rate of neutrinos changes. This is expected
because a higher optical efficiency increases the brightness of an
event and therefore causes more events to pass the detection thresh-
old.
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Figure 8.8: Reconstructed energy (left)
and zenith angle distribution (right) for
various settings of the optical efficiency
in simulation. • The position of the maximum in the energy distribution shifts.
The optical efficiency influences the brightness of simulated events
and the same neutrino event simulated with a higher optical effi-
ciency appears brighter than in the standard case. Therefore, it is
reconstructed to a higher energy.
• The slope of the tail of the energy distribution changes. The reason
for this is that the conversion between brightness and energy is
non-linear.
The relative shape of the zenith angle distribution is less affected by
variations of the optical efficiency, but the change of the total neu-
trino rate is observable.
8.5.2 Parameterization of the influence of the optical efficiency
An empirical scaling relation is found when comparing the ratios
of simulated datasets with optical efficiencies differing by a constant
fraction. Figure 8.9 shows the ratios between the five simulation
datasets for a difference in optical efficiency of 10% as a function of
the reconstructed neutrino energy. This ratio is largely independent
of the absolute optical efficiency. Thus, the reconstructed energy dis-
tribution of a dataset simulated with an optical efficiency of e can be
transformed into the energy distribution of a dataset with an optical
efficiency of 1.1 · e by scaling each bin of the energy distribution with
the corresponding ratio from figure 8.9. More generally, any event
from a simulated dataset can be re-weighted to an arbitrary optical
efficiency e by scaling with a factor
c
(
log10 (Ereco)
)10·(e−e0) , (8.1)
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Figure 8.9: Ratio of datasets with a dif-
ference in optical efficiency of ∆e = 0.1
as a function of the reconstructed en-
ergy. The solid black histogram is the
average of the four colored histograms.
The gray dashed line shows the correc-
tion function c
(
log10 (Ereco)
)
obtained
by a smoothed parameterization of the
averaged histogram.
with e0 = 1.0. The re-weighting function c
(
log10 (Ereco)
)
is obtained
from a parameterization of the average ratio shown in figure 8.9. Fur-
ther details and a proof of this re-weighting principle are presented
in appendix G.
The function c
(
log10 (Ereco)
)
depends on the reconstructed neutrino
energy and the performance of energy reconstruction depends on the
true energy. Hence, the correction function c (log (Ereco)) depends on
the energy spectrum of neutrinos and is different for conventional at-
mospheric, prompt atmospheric and astrophysical neutrinos. This is
illustrated in figure 8.10. The correction function would be indepen-
dent of the neutrino component if it was parameterized as a function
of the true neutrino primary energy, but this method yields worse
performance in reproducing actual simulation data with varied op-
tical efficiency. The correction functions also slightly depend on the
ice model, which is used in the simulation of the datasets. Correction
functions for other ice models are also shown in appendix G.
With the correction functions c
(
log10 (Ereco)
)
the effect of the optical
efficiency is parameterizable. The possibility to obtain a simulated
dataset with a particular optical efficiency without the need to apply
the full simulation chain allows a direct implementation of the op-
tical efficiency as a continuous nuisance parameter in the likelihood
approach. During the likelihood minimization process, the optical ef-
ficiency is adjusted such that the agreement between simulated and
experimental data is best. The individual correction functions for
each simulation dataset used in the fit are taken into account. The
uncertainty of the optical efficiency used in the likelihood fit is ±15%
around a default value of 1.0 (see above).
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Figure 8.10: Correction functions for
the re-weighting of simulated datasets
to an arbitrary optical efficiency as a
function of the reconstructed energy.
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8.6 Summary
Uncertainties in the efficiency of light production and detection and
their influences on the observables of this analysis are discussed
in this chapter. Studies showed, that uncertainties in neutrino and
muon energy loss cross sections do not show visible effects in this
analysis and are therefore not taken into account in the likelihood
analysis. The simulation of photon propagation shows a very simi-
lar effect on the reconstructed energy distribution as the optical effi-
ciency and is not separately taken into account in the fitting, because
its effects are absorbed by other nuisance parameters. The two un-
certainties, which are implemented as nuisance parameters in the
likelihood fit, are the ice model and the optical efficiency. This is
summarized in table 8.1.
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uncertainty section effect on observables implementation default value likelihood constraint
neutrino-nucleon 8.1 marginal not implemented absorbed by optical efficiency,
cross sections spectral index, normalization
muon energy loss 8.2 marginal not implemented absorbed by optical efficiency,
cross sections spectral index, normalization
ice model 8.3 slope and norm. of energy and discrete SPICE Mie/
zenith angle distribution WHAM!
also absorbed by normalization
spectral index
photon propagation 8.4 slope and norm. of energy and not implemented absorbed by optical efficiency,
zenith angle distribution flux normalization
optical efficiency 8.5 slopes of norm. of energy dist. continuous 1.0 ±0.15
norm. of zenith angle dist. also absorbed by normalization
spectral index
Table 8.1: Summary of uncertainties in
the optical efficiency of light production
and detection and implementation into
this analysis.

9
Systematic uncertainties in
atmospheric neutrino flux
predictions
Atmospheric neutrinos are the main background in this analysis.
The estimation of this background is based on theoretical predic-
tions of neutrino fluxes derived from the observed energy spectrum
of charged cosmic rays. These predictions are introduced in chapter
3. The uncertainties of the predicted energy spectrum and zenith
angle distribution of atmospheric neutrinos are discussed in section
3.3. Atmospheric neutrino flux calculations were optimized to mea-
surements at energies below 1 TeV and the uncertainties on these flux
predictions increase with energy. The uncertainties, which are par-
ticulary relevant in this analysis are:
• The normalization of the atmospheric neutrino flux.
• The spectral index of the cosmic-ray energy spectrum.
• The relative contribution of pions and kaons to the neutrino pro-
duction.
• The chemical composition of cosmic rays.
This chapter describes the effect of these uncertainties on the recon-
structed energy loss and zenith angle observables, and their imple-
mentation into the likelihood fit. The uncertainties are implemented
as continuous or discrete nuisance parameters as explained in sec-
tion 7.3.
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Figure 9.1: Reconstructed energy loss
(left) and zenith angle (right) distribu-
tion for conventional atmospheric neu-
trinos in comparison to experimental
data. The green bars indicate the un-
certainty of ±30% on the flux normal-
ization.
9.1 The normalization of the atmospheric neutrino flux
The assumed uncertainty on the conventional atmospheric neutrino
flux normalization is 30% independent of energy (see section 3.3.1).
This scales the energy and zenith angle distributions up or down as
illustrated in figure 9.1. The systematic uncertainty on the predicted
flux of atmospheric neutrinos is substantially larger than statistical
uncertainties, and the systematic errors per bin are 100% correlated.
The normalization of conventional atmospheric neutrinos is imple-
mented in the likelihood analysis as a continuous nuisance parame-
ter (see section 7.3) with the 30% uncertainty mentioned above.
The normalization of the prompt atmospheric neutrino flux is highly
uncertain (see section 3.2). It is considered as a signal in the analysis
and the normalization is completely unconstrained in the fitting.
9.2 The spectral index of the cosmic-ray energy spec-
trum
The uncertainty on the spectral index of the cosmic-ray energy spec-
trum is discussed in section 3.3.2. Figure 9.2 shows the reconstructed
energy loss for simulated conventional atmospheric neutrinos in com-
parison to experimental data. In addition, predicted conventional
atmospheric neutrino fluxes re-weighted to different indices of the
cosmic-ray energy spectrum are shown. This re-weighting is imple-
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Figure 9.2: Reconstructed energy loss
(left) distribution for conventional at-
mospheric neutrinos for various spec-
tral indices of the cosmic-ray energy
spectrum in comparison to experimen-
tal data. The right plot shows a zoom
into the region of −1.4 < log(dE/dx) <
0.2.
mented as a multiplication factor (Eν/Eν,median)
−∆γ to the neutrino
flux, where Eν is the true neutrino energy of an event and Eν,median
is the median true energy of all events in the sample. This method
roughly keeps the event rate constant when changing the spectral
index.
The changes in spectral index of 0.3 compared to the default value of
γ = 2.7 are unrealistically high and were chosen for a better visual-
ization of the effect. A reasonable estimate would be of the order of
0.05 or slightly larger (see section 3.3.2). As expected, a change in the
spectral index affects the slope of the energy loss distribution. This
is in particular important in the high-energy tail of the distribution,
where a potential signal from prompt and astrophysical neutrinos
is expected to appear. It will be shown in chapter 10 that the un-
certainty in the spectral index of the cosmic-ray energy spectrum is
highly correlated to a prompt neutrino flux contribution in this anal-
ysis.
The uncertainty on the spectral index of the cosmic-ray energy spec-
trum can explain the disagreement in the slopes of the reconstructed
neutrino energy distributions between simulation and experimental
data, which was observed in section 6.6. The right plot in figure 9.2
shows a zoom into the region of −1.4 < log(dE/dx) < 0.2. A change
in the energy spectrum from E−γ to E−(γ+∆γ) with a negative ∆γ
makes the energy spectrum harder and improves the agreement be-
tween simulation and experimental data.
A change of the spectral index of the cosmic-ray energy spectrum
also affects the zenith angle distribution of neutrino events. The rea-
son is the energy dependent angular acceptance of the detector: a
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Figure 9.3: Reconstructed zenith an-
gle distribution for conventional atmo-
spheric neutrinos with varied spectral
indices in comparison to experimental
data.
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change in spectral index shifts the energy distribution of the conven-
tional neutrinos and high-energy neutrinos are more likely to be ab-
sorbed from horizontal directions due to absorption inside the Earth.
This is illustrated in figure 9.3.
Figure 9.4 shows the effect of a change in spectral index on the ex-
pected energy loss and zenith angle distribution of prompt atmo-
spheric neutrinos. Again, the same change ∆γ is applied globally
below and above the knee, modifying the energy spectrum to main-
tain continuity at the break point of the knee. The changes in the
energy and zenith angle distribution are similar to the conventional
atmospheric neutrinos.
This uncertainty is also implemented as a continuous nuisance pa-
rameter in the analysis. As shown, the uncertainty affects conven-
tional and prompt atmospheric neutrinos since both are derived from
the cosmic-ray energy spectrum. Therefore, the nuisance parameter
is identical for both atmospheric fluxes. Its uncertainty during the
fit is set to σ∆γ = 0.1, which corresponds to a relative uncertainty of
∼ 4%. The value is a conservative estimate based on doubling the
difference in spectral index observed from the comparison of differ-
ent cosmic-ray parameterizations given in section 3.3.2.
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Figure 9.4: Reconstructed energy loss
(left) and zenith angle (right) distri-
bution for prompt atmospheric neutri-
nos with various assumptions for the
spectral index of the cosmic-ray energy
spectrum in comparison to experimen-
tal data.
9.3 The relative contribution of pions and kaons to the
neutrino production
The neutrino energy spectra and angular distributions resulting from
pion and kaon decays are different due to different decay kinemat-
ics (see section 3.3.3). An uncertainty of the relative contribution
of pions and kaons to the neutrino production therefore affects the
reconstructed energy loss and zenith angle of neutrinos.
Figure 9.5 shows these distributions for the standard prediction by
Honda et al. and predictions with a modified pion-kaon ratio. The
pion-kaon ratio is given as a scaling factor R of the standard kaon
contribution. Values of R > 1 imply that the kaon contribution has
been increased. Note that the scaling factors of R = 0.5 and R = 1.5
shown in figure 9.5 are overestimating the expected uncertainties,
which are only of the order of 10%. The high values were only chosen
for better visibility of the effect.
The uncertainty is taken into account in this analysis as a continuous
nuisance parameter, although it has a much smaller effect on the ob-
servables than the uncertainties introduced above. The effect on the
zenith angle distribution is larger than the effect on the energy dis-
tribution. It is implemented with the 10% uncertainty on the scaling
factor R, which is discussed in section 3.3.31. 1 M. Honda et al. “Calculation of at-
mospheric neutrino flux using the in-
teraction model calibrated with atmo-
spheric muon data”. Phys.Rev.D 75
(2007), p. 043006. url: http://arxiv.
org/abs/astro-ph/0611418
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Figure 9.5: Reconstructed energy loss
(left) and zenith angle distribution
(right) for conventional atmospheric
neutrinos following the Honda et
al. flux prediction with modified pion-
kaon ratio. A pion-kaon ratio of 1.5
means that the kaon fraction has been
increased by 50% and the total spec-
trum has been re-normalized to the
neutrino rate predicted by Honda et al.
9.4 The chemical composition of cosmic rays
The energy dependent chemical composition is an important uncer-
tainty, which determines the spectrum of atmospheric neutrinos (see
section 3.3.4). Two parameterizations of the cosmic-ray energy spec-
trum Gaisser and Hörandel have been introduced, which describe
the cosmic-ray composition more accurately than a simple power
law assumption. Based on these parameterizations, the atmospheric
neutrino flux by Honda et al. has been re-weighted. An important
difference to the model by Honda et al. is that these new neutrino
fluxes include a neutrino knee (see section 3.3.4).
Figure 9.6 shows the true energy distribution of conventional at-
mospheric neutrinos in this data sample for the standard model
by Honda et al. and the re-weighted models based on the Gaisser
and Hörandel cosmic-ray parameterization. Note, that the spectra
have been re-normalized in order to yield the same event rate as the
Honda et al. flux. Both models containing a knee are very similar,
but differ from the Honda et al. prediction at high energies: the ex-
pectation of conventional atmospheric background events decreases
above the knee, which increases the chances to discover an astro-
physical neutrino flux. This is further studied in chapter 10.
Figure 9.7 shows, that the effect smears out when looking at the re-
construced energy losses. A zoom into the region below the knee
of −1.4 < log(dE/dx) < 0.2 shows that the atmospheric neutrino
flux below the knee hardens, because the parameterizations of the
cosmic-ray energy spectrum are harder than an E−2.7 spectrum. This
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Figure 9.6: True energy distribution for
conventional atmospheric neutrinos fol-
lowing the Honda et al. flux prediction
and two models with different param-
eterizations of the cosmic-ray energy
spectrum.
effect is similar to the difference observed for the slopes of the re-
constructed energy distribution between the Honda et al. expecta-
tion and experimental data discussed in sections 9.2 and 6.6. Thus,
the use of more accurate parameterizations of the cosmic-ray energy
spectrum also improves the agreement between experimental data
and simulation, but the effect is too small in order to explain the
difference completely (compare to figure 9.2 and 6.11).
The same modifications have been applied to prompt atmospheric
neutrinos (see section 3.3.4). True neutrino energy and reconstructed
energy loss distribution for these models are compared to the base-
line prompt flux by Enberg et al. in figure 9.8. The effects observed
are similar to the effects seen in conventional atmospheric neutri-
nos. Note that the prompt atmospheric fluxes have not been re-
normalized, because the rate of prompt atmospheric neutrinos is not
yet known. Thus, the model by Gaisser yields a higher prompt flux
rate, since it also predicts the largest cosmic-ray flux.
Figure 9.9 shows the zenith angle distributions for conventional and
prompt atmospheric neutrinos in comparison to the models based on
the Gaisser and Hörandel parameterization of the cosmic-ray energy
spectrum. There are no significant differences visible, except for the
normalization of prompt neutrinos as explained above. In principle,
the inclusion of the knee affects the energy distribution of events and
therefore has an impact on the zenith angle distribution analogously
to the effect of the uncertainty of the spectral index, which has been
explained above. However, the differences are too small to be visible.
From the cosmic-ray data no confirmation or rejection of either of
the two models by Gaisser and Hörandel can be decided. Therefore,
both modified atmospheric neutrino flux models are taken into ac-
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Figure 9.7: Reconstructed energy loss
for conventional atmospheric neutrinos
following the Honda et al. flux predic-
tion and two models with different pa-
rameterizations of the cosmic-ray en-
ergy spectrum. The fluxes are com-
pared to experimental data. The plot on
the right shows a zoom into the region
of −1.4 < log(dE/dx) < 0.2.
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Figure 9.8: True neutrino energy
(left) and reconstructed energy loss
(right) distribution for prompt atmo-
spheric neutrinos following the Enberg
et al. flux prediction and two models
with different parameterizations of the
cosmic-ray energy spectrum.
chapter 9: systematic uncertainties in atmospheric neutrino flux predictions 131
)recoθcos(
-1 -0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0
# 
ev
en
ts
0
200
400
600
800
1000
1200
1400
experimental data
standard Honda et al. flux (HKKM2007)
with Gaisser H3a CR primary flux model
with mod. Hoerandel CR primary flux model
)recoθcos(
-1 -0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0
# 
ev
en
ts
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
standard Enberg et al. flux
with Gaisser H3a CR primary flux model
with mod. Hoerandel CR primary flux model
Figure 9.9: Reconstructed zenith an-
gle distribution for conventional atmo-
spheric neutrinos following the Honda
et al. flux prediction (left) and prompt
atmospheric neutrinos following the
Enberg et al. prediction (right) com-
pared to two models with different pa-
rameterizations of the cosmic-ray en-
ergy spectrum.
count as discrete nuisance parameters in the likelihood analysis (see
section 7.3). The same model is used for conventional and prompt
atmospheric neutrinos. Since the standard neutrino flux model by
Honda et al. without the consideration of a cosmic-ray knee is un-
physical, it is not used in this analysis.
9.5 Seasonal variations in the atmospheric neutrino rate
The flux of conventional atmospheric muons and neutrinos depends
on the competition between decay and interaction of mesons in the
atmosphere (see chapter 3). This competition is determined by the
thickness of the atmosphere, which is dependent on the pressure
and therefore on the temperature of the atmospheric layer. For this
reason the atmospheric rates of muons and neutrinos are expected
to show seasonal variations.
Seasonal variations of the rate of downward-going conventional at-
mospheric muons have already been observed with IceCube based
on a large data sample of 150 billion muon events2. The neutrino
2 R. Abbasi et al. “The IceCube Neu-
trino Observatory III: Cosmic Rays; Sea-
sonal Variations of High Energy Cosmic
Ray Muons Observed by the IceCube
Observatory as a Probe of Kaon/Pion
Ratio”. Contribution to the 32nd Inter-
national Cosmic Ray Conference, Beijing
(2011), pp. 9–12. url: http://arxiv.
org/abs/1111.2735
rate over time for atmospheric muons is shown in figure 9.11. Estab-
lishing the existence of seasonal variations in the rate of conventional
atmospheric neutrinos is more challenging for two reasons: first, the
statistics of detected events are smaller by seven orders of magnitude.
Second, in constrast to the downward-going muons, neutrinos arrive
from a large space angle and temperature variations are largely aver-
aged. With the event selection of this IC59 muon neutrino analysis,
seasonal variations in the atmospheric neutrino rate are observed for
the first time.
90°
120
°
15
0°
180°
Figure 9.10: Definition of angular re-
gions for the seasonal variation study
w.r.t. the Earth (not to scale). The blue
cyllinder indicates the IceCube detector
at the geographic South Pole.
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Figure 2: The daily atmospheric temperature profiles over Antarctica produced by NASA AIRS instrument on board the
Aqua satellite [10] are shown from 2007 to 2011 (in color code), along with the relative modulation in the measured muon
event rate (black line) and the relative variation of the effective temperature (grey line). Note that the statistical uncertain-
ties in the data are between about 0.1 Hz (in 2007) and about 0.16 Hz (in 2011) on the daily rates. The corresponding
uncertainties on the relative rate variations are 0.02 % and 0.008 %, respectively.
The muon rate increased substantially over these four years
as new detectors were added during each construction sea-
son. As the instrumented volume increased, the probability
that one data record included two or more separate cosmic-
ray events increased from about 1% to about 4%. A cor-
rection to the daily recorded rate was therefore applied to
obtain a corrected rate of muon events,Rµ.
The atmospheric temperature profile data used in this anal-
ysis were collected by the NASA Atmospheric Infrared
Sounder (AIRS) on board the Aqua satellite. Daily atmo-
spheric temperatures at 20 different pressure levels from 1
to 600hPa above the South Pole were obtained from the
AIRS Level 3 Daily Gridded Product available on NASA
Goddard Earth Sciences, Data and Information Services
Center (GES DISC) [10]. Using these data the daily effec-
tive temperature Teff was calculated based on the zenith-
weighted average of Eq. 7.
4 Results and Determination of K/π Ratio
Fig. 2 shows the measured ΔRµ�Rµ� as a black continuous line
along with ΔTeff�Teff � as a black dashed line. The figure also
shows the actual atmospheric temperature profile as a func-
tion of pressure level (equivalent to atmospheric depthX).
The statistical uncertainties in the measured muon rate are
too small to show in the figure. Note that besides the large
seasonal modulation, the daily muon rate is strongly cor-
related with short time temperature variations in the upper
atmosphere.
Based on Eq. 5, the experimental temperature coefficient
was determined from regression analysis and found to be
αexpT = 0.860 ± 0.002 (stat.) ± 0.010 (syst.). The experi-
mental systematic uncertainty on αexpT is dominated by the
effective areaAeff (Eµ, θ), which is used in the calculation
of the effective temperature and of the theoretical correla-
tion coefficient in Eq. 3. Most of the detected muons range
out within the large instrumented volume of IceCube, and
the energy profile of the effective area depends on the dis-
tribution of depths the muons reach within the array. The
spread on this distribution, translates into an estimated un-
certainty in the experimental correlation coefficient of 0.01.
Since the temperature correlation coefficient depends on
the relative contribution of pions and kaons, it is possible
to use the seasonal variations of the muon rate to determine
the K/π ratio.
The effective temperature Teff is relatively insensitive to
variations in the cosmic ray spectral index, the proton at-
tenuation length, the critical energies and K/π ratio because
the dependence cancels to a large extent due to the normal-
ization in Eq. 7.
The theoretical correlation coefficient αthT , on the other
hand, depends primarily on the critical energies and on the
K/π ratio. Changing the cosmic ray spectral index and pro-
ton attenuation length within a wide range, has an effect
smaller than 1%. Therefore it is possible to use the param-
eters for attenuation lengths and spectrum weighted mo-
ments from Ref. [2], assuming a cosmic ray spectral index
of -2.7. The critical energies evaluated at the average effec-
tive temperature of T◦ = 211◦K are used.
In particular, the kaon to pion ratio RK/π = ZNKZNπ de-
pends on the spectrum weighted moments ZNK and ZNπ
of the cross section for a nucleon N to produce secondary
kaons and pions, respectively, from a target nucleus in the
atmosphere. The dependence on the spectrum weighted
moments ZNK and ZNπ is implicit in the parametersAπµ
and AKµ in Eqs. 1, 3, 7.
The nominal value of K/π ratio is taken to be [2]
RK/π =
0.0118
0.079
= 0.149± 0.060, (8)
which is based on laboratory measurements below 100
GeV center of mass energy. The 40% uncertainty corre-
sponds to that in the current cosmic ray interaction mod-
els [11]. 11
Figure 9.11: The daily atmosph c tem-
perature profiles over Antarctica are
shown from 2007 to 2011 (in color
code), along with the relative modula-
tion in the measured muon event rate
(black line) and the relative variation of
the effective temperature (grey line).
[R. Abbasi et al. “The IceCube Neu-
trino Observatory III: Cosmic Rays; Sea-
sonal Variations of High Energy Cosmic
Ray Muons Observed by the IceCube
Observatory as a Probe of Kaon/Pion
Ratio”. Contribution to the 32nd Inter-
national Cosmic Ray Conference, Beijing
(2011), pp. 9–12. url: http://arxiv.
org/abs/1111.2735]
In order to demonstrate the existence of seasonal variations of neu-
trinos, a cont mination by atmospheric muons, whose rate is known
to change over the year, has to be excluded. Therefore, the neutrino
event selection of this analysis is particularly suited for a seasonal
variation analysis because of its small background contamination.
Figure 9.12 shows the average number of neutrino events measured
per day for each month during the data taking period between May
2009 and May 2010. Only neutrinos in the zenith band from 90◦ to
120◦ in zenith angle have been analyzed. This zenith band contains
about 60% of the total events in this data sample (see figure 9.10).
These were produced above the Antarctic continent and therefore
exhibit similar atmospheric conditions as downward-going muons3.
3 Because of the curvature of the Earth,
neutrinos in the zenith nge from 90◦
to ∼ 40◦ originate from the Southern
hemisphere.
The a rage neutrino event rate for the total year in this analysis
is 36.9 ± 0.3 events per day. The fit of a constant rate results in a
χ2/nd f of 22.95/12, which means that the assumption of a constant
rate is rejected at the level of 1.9 σ. A fit of a periodic function with a
fixed period of 12 months agrees much better with the measured data
(χ2/nd f = 10.9/10). The phase of the fitted function is in agreement
with the phase of the downward-going muon rate in figure 9.11,
expected.
The study of seasonal variations has recently been extended to a
multi-year data sample by adding neutrino event selections from
other analyses4: The neutrino data sample from the IceCube 40-
4 Anne Schukraft et al. “Seasonal varia-
tions of atm spheric neutrinos”. Talk at
the IceCube Collaboration Meeting, Aachen
(2012). url: https://events.icecube.
wisc . edu / contributionDisplay . py ?
sessionId=44&contribId=41&confId=
45
string diffuse analysis5 adds 12877 events measured from April 2008
5 R. Abbasi et al. “A Search for a Diffuse
Flux of Astrophysical Muon Neutrinos
with the IceCube 40-String Detector”.
Phys. Rev. D 84 (2011), p. 082001. url:
http://arxiv.org/abs/1104.5187
to May 2009 to the study. The sample from the IceCube 79-string
point source search contributes with 54999 upward-going events mea-
sured between June 2010 and May 20116. Collecting data from sev-
6 J. A. Aguilar et al. “Neutrino se rc s
with the IceCube telescope”. Proceedings
of NOW 2012, to appear in Nucl. Phys.
B (Proc. Suppl.) (2012). url: http : / /
arxiv.org/abs/1301.6504
eral years increases the significance of the non-constant rate to ∼ 3σ7.7 Anne Schukraft et al. “Seasonal
variations of atmospheric neutrinos”.
Talk at the Diffuse/Atmospheric confer-
ence call (2013). url: https : / /
docushare . icecube . wisc . edu /
dsweb / Get / Document - 63775 /
SeasonalDiffuseCallFeb6 _ 2013 . pdf;
Kai Jagielski. “Seasonal variations of at-
mospheric neutrinos in IceCube”. Mas-
ter thesis, RWTH Aachen, in preparation
(2013)
The observation of seasonal variations offers new perspectives for
the search on atmospheric neutrinos. It allows a measurement of
the pi n-kaon ratio in the conventional atmospheric neutrino flux
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Figure 9.12: Neutrino event rate as a
function of time in the final data sam-
ple for the zenith band 90◦ < θ <
120◦ since the start of data taking with
the 59-string configuration of IceCube,
which was in May 2009. The dark blue
line shows the fit of a sine function with
a fixed period of 12 months to the ex-
perimental data.
similar as for atmospheric muons8. It also offers the potential to
8 R. Abbasi et al. “The IceCube Neu-
trino Observatory III: Cosmic Rays; Sea-
sonal Variations of High Energy Cosmic
Ray Muons Observed by the IceCube
Observatory as a Probe of Kaon/Pion
Ratio”. Contribution to the 32nd Inter-
national Cosmic Ray Conference, Beijing
(2011), pp. 9–12. url: http://arxiv.
org/abs/1111.2735
increase the sensitivity to prompt atmospheric neutrinos, because
prompt mesons instantaneously decay and are therefore not subject
to seasonal variations. A search for the time-independent component
in the neutrino rate is the signature of a contribution from prompt
atmospheric neutrinos.
The atmospheric neutrino rate only enters the diffuse analysis of this
thesis averaged over the full year. This is fully absorbed by the to-
tal normalization, which is implemented as a nuisance parameter.
Deviations of the energy and zenith angle distribution caused by
seasonal variations are negligible and furthermore averaged over the
year. Therefore, the seasonal variations do not have to be taken into
account as an uncertainty in this analysis.
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9.6 Summary
This chapter discusses the influence of several uncertainties for the
prediction of the atmospheric background neutrinos on the observ-
ables of this analysis. The uncertainties, which show a non-negligible
effect on the distributions of energy and zenith angle are taken into
account during the likelihood fitting (see section 7.3). These uncer-
tainties are summarized in table 9.1.
uncertainty section effect on observables relevant implementation default likelihood
for value constraint
flux normalization 9.1 norm. of energy and conventional continuous 1.0 ±0.3
zenith angle distributions
correlated to optical
effciency, spectral index
change in 9.2 slope of energy dist. conventional continuous 0.0 ±0.1
spectral index minor effect on zenith angle + prompt
correlated to optical
effciency, flux normalization
pion-kaon ratio 9.3 slopes of energy and conventional continuous 1.0 ±0.1
zenith angle distribution
cosmic-ray 9.4 slope of energy dist. conventional discrete Gaisser H3a/
parameterization minor effect on zenith angle + prompt Hörandel
correlated to spectral index
Table 9.1: Summary of uncertainties
in the predictions of atmospheric neu-
trino fluxes and implementation into
this analysis.
10
Sensitivity estimation and data
challenge
Prior to the analysis of experimental data the analysis method de-
scribed in chapter 7 is tested in a data challenge. Here, it is verified
that the method is able to extract a diffuse astrophysical neutrino
signal from a test dataset containing signal and background neutri-
nos and that systemtatic uncertainties are not interpreted as signal
in the fitting process and vice versa. The sensitivity of the analysis
method to a diffuse astrophysical flux is derived in order to estimate
the performance of the approach.
10.1 The sensitivity of this analysis
The sensitivity of the analysis is measured by the expected median
upper limit on a diffuse astrophysical neutrino flux at 90% confi-
dence level in the absence of astrophysical or prompt signal. This
corresponds to the median upper limit from the analysis of N (here:
N = 500 or 1000) random datasets containing a fixed number of
simulated conventional atmospheric neutrinos for the exposure of
the 348 days livetime of the 59-string detector (see section 7.4). Each
of the datasets is analyzed and the upper limit is calculated by the
χ2-method described in section 7.4.2.
The sensitivity has been calculated iteratively for each improvement
that has been developed in this thesis and each contribution to the
total sensitivity is individually documented in table 10.1.
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The statistical uncertainty of the sensitivity estimates derived from
500 random datasets is of the order of 1.5%, which has to be taken
into account as an error on the sensitivity for the following tests.
10.1.1 Improvements over the previous method used in IC40
The baseline for the comparison is the method used in the predeces-
sor analysis of the IceCube 40-string data1. The method used there1 R. Abbasi et al. “A Search for a Dif-
fuse Flux of Astrophysical Muon Neu-
trinos with the IceCube 40-String Detec-
tor”. Phys. Rev. D 84 (2011), p. 082001.
url: http : / / arxiv . org / abs / 1104 .
5187; Sean Grullon. “A Search for a Dif-
fuse Flux of Astrophysical Muon Neu-
trinos With the IceCube Neutrino Ob-
servatory in the 40-String Configura-
tion”. PhD thesis, UW Madison (2010).
url: https : / / docushare . icecube .
wisc.edu/dsweb/Get/Document-57995/
grullon_thesis_2010.pdf
is a Poissonian likelihood fit with 1-dimensional probability density
functions of the reconstructed energy information. For simplicity,
only three free fit parameters are implemented for this sensitivity
estimate, which are the normalizations of the astrophysical, prompt
atmospheric and conventional atmospheric flux. Systematic uncer-
tainties in the form of nuisance parameters are added later. The
baseline approach from IC40, when applied here to IC59, reaches
a sensitivity to a diffuse astrophysical νµ + νµ flux of E2dΦ/dE =
1.42 · 10−8 GeV cm−2 s−1 sr−1.
The two major improvements of this analysis are the inclusion of
the neutrino arrival direction and the use of an improved energy es-
timator. The neutrino arrival direction is taken into account by an
extension of the probability functions to 2-dimensional functions in
energy and zenith angle. This improves the sensitivity by a factor
1.22. The energy estimator chosen in this analysis after a perfor-
mance study of several energy reconstruction methods (see appendix
H) is Truncated Energy2 (see 6.3.5), which is a successor of the pho-2 R. Abbasi et al. “An improved
method for measuring muon energy
using the truncated mean of dE/dx”.
arXiv:1208.3430 (2012). url: http : / /
arxiv.org/abs/1208.3430
torec3 energy estimator used in the IC40 analysis. Truncated Energy
3 David Boersma, Sean Grullon,
and Gary Hill. “Photonics-based
Log-Likelihood Reconstruction in
IceCube”. IceCube Internal Report
icecube/200807001-v3 (2008). url:
http://internal.icecube.wisc.edu/
reports/details.php?type=report&
id=icecube%2F200807001
and photorec both collect the energy losses along the muon track
hypothesis in order to estimate the total muon energy loss dE/dx.
In photorec the calculation of the total energy loss includes all col-
lected energy losses, while in Truncated Energy the highest losses
are excluded. The truncation makes the method more robust against
very stochastic energy losses of the muon event and therefore im-
proves the resolution of the energy reconstruction (see appendix H).
The use of the new Truncated Energy reconstruction lowers the IC59
sensitivity flux by a factor of 1.43 compared to the photorec energy
estimator, which was used previously in the IC40 analysis.
In the next step, continuous systematic uncertainties are added as
nuisance parameters to the likelihood fit. These are the optical ef-
ficiency e (see chapter 8), the cosmic-ray spectral index ∆γ and the
pion-kaon ratio (see chapter 9). The values of these parameters are
mainly determined by the majority of conventional atmospheric neu-
trino events at medium energies. Therefore, their inclusion into the
fit method has only a minor effect on the analysis sensitivity. The
sensitivity worsens by a factor of 1.11.
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Previous analyses used estimates for the atmospheric neutrino back-
ground which were based on cosmic-ray parameterizations which
did not properly take into account the knee in the cosmic-ray en-
ergy spectrum at approximately 300 TeV. Updated calculations of the
conventional and prompt atmospheric neutrino flux presented in sec-
tion 3.3.4 predict the atmospheric neutrino flux at energies relevant
for this analysis for two different parameterizations of the cosmic-
ray energy spectrum. The atmospheric flux predictions based on the
model by Gaisser4 and a modified version of the model by Höran- 4 Thomas K. Gaisser. “Spectrum
of cosmic-ray nucleons and the
atmospheric muon charge ratio”.
arXiv:1111.6675 (2011). url: http :
//arxiv.org/abs/1111.6675
del5 both predict fewer atmospheric background neutrinos at high
5 Jörg R. Hörandel. “On the knee in
the energy spectrum of cosmic rays”.
Astropart.Phys. 19 (2003), pp. 193–220.
url: http://arxiv.org/abs/astro-
ph/0210453
energies than the model by Honda et al.6 without the knee feature.
6 M. Honda et al. “Calculation of at-
mospheric neutrino flux using the in-
teraction model calibrated with atmo-
spheric muon data”. Phys.Rev.D 75
(2007), p. 043006. url: http://arxiv.
org/abs/astro-ph/0611418
This improves the sensitvity of the analysis to an astrophysical flux
by a factor of 1.01 (Gaisser) or 1.10 (Hörandel). The effect is larger
for the model by Hörandel, since it predicts a steeper slope than the
model by Gaisser in the energy spectrum at medium energies.
The uncertainties of the cosmic-ray flux model and the model of
optical ice properties (see section 5.5) are taken into account as dis-
crete nuisance parameters. This means that the minimization is per-
formed for both discrete options of the cosmic-ray model and the ice
model and the better minimum is chosen as the result of the global
fit. For two cosmic-ray flux parameterizations and two ice models,
this means that the fit is performed with all four possible combina-
tions. The addition of these nuisance parameters does not have a
significant effect on the sensitivity to an astrophysical flux and the
sensitivity of the analysis is fairly independent of the cosmic-ray flux
parameterization or ice model.
As explained in section 6.6.3 there is a contribution from astrophys-
ical tau neutrinos expected in this dataset. Adding the simulated ντ
events which pass the event selection to the astrophysical signal ex-
pectation increases the sensitivity to an astrophysical flux since the
number of expected astrophysical neutrinos in the dataset increases
for the same astrophysical flux normalization. This improves the
sensitivity of the analysis by a factor of 1.09.
The last step is the replacement of the Poissonian likelihood function
by the likelihood function taking into account finite simulation statis-
tics (see section 7.2). This improves the sensitivity to an astrophysical
neutrino flux by another factor of 1.17.
In summary, the sensitivity of the analysis has been improved by a
factor two from a flux of E2dΦ/dE = 1.42 · 10−8 GeV cm−2 s−1 sr−1
with the IC40 method applied to the IC59 data to a flux of E2dΦ/dE =
0.69 · 10−8 GeV cm−2 s−1 sr−1 with the new methods explained in this
section. In addition to these methodological improvements, the IC59
data sample consists of roughly twice as many events as its prede-
cessor IC40 analysis due to a larger detector geometry and improved
event selection techniques.
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Analysis settings Sensitivity E2 · dΦ/dE Improvement
[10−8 GeV−1 cm−2 s−1 sr−1] [sensitivity step n/sensitivity step n− 1]
1-dim. energy-only Poissonian LH
photorec energy estimator 1.42
2-dim. energy and zenith Poissonian LH
photorec energy estimator
MPE fit angular reconstruction 1.16 1.22
2-dim. Poissonian LH
Truncated Energy energy estimator 0.81 1.43
2-dim. Poissonian LH
Truncated Energy energy estimator
including optical efficiency systematics 0.83 0.98
2-dim. Poissonian LH
Truncated Energy energy estimator
including opt. eff. and spectral index systematics 0.89 0.93
2-dim. Poissonian LH
Truncated Energy energy estimator
including opt. eff., spectral index systematics
and pion-kaon ratio systematics 0.90 0.99
2-dim. Poissonian LH
Truncated Energy energy estimator
including opt. eff., spectral index systematics
and pion-kaon ratio systematics
with knee estimate (model: Gaisser) 0.89 1.01
2-dim. Poissonian LH
Truncated Energy energy estimator
including opt. eff., spectral index systematics
and pion-kaon ratio systematics
knee estimate (model: mod. Hörandel) 0.82 1.10
2-dim. Poissonian LH
Truncated Energy energy estimator
including opt. eff., spectral index systematics
and pion-kaon ratio systematics
discrete knee 0.89 1.01
2-dim. Poissonian LH
Truncated Energy energy estimator
including opt. eff., spectral index systematics
and pion-kaon ratio systematics
discrete knee and discrete ice 0.88 1.01
2-dim. Poissonian LH
Truncated Energy energy estimator
including opt. eff., spectral index systematics
and pion-kaon ratio systematics
discrete knee and discrete ice
including astrophysical ντ 0.81 1.09
2-dim. finite statistics LH
Truncated Energy energy estimator
including opt. eff., spectral index systematics
and pion-kaon ratio systematics
discrete knee and discrete ice
including astrophysical ντ 0.69 1.17
Table 10.1: Sensitivity of the analysis
method to an astrophysical diffuse neu-
trino flux of νµ+ νµ for the IC59 dataset.
Improvements to the analysis method
are iteratively added and the sensitivity
is compared to the previous step.
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Figure 10.1: Effect of the energy and
zenith angle binning of the pdfs on the
sensitivity of the analysis. The color
shows the relative change in sensitiv-
ity for the given binning compared to
the optimum sensitivity of the analysis.
The plot on the right shows a zoom into
the region of less than 20 bins, which is
the bottom left corner of the left plot.
10.1.2 Choice of the binning of the pdfs
The sensitivity of the binned likelihood analysis depends on the
choice of the binning of the pdfs. Optimal choices of bin sizes are
determined by the available statistics in experimental and simulated
data and the experimental resolution in energy and zenith angle. It is
expected that the sensitivity asymptotically approaches an optimum,
which is consistent with the unbinned approach7. Therefore, it needs 7 K. Nakamura et al. “Review of Particle
Physics”. Journal of Physics G 37 (2010),
p. 075021. url: http://pdg.lbl.gov
to be ensured, that the number of bins is sufficiently large in order to
exploit all information contained in the shapes of the distributions.
Figure 10.1 shows the dependence of the sensitivity on the number
of bins in energy and zenith angle. The left plot shows that the sen-
sitivity is relatively stable for binning choices with more than 10 bins
in energy. At very fine binnings, statistical fluctuations slightly affect
the sensitivity. A zoom into the region between 2 and 20 bins on
the right plot reveals that the asymptotic transition region to an opti-
mum binning is in the region of less than 15 bins in energy. Since the
energy distribution contributes the dominant part to the sensitivity
of the analysis, the choice of energy binning is more important than
the binning in zenith angle. This test shows that a binning with 50
bins in energy and 30 bins in zenith angle is a reasonable choice for
this analysis.
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Figure 10.2: Sensitivities to astrophysi-
cal fluxes for energy ranges constrained
from the low energy side (left) and the
high energy side (right). The red line
marks the total sensitivity of the anal-
ysis approach, the dashed orange line
the sensitivity which is 5% worse. The
green line is the linear fit to the sensi-
tivities, which is used to calculate the
energy range. The vertical blue dotted
lines mark the energies, which are de-
termined as the borders of the sensitive
energy range by the intersection of the
linear fit with the 5% worsened sensi-
tivity.
10.1.3 Sensitive energy range of the analysis
The sensitive energy range of the analysis is given by the energy
range of signal events which dominantly contribute to the analysis
sensitivity. A previous definition of the sensitive energy range is the
energy range that contains all but the highest and lowest 5% of signal
events8. However, this likelihood analysis is taking advantage of the
8 A. Achterberg et al. “Multi-year search
for a diffuse flux of muon neutrinos
with AMANDA-II”. Physical Review D
76 (2007), p. 042008. url: http : / /
arxiv.org/abs/0705.1315
full shapes of signal and background distributions and is not only
counting high-energy events above an optimized energy threshold,
and thus the sensitive energy range is not well defined. Therefore,
the definition is modified and the sensitive energy range is defined
as that range where the sensitivity is not reduced by more than 5% if
astrophysical signal events of this range are excluded9. For this pur-
9 R. Abbasi et al. “A Search for a Diffuse
Flux of Astrophysical Muon Neutrinos
with the IceCube 40-String Detector”.
Phys. Rev. D 84 (2011), p. 082001. url:
http://arxiv.org/abs/1104.5187
pose, astrophysical signal events outside this range are artificially re-
moved from the sample, the probability density functions for signal
are re-determined and the sensitivity estimate is re-calculated until
the range is defined. The pdfs of atmospheric background neutrinos
remain unchanged.
Figure 10.2 shows the resulting sensitivity estimates using modified
probability density functions restricted to the respective true neu-
trino energy ranges of Eν > Emin (left) and Eν < Emax (right). The
energy range is defined by the energies Emin and Emax, where the sen-
sitivity worsens by 5%. This approach is used for the low energy
border and the high energy border separately. The selected energy
range in true neutrino energy is washed out in the reconstructed en-
ergy estimator, which is used to build the pdfs. This leads to bins
with low statistics and therefore calculated sensitivities fluctuate. In
order to resolve this, a linear function is fit to the calculated val-
ues. The interpolation of this function determines the 5% worsened
sensitivity. This approach results in a sensitive energy range for an
E−2 astrophysical energy spectrum from 34.5 TeV to 36.6 PeV. Energy
ranges for other signal hypotheses are given together with the calcu-
lated limits in chapter 12 and 13.
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Figure 10.3: Sensitivities to an astro-
physical flux in comparison with dif-
fuse neutrino flux predictions for νµ +
νµ. The black lines show the ex-
pected atmospheric neutrino flux with
and without a prompt component (both
without the modification of the knee
feature). The IC40 sensitivity is shown
here for comparison although it is in-
correct since its effective area has been
overestimated.
10.1.4 The sensitivity of the analysis compared to astrophys-
ical flux predictions and other analyses
The final estimated sensitivity of this analysis to an E−2 astrophysical
νµ + νµ flux is
E2νdΦ/dEν = 0.69 · 10−8 GeV cm−2 s−1 sr−1
in the energy range between 34.5 TeV and 36.6 PeV . This is illustrated
in figure 10.3 together with various diffuse model predictions and
limits from predecessor analyses. The senstivity corresponds to a
normalization of the flux of
E2νdΦ/dEν = 2 · 0.69 · 10−8 GeV cm−2 s−1 sr−1
for the sum of
(
νµ + νµ + ντ + ντ
)
, which is actually constrained in
this analysis. This number assumes a νe : νµ : ντ ratio of 1 : 1 : 1 at
production.
The sensitivity of this analysis is well below the Waxman-Bahcall
upper bound which is a benchmark for diffuse neutrino searches
(see section 2.4.1). The sensitivity of this analysis yields an expected
median upper limit lower than the sensitivity of the 40-string anal-
ysis, but higher than the limit of the 40-string analysis. However,
as explained in section 6.6.2 the effective area and the sensitivity of
the 40-string analysis had been overestimated10. Thus, the 40-string 10 Kotoyo Hoshina. “NuGen modifica-
tion and systematics study with IC40”.
Talk at the IceCube Collaboration Meet-
ing, Madison (2011). url: https : / /
events . icecube . wisc . edu / indico /
contributionDisplay.py?contribId=
213&sessionId=73&confId=33
limit is artificially too low. This implies that the analysis presented in
this thesis is the first analysis to reach a sensitivity in the flux region
below the Waxman-Bahcall bound for muon neutrinos.
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10.2 Data challenge
With two signal parameters, four continuous and two discrete nui-
sance parameters implemented into the fit, the 2-dimensional likeli-
hood fit is computationally challenging. The ability of the approach
to extract signal and nuisance parameters is therefore studied in a
data challenge. The likelihood fit is applied to random datasets
generated from simulation. Each dataset contains a fixed number
of 20390 neutrino events, which is the predicted number of conven-
tional atmospheric muon neutrino events for this event selection dur-
ing the livetime of the IC59 detector configuration. If signal events
based on mean values of signal parameters are added to the ran-
dom dataset, the number of conventional atmospheric neutrinos in
the dataset is reduced accordingly, in order to keep the total event
number constant. Then, an extraction of the signal and nuisance pa-
rameters from each of the random datasets is performed through the
likelihood fit (see chapter 7). The distribution of these extracted pa-
rameters is then compared to the known settings in order to test the
performance of the analysis method.
In the following, different scenarios of the data challenge are dis-
cussed. For each scenario, 500 statistically independent random data-
sets with identical input parameter settings were generated and ana-
lyzed. Between different scenarios presented in the following, input
signal as well as nuisance parameters are changed and the effect of
this change on the fit results is studied.
Figure 10.4 shows the fit results for a set of random data contain-
ing neither astrophysical nor prompt signal. The zero-fluxes of as-
trophysical and prompt neutrinos are well recovered. The tail of
datasets with a reconstructed signal flux larger than zero is at the
few percent level.
The extraction of the nuisance parameters in all these scenarios is
very precise and well within the standard deviation settings allowed
by the Gaussian constraint on each nuisance parameter. The asym-
metric shape of the distribution of reconstructed changes in spectral
index ∆γ shows an interesting effect: the distribution shows a shoul-
der at a spectral index of approximately −0.05 (positive values of ∆γ
correspond to steeper spectra and negative values to harder spectra
than the baseline cosmic-ray model). The explanation for this shape
is the correlation of the fit parameters ∆γ and the cosmic-ray model.
The model by Hörandel shows a steeper gradient at energies below
the knee than the model by Gaisser. A mis-extraction of the cosmic-
ray model is adjusted by a modification of the change in spectral
index. This happens in about 10% or less of the datasets.
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Figure 10.4: Fit results for 500 ran-
dom datasets without signal neutrinos.
From top left to bottom right: as-
trophysical signal, prompt atmospheric
signal in units of the Enberg et al. pre-
diction modified by a correction in the
cosmic-ray flux assumption for a knee,
conventional atmospheric neutrinos in
units of the Honda et al. model from
2007 (also modified by a knee correc-
tion), optical efficiency of the detector,
change in the spectral index, scaling
factor of the nominal pion-kaon ratio,
CR flux model and model of the optical
ice properties. The orange dashed lines
mark the input settings for the gen-
eration of the random datasets, which
were identical in all 500 datasets.
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Figure 10.5: The color code shows the
correlation coefficient between the six
continuous fit parameters in the like-
lihood minimization for the scenario
of purely conventional atmospheric
datasets without signal. The correlation
coefficients are averaged from 500 sta-
tistically independent random datasets.
They correspond to the fit results pre-
sented in figure 10.4.
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Another interesting observation is that the two models of optical ice
properties look different enough such that there is no mis-identification
in the fit. This means that changes in the optical ice properties are
correctly attributed to the ice model during the fit and not to any
other signal or nuisance parameter.
An important result of the data challenge study is the quantification
of the correlation between fit parameters. This allows an evalua-
tion of the reliability of the results of the likelihood fit. During the
minimization process11, the correlations between the continuous fit11 F. James. “MINUIT - Function Mini-
mization and Error Analysis. Reference
Manual.” CERN Program Library Long
Writeup D506 Version 94.1 (1994-1998).
url: http://wwwasdoc.web.cern.ch/
wwwasdoc/minuit/minmain.html
parameters are automatically estimated and can be presented in a
2-dimensional correlation matrix as shown in figure 10.5. The figure
shows the correlation coefficients δ between fit parameters for the
scenario in figure 10.4 with purely conventional atmospheric datasets
without signal neutrinos. The correlation coefficients are averaged
over 500 random datasets.
A correlation coefficient of zero between two parameters implies,
that the fit results for these parameters are completely independent.
A large positive or negative correlation means, that the fit results de-
pend on one another. A positive correlation corresponds to the case
that an increase in one parameter also yields an increase in the other
parameter, a negative correlation means conversely that an increase
in one parameter yields a decrease in the other parameter. A quanti-
tative interpretation of the correlation δ is that a relative increase of
one parameter by a factor c corresponds to a relative change of δ · c
in the other parameter on average. However, this relation does not
apply for fit parameters reaching their constraining boundary. Con-
strained parameters in this fit are the signal parameters, which are
constrained to be positive.
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The largest observed correlation is exhibited by the optical efficiency
and change in spectral index (δ = 0.74), because both systematic
uncertainties mainly affect the slope of the energy spectrum. In a
similar way, a prompt component affects the energy spectral shape.
Changes in spectral index, optical efficiency and prompt neutrino
contribution all affect the total number of expected events. Hence,
all three parameters are correlated with the normalization of the con-
ventional atmospheric neutrino flux.
The astrophysical signal flux parameter is largely uncorrelated to
the nuisance parameters. This is an important observation, because
a variation of nuisance parameters is unlikely to be mis-interpreted
as an astrophysical flux and vice versa. The largest correlation exists
between the astrophysical and prompt fluxes. The energy spectrum
of prompt atmospheric neutrinos is more similar to the astrophysical
energy spectrum than the tested variations of the conventional atmo-
spheric spectrum. The correlation is still small, at a level of −0.2. A
negative correlation means that more astrophysical neutrinos in the
fit result corresponds to less prompt neutrinos.
10.2.1 The capability to identify an astrophysical signal
In order to study how well an astrophysical diffuse neutrino flux can
be extracted, the following three cases are simulated with random
datasets:
1. A diffuse signal at the level of the Waxman-Bahcall flux in the
absence of a prompt atmospheric neutrino flux component.
2. A diffuse signal at the level of the Waxman-Bahcall flux together
with a prompt atmospheric neutrino flux at the level of two times
the prediction by Enberg et al.
3. A diffuse signal at the level of ten times the Waxman-Bahcall flux
together with a prompt atmospheric neutrino flux at the level of
two times the prediction by Enberg et al.
A flux at the level of two times the Enberg et al. flux is a conserva-
tive estimate, which is even slightly larger than the maximum flux
quoted by Enberg et al. taking into account uncertainties in their cal-
culation. All nuisance parameters are simulated with their baseline
values. Figure 10.6 shows the fit results for the signal parameters,
the correlation matrices and scatter plots illustrating the correlation
between the prompt and astrophysical signal fit result for all three
cases. The fit of the nuisance parameters is stable and results are
very similar to those shown in the previous test in the absence of
any signal in figure 10.4. The correlation coefficients between nui-
sance parameters are unchanged. The fit results for the nuisance
parameters are therefore not explicitly shown for this test.
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Figure 10.6: Fit results for signal pa-
rameters and correlation matrices for
three scenarios. Left: Waxman-Bahcall
(WB) astrophysical flux, no prompt
flux. Middle: WB astrophysical flux,
two times Enberg et al. prompt atmo-
spheric flux. Right: ten times WB as-
trophysical flux, two times Enberg et
al. prompt atmospheric flux. The or-
ange dashed lines mark the input set-
tings for the generation of the 500 ran-
dom datasets. The bottom plots illus-
trate the correlation between the astro-
physical and prompt signal fit result.
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The flux at the Waxman-Bahcall level is close to the sensitivity limit
of this analysis. However, for both scenarios with this flux an as-
trophysical flux is extracted in greater than 80% of the cases. As
expected at this level, the fitted fluxes show a relatively large spread
which increases in the presence of a prompt atmospheric neutrino
flux. The corresponding correlation increases from −0.3 to −0.4. In
reality, theoretical calculations predict a prompt neutrino flux com-
ponent of the order of the Enberg et al. expectation. The comparison
of the astrophysical fit results for the two extreme scenarios sim-
ulated here shows, that an astrophysical signal at the level of the
Waxman-Bahcall flux can be extracted independent of the large un-
certainty on prompt neutrino flux models.
A flux at the level of ten times the Waxman-Bahcall flux can clearly be
separated from the non-signal hypothesis. This case has to be consid-
ered just as a test of the likelihood algorithm, since an astrophysical
flux at this level would be in contradiction to non-observations from
predecessor analyses.
The fitted prompt fluxes slightly increase in the presence of an as-
trophysical flux. This is observed when comparing the distribution
of fitted fluxes from the scenario with a Waxman-Bahcall astrophys-
ical flux in absence of prompt (figure 10.6, left column) to the sce-
nario in the absence of any signal (figure 10.4), or alternatively com-
paring the distribution of fitted prompt fluxes for an astrophysical
flux at the level of the Waxman-Bahcall flux to that of ten times the
Waxman-Bahcall flux, both shown in figure 10.6. This is also visi-
ble by the increase of the corresponding correlation coefficient (−0.2
for the scenario without any signal and −0.3 for the scenario with
a Waxman-Bahcall astrophysical flux but without a prompt neutrino
signal). The reason is that some of the astrophysical component gets
mis-interpreted as a prompt neutrino component. However, the ef-
fect is small.
Figure 10.7 shows one example realization of the 500 random datasets
for each of the scenarios in figure 10.6. It compares the energy dis-
tribution of the 20390 events in the dataset to the expected distribu-
tion of conventional atmospheric neutrinos. All simualted datasets
contain astrophysical events, expected to show up as a high-energy
excess. These examples illustrate that an astrophysical signal at the
level of the Waxman-Bahcall flux can be hardly distinguished from
conventional atmospheric neutrinos. However, a flux at the level of
10 times the Waxman-Bahcall prediction could be identified.
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Figure 10.7: Energy spectrum for one
random dataset out of the 500 re-
alisations of the following scenarios:
Top: Waxman-Bahcall (WB) astrophys-
ical flux, no prompt flux. Best fit as-
trophysical 0.42 [WB], best fit prompt
0 [Enberg et al. + H3a knee]. Mid-
dle: WB astrophyscical flux, two times
the Enberg et al. prompt atmospheric
flux. Best fit astrophysical 0 [WB], best
fit prompt 2.82 [Enberg et al. + H3a
knee]. Bottom: ten times WB astro-
physical flux, two times the Enberg et
al. prompt atmospheric flux. Best fit as-
trophysical 8.1 [WB], best fit prompt 0.4
[Enberg et al. + H3a knee].
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Figure 10.8: Fit results for a sce-
nario with a Waxman-Bahcall astro-
physical flux, a prompt atmospheric
flux at the level of two times Enberg et
al. and and increased conventional at-
mospheric neutrino rate by 20%. The
orange dashed lines mark the input set-
tings for the generation of the random
datasets.
10.2.2 The robustness and correlation of nuisance parameters
with themselves and with signal
As observed in the study above, the inclusion of nuisance parameters
into the likelihood fit is adding correlations between the nuisance
parameters and signal fit parameters as well as among the nuisance
parameters themselves. It is an interesting question how well these
nuisance parameters can be extracted from the data despite these
correlations. Furthermore, it is interesting to understand how the
method will perform if the real nuisance parameters are different to
the values assumed in the likelihood formulation. Additionally, it
has to be tested if the signal fit result is affected in such a scenario.
In order to test these questions, scenarios with nuisance parameters
different from their baseline values but within their uncertainty in
the generation of random datasets are created. These datasets are
then analyzed with the likelihood method. Gaussian penalty factors
increase the likelihood if nuisance parameters are fitted to values
differing from their baseline. By a comparison of the extracted nui-
sance parameters from the random datasets of different scenarios to
the input settings it is tested, if the correct extraction of nuisance pa-
rameters is still possible despite this constraint. Further, the signal
fit results for these datasets are compared to the input signal settings
in order to study their correlation to the nuisance parameters and to
check that they are not affected by wrong nuisance parameters.
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Figure 10.9: Fit results for a scenario
with a Waxman-Bahcall astrophysical
flux, a prompt atmospheric flux at the
level of two times Enberg et al. and an
increased optical efficiency by 10%. The
orange dashed lines mark the input set-
tings for the generation of the random
datasets.
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As a first step, the flux normalization of the conventional atmo-
spheric neutrinos is increased by 20% compared to the baseline flux
predicted by the model from Honda et al. The results are summa-
rized in figure 10.8. It is observed that this systematic deviation
is relatively well extracted from the random datasets. The ability
to extract astrophysical and prompt atmospheric neutrino signals is
unchanged.
The results for a scenario with an increase of the optical efficiency of
the detector are shown in figure 10.9. An increase by 10% is well re-
constructed, despite the likelihood function nuisance setting remain-
ing at the original value. An increased optical efficiency would yield
more neutrino events in the final data sample. Hence, the optical
efficiency is correlated with the overall normalization of the conven-
tional atmospheric flux (δ = −0.6). However, as the total number
of neutrino events was kept constant in this study, the normaliza-
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Figure 10.10: Fit results for a scenario
with a Waxman-Bahcall astrophysical
flux, a prompt atmospheric flux at the
level of two times Enberg et al. and a
steeper cosmic-ray spectrum by ∆γ =
0.03. The orange dashed lines mark the
input settings for the generation of the
random datasets.
tion of the conventional flux is scaled down in order to match the
expected rate for the reconstructed optical efficiency. The correlation
between the optical efficiency and the spectral index is represented
by the small shift of the distribution of ∆γ to harder spectra (δ = 0.7).
Again, the extraction of astrophysical and prompt atmospheric neu-
trinos is not significantly affected.
In the next scenario, the spectral index is changed to a steeper spec-
trum with ∆γ = +0.03 (corresponding to a γ of 2.73). The outcome
of this test is shown in figure 10.10. The extraction of the changed
spectral index is more difficult due to the correlation with the cosmic-
ray model. This correlation is particularly strong in the case of a
steeper spectral index in combination with the Gaisser cosmic-ray pa-
rameterization: a steeper spectrum in addition to the Gaisser model
shows similarities to the Hörandel parameterization of cosmic rays.
While the astrophysical fit result is still unaffected by this systematic
uncertainty, the spread of fitted prompt atmospheric neutrino fluxes
increases due to the correlation between a prompt flux and the spec-
tral index (δ = 0.4).
A very similar behavior is observed when the cosmic-ray model is
changed. This is presented in figure 10.11. Here, the cosmic-ray
model for the random datasets has been the model by Hörandel.
This is correctly extracted in more than 80% of the cases. The mis-
identification cases correspond to the shoulder of larger values in
the distribution of ∆γ and correspondingly fitted steeper spectra.
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Figure 10.11: Fit results for a scenario
with a Waxman-Bahcall astrophysical
flux, a prompt atmospheric flux at the
level of two times Enberg et al. and
the cosmic-ray flux model by Hörandel.
The orange dashed lines mark the input
settings for the generation of the ran-
dom datasets.
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Therefore, the asymmetric distribution of the fit results for ∆γ is the
mirrored distribution of the cases shown before.
Figure 10.12 shows the results for the test to extract the scaling factor
of the pion-kaon ratio. In this scenario, a scaling factor of R = 0.95
has been chosen for the generation of the random datasets. This
corresponds to a 5% smaller contribution from kaons to the conven-
tional neutrino flux than in the baseline prediction by Honda et al.
This can be extracted relatively well. It is also observed that the
fitted prompt atmospheric neutrino flux is affected by this uncer-
tainty: the fitted prompt fluxes become smaller. The correlation be-
tween prompt atmospheric neutrinos and the pion-kaon ratio arises
from the zenith angle dependency: a smaller kaon contribution to
the conventional flux increases the flux from horizontal directions
(see chapter 3). However, the larger the deviation from an isotropic
zenith angle distribution the less likely it is to confuse conventional
atmospheric neutrinos with prompt atmospheric neutrinos and vice
versa.
As a last test events from simulations with different optical ice prop-
erties have been used for random datasets. The optical properties for
scattering and absorption length have been taken from the WHAM!
ice model. As shown in figure 10.13 the correct ice model is extracted
well. The overall ice properties of the WHAM! model suggest that
the ice is a little bit less clear than in the SPICE Mie model (see
section 5.5). Therefore, a smaller conventional neutrino rate is ex-
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Figure 10.12: Fit results for a scenario
with a Waxman-Bahcall astrophysical
flux, a prompt atmospheric flux at the
level of two times Enberg et al. and the
a pion-kaon ratio scaling factor of 0.95
(corresponding to 5% less kaons than
in the baseline model by Honda et al.).
The orange dashed lines mark the input
settings for the generation of the ran-
dom datasets.
pected with the WHAM! ice model. As the total number of events
per dataset is fixed, the fit correspondingly results in a smaller con-
ventional flux normalization. An interesting observation is that the
correlation matrix shows smaller correlations between the prompt at-
mospheric neutrino flux, the conventional atmospheric neutrino flux,
the spectral index and the pion-kaon ratio than all previous studies
based on the SPICE Mie ice model.
The conclusion from this study is, that nuisance parameters can in
general be extracted well from the datasets and are not mistaken as
signal. Large correlations between several of the nuisance parame-
ters are observed, and therefore, the interpretation of the nuisance
parameter fit result has to be handled with care. The most impor-
tant observation is that the astrophysical signal fit results are only
marginally affected by these systematic uncertainties. The goal of
the approach to absorb systematic uncertainties by the nuisance pa-
rameters during the fitting process is thus found well confirmed.
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Figure 10.13: Fit results for a scenario
with a Waxman-Bahcall astrophysical
flux, a prompt atmospheric flux at the
level of two times Enberg et al. and the
optical properties of the WHAM! ice
model. The orange dashed lines mark
the input settings for the generation of
the random datasets.
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Figure 10.14: Fit results for a scenario
with no astrophysical neutrinos and a
prompt atmospheric flux according to
two times Enberg et al. The orange
dashed lines mark the input settings for
the generation of the random datasets.
10.2.3 The challenge of recovering a prompt flux
As already observed in figure 10.6 the fit results for prompt atmo-
spheric neutrinos exhibit a large spread and it seems difficult to ex-
tract correct prompt atmospheric fluxes from the dataset. A reason
for this is, that the prompt atmospheric neutrino flux is following
an energy spectrum with a spectral index between the conventional
and the astrophysical spectrum and therefore shows non-zero corre-
lations to most of the free fit parameters. This correlation is further
studied in this subsection by the simulation of several dedicated sce-
narios.
Figure 10.14 shows the fit results for a scenario with no astrophys-
ical signal injected but with a prompt atmospheric flux at the level
of two times the Enberg et al. prediction. In 60% of the cases no
prompt signal is identified, and the spread quantified by the RMS
is 1.1. Although there is no astrophysical signal contained in the
datasets there is a small tail in the signal fit distribution with non-
zero astrophysical fluxes for about 15% of the random datasets. This
illustrates the correlation between astrophysical and prompt fluxes
(δ = −0.2), also visible in the scatter plot in figure 10.14.
In a next step it is assumed that there are no astrophysical neutrinos
present and the corresponding flux parameter is fixed at zero (figure
10.15). The injected prompt neutrino flux remains at the level of
two times the Enberg et al. prediction. This decreases the number
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Figure 10.15: Fit results for a scenario
with no astrophysical neutrinos and a
prompt atmospheric flux according to
two times Enberg et al. with astro-
physical signal fixed at zero during the
fit. The orange dashed lines mark the
input settings for the generation of the
random datasets.
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of datasets with a zero-result for the prompt atmospheric flux to
about 55%. The spread in the fit result distribution for prompt fluxes
becomes slightly larger (RMS = 1.2). This shows, that even in the
absence of an astrophysical flux, the sensitivity of the experiment for
the detection of a prompt atmospheric neutrino flux is not sufficient
for a clear detection of a prompt neutrino flux component at the level
of expectations.
A remaining option for an improvement of the sensitivity to prompt
atmospheric neutrinos of this analysis is to improve the knowledge
of the nuisance parameters. This is studied by assuming that sys-
tematic uncertainties are perfectly known and their parameters are
fixed to their baseline values during the fitting process. Therefore,
the number of free nuisance parameters is subsequently reduced in
the following scenarios by fixing an additional nuisance parameter
to its baseline value.
1. A large correlation has been observed between the prompt neu-
trino flux and the spectral index in figure 10.15. This is connected
to the prompt atmospheric energy spectrum being harder than
the conventional atmospheric energy spectrum, which creates a
correlation. Figure 10.16 shows the fit results for a scenario with
the change in spectral index fixed to zero (in addition to the zero-
assumption of an astrophysical flux). This slightly enlarges the
spread of the prompt flux fit results (RMS = 1.3) and a prompt
flux can be extracted in 60% of the cases. Another interesting ob-
servation is that due to the correlation of the spectral index with
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the cosmic-ray spectrum, the number of mis-identifications of the
cosmic-ray flux model decreases with a fixed spectral index.
2. Additionally, the optical efficiency, which is the parameter with
the second largest correlation to the prompt neutrino flux, has
been fixed to its baseline value of 1.0 in figure 10.17. This slightly
decreases the spread of prompt fit results (RMS = 1.2) and the
number of non-zero fluxes remains similar to the previous case.
3. In the scenario shown in figure 10.18 the cosmic-ray model has
additionally been fixed to the H3a model by Gaisser (see section
3.3.4). This further decreases the spread of prompt atmospheric
fit results (RMS = 1.1), while the number of cases with a zero fit
result for the prompt flux remains unchanged. It also decreases
the correlation between the conventional flux normalization and
the pion-kaon ratio scaling factor.
4. The scaling of the pion-kaon has also been fixed to its baseline
value of 1.0 (figure 10.19). The number of zero-extractions of a
prompt atmospheric neutrino flux is still at about 30%. A correla-
tion between the prompt atmospheric flux normalization and the
conventional atmospheric flux normalization remains. The total
fraction of prompt atmospheric neutrinos in this data sample is
expected at the level of less than 1% of the conventional atmo-
spheric neutrinos. A knowledge of the conventional atmospheric
neutrino rate to this precision would be very ambitious given the
current uncertainties.
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Figure 10.16: Fit results for a scenario
with no astrophysical neutrinos and a
prompt atmospheric flux according to
two times Enberg et al. with astrophys-
ical signal and change in spectral index
fixed at zero during the fit. The orange
dashed lines mark the input settings for
the generation of the random datasets.
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Figure 10.17: Fit results for a scenario
with no astrophysical neutrinos and a
prompt atmospheric flux according to
two times Enberg et al. with astrophys-
ical signal fixed at zero, and spectral in-
dex and optical efficiency fixed at their
baseline values during the fit. The or-
ange dashed lines mark the input set-
tings for the generation of the random
datasets.
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Figure 10.18: Fit results for a scenario
with no astrophysical neutrinos and a
prompt atmospheric flux according to
two times Enberg et al. with astrophys-
ical signal fixed at zero, and spectral in-
dex, optical efficiency and cosmic-ray
model at their baseline values during
the fit. The orange dashed lines mark
the input settings for the generation of
the random datasets.
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Figure 10.19: Fit results for a scenario
with no astrophysical neutrinos and a
prompt atmospheric flux according to
two times Enberg et al. with astro-
physical signal fixed at zero, and spec-
tral index, optical efficiency, cosmic-ray
model and pion-kaon ratio fixed at their
baseline values during the fit. The or-
ange dashed lines mark the input set-
tings for the generation of the random
datasets.
The conclusion of this data challenge is that even in the absence of
an astrophysical neutrino flux and with a very precise knowledge of
nuisance parameters, the sensitivity of this analysis barely reaches
the level of the current baseline predictions for prompt atmospheric
neutrino fluxes. Several improvements to the approach are possible
in the future, which would increase the sensitivity to prompt atmo-
spheric fluxes: one possibility is the exploration of higher energy
events as the ratio of prompt neutrinos to conventional neutrinos
increases with energy. This is achievable with the completed and
larger IceCube detector. Another possibility is the study of cascade-
like events, produced by all three neutrino flavors. This also increases
the ratio of prompt neutrinos to conventional neutrinos since in par-
ticular electron neutrinos are produced at roughly the same rate as
muon neutrinos for prompt neutrinos, but substantially less conven-
tional atmospheric background will be present.
Figure 10.20 shows, that a larger prompt atmospheric neutrino flux,
e.g. here a factor of ten above the Enberg et al. baseline prediction is
in reach of this analysis, including all nuisance and signal parameters
in the fit. Such a flux is outside the uncertainty range of current
predictions, but it shows that the collection of a larger statistical data
sample could allow a detection of prompt atmospheric neutrinos.
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Figure 10.20: Fit results for a scenario
with no astrophysical neutrinos and a
prompt atmospheric flux according to
five times Enberg et al. The orange
dashed lines mark the input settings for
the generation of the random datasets.
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11
Results of the likelihood fit
applied to the IC59 data
After the likelihood method has been introduced in chapter 7, the
treatment of systematic uncertainties has been explained in chapters
8 and 9, and tested in chapter 10, this chapter presents the results of
the likelihood fit of the experimental data taken with IceCube.
11.1 Energy and zenith angle distribution of the full ex-
perimental data sample
The number of neutrino event candidates found in the final IC59
sample of the May 2009 to May 2010 data stream is 21943. Figure
11.1 shows the 2-dimensional distribution of reconstructed energy
and zenith angle for these events. This is the distribution which is
analyzed by the likelihood method described in chapter 7 using the
probability density functions in figure 7.2.
The projections of these 2-dimensional distributions to the 1-dimen-
sional distributions of reconstructed energy and zenith angle are
shown in figure 11.2. The experimental data are compared to the
baseline expectation of conventional atmospheric neutrinos from the
calculations by Honda et al., which predict 20390 events in the sam-
ple. Both distributions show that the simulation and the experimen-
tal data match roughly but do not agree perfectly. This will further
be investigated in the context of the likelihood fit of the signal and
nuisance parameters in the following section.
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Figure 11.1: Reconstructed 2-dimensio-
nal distribution of energy and zenith
angle for the 21943 neutrino event can-
didates in the final sample. The axis
scales and binning correspond to the
settings, which are used in the fit.
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Figure 11.2 shows that several high-energy events are being observed
in the experimental data sample. Event views of the highest energy
events are shown in figures 11.3 and 11.4. The event views also give
the reconstructed zenith angle by the MPE fit and reconstructed neu-
trino energy estimates by the Truncated Energy AllDOMS method
and the muEx reconstruction. Note, that the reconstructed energies
do not correspond directly to the true energy scale. The Truncated
Energy method in general overestimates the neutrino primary en-
ergy, while the muEx algorithm gives an estimate of the muon en-
ergy and thus underestimates the neutrino energy. Correlation plots,
which allow a calibration estimate of the different energy estimators
are given in appendix H (figures H.2 and H.3).
11.2 Likelihood analysis result
The fit results for signal and nuisance parameters are listed in table
11.1 and illustrated in figure 11.5 and 11.7.
The result for the astrophysical neutrino contribution is a νµ + νµ
flux of
E2νdΦ/dEν = 0.24 · 10−8 GeV cm−2 s−1 sr−1.
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Figure 11.2: Reconstructed energy by
Truncated Energy AllDOMS (left) and
zenith angle by MPE fit (right) for the
21943 neutrino event candidates in the
final IC59 sample. The experimental
data are compared to the expected dis-
tributions of conventional atmospheric
neutrinos according to the Honda et
al. baseline model (2007).
This is a flux at the level of 25% of the Waxman-Bahcall flux. The
non-zero flux result is caused by the hardening of the tail of the
reconstructed energy distribution, which is further studied in section
11.5. The significance of this result is determined in section 11.3.
Despite the observed excess of events at very high energies, the fit
result for prompt atmospheric neutrinos is zero with an expected
large error. It was already discussed in section 10.2.3, that the de-
tection of a prompt atmospheric neutrino flux is very challenging
with this analysis. The reason why the measured high-energy ex-
cess is interpreted by the likelihood algorithm as an astrophysical
neutrino flux and not as a prompt neutrino flux is the shape of the 2-
dimensional energy and zenith angle distribution, which resembles
more an astrophysical flux component than a prompt atmospheric
flux component. This is further investigated in section 11.5.
The results of the nuisance parameters help to interpret the reliability
of the result. The model of optical ice properties, which describes the
experimental model best, is the SPICE Mie ice model. This is also the
model which showed best agreement between experimental data and
simulation for atmospheric muon data (see section 5.5). The cosmic-
ray flux model with the best agreement between experimental data
and simulation is the H3a model by Gaisser. It has a harder spec-
trum at energies below the knee (see section 3.3.4). This is enhanced
by the fit of a negative change in spectral index of ∆γ = −0.04. It fur-
ther hardens the spectrum of atmospheric neutrinos and removes the
observed disagreement between simulation and experimental data in
the energy slope, which has been discussed in chapter 6, 8 and 9. The
optical efficiency, which also influences the shape of the energy dis-
tribution, has been determined to be very close to its baseline value
of 1.0. The pion-kaon ratio scaling factor R, which mostly influences
the zenith angle distribution was fitted to a value of 1.13, which cor-
responds to a 13% increase in the kaon distribution and a slightly
more isotropic angular distribution. This counteracts the fit result of
164 search for a diffuse neutrino flux with icecube
Apollon
   
E
trunc, AllDOMS
 = 4408 TeV, E
muEx
 = 13.6 TeV, θ
MPE
 = 91.2°
Boreas
   
E
trunc, AllDOMS
 = 2253 TeV, E
muEx
 = 11.5 TeV, θ
MPE
 = 101.1°
Charon
   
E
trunc, AllDOMS
 = 1260 TeV, E
muEx
 = 6.6 TeV, θ
MPE
 = 113.8°
Dionysos
   
E
trunc, AllDOMS
 = 877 TeV, E
muEx
 = 3.2 TeV, θ
MPE
 = 104.5°
Eros
   
E
trunc, AllDOMS
 = 755 TeV, E
muEx
 = 2.9 TeV, θ
MPE
 = 94.2°
Geraistos
   
E
trunc, AllDOMS
 = 755 TeV, E
muEx
 = 3.2 TeV, θ
MPE
 = 95.2°
Figure 11.3: Event views of the highest-
energy events in the experimental data
sample. The colored spheres mark hit
DOMs. Red colors indicate early hits,
blue colors indicate late hits. The radius
of the DOM scales with the measured
charge.
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Figure 11.4: Event views of the highest-
energy events in the experimental data
sample. The colored spheres mark hit
DOMs. Red colors indicate early hits,
blue colors indicate late hits. The radius
of the DOM scales with the measured
charge.
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Table 11.1: Fit results for the fit param-
eters from the likelihood analysis. For
the calculation of FC errors on the sig-
nal flux see section 11.3. Other errors
are estimated by a χ2-approximation.
fit parameter likelihood constraint fit value
Astrophys. flux [10−8 GeV cm−2 s−1 sr−1] ≥ 0 0.24+ 0.70− 0.20
Prompt flux Np [Enberg et al. (mod.)] ≥ 0 0+ 2.47
Conventional flux Nc [Honda et al.] ±0.3 1.07± 0.02
Optical efficiency e ±0.15 1.00± 0.01
Change in spectral index ∆γ ±0.1 −0.04± 0.02
Pion-kaon ratio scaling factor R ±0.1 1.13± 0.10
Model of optical ice properties SPICE Mie/WHAM! SPICE Mie
Cosmic-ray flux model Gaisser/Hörandel Gaisser
the spectral index, which increase the fraction of neutrinos coming
from horizontal directions.
The pion-kaon ratio scaling factor is the only nuisance parameter,
which is slightly outside of the 1-sigma range with a deviation of
1.3 σ from its baseline value. All other nuisance parameters are well
within their constraint. From figures 11.5 and 11.7, which show the
reconstructed energy and zenith angle distributions, it becomes clear,
that the fit of the nuisance parameters improves the agreement be-
tween experimental data and simulation.
As discussed in chapter 10, the correlation between fit parameters is
important for their interpretation. Figure 11.6 shows the correlation
coefficients obtained during the fitting procedure. These have to be
compared to the studies with random data samples, used in the data
challenge in chapter 10. The largest correlation of the astrophysical
neutrino flux to any of the other fit parameters is found for the spec-
tral index (δ = 0.17). In the data challenge, the largest correlation of
the astrophysical flux was found with the prompt neutrino compo-
nent (−0.4 < δ < −0.2). This correlation is close to zero here. This
is another indication that the non-zero fit for an astrophysical flux is
not caused by a degeneracy between the astrophysical and prompt fit
parameters. Significant correlations among nuisance parameters are
Figure 11.5: Reconstructed energy
distribution of experimental data in
comparison to the conventional atmo-
spheric neutrino expectation by Honda
et al. (green thick line) and the con-
ventional atmospheric neutrino expec-
tation modified by the nuisance pa-
rameters from table 11.1 (blue dashed).
The red curve shows the distribution of
astrophysical neutrinos at the level of
the best fit flux of E2νdΦ/dEν = 0.24 ·
10−8 GeV cm−2 s−1 sr−1. The right plot
shows the ratio between data and simu-
lation for the Honda et al. expectation,
the conventional expectation with best
fit nuisance parameters and the sum
of three neutrino flux components from
the best fit as a function of the recon-
structed energy.
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Figure 11.6: Correlation coefficients be-
tween fit variables in the fit of the ex-
perimental data.
observed between the optical efficiency and the change in spectral
index (δ = 0.77), the conventional neutrino flux normalization, and
the optical efficiency (δ = −0.39), the conventional neutrino flux nor-
malization and the change in spectral index (δ = −0.20), and the op-
tical efficiency and the pion to kaon ratio scaling factor (δ = −0.17).
These parameters had already shown large correlations in the data
challenge.
Figure 11.7: Reconstructed zenith an-
gle distribution of experimental data in
comparison to the conventional atmo-
spheric neutrino expectation by Honda
et al. (green thick) and the conventional
atmospheric neutrino expectation mod-
ified by the nuisance parameters from
table 11.1 (blue dashed). The right plot
shows the ratio between data and simu-
lation for the Honda et al. expectation,
the conventional expectation with best
fit nuisance parameters and the sum
of three neutrino flux components from
the best fit as a function of the recon-
structed zenith angle.
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Figure 11.8: Scatter plot of astrophys-
ical versus prompt flux fit results from
1000 simulated data samples fitted with
an unconstrained likelihood fit allow-
ing negative signal fluxes.
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11.3 Significance of the result and confidence interval
construction
The significance of the deviation of the experimental data from the
zero-signal hypothesis is calculated as explained in section 7.4 by a
likelihood ratio test. The zero-signal hypothesis assumes that neither
astrophysical (following an unbroken E−2 power law) nor prompt
neutrinos (following the Enberg et al. prediction modified with the
Gaisser H3a cosmic-ray model) are present. The likelihood ratio ob-
tained from experimental data is Rexp = 0.468. Assuming that the test
statistic distribution of likelihood ratios R from fitting simulation ex-
periments is χ2-distributed (Wilks’ theorem, see section 7.4) the ex-
perimental result is not significant. However, for signal parameters
close to the constraint introduced in the fit, the distribution of R can
no longer be approximated by a χ2-distribution. The distribution of
the test statistic R has to be sampled from simulation experiments
for each point in the signal parameter space in order to obtain the
significance. This is discussed in more detail in the following of this
section.
The constraint of positive signal fluxes has been introduced, because
negative astrophysical and prompt neutrino fluxes are unphysical.
In order to illustrate the effect of this constraint, an ensemble of 1000
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Figure 11.9: Likelihood ratio distribu-
tions for an unconstrained Poissonian
likelihood fit, a Poissonian likelihood
fit with signal parameters constrained
to be positive, and a constrained like-
lihood fit for finite simulation statis-
tics for an ensemble of ∼ 1000 (∼
3000 for the finite statistics fit) data
samples containing neither astrophysi-
cal nor prompt neutrinos.
random datasets without any astrophysical or prompt neutrinos has
been fitted with an unconstrained Poissonian likelihood fit allowing
negative signal fluxes (see section 7.2). The fit results for astrophysi-
cal and prompt atmospheric neutrinos are shown in figure 11.8. The
2-dimensional distribution is not symmetrical. The astrophysical and
prompt fit results are correlated. The highly complex influence and
correlation of signal and nuisance parameters causes this asymmet-
rical spread. About 90% of data samples are fitted with at least one
negative signal flux.
Figure 11.9 shows the distribution of likelihood ratios R from the
unconstrained ensemble test described in the paragraph above. Since
there are no boundary conditions in the fit, Wilks’ theorem applies
and the distribution of R is roughly described by a χ2-distribution
with two degrees of freedom.
If the Poissonian likelihood fit is constrained, data samples with neg-
ative fit results from figure 11.8 are pushed to astrophysical and
prompt fluxes equal or larger zero. In this case, the best fit likeli-
hood L is identical to the likelihood L0 from a fit with both signal
parameters fixed at 0, and the likelihood ratio R = −2 · ln (L0/L)
is 0. This causes a large peak at R = 0 in the likelihood ratio dis-
tribution (see figure 11.9). The likelihood taking into account finite
simulation statistics (see section 7.2) performs better than the Pois-
sonian likelihood in extracting the true parameters from the data
sample (see section 10.1.1). This further enhances the peak at R = 0
in figure 11.9.
In order to estimate the significance of the zero-signal hypothesis, the
experimental likelihood ratio is compared to the likelihood ratio dis-
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Figure 11.10: Significance estimation of
the deviation of the experimental data
from the zero-signal hypothesis. The
measured value of the likelihood ratio
Rexp (red vertical line) is compared to
the distribution of the likelihood ratio R
of 10000 random data samples contain-
ing no signal. The integral over the tail
of the distribution with values R > Rexp
gives the p-value of 0.032.
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tribution from random experiments containing neither astrophysical
nor prompt neutrinos (see figure 11.10). Experimental and simulated
datasets are fitted with the no-signal hypothesis, which is the physics
parameter point (0, 0). The p-value from the integration of the tail of
the distribution with values R > Rexp is 0.032, which corresponds to a
1-sided significance of 1.8 σ. At this level, the observed high-energy
excess could be a statistical fluctuation or it might be the first hint of
an astrophysical neutrino signal.
The confidence interval on the astrophysical signal flux is deter-
mined from a significance scan through the signal parameter space.
The procedure is identical to the test of the zero-signal hypothesis
(see figure 11.10). Figure 11.11 shows the significance of different
points along the astrophysical signal parameter space. The plot il-
lustrates the asymmetrical error interval caused by the constraint to
positive signal fluxes. The 1σ error interval around the best fit astro-
physical flux is
∼ 0.04 ≤ E2νdΦ/dEν ≤ 0.94 [10−8 GeV cm−2 s−1 sr−1] (68%CL).
The 90%CL range is
∼ 0.03 ≤ E2νdΦ/dEν ≤ 1.44 [10−8 GeV cm−2 s−1 sr−1] (90%CL).
The result of this analysis is a non-zero best fit astrophysical flux
with a p-value of 0.03. This is not significant enough for a discov-
ery1, but it sets an upper flux limit at 97% confidence level and two-1 The convention in particle and as-
troparticle physics is to claim evidence
for a significance of at least 3σ and a
discovery for at least 5σ.
sided intervals at all lower confidence levels. This limit is further
discussed, and compared to different astrophysical flux models and
other experiments in chapter 12.
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Figure 11.11: Exclusion confidence lev-
els as a function of the astrophysical
signal flux obtained from this analysis.
Fluctuations are caused by limited sim-
ulation statistics (1000 datasets are used
for each p-value calculation).
11.4 Goodness of fit
After the determination of the best fit result, an important test is to
quantify the agreement between the experimental data and the best
fit expectation obtained from simulation in order to estimate a good-
ness of fit. A test of the goodness of fit is the saturated Poissonian
test2. Here, the test statistic for the goodness of fit test is the ratio 2 Steve Baker and Robert D. Cousins.
“Clarification of the use of CHI-square
and likelihood functions in fits to his-
tograms”. Nuclear Instruments and Meth-
ods in Physics Research 221.2 (1984),
pp. 437 –442. url: http : / / www .
sciencedirect.com/science/article/
pii/0167508784900164; Beringer et al.
“The Review of Particle Physics”. Phys-
ical Review D 86 (2012), p. 010001. url:
http://pdg.lbl.gov
of the likelihood obtained from the best fit hypothesis µˆ describing
the experimental data n and the hypothesis that every bin can float
freely to match the data. The likelihood formulation is based on the
assumption of Poissonian errors per bin (see section 7.2). Therefore,
the test statistic r is given by
r = −2 ln
(L (n|µˆ)
L (n|n)
)
= −2 ·∑
i,j
((
nij ln
(
µˆij
)− µˆij)− (nij ln (nij)− nij)
(11.1)
for µˆij > 0. Bins with an expectation of zero are not taken into
account. For bins with an experimental data count of nij = 0, the
equation simplifies to r = 2 · ∑i,j µˆij. Large values of r indicate a
worse agreement between the data and the expectation, small values
correspond to a better agreement.
The value rexp obtained for the experimental data is compared to a
distribution of r from an ensemble of random datasets with signal
and nuisance parameters set to best fit values. The p-value for the
agreement between experimental data and the simulated expectation
is given by the fraction of ensembles with rensemble > rexp.
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Figure 11.12: Results of the saturated
Poissonian goodness of fit tests for dif-
ferent statistical splittings of the total
available simulation sample. The verti-
cal lines indicate the experimental val-
ues rexp and have to be compared to
the ensemble distribution in the corre-
sponding color.
This test assumes that the experimental data is a Poissonian realiza-
tion of a true pdf of infinite statistics, which is not known. Instead,
simulation data with finite statistics is used as an estimate for this
pdf. The value of rexp, depends on the amount of statistics used in
the pdfs as illustrated in figure 11.12: It shows rexp for different sub-
samples of the total available simulation used for the pdfs. The split-
ting of the total simulation sample into sub-samples is according to
the following naming:
• Sample 1/2: 1 and 2 each contain 50% of the total simulated
events.
• Sample a/b: a contains 25% of the total simulated events, b con-
tains the other 75% of events.
• Sample A/B: A contains 10% of the total simulated events, B con-
tains another 10%. The other 80% of the simulation data is not
used.
The value of rexp increases for smaller statistical samples. It can be
assumed on the basis of figure 11.12 that the behavior is non-linear
and that the value of rexp will asymptotically approach a certain value
r∗exp if infinite statistics would be available for the pdfs. The value r∗exp
would be slightly left of rexp,b.
An important observation is made for the distribution of rensemble in
case of finite available simulation statistics: If the ensembles are gen-
erated from the statistically identical simulation sample, which is
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also used for the generation of pdfs for the goodness of fit test, sta-
tistical artefacts in the pdf are exactly reproduced by the generated
ensembles and the values of rensemble are underestimated. The impact
of this effect depends on the ratio between equivalent events in the
available simulation and the number of events per random dataset,
which is the experimentally observed number of events. In order to
avoid a bias in the goodness of fit test, the total available simulation
is split into statistically independent subsets: one part of the total
available simulation data is used for the ensemble generation, the
other part is used in order to calculate the best fit expectation µˆ.
The resulting distributions of rensemble for the different splittings intro-
duced above are shown in figure 11.12. The position and width of the
distributions depend on the available simulation statistics: the larger
the available statistics, the further the distribution moves to small
values of r, similar to what has been observed for the experimental
data.
The total simulation data has a number of equivalent events for con-
ventional atmospheric neutrinos, which is roughly ten times larger
than the 21943 events in the final sample (see section 7.2). It can be
verified that a sufficient amount of statistics is available, if the dis-
tribution of rensemble obtained for statistically identical and statistically
independent sets for the ensemble generation and the pdfs are the
same. This is not the case for the statistics available in this analysis.
With an insufficient amount of statistics, the value of rexp has not yet
converged and the required value r∗exp remains unknown.
For this reason, the ability to quantify the goodness of fit in this anal-
ysis is limited by statistics. The best approximation that can be made
from the available statistics, is an extraction of a p-value for the split-
ting into sets 1 and 2, containing 50% of the simulation statistics each.
The result from this splitting is a p-value of 15 to 20%. From the com-
parison of ensemble and experimental values of r in dependence of
used simulation statistics in figure 11.12, it can be seen that an error
is introduced in the p-value calculation through this lack of statistics.
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11.5 Robustness of the result
The result presented above has been obtained with the analysis and
its particular settings, that have been studied and discussed in the
previous chapters. The following tests with variations of these set-
tings have been performed in order to confirm the robustness of the
fit result.
11.5.1 Separated fit results for the two branches of the event
selection
As described in section 6.5 selection criteria for neutrino events were
optimized separately on two disjoint parts of the data stream, the
non-split and split branch. The separation into two branches was
based on the result of running the Topological Trigger algorithm on
the data stream, which functions here as an additional noise cleaning
and separates pure tracks (non-split) from events with topologically
uncorrelated hits in addition to the main track. The selection criteria
are very similar but not identical.
Figure 11.13 shows the energy distributions for both branches to-
gether with the best fit of astrophysical and atmospheric neutrino
fluxes. The fits were performed on both branches separately and are
compared in table 11.2.
The experimental data are described well by the best fit, if both
branches are fitted individually (see figure 11.13). However, the fit
parameters for signal and nuisance parameters are different. The
energy spectrum of non-split events agrees with the baseline expec-
tation of conventional atmospheric neutrinos by Honda et al. Nui-
Figure 11.13: Reconstructed energy
from Truncated Energy AllDOMS of ex-
perimental data in comparison to the
best fit spectrum of the sum of conven-
tional, prompt and astrophysical neu-
trinos for the non-split (left) and split
(right) branch of the event selection.
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fit parameter fit value
non-split split total
Astrophys. flux [10−8 GeV cm−2 s−1 sr−1] 0.46+ 0.62 0+ 1.32 0.24+ 0.52
Prompt flux Np [Enberg et al. (mod.)] 0+ 10.79 29.06± 10.39 0+ 2.47
Conv. flux Nc [Honda et al.] 0.97± 0.03 1.10± 0.04 1.07± 0.02
Optical efficiency e 1.01± 0.02 1.00± 0.02 1.00± 0.01
Change in spectral index ∆γ −0.001± 0.027 −0.056± 0.052 −0.04± 0.02
Pion-kaon ratio scaling factor R 1.11± 0.11 1.07± 0.13 1.13± 0.10
Model of optical ice properties SPICE Mie SPICE Mie SPICE Mie
Cosmic-ray flux model Gaisser Gaisser Gaisser
Table 11.2: Fit results for the fit param-
eters from the likelihood analysis sepa-
rated for the non-split and split branch
of the event selection in comparison to
the results from the total fit (see table
11.1). Error estimates are based on χ2-
approximations. Lower errors on astro-
physical fluxes are not given, because
the χ2-approximation does not apply
here.
sance parameters are close to their baseline values, the prompt best
fit is zero and the high-energy events cause a small non-zero astro-
physical flux component. The energy spectrum of events in the split
branch is harder than the baseline expectation for conventional neu-
trinos by Honda et al. This results in a relatively large change in the
spectral index and a large prompt component in the best fit. Since
the highest-energy events are part of the non-split branch, the astro-
physical fit result in the split-branch is zero.
The fit results for the non-split and the split branch are in agreement
with each other and with the fit on the total sample from section 11.2.
Note, that errors on fit results for the two branches are in general
larger, since the dataset is subdivided and contains less statistics.
However, there is some tension between the fit results, in particular
for the prompt flux, where the difference between fit results is two
standard deviations.
The fitted large prompt flux and harder spectrum in the split branch
raise the question if there is a systematic bias between experimental
data and simulation in the split branch. However, during the event
selection the simulation has been verified separately for the split and
non-split branch by comparisons of cut variable distributions (see
appendix E).
In general, the split events have to be considered as more challeng-
ing for simulation software and reconstruction algorithms, since the
split tag is an indication for a non-smooth hit pattern, where a muon
track is overlayed by additional hits from noise or a coincident muon
background event. Geometrical effects can cause the different be-
havior of the split and non-split distributions, which are described
by different nuisance parameters. As can be observed from the fit
result of the conventional flux normalization, there is an excess of
experimental data events in the split branch, while there is a lack of
experimental data in the non-split branch.
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Figure 11.14: Reconstructed energy
loss dE/dx from Truncated Energy All-
DOMS (left) and reconstructed muon
energies from muEx (right) of experi-
mental data in comparison to the con-
ventional atmospheric neutrino expec-
tation by Honda et al.
11.5.2 Influence of the choice of the energy estimator
The analysis has been optimized for and performed with the energy
estimate from Truncated Energy (AllDOMS). However, the intrin-
sic parameter, which is actually reconstructed by this algorithm is
the energy loss dE/dx. The energy loss is then further transformed
into an estimate of the neutrino energy by a calibration function3.3 R. Abbasi et al. “An improved
method for measuring muon energy
using the truncated mean of dE/dx”.
arXiv:1208.3430 (2012). url: http : / /
arxiv.org/abs/1208.3430
This calibration function is monotonic but non-linear. In principle,
the information about the true neutrino energy contained in the re-
constructed energy loss dE/dx and the reconstructed energy E after
calibration are identical. However, the non-linear calibration func-
tion does yield slightly different energy distributions and probabil-
ity densitity functions when filling the observed values in equidistant
bins. This can lead to statistical fluctuations in the likelihood min-
imization and a different result. The left plot in figure 11.14 shows
the energy loss distribution of the Truncated Energy AllDOMs re-
construction. Table 11.3 shows the results of an analysis of the data
performed directly on the distributions of dE/dx instead of the re-
constructed neutrino energies. As expected, the results fluctuate but
agree with the fit results from the standard fit shown in table 11.1
within their errors.
Table 11.3: Fit results for the fit param-
eters from the likelihood analysis sep-
arated for the Truncated Energy All-
DOMS dE/dx and muEx energy esti-
mators. Error estimates are based on
χ2-approximations. Lower errors on
astrophysical fluxes are not given, be-
cause the χ2-approximation does not
apply here. The optical efficiency has
not been varied in the simulation, be-
cause the parameterization functions
have not been calculated for these en-
ergy estimators (see section 8.5.2).
fit parameter fit value
Truncated AllDOMS
dE/dx muEx
Astrophys. flux [10−8 GeV cm−2 s−1 sr−1] 0.41+ 0.49 0.50+ 0.91
Prompt flux Np [Enberg et al. (mod.)] 0+ 1.66 2.26+ 3.20
Conv. flux Nc [Honda et al.] 1.06± 0.01 1.06± 0.02
Optical efficiency e 1.0 (fixed) 1.0 (fixed)
Change in spectral index ∆γ −0.030± 0.018 −0.020± 0.021
Pion-kaon ratio scaling factor R 1.13± 0.10 1.09± 0.11
Model of optical ice properties SPICE Mie SPICE Mie
Cosmic-ray flux model Gaisser Gaisser
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The second test concerning the energy reconstruction algorithm is
an analysis of the final data under the use of a different energy es-
timator. This tests for a bias due to a systematic mis-reconstruction
of event energies. The energy estimator chosen here is the algorithm
muEx (see section 6.3.5). A performance comparison between en-
ergy estimators in appendix H showed, that this energy estimator
achieves an almost similar overall resolution. The energy distribu-
tion of muEx is shown on the right plot in figure 11.14.
The result from a fit based on the muEx reconstructed energies is
summarized in table 11.3. Again, the binning of pdfs has not been
particularly optimized for the new energy estimator. The results of
the fit parameters agree within their errors with the fit parameters
from the standard fit shown in table 11.1. In particular the nuisance
parameters are very similar. The error on the astrophysical neutrino
flux is larger. This is expected, since the sensitivity of this energy
estimator is slightly worse than that of Truncated Energy.
11.5.3 Fit results without the highest-energy measured and
simulated events
The fit result for an astrophysical component is non-zero with a sig-
nificance of 1.8σ. It is now interesting to find out if this non-zero
flux is caused by only a few high-energy events or if the non-zero
flux is caused by a larger fraction of events which change the slope
in the tail of the energy distribution. Both cases are instructive: if the
flux is caused by a single event, it is more likely to be an overfluctu-
ation. If the energy range of events contributing to the non-zero flux
is spread, it is more likely that there is an additional component to
the conventional atmospheric neutrino flux. However, in that case it
could also mean that there is a yet unknown systematic effect present
in the high-energy tail of the atmospheric neutrino spectrum.
In order to test the influence of the highest-energy events on the non-
zero flux result, the highest-energy events have been successively
excluded from the experimental data sample and the construction of
the pdfs (see section 7.2). This is indicated in the energy spectrum
Table 11.4: Fit results for the fit pa-
rameters from the likelihood analysis
without the highest-energy measured
and simulated events. Error estimates
are based on χ2-approximations. Lower
errors on astrophysical fluxes are not
given, because the χ2-approximation
does not apply here.
fit parameter fit value
log10(E [GeV]) < 5.8 log10(E [GeV]) < 6.1 log10(E [GeV]) < 6.5
Astrophys. flux [10−8 GeV cm−2 s−1 sr−1] 0+ 9.91 0+ 2.64 0.38+ 1.09
Prompt flux Np [Enberg et al. (mod.)] 1.24+ 1.97 0.88+ 1.67 0.50+ 3.74
Conv. flux Nc [Honda et al.] 1.06± 0.02 1.06± 0.02 1.07± 0.02
Optical efficiency e 1.00± 0.01 1.00± 0.01 1.00± 0.01
Change in spectral index ∆γ −0.024±−0.026 −0.027± 0.025 −0.025± 0.026
Pion-kaon ratio scaling factor R 1.11± 0.11 1.11± 0.11 1.11± 0.11
Model of optical ice properties SPICE Mie (fixed) SPICE Mie (fixed) SPICE Mie (fixed)
Cosmic-ray flux model Gaisser (fixed) Gaisser (fixed) Gaisser (fixed)
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Figure 11.15: Reconstructed energy dis-
tribution (Truncated Energy AllDOMS)
of experimental data in comparison to
the conventional atmospheric neutrino
expectation by Honda et al. The ver-
tical lines indicate the energy cuts set
for an analysis leaving out the high-
energy tails with cuts at log 10(E [GeV])
< 5.8, log 10(E [GeV]) < 6.1 and
log 10(E [GeV]) < 6.5.
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shown in figure 11.15. The fit results are shown in table 11.4.
The constrainment of the pdfs to log 10(E [GeV]) < 6.5, which re-
moves only the highest-energy event “Apollon” from the analysis,
still results in a non-zero astrophysical fit result. When constrain-
ing the energy range of the fit, the sensitivity to an astrophysical
flux rapidly decreases, which is reflected by the large errors of the
astrophysical fit results. Taking this into account, the result can be
considered as similar to the standard fit result. Constraining the ex-
perimental data and pdfs even more strongly from the high-energy
side, results in a zero-fit for astrophysical neutrinos. The larger er-
rors on the astrophysical flux are caused by the decreasing sensitivity
to astrophysical fluxes, because the flux is not longer constrained by
the experimental data in the high-energy tail.
With the reduced range the fitted contribution of prompt atmospheric
neutrinos steadily increases to a flux of the order of model predic-
tions. This is related to the observed hardening of the energy spec-
trum. The fit of nuisance parameters is unaffected by these changes,
as they are determined by the large statistics of conventional atmo-
spheric neutrinos at medium energies.
11.5.4 What happens without the highest energy events?
A slightly different test is to simply exclude the experimental highest-
energy events from the fit and pretend they have not been observed,
while leaving the pdfs unchanged. This has been done for different
combinations of high-energy events. Results are summarized in ta-
ble 11.5. The following observations can be made when comparing
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the fit results:
• Without the highest-energy event “Apollon”, the astrophysical
flux goes down to zero in the fit. The likelihood ratio R is 0,
which means that the result is not significant (see figure 11.10).
• Without the second highest energy event “Boreas”, the non-zero
astrophysical flux persists. The likelihood ratio is very similar to
the total fit (see section 11.3).
• If keeping “Apollon” in the data sample, it needs the removal
of at least the three next events in energy (“Boreas”, “Charon”,
“Dionysos”), to fit an astrophysical flux of almost 0 and obtain an
insignificant result (R = 0).
fit parameter fit value
w/o Apollon w/o Boreas w/o Boreas, Charon w/o Boreas, Charon,
Dionysos
Astrophysical flux [10−8 GeV cm−2 s−1 sr−1] 0+ 0.52 0.23+ 0.52 0.06+ 0.89 0.01+ 5.75
Prompt flux Np [Enberg et al. (mod.)] 0+ 3.26 0+ 2.52 0+ 1.90 0+ 1.68
Conv. flux Nc [Honda et al.] 1.07± 0.02 1.07± 0.02 1.07± 0.02 1.07± 0.02
Optical efficiency e 1.00± 0.01 1.00± 0.01 1.00± 0.01 1.00± 0.01
∆γ −0.04± 0.02 −0.04± 0.02 −0.04± 0.02 −0.04± 0.02
Pion-kaon ratio R 1.13± 0.10 1.13± 0.10 1.13± 0.10 1.13± 0.10
Optical ice properties SPICE Mie (fixed) SPICE Mie (fixed) SPICE Mie (fixed) SPICE Mie (fixed)
Cosmic-ray flux model Gaisser (fixed) Gaisser (fixed) Gaisser (fixed) Gaisser (fixed)
Likelihood ratio R 0 0.438 0.034 0
Table 11.5: Fit results for the fit pa-
rameters from the likelihood analy-
sis without the highest-energy events.
Error estimates are based on χ2-
approximations. Lower errors on astro-
physical fluxes are not given, because
the χ2-approximation does not apply
here.
This shows, that the “Apollon” event is needed for the 1.8σ signifi-
cance for the exclusion of the zero-signal hypothesis. However, more
events are needed for the significance of the high-energy excess and
the determination of the best fit astrophysical flux.
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Figure 11.16: Reconstructed energy dis-
tribution from Truncated Energy All-
DOMS of experimental data in com-
parison to the conventional atmo-
spheric neutrino expectation by Honda
et al. based on a generated energy spec-
trum following E−2 (standard) and E−1
(in general only used to generate astro-
physical and prompt pdfs).
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11.5.5 Exclusion of statistical artifacts from finite simulation
statistics at very high energies
The low-energy conventional atmospheric and high-energy signal
neutrinos are simulated with different weighted energy spectra in
order to obtain large statistics in the relevant energy range. For the
generation of conventional atmospheric pdfs, a simulated spectrum
of E−2 was produced, while for prompt and astrophysical neutri-
nos, a simulation with an E−1 spectrum was used (see also section
7.2). In order to test, if the observed high-energy excess of this data
sample is only caused by a lack of high-energy events in the tail
of the conventional atmospheric pdf, the fit was executed with pdfs
all derived from an E−1 generated neutrino spectrum. Figure 11.16
compares the conventional atmospheric neutrino spectrum obtained
with an E−2 and E−1 generated neutrino spectrum, respectively. The
dataset generated with an E−1 spectrum provides higher statistics in
the high-energy tail.
The results of this test are summarized in table 11.6. The astrophysi-
cal fit is still non-zero and even increased, while the prompt fit result
is unchanged. The nuisance parameters are similar to the standard
fit, except for the change in spectral index, which is slightly smaller
than in the standard fit. This implies that the non-zero astrophysical
fit result is not a statistical artifact of the generation of pdfs.
In order to best exploit the available statistics for the generation of
pdfs, an improvement for future analyses would be a weighted ad-
dition of data samples with different generated energy spectra.
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fit parameter fit value
Astrophys. flux [10−8 GeV cm−2 s−1 sr−1] 0.93+ 0.64
Prompt flux Np [Enberg et al. (mod.)] 0+ 1.12
Conv. flux Nc [Honda et al.] 1.11± 0.03
Optical efficiency e 1.00± 0.02
Change in spectral index ∆γ −0.015± 0.025
Pion-kaon ratio scaling factor R 1.02± 0.11
Model of optical ice properties SPICE Mie
Cosmic-ray flux model Gaisser
Table 11.6: Fit results for the fit pa-
rameters from the likelihood analysis
using a generated E−1 neutrino simu-
lation, increasing the statistics of con-
ventional atmospheric neutrinos at high
energies. Error estimates are based on
χ2-approximations. Lower errors on
astrophysical fluxes are not given, be-
cause the χ2-approximation does not
apply here.
11.5.6 How compatible is the high-energy excess with a prompt
neutrino flux?
An interesting question that has been raised above is, why is the
excess completely interpreted as an astrophysical flux and not as a
prompt atmospheric contribution in this analysis? A prompt atmo-
spheric neutrino flux is a guaranteed signal, while an astrophysical
flux is still hypothetical. In order to test if the zero prompt and
non-zero astrophysical result is just an artifact due to the correlation
between both fit parameters, the data are analyzed under the as-
sumption that an astrophysical flux is absent. The result is shown in
table 11.7. The observation is that the prompt neutrino flux compo-
nent is still zero, but the error on the fit result increases. This implies
that the spectral shape in the excess region does better resemble an
astrophysical flux than a prompt atmospheric neutrino flux. It is an-
other indication that not only the small high-energy excess, but also
its spectral shape has a significant influence on the fit. This is also
indicated by the results based on the exclusion of high-energy events
(see section 11.5.4).
fit parameter fit value
Astrophys. flux [10−8 GeV cm−2 s−1 sr−1] 0 (fixed)
Prompt flux Np [Enberg et al. (mod.)] 0+ 4.95
Conv. flux Nc [Honda et al.] 1.07± 0.02
Optical efficiency e 1.00± 0.01
Change in spectral index ∆γ −0.041± 0.022
Pion-kaon ratio scaling factor R 1.13± 0.10
Model of optical ice properties SPICE Mie
Cosmic-ray flux model Gaisser
Table 11.7: Fit results for the fit pa-
rameters from the likelihood analysis
with the astrophysical flux fixed at
zero. Error estimates are based on χ2-
approximations.
11.5.7 How large is the contribution from tau neutrinos to the
non-zero signal flux?
Tau neutrinos also contribute to the expectation of an extragalactic
neutrino flux (see section 6.6.3). The effective area of this event se-
lection for tau neutrinos is smaller than for muon neutrinos for most
energies, but increases with energy and reaches the muon neutrino
effective area at an energy of 100 PeV. Therefore, the shape of the tau
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Table 11.8: Fit results for the fit param-
eters from a likelihood analysis, which
does not take into account astrophysical
tau neutrinos. Error estimates are based
on χ2-approximations. Lower errors on
astrophysical fluxes are not given, be-
cause the χ2-approximation does not
apply here.
fit parameter fit value
Astrophys. flux [10−8 GeV cm−2 s−1 sr−1] 0.28+ 0.59
Prompt flux Np [Enberg et al. (mod.)] 0+ 2.40
Conv. flux Nc [Honda et al.] 1.07± 0.02
Optical efficiency e 1.00± 0.01
Change in spectral index ∆γ −0.037± 0.023
Pion-kaon ratio scaling factor R 1.13± 0.10
Model of optical ice properties SPICE Mie
Cosmic-ray flux model Gaisser
neutrino energy distribution differs from the muon neutrino energy
distribution (see figure 6.19). The total contribution from tau neutri-
nos to an astrophysical flux is at maximum 10% if the astrophysical
E−2 spectrum extends to highest energies.
In order to test how much the tau neutrinos contribute to the final
result, the data are analyzed supposing there is no tau neutrino con-
tribution. The result of this fit is shown in table 11.8. The fit result
for an astrophysical flux increases by 17%, while other parameters
remain unchanged. This is the expected behavior, because the high-
energy excess now requires a larger astrophysical flux in order to be
explained by muon neutrinos only. The difference in the fit result of
17% is reasonable for a total tau neutrino contribution of 10%, which
is increasing with energy.
11.5.8 How important is the zenith angle information for the
fit of signal and nuisance parameters?
The zenith angle information is expected to contribute less to the
power of the fit than the energy information of the event. However,
it has been shown in chapter 10, that it still contributes about 20% to
the sensitivity to astrophysical fluxes. The main effect of the inclu-
sion of the zenith angle information is the constrainment of nuisance
parameters, in particular the pion-kaon ratio (see section 9.3).
Table 11.9 shows the fit results using energy information only. The
astrophysical best fit flux decreases by almost a factor five, while on
the other hand the change in spectral index slightly hardens the dis-
tribution. The error on the best fit flux increases by a factor of two.
The fitted pion-kaon ratio scaling factor changes within its uncer-
tainty of 10%, while its error increases. All parameters agree with
the 2-dimensional fit within their errors (see section 11.2).
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fit parameter fit value
Astrophys. flux [10−8 GeV cm−2 s−1 sr−1] 0.05+ 1.15
Prompt flux Np [Enberg et al. (mod.)] 0+ 1.28
Conv. flux Nc [Honda et al.] 1.07± 0.02
Optical efficiency e 1.00± 0.01
Change in spectral index ∆γ −0.043± 0.025
Pion-kaon ratio scaling factor R 1.05± 0.14
Model of optical ice properties SPICE Mie
Cosmic-ray flux model Gaisser
Table 11.9: Fit results for the fit param-
eters from a likelihood analysis with-
out the information of neutrino arrival
directions. Error estimates are based
on χ2-approximations. Lower errors on
astrophysical fluxes are not given, be-
cause the χ2-approximation does not
apply here.
11.5.9 Conclusion on the robustness of the fit result
The purpose of these tests was to find out how robust the fit result
from table 11.1 is under different settings of parameters.
An important observation is, that the result of the nuisance parame-
ters is stable, which means that the method is capable of determining
systematic uncertainties with a good convergence and that these un-
certainties are reproducable and not tied to e.g. a particular energy
estimator.
The signal fit results for astrophysical and prompt atmospheric neu-
trinos also agree when using different energy estimators. It has also
been shown that the non-zero astrophysical fit is not a statistical arti-
fact of the pdfs. The most significant event is “Apollon”, and without
this event, the signal best fit is zero. However, the non-zero signal fit,
and thus the significance, needs not only Apollon, but also the next
few highest energy events.

12
Limits on theoretical predictions
for diffuse neutrino fluxes
This chapter compares the result of this analysis to theoretical predic-
tions for diffuse astrophysical neutrino fluxes. Therefore, exclusion
limits on astrophysical neutrino flux models are calculated, based on
the likelihood analysis of the experimental data explained in chapter
11. The models analyzed here are
• a generic diffuse neutrino flux following an E−2 power law,
• power law flux models with different spectral indices and cutoff
energies,
• and specific diffuse neutrino flux models discussed in chapter 2.
The calculation of confidence intervals and limits is explained in
chapter 7. All limits presented in this chapter are given for a con-
fidence level (CL) of 90%.
12.1 The limit on a generic diffuse neutrino flux
A generic diffuse neutrino flux follows a simple power law and is
described by
dΦ
dEν
= φ0 · E−2.0ν . (12.1)
The spectral index of γ = 2.0 is derived from the model of Fermi
acceleration described in chapter 2.
The best fit for an astrophysical νµ + νµ flux is E2νdΦ/dEν = 0.24 ·
10−8 GeV cm−2s−1sr−1 (see chapter 11). The corresponding upper
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Figure 12.1: Reconstructed energy
distribution of experimental data in
comparison to the conventional atmo-
spheric neutrino expectation by Honda
et al. (green thick line) and the con-
ventional atmospheric neutrino expec-
tation modified by the nuisance param-
eters from table 11.1 (blue dashed line).
The red curve shows the distribution
of astrophysical neutrinos at the level
of the best fit flux of E2νdΦ/dEν =
0.24 · 10−8 GeV cm−2 s−1 sr−1 and the
red dashed curve shows the 90% CL
upper limit on an astrophysical flux
at a level of E2νdΦ/dEν = 1.44 ·
10−8 GeV cm−2 s−1 sr−1.
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limit to this parameter at 90% CL is at a νµ + νµ flux of
E2νdΦ/dEν = 1.44 · 10−8 GeV cm−2 s−1 sr−1
in the energy range between 34.5 TeV and 36.6 PeV. This upper limit
is constructed from Feldman-Cousins confidence intervals (see fig-
ure 11.11). Figure 12.1 shows the reconstructed energy distribution
of experimental neutrino events and simulation of conventional at-
mospheric neutrinos together with the best fit and upper limit ex-
pectations of astrophysical neutrinos. An astrophysical neutrino flux
at the level of the upper limit would yield 71 signal neutrino events
in this data sample.
Figure 12.2 compares the upper limit of this analysis with theoret-
ical flux predictions and limits from other experiments. The limit
remains a factor of two above the sensitivity of the analysis. The rea-
son is the observed excess of high-energy events discussed in section
11.2, which causes a non-zero astrophysical best fit flux.
The limit of this analysis is above the flux limit of the IceCube 40-
string analysis. However, the IC40 limit is based on an incorrect
neutrino simulation, which overestimated the effective area of the
analysis by 25% at PeV energies increasing to 500% at 1 EeV (see sec-
tion 6.6.2). Therefore, the sensitivity of the IC40 analysis may be up
to a factor two worse than assumed. Another reason for the low limit
flux of the IC40 analysis is the observation of an underfluctuation at
high energies, which resulted in an upper limit lower than the analy-
sis sensitivity. This underfluctuation might not persist if the knee in
the cosmic-ray spectrum would be taken into account, as it has been
done in this analysis (see section 3.3.4). Therefore, the upper limit of
this analysis supercedes the IC40 upper limit. The IC40 limit should
not be considered as a correct limit.
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Figure 12.2: Limit on a
(
νµ + νµ
)
as-
trophysical E−2 flux from this analysis
in comparison to theoretical flux pre-
dictions and limits from other experi-
ments. The black lines show the ex-
pected atmospheric neutrino flux with
and without a prompt component (both
without the modification of the knee
feature). The red dashed line marks the
Waxman-Bahcall upper bound. Green
dashed lines represent various model
predictions for astrophysical neutrino
fluxes. Horizontal lines show limits and
sensitivities from different experiments.
The pink solid line is the 90% CL upper
limit of this analysis, the orange solid
line shows its sensitivity.
The IC59 limit lowers the flux limit of the predecessor experiment
AMANDA by a factor of 5 and is a factor of 3 below the limit ob-
tained by the ANTARES experiment.
The limit of this analysis is ∼ 40% above the Waxman-Bahcall upper
bound, although the sensitivity of this analysis reached a flux level
of ∼ 30% below the Waxman-Bahcall bound. Therefore, this opti-
mistic scenario of highly efficient neutrino production in optically
thin cosmic-ray sources can not be excluded.
12.2 Limits on generic neutrino fluxes with different spec-
tral shapes and energy cutoffs
The analysis can also be applied to different astrophysical signal hy-
potheses than a generic E−2 power law spectrum. The general con-
struction of a diffuse neutrino signal flux is composed of a power
law with an exponential energy cutoff given by
dΦ
dEν
= φ0E
−γ
ν · exp
(
− Eν
Ecutoff
)
. (12.2)
The spectral index depends on source characteristics assumed in the
derivation of the Fermi model. It is therefore varied in a range
around the generic value of 2.0. The exponential cutoff takes into
account, that cosmic-ray accelerators have maximum acceleration en-
ergies for charged particles, depending on their extension and mag-
netic field (see section 2.2).
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Figure 12.3: Limit on
(
νµ + νµ
)
astro-
physical fluxes with different spectral
index derived in this analysis in com-
parison to theoretical flux predictions
and limits from other experiments.
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Power law models with no cutoff energy and a spectral index of
γ = 1.75 and γ = 2.25 were analyzed. The results for best fit fluxes
and upper limits are shown in table 12.1 and figure 12.3. All limits
given here and in section 12.3 are based on a χ2-approximation to the
likelihood landscape and not calculated with the Feldman-Cousins
approach (see section 7.4.2).
The sensitive energy range moves from higher to lower energies for
softer spectra. The reason is, that the flux is larger at lower ener-
gies for a softer energy spectrum, which also moves the power of the
analysis method to lower energies. In figure 12.3 it is shown, that the
lower end of the sensitive energy range increases again with a spec-
tral index as soft as γ = 2.25. This is caused by the large correlation
of a soft astrophysical neutrino spectrum with a prompt atmospheric
neutrino spectrum and nuisance parameters in the fit, which dimin-
ish the power of the analysis at low energies although the number of
expected astrophysical neutrinos increases.
Table 12.1: Upper limits on astro-
physical flux models following a spec-
trum of dΦ/dE ∼ E−γ and no en-
ergy cutoff. Limits are based on a χ2-
approximation.
spectral index best fit flux φ0 90% CL upper limit φ0
γ [GeVγ−1 cm−2s−1sr−1] [GeVγ−1 cm−2s−1sr−1]
1.75 0.8 · 10−10 4.6 · 10−10
2.0 0.2 · 10−8 1.4 · 10−8
2.25 0.5 · 10−7 3.6 · 10−7
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cutoff energy best fit flux φ0 90% CL upper limit φ0
Ecutoff [GeV−1 cm−2s−1sr−1] [GeV−1 cm−2s−1sr−1]
1 PeV 0.22 · 10−8 2.5 · 10−8
3 PeV 0.29 · 10−8 2.0 · 10−8
10 PeV 0.27 · 10−8 1.7 · 10−8
Table 12.2: Upper limits on astrophys-
ical flux models with a spectral index
γ and a cutoff energy Ecutoff. Limits are
based on a χ2-approximation.
Table 12.2 shows fit results for an E−2 astrophysical spectrum with
various cutoff energies. The best fit fluxes are similar to the best
fit flux without cutoff. The upper limit increases for these fits. The
reason is that the non-observation of energies in the PeV region no
longer constrains the allowed astrophysical flux if the astrophysical
spectrum has a cutoff.
12.3 Limits on diffuse neutrino flux models
The experimental data is also compared to various neutrino flux
models, which were introduced in chapter 2. Upper limits on each
of these models are calculated and presented in terms of a model
rejection factor (MRF)1. The MRF, defined as
1 Gary C. Hill and Katherine Rawlins.
“Unbiased cut selection for optimal up-
per limits in neutrino detectors: the
model rejection potential technique”.
Astropart. Phys. 19 (2003), pp. 393–402.
url: http://arxiv.org/abs/astro-
ph/0209350MRF =
dΦ
model90%UL
dEν (Eν)
dΦmodel
dEν (Eν)
, (12.3)
is the ratio between the upper limit flux assuming the shape of the
model prediction and the flux predicted by the model itself. A
MRF < 1 implies, that the model is rejected by the measurement
at a confidence level of more than 90%. Models with model rejection
factors larger than 1 are not constrained by this analysis at 90% CL.
Table 12.3 presents model rejection factors for the following models:
• Neutrinos from AGN cores by Stecker2
2 F.W. Stecker. “A Note on High En-
ergy Neutrinos from AGN Cores”.
Phys.Rev.D 72 (2005), p. 107301. url:
http : / / arxiv . org / abs / astro - ph /
0510537
• Neutrinos from the jets of radio-loud AGN by Mannheim3
3 K. Mannheim. Astropart. Phys. 3 (1995),
p. 295
• Neutrinos from flat spectrum (BBRII) FR-II radio galaxies and
blazars by Becker et al.4
4 Julia K. Becker, Peter L. Biermann,
and Wolfgang Rhode. “The diffuse neu-
trino flux from FR-II radio galaxies
and blazars: A source property based
estimate”. Astropart.Phys. 23 (2005),
pp. 355–368. url: http://arxiv.org/
abs/astro-ph/0502089
• High-energy neutrinos from gamma-ray bursts by Waxman and
Bahcall5.
5 Eli Waxman and John Bahcall. “High
Energy Neutrinos from Astrophysical
Sources: An Upper Bound”. Phys. Rev.
D 59 (1998), p. 023002. url: http://
arxiv.org/abs/hep-ph/9807282Three models are excluded by this analysis at 90% CL, which are the
models by Stecker, Mannheim and the flat spectrum source model by
Becker et al. The upper limit of this analysis is a factor of 22 above
the Waxman-Bahcall model for GRBs. This means, that this model
is not yet in reach for diffuse analyses. The Waxman-Bahcall GRB
model can be tested with dedicated GRB searches with IceCube6.
6 R. Abbasi et al. “An Absence of Neu-
trinos Associated with Cosmic Ray Ac-
celeration in Gamma-Ray Bursts”. Na-
ture 484 (2012), pp. 351–354. url: http:
//arxiv.org/abs/1204.4219
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Figure 12.4: Limits on
(
νµ + νµ
)
astro-
physical flux models. The black lines
show the atmospheric energy spec-
trum with and without prompt neu-
trinos. The thick green lines show
the astrophysical model flux predic-
tions and the thin lines in the same
color and linestyle indicate the corre-
sponding 90% CL upper limit. The red
dashed line shows the Waxman-Bahcall
upper bound for orientation.
This analysis has no sensitivity to the models by Muecke et al.7 and
7 A. Muecke et al. “BL Lac Objects in
the Synchrotron Proton Blazar Model”.
Astropart.Phys. 18 (2003), pp. 593–613.
url: http://arxiv.org/abs/astro-
ph/0206164
the steep spectrum source model from Becker et al. Both predict very
low neutrino fluxes, and are not yet in reach of experiments. The
reason why an extraction of a signal flux of the predicted shape is
not possible by this approach is the very steep spectrum of the BBRI
model, which makes it difficult to distinguish it from the atmospheric
background flux (see above).
Figure 12.4 illustrates all diffuse model predictions and the corre-
sponding limits derived from this analysis.
Table 12.3: Model rejection factors and
best fit fluxes in units of the predicted
model flux for different theoretical pre-
dictions of
(
νµ + νµ
)
astrophysical neu-
trino fluxes. MRFs are based on a χ2-
approximation.
Model best fit [dΦmodel/dEν (Eν)] MRF energy range
Stecker 0.06 0.33 216 TeV to 8.6 PeV
Mannheim 0.13 0.86 28 TeV to 2.4 PeV
BBRII 0.03 0.21 73 TeV to 8.4 PeV
WB GRB 3.74 21.72 84 TeV to 4.3 PeV
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12.4 Comparison of this result to other diffuse astro-
physical neutrino searches
There is no other experiment competitive to IceCube for the search
for diffuse astrophysical neutrinos. The ANTARES detector and the
AMANDA detector, which derived limits on astrophysical neutrino
fluxes previously, are smaller and less sensitive (see figure 12.2).
However, the result of this muon neutrino analysis with a best fit as-
trophysical flux at the level of E2νdΦ/dEν = 0.24 · 10−8 GeV cm−2 s−1 sr−1
and the corresponding 90% CL upper limit of E2νdΦ/dEν = 1.44 ·
10−8 GeV cm−2 s−1 sr−1 can be compared to other analyses of Ice-
Cube data taken in different detector configurations and search chan-
nels.
There are two recent analyses, which provide sensitivity to diffuse
astrophysical neutrino fluxes. One is the search for high-energy
cascade-like events with the IceCube 40-string configuration, the other
one is a search for extremely high-energy events (EHE, > PeV) with
the combined data sample from the 79- and 86-string configuration.
The IC40 cascade analysis, the IC79/IC86 EHE analysis, and the IC59
νµ analysis (this work) are complementary for several reasons:
• they analyze different detector signatures,
• the data was taken with geometrically different detector configu-
rations,
• the data was taken in different time periods.
This allows an instructive comparison of results.
12.4.1 The search for high-energy cascade-like events with
IC40
The IC40 cascade analysis selects cascade-like event signatures from
the IceCube data stream8. Such signatures are produced in charged
8 Eike Midell. “Search for atmospheric
neutrino induced particle showers with
IC40 - Unblinding Results”. Talk at
the IceCube Collaboration Meeting, Aachen
(2012). url: https://events.icecube.
wisc.edu/indico/getFile.py/access?
contribId = 125 & amp ; sessionId = 12 &
amp;resId=0&amp;materialId=slides&
amp;confId=45
current interactions of νe and ντ as well as in neutral current in-
teractions (see section 4.3). Cascade event candidates are separated
from the large background of atmospheric muons by their spherical
geometry. The IC40 cascade analysis has a sensitive energy range
comparable to the analysis presented here. The data was taken be-
tween April 2008 to May 2009 with a detector livetime of 332 days.
The advantage of the cascade signature is a precise energy estima-
tion, since the energy of all secondary particles of a charged current
neutrino-nucleon interaction is deposited inside the detector. An-
other advantage is the lower expected background of conventional
atmospheric electron neutrinos compared to atmospheric muon neu-
trinos (see section 3.1).
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Figure 12.5: Energy distribution of
events observed in the IC40 cascade
analysis.
[Eike Midell. IceCube internal repository
for conference plots (2012)]
Figure 12.5 shows the combined data measured in two differently
optimized data samples for low and high energies. It is compared
to expectations for atmospheric neutrinos. Three events are observed
above 100 TeV reconstructed neutrino energy. The preliminary signif-
icance compared to a background of atmospheric muons and neutri-
nos (including prompt) is 2.4 σ.
The limit fluxes of this analysis given in
(
νµ + νµ
)
-fluxes can be
transformed into all-flavor fluxes assuming that half of the muon
neutrinos oscillate into tau neutrinos for the baseline from the source
to the Earth. This turns the neutrino flavor ratio of νe : νµ : ντ = 1 : 2 :
0 in hadronic production at source into a ratio of νe : νµ : ντ = 1 : 1 : 1
at Earth. Therefore, the upper limit flux of the IC59 νµ analysis cor-
responds to an all-flavor diffuse neutrino flux limit of
E2νdΦ/dEν = 3 · 1.44 · 10−8 GeV cm−2 s−1 sr−1.
Such a flux would yield about 11 events above the 100 TeV threshold
in the casacade analysis. A flux at the limit of the best fit of the IC59
νµ analysis corresponds to an all-flavor flux of
E2νdΦ/dEν = 3 · 0.24 · 10−8 GeV cm−2 s−1 sr−1.
It would yield approximately 2 events in the IC40 high-energy cas-
cade data sample.
The observed excess of three events above the threshold of 100 TeV
in the IC40 cascade analysis is consistent with two events expected
from the best fit flux of the IC59 νµ diffuse analysis. Therefore, the
results of the IC59 muon neutrino diffuse search and the IC40 cas-
cade diffuse search are in agreement, if the excesses are interpreted
as astrophysical signals.
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Figure 12.6: Energy distribution of the
IC79 and IC86 EHE analysis.
[Aya Ishihara et al. Proceedings of the
Neutrino2012 conference, Kyoto, Japan
(2012) (Updated in December 2012)]
12.4.2 The search for extremely high-energy events with IC79/IC86
The second recent analysis, which is sensitive to an astrophysical
diffuse neutrino flux is the search for extremely high-energy (EHE)
events. It was performed with IceCube data measured with the 79-
string and 86-string configuration between June 2010 and June 2012,
which has a total detector livetime of 616 days9, and is optimized for 9 Aya Ishihara et al. Proceedings of
the Neutrino2012 conference, Kyoto, Japan
(2012)
the search for neutrinos from the GZK effect (see chapter 2). A GZK
neutrino signal is expected only at PeV energies and above.
EHE neutrino candidate events are selected by their high energy,
which corresponds to a large amount of light deposited inside the
detector. The analysis is sensitive to all three neutrino flavors and
has an angular coverage of 4pi. However, such EHE events arrive pri-
marily from above or horizontal directions due to absorption of high-
energy neutrinos inside the Earth. Atmospheric muon and neutrino
background events are rejected by a zenith angle dependent cut on
the number of observed photo electrons (NPE) in the detector. NPE
is a measure for the deposited energy.
The analysis observed two events displayed on the right plot in fig-
ure 12.6. Both events were found in the 86-string configuration sam-
ple and are very close to the energy threshold of the analysis. This
is an excess at the level of 2.7 σ compared to the expectation of at-
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mospheric muon and neutrino background (including prompt). The
events have reconstructed energies of 1.1 PeV and 1.3 PeV with a sys-
tematic uncertainty of less than 30%. These events have relatively
low energies compared to the extremely high energies expected from
GZK neutrinos.
A flux at the level of the upper limit of the IC59 νµ analysis trans-
formed into an all-flavor limit would yield about 25 neutrinos in
the IC79/IC86 EHE analysis. The best fit all-flavor flux of the IC59
νµ analysis corresponds to approximately 5 events in the IC79/IC86
EHE analysis. This is larger than the observed two events. A caveat
in this calculation is the assumption of no cutoff in energy for the
E−2 astrophysical flux. Unlike the IC59 νµ analysis, the IC79/IC86
EHE analysis is very sensitive to a cutoff in the astrophysical spec-
trum. Such an exponential cutoff is expected and would decrease the
expected event rate at high-energies. On this basis, the observation
of two events in the EHE analysis is consistent with the high-energy
excess of the IC59 νµ analysis presented here.
Chapter 14 discusses possibilities to combine the results of the above
described analyses and future search techniques in order to interpret
the observed high-energy excess.
The background of the two cascade analyses described above is dom-
inated by prompt neutrinos. Theoretical uncertainties on prompt at-
mospheric neutrino predictions are large and models have not yet
been experimentally constrained. In contrast to this analysis, the
two cascade analyses do not fit for a prompt or conventional at-
mospheric neutrino component, but do rely on a solid estimate for
their expected atmospheric background events. Therefore, the lim-
its on prompt neutrinos obtained in this analysis have been used for
the background estimation in these cascade analyses. The limits on
prompt neutrinos are discussed in the following chapter.
13
Limits on prompt atmospheric
neutrinos
13.1 Limit on a baseline prompt neutrino flux
The best fit result for a prompt atmospheric neutrino flux component
using the Enberg et al. flux model modified for the assumption of the
cosmic-ray flux parameterization by Gaisser (Enberg et al. + Gaisser
H3a) is zero. This is discussed in chapter 11. It means, that there
is no hint of prompt neutrinos in this analysis, but it has also been
shown in chapter 10 that the sensitivity of this analysis to prompt
atmospheric neutrinos is not at the level of predicted fluxes.
The corresponding 90% CL Feldman-Cousins limit to the zero fit
result for prompt atmospheric neutrinos is
3.8 · dΦEnberg et al. + Gaisser H3a
dEν
in the energy range between 2.3 TeV and 360 TeV. In the determina-
tion of the Feldman-Cousins limit, the astrophysical flux was uncon-
strained. A discussion of the prompt fit result in absence of astro-
physical fluxes can be found in 11.5.6.
A flux at this level would correspond to ∼ 346 neutrinos in this data
sample, which has to be compared to 91 expected prompt atmo-
spheric neutrinos assuming the Enberg et al. + Gaisser H3a model.
The upper limit on prompt atmospheric neutrinos is illustrated in
figure 13.1.
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Figure 13.1: Reconstructed energy
distribution of experimental data in
comparison to the conventional atmo-
spheric neutrino expectation modified
by the nuisance parameters from ta-
ble 11.1 (blue dashed). The red
curve shows the distribution of as-
trophysical neutrinos at the level of
the best fit flux of E2νdΦ/dEν =
0.24 · 10−8 GeV cm−2 s−1 sr−1 and the
red dashed curve shows the 90% CL
upper limit on an astrophysical flux.
The orange long-dashed curve shows
the 90% CL upper limit on a prompt
atmospheric neutrino flux following the
Enberg et al. prediction modified by the
Gaisser H3a knee model. The best fit of
a prompt neutrino flux was zero.
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13.2 Limits on various theoretical prompt flux models
In addition to the limit on the baseline flux of Enberg et al. + Gaisser
H3a, upper limits are also calculated for other prompt neutrino flux
predictions introduced in chapter 3. The results for the different
models are given in table 12.3 and are shown in figure 13.2.
The shape of all prompt models is very similar (see figure 3.7), the
largest differences arise in their absolute normalization. For all mod-
els, the best fit result for the prompt neutrino component is zero.
Model MRF
Enberg et al. 4.8
Enberg et al. (max) 3.8
Enberg et al. (min) 8.2
Martin et al. (GBW) 9.9
Martin et al. (MRST) 8.0
Martin et al. (KMS) 8.3
Bugaev et al. (RQPM) 0.5
Bugaev et al. (QGSM) 1.8
Table 13.1: Model rejection factors
for different theoretical predictions of
prompt atmospheric neutrino fluxes.
Note that these models are the original
published models and have not been
modified for a more accurate cosmic-
ray flux parameterization.
The upper limits are calculated based on the χ2 approximation to the
likelihood ratio distribution and are given in units of model rejection
factors (MRF) (see section 7.4.2 and 12.3). All limits are valid in the
energy range between 2.3 TeV and 360 TeV given above. The upper
limits derived from this analysis are in general still a factor of 4 to 10
above current prompt flux calculations based on perturbative QCD.
The model rejection factor for the intrinsic charm model by Bugaev
et al. is 0.5. This means that even a flux as low as 50% of the Bugeav
et al. prediction is excluded by this analysis with 90% CL.
An outlook on the future ability of IceCube to detect prompt neu-
trino fluxes is given in chapter 14. It discusses the potential of the
muon channel for prompt neutrino searches with statistically larger
data samples and complementary analyses to increase the total sen-
sitivity.
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Figure 13.2: Prompt atmospheric νµ +
νµ neutrino fluxes in comparison to
the expected flux of conventional atmo-
spheric neutrinos (Honda et al.). Model
predictions are represented by thick
lines. The red shaped area marks the
theoretical uncertainty on the predic-
tion by Enberg et al. Limits for each
model are shown in the corresponding
line style and color in the valid energy
range between 2.3 TeV and 360 TeV (see
table 13.1). The baseline model used
in this analysis is the model by Enberg
et al. modified with the cosmic-ray pa-
rameterization by Gaisser et al. and is
represented by the thick orange line.
13.3 Comparison to other experiments
A prompt atmospheric neutrino contribution has previously been
constrained by the AMANDA experiment1. The 90% CL upper limits 1 A. Achterberg et al. “Multi-year search
for a diffuse flux of muon neutrinos
with AMANDA-II”. Physical Review D
76 (2007), p. 042008. url: http : / /
arxiv.org/abs/0705.1315
from the AMANDA experiment in units of model rejection factors
are
• Bugaev et al. (RQPM): 5.2, and
• Martin et al. (GBW): 60.3.
These limits are a factor of seven above the limits set by the analysis
presented here.
An alternative constraint on prompt atmospheric fluxes can be de-
rived from measurements of the atmospheric muon flux, e.g. by Bak-
san2 and LVD3. This requires the assumption that the prompt atmo-
2 Yu.F. Novoseltsev et al. “On the en-
ergy spectrum of cosmic ray muons in
100 TeV region”. Proceedings of the Euro-
pean Cosmic Ray Conference, Turku, Fin-
land (2010). url: http : / / ecrs2010 .
utu . fi / done / posters / session4 / 4 .
55_Novoseltsev.pdf
3 M. Aglietta et al. “Upper limit on
the prompt muon flux derived from
the LVD underground experiment”.
Phys.Rev. D 60 (1990), p. 112001. url:
http : / / ecrs2010 . utu . fi / done /
posters/session4/4.55_Novoseltsev.
pdf
spheric muon flux equals the prompt atmospheric muon neutrino
flux, which is valid for the prompt neutrino production mechanism
described in chapter 3.
The Baksan and LVD experiments aim to measure a muon intensity
of the form
dIµ(Eµ, cos(θ))
dEµ
= A · 0.14 · E−γµ
·
 1
1+ 1.1Eµ cos(θ)115GeV
+
0.054
1+ 1.1Eµ cos(θ)850GeV
+ Rc
 ,
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Figure 13.3: Comparison of model pre-
dictions and limits for νµ + νµ prompt
atmospheric neutrino fluxes and µ+µ−
prompt atmospheric muon fluxes from
various experiments. where γµ is the spectral index, A describes the total normalization
and Rc gives the contribution of prompt muons assuming the same
spectral index for prompt muons and cosmic rays.
Also, the muon neutrino analysis with IceCube’s 40-string configura-
tion derived upper limits on prompt neutrino fluxes. However, due
to the incorrect neutrino simulation in the IC40 analysis (see section
6.6.2 and discussion in chapter 12), the IC40 results are not discussed
here. The IC59 analysis supercedes the model rejection factors for
prompt neutrino fluxes given in 4.4 R. Abbasi et al. “A Search for a Diffuse
Flux of Astrophysical Muon Neutrinos
with the IceCube 40-String Detector”.
Phys. Rev. D 84 (2011), p. 082001. url:
http://arxiv.org/abs/1104.5187
The LVD experiment sets an upper limit of Rc < 1.75 · 10−3 (90% CL)
with a best fit of A = 1.8± 0.5 and γµ = 2.77± 0.05 in the operating
energy range between 1.5 TeV and 40 TeV. The Baksan experiment
observes an excess compared to the conventional atmospheric muon
flux, which is compatible with a prompt flux of Rc = 3 · 10−3 at
100 TeV for values of A = 1 and γµ = 2.7.
Figure 13.3 shows the limits from AMANDA, Baksan and LVD in
comparison to the limits on prompt atmospheric muon neutrino fluxes
derived in this analysis. This analysis provides the most stringent
limits, which are a factor of two below the LVD limit.
14
Conclusion and Outlook
14.1 Conclusion
The goal of this work is to search for a diffuse astrophysical neutrino
flux coming from weak but abundant sources in the Universe, which
are individually not resolvable. Such a flux would appear as a high-
energy excess in the energy distribution of measured neutrinos and
differ in the distribution of arrival directions.
This search is conducted with the IceCube Neutrino Observatory at
the geographic South Pole, which is presently the largest and most
sensitive high-energy neutrino detector. The data analyzed here were
taken between May 2009 and May 2010 with IceCube’s 59-string con-
figuration. An event selection optimized to separate high-energy
muon neutrinos from the large background of atmospheric muons
from cosmic-ray air showers has been developed (see chapter 6). The
final neutrino data sample has a particularly low contamination of
atmospheric muon background, i.e. less than 0.2% estimated from
simulation studies.
The final data are analyzed by a likelihood analysis, fitting for the
contribution of conventional and prompt atmospheric neutrinos and
a potential astrophysical neutrino component by comparing the 2-
dimensional distribution of reconstructed energy and zenith angle
between simulation and experimental data (see chapter 7).
The challenge in this search is understanding systematic uncertain-
ties, which distort the reconstructed energy and zenith angle distri-
bution and may hide or fake an astrophysical signal. Such uncer-
tainties are included in the simulation of neutrino detection and the
theoretical prediction of atmospheric neutrino distributions used as
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a background estimate. The influence of uncertainties on this analy-
sis have been studied individually (see chapter 8 and 9). Examples
of important uncertainties, which significantly influence the observ-
ables of this analysis are the optical efficiency of the photon detec-
tion process with IceCube’s sensors and the accuracy of the parame-
terization of the cosmic-ray spectrum, which determines the energy
spectrum of atmospheric background neutrinos.
Systematic uncertainties are taken into account in the analysis as nui-
sance parameters. Their values are constrained by the dominating
contribution of medium-energy conventional atmospheric neutrinos
in the data sample. Therefore, systematic uncertainties are automati-
cally addressed during the fit and do not affect signal fit results. This
procedure has been verified in a data challenge (see chapter 10).
The sensitivity flux of this analysis is a νµ + νµ flux of
E2νdΦ/dEν = 0.7 · 10−8 GeV cm−2 s−1 sr−1.
This is the first time a diffuse neutrino search reaches a sensitivity
below the Waxman-Bahcall bound. The sensitivity reached in this
analysis corresponds to the sensitivity, which was aimed for the full
IceCube detector1, and has now already been achieved two years1 J. Ahrens et al. “Sensitivity of the Ice-
Cube Detector to Astrophysical Sources
of High Energy Muon Neutrinos”. As-
tropart.Phys. 20 (2004), pp. 507–532.
url: http://arxiv.org/abs/astro-
ph/0305196
earlier.
The result of this analysis is a best fit astrophysical neutrino compo-
nent at the νµ + νµ flux level of
E2νdΦ/dEν = 0.24 · 10−8 GeV cm−2 s−1 sr−1.
The analysis excludes the hypothesis of a zero astrophysical and zero
prompt flux at a confidence level of 1.8σ (see chapter 11). This result
is not significant enough to interpret the non-zero astrophysical flux
result as an astrophysical signal, and the high-energy events are thus
still compatible with an upward fluctuation of conventional atmo-
spheric neutrinos.
The upper limit on an astrophysical νµ + νµ flux derived from this
measurement is
E2νdΦ/dEν = 1.44 · 10−8 GeV cm−2 s−1 sr−1 (14.1)
calculated with the Feldman-Cousins approach for a confidence level
of 90%. This upper limit is a factor of two higher than the analysis
sensitivity, due to the observed high-energy excess. The limit is also
a factor of 1.5 above the Waxman-Bahcall upper bound for astro-
physical neutrino fluxes. It is the world’s best limit on astrophysical
neutrino fluxes in the energy range between 34.5 TeV and 36.6 PeV
(see chapter 12).
Evidence of the predicted flux of prompt atmospheric neutrinos con-
tributing to the high-energy spectrum of atmospheric neutrinos has
chapter 14: conclusion and outlook 201
not been found. Upper limits on prompt atmospheric neutrino fluxes
are a factor of 4− 10 above theoretical expectations based on pertur-
bative QCD calculations. A model with intrinsic charm by Bugaev et
al. has been excluded by this analysis at 90% confidence level. This
is the first time an analysis reaches a sensitivity of the order of mag-
nitude of prompt neutrino flux predictions (see chapter 13).
14.2 Outlook
This analysis opens an exciting prospect for astrophysical neutrino
searches. It remains to be shown by follow-up analyses if the ob-
served excess of a few high-energy events is the first hint of an astro-
physical neutrino signal or just a statistical background fluctuation.
There exist various complementary approaches, which will be able
to reveal a potential astrophysical signal.
An important complementary approach is to analyze the channel
of cascade-like signatures of interacting neutrinos, because it repre-
sents a channel with different systematic uncertainties. Particularly,
the energy reconstruction is precise for cascade-like events, because
all energy is deposited inside the instrumented volume. Also, ex-
pected background fluxes of conventional atmospheric neutrinos are
smaller. This is an advantage for diffuse searches, which mainly de-
pend on the reconstructed event energy as the observable. However,
due to the almost spherical shape of the signature, the angular re-
construction is more challenging.
Recent results from diffuse neutrino searches using cascade-like event
signatures have been summarized in section 12.4. An analysis with
IceCube’s 40-string data measured an excess of high-energy events
over the expected background from conventional and prompt atmo-
spheric neutrinos at the level of 2.4 σ. The casacade-like searches in
the PeV energy range and the search for extremely high energy cas-
cades at EeV energies has observed the first PeV neutrino-induced
events, which corresponds to a high-energy excess of 2.7 σ over the
atmospheric background. Both observations are consistent with the
best fit astrophysical flux and upper limit of this analysis.
A promising approach is the combination of the measurements (and
future data samples) into a global fit. This could result in evidence
for an astrophysical signal, which is consistent with all measure-
ments.
The largest fraction of the sensitivity to astrophysical fluxes in this
analysis comes from high-energy horizontal events. The reason is
that high-energy neutrinos are absorbed inside the Earth and there-
fore arrive dominantly from horizontal directions in the detector.
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Figure 14.1: Sensitivity study for
diffuse astrophysical muon neutrino
fluxes in comparison to model predic-
tions. The black lines show the atmo-
spheric neutrino flux with and with-
out a prompt component (both with-
out the modification of the knee fea-
ture). Horizontal lines show limits and
sensitivities from different experiments.
The orange line is the sensitivity of this
analysis. The thick yellow lines show
how the sensitivity of this analysis im-
proves with a statistically larger sam-
ple. The short-dashed yellow line is
the sensitivity for five years IC59 expo-
sure, the long-dashed yellow line is the
sensitivity for ten years IC59 exposure.
The solid yellow line gives the sensitiv-
ity for ten years exposure for the true
neutrino energy and arrival direction,
which is a lower limit to the sensitivity.
Green dashed lines show various pre-
dictions for diffuse astrophysical neu-
trino fluxes.
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The sensitivity of this analysis could be significantly increased for
an event selection going beyond the horizon. This is challenging, be-
cause the atmospheric muon background outnumbers any neutrino
signal from the Southern hemisphere. Background rejection tech-
niques based on the reconstruction quality as used here can only
be applied in analyses of upward-going events, where a separation
of upward-going neutrino induced muons from mis-reconstructed
downward-going atmospheric muons is needed. A new idea is to
search for events, which start inside the detector. Such events must
be neutrino induced and the start of the observed event is a cascade
from the neutrino-nucleon interaction. This cascade can be accompa-
nied by an outgoing muon track, but the analysis also provides sen-
sitivity to neutral-current or νe and ντ charged-currect interactions
with a cascade-like signature. The outer layers of optical modules
are used as a veto against muon tracks entering the detector. This
technique rejects atmospheric muons as well as atmospheric neutri-
nos, which would be accompanied by muons from the air shower if
the neutrinos are high enough in energy. Such an analysis provides
a high sensitivity to astrophysical neutrinos.
Considering the channel of muon neutrino-induced track-like sig-
natures presented in this thesis, the sensitivity of the analysis can
be strongly increased by a statistically larger data sample. With
the now completed IceCube Neutrino observatory, consisting of 86
strings, the detected event rate will yield a final neutrino data sam-
ple with up to a factor of two more events than the IC59 data sample
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Figure 14.2: Sensitivity study for
prompt atmospheric neutrino fluxes in
comparison to model predictions. The
red band shows the prompt neutrino
flux prediction by Enberg et al., green
dashed curves show various predic-
tions by Martin et al., and the blue
dashed line shows the intrinsic charm
model by Bugaev et al. The solid
blue line shows the conventional at-
mospheric neutrino flux prediction for
comparison. The orange line is the
90% CL upper limit of this analysis. The
thick yellow lines show how the sensi-
tivity of this analysis improves with a
statistically larger sample. The short-
dashed yellow line is the sensitivity
for five years IC59 exposure, the long-
dashed yellow line is the sensitivity for
ten years IC59 exposure. The solid yel-
low line gives the sensitivity for ten
years exposure for the true neutrino en-
ergy and arrival direction, which is a
lower limit to the sensitivity.
per year. The larger detector also increases the sensitivity to high-
energy events, which is also a benefit for the search for astrophysical
neutrinos. With a planned operation time of at least 15 years, the
IC86-detector will be able to collect unprecedented statistics in the
interesting energy range.
Figure 14.1 shows the sensitivity based on the analysis method of this
thesis, that could be reached with a larger data sample (assuming
the IC59 detector configuration). A five times larger data sample
improves the sensitivity by a factor four, a ten times larger sample
increases the sensitivity by more than a factor of seven. This is an
order of magnitude below the Waxman-Bahcall upper bound and
will allow the exclusion of the Waxman-Bahcall upper bound and
the Waxman-Bahcall diffuse GRB flux prediction if an astrophysical
flux is not detected (see chapter 2 and section 12.3).
A simulation study using the true neutrino energy and the true
neutrino direction as analysis observables results in a factor of two
improvement in sensitivity. This is a lower limit of the sensitivity
that can be reached with IceCube and gives the range of possible
improvements of the sensitivity by improving reconstruction tech-
niques. The sensitivity calculated for ten times the exposure of the
IC59 dataset is a factor of two below the sensitivity calculated based
on the reconstruction algorithms used in this analysis. This shows
that the potential to increase the sensitivity by better reconstruction
techniques is limited and major improvements are obtained by a sta-
tistically larger data sample.
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The future potential for the sensitivity to prompt atmospheric neu-
trino fluxes has also been estimated by a simulation study with an
increased exposure of this analysis. This study shows, that the muon
neutrino channel is able to reach prompt flux predictions with a data
sample of a factor of 10 or more larger than the IC59 data sample.
Figure 14.2 shows that it would be possible to exclude all current
prompt atmospheric neutrino flux models at 90% confidence level
despite the current systematic uncertanties, but this would have to
assume the absence of an astrophysical signal. The cascade channel
will provide a complementary approach to the analysis presented
here.


A
Ice model verification with
downward-going muon
background
Section 5.5 describes two different approaches to extract optical ice
properties from IceCube calibration measurements with LED light
flashes injected in the detector. The obtained optical ice properties
are tested with downward-going muon tracks, which are a back-
ground in neutrino analyses. Long and well reconstructed muon
tracks pass several ice layers of different optical properties. There-
fore, they provide a good test for the ability of an optical ice model to
describe the propagation of photons in different horizontal layers.1 1 M. G. Aartsen et al. “Measurement
of South Pole ice transparency with
the IceCube LED calibration system”.
Nuclear Instruments and Methods A711
(2013), pp. 73–89. url: http://arxiv.
org/abs/1301.5361.
For this purpose simulation data of downward-going muons has
been produced for the SPICE Mie, SPICE1 and the AHA ice model.
The WHAM! model was not yet existent at the time of this study.
However, WHAM! is very similar to the AHA model down to depths
of 1900 m. All simulations are performed with the ppc photon prop-
agator tool, which allows taking into account the horizontal tilt in
the ice structure of the SPICE Mie model. These simulations are
compared to a selection of experimental muon tracks, recorded by
IceCube in its 40-string configuration in August 2008. In order to ob-
tain an unbiased selection of events, the MinimumBias filter stream
is used for this study. It selects all events which pass any of Ice-
Cube’s filter conditions. The large data volume of the MinimumBias
data stream is reduced by a downscale factor of 2000. Only high-
quality muon tracks, which are reconstructed as downward-going
by the MPE fit with a goodness of fit of − log(L)/(nd f − 5) < 8 (re-
duced log-likelihood, see section 6.3.1)) are selected. About 15% of
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Figure A.1: Distribution of hit DOMs
for various ice model simulations in
comparison to experimental data. The
DOM numbers range from 1 at the top
of the detector to 60 at the bottom. The
curves are normalized to one for a bet-
ter comparison of the shape. The plot
on the right shows the ratio between
simulation and experimental data.
the initial events pass this selection and the comparisons shown in
the following plots are based on 130 million events.
An important variable, which depends on the depth structure of op-
tical ice properties is the DOM-occupancy. The occupancy shown in
figure A.1 is the cumulative distribution of hit DOMs as a function
of depth from all strings. It clearly exhibits the features of the ice
model. Layers with more hit DOMs correspond to layers with less
absorption and layers with less hit DOMs to layers with a higher
absorptivity. Both SPICE models show a flatter ratio between exper-
iment and simulation than the AHA model.
Figure A.2 shows the distribution of the z-coordinate of the center of
gravity of all hit DOMs in an event. Most hits are centered in the top
of the detector, because muons arrive from above. The “dust layer”,
a layer with particularly high absorptivity, is located between −150
and 0 m. Here, a lot of light is absorbed. Therefore, more horizon-
tal events, entering the detector from the side, cause a shoulder of
the COGZ distribution just below the dust layer between −400 and
−200 m. As visible in the ratio plot in figure A.2, this bottom part
Figure A.2: Distribution of the z-
coordinate of the center of gravity of all
hit DOMs for various ice model simu-
lations in comparison to experimental
data. The curves are normalized to one
for a better comparison of the shape.
The plot on the right shows the ratio
between simulation and experimental
data.
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Figure A.3: Distribution of the number
of hit strings for various ice model sim-
ulations in comparison to experimental
data. The curves are normalized to one
for a better comparison of the shape.
The plot on the right shows the ratio
between simulation and experimental
data.
of the COGZ distribution is particularly better reproduced by the
SPICE Mie simulation.
The variable Nstring is the number of strings, which have detected pho-
tons in an event. It is correlated to the brightness and therefore to
the energy of an event. Figure A.3 shows the distribution of Nstring for
experimental data and the three different ice model simulations. It
is observed, that the AHA model tends to underestimate Nstring, and
therefore its ratio to data is non-flat. This might be explained by the
in general higher absorptivity of the AHA model compared to the
SPICE models.
Figure A.4 shows the z-coordinate of DOMs, which have recorded a
direct hit. Direct hits are photons, which arrive at the optical module
within a window of −15 ns to +75 ns around their geometrically ex-
pected arrival time (see section 6.3.1). This means that direct photons
have not been strongly scattered in the ice. If a DOM has detected i
direct hits, it also contributes i times to the histogram. Similar to the
occupancy plot, this distribution also exhibits the features of the opti-
cal ice structure. Although the ice has a lower absorptivity in the bot-
tom, there are more photons detected in the top, because the muons
Figure A.4: Distribution of the z-
coordinate of direct hits recorded in
the event for various ice model sim-
ulations in comparison to experimen-
tal data. The plot on the right shows
the ratio between simulation and exper-
imental data.
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Figure A.5: Global distribution of the
time residuales tres for various ice mod-
els. The curves are normalized to one
event for a better comparison of the
shape. The plot on the right shows
the ratio between simulation and exper-
imental data.
enter from above. The ratio plot shows that the depth structure of
this distribution is much better reproduced by the SPICE models.
In particular in the dust layer, the AHA model predicts much more
photons than observed in experimental data. However, the ratio plot
shows that the AHA and SPICE1 model on average underestimate
the number of direct hits by ∼ 20%.
A.1 Analysis of time residual distributions
A very interesting observable to study the performance of ice models
is the distribution of time residuals tres (see section 6.3.1). A time
residual is the difference between the geometrically expected and
observed arrival time of photons:
tres = tobs − texpected (A.1)
Figure A.5 shows the global time residual distribution for the sample
of downward-going muons, averaged over all DOMs in the detector.
The ratio between simulation and experimental data shows that in
particular the SPICE Mie ice model is relatively flat up to times of
1000 ns. Photons arriving at very large tres have propagated a long
path and are therefore sensitive to the optical properties, in partic-
ular absorptivity. The tail of large time residual distribution is not
described correctly by any of the models.
Figure A.6 and A.7 display the time residual distributions subdi-
vided for different horizontal layers. Examplarily shown are the dis-
tributions for hits between 360 m and 380 m, 120 m and 140 m, −80 m
and −100 m (dust layer) and −260 m and 280 m z-coordinate in the
detector.
Figure A.6 shows a zoom into the region of the peak of the distri-
bution between −10 ns and 10 ns. As explained in section 5.5, this
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Figure A.6: Distribution of time resid-
uals between −10 ns and 10 ns in var-
ious depth intervals for various ice
model simulations and experimental
data. Black dots: experimental data;
blue circles: AHA; green squares:
SPICE1; orange triangles: SPICE Mie.
region is most sensitive to the scattering properties. It can be ob-
served that it depends on the depth layer, which ice model describes
the experimental data best.
Figure A.7 shows the time residual distributions in the range be-
tween −100 ns and 1000 ns. The slopes in the tail of the distributions
per depth interval are sensitive to absorption and can be fitted with
an exponential function
dN
dt
= N0 · eα·t, (A.2)
where the negative exponential index α is the slope of the time resid-
ual distribution. Very steep slopes (large |α|) correspond to a steep
time residual distribution and a shorter lifetime of photons due to
larger absorptivity. The fitting range is 300 ns to 700 ns.
The results of these fits are presented in figure A.8. It shows the
slopes α, which were fitted to the time residual distributions in 20
depth intervals (examples are shown in figure A.7) as a function of
the z-coordinate of their horizontal layer in the detector. It can be
observed that the SPICE Mie model describes the experimental data
best. In particular in the dust layer, the other ice models clearly
underestimate the absorptivity of the ice. The SPICE1 model is in
general slightly above the SPICE Mie model and experimental data,
which indicates that it underestimates the absorptivity. Experimental
data and the SPICE models also exhibit a stronger structure, while
the AHA model shows slightly less variation. It also has to be noted,
that the depth structure of the AHA model is slightly squeezed to-
wards the center of the detector.
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Figure A.7: Distribution of time resid-
uals between −100 ns and 1000 ns in
various depth intervals for various
ice model simulations and experimen-
tal data. Black: experimental data;
blue: AHA; green: SPICE; orange:
SPICE Mie. Black dots: experimental
data; blue circles: AHA; green squares:
SPICE1; orange triangles: SPICE Mie.
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The conclusion of this study is that the SPICE Mie ice model de-
scribes the experimental data best. It is therefore used as a baseline
ice model in this analysis. Other ice models are used in order to esti-
mate systematic uncertainties introduced by an imprecise modelling
of the optical ice properties.
Figure A.8: Slopes characterizing the
absorptivity fitted to time residual dis-
tributions per depth interval for various
ice models. The error band marks the
statistical error obtained from the fit.
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B
Characteristics of simulation
datasets
The following tables list the simulation datasets, which have been
used in this analysis. More details can be found in the IceCube Data
Warehouse.1 1 IceCube Collaboration. “Data Ware-
house”. Internal Ressources (2012). url:
http://internal.icecube.wisc.edu/
simulation/.
CORSIKA datasets
dataset generated number total ice photon optical special
number spectrum of files lifetime model propagator efficiency settings
4046 unweighted Hörandel 80000 11.5 days SPICE1 photonics 1.0 -
4589 unweighted Hörandel 75000 11.5 days SPICE1 photonics 1.0 four seasonal atms. profiles
4703 weighted Hörandel 100000 SPICE1 photonics 1.0 single muons
4930 weighted Hörandel 20000 SPICE1 photonics 1.0 double coincident muons
5359 weighted Hörandel 4000 SPICE1 photonics 1.0 triple coincident muons
Table B.1: List of atmospheric muon
datasets.
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Neutrino datasets
dataset neutrino generated number events ice photon optical special
number flavor spectrum of files per file model propagator efficiency settings
6471 νµ E−1 10000 5000 SPICE Mie photonics 1.0 -
6515 νµ E−2 10000 200000 SPICE Mie photonics 1.0 -
7230 νµ E−1 1000 5000 SPICE Mie photonics 1.2 -
6304 νµ E−1 2000 5000 SPICE Mie photonics 1.1 -
6735 νµ E−1 2000 5000 SPICE Mie photonics 0.9 -
7227 νµ E−1 1000 5000 SPICE Mie photonics 0.8 -
7341 νµ E−1 5000 5000 WHAM! photonics 0.9 -
7433 νµ E−2 5000 200000 WHAM! photonics 0.9 -
7372 νµ E−1 1000 5000 WHAM! photonics 1.2 -
7371 νµ E−1 1000 5000 WHAM! photonics 1.1 -
7370 νµ E−1 1000 5000 WHAM! photonics 1.0 -
7369 νµ E−1 1000 5000 WHAM! photonics 0.8 -
7255 νµ E−1 5000 5000 SPICE1 photonics 0.9 -
6475 νµ E−2 5000 200000 SPICE1 photonics 1.0 -
7280 νµ E−1 1000 5000 SPICE1 photonics 1.2 -
7281 νµ E−1 1000 5000 SPICE1 photonics 1.1 -
7343 νµ E−1 1000 5000 SPICE1 photonics 1.0 -
7282 νµ E−1 1000 5000 SPICE1 photonics 0.8 -
7843 νµ E−2 2000 200000 SPICE Mie ppc 1.0 -
7261 νµ E−2 2000 200000 SPICE Mie ppc 1.15 -
8691 ντ E−1 10000 5000 SPICE1 photonics 1.0 -
4176 νe E−1 10000 5000 SPICE1 photonics 1.0 -
9698 νµ E−1 1000 5000 SPICE Mie photonics 1.0 CSS ν-nucleon x-sections
9098 νµ E−1 1000 5000 SPICE Mie photonics 1.0 bremsstrahlung x-section +5%
9102 νµ E−1 1000 5000 SPICE Mie photonics 1.0 bremsstrahlung x-section −5%
9104 νµ E−1 1000 5000 SPICE Mie photonics 1.0 pair production x-section +5%
9105 νµ E−1 1000 5000 SPICE Mie photonics 1.0 pair production x-section −5%
9128 νµ E−1 1000 5000 SPICE Mie photonics 1.0 bremsstrahlung x-section +100%
Table B.2: List of neutrino datasets.
C
Pre-selection criteria for data
rate reduction (level3)
Data are collected in subsequent runs, which have a standard dura-
tion of eight hours. The large majority of runs are physics runs, but
from time to time dedicated calibration runs are taken. Such runs
have different settings, e.g. light is emitted inside the detector by the
LED flashers at each DOM (see section 5.5), and cannot be used for
physics analyses. Runs with failures in data aquisition due to DOM,
computing, storage issues are also excluded. In this analysis, 1238
runs classified as “good” were used1. The total detector lifetime of 1 M. Baker et al. “IC59 good run list”.
Internal resource (2010). The run selec-
tion used in this analysis differs from
the given list: it includes Run 114006,
which was missing before due to data
taking problems with a single string.
Run 114007 has been excluded. url:
https : / / wiki . icecube . wisc . edu /
index . php / IC59 _ PS _ Data _ and _
Simulation
this selection is 348.14 days.
In order to reduce the data stream and apply more complex and
time consuming reconstructions of the events, the data stream is de-
creased by a pre-selection of neutrino induced muon tracks. The pur-
pose of this selection is to remove events that are clearly background
of atmospheric muons or mis-reconstructed events, which are there-
fore not of further interest either. This process is known in IceCube
as level3-filtering and is a joint filter level for several analyses of the
muon data stream.
Different pre-selection criteria are applied for events from the North-
ern and Southern hemisphere. As motivated in section 4.4, the data
stream used in this analysis is first reduced to events which are re-
constructed as upward-going by the MPE fit (see section 6.3.3):
θMPE ≥ 90◦. (C.1)
The selection criteria for the Southern hemisphere are not further
discussed here.
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Figure C.1: The two-dimensional Ndir-
Ldir distribution of astrophysical neu-
trinos, atmospheric neutrinos and the
background of atmospheric muons.
The color scale indicates the event rate
in arbitrary units. The black dashed
line surrounds the events which are re-
jected.
An algorithm called Topological Trigger2 is applied to the remaining
2 Dmitry Chirkin. “Neutrino search
with IceCube”. IceCube Internal Report
icecube/200807006 (2008). url: http :
/ / internal . icecube . wisc . edu /
reports/data/icecube/2008/07/006/
icecube_200807006_v1.pdf
events, with the purpose to identify coincident events (see section
6.5.1). It returns hit patterns that split the total of hits in an event
into causaly connected subsets. If only one event is found besides
isolated noise hits, the subset can be identical to the total event. It is
required that an MPE fit applied to the largest of these subsets fulfills
the condition
θMPE (TT0) ≥ 80◦. (C.2)
A further pre-selection criterion is based on the number of direct hits
(Ndir) and the direct length (Ldir) (see section 6.3.4). Figure C.1 shows
the 2-dimensional distributions of Ndir and Ldir for atmospheric neu-
trinos, astrophysical neutrinos and atmospheric muon background.
The background of atmospheric muons tends to have short direct
lengths and a small number of direct hits, because if reconstructed
as upward-going muon tracks they are mis-reconstructed and the hit
pattern tends to match poorly the upward-going track hypothesis.
A suitable criterion to remove atmospheric muon background while
losing only non-interesting neutrino candidate events is a combined
criterion named the direct ellipse cut:(
Ndir
15
)2
+
(
Ldir
60 m
)2
> 1. (C.3)
The direct ellipse cut keeps 74% of atmospheric neutrinos and 76% of
astrophysical neutrinos while rejecting 93% of atmospheric muons.
D
Development of event selection
criteria
This appendix explaines the details of the selection of neutrino events
from IceCube’s data stream, which is summarized in chapter 6. Fig-
ures D.1 to D.11 show the distributions of selection criteria variables
for atmospheric muons and neutrinos and a potential astrophysical
signal for which the event selection is optimized. Orange lines in-
dicate the selection criteria that were chosen. Selection criteria are
applied subsequently. They are optimized separately for non-split
and split events. Tables D.1 to D.10 display event numbers and pass-
ing efficiencies for all selection criteria.
All selection criteria have been verified to be robust against system-
atic bias (see appendix F). Section 6.6 shows comparisons of exper-
imental data and simulation at final neutrino level after application
of all selection criteria.
D.1 Selection of upward-going events
D.1.1 Cut 1 - MPE zenith angle cut for split events
The first requirement is that all tracks are reconstructed as upward-
going. This criterion is already implemented in the pre-selection
described in appendix C. However, for split events the most accu-
rate reconstructions are the reconstructed tracks of the largest found
subset TT0. Therefore, it is additionally required for split events that
θMPE, TT0 > 90◦ (split). (D.1)
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non-split cut 1 no cut
split cut 1 θMPE, TT0 > 90◦
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 1 1577327 1170496.51 414637.65 31.03 4077.66
passing 95.14% 94.81% 95.02% 98.11% 97.12%
# after cut 1 1500619 1109733.18 393968.64 30.45 3960.38
non-split cut 2 θLinefit > 90◦
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 2 4726623 4037233.42 740439.18 87.94 8618.07
passing 67.34% 67.32% 60.91% 91.19% 90.78%
# after cut 2 3182955 2717909.63 451032.73 80.19 7823.59
split cut 2 θLinefit, TT0 > 90◦
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 2 1500619 1109733.18 393968.64 30.45 3960.38
passing 56.13% 54.46% 49.78% 92.94% 91.53%
# after cut 2 842329 604359.77 196114.09 28.30 3625.11
Table D.1: Passing efficiencies for the
MPE and Linefit upward-going event
selection criteria.
The result is illustrated in figure D.1 and passing efficiencies for this
criterion are given in table D.1. Figure D.1 shows no entries for
angles < 80◦ because those events have already been rejected in the
pre-selection.
D.1.2 Cut 2 - Linefit zenith angle cut
It is further required that a second Linefit reconstruction algorithm
also reconstructs the event as upward-going as (see section 6.3.1).
The consistency of the Linefit and MPE fit reconstructions confirms
the robustness of the track reconstruction:
θLinefit > 90◦ (non-split) θLinefit, TT0 > 90◦ (split). (D.2)
This cut is illustrated in figure D.2 and passing efficiencies are given
in table D.1.
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D.2 Track reconstruction quality criteria
D.2.1 Cut 3 - rlogl cut
The MPE track reconstruction is based on a likelihood function and
every reconstruction returns the negative log-likelihood minimum
found during the minimization process. The reduced negative log-
likelihood value rlogl (see equation 6.4) has been found to be an in-
dicator for the goodness of the fit. The selection criteria chosen were
rlogl < 11 (non-split and split). (D.3)
For split events it was determined that the fit on the total event bet-
ter separates neutrino induced muons from mis-reconstructed tracks
than the MPE fit on TT0. The rlogl distribution is shown in figure
D.3, passing efficiencies are given in table D.2.
D.2.2 Cut 4 - σparaboloid cut
The next quality criterion is the estimated error of the track recon-
struction, calculated by the algorithm paraboloid algorithm (see sec-
tion 6.3.1). The resulting selection criteria are:
σparaboloid < 5◦ (non-split) σparaboloid, TT0 < 5◦ (split) (D.4)
as shown in figure D.4. Corresponding numbers are given in table
D.3.
D.2.3 Cut 5 - cut on the angular difference between Linefit
and MPE fit
In addition, the angular difference between the reconstruction results
from the MPE fit and the Linefit are used as a separation criterion.
If both reconstructed tracks are close this is an indication for a good
reconstruction. The selection criterion was placed at
∆ψ (Linefit, MPE fit) < 15◦ (non-split) (D.5)
∆ψ (Linefit TT0, MPE fit TT0) < 15◦ (split) (D.6)
as shown in figure D.5. Corresponding numbers are given in table
D.4.
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non-split cut 3 rlogl < 11
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 3 3182955 2717909.63 451032.73 80.19 7823.59
passing 35.51% 32.44% 40.64% 94.20% 74.34%
# after cut 3 1130117 881805.96 183287.29 75.54 5816.37
split cut 3 rlogl < 11
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 3 842329 604359.77 196114.09 28.30 3625.11
passing 36.97% 32.94% 45.34% 91.17% 75.50%
# after cut 3 311388 199087.18 88915.08 25.80 2736.86
Table D.2: Passing efficiencies for
the reduced negative log-likelihood
selection criteria.
rlogl
0 5 10 15 20 25
-210
-110
1
10
210
310
410
510
610
710
experimental data (35 days)
CORSIKA atmospheric muons (total)
CORSIKA atmospheric muons (coincident)
)-2 * E-7astrophysical neutrinos (10
atmospheric neutrinos (Honda2007)
reduced log(L) distribution (non-split events)
rlogl
0 5 10 15 20 25
-310
-210
-110
1
10
210
310
410
510
610
710 experimental data (35 days)
CORSIKA atmospheric muons (total)
CORSIKA atmospheric muons (coincident)
)-2 * E-7astrophysical neutrinos (10
atmospheric neutrinos (Honda2007)
reduced log(L) distribution (split events)
Figure D.3: Cut 3: Reduced negative
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non-split cut 4 σparaboloid < 5◦
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 4 1130117 881805.96 183287.29 75.54 5816.37
passing 14.74% 18.22% 38.21% 78.52% 67.28%
# after cut 4 166605 160688.80 70032.41 59.31 3913.51
split cut 4 σparaboloid, TT0 < 5◦
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 4 311388 199087.18 88915.08 25.80 2736.86
passing 16.41% 21.72% 35.80% 76.81% 67.58%
# after cut 4 51104 43250.27 31832.22 19.82 1849.64
Table D.3: Passing efficiencies for the
angular resolution selection criteria.
Figure D.4: Cut 4: Angular resolu-
tion (σparaboloid) distribution for non-split
(top) and split (bottom) events. Events
with σparaboloid < 5◦ are kept.
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non-split cut 5 ∆ψ (Linefit, MPE fit) < 15◦
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 5 166605 160688.80 70032.41 59.31 3913.51
passing 35.33% 38.03% 48.93% 89.24% 91.05%
# after cut 5 58868 61114.54 34267.75 52.93 3563.20
split cut 5 ∆ψ (LinefitTT0, MPE fitTT0) < 15◦
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 5 51104 43250.27 31832.22 19.82 1849.64
passing 42.04% 42.42% 47.71% 92.91% 93.80%
# after cut 5 21485 18346.56 15186.40 18.41 1734.89
Table D.4: Passing efficiencies for the
∆ψ selection criteria.
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Figure D.5: Cut 5: ∆ψ distribution
for non-split (top) and split (bottom)
events. Events with ∆ψ < 15◦ are kept.
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D.3 Specific rejection of coincident atmospheric muons
D.3.1 Cut 6 - Bayesian cut
As seen from figure D.6 the background of atmospheric muons is at
this level dominated by coincident muon tracks. These are particu-
larly challenging for the reconstruction algorithms, which are based
on a single track hypothesis. A further technique for the identifi-
cation of these mis-reconstructed tracks — but also for single mis-
reconstructed tracks — is the comparison of the likelihood maxi-
mum from the standard fit with a fit forced to be downwards-going.
This Bayesian likelihood fit is performed with an 8-iteration SPE ap-
proach for computing time reasons and therefore compared to the
result of a standard 8-iteration SPE fit, which allows all directions.
Larger values of the likelihood ratio indicate that the upward-going
reconstruction describes the data better than a forced downward-
going reconstruction. This means that the event is more likely to be
an upward-going neutrino induced muon than a downward-going
atmospheric background muon. The selection criteria are defined as:
log
( LSPE
LBayesian
)
> 29 (non-split) (D.7)
log
( LSPE, TT0
LBayesian, TT0
)
> 29 (split) (D.8)
The distribution of the Bayesian likelihood ratio is shown in figure
D.6. The passing efficiencies for these selection criteria are given in
table D.5.
D.3.2 Cut 7 - geometry and time split reconstruction cut
A very efficient selection criterion in particular for coincident events
are the angular reconstructions on the splitted hit pattern explained
in section 6.3.1. It is required that both, the geometrically and the
timely splitted reconstructions, are upward-going with a zenith angle
of greater than 80◦:
min(θgeo1, θgeo2, θtime1, θtime2) > 80◦ (non-split and split). (D.9)
This is shown in figure D.7 and table D.6.
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non-split cut 6 log
( LSPELBayesian ) > 29
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 6 58868 61114.54 34267.75 52.93 3563.20
passing 22.91% 18.99% 27.96% 90.85% 67.35%
# after cut 6 13486 11606.42 9582.19 48.09 2399.83
split cut 6 log
( LSPE, TT0
LBayesian, TT0
)
> 29
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 6 21485 18346.56 15186.40 18.41 1734.89
passing 38.94% 31.60% 35.48% 83.69% 64.99%
# after cut 6 8367 5796.65 5388.84 15.41 1127.59
Table D.5: Passing efficiencies for
the ratios of Bayesian and standard
likelihood selection criteria.
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Figure D.6: Cut 6: Distribution of ra-
tios of Bayesian and standard likeli-
hood minima for non-split (top) and
split (bottom) events. Events with
log
( LSPELBayesian ) > 29 are kept.
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non-split cut 7 min(θgeo1, θgeo2, θtime1, θtime2) > 80◦
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 7 13486 11606.42 9582.19 48.09 2399.83
passing 14.24% 2.05% 1.17% 84.66% 65.40%
# after cut 7 1921 238.36 112.42 40.71 1569.54
split cut 7 min(θgeo1, θgeo2, θtime1, θtime2) > 80◦
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 7 8367 5796.65 5388.84 15.41 1127.59
passing 13.54% 4.60% 4.44% 82.27% 71.24%
# after cut 7 1133 266.44 239.25 12.68 803.28
Table D.6: Passing efficiencies for the
minimum zenith angle of all geometri-
cally and timely split reconstructions
selection criteria.
Figure D.7: Cut 7: Distribution of the
minimum zenith angle of all geomet-
rically and timely split reconstructions
for non-split (top) and split (bottom)
events. Events with min(θsplit) > 80◦
are kept.
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D.4 Selection criteria on the hit pattern with respect to
the reconstructed track
D.4.1 Cut 8 - Ndir cut
Powerful observables to separate neutrino induced muons from at-
mospheric muon background are the number of directs hits Ndir and
the direct length Ldir and the direct smoothness Sdir (see section 6.3.4).
These observables evaluate the amount of unscattered photons. In
addition to the pre-selection criteria, which already involved Ndir and
Ldir (see appendix C) it is required, that each event has at least seven
direct hits:
Ndir > 6 (non-split) Ndir, TT0 > 6 (split). (D.10)
As illustrated in figure D.8 this criterion efficiently removes split
events. Some neutrino induced muon events with a very small num-
ber of direct hits, which are removed in this step, are likely to be very
low energy and not of primary interest for this analysis. Table D.7
summarizes passing efficiencies.
D.4.2 Cut 9 - Ldir cut
Also the condition for the direct length Ldir is tightened. The direct
length — defined by the largest distance of direct hits projected on
the reconstructed track — has to be larger than 250 m. This distance
equals twice the inter-string distance in IceCube. Events with such
a length are more likely to have obtained a good track reconstruc-
tion, which is an essential requirement for this analysis. The event
selection condition is:
Ldir > 250 m (non-split) Ldir, TT0 > 250 m (split). (D.11)
The distribution of Ldir is shown in figure D.9 and passing efficiencies
are given in table D.9.
D.4.3 Cut 10 - Sdir cut
The direct smoothness Sdir of a track indicates the regularity of dis-
tributed light along the track. Values close to 0 correlate to evenly
distributed hits. Values close to ±1 are corresponding to tracks with
clustered hits at one end. The selection condition found in the opti-
mization is
|Sdir| < 0.45 (non-split) |Sdir, TT0| < 0.6 (split). (D.12)
The criterion is in particularly useful in the non-split branch, which
is supposed to be dominated by single tracks.
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non-split cut 8 Ndir > 6
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 8 1921 238.36 112.42 40.71 1569.54
passing 83.65% 4.23% 2.76% 97.34% 94.88%
# after cut 8 1607 10.09 3.10 39.63 1489.21
split cut 8 Ndir, TT0 > 6
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 8 1133 266.44 239.25 12.68 803.28
passing 81.64% 1.03% 1.12% 94.88% 92.11%
# after cut 8 925 2.74 2.68 12.03 739.86
Table D.7: Passing efficiencies for the
direct hit selection criteria.
Figure D.8: Cut 8: Distribution of direct
hits for non-split (top) and split (bot-
tom) events. Events with Ndir > 6 are
kept.
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non-split cut 9 Ldir > 250 m
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 9 1607 10.09 3.10 39.63 1489.21
passing 96.64% 92.22% 84.21% 98.09% 97.36%
# after cut 9 1553 9.30 2.61 38.87 1449.82
split cut 9 Ldir, TT0 > 250 m
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 9 925 2.74 2.68 12.03 739.86
passing 97.73% 97.57% 98.72% 97.81% 97.56%
# after cut 9 904 2.67 2.65 11.76 721.78
Table D.8: Passing efficiencies for the
direct length selection criteria.
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Figure D.9: Cut 9: Distribution of di-
rect lengths for non-split (top) and split
(bottom) events. Events with Ldir >
250 m are kept.
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non-split cut 10 |Sdir| < 0.45
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 10 1553 9.30 2.61 38.87 1449.82
passing 92.92% 13.71% 8.17% 96.10% 93.83%
# after cut 10 1443 1.28 0.21 37.35 1360.37
split cut 10 |Sdir, TT0| < 0.6
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 10 904 2.67 2.65 11.76 721.78
passing 98.23% 77.01% 76.79% 99.51% 99.42%
# after cut 10 888 2.06 2.03 11.71 717.63
Table D.9: Passing efficiencies for the
direct smoothness selection criteria.
Figure D.10: Distribution of the
smoothness of the direct hit pattern
for non-split (top) and split (bottom)
events. Non-split events with |Sdir| <
0.45 and split events with |Sdir, TT0| < 0.6
are kept.
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D.5 Detection volume containment criteria
D.5.1 Cut 11 - COGZ cut
Events, which are only partially contained inside the detection vol-
ume, are challenging for reconstruction algorithms. In this analysis,
this leads to mis-reconstructed directions and energies in particular
if the track passes above or below the detector and triggers only the
very top or the very bottom layers of DOMs. Such events are often
reconstructed as horizontal and the reconstructed energy is underes-
timated. The top of the detector allows an infiltration of downward-
going stopping muon bundles which produce a time pattern consis-
tent with horizontal tracks. In order to remove such events, a center
of gravity of all hit DOMs is calculated. For the z-coordinate it is
required that it is located within
−450 m < COGZ < 400 m (non-split and split). (D.13)
The COGZ distribution is shown in figure D.11. Passing efficiencies
are given in table D.10.
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Figure D.11: Distribution of z-
coordinate of the center of gravity
of hits for non-split (top) and split
(bottom) events. Events with −450 m
< COGZ < 400 m are kept. This figure
does not agree with the numbers given
in table D.10, because only a part of
the CORSIKA simulation has been
included in the plot.
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non-split cut 11: top COGZ < 400 m
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 11 top 1443 1.28 0.21 37.35 1360.37
passing 98.89% 79.33% 92.09% 97.04% 98.40%
# after cut 11 top 1427 1.01 0.20 36.25 1338.65
split cut 11: top COGZ < 400 m
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# after cut 11 top 888 2.06 2.03 11.71 717.63
passing 98.31% 100% 100% 97.81% 98.66%
# after cut 11 top 873 2.06 2.03 11.45 708.04
non-split cut 11: bottom COGZ > −450 m
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 11 bottom 1427 1.01 0.20 36.25 1338.65
passing 97.90% 91.59% 62.49% 99.03% 98.30%
# after cut 11 bottom 1397 0.93 0.12 35.90 1315.90
split cut 11: bottom COGZ > −450 m
experimental data CORSIKA atms. µ CORSIKA atms. µ astrophysical νµ atmospheric νµ
(35 days) (total) (coincident) (dΦ/dE = 10−7 · E−2) (Honda2007)
# before cut 11 bottom 873 2.06 2.03 11.45 708.04
passing 97.02% 98.74% 100.00% 98.10% 97.59%
# after cut 11 bottom 847 2.03 2.03 11.23 690.96
Table D.10: Passing efficiencies for the
z-coordinate of the center of gravity
selection criteria.
E
Test for systematic biases caused
by the event selection
All selection criteria developed in appendix D are tested for their
suitability in context of this analysis. The sensitivity of this analysis
is given by the highest-energy events, which are dominantly entering
the detector from the side and are dominantly located in the bottom
of the detector (see plots in this appendix). Selection criteria, which
reject these particularly interesting events, should not be used in the
analysis, even if it has a large signal passing efficiency. It is therefore
important to ensure that such events are not rejected by the selection
criteria. This is verified by 2-dimensional control plots showing the
selection variable versus detector position, reconstructed direction
and energy. Such plots have been produced for all selection variables.
A study of the depth, energy and angular dependence of selection
criteria also helps to prevent biases in the event selection through sys-
tematic uncertainties in the simulation. The magnitude of systematic
uncertainties is often depth (e.g. ice properties) or angular and en-
ergy (e.g. reconstruction methods) dependent. A selection criterion,
which strongly depends on one of these parameters, might enhance
a possible disagreement between experimental and simulated data.
Each of the following pages shows the control plot for one selec-
tion variable after the application of previous selection criteria cor-
responding to table 6.1 and appendix D. The plots from top left to
bottom right are:
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1. Cumulative distribution of events.
2. Nsig/
√
Nbg.
3. Data/MC ratio, where the MC composes of Corsika background
+ conventional atmospheric neutrinos.
4. Dependence on the true neutrino energy.
5. Dependence on the reconstructed energy loss dE/dx (photorec).
6. Dependence on the reconstructed zenith angle (MPE fit).
7. Dependence on the z-coordinate center of gravity of hit modules.
8. Dependence on the radius of the center of gravity of hit modules.
9. Dependence on the azimuth of the center of gravity of hit mod-
ules.
The color scale gives event numbers. All event numbers refer to a
test sample of events corresponding to a livetime of 35 days.
The pink vertical lines indicate the selection criterion, which was
chosen for this variable.
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ratio for the selection variable
θTT0 (MPE) for split events.
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Figure E.2: True and reconstruc-
tion energy (photorec) distribution as
a function of the selection variable
θTT0 (MPE) for split events.
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Figure E.3: Reconstructed zenith an-
gle (MPE) and COGZ distribution as
a function of the selection variable
θTT0 (MPE) for split events.
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Figure E.4: Radius and azimuth angle
of the COG as a function of the selection
variable θTT0 (MPE) for split events.
240 search for a diffuse neutrino flux with icecube
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Figure E.5: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable θLinefit for
non-split events.
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Figure E.6: True and reconstruction en-
ergy (photorec) distribution as a func-
tion of the selection variable θLinefit for
non-split events.
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Figure E.7: Reconstructed zenith an-
gle (MPE) and COGZ distribution as a
function of the selection variable θLinefit
for non-split events.
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Figure E.8: Radius and azimuth angle
of the COG as a function of the selection
variable θLinefit for non-split events.
244 search for a diffuse neutrino flux with icecube
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Figure E.9: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable
θLinefit, TT0 for split events.
chapter e: test for systematic biases caused by the event selection 245
Linefit TT0θ
0 20 40 60 80 100 120 140 160 180
)
tr
ue
lo
g1
0(E
1
2
3
4
5
6
7
8
9
0
1000
2000
3000
4000
5000
6000
7000
CORSIKA - Energy dependence
Linefit TT0θ
0 20 40 60 80 100 120 140 160 180
)
tr
ue
lo
g1
0(E
1
2
3
4
5
6
7
8
9
0
500
1000
1500
2000
2500
3000
3500
4000
COINCIDENT - Energy dependence
Linefit TT0θ
0 20 40 60 80 100 120 140 160 180
)
tr
ue
lo
g1
0(E
1
2
3
4
5
6
7
8
9
0
0.005
0.01
0.015
0.02
0.025
SIGNAL E-2 - Energy dependence
Linefit TT0θ
0 20 40 60 80 100 120 140 160 180
)
tr
ue
lo
g1
0(E
1
2
3
4
5
6
7
8
9
0
1
2
3
4
5
6
7
ATMOSPHERIC - Energy dependence
Linefit TT0θ
0 20 40 60 80 100 120 140 160 180
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
5000
10000
15000
20000
25000
30000
DATA - dEdX dependence
Linefit TT0θ
0 20 40 60 80 100 120 140 160 180
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
5000
10000
15000
20000
25000
30000
CORSIKA - dEdX dependence
Linefit TT0θ
0 20 40 60 80 100 120 140 160 180
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
2000
4000
6000
8000
10000
12000
14000
COINCIDENT - dEdX dependence
Linefit TT0θ
0 20 40 60 80 100 120 140 160 180
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
2
4
6
8
10
12
14
16
18
20
22
15
10×
Data / (numu atms)
Linefit TT0θ
0 20 40 60 80 100 120 140 160 180
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
0.02
0.04
0.06
0.08
0.1
0.12
SIGNAL E-2 - dEdX dependence
Linefit TT0θ
0 20 40 60 80 100 120 140 160 180
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
5
10
15
20
25
30
ATMOSPHERIC - dEdX dependence
Figure E.10: True and reconstruc-
tion energy (photorec) distribution as
a function of the selection variable
θLinefit, TT0 for split events.
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Figure E.11: Reconstructed zenith an-
gle (MPE) and COGZ distribution as
a function of the selection variable
θLinefit, TT0 for split events.
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Figure E.12: Radius and azimuth angle
of the COG as a function of the selection
variable θLinefit, TT0 for split events.
248 search for a diffuse neutrino flux with icecube
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Figure E.13: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable rlogl for
non-split events.
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Figure E.14: True and reconstruction
energy (photorec) distribution as a
function of the selection variable rlogl
for non-split events.
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Figure E.15: Reconstructed zenith an-
gle (MPE) and COGZ distribution as a
function of the selection variable rlogl
for non-split events.
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Figure E.16: Radius and azimuth angle
of the COG as a function of the selection
variable rlogl for non-split events.
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tion and experimental data/simulation
ratio for the selection variable rlogl for
split events.
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Figure E.18: True and reconstruction
energy (photorec) distribution as a
function of the selection variable rlogl
for split events.
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Figure E.19: Reconstructed zenith an-
gle (MPE) and COGZ distribution as a
function of the selection variable rlogl
for split events.
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Figure E.20: Radius and azimuth angle
of the COG as a function of the selection
variable rlogl for split events.
256 search for a diffuse neutrino flux with icecube
]° [σ
0 2 4 6 8 10 12 14 16 18 200
0.2
0.4
0.6
0.8
1
data burnsample, 35 days
corsika total, 4046, 4589, 4703, 4930, 5359
coincident corsika, 4046, 4589, 4930, 5359
*E-2, 6471-7numu 10
numu atmospheric Honda 2006, 6471
 Paraboloid distribution (non-split upgoing events)σCumulative 
]° [σ
0 2 4 6 8 10 12 14 16 18 20
bgN
/  
si
g
N
0
1
2
3
4
5
numu E-2, 6471
numu atmospheric, 6471
]° [σ
0 2 4 6 8 10 12 14 16 18 20
1
DATA/MC
Figure E.21: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable σparaboloid
for non-split events.
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Figure E.22: True and reconstruc-
tion energy (photorec) distribution as
a function of the selection variable
σparaboloid for non-split events.
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Figure E.23: Reconstructed zenith an-
gle (MPE) and COGZ distribution as
a function of the selection variable
σparaboloid for non-split events.
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Figure E.24: Radius and azimuth angle
of the COG as a function of the selection
variable σparaboloid for non-split events.
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Figure E.25: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable
σparaboloid, TT0 for split events.
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Figure E.26: True and reconstruc-
tion energy (photorec) distribution as
a function of the selection variable
σparaboloid, TT0 for split events.
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Figure E.27: Reconstructed zenith an-
gle (MPE) and COGZ distribution as
a function of the selection variable
σparaboloid, TT0 for split events.
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Figure E.28: Radius and azimuth angle
of the COG as a function of the selection
variable σparaboloid, TT0 for split events.
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Figure E.29: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable
∆ψ (Linefit, MPE) for non-split events.
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Figure E.30: True and reconstruc-
tion energy (photorec) distribution as
a function of the selection variable
∆ψ (Linefit, MPE) for non-split events.
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Figure E.31: Reconstructed zenith an-
gle (MPE) and COGZ distribution as
a function of the selection variable
∆ψ (Linefit, MPE) for non-split events.
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Figure E.32: Radius and azimuth angle
of the COG as a function of the selection
variable ∆ψ (Linefit, MPE) for non-split
events.
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Figure E.33: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable
∆ψ (Linefit TT0, MPE TT0) for split
events.
chapter e: test for systematic biases caused by the event selection 269
]° TT0 [ψ∆
0 20 40 60 80 100 120 140 160 180
)
tr
ue
lo
g1
0(E
1
2
3
4
5
6
7
8
9
0
100
200
300
400
500
600
700
800
900
CORSIKA - Energy dependence
]° TT0 [ψ∆
0 20 40 60 80 100 120 140 160 180
)
tr
ue
lo
g1
0(E
1
2
3
4
5
6
7
8
9
0
100
200
300
400
500
600
700
800
900
COINCIDENT - Energy dependence
]° TT0 [ψ∆
0 20 40 60 80 100 120 140 160 180
)
tr
ue
lo
g1
0(E
1
2
3
4
5
6
7
8
9
0
0.02
0.04
0.06
0.08
0.1
SIGNAL E-2 - Energy dependence
]° TT0 [ψ∆
0 20 40 60 80 100 120 140 160 180
)
tr
ue
lo
g1
0(E
1
2
3
4
5
6
7
8
9
0
2
4
6
8
10
12
14
16
18
ATMOSPHERIC - Energy dependence
]° TT0 [ψ∆
0 20 40 60 80 100 120 140 160 180
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
50
100
150
200
250
300
350
DATA - dEdX dependence
]° TT0 [ψ∆
0 20 40 60 80 100 120 140 160 180
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
200
400
600
800
1000
CORSIKA - dEdX dependence
]° TT0 [ψ∆
0 20 40 60 80 100 120 140 160 180
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
200
400
600
800
1000
COINCIDENT - dEdX dependence
]° TT0 [ψ∆
0 20 40 60 80 100 120 140 160 180
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
20
40
60
80
100
120
140
160
180
200
220
1210×
Data / (numu atms)
]° TT0 [ψ∆
0 20 40 60 80 100 120 140 160 180
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
SIGNAL E-2 - dEdX dependence
]° TT0 [ψ∆
0 20 40 60 80 100 120 140 160 180
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
20
40
60
80
100
ATMOSPHERIC - dEdX dependence
Figure E.34: True and reconstruction
energy (photorec) distribution as
a function of the selection variable
∆ψ (Linefit TT0, MPE TT0) for split
events.
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Figure E.35: Reconstructed zenith
angle (MPE) and COGZ distribu-
tion as a function of the selection
variable ∆ψ (Linefit TT0, MPE TT0) for
split events.
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Figure E.36: Radius and azimuth angle
of the COG as a function of the selection
variable ∆ψ (Linefit TT0, MPE TT0) for
split events.
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Figure E.37: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable
log (LSPE/LBayesian) for non-split events.
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Figure E.38: True and reconstruc-
tion energy (photorec) distribution as
a function of the selection variable
log (LSPE/LBayesian) for non-split events.
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Figure E.39: Reconstructed zenith an-
gle (MPE) and COGZ distribution as
a function of the selection variable
log (LSPE/LBayesian) for non-split events.
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Figure E.40: Radius and azimuth an-
gle of the COG as a function of the
selection variable log (LSPE/LBayesian) for
non-split events.
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Figure E.41: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable
log (LSPE, TT0/LBayesian, TT0) for split
events.
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Figure E.42: True and reconstruc-
tion energy (photorec) distribution
as a function of the selection vari-
able log (LSPE, TT0/LBayesian, TT0) for split
events.
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Figure E.43: Reconstructed zenith an-
gle (MPE) and COGZ distribution
as a function of the selection vari-
able log (LSPE, TT0/LBayesian, TT0) for split
events.
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Figure E.44: Radius and azimuth angle
of the COG as a function of the selec-
tion variable log (LSPE, TT0/LBayesian, TT0)
for split events.
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Figure E.45: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable
min(θgeo1, θgeo2, θtime1, θtime2) for
non-split events.
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Figure E.46: True and reconstruc-
tion energy (photorec) distribution as
a function of the selection variable
min(θgeo1, θgeo2, θtime1, θtime2) for non-
split events.
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Figure E.47: Reconstructed zenith an-
gle (MPE) and COGZ distribution as
a function of the selection variable
min(θgeo1, θgeo2, θtime1, θtime2) for non-
split events.
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Figure E.48: Radius and azimuth angle
of the COG as a function of the selection
variable min(θgeo1, θgeo2, θtime1, θtime2)
for non-split events.
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Figure E.49: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable
min(θgeo1, θgeo2, θtime1, θtime2) for split
events.
chapter e: test for systematic biases caused by the event selection 285
])° [splitθmin(
0 20 40 60 80 100 120 140 160 180
)
tr
ue
lo
g1
0(E
1
2
3
4
5
6
7
8
9
0
20
40
60
80
100
120
140
160
180
CORSIKA - Energy dependence
])° [splitθmin(
0 20 40 60 80 100 120 140 160 180
)
tr
ue
lo
g1
0(E
1
2
3
4
5
6
7
8
9
0
20
40
60
80
100
120
140
160
180
COINCIDENT - Energy dependence
])° [splitθmin(
0 20 40 60 80 100 120 140 160 180
)
tr
ue
lo
g1
0(E
1
2
3
4
5
6
7
8
9
0
0.005
0.01
0.015
0.02
0.025
SIGNAL E-2 - Energy dependence
])° [splitθmin(
0 20 40 60 80 100 120 140 160 180
)
tr
ue
lo
g1
0(E
1
2
3
4
5
6
7
8
9
0
0.5
1
1.5
2
2.5
3
3.5
4
ATMOSPHERIC - Energy dependence
])° [splitθmin(
0 20 40 60 80 100 120 140 160 180
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
10
20
30
40
50
DATA - dEdX dependence
])° [splitθmin(
0 20 40 60 80 100 120 140 160 180
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
20
40
60
80
100
120
140
160
180
200
220
CORSIKA - dEdX dependence
])° [splitθmin(
0 20 40 60 80 100 120 140 160 180
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
20
40
60
80
100
120
140
160
180
200
220
COINCIDENT - dEdX dependence
])° [splitθmin(
0 20 40 60 80 100 120 140 160 180
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
200
400
600
800
1000
1200
6
10×
Data / (numu atms)
])° [splitθmin(
0 20 40 60 80 100 120 140 160 180
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
SIGNAL E-2 - dEdX dependence
])° [splitθmin(
0 20 40 60 80 100 120 140 160 180
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
2
4
6
8
10
12
14
16
18
20
ATMOSPHERIC - dEdX dependence
Figure E.50: True and reconstruc-
tion energy (photorec) distribution as
a function of the selection variable
min(θgeo1, θgeo2, θtime1, θtime2) for split
events.
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Figure E.51: Reconstructed zenith an-
gle (MPE) and COGZ distribution as
a function of the selection variable
min(θgeo1, θgeo2, θtime1, θtime2) for split
events.
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Figure E.52: Radius and azimuth angle
of the COG as a function of the selection
variable min(θgeo1, θgeo2, θtime1, θtime2)
for split events.
288 search for a diffuse neutrino flux with icecube
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Figure E.53: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable Ndir for
non-split events.
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Figure E.54: True and reconstruction
energy (photorec) distribution as a
function of the selection variable Ndir
for non-split events.
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Figure E.55: Reconstructed zenith an-
gle (MPE) and COGZ distribution as a
function of the selection variable Ndir
for non-split events.
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Figure E.56: Radius and azimuth angle
of the COG as a function of the selection
variable Ndir for non-split events.
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Figure E.57: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable Ndir, TT0
for split events.
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Figure E.58: True and reconstruction
energy (photorec) distribution as a
function of the selection variable Ndir, TT0
for split events.
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Figure E.59: Reconstructed zenith an-
gle (MPE) and COGZ distribution as a
function of the selection variable Ndir, TT0
for split events.
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Figure E.60: Radius and azimuth angle
of the COG as a function of the selection
variable Ndir, TT0 for split events.
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Figure E.61: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable Ldir for
non-split events.
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Figure E.62: True and reconstruction
energy (photorec) distribution as a
function of the selection variable Ldir for
non-split events.
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Figure E.63: Reconstructed zenith an-
gle (MPE) and COGZ distribution as a
function of the selection variable Ldir for
non-split events.
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Figure E.64: Radius and azimuth angle
of the COG as a function of the selection
variable Ldir for non-split events.
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Figure E.65: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable Ldir, TT0
for split events.
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Figure E.66: True and reconstruction
energy (photorec) distribution as a
function of the selection variable Ldir, TT0
for split events.
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Figure E.67: Reconstructed zenith an-
gle (MPE) and COGZ distribution as a
function of the selection variable Ldir, TT0
for split events.
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Figure E.68: Radius and azimuth angle
of the COG as a function of the selection
variable Ldir, TT0 for split events.
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Figure E.69: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable |Sdir| for
non-split events.
chapter e: test for systematic biases caused by the event selection 305
|SDirC|
0 0.2 0.4 0.6 0.8 1 1.2
)
tr
ue
lo
g1
0(E
1
2
3
4
5
6
7
8
9
0
0.5
1
1.5
2
2.5
3
3.5
4
CORSIKA - Energy dependence
|SDirC|
0 0.2 0.4 0.6 0.8 1 1.2
)
tr
ue
lo
g1
0(E
1
2
3
4
5
6
7
8
9
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
COINCIDENT - Energy dependence
|SDirC|
0 0.2 0.4 0.6 0.8 1 1.2
)
tr
ue
lo
g1
0(E
1
2
3
4
5
6
7
8
9
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
SIGNAL E-2 - Energy dependence
|SDirC|
0 0.2 0.4 0.6 0.8 1 1.2
)
tr
ue
lo
g1
0(E
1
2
3
4
5
6
7
8
9
0
2
4
6
8
10
ATMOSPHERIC - Energy dependence
|SDirC|
0 0.2 0.4 0.6 0.8 1 1.2
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
5
10
15
20
25
30
35
40
45
DATA - dEdX dependence
|SDirC|
0 0.2 0.4 0.6 0.8 1 1.2
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
0.5
1
1.5
2
2.5
3
3.5
4
CORSIKA - dEdX dependence
|SDirC|
0 0.2 0.4 0.6 0.8 1 1.2
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
COINCIDENT - dEdX dependence
|SDirC|
0 0.2 0.4 0.6 0.8 1 1.2
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
500
1000
1500
2000
2500
3000
Data / (numu atms)
|SDirC|
0 0.2 0.4 0.6 0.8 1 1.2
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
0.1
0.2
0.3
0.4
0.5
0.6
SIGNAL E-2 - dEdX dependence
|SDirC|
0 0.2 0.4 0.6 0.8 1 1.2
)
ph
ot
or
ec
lo
g1
0(d
Ed
X
-2
-1
0
1
2
3
4
5
0
10
20
30
40
50
ATMOSPHERIC - dEdX dependence
Figure E.70: True and reconstruction
energy (photorec) distribution as a
function of the selection variable |Sdir|
for non-split events.
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Figure E.71: Reconstructed zenith an-
gle (MPE) and COGZ distribution as a
function of the selection variable |Sdir|
for non-split events.
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Figure E.72: Radius and azimuth angle
of the COG as a function of the selection
variable |Sdir| for non-split events.
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Figure E.73: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable |Sdir, TT0|
for split events.
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Figure E.74: True and reconstruc-
tion energy (photorec) distribution as
a function of the selection variable
|Sdir, TT0| for split events.
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Figure E.75: Reconstructed zenith an-
gle (MPE) and COGZ distribution as
a function of the selection variable
|Sdir, TT0| for split events.
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Figure E.76: Radius and azimuth angle
of the COG as a function of the selection
variable |Sdir, TT0| for split events.
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Figure E.77: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable COGZ
(top) for non-split events.
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Figure E.78: True and reconstruction
energy (photorec) distribution as a
function of the selection variable COGZ
(top) for non-split events.
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Figure E.79: Reconstructed zenith an-
gle (MPE) and COGZ distribution as a
function of the selection variable COGZ
(top) for non-split events.
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Figure E.80: Radius and azimuth angle
of the COG as a function of the selec-
tion variable COGZ (top) for non-split
events.
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Figure E.81: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable COGZ
(top) for split events.
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Figure E.82: True and reconstruction
energy (photorec) distribution as a
function of the selection variable COGZ
(top) for split events.
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Figure E.83: Reconstructed zenith an-
gle (MPE) and COGZ distribution as a
function of the selection variable COGZ
(top) for split events.
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Figure E.84: Radius and azimuth angle
of the COG as a function of the selection
variable COGZ (top) for split events.
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Figure E.85: Cumulative distribution,
signal over sqrt(background) distribu-
tion and experimental data/simulation
ratio for the selection variable COGZ
(bottom) for non-split events.
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Figure E.86: True and reconstruction
energy (photorec) distribution as a
function of the selection variable COGZ
(bottom) for non-split events.
322 search for a diffuse neutrino flux with icecube
COGZ [m]
-600 -400 -200 0 200 400 600
)θ
co
s(
-1
-0.9
-0.8
-0.7
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
DATA - Zenith dependence
COGZ [m]
-600 -400 -200 0 200 400 600
)θ
co
s(
-1
-0.9
-0.8
-0.7
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
CORSIKA - Zenith dependence
COGZ [m]
-600 -400 -200 0 200 400 600
)θ
co
s(
-1
-0.9
-0.8
-0.7
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0
0
0.02
0.04
0.06
0.08
0.1
COINCIDENT - Zenith dependence
COGZ [m]
-600 -400 -200 0 200 400 600
)θ
co
s(
-1
-0.9
-0.8
-0.7
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0
0
0.002
0.004
0.006
0.008
0.01
0.012
0.014
0.016
0.018
0.02
0.022
SIGNAL E-2 - Zenith dependence
COGZ [m]
-600 -400 -200 0 200 400 600
)θ
co
s(
-1
-0.9
-0.8
-0.7
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
ATMOSPHERIC - Zenith dependence
COGZ [m]
-600 -400 -200 0 200 400 600
CO
G
Z 
[m
]
-600
-400
-200
0
200
400
600
0
5
10
15
20
25
30
35
40
45
DATA - Depth dependence
COGZ [m]
-600 -400 -200 0 200 400 600
CO
G
Z 
[m
]
-600
-400
-200
0
200
400
600
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
CORSIKA - Depth dependence
COGZ [m]
-600 -400 -200 0 200 400 600
CO
G
Z 
[m
]
-600
-400
-200
0
200
400
600
0
0.02
0.04
0.06
0.08
0.1
COINCIDENT - Depth dependence
COGZ [m]
-600 -400 -200 0 200 400 600
CO
G
Z 
[m
]
-600
-400
-200
0
200
400
600
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
SIGNAL E-2 - Depth dependence
COGZ [m]
-600 -400 -200 0 200 400 600
CO
G
Z 
[m
]
-600
-400
-200
0
200
400
600
0
5
10
15
20
25
30
35
40
ATMOSPHERIC - Depth dependence
Figure E.87: Reconstructed zenith an-
gle (MPE) and COGZ distribution as a
function of the selection variable COGZ
(bottom) for non-split events.
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Figure E.88: Radius and azimuth angle
of the COG as a function of the selec-
tion variable COGZ (bottom) for non-
split events.
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Figure E.90: True and reconstruction
energy (photorec) distribution as a
function of the selection variable COGZ
(bottom) for split events.
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Figure E.91: Reconstructed zenith an-
gle (MPE) and COGZ distribution as a
function of the selection variable COGZ
(bottom) for split events.
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Figure E.92: Radius and azimuth angle
of the COG as a function of the selec-
tion variable COGZ (bottom) for split
events.

F
Verification of event selection
criteria by the comparison of
experimental data to simulation
at high level (with a (n− 1)-test)
In addition to the tests for systematic biases caused by the event
selection (see appendix E) an “(n− 1)-test” provides an alternative
study of the event selection. Here, the distribution of a particular
selection variable is investigated with all other selection criteria ap-
plied to the data stream except for the investigated one. It shows
the impact of a particular selection criterion on the final data sam-
ple: figures F.1 to F.6 show which events in the experimental data
(burnsample) and simulation are rejected exclusively by a certain se-
lection criterion. This allows deciding if the selection criterion agrees
between experimental data and simulation and is set correctly or if
a modification of the criterion could either result in a better back-
ground suppresion or a larger signal gain.
Figures F.1 to F.6 show that the majority of selection criteria have
been placed at optimum positions. It turns out that the reduced
log-likelihood value rlogl as a reconstruction quality indicator is re-
jecting neither signal nor background events which are not already
rejected by other selection criteria. This criterion was set in an early
stage of the event selection and helped to remove obviously mis-
reconstucted events, which were clearly no candidate events for the
final data sample. Therefore, the criterion is kept. The rlogl-criterion
serves as a safety-criterion to prevent the final data sample from mis-
reconstructed events in the data.
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The containment criteria for the split branch fulfill a similar func-
tion. Almost no background is removed exclusively by this criterion.
However, the available statistics of atmospheric muon background
simulation at final level is very low and the possibility of uncon-
tained background events leaking in at the very bottom or very top
of the detector remains as a small potential risk for the split branch.
Therefore, the bottom and top containment criteria are kept.
The possibility to tighten a criterion in order to obtain a lower back-
ground contamination in the data sample is given by the number of
direct hits Ndir, in particular for the split branch. However, additional
background events which would be removed by the requirement of
more direct hits still have a relatively small number of direct hits
are and are therefore probably low energy. Since an astrophysical
diffuse neutrino signal is located in the high-energy range of this
analysis, these background events would not be mistaken for poten-
tial signal events. The analysis would hence not benefit from a lower
background contamination, here.
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Figure F.1: Distributions of Linefit, rlogl,
σparaboloid and ∆Ψ after the application of
all other selection criteria for the non-
split branch.
332 search for a diffuse neutrino flux with icecube
N
D
irC
0
5
10
15
20
25
30
35
40
45
50
-
2
10
-
1
10
1102 10
e
xp
er
im
en
ta
l d
at
a 
(35
 da
ys
)
CO
R
SI
KA
 
a
tm
o
sp
he
ric
 
m
uo
n
s 
(to
ta
l)
CO
R
SI
KA
 
at
m
os
ph
er
ic
 
m
u
o
ns
 
(co
in
cid
e
nt
)
)
-
2
 
*
 E
-
7
a
st
ro
ph
ys
ica
l n
eu
tri
no
s 
(10
a
tm
os
ph
er
ic 
ne
ut
rin
os
 (H
on
da
20
07
)
di
re
ct
 h
its
 d
ist
rib
ut
io
n 
(no
n-s
pli
t e
ve
nts
)
LD
irC
 [m
]
0
10
0
20
0
30
0
40
0
50
0
60
0
70
0
80
0
90
0
10
00
-
3
10
-
2
10
-
1
10
1102 10
3
10
e
xp
er
im
en
ta
l d
at
a 
(35
 da
ys
)
CO
R
SI
KA
 
a
tm
o
sp
he
ric
 
m
u
o
n
s 
(to
ta
l)
CO
R
SI
KA
 
a
tm
o
sp
he
ric
 
m
u
o
n
s 
(co
in
ci
de
n
t)
)
-
2
 
*
 E
-
7
a
st
ro
ph
ys
ica
l n
eu
tri
no
s 
(10
a
tm
os
ph
er
ic 
ne
ut
rin
os
 (H
on
da
20
07
)
di
re
ct
 le
ng
th
 d
ist
rib
ut
io
n 
(no
n-s
pli
t e
ve
nts
)
)
Ba
ye
sia
n
/L
SP
E
lo
g(L
0
10
20
30
40
50
60
70
80
90
10
0
-
1
10
1102 10
e
xp
er
im
en
ta
l d
at
a 
(35
 da
ys
)
CO
R
SI
KA
 
a
tm
o
sp
he
ric
 
m
u
o
n
s 
(to
ta
l)
CO
R
SI
KA
 
a
tm
o
sp
he
ric
 
m
u
o
n
s 
(co
in
ci
de
n
t)
)
-
2
 
*
 E
-
7
a
st
ro
ph
ys
ica
l n
eu
tri
no
s 
(10
a
tm
os
ph
er
ic 
ne
ut
rin
os
 (H
on
da
20
07
)
) d
ist
rib
uti
on
 (n
on
-sp
lit 
ev
en
ts)
Ba
ye
sia
n
/L
SP
E
lo
g(L
]
°) [
sp
lit
θ
m
in
(
0
20
40
60
80
10
0
12
0
14
0
16
0
18
0
-
2
10
-
1
10
1102 10
e
xp
er
im
en
ta
l d
at
a 
(35
 da
ys
)
CO
RS
IK
A 
a
tm
o
sp
he
ric
 
m
u
o
ns
 
(to
ta
l)
CO
R
SI
KA
 
a
tm
os
ph
er
ic
 
m
u
o
n
s 
(co
in
ci
de
n
t)
)
-
2
 
*
 E
-
7
a
st
ro
ph
ys
ica
l n
eu
tri
no
s 
(10
a
tm
os
ph
er
ic 
ne
ut
rin
os
 (H
on
da
20
07
)
) d
ist
rib
uti
on
 (n
on
-sp
lit 
ev
en
ts)
Ti
m
e
Sp
lit
2
θ
,
 
Ti
m
e
Sp
lit
1
θ
,
 
G
eo
Sp
lit2
θ
,
 
G
eo
Sp
lit1
θ
m
in
(
Figure F.2: Distributions of
log (LSPE/LBayesian), min (θsplit), Ndir
and Ldir after the application of all
other selection criteria for the non-split
branch.
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Figure F.3: Distributions of Sdir and
COGZ after the application of all
other selection criteria for the non-split
branch.
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Figure F.4: Distributions of MPE fit
(TT0), Linefit (TT0), rlogl, σparaboloid, TT0
after the application of all other selec-
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Figure F.5: Distributions of ∆Ψ (TT0),
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Figure F.6: Distributions of Ldir, TT0,
Sdir, TT0 and COGZ after the application
of all other selection criteria for the split
branch.
G
On the parameterization of the
impact of the optical efficiency
on high-level neutrino
distributions
In chapter 8 it has been explained how the impact of the optical
efficiency on the reconstructed energy and zenith angle distribution
of neutrinos can be parameterized. Simulated neutrino events are
re-weighted with a correction function
c
(
log10 (Ereco)
)10·(e−e0 ) , (G.1)
which corrects for the influence of the optical efficiency e compared
to a baseline optical efficiency of e0 = 1.0 (see section 8.5). The
following plots demonstrate this method. Figure G.1 shows the ratio
between simulated datasets with an optical efficiency e 6= e0 and
the simulated dataset with the baseline optical efficiency of e0 as a
function of the reconstructed energy. A variation of optical efficiency
changes the rate and shape of the energy distribution as described in
section 8.5, the ratios differ from 1 and are non-flat.
According to the procedure described above and in section 8.5, a
simulated dataset with an arbitrary setting of optical efficiency can
be re-weighted to a dataset of another optical efficiency. Here, the
baseline dataset with an optical efficiency of e0 = 1.0 has been re-
weighted using the correction function shown in figure G.3 to de-
scribe the reconstructed energy distribution of datasets with optical
efficiency settings of e = 0.8, 0.9, 1.1, 1.2. In order to verify this re-
weighting, figure G.1 shows the ratio between the simulated datasets
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Figure G.1: Left: ratio of simulated
datasets with an optical efficiency of
e 6= 1.0 and the baseline simulation
with e = 1.0 as a function of the re-
constructed energy. Right: ratio of
the simulated datasets with an opti-
cal efficiency of e 6= 1.0 and the base-
line dataset re-weighted to a simulation
with optical efficiency e by the correc-
tion functions.
with optical efficiencies set to e = 0.8, 0.9, 1.1, 1.2 and the baseline
dataset as a function of the reconstructed energy with corresponding
corrections applied. The ratio is almost flat and centered around 1.
The probability for compatibility between the re-weighted and the
original energy histogram from χ2-tests are > 0.99 for e = 0.9 and
e = 1.1, which means that they agree within statistical fluctuations.
For larger (and for the analysis less relevant) differences to the base-
line optical efficiency of e0 = 1.0, i.e. here e = 0.8 and e = 1.2, the
compatibility worsens to a probability of only 0.5. The largest devia-
tions from 1 are observed for the lowest energies. These energies are
not relevant in this analysis.
The same proof of principle is shown in figure G.2. In section 8.5 it
has been shown, that the optical efficiency only influences the global
event rate and has no impact on the slope of the measured zenith
angle distribution. The re-weighted datasets reproduce the zenith
angle distributions of datasets with different optical efficiencies. The
probabilities for compatibility between the re-weighted and orignal
zenith distributions are all > 0.999.
Figure G.2: Left: ratio of simulated
datasets with an optical efficiency of
e 6= 1.0 and the baseline simulation
with e = 1.0 as a function of the re-
constructed zenith angle. Right: ratio
of the simulated datasets with an opti-
cal efficiency of e 6= 1.0 and the base-
line dataset converted into a simulation
with optical efficiency e by the correc-
tion functions.
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Figure G.3: Correction functions as a
function of the reconstructed energy for
three different ice models: SPICE Mie
(left), WHAM! (middle), SPICE1 (right).
The correction functions not only depend on the energy estimator,
but also on the model of optical ice properties that has been used in
simulation (see section 8.5). Figure G.3 shows the correction func-
tions derived for three different ice models, of which only the ice
models SPICE Mie and WHAM! were finally used in this analysis.

H
Performance comparison of
energy estimators in a diffuse
neutrino search
There exist several approaches to reconstruct the muon energy loss
and estimate the muon and neutrino energy (see section 6.3.5). In
this appendix, the resolution of different energy estimators is shown.
Their performance for the search for a diffuse neutrino signal is com-
pared in a mini-analysis based on the neutrino event selection pre-
sented in chapter 6.
The energy estimators used in this comparison are
• photorec1 - the energy estimator used in the predecessor analysis 1 David Boersma, Sean Grullon,
and Gary Hill. “Photonics-based
Log-Likelihood Reconstruction in
IceCube”. IceCube Internal Report
icecube/200807001-v3 (2008). url:
http://internal.icecube.wisc.edu/
reports/details.php?type=report&
id=icecube%2F200807001
with the IceCube 40-string data.
• MuE2
2 Dmitry Chirkin. “Neutrino search
with IceCube”. IceCube Internal Report
icecube/200807006 (2008). url: http :
/ / internal . icecube . wisc . edu /
reports/data/icecube/2008/07/006/
icecube_200807006_v1.pdf
• MuEx
• Truncated3 AllDOMS - a further development of photorec trun-
3 R. Abbasi et al. “An improved
method for measuring muon energy
using the truncated mean of dE/dx”.
arXiv:1208.3430 (2012). url: http : / /
arxiv.org/abs/1208.3430
cating the 40% DOMs with the highest measured charge.
• Truncated AllBINS - truncates the 40% bins along the track with
the highest measured charge.
The MuE energy estimator is the only energy estimator, which does
not take into account optical ice properties in the reconstruction. By
default, the photorec method uses the AHA ice model. All other en-
ergy estimators use SPICE Mie ice properties.
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The total energy loss dE/dx in the detector is given by the sum over
all energy losses collected in bins of the detection volume. In Trun-
cated Energy there exist two options to define these bins: either the
track is separatered into equidistant length intervals, which are used
as bins (AllBINS) for the caculation of dE/dx, or the DOMs serve
as a unit for the binning (AllDOMS). The bins and DOMS used for
the stepwise energy loss calculation in Truncated Energy have to be
within a cylinder of 60 m diameter around the reconstructed track
for the AllDOMS method and 10− 80 m for the AllBINS method.
Photorec and Truncated Energy reconstruct the reconstructed energy
loss dE/dx. This energy loss can a posteriori be transformed into a
muon or neutrino energy by individual calibration functions deter-
mined from simulation. The muE and muEx methods use an internal
calibration and therefore directly fit for the muon energy.
H.1 Correlation of reconstructed energies to the true
neutrino energy
Figures H.1 to H.3 show the correlation between the different energy
estimators and the true neutrino energy. In first order, all energy es-
timators are linearly correlated to the true neutrino energy. Table H.1
shows the correlation coefficients for the different energy estimators.
The correlation is very similar for all energy estimators.
Estimator δ
photorec dE/dx 0.73
photorec 0.74
muE 0.71
muEx 0.72
Truncated (AllDOMS) dE/dx 0.71
Truncated (AllDOMS) 0.70
Truncated (AllBINS) 0.71
Table H.1: Correlation coefficients δ for
the correlation of different energy esti-
mators to the true neutrino energy.
H.2 Energy resolution for different energy estimators
Figure H.4 shows the resolution of the different energy estimators
averaged over all energies. The RMS of the distributions shown gives
the resolution in log(E). However, these resolutions are not directly
Figure H.1: Left: Correlation of the
reconstructed energy loss dE/dx with
photorec with the true neutrino energy
Eν,MC . Right: Correlation of the recon-
structed muon energy with photorec
with the true neutrino energy Eν,MC .
Each interval in true energy has been
normalized to 106 events.
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Figure H.3: Left: Correlation of the
reconstructed energy loss dE/dx with
Truncated Energy (AllDOMS) with the
true neutrino energy Eν,MC . Mid-
dle: Correlation of the estimated
neutrino energy with Truncated En-
ergy(AllDOMS) with the true neutrino
energy Eν,MC . Right: Correlation of the
estimated neutrino energy with Trun-
cated Energy(AllBINS) with the true
neutrino energy Eν,MC . Each interval in
true energy has been normalized to 106
events.
comparable. One reason is that muE, muEx and photorec represent
muon energy estimates, while the Truncated Energy methods show
neutrino energies. The second reason is, that the resolution arti-
ficially worsens, because the reconstruced energy is systematically
under- or overestimated as a function of energy. However, such a
mis-calibration does not affect this analysis, as long as experimental
data and simulation are subject to the same mis-calibrations. Since
this is given in this analysis, the analysis requires only an energy
estimator with a correlation to the true neutrino energy and not an
absolute energy estimation.
The shift of the energy reconstruction is illustrated in figure H.5,
which shows the means of the resolution shown on the left plot in fig-
ure H.4 as a function of the true neutrino energy. The reconstructed
energies are therefore corrected for this energy dependent offset in
order to estimate the resolution. These corrected resolutions are also
shown in figure H.4. The RMS of the resolution of the different en-
ergy estimators are between 0.6 for Truncated Energy (AllBINS) and
0.82 for photorec.
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Figure H.4: Left: Resolution of different
energy reconstructions in log(E) aver-
aged over all neutrino energies with a
generated spectrum of E−1. Right: Res-
olution of different energy reconstruc-
tion in log(E) corrected for an energy-
dependent offset as shown in figure
H.5. The numbers in the boxes give
the number of successful reconstructed
events, the mean of the distribution and
the RMS of the distribution.
Another important observation can be made from the number of
entries for each of the curves in figure H.4. The total number of
simulation events used in this study is 267308 events. All events are
reconstructed successfully by muE and muEx. The Truncated Energy
method fails for ∼ 0.5% of the events. These are low-energy events
with very little deposited charge, which can result in empty bins in
the AllBINS or AllDOMS binning if the track is mis-reconstructed
such that no charge was recorded inside the specific cylinder used
for reconstruction. The photorec reconstruction fails for 12% of the
events. The reason for this is the calibration function for the calcula-
tion of neutrino energies from muon energy losses, which is impre-
cise for low energy losses and can result in negative neutrino ener-
gies. The reconstruction of muon energy losses dE/dx is successful
for all events.
Figure H.5 also shows the RMS of the energy resolution for different
neutrino energies. The general observation is that the RMS increasesFigure H.5: Mean (left) and RMS (right)
of the energy resolution for different
energy estimators as a function of true
neutrino energy.
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Figure H.6: Mean (left) and RMS (right)
of the energy resolution for different
energy estimators as a function of the
depth of the center of gravity of all
hits DOMs. The reconstructed energies
used in this comparison have been cor-
rected for the energy dependent offset
described in section H.2.
with energy due to the very stochastic nature of energy losses in par-
ticular for high-energy events, which make it difficult to conclude on
the true neutrino energy even if the muon energy loss is precisely
estimated. All energy estimators are very comparable except for the
photorec estimator, which shows a worse performance at low ener-
gies.
H.3 Test for systematical biases in energy reconstruction
It is important in this analysis to avoid a systematic bias of the energy
reconstruction. Therefore, the influence of the detector geometry on
the reconstructed energies is tested. Figure H.6 shows the mean and
RMS of the energy resolution of the events reconstructed with dif-
ferent energy estimators as a function of the depth of the event in
the detector. The depth is approximated here with the z-coordinate
of the center of gravity of all hits of the events inside the detection
volume. Both, mean and RMS, are found relatively stable as a func-
tion of COGZ. This means there is no bias in energy reconstruction
for different locations of the event in the detector. The deepest and
highest COGZ position in figure H.6 show a larger spread between
different energy estimators, because means are calculated with less
statistics than for other positions.
The analysis in this thesis makes use of the energy information inde-
pendent of the depth of the event in the detector. This can introudce
a bias in the analysis, because depth dependent variables are highly
affected by systematic uncertainties in the optical ice properties (see
section 5.5), which causes differences between simulation and exper-
imental data. However, this procedure is valid here since there is no
depth dependence observed in the energy resolution.
Figure H.7 shows a similar study, where the performance of energy
estimators is tested as a function of the zenith angle. This tests an
angular dependent bias possibly introduced by the combination of
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Figure H.7: Mean (left) and RMS (right)
of the energy resolution for different
energy estimators as a function of the
zenith angle. The reconstructed ener-
gies used in this comparison have been
corrected for the energy dependent off-
set described in section H.2.
vertical and horizontal spacing of optical sensors, in particular for
the default method of this analysis (Truncated AllDOMS). While the
mean is relatively stable as a function of cos(θ), the RMS slightly in-
creases towards the horizon for all methods. This is caused by the
energy dependent angular acceptance of the detector due to an in-
creasing absorption probability for neutrinos inside the Earth with
energy. The most vertical and most horizontal directions in figure
H.7 show a larger spread between different energy estimators, be-
cause means are calculated with less statistics than for other direc-
tions.
Except for the photorec energy estimator, which has a worse reso-
lution than the other estimators, none of the energy reconstruction
algorithms shows a particularly poor performance for this neutrino
sample and all of them would be suited for the purpose of this anal-
ysis.
H.4 Performance comparison of energy estimators in a
diffuse neutrino search
In order to quantify the performance of the energy estimators in a
diffuse neutrino search, a simplified analysis method is developed
and the achieved sensitivities by the various estimators are com-
pared. It tests the potential of an energy estimator to discriminate
between the energy spectrum of conventional atmospheric neutrinos
and astrophysical signal neutrinos as shown in figure H.8. The anal-
ysis is optimized for the best sensitivity, which is the level at which
an astrophysical signal flux can be excluded in the absence of any
signal.
The sensitivity is defined in terms of a model rejection factor (MRF)4,4 Gary C. Hill and Katherine Rawlins.
“Unbiased cut selection for optimal up-
per limits in neutrino detectors: the
model rejection potential technique”.
Astropart. Phys. 19 (2003), pp. 393–402.
url: http://arxiv.org/abs/astro-
ph/0209350
which is the ratio between the average upper limit flux of the analysis
and the assumed model flux. The lower the model rejection factor,
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Figure H.8: Reconstructed energy spec-
trum for simulated conventional at-
mospheric and astrophysical neutri-
nos with a flux of dΦ/dE = 10−8 ·
E−2 GeV−1 cm−2 s−1 sr−1 for the Trun-
cated AllDOMS energy estimator. The
vertical line marks the optimized en-
ergy cut, which achieves the best sensi-
tivity for a diffuse neutrino search with
the Truncated AllDOMS estimator.
the better the sensitivity of the analysis for the signal model. The av-
erage upper limit is calculated with the standard Feldman-Cousins
approach for a Poissonian counting experiment.5 It allows the calcu- 5 Gary J. Feldman and Robert D.
Cousins. “A Unified Approach to
the Classical Statistical Analysis of
Small Signals”. Phys. Rev. D 57 (1998),
pp. 3873–3889. url: http : / / arxiv .
org/abs/physics/9711021.
lation of an upper limit on the number of signal events based on the
observation of Nobs events and NBG expected background events. The
sensitivity is defined as a the upper limit in case of a zero-detection,
which corresponds to Nobs = NBG.
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The MRF obtained from this simplified analysis depends on the
optimization of an energy cut, because the large number of lower-
energetic atmospheric events dominates over the number of potential
high-energy signal events. The energy cut for the Truncated Energy
reconstruction method is exemplarily shown in figure H.8. Figure
H.9 shows the MRF as a function of an energy cut E > Ecut. All curves
show a parabolic shape with a clearly identifyable minimum at the
optimum cut energy. This defines the best MRF for the correspond-
ing energy estimator. As observed from figure H.9, the optimum
energy cut is different for all energy estimators and is individually
optimized.
Figure H.10 summarizes the result of this study. The best MRF is
achieved by Truncated Energy (AllDOMS), which is slightly better
than Truncated Energy (AllBINS) and muEx. The energy estimators
muE and photorec perform significantly worse. Based on this study,
Truncated Energy (AllDOMS) is chosen as energy estimator in this
analysis.
Additionally, figure H.10 also shows the MRF that could be poten-
tially reached if the true neutrino energy was known. This is more
than a factor of two below the MRF obtained with Truncated Energy
(AllDOMS) and shows that a further increase of sensitivity is possi-
ble with with better reconstruction algorithms.
Figure H.10: Model rejection factors
for a signal flux of dΦ/dE = 10−8 ·
E−2 GeV cm−2 s−1 sr−1 for an individ-
ual optimized cut for each energy es-
timator from figure H.9.
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