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A FRAMEWORK FOR NON-HOMOGENEOUS
ANALYSIS ON METRIC SPACES, AND THE RBMO
SPACE OF TOLSA
Tuomas Hyto¨nen
Abstract
A new class of metric measure spaces is introduced and studied.
This class generalises the well-established doubling metric mea-
sure spaces as well as the spaces (Rn, µ) with µ(B(x, r)) ≤ Crd,
in which non-doubling harmonic analysis has recently been devel-
oped. It seems to be a promising framework for an abstract ex-
tension of this theory. Tolsa’s space of regularised BMO functions
is defined in this new setting, and the John-Nirenberg inequality
is proven.
1. Introduction
Spaces of homogeneous type —(quasi-)metric spaces equipped with a
so-called doubling measure— were introduced by Coifman and Weiss [4]
as a general framework in which several results from real and harmonic
analysis on Euclidean spaces have their natural extension. This applies in
particular to the Caldero´n-Zygmund theory of singular integrals in Lp,
1 < p < ∞, and in the appropriate end-point spaces of this scale. If
one is willing to assume somewhat more (in particular, versions of the
Poincare´ inequality), then one can even incorporate results dealing with
first order differential calculus in a suitable generalised sense. These
last mentioned developments, in the setting of homogeneous spaces with
some additional structure, are in the core of what is now commonly
referred to as analysis on metric spaces (cf. [10], [11]).
Meanwhile, recent developments in the Caldero´n-Zygmund theory
(which one might think of as “zeroth order calculus”, as only integra-
bility and no differentiability of the functions on which one operates is
considered) have shown that a number of interesting problems cannot be,
and need not be, embedded into the homogeneous framework. A prime
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example is the question of Lp boundedness of the Cauchy integral oper-
ator with respect to a measure without the doubling property [17], [19],
and more generally the new generation of Caldero´n-Zygmund operators
modelled after it. Also the end-point spaces of the Lp scale, and the
related mapping properties of operators, have been successfully inves-
tigated in non-homogeneous situations. Some highlights of this theory,
each building on the previous one, are the introduction of the regularised
BMO space by Tolsa [20], the proof of a non-homogeneous Tb theorem
by Nazarov, Treil and Volberg [18], and the solution of the Painleve´
problem, again by Tolsa [21].
Notwithstanding these impressive achievements, one should note that
the non-homogeneous Caldero´n-Zygmund theory, as developed in most
of the papers on the subject, is not in all respects a generalisation
of the corresponding homogeneous theory. In fact, the typical setting
there consists of Rn with a measure µ having the upper power bound
µ(B(x, r)) ≤ Crd for some d ∈ (0, n]. So, first of all, it is not analy-
sis on metric spaces, and even on Rn, it deals with a class of measures
which is different from, not more general than, the doubling measures.
(A notable exception to the Euclidean restriction consists of the papers
of Garc´ıa-Cuerva and Gatto [7], [8] and Gatto [9], where some results
concerning fractional, singular and hypersingular integrals on Lipschitz
spaces are obtained in abstract metric spaces. A very recent work of
Bramanti [1] even deals with Lp boundedness. However, when Garc´ıa-
Cuerva and Gatto come to a limiting case of their results concerning the
regularised BMO space, both [7], [8] restrict themselves to the original
set-up of Tolsa on Rn, and Bramanti’s work completely bypasses the
BMO aspects, which would be essential for obtaining Tb theorems in
full generality.)
The starting point of the present investigation is the following asser-
tion by Nazarov, Treil and Volberg [18, p. 153]: “The theory [of Calde-
ro´n-Zygmund operators and Tb theorems on non-homogeneous spaces]
can be developed in an abstract metric space with a measure, but we
will consider the interesting case for applications when our space is just
a subset of RN .” In this paper, I do not yet attempt a comprehensive
justification of their claim; however, I propose a precise formulation of
an abstract framework in which such a theory could be hoped for, and
I take the first steps in its development by defining and investigating
the regularised BMO space of Tolsa in this new setting. Garc´ıa-Cuerva
and Gatto [7] already pointed out that Tolsa’s “definition makes sense,
in principle, in our general setting”, but they did not comment on the
possibility of also extending some of Tolsa’s theorems concerning this
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space to metric spaces, which will be done here. This should also open
the door for developing the results of [7] in this wider generality.
The proposed framework is sufficiently general to include in a natural
way both the abstract doubling metric measure spaces and the power-
bounded measures on Rn which have been in the centre of much of to-
day’s non-doubling theory. In this sense it seems to be the “right” one.
(And after the submission of this paper, this framework has proven to be
amenable even for the more general goal of Tb theorems for Caldero´n-
Zygmund operators in my joint work with Martikainen [12].) It does
not, however, cover some other situations where non-doubling Caldero´n-
Zygmund theory has been developed, such as the Gaussian measure
spaces on Rn investigated by Carbonaro, Mauceri and Meda [3], [16].
The plan of this paper is as follows. The general framework for non-
homogeneous analysis on metric spaces is set up in Section 2. In Sec-
tion 3, a version of Lebesgue’s differentiation theorem in this setting is
obtained. Section 4 introduces the space RBMO(µ) and Section 5 is con-
cerned with some basic lemmas related to this space. The main result is
the John-Nirenberg inequality proven in the final Section 6.
As it turns out, it is possible to reasonably closely follow the origi-
nal Euclidean arguments due to Tolsa [20] and reworked by Nazarov,
Treil and Volberg [18], whose approach has been used as the primary
model of the present one. There is, however, at least one place where
a slight departure from their reasoning was necessary. In proving the
John-Nirenberg inequality for the regularised BMO functions, both [18]
and [20] resort to the Besicovitch covering theorem, which is an essen-
tially Euclidean device. In the abstract setting of present interest, there
is not much more than the “basic covering theorem” [10, Theorem 1.2]
available, and one has to survive with this weaker tool.
I will restrict myself to a metric space, although the results of this
paper could be developed also with a quasi-metric satisfying only the
weak triangle inequality d(x, y) ≤ K[d(x, z) + d(z, y)] involving a con-
stant K ≥ 1. The interested reader will easily realise how to modify
the statements and proofs where necessary. They will not become more
difficult, only somewhat more annoying.
1.1. Notation. Following the usual practise in the area, a ball indicates
an open set B = B(x, r) = {y ∈ X : d(y, x) < r} which is equipped with
a fixed centre x ∈ X and radius r > 0, even though these need not be
uniquely determined by B as a set in general. Sometimes, the centre and
radius of B are denoted by cB and rB, or by c(B) and r(B), depending on
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what seems convenient in a particular place. For α > 0 and B = B(x, r),
the notation αB := B(x, αr) stands for the concentric dilation of B.
Given a Borel measure µ on (X, d), local integrability will refer to
integrability over all bounded subsets of X . (Compactness will not play a
roˆle in the arguments, and no reference to it will be made.) All measures
to be considered will be finite on such sets. For a function f ∈ L1loc(X,µ),
its average in a ball B is denoted by
〈f〉B :=
 
B
f dµ :=
1
µ(B)

B
f dµ.
The notation fB, which is sometimes also used for 〈f〉B, in this paper
only indicates some number, which is related to f and B but need not
be the same as the mentioned average value. A number of constants will
be given special names, but otherwise the letter C stands for a constant
which only depends on the parameters of the space and never on the
functions under consideration, but otherwise its value may be different
at different occurences.
Acknowledgments. A first version of the results of this paper was
presented in the Analysis Seminar of Helsinki University of Technology
on April 7, 2009. Juha Kinnunen encouraged me to write them down.
The referee’s comments improved the final presentation. The research
was supported by the Academy of Finland, project 114374.
2. Different notions of doubling
As it turns out, the “non-doubling” theory is in a sense more doubling
than the doubling theory, in that the single classical doubling hypothesis
will be replaced by a couple of other ones. In order to avoid confusion
between the different hypotheses, slightly pedantic language will be em-
ployed.
Definition 2.1. A metric measure space (X, d, µ) is said to be measure
doubling if µ is a Borel measure on X and there exists a constant Cµ
such that
(2.2) 0 < µ(2B) ≤ Cµµ(B) <∞
for all balls B ⊆ X .
Measure doubling will not be assumed in this paper. The first con-
dition replacing (2.2) in the present investigation is also well known in
analysis on metric spaces. Some relevant facts will be collected first for
easy reference.
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Lemma 2.3. For a metric space (X, d), the following conditions are
equivalent.
(1) Any ball B(x, r) ⊆ X can be covered by at most N balls B(xi, r/2).
(2) For every δ ∈ (0, 1), any ball B(x, r) ⊆ X can be covered by at
most Nδ−n balls B(xi, δr).
(3) For every δ ∈ (0, 1), any ball B(x, r) ⊆ X can contain at most Nδ−n
centres yj of disjoint balls B(yj , δr).
(4) Any ball B(x, r) ⊆ X can contain at most N centres yj of disjoint
balls B(yj , r/4).
Proof: (1)⇒ (2). Let 2−k ≤ δ < 21−k with k ∈ Z+. By iterating (1), it
follows that B(x, r) can be covered by at most Nk balls B(xi, 2
−kr) ⊆
B(xi, δr), and here N
k = 2k log2 N ≤ (2δ−1)log2 N = Nδ− log2 N .
(2) ⇒ (3). Suppose that yj ∈ B(x, r), j ∈ J , are centres of disjoint
balls B(yj , δr), and choose a cover of B(x, r) consisting of balls B(xi, δr),
i ∈ I, where |I| ≤ Nδ−n. Then every yj belongs to some B(xi, δr),
and no two yj 6= yk can belong to the same B(xi, δr), for otherwise
xi ∈ B(yj , δr) ∩B(yk, δr) = ∅. Thus |J | ≤ |I| ≤ Nδ−n.
(3)⇒ (4) is obvious.
(4) ⇒ (1). Keep selecting disjoint balls B(yj , r/4) with yj ∈ B(x, r) as
long as it is possible; the process will terminate after at most N steps
by assumption. Then every y ∈ B(x, r) belongs to some B(yj , r/2), for
otherwise the ball B(y, r/4) could still have been chosen.
Definition 2.4. A metric space (X, d) is called geometrically doubling
if the equivalent conditions of Lemma 2.3 are satisfied.
It is well known that measure doubling implies geometrical doubling;
indeed, it is one of the first things pointed out by Coifman and Weiss in
their discussion of spaces of homogeneous type [4, p. 67]. Conversely, if
(X, d) is a complete, geometrically doubling metric space, then there ex-
ists a Borel measure µ on X such that (X, d, µ) is measure doubling [13],
[22], [23]. However, the point of view taken in the present investigation
is that the measure µ is given by a particular problem, and not some-
thing that one is free to choose or construct. So even if there exist some
doubling measures on the metric space of interest, one might still have
to work with a non-doubling one. This is, for example, manifestly the
case in the analysis of non-doubling measures on Rn.
Lemma 2.5. In a geometrically doubling metric space, any disjoint col-
lection of balls is at most countable.
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Proof: Let x0 ∈ X be a fixed reference point. By (3) of Lemma 2.3,
any ball B(x0, k) contains at most finitely many centres of disjoint balls
of radius bigger than a given j−1. Since every ball has its centre in
some B(x0, k) and radius bigger than some j
−1, where j, k ∈ Z+, the
conclusion follows.
It is finally time to specify the class of measures to be investigated.
Definition 2.6. A metric measure space (X, d, µ) is said to be upper
doubling if µ is a Borel measure on X and there exists a dominating
function λ : X × R+ → R+ and a constant Cλ such that
r 7→ λ(x, r) is non-decreasing,
λ(x, 2r) ≤ Cλλ(x, r),
µ(B(x, r)) ≤ λ(x, r)
for all x ∈ X and r > 0.
For some time I thought that one would also need to assume something
like λ(y, r) ≤ Cλ(x, r) when d(y, x) ≤ r but this turned out, at least for
the present purposes, to be unnecessary. The point is that, whether or
not the mentioned domination holds, one can already estimate µ(B(y, r))
by λ(x, r) for d(x, y) ≤ r by the existing assumptions; indeed,
µ(B(y, r)) ≤ µ(B(x, 2r)) ≤ λ(x, 2r) ≤ Cλλ(x, r).
It is seen at once that measure doubling is a special case of upper
doubling, where one can take the dominating function to be λ(x, r) =
µ(B(x, r)). On the other hand, much of today’s non-doubling theory has
been developed for a measure µ on Rn which is upper doubling with the
dominating function λ(x, r) = Crd.
In contrast to measure doubling, both geometrical doubling and upper
doubling are stable under restriction to subsets: if (X, d, µ) is geomet-
rically doubling or upper doubling and Y ⊂ X , then so is (Y, d|Y , µ|Y ).
For geometrical doubling, this is most easily seen by using condition
(3) or (4) of Lemma 2.3. As for upper doubling, it is clear that the
restriction λ|Y×R+ of the original dominating function works.
Measure doubling, on the other hand, already fails for the Lebesgue
measure on subsets of Rn with appropriate cusps. In a closed subset
of a complete, measure doubling space, there always exists a doubling
measure, but it may be different from the restriction of the original mea-
sure of interest to this subset. Such a restriction is still upper doubling,
though.
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3. Doubling balls and differentiation
Even if the measure doubling condition (2.2) is not assumed uniformly
for all balls, it makes sense to ask whether such an inequality is true for
a given particular ball or not.
Definition 3.1. For α, β > 1, a ball B ⊆ X is called (α, β)-doubling if
µ(αB) ≤ βµ(B).
Of course, measure doubling is precisely the requirement that every
ball B is (2, β)-doubling for some fixed β. But even the weaker notions of
geometrical doubling and upper doubling ensure the abundance of both
small and large doubling balls.
Lemma 3.2. Let the metric measure space (X, d, µ) be upper doubling
and β > C
log2 α
λ . Then for every ball B ⊆ X there exists j ∈ N such that
αjB is (α, β)-doubling.
Proof: Assume contrary to the claim that none of the balls αjB, j ∈ N,
is (α, β)-doubling, i.e., µ(αj+1B) > βµ(αjB) for all j ∈ N. It follows
that
µ(B) ≤ β−1µ(αB) ≤ · · · ≤ β−jµ(αjB)
≤ β−jλ(cB, αjrB) ≤ β−jCj log2 α+1λ λ(cB , rB)
= Cλ
(
C
log2 α
λ
β
)j
λ(cB, rB) −→
j→∞
0.
Hence µ(B) = 0. But the same argument also holds with αB in place
of B, leading to µ(αB) = 0. Then B is (α, β)-doubling after all, which
is a contradiction.
Lemma 3.3. Let (X, d) be geometrically doubling and β > αn, where
n is as in condition (3) of Lemma 2.3. If µ is a Borel measure on X
which is finite on bounded sets, then for µ-a.e. x ∈ X there are arbitrarily
small (α, β)-doubling balls centred at x. In fact, their radius may be
chosen to be of the form α−jr, j ∈ N, for any preassigned number r > 0.
Proof: Consider a fixed ball B = B(x0, r). It suffices to prove the claim
for µ-a.e. x ∈ B.
For x ∈ X and k ∈ N, denote Bkx := B(x, α−kr). The point x is called
k-bad if none of the balls αjBkx , j = 0, . . . , k, is (α, β)-doubling. Note
that αkBkx = B(x, r) ⊆ 3B, so for every k-bad point x there holds
µ(Bkx) ≤ β−kµ(αkBkx) ≤ β−kµ(3B).
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Among the k-bad points, choose a maximal α−kr-separated family Y .
Hence the balls Bky , y ∈ Y , cover all the bad points. On the other
hand, the balls 2−1Bky = B(y, 2
−1α−kr) are disjoint with their centres
contained in B = B(x, r), and hence there are at most N(2−1α−k)−n =
N2nαkn of them. Thus
µ({x ∈ B k-bad}) ≤ µ

⋃
y∈Y
Bky

 ≤∑
y∈Y
µ(Bky )
≤
∑
y∈Y
β−kµ(3B) ≤ N2nµ(3B)
(
αn
β
)k
−→
k→∞
0.
Hence only a zero-set of points can be k-bad for all k ∈ N, and this is
precisely what was claimed.
Proposition 3.4. Let (X, d) be a geometrically doubling metric space
and µ a Borel measure on X which is finite on bounded sets. Then
continuous, boundedly supported functions are dense in Lp(X,µ) for p ∈
[1,∞).
Proof: It suffices to approximate the indicator of a Borel set E of finite
measure in the Lp norm by a continuous, boundedly supported function.
Since µ(E) = limr→∞ µ(E ∩ B(x0, r)), there is no loss of generality in
taking E to be bounded. By a general result concerning Borel measures
on metric spaces [6, Theorem 2.2.2], there is a closed set F ⊆ E and an
open set O ⊇ E so that µ(O \F ) < ε. Since O may be replaced by O∩B,
where B is any ball containing E, one can take O to be bounded.
Let β > 6n, as required in Lemma 3.3. For each x ∈ F , choose
a (6, β)-doubling ball Bx of radius rx ≤ 1 centred at x with 6Bx ⊆
O. By the basic covering theorem [10, Theorem 1.2], extract a disjoint
(hence countable by Lemma 2.5) subcollection Bi = Bxi such that F ⊆⋃∞
i=1 5B
i. Since
∞∑
i=1
µ(5Bi) ≤
∞∑
i=1
µ(6Bi) ≤ β
∞∑
i=1
µ(Bi) = βµ
( ∞⋃
i=1
Bi
)
≤ βµ(O) <∞,
it follows that limj→∞ µ(
⋃
i>j 5B
i) = 0, thus µ(F ) = limj→∞ µ(F ∩⋃j
i=1 5B
i), and hence F can be replaced by the closed set F ∩⋃ji=1 5Bi
for some large j ∈ N. Since 6Bi ⊆ O, it follows that d(5Bi,Oc) ≥ r(Bi),
so the new set F satisfies d(F,Oc) > 0. Thus the function
ϕ(x) :=
d(x,Oc)
d(x,Oc) + d(x, F )
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is continuous as the quotient of continuous functions, with denominator
bounded away from zero, and satisfies 1F ≤ ϕ ≤ 1O , where O is a
bounded set. Hence |1E −ϕ| ≤ 1O\F , and thus ‖1E −ϕ‖pp ≤ µ(O \F ) <
ε.
Let us consider the following variant of the Hardy-Littlewood maximal
function:
M˜f(x) := sup
B∋x
1
µ(5B)

B
|f | dµ,
where the supremum is over all balls B containing x. For any µ-mea-
surable function f , the maximal function M˜f is lower semi-continuous,
hence Borel measurable.
Proposition 3.5. If (X, d) is geometrically doubling, and µ is a Borel
measure on X which is finite on bounded sets, the maximal operator M˜
maps L1(X,µ) to L1,∞(X,µ) boundedly.
Proof: Consider first a modified maximal operator M˜R, where the supre-
mum is restricted to balls of radius at most R. Then M˜Rf , too, is lower
semi-continuous. For every x ∈ {M˜Rf > t}, there exists a ball Bx of
radius at most R such that µ(5Bx)
−1 
Bx
|f | dµ > t. In particular, the
balls Bx of uniformly bounded radius cover the set {M˜Rf > t}. By the
basic covering theorem [10, Theorem 1.2], among these balls one can
pick a disjoint (hence countable by Lemma 2.5) subcollection Bi, i ∈ I,
so that the balls 5Bi still cover {M˜Rf > t}. Thus
µ(M˜Rf > t) ≤ µ
(⋃
i∈I
5Bi
)
≤
∑
i∈I
µ(5Bi) ≤ 1
t
∑
i∈I

Bi
|f | dµ ≤ 1
t
‖f‖1.
Since M˜Rf ↑ M˜f , the result follows from dominated convergence.
Corollary 3.6. Let (X, d) be a geometrically doubling metric space and
µ be a Borel measure on X which is finite on bounded sets. Let β > 5n,
where n is as in condition (3) of Lemma 2.3. Then for all f ∈ L1loc(X,µ)
and µ-a.e. x ∈ X,
f(x) = lim
B↓x
(5,β)-doubling
 
B
f dµ,
where the limit is along the decreasing family of all (5, β)-doubling balls
containing x, ordered by set inclusion.
Proof: By Lemma 3.3, there exist arbitrarily small (5, β)-doubling balls
containing x, so that the limit makes sense for µ-a.e. x ∈ X . By a
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standard localisation, it suffices to consider f ∈ L1(X,µ). The asser-
tion is furthermore clear for continuous boundedly supported functions,
which are dense in L1(X,µ) by Proposition 3.4. For f ∈ L1(X,µ) and a
continous boundedly supported g,
lim sup
B↓x
(5,β)-doubling
 
B
|f(y)− f(x)| dµ(y)
≤ sup
B∋x
β
µ(5B)

B
|f(y)− g(y)| dµ(y) + |g(x)− f(x)|
= βM˜(f − g)(x) + |g(x)− f(x)|.
By Proposition 3.5, the function on the right exceeds a given ε > 0
in a set of µ-measure at most Cε−1‖g − f‖1. Since this can be made
arbitrarily small by the choice of g, the left side must vanish µ-a.e.
4. The RBMO space of Tolsa
Tolsa’s definition of RBMO(µ) [20], where µ is a Borel measure on Rn
with µ(B) ≤ CrdB , is generalised to the present setting in a straightfor-
ward way. As mentioned before, the present discussion is more closely
modelled after that of Nazarov, Treil and Volberg [18]. It is assumed
throughout the section that (X, d, µ) is a geometrically doubling and
upper doubling metric measure space.
Definition 4.1. Fix a parameter ̺ > 1. A function f ∈ L1loc(µ) is said
to be in the space RBMO(µ) (regularised bounded mean oscillation) if
there exists a number A, and for every ball B, a number fB (which is
not required to be the average value 〈f〉B :=

B f dµ), such that
(4.2)
1
µ(̺B)

B
|f − fB| dµ ≤ A,
and, whenever B ⊂ B1 are two balls,
(4.3) |fB − fB1 | ≤ A
{
1 +

2B1\B
dµ(x)
λ(cB , d(x, cB))
}
.
The infimum of the admissible constants A is denoted by ‖f‖RBMO.
The condition (4.3) depends on the choice of the function λ. How-
ever, it is understood that the considered metric measure space (X, d, µ)
with the upper doubling property is equipped with a fixed dominating
function λ, also used above, so that there is no need to indicate such
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dependence explicitly in the notation. The dependence on the parame-
ter ̺ > 1 is only implicit, as will be shown in Lemma 4.6.
Remark 4.4. The upper bound in (4.3) can be further dominated as
follows:

2B1\B
dµ(x)
λ(cB , d(x, cB))
≤
∑
1≤k<log2(4rB1/rB)

2kB\2k−1B
dµ(x)
λ(cB , d(x, cB))
≤
∑
1≤k<log2(4rB1/rB)
µ(cB, 2
krB)
λ(cB , 2k−1rB)
≤
∑
1≤k<log2(4rB1/rB)
Cλ ≤ Cλ log2
(
4rB1
rB
)
.
Lemma 4.5. RBMO(µ) is a Banach space.
Proof: One routinely checks that RBMO(µ) is a linear space, and
‖ · ‖RBMO is a norm when any two functions, whose difference is µ-a.e.
equal to a constant, are identified. To prove completeness, first fix
a reference ball B0 and replace each function f
k ∈ RBMO(µ), where∑∞
k=1 ‖fk‖RBMO <∞, by the function fk − fkB0 from the same equiva-
lence class. Also replace the constants fkB by f
k
B − fkB0 . Keep denoting
these new functions by fk, so that now fkB0 = 0. From (4.3) it follows
that |fkB| ≤ c(B)‖fk‖RBMO for every ball B, so in particular the se-
ries
∑∞
k=1 f
k
B converges to a number fB for each ball B. Using these
numbers in the definition of the RBMO(µ) space, it is easy to check that∑∞
k=1 fk converges µ-a.e. and in the norm of RBMO(µ) to a function f
with ‖f‖RBMO ≤
∑∞
k=1 ‖fk‖RBMO.
Lemma 4.6. The RBMO(µ) space is independent of the choice of the
parameter ̺ > 1.
Proof: Denote the RBMO(µ) space with parameter ̺ temporarily by
RBMO̺(µ), and let ̺ > σ > 1. It is obvious that RBMOσ(µ) ⊆
RBMO̺(µ), where the inclusion map has norm at most 1, so only the
converse direction requires proof.
Let δ := (σ−1)/̺ and consider a fixed ball B0. Then there exist balls
Bi = B(xi, δr), xi ∈ B0 and i ∈ I, which cover B0, where |I| ≤ Nδ−n.
Moreover, ̺Bi = B(xi, δ̺r) ⊆ B(x0, σr) = σB0, since r + δ̺r = σr. By
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Remark 4.4, it follows that
|fBi − fB0 | ≤ |fBi − fσB0 |+ |fσB0 − fB0 |
≤ ‖f‖RBMO̺
(
2 + Cλ log2
4r(σB0)
r(Bi)
+ Cλ log2
4r(σB0)
r(B0)
)
≤ c(σ, ̺)Cλ‖f‖RBMO̺ .
Thus

B0
|f − fB0 | dµ ≤
∑
i∈I

Bi
|f − fB0 | dµ
≤
∑
i∈I
{

Bi
|f − fBi | dµ+ µ(Bi)|fBi − fB0 |
}
≤
∑
i∈I
C‖f‖RBMO̺µ(̺Bi)
≤ C‖f‖RBMO̺µ(σB0)
∑
i∈I
1 ≤ C‖f‖RBMO̺µ(σB0).
Hence ‖f‖RBMOσ ≤ C‖f‖RBMO̺ , and the same numbers fB work in the
definition of both spaces.
In spaces of homogeneous type, the new BMO space reduces to the
classical one:
Proposition 4.7. If µ is a doubling measure and λ(x, r) = µ(B(x, r)),
then RBMO(µ) = BMO(µ) with equivalent norms.
Proof: If µ is doubling, then (4.2) is equivalent to the usual BMO con-
dition, and if this condition holds for some fB, it also holds with fB =
〈f〉B. Hence it remains to investigate the other condition (4.3) in this
case. It will be shown that, in fact,
|〈f〉B − 〈f〉B1 | ≤ C‖f‖BMO
(
1 + log2
µ(B1)
µ(B)
)
≤ C‖f‖BMO
{
1 +

2B1\B
dµ(x)
µ(B(cB, d(x, cB)))
}
,
(4.8)
which proves the assertion.
For B ⊂ B1, define inductively B0 := B and Bi to be the small-
est 2kBi−1, k ∈ N, with µ(2kBi−1) > 2µ(Bi−1); hence µ(2kBi−1) ≤
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Cµµ(2
k−1Bi−1) ≤ 2Cµµ(Bi−1). Let i0 be the first index so that Bi0 6⊆
2B1. Then r(B
i0 ) > r(B1), hence B1 ⊆ 2Bi0 ⊆ Bi0+1, and therefore
µ(B1)≤µ(Bi0+1)≤2Cµµ(Bi0)≤4C2µµ(Bi0−1)≤4C2µµ(2B1)≤4C3µµ(B1).
Moreover, 2i0µ(B) ≤ µ(Bi0) ≤ (2Cµ)i0µ(B), and combining these two
chains of inequalities,
2i0−1C−2µ ≤
µ(B1)
µ(B)
≤ (2Cµ)i0+1.
Then
|〈f〉B − 〈f〉B1 | ≤
i0+1∑
i=1
|〈f〉Bi − 〈f〉Bi−1 |+ |〈f〉Bi0+1 − 〈f〉B1 |
≤
i0+1∑
i=1
 
Bi−1
|f − 〈f〉Bi | dµ+
 
B1
|f − 〈f〉Bi0+1 | dµ
≤
i0+1∑
i=1
µ(Bi)
µ(Bi−1)
 
Bi
|f − 〈f〉Bi | dµ
+
µ(Bi0+1)
µ(B1)
 
Bi0+1
|f − 〈f〉Bi0+1 | dµ
≤
i0+1∑
i=1
2Cµ‖f‖BMO + 4C3µ‖f‖BMO ≤ C(1 + i0)‖f‖BMO
≤ C
(
1 + log2
µ(B1)
µ(B)
)
‖f‖BMO.
On the other hand, the quantity on the right of (4.3) can be minorized
by

2B1\B
dµ(x)
µ(cB , d(x, cB))
≥
i0−1∑
i=1

Bi\Bi−1
dµ(x)
µ(cB, d(x, cB))
≥
i0−1∑
i=1
µ(Bi \Bi−1)
µ(Bi−1)
≥
i0−1∑
i=1
= i0−1≥c log2
µ(B1)
µ(B)
.
This completes the proof of (4.8).
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5. RBMO and doubling balls
Let (X, d, µ) be geometrically doubling and upper doubling, and let
some α, β ≥ 2 be fixed so that the conclusions of Lemmas 3.2 and 3.3
are valid. Then for every ball B, denote by B′ the smallest αjB (j ∈ N)
which is (α, β)-doubling.
Lemma 5.1. For f ∈ RBMO(µ), there holds |fB − fB′ | ≤ C‖f‖RBMO.
Proof: Denote γ := C
log2 α
λ so that β > γ by assumption and
λ(x, αkr) = λ(x, 2k log2 αr) ≤ Ck log2 α+1λ λ(x, r) = Cλγkλ(x, r).
Let B′ = αjB. Then

2B′\B
dµ(x)
λ(cB , d(x, cB))
≤

2B′\B′
+
j∑
i=1

αiB\αi−1B
· · ·
≤ µ(2B
′)
λ(cB , αjrB)
+
j∑
i=1
µ(αiB)
λ(cB , αi−1rB)
≤ Cλ +
j∑
i=1
Cλ
βi−jµ(αjB)
γj−i+1λ(cB , αjrB)
≤ Cλ
{
1 + γ
j∑
i=1
(
γ
β
)j−i}
≤ Cλc(β, γ),
where the doubling property of λ and the non-doubling property of the
balls αiB, i < j, were used.
Lemma 5.2. For f ∈ RBMO(µ), there holds |fB1 − fB2 | ≤ C‖f‖RBMO
whenever
d(c(B1), c(B2)) ≤ C1 max{r(B1), r(B2)} ≤ C2 min{r(B1), r(B2)}.
Proof: In the situation of the lemma, there holds B1 ∪ B2 ⊆ mB1 and
2mB1 ⊆MB2 for constants m,M . Then
|fB1 − fB2 | ≤ |fB1 − fmB1 |+ |fmB1 − fB2 |,
and the second term is bounded by C‖f‖RBMO times

2mB1\B2
dµ(x)
λ(c(B2), d(x, c(B2)))
≤ µ(2mB1)
λ(c(B2), r(B2))
≤ µ(MB2)
λ(c(B2), r(B2))
≤ λ(c(B2),Mr(B2))
λ(c(B2), r(B2))
≤ C log2 M+1λ .
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The estimate for |fB1 − fmB1 | is similar and slightly simpler, since the
second step above is unnecessary then.
Lemma 5.3. For f ∈ RBMO(µ) and every (α, β)-doubling ball B, there
holds
|〈f〉B − fB| ≤ C‖f‖RBMO.
Proof: By definition of (α, β)-doubling,
|〈f〉B − fB| ≤
 
B
|f − fB| dµ ≤ µ(αB)
µ(B)
‖f‖RBMOα ≤ β‖f‖RBMOα ,
and then we use that ‖f‖RBMOα ≤ c(α)‖f‖RBMO, so the claim follows
with C = βc(α).
6. The John-Nirenberg inequality
Everything is now prepared for the main result, which is a simultane-
ous generalisation of the John-Nirenberg inequalities in Tolsa’s RBMO(µ)
space on Rn, and in the classical BMO(µ) space on abstract homogeneous
spaces (thanks to Proposition 4.7). In the first setting, the inequality is
due to Tolsa [20], and reproven in [18]. In the latter, already Coifman
and Weiss [5, p. 594, footnote] pointed out that John and Nirenberg’s
proof “can be adapted to spaces of homogeneous type”, and explicit
proofs can be found in [2], [14], [15].
Proposition 6.1. Let (X, d, µ) be geometrically doubling and upper
doubling. For every ̺ > 1, there is a constant c so that, for every
f ∈ RBMO(µ) and every ball B0 = B(x0, r),
µ(x ∈ B0 : |f(x)− fB0 | > t) ≤ 2µ(̺B0)e−ct/‖f‖RBMO .
Proof: Let α := 5̺, let β be large enough as required in Lemmas 3.2
and 3.3, and let L be a large constant to be chosen. For every x ∈ B0,
let B∗x be the maximal (α, β)-doubling ball of the form B
∗
x = B(x, α
−ir),
i ∈ N, such that
B∗x ⊆
√
̺B0, and |fB∗x − fB0 | > L,
if any exist. Note that if |f(x) − fB0 | > 2L, then there exist (by
Corollary 3.6) arbitrarily small doubling balls B = B(x, α−ir) such that
|〈f〉B − fB0 | > 2L, and hence
|fB − fB0 | > 2L− |〈f〉B − fB| > L,
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provided that L ≥ 2C‖f‖RBMO (using Lemma 5.3). Thus for all x ∈ B0
with |f(x)− fB0 | > 2L, a ball B∗x will be found. Observe further that
(6.2)
 
B∗x
|f − fB0 | dµ ≥ |〈f〉B∗x − fB0 | > L− |〈f〉B∗x − fB∗x |
≥ L− C‖f‖RBMO > L/2
by Lemma 5.3, again provided that L ≥ 2C‖f‖RBMO.
From the maximality of B∗x it follows that B
∗∗
x := (αB
∗
x)
′ (the minimal
(α, β)-doubling ball of the form αiB∗x, i ∈ Z+) satisfies
B∗∗x 6⊆
√
̺B0, or |fB∗∗x − fB0 | ≤ L.
In the first case, let αiB∗x, i ∈ Z+ be the smallest expansion of B∗x with
αiB∗x 6⊆
√
̺B0, so that r(α
iB∗x) h r(B0) and B
∗∗
x = (α
iB∗x)
′. Hence
|fB∗∗x − fB0 | ≤ |f(αiB∗x)′ − fαiB∗x |+ |fαiB∗x − fB0 | ≤ C‖f‖RBMO
by Lemmas 5.1 and 5.2. But this means that in fact |fB∗∗x − fB0 | ≤ L in
any case, provided that L ≥ 2C‖f‖RBMO. Hence
L < |fB∗x − fB0 | ≤ |fB∗x − fB∗∗x |+ |fB∗∗x − fB0 | ≤ C‖f‖RBMO+L ≤ 3L/2,
again provided that L ≥ 2C‖f‖RBMO.
Among the balls B∗x, one now chooses disjoint Bi, i ∈ I, so that the
expanded balls 5Bi cover all the original B
∗
x. This is again an application
of the basic covering theorem [10, Theorem 1.2]. If x ∈ 5Bi and |f(x)−
fB0 | > nL, then
|f(x)− f5Bi | ≥ |f(x)− fB0 | − |fB0 − fBi | − |fBi − f5Bi |
> nL− 3L/2− C‖f‖RBMO ≥ (n− 2)L
if L ≥ 2C‖f‖RBMO. For n ≥ 2, it thus follows that
{x∈B0 : |f(x)− fB0 |>nL}⊆
⋃
x∈B0:
|f(x)−fB0 |>nL
{y∈B∗x : |f(y)− fB0 | > nL}
⊆
⋃
i∈I
{y ∈ 5Bi : |f(y)− f5Bi | > (n− 2)L}.
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Using (6.2) and the fact that the balls Bi = B
∗
xi are (α, β)-doubling,
disjoint, and contained in
√
̺B0, it follows that
∑
i∈I
µ(̺ · 5Bi) =
∑
i∈I
µ(αBi) ≤ β
∑
i∈I
µ(Bi) ≤ C
L
∑
i∈I

Bi
|f − fB0 | dµ
≤ C
L

√
̺B0
|f − fB0 | dµ
≤ C
L
(

√
̺B0
|f − f√̺B0 | dµ+ µ(
√
̺B0)|f√̺B0 − fB0 |
)
≤ C
L
(
µ(
√
̺ · √̺B0)‖f‖RBMO√̺ + µ(
√
̺B0)‖f‖RBMO√̺
)
≤ C
L
‖f‖RBMOµ(̺B0) ≤ 1
2
µ(̺B0),
given that L ≥ 2C‖f‖RBMO.
Writing Bi := 5Bi, the above results can be summarised as
{x ∈ B0 : |f(x)− fB0 | > nL} ⊆
⋃
i∈I
{x ∈ Bi : |f(x)− fBi | > (n− 2)L},
∑
i∈I
µ(̺Bi) ≤ 1
2
µ(̺B0).
This contains the essence of the matter, for now one can iterate with the
balls Bi in place of B0, to the result that
{x ∈ B0 : |f(x)− fB0 | > 2nL}
⊆
⋃
i1
{x ∈ Bi1 : |f(x)− fBi1 | > 2(n− 1)L}
⊆
⋃
i1,i2
{x ∈ Bi1,i2 : |f(x)− fBi1,i2 | > 2(n− 2)L} ⊆ . . .
⊆
⋃
i1,i2...,in
{x ∈ Bi1,i2,...,in : |f(x)− fBi1,i2...,in | > 0},
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and then
µ(x∈B0 : |f(x)−fB0 |>2nL)≤
∑
i1,...,in−1,in
µ(Bi1,...,in−1,in)
≤
∑
i1,...,in−1
∑
in
µ(̺Bi1,...,in−1,in)
≤
∑
i1,...,in−1
1
2
µ(̺Bi1,...,in−1)≤· · ·≤ 1
2n
µ(̺B0).
Recall that one can take L = 2C‖f‖RBMO, and choose n ∈ N so that
2nL ≤ t < 2(n+ 1)L. Thus
µ(x∈B0 : |f(x)−fB0 |>t) ≤ µ(x ∈ B0 : |f(x)− fB0 | > 2nL)
≤ 2−nµ(̺B0)
≤ 2−(2L)−1t+1µ(̺B0)=2e−ct/‖f‖RBMOµ(̺B0),
and this completes the proof.
The familiar corollary follows in the usual way, and is left as an exer-
cise:
Corollary 6.3. Let (X, d, µ) be geometrically doubling and upper dou-
bling. For every ̺ > 1 and p ∈ [1,∞), there is a constant C so that, for
every f ∈ RBMO(µ) and every ball B0,(
1
µ(̺B0)

B0
|f − fB0 |p dµ
)1/p
≤ C‖f‖RBMO.
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