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1. INTRODUCTION
A double occurrence word 1 over a finite alphabet E is a word in which
each letter appears exactly twice. A closed curve in the plane, crossing itself
in a finite number of points through which it passes exactly twice, gives rise
to a word whose letters are the crossing points, each of them appearing
exactly twice. Such a word is called a Gauss code. Figure 1 shows a Gauss
code on six letters.
With each letter e ∈ E we associate the subset 1e ⊂ E of the letters
occurring exactly once between two occurrences of e. In Fig. 1, for exam-
ple, 1a = b; c; d; e, 1b = a; f. Two letters e; f ∈ E are interlaced
if f ∈ 1e; it is clear that this relation beween e and f is symmetric. In
his memoir [2] of 1843, Gauss remarks that if a word 1 is obtained from a
plane curve as above, the cardinality of 1e is even for all e. He also re-
marks that the word abcadcedbe, which satisfies the stated parity condition,
cannot arise as the word of the crossing points of a closed plane curve; this
can be easily checked by trials. The problem then arises to characterize the
Gauss codes among the double occurrence words by properties of the in-
terlace relation. The answer to this question, which we call Gauss interlace
conjecture, is in the affirmative, as was proved in [6] (see also 4; 5) where
three necessary and sufficient parity conditions of the interlacement were
given (see Sect. 5 below). We present here a new proof of this result us-
ing the concept of a map embedded in a surface; this proof allows itself to
generalizations as in [3]. We also give a definition of a map suited for our
problem.
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FIG. 1. The Gauss code 1 = abcdeafcdebf .
2. COMBINATORIAL MAPS
Let F = 1; 2; : : : ; 2m; 1¯; 2¯; : : : ; 2m be a set of 4m elements called flags,
and let
τ = 1; 1¯2; 2¯3; 3¯ · · · (2m− 1; 2m− 1(2m; 2m;
α = 1; 2(1¯; 2¯3; 4(3¯; 4¯ · · · 2m− 1; 2m( 2m− 1; 2m;
ρ = (1; 2¯(1¯; 2(3; 4¯(3¯; 4 · · · (2m− 1; 2m( 2m− 1; 2m;
be three fixed-point-free (f.p.f.) involutions on F . These three involutions
commute with one another, and the product of any two of them equals the
third.
Let now γ be any f.p.f. involution on F , and assume that the group
τ; α; γ generated by τ; α; and γ is transitive on F . Then the 5-tuple
M = F ; τ; α; ρ; γ is a combinatorial map.
We remark that the group τ; α; γ can also be generated by replacing γ
by one of the three permutations:
σ = γτ; ϕ = γα; δ = γρ:
For these permutations we have the following lemma, which appeared
in [7].
Lemma 1 (Lemma of the twin orbits). Let λ and µ be two fixed-point-
free involutions acting on the same set, and let 1; 2; : : : ; k− 1; k be an orbit
of the product λµ. Then µ1; µ2; : : : ; µk− 1; µk−1 is also an orbit
of λµ and is different from the previous one.
Proof. Since λµi− 1 = i, λµµi = λi = µi− 1. This proves the
first part. If the two orbits coincide, let µ1 = i; then µt = i− t − 1. If
i is odd, i+12 is a fixed point of µ. If i is even, µ i2  = i2 + 1 = λµ i2 , and
µ i2  is a fixed point of λ.
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FIG. 2. The flags neighboring two adjacent vertices.
The orbits of a product λµ can therefore be paired off in twin orbits
as indicated in the above lemma. Each pair of twin orbits of σ; ϕ; and
δ is a vertex, a face, and a diagonal, respectively, of the map M . A map
is orientable if the group ρ; σ has two orbits. The Euler characteristic of
M is
χM = zσ − zα + zϕ;
where zσ denotes the number of twin orbits of σ . If M is orientable and
χM = 2 the map is plane.
The orbits x; τx and αx; ρx of τ are the two brins (half-edges) of an
edge e of M . The four flags contained in these two orbits are the flags of e.
A brin x; τx is incident with a vertex v if x; τx and the σ-orbit corre-
sponding to v have one brin in common. This incidence relation defines the
graph GM underlying the map M . The representation of a combinatorial
map M as a topological map, i.e., the 2–cell embedding of the graph GM
in a surface having the same characteristic as M is well known (1); this
justifies the language of graph theory used above. Figure 2 shows part of a
map M imbedded in a surface. On one side, the flags are represented by
black points; on the other they are represented by triangles dissecting the
surface.
If M = F ; τ; α; ρ; γ is a map, so is M∗ = F ; α; τ; ρ; γ, the dual map
of M . The faces of one of them are the vertices of the other, and they share
the same diagonals.
3. MAPS ASSOCIATED WITH CLOSED PLANE CURVES
Let 0 be a closed plane curve having m crossing points. Each of these
points is incident with four brins of the plane graph given by the curve:
then this graph has m vertices, 2m edges, and 4m brins. It is known that
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the faces of a connected plane graph with all its vertices of even degree are
2-colorable. Let f be the color of the infinite face, nf be the number of
faces having color f , v be the other color, and let nv be similarly defined.
Euler’s formula gives
nf + nv − 2m+m = 2:
We associate with 0 a plane graph G0 and a combinatorial map M0
as follows. Mark a point in each v-face; these will be the vertices of G0.
Each time two v-faces meet at a crossing point e of 0, join through e the
points marked in the two faces; this will give the edges. The curve 0 is the
diagonal of this graph. (A plane graph may have many diagonals; in our
case the diagonal is unique.) The graph for the curve of Fig. 1 is shown in
Fig. 3.
Now choose an orientation of the plane. For each e, the flags at e are the
four brins x; y; z; t of the curve incident with e, in the order given by the
chosen orientation. The combinatorial map M = M0 = F ; τ; α; ρ; γ is
now defined as follows. The pairs x; z and y; t are orbits of ρ. The brins
x and y bordering a face colored v make up an orbit x; y of τ, and so
do z and t. The pairs y; z and t; x bordering a face colored f are orbits
of α. We are left with defining γ: its orbits will be pairs of brins between
two consecutive crossing points. In Fig. 4 the above construction carried
out for the curve of Fig. 1 is depicted.
In Fig. 4,
γ = (2¯; 3(4¯; 5(6¯; 7(8¯; 9(1¯0; 2(1¯; 11(1¯2; 5¯(6; 7¯(8; 9¯(
10; 3¯
4; 12(1¯1; 1:
By definition of γ and τ, each orbit of γτ= σ borders a face of G0
bearing the color v; thus, M0 has nv vertices. Similarly, each orbit of
γα= ϕ borders a face colored f , so that M0 has nf faces. Since by the
equality seen above χM0 = 2, M0 is planar. Finally, each orbit of
γρ= δ goes along the entire curve 0 and is therefore the unique diagonal
of M0.
FIG. 3. A plane graph (dotted lines) and its diagonal (solid lines).
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FIG. 4. The planar map of a closed curve drawn in the plane.
Note that G0 = GM. The curve is the (geometric) diagonal of M .
We remark that the points e of the curve 0 are of two types: those at
which the curve crosses the corresponding edge of G0 twice in the same
direction, and those at which the curve crosses this edge once in one direc-
tion and once in the opposite one.
4. MAPS ASSOCIATED WITH DOUBLE OCCURRENCE WORDS
If a map M admits only one diagonal, the orbit of δ containing a flag x
of the edge e also contains another flag of e, either τx or αx, but not
ρx; this is because of the lemma of the twin orbits. The other two flags of
e, including ρx, belong to the twin orbit; as in the previous case, they are
transposed by τ or by α. Therefore, the edges of M belong to two mutually
exclusive classes (one of which can be empty), K and L, say:
• e ∈ K, if the two flags of e belonging to one and the same orbit of
δ are transposed by τ. In this case we shall say that each of the orbits of δ
goes along e twice in the same direction (think of the graph GM);
• e ∈ L, if the two flags of e belonging to one and the same orbit of
δ are transposed by α. In this case we shall say that each of the orbits of δ
goes twice along e, once in one direction and once in the opposite one.
We now show how to associate with a double occurrence word 1 over an
alphabet E and a (possibly empty) subset K of E; a map whose edges are
in a one-to-one correspondence with the letters of E and reproducing the
above actions on the flags. For this purpose we consider the following:
Labeling algorithm. Let F = A ∪ A = 1; 2; : : : ; 2m ∪ 1¯; 2¯; : : : ;
2m, m = E, be a set of labels.
Step 1. Label the first occurrences of the letters of 1 by odd digits
from A. If a letter e is labelled i, then label i¯ the other occurrence of
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e if e ∈ K, and i + 1 if e 6∈ K. Note that in this way exactly half of the
labels of F are used. (See the example below).
Now proceed to a second labeling using the remaining labels.
Step 2. If a letter was given the label i in Step 1, then label it i+ 1
( ¯¯i = i) if e ∈ K or is the first occurrence of a letter not in K, and i− 1
otherwise.
The two sequences of labels arising from the two steps of the above
algorithm give rise to two orbits δ1 and δ2. Define the permutation δ of F
by concatenation: δ = δ1δ−12 .
The pairs of labels given to the same occurrence of a letter in the two
steps of the algorithm are the orbits of an involution ρ, which is f.p.f. be-
cause the two sets of labels are disjoint. Note that ρk¯ = ρk.
Consider the product γ = δρ. The permutation γ is f.p.f. because
δρk = k implies ρk = δ−1k, which is impossible, since the labels
given to the same occurrence of a letter in the two steps are different.
Moreover, δρk = ρδ−1k, so that γ2 = δρ2 = id. Thus γ is an f.p.f.
involution.
Let τ = 1; 1¯2; 2¯3; 3¯ : : : 2m − 1; 2m− 1. Then ρ and τ commute:
ρτk = ρk¯ = ρk = τρk. Moreover, ρτk = k implies ρk = τk,
which is impossible. Therefore, the product α = ρτ is also an f.p.f. involu-
tion.
It is clear that τ; α; and ρ commute with each other. Moreover, the
group generated by τ; α; and γ is transitive, since it contains ατ = ρ and
γρ = δ.
Thus, M1;K = F ; τ; α; ρ; γ is a combinatorial map. By construction
this map satisfies the properties stated at the beginning of this section.
We have proved:
Lemma 2. With every double occurrence word 1 over an alphabet E, and
with each subset K of E, there is associated a combinatorial map M1;K,
with edge set in one-to-one correspondence with E and admitting only one
diagonal δ having the following properties:
i) If the flags of one of its orbits are replaced by the edges to which they
belong, the resulting word is 1.
ii) The two flags of each orbit of δ belonging to the edge e are transposed
by τ if e ∈ K, and by α if e ∈ E \K.
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Example. Consider the Gauss code 1 = abcdeafcdebf of Fig. 1. The
labeling algorithm with m = 6 and K = a; b; c gives the following:
a b c d e a f c d e b f
Step 1: 1 3 5 7 9 1¯ 11 5¯ 8 10 3¯ 12
Step 2: 2¯ 4¯ 6¯ 8¯ 1¯0 2 1¯2 6 7¯ 9¯ 4 1¯1
With δ and ρ as described above we have
γ = δρ = (1; 1¯1(2¯; 32; 11(1¯; 1¯0(3¯; 9¯4; 12(5; 4¯(6¯; 76; 8(
10; 7¯
(
5; 1¯2

:
The resulting map M has two vertices:
σ = γτ = (1; 1¯0; 7¯; 6¯; 8; 9; 3¯; 2¯; 11(1¯; 1¯1; 2; 3; 9¯; 8¯; 6; 7; 10(
4; 5; 1¯2
(
4¯; 12; 5¯

;
and two faces:
ϕ = γα = (1; 11; 4; 2¯; 1¯0; 3¯; 5; 8; 6¯; 1¯2(2; 1¯1; 5¯; 7; 6; 4¯; 9¯; 1¯; 3; 12(
7¯; 9
(
8¯; 10

:
Euler’s formula gives χM = −2; thus M can be embedded in a double
torus. It can be seen in a similar way that when K = a; b; c; d, χ is also
equal to −2; and that χ = 0 (the torus) when K = a; b; c; d; e or K = E.
When M is embedded in a surface S of Euler characteristic χM, a
closed curve can be drawn on S as follows. Consider δ and replace the
flags of one of its orbits by the corresponding edges of GM to which they
belong. Then the curve crosses the various edges according to the sequence
of flags given by the chosen orbit of δ. This curve is the (geometric) diagonal
of M , and the crossing points are the elements of 1 (see the end of Sect. 3
for the planar case). Figure 5 shows the behavior of the diagonal in the two
cases considered in ii) of Lemma 2.
FIG. 5. Two kinds of reentry for the diagonal at a given edge.
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5. CYCLES AND COCYCLES OF A MAP
In a given map M , by the definition of ϕ, if one replaces the flags of one
of the orbits of ϕ (a face) by the edges to which these flags belong, the set
of edges occurring exactly once form a cycle of the graph GM; let us call
it a face-cycle. It is well known that the cycles of a graph constitute a vector
space C over F2, the field of two elements; we denote by F the subspace
generated by the face-cycles. The orthogonal space C⊥ is the space of co-
cycles of GM. This space is generated by the vertex-cocycles: for a given
vertex v, these are given by the set of edges having exactly one brin inci-
dent with v. A cocycle of GM is a sum of vertex cocycles over a set W of
vertices, and is given by the set of edges having exactly one brin incident
with a vertex of W .
We recall the three properties of a map M and its dual M∗ [8]; here C∗
denotes the cycle space of GM∗.
1. C∗ = F⊥;
2. if M is plane then C∗ = C⊥;
3. if C = F then M is plane.
The Property 3 means that if the space of face-cycles coincides with the
space of the cycles then the map is plane.
Going back to our problem, given 1, K; and L = E \K consider for each
e ∈ E the following two subsets of letters of E:
ke =
(
1e ∪ e; if e ∈ K,
1e; otherwise;
le =
(
1e ∪ e; if e ∈ L,
1e; otherwise:
(Recall that 1e denotes the set of letters interlaced with e). There be-
ing a one-to-one correspondence between E and the set of edges of M =
M1;K (Lemma 2) we shall freely use the word “edge” to denote an ele-
ment of E. Note that the edges of ke and le belong to both GM and
GM∗.
Lemma 3. With M = M1;k as above, the edges of ke form a cycle
of GM and those of le a cycle of GM∗.
Proof. Let e be an edge of M = M1;K, x1 a flag of e, δ1 =
x1; x2; : : : ; xk; xk+1; : : : with xi = γρxi−1; and the two flags of e ap-
pearing in δ1 being x1 and xk+1. Let e ∈ K; then xk+1 = τx1. Consider
the sequence
x1; ρx1; x2; ρx2; : : : ; xk; ρxky
then ρxi and xi+1 are incident with the same vertex since ρxi =
στxi+1. Moreover, ρxk = στx1, so that by replacing each pair
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xi; ρxi by the edge to which these flags belong we have a cycle of the
graph GM (the pair x1; ρx1 belongs to e). By construction, these
edges are the elements of ke.
When e 6∈ K, consider the above sequence starting with x2. In this case,
xk+1 = αx1, and σρxk = τx2. As above ke is a cycle of GM.
As for the second part of the lemma, note first that M∗ =M1;L. Then
by exchanging α and τ the above argument proves that le is a cycle of
GM∗.
We remark that k and l are linear transformations of the vector space
over F2 of the subsets of E.
Theorem 1. Imk = C, Iml = C∗.
Proof. It is sufficient to prove that Imk ⊇ C, that is Imk⊥ ⊆ C⊥; the
second equality will follow by duality. Let X ∈ Imk⊥, i.e., X;ke = 0
for all e ∈ E. In other words, let X and ke have an even number of
elements in common; we have to show that X is a cocycle. This will be
done by showing that the vertices of M can be labeled with two labels 0
and 1 in such a way that the edges of X, and only these, have their two
vertices labelled differently.
Given 1, we construct two rows of labels for the letters of 1 as follows.
Label 0 the first letter e in the first row, and label it 0 in the second row if
e 6∈ X, and 1 if e ∈ X. Then give the second letter e′ the label given to e in
the second row, and repeat the procedure starting with e′. Since for all e,
X ∩ ke is even, the number of changes that a label undergoes between
the two occurrences of a letter e is even, except when e ∈ K ∩ X. This
implies that the two occurrences of e have the same pairs of labels, except
when e 6∈ K and e ∈ X, in which case one pair is of type (01 and the other
pair of type
(1
0

.
Now consider δ1 and δ2 as given by the algorithm of Section 4, and label
0, 1 the flags according to the two rows of labels just constructed. We show
that i and σi have the same label, all i ∈ F . By the above,
• if e ∈ K, and i is a flag of e belonging to either δ1 or δ2, i and τi
have the same label;
• if e 6∈ K then i and τi belong to two different δj , j = 1; 2, and i
and αρi = τi have the same label.
Moreover, since by construction ρi and δi have the same label, the same
happens for i and δρτi = γτi = σi.
If flag i belongs to an edge of X, and only in this case, i and τi have
one and the same label, and αi and ρi the other one. Therefore, the
set of edges of X is a cocycle, as required.
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6. ALGEBRAIC CHARACTERIZATION OF GAUSS CODES
In this section we prove the main result of this paper.
Theorem 2. A double occurrence word 1 over an alphabet E is a Gauss
code if and only if there exist two complementary subsets K and L of E such
that for all a; b ∈ E one has ka; lb = 0.
Proof. If 1 is defined by a plane curve 0, then K is given by the edges
that 0 crosses twice in the same direction (see Sect. 3). Note that M0 is
the map M1;K defined in Section 4. Therefore, for a ∈ E, the edges of
ka are cycles of the graph G0, and those of la the cycles of G0∗
(Theorem 1). By Property 2 of Section 5 we have the necessity of the
condition.
For sufficiency, consider the map M =M1;K, the spaces C and C∗ of
the cycles of the underlying graphs GM and GM∗, respectively, and F,
the subspace of the face-cycles of GM.
By the assumption and the equalities of Theorem 1, C∗ ⊆ C⊥. Now
Property 1 implies F⊥ ⊆ C⊥, i.e., F ⊇ C. Thus, F = C; together with
Property 3 this implies same as that M1;K is plane. Its unique diagonal
is a plane curve giving rise to the word 1.
We now rephrase Theorem 2 in terms of the interlacing of the letters of
the word 1. A set of interlaced pairs i; j ∈ E is a separating set of 1 if there
exists a subset K of E such that these pairs are the interlaced pairs having
one element in K and the other one in L = E \ K. (If one considers the
graph whose vertices are the letters of E and the edges the interlaced pairs,
then a separating set is a cocycle of this graph.)
Theorem 2′. A double occurrence word 1 on a finite set E of letters is a
Gauss code if, and only if,
1. any letter of 1 has an even number of interlaced letters;
2. any noninterlaced pair of letters have an even number of interlaced
letters in common;
3. the interlaced pairs having an even number of interlaced letters in
common form a separating set.
Proof. For any K ⊂ E consider the following E × E symmetric 0; 1-
matrices:
1, whose i; j entry is 1 if i and j are interlaced, and 0 otherwise;
K, whose i; i entry is 1 if i ∈ K, and all the other entries are 0;
L, whose i; i entry is 1 if i ∈ L, and all the other entries are 0;
0, the zero matrix.
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Now let k¯ = 1 + K and l¯ = 1 + L. The product k¯l¯ has ki; lj as
i; j entry (see Sect. 5). The condition of Theorem 2 becomes
1¯2 + K¯1¯+ 1¯L¯ = 0¯: (∗)
Now,
• 1¯2i; i has the same parity as that of the number of letters interlaced
with i (i.e., the parity of 1i; see Sect. 1);
• 1¯2i; j has the same parity as that of the number of interlaced letters
that i and j have in common;
• the symmetric matrix K¯1¯+ 1¯L¯ has the same entries as 1¯ if i and j
are both in K or both in L, and the other entries are 0.
Thus, among the interlaced pairs i; j (1i; j = 1, those that have an even
number of common interlaced letters (1
2
i; j = 0) are exactly those having
one element in K and the other one in L; therefore, they form a separat-
ing set of 1. The equivalence between (*) and the stated three conditions
follows.
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