Abstract-In this paper, optimum code rates for a number of channel codes which are used in the coded direct-sequence spreadspectrum (DS-SS) and coded code-division multiple-access (CDMA) communication systems operating in the presence of narrow-band interference (NBI) are investigated. The criteria in obtaining the optimum code rates is based on maximum tolerable NBI power to signal power ratio.
INTRODUCTION
In many communication systems, one may confront various intentional or unintentional narrow-band interference (NBI). For example, due to ubiquitous use of wide-band cellular system and electromagnetic spectrum scarcity, one may have to design a cellular communication system at the same carrier frequency. Hence techniques that need to operate properly in the presence of other narrow-band communication systems that could combat or reduce the effect of NBI could prove to be of utmost importance.
It is well known that employing both spread-spectrum (SS) and forward error correction (FEC) techniques can improve the performance of a digital system in combating against the NBI. Due to necessary bandwidth expansion in using the above techniques, there is a coding-spreading tradeoff in the coded spread-spectrum systems and the available bandwidth must be optimally divided between these two.
The coding-spreading tradeoff has been considered from many different points of views in several articles [1] [2] [3] [4] [5] [6] [7] . These papers present the optimization between the processing gain and the coding gain of a direct-sequence spread-spectrum system such that different capabilities of the system are optimized. Hui in his pioneering work has shown that in binary input channels, the performance of the systems is superior in terms of throughput and antijam capability when more bandwidth is devoted to error correction [1] . In other noticeable paper, Verdu and Shamai have profoundly investigated the maximization of spectral efficiency [2] . They have shown that the spectral efficiency depends on the type of receiver's structure and thus they have considered the optimum coding-spreading tradeoff for different receiver's structures in order to maximize spectral efficiency. In yet another important paper, the antijam capability of the system is considered [3] . In [3] , the optimum rate of (BCH) channel codes are considered in the single-user direct-sequence spread-spectrum system. The authors have shown that an optimum rate exists and it certainly depends on the characteristics of the channel codes.
The above interesting results on coding-spreading tradeoff have encouraged us to further investigate the optimum rate of different channel codes in direct-sequence spread-spectrum systems with different receiver's structure. Our analysis follows the same line of thought as in [3] , namely, we are concerned with the optimization of the rate of the channel codes in a coded spread-spectrum system on the basis of reducing the effect of NBI. In other words, the criterion used for the code rate optimization, is the maximization of the maximum tolerable NBI power to signal power ratio ((J/S) T ol. ). Thus the optimum code rate, r, can be found by the following formula,
In this paper, we will consider the optimization of rate of several channel codes for two different communication systems, namely, singleuser direct-sequence spread-spectrum DS-SS and multi-user spreadspectrum CDMA systems. Furthermore, for the CDMA systems, the optimum rates of several channel codes assuming various detection schemes are discussed.
Following this introduction, in Section 2, a model for a coded spread-spectrum system is described. We obtain a mathematical relationship between the optimum code rate and tolerable (J/S) T ol. . In Section 3 the optimum code rate for a few well-known codes, which maximizes the (J/S) T ol. in a single-user DS-SS system, is investigated. The optimization of the optimum codes' rate for different forms of multi-user CDMA systems is considered in Section 4. We conclude this paper in Section 5.
DESCRIPTION OF SPREAD-SPECTRUM SYSTEMS
A typical block diagram for a coded spread-spectrum system is shown in Figure 1 . It is well known that, in the spread-spectrum systems, we spread the spectrum of the desired signal by multiplying it by a wideband pseudo-random spreading signal such that the bandwidth of the desired information signal is approximately spread to the bandwidth of the spreading signal. On the other hand, at the receiver, the desired signal will be despread with a locally generated copy of the spreading signal. Moreover, we know that if there is any NBI component in the received signal, its spectrum will be spread in the spread-spectrum demodulator and its bandwidth will spread to at least, the bandwidth of the spreading signal. If we assume that the bandwidth of the spreading signal is W , the result is that the NBI will have a bandwidth equal to at least W at the input of the decoder and if its power is J watts, then its average power spectral density, can be modeled as a white noise, with an spectral level equivalent to,
Let S (Watts) be the desired received signal's average power. Thus if the data rate of the signal is R bits/second, the received energy per bit, E b , is
where r is the code rate. Moreover, E s and R s represent the received energy per symbol and the symbol rate respectively. Usually in the presence of an effective NBI, we can safely neglect the thermal noise. In this case using (2) and (3) it can be seen that, the maximum tolerable NBI power to signal power ratio is
where (E b /N 0 ) Req. is the minimum required signal to NBI ratio for the decoder.
The well-known theories in communication sciences prove that the (E b /N 0 ) Req. is a function of the code rate (r). Thus (4) shows that, for the purpose of maximizing the (J/S) T ol. , we must minimize the minimum required signal to noise ratio ((E b /N 0 ) Req. ). Without any loss of generality and due to its simplicity, instead of finding the code rate that maximizes the (J/S) T ol. , in the following Sections, we attempt to find the code rate that minimizes the (E b /N 0 ) Req. .
OPTIMUM CODE RATE FOR SINGLE-USER DS-SS SYSTEMS
In this section, we obtain the optimum code rates for three different coding schemes namely Optimum Codes, Super Orthogonal Codes (SOC), and Repetition Codes for a single-user DS-SS system in the presence of an NBI. These optimum code rates are determined in such a way that maximizes the (J/S) T ol. or equally minimizes the (E b /N 0 ) Req. . The availability of an analytic relation between the (E b /N 0 ) Req. and the code rate is the reason for using these channel codes in our analysis.
Optimum Code Rate for Optimum Codes
It is known that a channel can be characterized by a single parameter; namely the channel capacity. Shannon demonstrated that it is possible to transmit information at any rate below capacity with an arbitrary small probability of error. The method of proof is now referred to, not very appropriately, as "random coding". In this proof, the existence of good codes is shown by averaging over all possible codes. Since this is an existence theorem, there is no guidance as how to find the codes or how complex they may be when implemented. In this paper these theoretical good codes are referred to as Optimum Codes.
In this subsection, the effect of the code rate of the Optimum Codes on the single-user DS-SS systems is investigated. In the previous Section, it was argued that at the output of a spreadspectrum demodulator, the NBI could be modeled as an additive white noise. Furthermore using central limit theorem, it can be shown that the probability density function of the received NBI at the output of a spread-spectrum demodulator can be modeled as a Gaussian distribution. Thus in a single-user DS-SS system in the presence of an NBI, the channel can be modeled as an additive white Gaussian noise (AWGN) channel.
Based on Shannon theory, in an AWGN channel the relationship amongst the optimum code rate r, data rate R, and Shannon bandwidth B, which is defined as one half of the minimum number of dimensions per second required to represent the uncoded modulated signal [8] , is given by,
Substituting (3) we obtain that,
or equivalently,
Substituting (7) in (4) yields,
Using (7), it can be realized that (E b /N 0 ) Req. is an increasing function of the code rate, thus the optimization of the code rate based on the minimization of the (E b /N 0 ) Req. yields,
where W represents the channel bandwidth and B is the Shannon bandwidth of the signal. Substituting (9) in (4) and (7), it can be seen that the maximum of (J/S) T ol. is
where R represents the bit rate of the user. The main result of this section is generalization of Hui result. Hui has only considered the binary input channels but in this section the result is proved for the general AWGN channels.
Optimum Code Rate for Super Orthogonal Codes
It is well known that in contrast to the other usual kinds of convolutional codes, the generating function of the Super Orthogonal Codes (SOC) are only dependent on the rate of the codes. This property brings them forth as the proper choice for our analysis.
The upper bound on the bit error probability of a convolutional code can be obtained using the generating function of the code [9] . The generating function of the SOC is computed in [10] as,
in which G = Z 2 L−3 and L = − log 2 r + 2. Using the generating function, an upper bound of the bit error probability is obtained as follows,
where G = Z 2 L−3 . The parameter Z in a binary input channel is given by,
where y is the output of the channel. In a binary input AWGN channel the value of Z is calculated as [9] ,
Using these relations, it can be seen that the bit error probability of the Super Orthogonal Codes operating in an AWGN channel is upper bounded by
Using somewhat lengthy but straightforward computations, it can be shown that for a fixed upper bound on the bit error probability, the minimum of (E b /N 0 ) Req. will be an increasing function of the code rate. Thus similar to Optimum Codes the optimum code rate is the minimum code rate that can be sent in to the available channel. Therefore the optimum code rate can also be found by (9) where the Shannon bandwidth in the 2-dimension systems becomes,
In this case the maximum of the (J/S) T ol. is a complicated function of the fixed bit error probability. But, in practical situations for e −E b /N 0 1, and log 2 r −1, we can only consider the first term of the expansion of (15) and with using (4), the (J/S) T ol. can be found by,
Then the maximum of the (J/S) T ol. can be determined as,
Optimum Code Rate for Repetition Codes
In the Repetition Codes, an analytic relation between the code rate r and the probability of error can be obtained. Using hard decoding based on majority law, the probability of error can be found as follows,
where N = 1/r ≥ 2 and P (E b /N b ) is the probability of decision error on the coded symbols. Because of the complexity of (19), no analytic equation between the code rate and the (E b /N 0 ) Req. can be found. Thus in the following, we use an upper bound on the probability of error.
Using the well-known Chernoff bound [12] , the following upper bound of the probability of error is obtained,
where
and s 0 can be found by solving the following equation,
Substituting (22), (20) reduces to,
In the following, for a fixed upper bound of the bit error probability, we try to find the optimum code rate that minimizes the (E b /N 0 ) Req. . Since the optimum code rate is dependent on the P (.), the model of communication channel and the method of modulation and detection must be determined.
It is well known that an upper bound on the probability of error of a 2-dimension system, in an AWGN channel, can be shown to be
1, an upper bound on the (J/S) T ol. can be found as,
Then the maximization of (J/S) T ol. leads to,
and the maximum of (J/S) T ol. can be obtained and it is expected as, Figure 2 shows the (J/S) T ol. of a 2-dimension coded single-user DS-SS system as a function of code rate for different channel coding schemes, namely, Optimum Codes, Super Orthogonal Codes, and Repetition Codes. The W/R is fixed to 100 and we assume that the probability of error in Super Orthogonal Codes and Repetition Codes is 10 −6 . These parameters only determine a multiplicative factor of the (J/S) T ol. thus they cannot influence on the main results. Figure 2 . The tolerable narrow-band interference power to signal power ratio in the single-user spread-spectrum system for optimum codes, SOC and repetition codes.
Numerical Results
Furthermore, it can be seen that, the Super Orthogonal Codes significantly outperform the Repetition Codes. But it must be reminded that on the basis of these curves, we can not compare the Optimum Codes with the others, because by using the Optimum Codes it is possible to transmit information with an arbitrary small probability of error but in the others the probability of error is set to 10 −6 . If the probability of error approaches to zero, the (J/S) T ol. of the non-optimum codes approaches to zero and this fact proves the superiority of the optimum codes.
OPTIMUM CODE RATE FOR MULTI-USER CDMA SYSTEMS
In this section, the optimum code rate is investigated for typical CDMA systems. At first the conventional power-controlled CDMA is considered.
Then the CDMA systems using both joint coding/decoding and successive interference cancellation are taken into consideration.
Optimum Code Rate for Power-controlled CDMA Systems
Without elaborating on the system implementation, we note that for a power-controlled CDMA system, all signals are received at the same power level. For an M -users system, the demodulator receives a composite signal containing the desired signal having power S and M − 1 interfering signals each having the same power S and bit rate R. With Guassian approximation, the following relation between the code rate and the (E b 
With some manipulations, the following explicit equation for
In order to acquire the optimum code rate, the function at the right hand side of (28) must be minimized. Using somewhat lengthy but straightforward computations, it can be shown that for a fixed upper bound on the bit error probability, the minimum of (E b /N 0 ) Req.
will be an increasing function of the code rate. the optimum code rate is given by (9) and the maximum of the (J/S) T ol. is expressed as,
Optimum Code Rate for Multi-user CDMA Systems Using Joint Coding/Decoding
In this section the maximization of the (J/S) T ol. is also considered in a CDMA system with multi-user joint coding/decoding. Based on Shannon theory, the following relation is established [8] ,
where R i , B i , r i , and (E b /N 0 ) Req. | i are the bit rate, the Shannon bandwidth, the code rate, and the minimum required signal to noise ratio of the ith user. Due to the concavity of the logarithm function, the following inequality is established,
The equality case can be obtained when,
where c is a constant. Substituting (32) in (31), the following inequality is obtained,
Substituting (34) in (4), it can be shown that the tolerable interference to signal power ratio of the ith user will be,
For simultaneously maximizing (J/W ) T ol. | i ∀i = 1, 2, . . . , M, it can be further shown that the following equalities must be established,
where C is a constant. Substituting (36) in (35), the following inequality is obtained,
The right hand side of (37) is a decreasing function of C thus the optimum code rate of users will be,
and the maximum of the (J/S) T ol. is,
and if we assume equal rate users, (39) reduces to (10).
Optimum Code Rate for Multi-User CDMA Systems Using Successive Interference Cancellation
Due to the complicated design and decoding of the joint multi-user channel codes, it is more practical that a single-user channel code along with successive interference cancellation be used. In this Section, the optimum code rate for equal rate users with a successive interference cancellation is investigated. Supposing that the kth user is the user which is decoded, and assuming equal rate and equal Shannon bandwidth users, then the following relationship between the minimum required signal to noise ratio of the kth user and the 1st user holds [12] ,
It can be seen that the optimum code rate is the minimum code rate and thus it can be obtained by (9) .
Since the decoding of the kth user must be done in the presence of the interference of the M − k − 1 users, the (E b /N 0 ) Req. of the different users are not the same. In fact the first user is at the highest (E b /N 0 ) Req. and the M th user is at the lowest (E b /N 0 ) Req. . By substituting the optimum rate in (9) , it can also be seen that the maximization of the tolerable interference to signal ratio in the best case, M th user, leads to (10) , but in the kth user, (10) changes to,
Numerical Results
In Figure 3 results of the previous sections that the optimum code rate is the minimum code rate that can be sent in to the channel. Furthermore, it can be seen that by increasing the number of users, the resistance of power-controlled CDMA system to narrow-band interference severely degrades.
In the Figure 4 , the curves of the (J/S) T ol. versus code rate for a coded spread-spectrum CDMA system with 4 equal-rate equalbandwidth users is plotted for different multi-user detection schemes, namely, joint coding/decoding and successive interference cancellation. Similar to the other cases, W/R is fixed to 100. These curves also confirm the results of the previous sections that the optimum code rate is the minimum code rate that can be sent in to the channel. The tolerable narrow-band interference power to signal power ratio in multi-user CDMA system for joint coding/decoding and successive interference cancellation.
CONCLUSIONS
In this paper the optimum rates of different channel coding schemes was investigated for various spread-spectrum systems. It has been shown that the optimum rate of the Optimum Codes is the minimum code rate. Furthermore it has been shown that in the single-user directsequence spread-spectrum systems, the optimum rate of the Super Orthogonal Codes is also the minimum rate but the optimum rate of the Repetition Codes can be found by Eq. (25).
