A sign pattern matrix is a matrix whose entries are from the set {+, −, 0}. The minimum rank of a sign pattern matrix A is the minimum of the rank of the real matrices whose entries have signs equal to the corresponding entries of A. It is conjectured that the minimum rank of every sign pattern matrix can be realized by a rational matrix. The equivalence of this conjecture to several seemingly unrelated statements are established. For some special cases, such as when A is entrywise nonzero, or the minimum rank of A is at most 2, or the minimum rank of A is at least n − 1, (where A is m × n), the conjecture is shown to hold. Connections between this conjecture and the existence of positive rational solutions of certain systems of homogeneous quadratic polynomial equations with each coefficient equal to either -1 or 1 are explored. Sign patterns that almost require unique rank are also investigated.
Introduction and Preliminaries
In qualitative and combinatorial matrix theory, we study properties of a matrix based on combinatorial information, such as the signs of entries in the matrix. A matrix whose entries are from the set {+, −, 0} is called a sign pattern matrix (or sign pattern, pattern). We denote the set of all n × n sign pattern matrices by Q n . The sign pattern I n ∈ Q n is the diagonal pattern of order n with + diagonal entries.
A sign pattern matrix P is called a permutation pattern if exactly one entry in each row and column is equal to +, and all other entries are 0. Two sign pattern matrices A 1 and A 2 are said to be permutationally equivalent if there are permutation patterns P 1 and P 2 such that A 2 = P 1 A 1 P 2 .
A signature (sign) pattern is a diagonal sign pattern all of whose diagonal entries are nonzero. Two sign pattern matrices A 1 and A 2 are said to be signatorily equivalent if there are signature patterns S 1 and S 2 such that A 2 = S 1 A 1 S 2 .
A sign pattern A ∈ Q n is said to be sign nonsingular if every matrix B ∈ Q(A) is nonsingular. It is well known that A is sign nonsingular if and only if det A = + or det A = −, that is, in the standard expansion of det A into n! terms, there is at least one nonzero term, and all the nonzero terms have the same sign. A is said to be sign singular if every matrix B ∈ Q(A) is singular, or equivalently, if det A = 0.
A sign pattern matrix A is said to be an L-matrix (see [3] ) if every real matrix B ∈ Q(A) has linearly independent rows. It is known that A is an L-matrix if and only if for every nonzero diagonal pattern D, DA has a unisigned column (that is, a nonzero column that is nonnegative or nonpositive). For a sign pattern matrix A, the minimum rank of A, denoted mr(A), is defined as mr(A) = min B∈Q (A) {rank B}, while the maximum rank of A, denoted MR(A), is defined as
MR(A) = max

B∈Q(A)
{rankB}.
The maximum rank of a sign pattern A is the same as the term rank of A, which is the maximum number of nonzero entries which lie in distinct rows and in distinct columns of A. However, determination of the minimum rank of a sign pattern matrix in general is a longstanding open problem (see [1, 9] ) in combinatorial matrix theory. Recently, there have been some papers concerning this topic, for example [2, 4, 5, 6, 7, 8, 10, 11] . In particular, as indicated in [5] , matrices realizing the minimum rank of a sign pattern have applications in the study of neural network. In [2, 8, 10, 11] , the author allow a free diagonal. We consider a fixed sign pattern so that the diagonal entries have prescribed signs. In our research we raise the following basic conjecture. For any m × n sign pattern matrix A with mr(A) = k, there exists a rational matrix (equivalently, an integer matrix) B ∈ Q(A) such that rank B = k. We know that the conjecture holds in certain cases, but we do not know the complete answer. In Section 2, we give several statements equivalent to this original conjecture, and in section 3 and 4 we exhibit some cases for which the conjecture or some equivalent statement holds. Finally, in Section 5, we consider connections between this conjecture and the existence of positive rational solutions of certain systems of quadratic homogeneous polynomial equations with each coefficient equal to either −1 or 1.
Equivalent Conjectures
We recall the original conjecture, which we now refer to as Conjecture 1. and rank F = r. We have thus proved the implication Conjecture 1 ⇒ Conjecture 2.
Next, observe that the matrix B = I r C D 0 is row equivalent to the matrix
. Hence, rankB = r if and only if DC = 0. Therefore, Conjecture 2 ⇔ Conjecture 3.
To prove the implication Conjecture 3 ⇒ Conjecture 4, assume that Conjecture 3 holds. Consider real matrices D, C, and E, with DC =E, and let t be the number of rows of E. We have DC − E = O, or,
From Conjecture 3, we obtain rational matrices D * D * t 
, and mr(A) = k, we get rank C * ≥ k. Hence, rank C * = k. Thus, Conjecture 4 ⇒ Conjecture 1.
As a special case, we can show that Conjecture 3 holds true if C has one column or D has one row. Proof. Suppose D and C are real matrices with DC = 0. Without loss of generality, assume that C has one column, with say n entries. We then have 
By inspecting each coordinate separately, we can replace the respective columns Proof. Let t = MR(A) and q = min{m, n}. By assigning values of q or −q to entries on some generalized diagonal of lenght t, while assigning values of 1 or −1 to the other nonzero entries of A, we obtain an integer matrix H ∈ Q(A) with a t × t submatrix that has a strictly dominant generalized diagonal. Since this submatrix must be nonsingular,
Thus, rank H = t. 
Proof. From Lemma 2.3, we have a rational matrix H ∈ Q(A) such that rank H = MR(A)
. By successively replacing only one entry of C by the corresponding entry of H, we obtain a sequence of rational matrices in Q(A), We can now give two other statements equivalent to Conjecture 1. Proof. Clearly, the implication (ii) ⇒ (i) and (iii) ⇒ (i) hold. Conversely, assume that (i) holds, so that there is a rational matrix in Q(A) whose rank is mr(A).
Then, by Lemma 2.4, the statement (ii) and (iii) are true.
Special Cases
In this section, we first show that the above conjectures are true when mr(A) is 1, 2, n − 1, or n. Proof. Since mr(A) = n, every matrix in Q(A) has rank n, so the result follows.
Note that in this case, A T is an L-matrix.
there exists a rational matrix B ∈ Q(A) such that rankB = n − 1. The following result follows immediately from Lemma 3.3. We are now ready to establish one of the main result of this paper settling the case of minimum rank 2. 
Proof. Since mr(A)
The minimum rank of a sign pattern is invariant under signatory and permutational equivalence. Hence, by pre-and post-multiplication of the two sides of the above equation by suitable nonsingular diagonal matrices and permutation matrices (and thus replacing A by an equivalent sign pattern with minimum rank 2), we may assume that u 0 and v 0 are (0, 1) matrices and, further, that
for some positive integers k 1 and k 2 , where
In order to construct a rational matrix in the same sign pattern class as C ∈ Q(A), we are going to perturb the entries of u and v on the right side of (*). Thus we introduceũ = [
T and treat the entries ofũ andṽ as variables such that sgn(
Note that some entries of u or v may be zero and thus that the corresponding variables x i or y j must be constantly zero. Also note that if i > k 1 or j > k 2 , then for all real (in particular, rational) values x i and y j such that sgn(
and sgn(y j ) = sgn (v j ), the perturbed right side of (*), namely
has the (i, j) entry with the same sign as c ij , since the (i, j) entry of u 0 v T 0 is zero and sgn(
Therefore, we now consider the (i, j) entries of the perturbed right side of (*) for 1 ≤ i ≤ k 1 and 1 ≤ j ≤ k 2 ; such entries are equal to 1 + x i y j . In order that the perturbed right side of (*) is still in the sign pattern class of A, we must have
1 + x i y j < 0 for all (i, j) with c ij < 0;
1 + x i y j = 0 for all (i, j) with c ij) = 0;
Observe that rank f (ũ,ṽ) ≤ 2, since f (ũ,ṽ) is the sum of two rank one matrices. 
Thus it remains to find a suitable rational solution of the system of equations (3), so that each x i (respectively, y j ) is in an -neighborhood of u i (respectively, v j ).
In case the system (3) is empty, we think of it to be satisfied by all values of the variables. Thus we may assume that (3) is nonempty. To find a desired rational solution to the system of equations (3), we consider the bipartite graph G with .
Let From the above results, we can now see that our original conjecture holds true if A has no more than four rows or no more than four columns. For a sign pattern A which admits a matrix B ∈ Q(A) with a certain structure, we can show that the original conjecture holds. is a rational matrix with sgn (F ) = sgn(B) and rank F = r.
As a consequence of Theorem 3.7, we have Theorem 3.8. If A is an entrywise nonzero sign pattern, then there is a rational matrix F ∈ Q(A) such that rankF = mr(A).
Of course, an important question is what happens when the matrix B 4 in Theorem 3.7 has some zero entries.
Partial Results
In this section, we give some partial results concerning the four conjectures posed in Section 2. In particular, we show that Conjecture 3 is true when one of the two matrices D or C is a rational matrix. To this end, we first establish the following fundamental useful result. 
Proof. Apply Corollary 4.2 to the columns of C.
It is easy to see that any subspace of R n that has a rational basis can be viewed as the null space of a rational matrix. Hence, Corollary 4.2 may be used to obtain the following generalization (which is of independent interest) of Theorem 4.1.
Theorem 4.4.
Let V be a subspace of R n . If V has a rational basis and x ∈ V , then V contains a rational vector x * such that sgn(x * ) = sgn(x).
We now consider another special situation for which Conjecture 3 holds. Hence, we say again use Proposition 4.5 to obtain our result.
Connection with Systems of Polynomial Equations
Suppose that D and C are real matrices such that DC = 0, as in Conjecture 
we arrive at the following matrix equation 
has a positive solution. But it does not have any positive rational solution.
Proof. Consider any nontrivial solution of the system with y = 0. Since the system is homogeneous, then by dividing the value of each variable by the value of y, we get a solution with y = 1. Thus, without loss of generality, we assume that y = 1. Substituting 1 for y in the equations (1)- (3), we obtain
From equation (4) and (6), we have x − z + 2xz = 0, or z =
. Substituting w = x + xz (obtained from (4) into (5), we get
By substituting z = x 1−2x into (7) and simplifying the resulting equation, we obtain
Hence, every solution of the system with y = 1 is given by 
is equivalent to the following system of homogeneous quadratic polynomial equa-tions without square terms
Furthermore, it is easy to see that the system (9)-(10) (and hence, the system (11)- (15)) has a positive solution, but it does not have a positive rational solution.
Note that the system (11) 
Sign Patterns That Almost Require Unique Rank
In this section, we study the sign patterns A such that MR(A) = mr(A) + 1.
This can be rephrased as " sign patterns that almost require a unique rank ". Sign The following example shows that equality can be attained in part (3). 
