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In this paper, we propose a new approach to providing interactive and collaborative lens among multi-users for supporting level-of-detailed
views using smartphones in a public display. In order to provide smartphone-based lens capability, the locations of smartphones are effectively
detected and tracked using Kinect, which provides RGB data and depth data (RGB-D). In particular, human skeleton information is extracted
from the Kinect 3D depth data to calculate the smartphone location more efﬁciently and correctly with respect to the public display and to support
head tracking for easy target selection and adaptive view generation. The suggested interactive and collaborative lens using smartphones not only
can explore local spaces of the shared display but also can provide various kinds of activities such as LOD viewing and collaborative interaction.
Implementation results are given to show the advantage and effectiveness of the proposed approach.
& 2015 Society of CAD/CAM Engineers. Production and hosting by Elsevier. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Recently, smartphone has increased the variety of mobile
interactions, which provides new possibilities of natural inter-
face and interaction techniques. Despite many advances in smart
devices and interaction techniques, most of the devices are
inherently limited in terms of their screen size and amount of
information they can display and share. Thus, mobile collabora-
tion and interaction is still not supported sufﬁciently to allow
people to have ad-hoc meetings where they cooperatively
execute tasks and manipulate shared information through their
smartphones [1–5].
Over the last several years, public displays or shared displays
are installed in urban environments such as museums, kiosk
terminals and media facades. Personal mobile devices have been
identiﬁed as promising remote controllers for enabling the
interaction with digital contents for public displays, and several
respective mobile techniques have been introduced so far by
academia and industry [1].10.1016/j.jcde.2014.12.001
15 Society of CAD/CAM Engineers. Production and hosting by E
mmons.org/licenses/by-nc-nd/4.0/).
g author.
ss: jaeyeol@jnu.ac.kr (J.Y. Lee).Many research works have attempted to bridge the gap to
support natural interactions between smart devices and shared
display(s). Early work tried to augment smart devices of
limited capabilities with sensing or communication capabilities
such as remote controller [3,5]. However, this approach is hard
to effectively provide visual information on smart devices to
multi-users. To overcome this limitation and support the
interaction between smartphones and shared displays, it is
necessary to provide visually-controlled interaction, in parti-
cular. Some researchers tried to provide access to local
information in a public space by tracking the position of a
mobile device so that it could be physically moved around to
see different parts of the shared space [6,7]. However, they
attached sensors on mobile devices to track the relative and
local positions, which is cumbersome and not effective [4].
One intuitive and appealing interaction concept is markerless
magic lens interaction through a touch-based smartphone [2].
Similar to mobile augmented reality, the user may target a
smartphone at the distant screen and observe this real-world
scene captured by the camera of the smartphone. Through the
key feature detection and analysis of the captured image,
touches on the smartphone display can be mapped to thelsevier. This is an open access article under the CC BY-NC-ND license
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actions can be triggered. However, it is almost difﬁcult to
target local areas with similar key features as shown in Fig. 1.
Moreover, little research work has dealt with how to effec-
tively support visually controlled views such as interactive lens
to support individual and cooperative interactions in a shared
display.
While some technologies and applications have been devel-
oped to support interactions in a shared space using smart-
phones among collocated users, smartphones have provided
little support for local and shared interactions [4]. One of the
important issues between shared displays and smartphones is
how to seamlessly support interactions between them [8–10].
Another issue to deal with is the possibility of supporting LOD
views among multi-users who are involved in a meeting room
or large display. To synchronize local exploration between the
public display and smartphones, it is necessary to effectively
detect local positions of smartphones with respect to each other
and to the shared environment. Then, the system should
provide a speciﬁc and local view to an individual user
according to the role and preference [4,7].
This paper presents an interactive and collaborative lens
using smartphones for co-located and collaborative interactions
in a shared display as shown in Fig. 2. The proposed approach
enables for users to interact with digital contents using
smartphone-based lens in a public display by spatially tracking
multiple smartphones using a depth camera, Kinect, whichFig. 1. An image with similar or same key features (a map for Gyeongbok-
gung Palace in Korea).
Fig. 2. Conceptual sketch of the proposed approach: local space exploration andprovides RGB data as well as depth data (RGB-D). In
particular, human skeleton information is extracted from the
Kinect 3D depth data to more correctly and efﬁciently
calculate the smartphone location and support head tracking.
The head tracking is used to support target selection and
adaptive view generation. The suggested interactive and
collaborative lens using smartphones not only can explore
local spaces of the shared display but also can provide various
kinds of activities such as level-of-detailed viewing, collabora-
tive interaction, spare-aware interactions, and design review.
Since the proposed approach detects the relative and local
positions and orientations of smartphones without attaching
any sensors, it provides very effective local space exploration
and collaborative interaction. We will show the effectiveness
and advantage of the proposed approach by demonstrating
several implementation results.2. Overview of the proposed approach
The proposed approach can make it easy to interact with a
shared display by spatially tracking multiple smartphones with
a depth camera as shown in Fig. 3. An initial digital model or
multimedia information is registered in a shared display and its
functional model is also registered if needed. Based on these
models, participants can perform interactive lens tasks and
collaborative activities using their smartphones. The local
position and orientation of the smartphone with respect to
the share space is detected using a depth camera, Kinect™
[11]. In particular, human skeleton information is extracted
from the Kinect 3D depth data and is analyzed to detect
smartphones, which not only can minimize the possibility of
wrong detection of smartphones but also can support head
tracking-based adaptive view generation, which is one of the
inherent problems of previous approaches based on RGB-D
data. Since the location of the smartphone lies on the hand
region of the skeleton, this analysis of the skeleton can remove
expensive and error-prone image processing. Note that the
location of each smartphone has a 3D coordinate in the 3D grid
in front of the shared display. After detecting smartphones, the
system generates a local space for each smartphone that can
play a main role for providing different level-of-detailed views
depending on the user's preference and role. Then, the analysis
of the head-tracking is used to provide more intuitive and
adaptive interactive lens capability such as adaptive viewing
and target pointing.different level-of-detailed viewing using smartphone-based interactive lens.
Fig. 3. Detecting smartphone locations and supporting interactive lens and collaborative activities.
Fig. 4. A difﬁculty for detecting the location of a smartphone with RGB-D data.
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head-tracking information, it analyzes the gesture of the user
and the behavior of the smartphone. After analyzing them, the
system generates a local graphic scene and transmits it to the
smartphone and the result is also updated to the shared space.
The smartphone can play two roles: remote controller and
interactive lens. As a remote controller, the smartphone
provides a set of icons and menus, each of which generates
an event for interacting with a digital product in the shared
display. In addition, it is possible to manipulate the model
using different sensors such as an accelerometer. On the other
hand, as an interactive lens, the smartphone provides the local
view with respect to the shared space such that the user can
view locally and directly manipulate the shared model. Two
different roles can support the possibility for co-located
collaboration and interaction among multi-users easily.
3. Spatial tracking of smartphones and local space
exploring
Processing RGB-D data makes it easier to recognize
smartphones since depth information can compensate for the
RGB data-based image processing. However, it is not always
easy to ﬁnd regions of smartphones when the depth range is
not speciﬁed and multiple users are collocated. In particular, it
is still necessary to further extract a plane and ﬁnd an oriented
rectangular box for the smartphone from the possible regions
of depth data although the depth range is speciﬁed. For
example, the detected depth data may not contain the exact
oriented rectangular shape of the smartphone since the depth
camera cannot collect the accurate depth information due to the
material property of the smartphone (e.g., shiny material). Or a
wrong plane can be detected from the other area such as cloth
with plane shape as shown in Fig. 4 [12].
To overcome this problem, human skeleton information is
extracted from the RGB-D data captured through Kinect.Kinect skeletal tracking can recognize people and follow their
actions [11]. From the skeleton information, hands can be
easily found so that we can assume that smartphones are
located on either hand in the skeleton as shown in Fig. 5. From
the both hands, we can ﬁnd the exact position of the
smartphone by applying regional image processing. In addi-
tion, the accelerometer information is used to ﬁnd the orienta-
tion of the smartphone.
Another advantage of using the skeleton information is to
easily apply head-tracking to provide more intuitive and
interactive lens to the user. With RGB information, it is almost
impossible to ﬁnd the direction from the head to the
smartphone. However, it is easy to ﬁnd the location of those
information from the skeleton information. Moreover, the
skeleton information provides the 3D coordinate so that eye
tracking can be easily carried out, whose direction is from head
to hand holding the smartphone as shown in Fig. 6.
Fig. 5. Skeletal tracking in Kinect and ﬁnding the location of the smartphone from the skeleton.
Fig. 6. Head-tracking from the the direction of head to hand in the skeleton information.
Fig. 7. Local view generation.
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in a smartphone, an event is sent to the shared space manager
which analyzes the event for the functional behavior of the
model. Finally, the local or private view regarding the position
of the smartphone is rendered and sent to the user as shown in
Fig. 7. One of the important interactions between smartphones
and a shared display is how to seamlessly support dual views
such as individual and cooperative views among multi-users
who are involved in a shared space. To support this, the shared
space manager maintains all different views among partici-
pants. Dual interactions make users more easily share ideas
and interact with multimedia in a user friendly way [8].
4. System implementation
This section explains how the proposed approach can be
applied to the smart and space-aware interaction of digitalcontents using smartphones in a shared display. OpenScene-
Graph [13] is used as 3D graphics rendering and scene graph
management, and Kinect is used to detect depth information.
The local spaces of the smartphones and the shared space
establish a communication channel over a Wi-Fi link.
Some implementation results are given to show the effective
interaction with digital contents using smartphones as shown in
Fig. 8. Fig. 8(a) shows how to provide different level of detailed
views such as viewing the interior of the ship although the
original model is still rendered on the shared display. Usually, it
is not easy to detect the smartphone location directly from image
processing. Instead, in this research human skeleton information
is extracted from the point cloud provided by Kinect. Thus, the
smartphone location can be calculated from the hand location of
the human skeleton information with additional adjustment. Fig. 8
(b) shows a detailed view of product information depending the
user's role or preference. In this scenario, the digital product in the
local space is the same as that in the public display, but detailed
information is only visible in the local view. Fig. 8(c) and (d)
shows the hidden view when the shared display is invisible. This
kind of scenario can be interestingly applied to museum or game.
In this scenario, the smartphone location is described as a 3D
coordinate in the 3D grid in front of the public display. Based on
the 3D coordinate and the smartphone orientation information,
the local space is rendered as a sub area of the global space. In
addition, head tracking is also used to solve the mismatch conﬂict
between the local space and the global space. Fig. 8(e) shows a
different level-of-detail view of the partially hidden shared display
(Venus of Willendorf vs. Venus of de Milo). The user can
visualize a 3D virtual sculpture that is hidden in the shared
display. Moreover, depending on the user's preference, a different
virtual sculpture can be visualized as shown in Fig. 8(f). Note that
the system generates the correct scenes regardless of the rotation
of the smartphone. In addition, interactive lens with many
different functionalities can be provided to the users in a shared
Fig. 8. System implementations: (a) private visualization of the interior of the ship, (b) detailed product information visualization (part information on smart
glasses), (c) local visualization of the hidden view, (d) rotation invariant view generation of the hidden view, (e) different level-of-detail of a 3D virtual sculpture
(e.g., Venus of Willendorf), and (f) multiple views depending on the user's preference (Venus of Willendorf vs. Venus of de Milo).
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local positions of the smartphones. Moreover, collaborative
activities can be done among multi-users since the 3D locations
of smartphones are already known with respect to the 3D grid of
the public display.
5. Conclusion
In this paper we presented a new approach to supporting
interactive and collaborative lens among multi-users usingsmartphones in a shared display. Our system offers new
possibilities with smartphones to support various kinds of
activities such as level-of-detailed viewing, collaborative
interaction, spare-aware interactions, and design review. Since
the proposed approach detects the local and relative positions
and orientations of multiple smartphones without attaching any
sensors, it can provide more effective and natural interactions
for local space exploration and interaction. In particular, the
skeleton information is extracted to efﬁciently and correctly
detect smartphone locations and ﬁnd the direction from eye to
M. Kim, J.Y. Lee / Journal of Computational Design and Engineering 2 (2015) 73–7878hand for head tracking to provide more adaptive and natural
interactive lens capability.
Future research work includes applying to different applica-
tions, removing the tracking noise when detecting the locations
of smartphones, and matching seamlessly the local view with
the public view. In addition, we need an experimental analysis
for the usability test.
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