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Abstrakt 
 
? English 
This rapport focuses primarily on the principles underlying one particular type of 
artificial neural network and the programming of a primitive artificial intelligence for 
controlling a Lego NXT robot. A number of experiments were conducted in this 
regard which contribute to an assessment of how feasible it is to control robotic 
movement with the aid of artificial neural networks. 
A brief presentation of the theoretical basis for artificial neural networks is given to 
improve the reader’s understanding of the topic. An explanation of iCommand API (a 
package extension for Java) and its relation to Lego NXT is included. The physical 
construction of the robot as well as program code which operates it is described, thus 
enabling the repetition of the experiment. 
The results of the experiments have shown that it is in fact possible to program an 
artificial neural network, which a robot may utilize for navigation. However, given 
the state of existing technology, it seems easier and could possibly give better results 
to construct a robot controlled by ordinary artificial intelligence rather than a robot 
controlled by an artificial neural network. 
 
? Dansk 
Denne rapport fokuserer primært på principperne bag én form for kunstigt neurale 
netværk og programmeringen af en primitiv kunstig intelligens, til styring af en Lego 
NXT robot. Der er i denne forbindelse udført et antal eksperimenter, der bidrager til 
vurderingen af i hvilket omfang robotters bevægelser kan styres ved hjælp af 
kunstige neurale netværk. 
Teorien bag kunstige neurale netværk bliver kort præsenteret for at give læseren en 
forståelse for emnet. Desuden er en forklaring af iCommand (en udvidelsespakke til 
Java) og dennes relation til Lego NXT inkluderet, og den fysiske konstruktion af 
robotten, samt koden denne opererer efter, er beskrevet, således at det vil være 
muligt at gentage eksperimentet. 
Resultaterne af eksperimenterne har vist, at det er muligt at programmere et kunstigt 
neuralt netværk, som en robot kan navigere efter. Dog er det vores erfaring at det, 
med den eksisterende teknologi til dato, er nemmere og kan give bedre resultater at 
programmere en almindelig kunstig intelligens til styring af en robot, end en robot 
med et kunstigt neuralt netværk. 
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1 Forord 
 
Denne rapport er problemorienteret og er baseret på et litteraturstudium samt 
eksperimentelle aktiviteter og observationer. Vi har brugt meget tid på at afgrænse 
emnet og at komme til enighed om projektets kerne. 
Kildehenvisninger er placeret efter tilhørende påstande, og efter nødvendighed, i 
kantede parenteser (brackets), og kan slås op i Litteraturlisten (alfabetisk efter 
forfatterefternavn) eller under Links (sidenavn), hvor mere detaljerede informationer 
omkring disse er angivet. Ord angivet med en stjerne ( * ) er forklaret i Glosarium, 
der kan findes i Appendiks. Engelske, og evt. andre fremmed- og udenlandske ord, er 
angivet med kursiv. 
Vi har valgt at arbejde med kunstige neurale netværk til robotstyring. Denne form for 
kunstig intelligens bliver hovedsageligt brugt til billedgenkendelse, og der er endnu 
ikke stor succes med at anvende kunstigt neurale netværk i robotter, frem for 
standard ikke-neuronbaseret kunstig intelligens, som er meget udbredt til dato. 
Vi vil gerne takke vores projektvejleder Mads Rosendahl for at give inspiration til 
implementeringen af et kunstigt neuralt netværk til robotstyring, og for via RUC 
(Datalogiinstituttet), at anskaffe Lego NXT elementer til konstruktion af robotten. 
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2 Indledning 
 
 
[McCarthy, John, 2007] 
 
[Luger, George F., 2005] 
Denne rapport vil skildre et område indenfor kunstig intelligens (KI), mere specifikt 
muligheden for at implementere et kunstigt neuralt netværk (herefter noteret som 
KNN) til styring af en robot. 
Det er interessant om der i fremtiden vil kunne eksistere autonome neuralt baserede 
robotter, der kan hjælpe menneskeheden med arbejdsopgaver af forskellig art. Hvis 
dette kan lade sig gøre, kan man forestille sig, at robotter kunne hjælpe til at højne 
menneskets livskvalitet. 
Målet er at få afprøvet KNN i praksis for at opnå en større forståelse af 
funktionaliteten i et sådant netværk. Den valgte konstruktion af både robot og KNN 
er rettet mod, at robotten selvstændigt skal kunne finde vej fra punkt A til punkt B, 
og derefter optimere ruten ved at indstille det styrende KNN, så turen fra punkt A til 
punkt B bliver hurtigere. 
Flere forsøg vil blive gennemført med en LEGO NXT-robot, der bliver styret af et 
KNN, programmeret i Java. Denne form for styring er til dato ikke alment anvendt i 
robotter, og udgør derfor en udfordring ved projektet. Ydermere skal rapporten give 
en bredere forståelse af konceptet bag en simpel kunstig intelligens. Der vil også 
blive præsenteret forskellige løsningsmetoder samt en gennemgang af hvordan vi 
kom frem til en løsning. Til sidst vil rapporten indeholde en forklaring af 
programkoden, og dokumentation af resultaterne fra de forskellige forsøg, der blev 
udført med robotten, samt oplysninger om hvordan forsøget kan gentages. 
   
Artificial Intelligence (AI): ”The science and engineering of making intelligent 
machines.” 
 
   
”Artificial intelligence (AI) may be defined as the branch of computer science that 
is concerned with the automation of intelligent behavior.” 
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2.1 Problemformulering 
 
På baggrund af eksisterende viden omkring kunstige neurale netværk, og resultaterne 
af de forsøg vi vil udføre, vil vi vurdere, hvorvidt et kunstigt neuralt netværk med 
fordel kan anvendes til robotstyring – nærmere bestemt path finding*. 
 
 
2.2 Målgruppe 
 
Målgruppen for denne rapport er personer, der har gennemført en gymnasial 
uddannelse og har kendskab til programmering i JAVA. Det er hensigten, at andre 
der vil studere kunstig intelligens (KI) og kunstige neurale netværk (KNN) skal 
kunne udføre lignende forsøg efter at have læst denne rapport. Det er derfor målet 
med projektet at gøre teoretisk komplicerede aspekter indenfor KNN lettilgængelige 
for andre, som selv kunne tænke sig at udføre lignende forsøg. 
 
2.3 Metode 
 
En robot blev konstrueret i Lego NXT, der skulle drives af en KI, baseret på 
principperne bag biologiske neurale netværk, og gøre det muligt for robotten, ved 
gentagelser, at finde frem til, og indlære, en rute. 
Rapporten er baseret på den teori omkring KNN, der ligger til grund for de forsøg 
der er blevet udført, samt de forsøgsresultater, som er opnået. 
Koden der anvendes til styring af robotten, er skrevet i Java, hvor en udvidelsespakke 
(iCommand), der bliver forklaret i afsnittet 5.3 Java-modulet iCommand, bevirker at 
robotten kan styres fra en ekstern computer via Bluetooth. Ved at bruge en PC frem 
for Lego NXT-enhedens egen processor og RAM, bliver det muligt at udføre mere 
komplicerede udregninger hurtigere, hvilket vi antager, bliver nødvendigt med KNN. 
   
Hvor velegnet er et kunstigt neuralt netværk til styring af en robot? 
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2.4 Semesterbinding 
 
[Pedersen & Jensen, 2007, s. 30] 
Vi vil med dette projekt undersøge funktionaliteten af KNN i forbindelse med 
robotstyring. Hovedformålet med eksperimenterne, vi opstiller og foretager, er at opnå 
større forståelse af KNNs egenskaber som beregningsmodel, samt viden om hvordan 
man konstruerer forbindelsen mellem KNNs ”output” og de enheder, som skal resultere i 
en robots ”adfærd”. Vi fokuserer altså ikke på et direkte anvendelsesperspektiv indenfor 
robotstyring og KI, men undersøger mulighederne for en ny metode. Metoden er 
forholdsvis uudforsket, da KNN ikke typisk benyttes til styring af robotter. 
For at opnå forståelsen kræves et samspil mellem eksperimenter, den bagvedliggende 
teori og diverse modelbegreber, som følger: 
• Vi opstiller en nyere model for hvordan beregninger kan foretages i forbindelse 
med en KI. 
• Vi benytter et KNN som model, om end primitiv, for den biologiske hjerne. 
• Via KNNs egenskaber – både ”hukommelse” og ”beslutningsprocesser” – kan 
KNN-robotten potentielt skabe en model af den ”virkelighed”, robotten bevæger 
sig i. 
• Ligesom KNN er en model af hjernen, er robotten, som enhed, en model for en 
imitation biologisk individ.  
• Der opstilles en model for, hvordan robotten skal vise de resultater, vi kan bruge, 
for at opnå den ønskede indsigt i funktionaliteten af KNN. 
   
”Formålet med projektet i andet semester er, at de studerende gennem arbejdet 
med et repræsentativt eksempel får erfaring med grundvidenskabelige 
problemstillinger indenfor naturvidenskaberne.”  
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3 KNN Historisk 
 
 
Som indledning til rapporten vil dette afsnit omhandle KNNs inspirationskilde, samt 
nogle væsentlige højdepunkter i et historisk perspektiv. Inspirationsbaggrunden for 
KNN vil kort blive gennemgået, så læseren kan få indblik i hvordan idéen opstod og 
hvordan et potentielt fremtidsperspektiv for KNN kunne se ud. 
 
3.1 Baggrund for KNN 
 
“Can machines think?” var I 1950 Alan Turings spørgsmål i en rapport om 
computeren [Wright, R., 1996]. Det var det obligatoriske spørgsmål næst efter 
opfindelsen af denne. Kort forinden, i 1943, havde et samarbejde, mellem 
neurofysiolog Warren McCulloch & logiker Walter Pitts, resulteret i en matematisk 
model over de kunstige neuroner [LINK Stergiou, C. & Siganos, D., 2008]. McCulloch 
havde dog skænket kunstige neuroner en tanke allerede i 1927, men de matematiske 
aspekter voldte ham problemer [Rojas, R, 1996, s. 52]. 
Først i 1958 fremkom det egentlige KNN, som det kendes i dag. Frank Rosenblatt, en 
amerikansk psykolog, introducerede numeriske vægte på synapserne, som er 
forbindelserne mellem neuronerne. Vægtene definerer hvor tilbøjeligt efterfølgende 
neuron er til at have indflydelse på netværkets resultat. Via denne tilføjelse til 
McCulloch-Pitts enheden var ”perceptronen”* skabt. Den blev dog først 
velfungerende efter Minsky & Papert udførte analyser og optimering i 1960’erne 
[Rojas, R, 1996, s. 63]. Perceptronen manglede dog en specifik egenskab i forhold til 
de nuværende KNN – nemlig antallet af lag. Perceptronen er en enkelt neuron og 
skal forstås som et KNN med et enkelt lag [LINK Weisman, O. & Pollack, Z., 1995]. 
Efter 1969, hvor Minsky & Papert udgav en bog med påstand om, at KNN ikke ville 
opnå meget større præcision end det havde på det tidspunkt, stoppede størstedelen af 
forskningen indenfor området [LINK Stergiou C. & Siganos D., 2008; Gallant S., 
1993, s. 25]. Dette medførte, at filosofferne Dreyfus-brødrene anerkendte 
perceptronen som værende en milepæl indenfor KI i den fortløbende konflikt mellem 
”connectionist” og ”symbolic”, hvor førstnævnte skal forstås som fx neurale netværk 
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og sidstnævnte skal forstås som den tidligere tilgang til algoritmekonstruktion. Ifølge 
Dreyfus-brødrene gav det en lang periode af dominans for den tidligere metode 
[Rojas, R, 1996, s. 83]. Mere dybdegående forklaring findes i afsnittet 4.1 Fordelene 
ved hhv. symbolic og connectionist modellerne. 
Det blev dog modbevist, at KNN ikke ville øge præcisionen og det skete med 
frembringelsen af ”back-propagation” netværk med flere lag. Fukushima Kunihiko 
publicerede i 1975 et sådant netværk, som kunne optrænes til at genkende håndskrift 
”the Cognitron” [LINK Stergiou, C. & Siganos, D., 2008]. I 1980’erne blev back-
propagation fortsat brugt til at optimere KNN i forbindelse med ”supervised 
learning” [Rojas R, 1996, s. 191] og er til dags dato sandsynligvis den bedst kendte 
og anvendte type KNN [LINK Stergiou, C. & Siganos, D., 2008]. Udtrykket 
”supervised learning” betyder, at input og output er kendt før netværket trænes, så 
der hele tiden kan justeres i forhold til det ønskede resultat. Modsat er ”unsupervised 
learning” foretaget over et netværk, som kun kender sit input, men bliver tilpasset 
via positiv og negativ feedback, som er indbygget i systemet, og justeres gennem en 
eller flere træningsalgoritmer. Unsupervised learning blev også optimeret op gennem 
70’erne [Rojas R, 1996, s. 130] og er også baseret på et KNN med flere lag, og som 
metoden viser, er den mest tydelige pendant til et autonomt individ, om end stadig 
langt fra. 
 
3.2 Inspiration til KNN-modellen 
 
Et kunstigt neuralt netværk er et forsøg på at benytte hjernens opbygning som en 
model for et intelligent computerprogram [Luger, 2005, s. 28-29]. 
Det var ikke tilfældigt, at neurofysiolog McCulloch fik idéen til det kunstige neuron. 
Inspirationsbaggrunden for KNN stammer fra forskningsresultater om hjernens 
virkemåde. Op gennem tiden fra de tidlige stadier af KNN, har der til stadighed 
været et fortsat samarbejde mellem forskere bag udredning af hjernen og forskere 
bag opbygningen af KNN [LINK Stergiou, C. & Siganos, D., 2008]. Resultatet af 
denne korrespondance mellem de to grupper skal ikke negligeres og har medvirket til 
den udvikling, der er opnået indenfor emnet i dag. Der skal dog ikke lægges skjul på, 
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at KNN stadig kun er inspireret af biologien og ikke i effektivitet kan sammenlignes 
med hjernen. Ydermere er hjernen endnu ikke blevet simuleret, og det antages, at 
grunden hertil hovedsageligt er den mængde computerkraft, som ville være 
påkrævet, og samtidig også den manglende forståelse for hjernens egenskaber. 
For at udpensle den nødvendige computerkraft for en egentlig simulation, indeholder 
menneskets hjerne eksempelvis ca. 1011 neuroner (100 milliarder). Synapserne 
forbinder neuronerne og tillader data-transmission mellem dem [LINK Wikipedia: 
Neuron, 2008]. I denne struktur kan hvert neuron være forbundet til tusindvis af 
omkringliggende neuroner – ikke kun dem i næste lag, som i et typisk KNN [LINK 
Smith, L., 1998]. Det er blevet anslået, at der kræves en supercomputer på et sted 
mellem ti millioner (107) og ti milliarder (1010) gigaFLOPS* for at simulere hjernens 
arbejdsprocesser. Det er en hastighed, der ligger udenfor det, der er muligt med 
nutidens teknologi. Som eksempel arbejder den hurtigste supercomputer (SX-9) til 
dato på op til 839 teraFLOPS (8,39 x 105 gigaFLOPS) [LINK Wikipedia: FLOPS, 
2008]. 
Den menneskelige hjerne har ca. 10 gange så mange gliaceller som neuroner, og 
disse menes at påvirke det neurale netværk på flere ukendte måder [LINK Wikipedia: 
glial cell, 2008]. Med andre ord er der lang vej til en egentlig simulation af den 
menneskelige hjerne og vi kan endnu kun tilnærme en simpel repræsentation af den 
biologiske model. 
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4 Teori 
 
I dette afsnit vil der primært bliver klarlagt teorierne bag det KNN vi gør brug af, 
men yderligere nævne nærtliggende teori for at give et mere klart billede af de 
muligheder der er blevet diskuteret. Det indbefatter især KNNs opbygning og 
beregningsmodeller, men også koncepterne bag supervised- og unsupervised 
learning. Desuden lægges der ud med en uddybning af de to begreber indenfor KI 
”symbolic” og ”connectionist”. 
 
4.1 Fordelene ved hhv. symbolic og connectionist modellerne 
 
Som tidligere nævnt er der to skoler indenfor KI: symbolic og connectionist, hvor 
sidstnævnte er navngivet efter den grundlæggende konstruktion som værende et 
netværk af enheder med indbyrdes forbindelser. Selvom symbolic altid har 
domineret, er der kommet mere fokus på connectionist modellen i forsøg på at få 
andre aspekter ind over de resultater, der kan opnås. Connectionist og symbolic har 
væsentlige forskelle og dermed også specifikke situationer, hvor det med fordel kan 
betale sig at vælge den ene, frem for den anden. 
Symbolic-tilgangen til algoritmer er på nuværende tidspunkt det primære valg som 
værktøj på fx en computer. Dette er fordi det er hurtigt og ganske enkelt leverer 
varen, som udtænkt af programmøren. Disse algoritmer gør kun hvad de får besked 
på og bliver afviklet langt hurtigere end hvad mennesket kan formå, og er derfor en 
stor hjælp og meget benyttede. Dets svaghed kommer til syne når der ønskes 
resultater, der ændres i forhold til varierende omgivelser, eller hvis der ønskes et 
fejltolerant program. 
Ovenstående kan være næsten umuligt via symbolic vejen, fordi der kan være for 
meget at tage højde for, og derfor må andre midler tages i brug. Connectionist 
modellen kan håndtere data med støj, som er data, der har en masse overflødig, 
fejlbehæftet og forstyrrende information. Desuden også uforudsigeligt varierende 
data. Dvs. at programmet er i stand til at give et tilnærmet resultat, såfremt det 
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kommer ud for en situation, der ligner det tidligere indlærte. Desuden er 
connectionist-algoritmen i stand til at forøge sit resultatgrundlag, uden at der skal 
omprogrammeres – dette er dog en langsommelig proces [Smith, L., 1998]. 
Fordelene nævnt her mener vi gør connectionist beregningsmodellen velegnet og 
interessant i forhold til robotstyring. Robotter skal, i et fremtidsperspektiv, kunne 
gebærde sig i omgivelser, som er af kraftigt varierende karakter, og vil derfor med et 
KNN, udnytte én af systemets mest væsentlige fordele. 
 
4.2 KNN 
 
Et kunstigt neuralt netværk, følger connectionist-modellen. Denne model kan 
beskrives ved sine netværksegenskaber, celleegenskaber, dynamiske egenskaber og 
læringsegenskaber [Gallant S., 1993, s. 11]. I det følgende underafsnit vil teorierne 
bag KNN blive behandlet. Bemærk at der ikke vil blive givet en udtømmende 
uddybning af alle metoder, strukturer og teknikker, som bliver benyttet i 
konstruktionen af avancerede KNN, men derimod vil der blive givet den 
grundlæggende forståelse vi mener, er nødvendig, for at gentage og udvikle videre på 
vores eksperimenter. 
 
4.2.1 Netværksegenskaber 
 
Netværksegenskaber beskriver netværket som bestående af et antal lag: 
0 1 2{ , , ... }kL L L L , indeholdende netværkets neuroner 0 1 2{ , , .... }nu u u u . Neuronerne i et 
lag forbindes til neuronerne i det næste, via forbindelser kaldet synapser, som tildeles 
en numerisk værdi, vægt (på engelsk weight). Den totale mængde forbindelser 
mellem to lag kaldes et ”weight matrix” [Fröhlich, J., 1997]. 
Hvis en af disse vægte er nul (w = 0), vil intet signal blive sendt videre mellem de 
pågældende neuroner. Det vil have den samme effekt, som hvis der slet ikke var 
nogen forbindelse mellem dem. 
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Figur 4.2 
Eksempel på en bias, som 
består af et neuron med den 
konstante værdi 1, 
multipliceret med vægten fra 
synapsen w0. 
Der kan tales om et ”fixed network”, som 
vi gør brug af, hvor antallet af neuroner og 
synapser er fastlagt på forhånd, modsat 
”Cascade-Correlation” modellen, som har 
den egenskab at kunne tilføje nye 
neuroner og forbindelser [LINK Wikipedia: 
Cascade correlation algorithm, 2008].  
Netværket er ”feedforward” hvis 
forbindelserne kun peger videre til 
neuroner i næste lag, hvorimod netværket er 
”recurrent”, hvis forbindelser også peger på 
neuroner i samme eller tidligere lag. 
I forbindelse med denne rapport bruges feedforward netværksmodellen. 
 
4.2.2 Celleegenskaber 
 
Hvert neuron indeholder en beregnet værdi, som kaldes aktiveringsværdien iu . 
Værdien fungerer som udtryk for neuronets output og hermed som input til andre 
neuroner i næste lag 1xL + . Udtrykket iu  bruges både som betegnelse for en celle i det 
neurale netværk, og som betegnelse for neuronets 
aktiveringsværdi.  Der findes et neuron 0u , der er konstant 
og altid videresender værdien 1 langs alle sine synapser. De 
vægte ,0iw  som forbinder neuronet 0u til neuronerne i de 
næste lag får den engelske betegnelse bias. Bias har den 
funktion, at sumfunktionen iS  forskydes fra nulpunktet, 
dvs. sumfunktionen kommer til at forskydes lidt skævt i 
forhold til, hvor den egentligt ville have befundet sig. De 
neurale netværksmodeller, som er realiseret i forbindelse 
med dette projekt har undladt et 0u  neuron eller bias ,0iw  
Figur 1 
Viser et KNN med 3 lag (L), der indeholder 3 
neuroner (u) i input-laget, 4 i det skjulte lag og 
2 i output-laget. Mellem neuroner er indtegnet 
synapser. 
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vægt, for at kunne simplificere de modeller vi arbejder med. Et neuralt netværks 
celleegenskaber bliver ofte karakteriseret som følgende:  
Aktiveringsværdi iu  
Aktiveringsfunktionen iu  er en funktion af værdien iS , som er en sumfunktion af 
alle input til neuronet ( iS  forklares senere i afsnittet). iu  giver enten: 
1. En diskret talværdi fra talmængden {0,1} eller { 1,0,1}−  
eller 
2. En kontinuerlig talværdi fra intervallet [0,1]  eller [ 1,1]−   
Såfremt der ønskes diskrete værdier for aktiveringsfunktionen bruges følgende 
trappefunktion:  
0 ( ) 0
1 ( ) 0
i
i
i
falsk hvis S
u
sandt hvis S
<=
= 
>
  
eller 
1 ( ) 0
1 ( ) 0
0 ( ) 0
i
i i
i
true hvis S
u falsk hvis S
ukendt hvis S
+ >
= − < =
 
Såfremt der ønskes kontinuerlige talværdier for aktiveringsfunktion, bruges i 
stedet sigmoid-funktionen til udregningen af aktiveringsværdien: 
1
, hvis aktiveringsværdien ønskes i intervallet [0,1].
1 ii s
u
e−
=
+
 
eller 
2
1 , hvis aktiveringsværdien ønskes i intervallet [-1,1].
1 ii s
u
e−
= − +
+
 
I dette projekt er det blevet valgt at arbejde med kontinuerlige værdier i 
intervallet [ 1,1]− , hvorfor den sidstnævnte sigmoid-funktion er taget i brug. Der 
findes flere aktiveringsfunktioner end de ovennævnte, fx den hyperboliske 
tangens-funktionen, men dette uddybes ikke yderligere i denne rapport. Dette er 
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besluttet så vores robot også kan bevæge sig i 2., 3. og 4. kvadrant, hvor akserne 
kan have negativt fortegn. 
 
Sumfunktionen iS  
iS  fungerer således, at hvert neuron i lag kL  har en forbindelse med neuronerne i 
det forrige lag 1kL − , hvor forbindelsen mellem de to repræsenteres ved ,i jw (læs 
som ”vægten mellem neuron i og neuron j”). Vægten er en talværdi og er udtryk 
for hvor væsentlig forbindelsen mellem de pågældende neuroner er. iS  beregnes 
som summen af produkterne af samtlige værdier fra neuronerne i forrige 
lag ,i j jw u⋅  for det pågældende output neuron iu , hvor input neuronerne betegnes 
ju :  
,0 0 ,1 1 , 1 1 ,. . .i i i i j j i j jS w u w u w u w u− −= ⋅ + ⋅ + ⋅ + ⋅  
eller 
,
0
n
i i j j
j
S w u
=
=∑ . 
Dvs. at funktionen beregner hver mulig forbindelse j iu u→ , selv hvis 
forbindelsen har vægten , 0j iw = , hvorfor produktet , 0i j iw u⋅ = . I et sådant 
tilfælde påvirker forbindelsen ikke sumfunktionen iS . I det særlige tilfælde, at 
neuronet befinder sig i det første lag 0L  beregnes aktiveringsværdien ved en 
særskilt startværdi, idet der af gode grunde ikke findes inputneuroner i et lavere 
lag, der kan indgå i sumfunktionen. I eksperimenterne foretaget i løbet af 
projektet, modtog neuronerne i lag 0L  robottens x- og y-koordinater som 
startværdier. 
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4.2.3 Dynamiske egenskaber  
 
Et neuralt netværks dynamiske egenskaber kan beskrives ved rækkefølgen 
neuronerne kan beregnes i. De kan gennemgås sekventielt eller med rekursive løkker. 
Man kan vælge at beregne summen af alle neuronernes input først, og først beregne 
neuronernes aktiveringsfunktioner bagefter, eller man kan vælge at beregne 
neuronerne i helt tilfældige rækkefølger. De fleste teknikker er blevet afprøvet i 
tidens løb. Det KNN, der nævnes alternativt, i Appendiksafsnit 13.6.2 Komplekst KNN 
af denne rapport, gennemløber neuronerne efter den rækkefølge de får tilsendt data. I 
sådan et KNN er flere gennemløb af neuronerne nødvendigt før output bliver 
nogenlunde stabilt. 
I forsøgene foretaget i løbet af dette projekt benyttedes en sekventiel behandling, lag 
for lag som er almindeligt for feedforward KNN. 
 
4.2.4 Læringsegenskaber 
 
Læringsegenskaber beskrives ved, at det neurale netværk lærer i henhold til én af de 
to overordnede læringsmodeller ”supervised learning” eller ”unsupervised learning”. 
Forskellen på dem er tilstedeværelsen af en underviser (engelsk: supervisor). I 
supervised learning kender underviseren det ønskede resultat og justerer KKNs 
vægte indtil outputneuronerne producerer de rigtige værdier [Gallant S., 1993, s. 
215]. Et KNN med unsupervised learning bliver derimod optrænet ved feedback, 
som enten er positiv eller negativ.  
Fordi det var mest interessant at konstruere en ”selvstændig” robot blev der tidligt i 
projektet valgt, at benytte en form for unsupervised learning (der er ingen 
menneskelig indblanding når robotten skal oplæres). Derfor gives der kun en 
overfladisk forklaring af supervised learning i denne rapport. 
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4.2.4.1 Supervised learning 
 
Supervised learning stilles i forbindelse med backpropagation, eller som det 
også kaldes: ”propagation of error”. Metoden bliver kun brugt i forbindelse 
med feedforward networks [Gallant S., 1993, s. 211]. Kernen i metoden er at 
finde forskellen på det ønskede og det faktiske output, og derefter benytte 
denne forskel til at korrigere vægtene med. Det sker ved først at køre en så 
kaldt ”forward-propagation” og dernæst en ”backwardpropagation of error”. 
Til beregning bruges formlerne for cellers egenskaber. Kort udredt (i et KNN 
med 2 lag) ser det skridtvis ud som følger: 
1. Outputneuronerne beregnes via sumfunktionen (forwardpropagation).  
2. Deres værdi trækkes fra den ønskede værdi for at finde afvigelsen. 
3. For hvert input til beregnede neuroner ganges med en predefineret konstant kaldet 
”learning rate” og resultatet fra afvigelsen. 
4. Resultatet lægges til den oprindelige vægt for de givne input. (backpropagation). 
5. Ovenstående gentages for alle input, som netværket skal optrænes til at genkende. 
 
For at afslutte algoritmen kan man, ved hvert gennemløb af input, beregne den 
totale læringstilstand ved at opløfte alle afvigelserne i 2. potens og lægge dem 
sammen, hvor succeskriteriet så er at nå ned til 0, eller en prædefineret margin 
omkring 0 [LINK Fröhlich, J., 1997]. 
 
4.2.4.2 Unsupervised learning 
 
Til forskel fra supervised learning gør unsupervised learning ikke brug af 
algoritmer, der udregner afvigelsen i output. Her benyttes andre metoder. 
Underviseren, der kender input og output, er dermed elimineret fra systemet 
[Luger G., 2005, s. 433]. Luger bruger et eksempel med en forsker, der ikke har 
en ”underviser”, som kan give ham resultatet – han må selv efterprøve sine 
hypoteser. Formålet for vores KNN er dog stadig at det skal lære, at et givent 
input skal give et bestemt output. 
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Der findes mange forskellige tilgange til unsupervised learning. Det er ikke 
kun i connectionist-modeller, men også i symbolic-modeller. Vi benytter os af 
en specifik type unsupervised learning, som kaldes ”reinforcement learning”. 
Reinforcement learning virker ved positiv og negativ feedback. Denne feedback 
gives løbende til et KNN, som er underlagt trial & error – altså at det prøver 
sig frem og lærer af sine fejl. Derved fås en situation, hvor robotten ikke på 
forhånd ved hvordan den skal opnå et ønsket resultat. Den må udføre en 
handling og vurdere om resultatet førte den nærmere målet (positiv feedback) 
eller længere væk (negativ feedback) [Luger G., 2005, s. 442]. Til sidst lærer 
den nogle generelle regler for hvilken type handlinger der medfører det største 
udbytte. I dette projekt lærer KNN fx at køre længere ud af x-aksen, hvis dens 
nuværende x-koordinat er lavere end det ønskede måls x-koordinat. 
Visse forfattere adskiller dog systemet vi benytter os af fra unsupervised 
learning, fordi ovenstående egenskab kan fortolkes som en ”underviser” 
medens andre igen mener man også kan opfatte unsupervised learning som et 
system, med en indbygget ”underviser”. Vores argument for, at det KNN vi gør 
brug af er unsupervised, indbefatter, at vi ikke har tilstedeværelse af en 
”underviser” eller enhed, der kender både input og output, som derfor bevirker, 
at det adskiller sig væsentligt fra supervised learning i forhold til 
backpropagation. Vores KNN korrigerer altså selv for afvigelser ved trial & 
error og positiv, og negativ feedback. 
 
4.2.5 Begrundelsen for KNN med flere lag 
 
Det følgende afsnit beskæftiger sig med begrundelsen for at lave KNN med flere lag. 
Som tidligere beskrevet forudså man i 60’erne ikke de muligheder det gav, men en 
håndfuld forskeres forskellige anstrengelser op gennem 80’erne bidrog til 
connectionist-modellen og dermed muligheden for vurdering af ”Exclusive-Or” 
udsagnet. Disse forskere, nævnt i alfabetisk orden, var Ackley, Anderson & 
Grossberg, Feldman & Ballard, Gallant & Smith, Hinton, Hopfield, McClelland & 
Rumelhart, Sejnowski & Rosenberg, og Williams [Gallant S., 1993, s. 26].  
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Logik er fundamentalt indenfor al matematisk udledning og computer-ræsonnement. 
Dette bliver brugt med fordel i computere og hvad dertil hører, deriblandt kunstig 
intelligens [Rosen K., 2003, s. 1]. Logiske operatorer bruges til at sammenligne 
booleske udtryk og giver booleske resultater, som er henholdsvis ”Sand” (1) eller 
”Falsk” (0).  
I nedenstående sandhedstabel vises to eksempler på grundlæggende sammenligning 
med ”And” og ”Or”, sidestillet med ”Exclusive-Or”. 
AND  OR  X-OR 
p q p∧q  p q p∨q  p q p⊕q 
S 
S 
F 
F 
S 
F 
S 
F 
S 
F 
F 
F 
 S 
S 
F 
F 
S 
F 
S 
F 
S 
S 
S 
F 
 S 
S 
F 
F 
S 
F 
S 
F 
F 
S 
S 
F 
 
Hvis p og q er sande, er både p∧q og p∨q sande, men for X-OR (p⊕q) (læs ”enten p 
eller q”) kan det ikke være sandt, da det skal være det ene eller det andet, og ikke 
begge, som er den væsentlige forskel. 
Har man et netværk, som nummer 1 i Figur 4.3 kan man kun køre ”And” og ”Or” 
sammenligninger. Netværk nummer 2 tillader til gengæld X-OR – forklaring følger. 
 
Figur 4.3 
To eksempler på neurale netværk, hvor netværk 1 ikke har et skjult lag, mens netværk 2 
har. 
Tager vi netværk nummer 1 i Figur 4.3 som eksempel, og sætter de to synapser til 
vægtene 1, og derefter følger sumformlen og en sigmoidfunktion, der kun tillader 
værdier i binær form, får vi med (0,0) som input et output på 0. Med input (1,0) og 
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(0,1) får vi 1 som output. Men er input derimod (1,1) får vi 1 som output, hvilket 
ikke er i overensstemmelse med X-OR, da vi gerne skulle få 0 som output. Dette kan 
ikke opnås medmindre vægtene ændres, men gøres det, ændres de tidligere 
associationer. 
Med netværk nummer 2 (Figur 4.3) introduceres det skjulte lag og denne tilføjelse 
tillader en korrekt X-OR beregning, hvilket kan illustreres ved følgende eksempel: 
Vi sætter vægtene til -1 og 1 for de 2 synapser for hvert inputneuron. (1,1) vil som 
input resultere i, at begge neuroner i det skjulte lag får -1+1 som input og derved 
bliver 0. Samtidig vil den kunne håndtere de tidligere eksempler [LINK Harvard, 
2008]. 
 
4.3 Navigation 
 
Vores robot skal navigeres rundt på banen. Derfor er det vigtigt at finde en 
navigationsform, som kan bruges i samspil med en given robotkonstruktion og et 
KNNs output. Derfor vil vi afslutte teorien med følgende afsnit, der omhandler 
grundlæggende navigationsteori.  
Etymologisk er ordet “navigation” af latinsk oprindelse; sammensat af navis, der 
betyder skib, og agere, der betyder føre eller styre. En nutidig definition af 
navigation kunne være som angivet i “Navigation – principles of positioning and 
guidance” [Hoffmann-Wellenhof, 2003, s. 2]: 
 
  
Navigation beskæftiger sig med 3-dimensionelle genstande, som fx skibe, køretøjer 
eller luftfartøjer samt at planlægge, udføre og bestemme kursen fra startpositionen til 
slutpositionen. 
 
    
“The American Practial Navigator defines navigation as ‘the process of planning, recording, and 
controlling the movement of a craft from one place to another’ (National Imagery and Mapping 
Agency 1995)”. 
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4.3.1 Positionsbestemmelse 
 
Navigation forudsætter, at køretøjets position til enhver tid kan bestemmes i forhold 
til et kartesisk koordinatsystem, hvad enten der er tale om et system i to eller tre-
dimensioner. Matematisk er der tale om at beregne vektoren 1 2PP
uuuur
 mellem punkterne 
1P  og 2P , idet der findes to metoder til vektorens beregning: Dead Reckoning og 
Position Fixing.  Alternativt kan navigationen afhænge af elektroniske systemer som 
fx GPS, radiosendere, mv. 
4.3.1.1 Dead Reckoning 
 
”Dead Reckoning” er en fremgangsmåde, hvor man beregner den aktuelle 
position på grundlag af den foregående position, hastighed, tid og kurs. 
Fremgangsmåden er kendt fra ældre tider, men bruges ikke længere da den 
faktiske kurs desuden afhænger af vind og terrænforhold, som ofte er 
vanskelige at inkludere i beregningerne. 
4.3.1.2 Position Fixing 
 
 
”Position Fixing” beregner, i modsætning til dead reckoning, den aktuelle 
position direkte på grundlag af målinger i forhold til flere fikspunkter. 
Beregningen er ikke afhængige af data fra tidligere positioner. Position fixing 
kan endvidere udføres ved hjælp af moderne redskaber som fx elektroniske 
søkort, radar, radio eller satellit (GPS). Endeligt findes magnetkompasset, som 
bruges til at bestemme retning, hvilket giver mulighed for en overordnet 
bedømmelse af kursen. 
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5 Om NXT 
 
I dette afsnit vil NXT-enhedens forskellige mulige styresystemer og 
programmerings-muligheder blive præsenteret, herunder også en beskrivelse af de 
fordele og ulemper, der knytter sig til anvendelse af de respektive muligheder. 
Endvidere vil der blive givet en beskrivelse af, hvordan 
programmeringsmulighederne kan anvendes til at styre robottens bevægelser og 
registrere omgivelser via sensorer. 
 
5.1 NXT-robotten og Operativsystemet NXT-G 
 
NXT robotten er udstyret med en styreklods (en brick*), som indeholder en 
mikroprocessor, en mindre mængde RAM, stik til 3 motorenheder og 4 stik til 
sensorer.  Mikroprocessoren er som udgangspunkt styret af styresystemet NXT-G, 
som LEGO har produceret til NXT-enheden. Styresystemet kan programmeres via en 
grafisk brugerflade eller som kode, og i mangt og meget er det tilstrækkeligt til 
formålet, men det har den begrænsning, at NXT-enhedens indbyggede RAM 
maksimalt udgør 256 Kb, hvoraf kun 229 Kb er fri da operativsystemet bruger de 27 
Kb [Bagnall, 2007, s. 51-52]. 
 
5.2 Operativsystemet LeJOS 
 
Alternativt kan det originale styresystem erstattes af et styresystem, der er baseret på 
Java: LeJOS NXJ. Ønsker man at udskifte operativsystemet til LeJOS NXJ sker det 
ved indlæsning af en ”firmware”-type fil, som uploades til styreenheden på samme 
måde som man uploader firmware til andre programmerbare enheder, eksempelvis 
routere, switches, mobiltelefoner. Herefter kan det oprindelige operativsystem NXT-
G ikke længere bruges, idet det nye styresystem overskriver dette, med mindre det 
originale styresystem geninstalleres. Dette indebærer, at der nu må benyttes et nyt 
programmeringssprog, som er en udvidelse af programmeringssproget Java. LeJOS 
NXJ består af en række Java-pakker, der er tilpasset de særlige krav der stilles for at 
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styre NXT-enheden, idet der findes Java-metoder til betjening af samtlige sensorer 
og motorer.  
Programmer, kodet i LeJOS NXJ Java-udvidelsen, kodes og kompileres på en 
stationær eller bærbar computer, hvorefter den kompilerede udgave af programmet 
uploades til NXT-enheden via USB-stik eller trådløst. Herefter kan programmets 
funktionalitet afprøves, uafhængigt af den anvendte PC [Bagnall, 2007, s. 28]. 
 
5.3 Java-modulet iCommand 
 
Uanset om NXT-enheden er konfigureret med det oprindelige styresystem Lego 
NXT-G eller det alternative styresystem LeJOS-NXJ, kan NXT-enheden fjernstyres 
ved hjælp af programmer kodet i Java-udvidelsen iCommand. iCommand er en 
udvidelse af programmeringssproget Java, der spejler den funktionalitet, der findes i 
LeJOS NXJ programmeringssproget, men med den forskel, at programmet 
eksekveres på en PC, og ikke på NXT-enheden. Det er slet ikke muligt at overføre 
eller eksekvere iCommand programmer direkte på NXT-enheden. Sådanne 
programmer kan kun afvikles på en bærbar eller stationær computer, men fungerer 
som om den kompilerede programkode befandt sig i NXT-enheden. iCommand-
pakkerne afspejler i det væsentlige de metoder og egenskaber, der findes i LeJOS-
NXJ pakkerne, hvortil kommer, at der er adgang til hele den stationære eller bærbare 
computers øvrige ressourcer, hvilket således indebærer muligheden for at inddrage 
funktioner, der ikke findes på NXT-enheden [Bagnall, 2007, s. 148]. 
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Fordelene ved at bruge iCommand er blandt andet, at: 
• Programkoden findes på en computer med stort set ubegrænset hukommelse 
(RAM), i forhold til den hukommelse, der findes på NXT-enheden. 
• Der er adgang til computerens særlige og almindelige enheder, og software. 
• Programkoden kan kompileres og afvikles på computeren, i modsætning til 
kode, der først skal kompileres og overføres fra computeren til NXT-
enheden før eksekvering. 
• iCommand-metoderne styrer NXT-enheden som om programkoden fandtes 
direkte på NXT-enheden. 
• Det er lettere at udtage data og overskue programafviklingen. 
 
Ulemper ved at bruge iCommand er bl.a.: 
• Kommunikationen mellem PC’en og NXT-enheden finder sted ved trådløs 
forbindelse over en virtuel COM-port. Bit-hastigheden er begrænset til COM-
portens hastighed, hvilket under tiden bevirker en vis forsinkelse i 
kommunikationsudvekslingen. 
• Bluetooth afbryder ofte umotiveret forbindelse mellem NXT-enheden og 
PC’en, hvorefter forsøget må gøres forfra. 
  
På grundlag af en vurdering af de ovennævnte fordele og ulemper, blev det besluttet 
at benytte iCommand i Java. LEGO’s egen modul-baserede interface (Mindstorms 
NXT) var ikke tilstrækkeligt avanceret til at understøtte programmeringen af et KNN 
i den ønskede kvalitet. Det syntes desuden unødvendigt at udskifte firmware når 
iCommand i forvejen tillader os at sende og modtage signaler direkte fra robotten. 
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5.3.1 Robottens navigeringsegenskaber i Java-modulet 
 
NXT-køretøjet bevæger sig ved hjælp af motorer, der påmonteres hjul eller 
larvefødder. Det vil både være muligt at konstruere et selvstændigt styretøj, der 
styres af en enkelt motor, eller at konstruere køretøjet, der styres ved 
differentialstyring [Bagnall, 2007, s. 288], dvs. hvor hvert hjul er forsynet med en 
selvstændig motor. Køretøjet er i givet fald i stand til at dreje sig om sit eget 
midtpunkt, eller akse. Når dette er tilfældet er det muligt at bruge Navigation-
objektet (TachoNavigator) i den benyttede programkode.  
Programmeringsmæssigt er Navigator et Java-interface, som indeholder en række 
metoder, som forsynes med operativ programkode når interfacet virkeliggøres via en 
implementering.  Interfacet implementeres ved TachoNavigator, som er en klasse i 
iCommand, samt dennes sub-klasse CompassNavigator. Udover de samme metoder 
som TachoNavigator besidder, har CompassNavigator-objektet også metoder, der 
muliggør navigation efter kompasretningen. TachoNavigator-objektet initialiseres 
med oplysninger om hjulenes diameter, bredde samt om hvilke hjul der er monteret 
til højre eller venstre i forhold til kørselsretningen. TachoNavigator-objektet styrer 
herefter begge hjul som en sammenhængende enhed, dvs. programkoden ikke skal 
forholde sig til hjulene enkeltvis, men alene til køretøjets kørsel som helhed 
[Bagnall, 2007, s. 288-291]. De metoder man anvender til at styre kørslen er fx: 
• Kørselskommandoer: 
o backwards(), forward(), travel(distance),  
turn(radius, vinkel), goTo(coordinates), 
rotate(vinkel), stop() 
• Oplysningskommandoer: 
o getAngle(), distanceTo(coordinate), 
getX(), getY(), isMoving() 
•  Diverse: 
o updatePosition(), isMoving() 
 
TachoNavigator-objektet vedligeholder køretøjets aktuelle position på grundlag af de 
bevægelser, der løbende måles. Programkoden kan bruges til at lade køretøjet 
bevæge sig i en specifik retning ved at angive en retningsvektor (vinkel og afstand).  
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5.4 Navigation af NXT-enheden 
 
I forbindelse til NXT-enheden kan der bruges lokaliseringsmetoder, der minder om 
de ovennævnte. Med de teknologiske muligheder, som er til rådighed, kan NXT-
enheden programmeres ved følgende navigationsmetoder: 
1. Dead reckoning 
2. Kompas-navigation 
3. GPS-navigation 
4. Navigation efter koordinater 
5. Optisk navigation 
 
5.4.1 Dead reckoning 
 
TachoNavigator-klassen kan bruges til denne navigeringsmetode. I forbindelse med 
dead reckoning-navigation vil det bestå af en række korte ture. Den enkelte tur tager 
udgangspunkt i forrige turs slutpunkt. TachoNavigator-klassen har en konkret 
metode1, der drejer NXT-enhedens kørselsretning på grundlag af en vinkelangivelse i 
grader, samt en metode2, der bevæger NXT-enheden en nærmere angivet afstand 
(forlæns eller baglæns). Ved afslutning af en bevægelse skal en metode kaldes, der 
opdaterer TachoNavigator-klassens koordinater3. Det bliver således muligt at 
journalisere en konkret bevægelse ved angivelse af en retning (vinkel) og en afstand 
(centimeter), samt angivelse af placeringen i rækken af bevægelser. På den måde 
skulle det være muligt at bevare orienteringen, selv om den samlede bevægelse 
består af et større antal korte ture, med oplysninger, der forbinder de nærmeste ture 
sammen [Bagnall, 2007, s. 288-291]. 
                                                 
1 icommand.navigation.TachoNavigator.rotate(double angle) 
2   icommand.navigation.TachoNavigator.travel(double distance) 
3   icommand.navigation.TachoNavigator.updatePosition() 
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5.4.2 Kompas-navigation 
 
CompassNavigator-klassen bruges i stedet for TachoNavigator, der er 
CompassNavigator-klassens super-klasse. CompassNavigator-objektets initialernes 
ved turens begyndelse med en metode, der kalibrerer kompasset med den aktuelle 
kompasretning, hvor NXT-enhedens position beregnes som kompas-retningen. 
Kompas-retningen kan til enhver tid aflæses4 som grader eller radianer i forhold til 
nordlig retning, der angives som 0o. Med kendskab til NXT-enhedens aktuelle 
kompas-retning, kan enhedens kørselsretning justeres i overensstemmelse med den 
planlagte retning. Bevægelserne journaliseres i øvrigt som nævnt under pkt. 1 
[Bagnall, 2007, s. 302]. 
 
5.4.3 GPS-navigation 
 
GPS-navigationen forudsætter montering af en GPS-sensor på NXT-enheden eller 
computeren, der forbindes til NXT-enheden via Bluetooth. GPS er i princippet den 
mest nøjagtige navigationsmetode, hvilket dog må tages med det forbehold, at 
nøjagtigheden aftager med aftagende køretøjstørrelse. Koordinaterne beregnes med 
ca. 3 meters nøjagtighed, hvilket bevirker, at metoden er mindre egnet for køretøjer i 
eksempelvis størrelsesordenen 0,2 meter, hvilket er NXT-enhedens længde. GPS-
metoden er således mere velegnet for køretøjer i størrelsesordenen fra en mindre 
personbil og opefter [Bagnall, 2007, 442-448]. 
 
5.4.4 Navigation efter koordinater 
 
Ønsker man at navigere i henhold til koordinaterne, kan man enten bruge 
TachoNavigator eller CompassNavigator, da begge klasser opbevarer NXT-enhedens 
position som koordinater. Fremgangsmåden går ud på at beregne eller få opgivet 
                                                 
4 icommand.navigation.CompassSensor.getDegrees() eller 
 icommand.navigation.CompassSensor.getRadians() 
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bestemmelsesstedets koordinater, og herefter kalde en metode, der styrer NXT-
enheden direkte hen til bestemmelsesstedet. Bestemmelsesstedets koordinater bruges 
som metodens input-parametre5 [Bagnall, 2007, s. 288-291]. 
 
5.4.5 Navigation vha. lyssensor 
 
Endelig kan der navigeres efter kontrasten i lysstyrke, dvs. NXT-enheden forsynes 
med en lyssensor, der rettes mod underlaget. Ved NXT-enhedens opstart skal 
lyssensoren kalibreres ved at der sørges for, at sensoren peger på et punkt med en 
meget markant lysstyrke, dvs. et meget lyst eller meget mørkt punkt. Lys-sensoren 
arbejder ved at måle afvigelser på en skala for lysstyrken6. NXT-enheden kan med en 
påmonteret lyssensor programmeres til at følge en mørk linie tegnet på underlaget, 
eller til at reagere på et punkt, der angiver et stoppested, eller bestemmelsessted 
[Bagnall, 2007, s. 95]. Dog er det en tilgang som bruges i robotter med symbolic KI, 
og der skal ikke bruges en fastlagt sti at følge, men havde i stedet planer om at bruge 
lyssensoren til at lokalisere forhindringer angivet med mørk tape. 
 
5.5 Bevægelsernes beregningsmåde, vektorer, m.m. 
 
NXT-enhedens konkrete bevægelser afhænger af om NXT-enheden er konstrueret 
som et almindeligt køretøj, dvs. hvor forhjulene bruges til at ændre køreretningen, og 
køretøjet ikke drejer sig om sit eget midtpunkt, eller hvor køretøjet er i stand til at 
dreje sig om sit eget midtpunkt. Brugen af TachoNavigator-klassen forudsætter det 
sidstnævnte. Såfremt designet ikke er sådan, at køretøjet drejer sig om sin akse, kan 
TachoNavigator ikke bruges og NXT-enheden skal programmeres sådan, at hjulene 
justeres separat. Derfor bliver det ikke muligt at bruge den indbyggede klasse til 
beregning af koordinater, vinkler og/eller geografisk placering. Ønskes det i så fald 
at anvende vinkler og længder i forbindelse med kørslerne, kan de trigonometriske 
                                                 
5 icommand.nxt.navigation.TachoNavigator.goto(double x, double y) 
6 getLightPercent() 
  Returns light reading as a percentage. Returns: 0 to 100 (0 = dark, 100 = 
bright) 
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beregninger udvikles til formålet og indlægges i den eller de klasser, hvor der er brug 
for dem.  I forbindelse med begge muligheder kan en kort tur forstås som en 
geometrisk vektor med et startpunkt 0 0( , )P x y  og et slutpunkt 1 1( , )P x y , hvor turen 
kan afstandsberegnes og vinklen til andre vektorer beregnes efter behov. Består en 
kørsel af et antal korte ture med et bestemt udgangspunkt og bestemmelsessted, kan 
den tilbagelagte rute beskrives som rækken af de vektorer, der udgør de enkelte 
småture. Gemmes disse vektorer som persistente data, kan kørslen gentages med 
identisk resultat, selv om NXT-enheden tændes og slukkes i mellemtiden. 
 
5.6 Valg af navigationsmetode 
 
Oprindeligt var ideen, at robotten skulle navigere vha. dead reckoning. Dette ville 
umiddelbart medføre, at der skulle kodes et antal trigonometriberegningsmetoder og 
programmere en klasse til vores program, der kunne udføre disse og omsætte dem til 
bevægelse for robotten. Det var også planen, at outputtet fra det KNN skulle 
omsættes til hastighed på motorerne, og at robotten så skulle køre i et fastlagt 
tidsrum, og ud fra dette beregne sin nye position ved hjælp af de trigonometriske 
beregninger. 
Efter at vi fik større kendskab til klassen TachoNavigator blev det klart, at den kunne 
udføre de nødvendige beregninger og styre robotten, og derefter kunne der fokuseres 
på den valgte navigationsmetode. Da TachoNavigator kan få robotten til at køre til 
ethvert koordinat efter vores valg, blev outputtet ændret fra at justere 
motorhastigheder via Motor-klassen til kontinuerligt at danne koordinatsæt, robotten 
skulle køre til via TachoNavigator-klassen. 
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6 Konstruktion af robotten 
 
Da formålet med projektet var at få en robot til selvstændigt at navigere ved hjælp af 
et neuralt netværk, var robotten en meget central del af eksperimentet. Det blev ret 
tidligt valgt, at vi ville bygge robotten i Lego frem for at bygge den fra bunden. 
Hovedårsagen var, at det er hurtigt og nemt at anvende. Alle dele er produceret i 
forvejen, og med Lego-klodser kunne designet nemt ændres undervejs. De 
umiddelbare ulemper ved at bruge Lego er, at man ikke umiddelbart er i stand til selv 
at lave nye specielle dele, hvis der var noget vi stod og manglede. Den frihed til selv 
at kunne lave nye dele præcis til vores behov ville have været den store fordel ved at 
bygge robotten fra bunden. Samtidigt krævede det et helt andet sæt færdigheder og 
det ville kræve mere tid, selv at fremstille de dele vi skulle bruge, frem for at pakke 
dem ud af en æske Lego. 
 
6.1 Valg af hjultypesystem 
 
Efter beslutningen om at bygge robotten i Lego skulle designet drøftes. En robot med 
ben blev overvejet, men balance- og præcisionsproblemerne var åbenlyst for store, så 
vi endte hurtigt med at skulle vælge mellem en robot på hjul eller en robot med 
larvefødder. Dette er generelt tre primære variationer inden for de to kategorier, der 
ville kunne bruges til dette projekt. 
 
6.1.1 Larvefødder 
 
Larvefødderne giver godt greb på ujævne overflader og giver mulighed for at vende 
uden samtidig fremdrift, ved at køre bælterne uafhængigt af hinanden. Dog med den 
ulempe, at der potentielt kan ske en udskridning i forbindelse med en vending. En 
udskridning, som ikke er nem at kontrollere især fordi bælterne har en bred 
kontaktflade. 
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6.1.2 Fire hjul 
 
En mere klassisk model er en robot udstyret med fire hjul. Den kan både konstrueres 
ved samme princip som et bæltekøretøj, men også som en konstruktion, der svarer til 
en bil, med styretøj på de forreste hjul, eller baghjulene, som en truck. Førstnævnte, 
via retningslåste hjul, har med god sandsynlighed samme udskridningsproblemer 
som bæltekøretøjsløsningen. Sidstnævnte konstruktion ville give et meget åbenlyst 
overordnet design at gå efter – nemlig at bygge robotten i en form, der ligger tæt op 
af en bil. Noget der nemt ville kunne findes konstruktionsdetaljer til i diverse Lego 
samlevejledninger. Desuden ville et sådan design ikke have nogen problemer med 
præcist greb på jævne overflader, da uskridningen vil være elimineret. Dog har et 
sådant design også sine ulemper. Vigtigst af alt er robotten ude af stand til at styre, 
når den ikke er i bevægelse, hvilket ville være problematisk, når vi gerne vil være i 
stand til at styre vores robot ret præcist. Man kan sige det er begrundelsen for at en 
bil har et bakgear; er bilen kommet for langt frem mod en forhindring skal der 
bakkes, før der kan drejes udenom, og det vil vi gerne undgå. Det er med andre ord 
fornuftigt, når man har at gøre med en lille robot, at den kan dreje på stedet. 
 
6.1.3 Differentialstyring (to hjul) 
 
Den tredje mulighed var at bygge en robot med differentialstyring. 
Differentialstyring fungerer ved at kun to hjul giver fremdriften. Denne konstruktion 
giver gode styreegenskaber, og kunne umiddelbart give præcisions- og 
navigationsfordele, især hvis de drivende hjul sidder på robottens centerakse, og 
giver samtidigt et udmærket greb på jævne overflader. Udskridningen ved denne 
løsning virker umiddelbart som værende mindre end ved fx bæltedrift, fordi 
kontaktfladen er væsentligt nedsat – især hvis der vælges to smalle hjul. 
Differentialstyring har i sin egenskab af kun 2 hjul et balanceproblem. For at løse 
dette er der forskellige metoder at benytte sig af. Fx én, vi dog hurtigt sorterede fra, 
var muligheden for at få NXT til at holde balancen selv, som kan lade sig gøre enten 
med en lyssensor eller bedre med en decideret tiltsensor, som kan anskaffes til NXT. 
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Vi blev enige om det næsten var et projekt i sig selv, men kunne potentielt være en 
løsning på nogle af de problemer andre muligheder giver. 
6.1.3.1 Frit roterende hjul 
 
I stedet for balancering kan der monteres frit roterende hjul, ligesom man ser på 
kontorstole. De har den egenskab, at de pga. et horisontalt roterende ophæng, 
der har et rotationspunkt horisontalt forskudt fra hjulets rotationspunkt, hurtigt 
kan ændre retning alt efter retningen af den kraft de bliver udsat for. Det 
opleves dog, at kontorstole ved et skub er lidt træge, indtil hjulene har ændret 
retning helt, og derfor bliver kontorstolen forskudt i forhold til den udstukne 
retning. Det ville vi gerne undgå med vores robot og håbede derfor at kunne 
nøjes med ét frit roterende hjul, for at nedsætte påvirkningen. Dette hjul kan 
sidde bagved eller foran de drivende hjul. 
Formentlig kunne det være en fordel at sætte et både foran og bagpå. Her kunne 
man forestille sig en rund robot, som jo egentlig giver mening, når vi har at 
gøre med et system, der gør det muligt at rotere på stedet. Desværre er runde 
robotdesign ikke så kompatible med Lego. Pointen i at tilføje et hjul på begge 
sider af centerpunktet, symmetrisk i forbindelse med en differentialstyring, er at 
de evt. vil kontrapåvirke hinanden, fordi de vil dreje hver sin vej ved en 
rotation af robotten. Dette var dog en formodning vi ikke er sikre på effekten af 
og heller ikke fik testet inden projektets afslutning. 
6.1.3.2 Miniski 
 
 
Problemet med retningspåvirkningen ved brug af frit roterende hjul kan løses 
ved at skifte hjulene ud med en miniski. Den vil selvfølgelig kun virke på glatte 
overflader og hæver evt. strømforbruget en smule pga. gnidningsmodstanden. 
Til gengæld vil den høje gnidningsmodstand trods alt være ensartet og derfor 
ikke bringe robotten ud af sin beregnede position, som det var tilfældet med de 
frit roterende hjul. 
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6.1.4 Multiretningshjul 
 
En fjerde mulighed, som tilsyneladende ikke er mulig 
med Lego, i hvert fald ikke med de elementer vi havde 
til rådighed, er brugen af multiretningshjul. Dette er 
potentielt den løsning med flest fordele både med 
hensyn til navigation og præcision. Én af løsningerne 
består i en variation af retningslåste hjul, som normalt 
sidder parallelt, men her sidder i en cirkelform. Sætter 
man almindelige hjul i den form får man et system som 
ikke kan andet end at rotere om sit midtpunkt. Bruger 
man derimod hjul, som i stedet består af en hjulform med mange små hjul placeret på 
tværs hele vejen rundt, principielt et hjul der kan trille sidelæns, har man et system, 
der kan bevæge sig i alle retninger (Figur 6.2). Dette system bliver blandt andet brugt 
på robotter, der deltager i fodbold-versionen af RoboCup [LINK Faulhaber Group, 
2008]. Der findes også andre typer multiretningshjul, som ”Killough platform” og 
”Ilon/Mecanum”, men det er to typer, hvor den ene også er for omfattende og den 
anden er på grænsen til umulig at konstruere med Lego.  
 
6.2 Valg af sensorer 
 
Eftersom vores robot ikke blot skulle være fjernstyret, men selv skulle kunne finde 
vej igennem en bane, skulle vi bruge nogle af de sensormuligheder, NXT systemet 
tilbyder. Sensorer gav os også en let tilgang til at give vores robot både positiv og 
negativ feedback, til at justere på det neurale netværk. 
 
6.2.1 Tryksensor 
 
En sensor, der er en god pendant til et af de menneskelige systemer til positiv og 
negativ feedback er en tryksensor.  Denne sensor aktiveres ved kontakt med fx en 
overflade på en mur. Dette kan sammenlignes med den menneskelige følesans. Hvis 
vores robot skulle navigerer gennem en bane fyldt med forhindringer og en 
Figur 6.2 
Multiretningshjul på undersiden af 
en Robocup-robot fra Faulhaber 
Group (Faulhaber Group, 2008).  
1
LINK F ulhaber Group, 
2008).  
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tryksensor blev aktiveret, ved kollision med en af disse forhindringer, kunne vi bruge 
det signal til at fortælle robotten, at der var en forhindring. Signalet fortæller 
robotten, at dens seneste valg ikke var godt – den giver altså negativ feedback, 
svarende til, at det gør ondt på et menneske at gå ind i en mur. Ulemperne ved denne 
type sensor er, at det trykfølsomme område på dem er ret småt, og vi skulle ud i en 
omsiggribende bygning af forlængere, der kunne føre tryk ind til sensoren, for at 
kunne registrere det lige meget hvor robotten kolliderede med en forhindring. 
Desuden vil et sammenstød med en forhindring med stor risiko standse robottens 
fremdrift før hjulenes rotation ophører, og vi ville dermed have skubbet robottens 
faktiske position væk fra den beregnede. 
 
6.2.2 Lydsensor 
 
En anden sensor vi kunne have brugt til at efterligne en af menneskets sanser var en 
lydsensor. Denne sensor kan opfange lyde og måle deres styrke. En sådan sensor 
kunne bruges, hvis vi udstyrede robottens mål med en lydkilde, som robotten så 
kunne beregne afstand til målet ud fra. Det ville fungere på den måde, at lydstyrken 
ville forøges ved forkortelse af distancen til lydkilden. Dvs. den ikke ville kunne 
beregne positionen, men den ville kunne måle om distancen evt. var blevet forøget 
eller forkortet siden sidste måling. Dog ville sådan brug af lyd gøre forsøget alt for 
modtageligt for påvirkning udefra – tilfældig larm fra omgivelserne ville kunne få 
robotten til at ”fare vild”. Desuden kunne det ganske tænkeligt blive for irriterende at 
høre på i længden. 
 
6.2.3 Ultralydssensor 
 
Ultralydssensorer giver robotten en slags ”syn”. Den udsender lyde med frekvenser, 
der ligger over hvad mennesker kan høre, og modtager det ekko, der bliver sendt 
tilbage fra objekter foran den. Den lille ultralyds sensor er faktisk et 
minisonarsystem, der ved hjælp af lydbølgerne skaber et ”billede” af robottens 
omgivelser i den retning sensoren peger. Robotten ville således kunne måle afstand 
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til objekter, fx forhindringer vi ville sætte i vejen for den. Med sådanne sensorer 
kunne vi gøre vores robot i stand til at ”se” forhindringer, før en evt. kollision og 
foretage undvigemanøvrer. 
Der er selvfølgelig også begrænsninger på denne sensors kunnen. Objekter, der 
absorberer ultralyden, vil ikke kunne registreres af sensoren, ligesom objekter med 
en overflade, i en omkring 45 graders vinkel, vil reflektere lydbølgerne væk fra 
sensoren og gøre den ude af stand til at registrere sådanne objekter. Ydermere vil 
flere af denne slags sensorer muligvis kunne forstyrre hinandens målinger, hvis de 
ikke bliver monteret omhyggeligt. 
 
6.2.4 Lyssensor 
 
En anden meget nyttig sensor er lyssensoren. Denne sensor kan opfatte afvigelser i 
lysintensitet, der gør det muligt for sensoren at kende forskel på mørke og lyse 
områder. Med sådan en sensor kunne vores robot, ligesom med ultralydssensoren, 
undgå at ramme sine forhindringer. Sort elektrikertape kunne repræsentere 
vægge/forhindringer, og ville bevirke, at robotten ikke ville skride ud, så den faktiske 
position ville afvige fra den beregnede, ved fysisk kontakt med forhindringer. 
 
6.2.5 Kompassensor 
 
Kompassensoren er i stand til at måle robottens retning i grader. Et sådan instrument 
er uhyre nyttigt ved navigation, da vi herved ikke ville være nødt til at beregne 
retningen, vores robot skulle bevæge sig i, hvilket kunne øge præcisionen væsentligt. 
Specielt da vi ønskede at bruge afstanden til robottens mål, som et succeskriterium, 
og som positiv feedback til robottens styring af justeringer i det neurale netværk, vil 
præcise informationer om retning og hastighed være nødvendige. Brugen af 
kompassensor, sammen med brugen af den positionsberegning, vi benyttede os af, 
kunne øge præcisionen [Bagnall S., 2007, s. 302]. Dog ville kalibreringsmetoder i 
koden være nødvendige og derved gøre den yderligere kompliceret. Da vi erfarede, 
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Figur 6.3 
Billedet viser hvordan den første 
robot så ud. De karakteristiske træk 
var store forhjul, stationær 
ultralyssensor, lyssensor der peger 
nedad og støttepind bagerst. 
at vores robot alligevel kom indenfor 10cm af målet, uden brug af 
CompassNavigator, fravalgte vi denne navigationsmulighed. 
 
 
6.3 Robot version 1.00 
 
Vores robot blev, for at undgå alt for mange 
ombygninger, konstrueret som en test-enhed der 
kunne de ting, vi mente var nødvendige. Det 
besluttedes, da vi ikke på forhånd vidste, hvor langt 
vi kunne avancere hvad angår hele systemets 
kompleksitet og dermed forsøgsmuligheder. 
Vi valgte differentialstyringsmodellen af 
mulighederne beskrevet, da denne synes at 
kombinere de bedste aspekter af de andre løsninger. 
Indledningsvis monterede vi det ene frit roterende hjul som beskrevet. Vi fandt 
imidlertid ud af, at ét frit roterende hjul ikke var nok til at stabilisere vores robot og 
vi måtte montere et mere, så vores robot endte med fire hjul, men stadig var i stand 
til at dreje på stedet. Den blev konstrueret ud fra nogle specifikke idéer, som vi 
antog, var fornuftige. Den skulle så vidt muligt have sammenfaldende midte, 
centerpunkt for rotation og tyngdepunkt. Derved ville den potentielt have den 
primære vægt over drivhjulene og så lidt som muligt over de frit roterende hjul. Vi 
regnede med, at deres mindre hensigtsmæssige tilbøjeligheder ikke ville have så stor 
betydning. Desuden skulle den også have så smalle hjul som muligt, for at hæve 
præcisionen. 
Vores robot var basalt et firehjulet køretøj, med to trækkende hjul, der sad cirka midt 
på robotten, og to frit roterende hjul, der sad i hjørnerne bag de trækkende hjul. NXT 
brick’en var monteret hen over de trækkende hjul, let lænet tilbage for at gøre 
brick’ens knapper og skærm lettere tilgængelige. Derudover var der monteret en 
lyssensor under robotten, nøjagtigt i centerpunktet for rotation – en position der tillod 
at vi rent beregningsmæssigt kun behøvede at tænke robotten som et punkt uden 
udbredelse. Foran på robotten var der monteret en ultralydssensor for at give robotten 
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en vis grad af ”syn” og forhindre kollisioner. Direkte modsat den fremad rettede 
ultralydssensor var det muligt at montere en tilsvarende sensor, for at forhindre 
kollisioner i de tilfælde, hvor robotten ville bevæge sig bagud. Det var en mulighed 
såfremt vi benyttede os af motorhastighed, som det KNNs output, da et negativt 
output ville svare til baglæns kørsel. En eventuel forøgelse af vægten på de bagerste 
hjul kunne også komme på tale, da robotten havde tendens til at hæve dem fra 
kontaktfladen en smule når den bakkede for fuld kraft. En mindre tyngdepunktsbrist 
pga. de indledende idéer, som evt. også kunne løses ved at nedsætte den generelle 
hastighed. 
Det endte dog med at miniskiløsningen blev forsøgt og viste sig at være udmærket i 
effektivitet, og øgede som antaget præcisionen. 
 
6.4 Robot version 2.00 
 
Robotten (version 1.00) blev bygget om, da denne 
version havde problemer med orienteringen og hurtigt 
kom ud af kurs når den skulle dreje, ved brug af 
TachoNavigator. Derfor blev en mere holdbar 
konstruktion anvendt til denne version, der blev bygget 
efter en skabelon i bogen ”Maximum Lego NXT – 
Building Robots with Java Brains” [Bagnall B., 2007, 
s. 308], og modificeret således at den dækkede vores 
behov. 
En af de væsentligste ændringer i denne version var, at 
standardhjulene, der følger med i Lego Nxt sættet, blev 
anvendt, i stedet for de store hjul, der sad på den første 
robot, som var fra et andet Lego-sæt. Desuden blev 
hjulene her placeret bagerst, med miniskien foran, og vægten mere ligeligt fordelt. 
Dette var en optimering i forhold til den tidligere robot, hvor hjulene var forrest, 
hvilket bevirkede at robotten nemmere kunne skride. 
Figur 6.4 
Billedet viser hvordan den anden 
robot så ud. Karakteristisk ved 
denne konstruktion er små 
baghjul, miniski foran, motor 
med påmonteret ultralydssensor, 
således at den kan scanne 
omgivelserne uden at flytte sig, 
kompassensor, hvis denne skulle 
blive nødvendig, og en kofanger, 
til at absorbere eventuelle stød 
med. 
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Robotten på Figur 6.4 har endvidere en motor, der sidder vandret, med en påmonteret 
ultralydssensor. Dette bevirkede at robotten kunne undersøge omgivelserne for 
objekter uden selv at dreje, hvilket giver langt mindre usikkerhed i robottens position 
end ved den tidligere version, hvor hele robotten skulle dreje. Desuden var den nye 
robot meget stabil, grundet det lave tyngdepunkt. 
En tilføjelse, der også viste at være utrolig brugbar, var et støtteben, der kunne slås 
op bag hjulene, hvilket hævede hjulene over kontaktfladen og derved gjorde det 
muligt at lave testkørsler med robotten holdt stationært. Støttebenet kan dog ikke ses 
på Figur 6.4. 
Sidst, men ikke mindst, blev koden, robotten navigerer efter, lavet om og optimeret. 
Dette er essentielt for den måde robotten navigerer på, da den har et 
destinationspunkt i form af et koordinat, og vægtene i det KNN langsomt vil rette 
robotten ind mod dette punkt. 
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7 Eksperiment 
 
I dette afsnit vil opstillingen af forsøget blive beskrevet. Dette inkluderer en 
beskrivelse af banens form, træning af robotten gennem det KNN og en vurdering af 
de fejlkilder, der er i forbindelse med forskellige forsøg. 
 
 
 
7.1 Banens form 
 
Der var mange faktorer, som bestemte vores forsøgs succesrate – også med hensyn 
til konstruktion af banen sørgede vi for at gøre det så simpelt som muligt til at 
begynde med. På den måde håbede vi på, at banedelen ville hæve succesraten. Så 
hvordan skulle testbanen udformes som absolut minimum for et fornuftigt resultat? 
Her fokuserede vi på vigtigheden af at tage så få elementer i brug som muligt, hvilket 
primært gjaldt robottens udstyr, som banen jo skulle tilpasses. Her var det 
nødvendigt med fremdrift og positionsberegning som minimum. 
Det betød, at en decideret bane i ordets grundlæggende betydning ikke var 
nødvendig, så afgrænsninger i form af forskellige typer barriere kunne i første 
omgang undlades. Afgræsninger, som robotten ellers skulle have udstyr og 
programkode til at aflæse og justere efter. Da robotten skulle starte i én position og 
slutte i en anden, afmålt i koordinatsæt, måtte banen bare være så stort et fladt 
område, at robotten kunne nå uhindret fra det ene koordinat til det andet. 
Såfremt det neurale netværks indlæringsevner skulle testes yderligere blev det 
nødvendigt at bringe forhindringer på banen. Det kunne gøres med rent fysiske 
barriere i form af vægge, som kunne afsøges enten ved brug af ultralydssensor eller 
tryksensor, eller med fx sort elektrikertape, som kunne afsøges med en nedadvendt 
lyssensor. Den sidstnævnte løsning ville kunne afhjælpe et par problemer. Det ville 
fx blive hurtigt at ændre banens afgrænsning og forhindringer, men afhjalp, ligesom 
ultralydssensoren, også at robottens hjul, ved sammenstød med en fysisk forhindring, 
kunne fortsætte deres bevægelse uden robotten ville følge med, hvorved den 
beregnede position ikke længere ville være korrekt. Vi valgte imidlertid ikke at 
anvende lyssensoren, da en ultralydssensor, der kunne rotere og scanne 
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omgivelserne, ville give næsten lige så stor sikkerhed for, at robotten ikke ville 
kollidere med objekter, og at det gav mere mening for os med en robot der kunne 
”se”, frem for en der blot kunne ”føle” sig frem. 
At teste med forhindringer gav mulighed for at se om en tidligere indlært rute kunne 
justeres på fornuftig vis, hvis en forhindring lå på tværs af ruten ved næste 
gennemkørsel. Desuden også i hvilken grad det ville være muligt at ændre på noget 
tidligere indlært. 
 
7.2 Træning af robotten 
 
At ”træne” robotten kan i tekniske termer forklares som den proces der sker, når 
vægtene i koden finjusteres gennem gentagelser af de nøjagtigt samme bevægelser, 
eller lignende bevægelser, med små afvigelser (trial & error). 
Idet vi arbejder med unsupervised learning har vi, som personer, kun indirekte 
indflydelse på hvad robotten foretager sig. Vi har altså ikke mulighed for at fortælle 
robotten, hvad der er godt og/eller skidt under en testkørsel – alt vi kan gøre er at 
ændre koden, hvilket selvfølgelig bevirker, at vægtene i det KNN nulstilles – bortset 
fra hvis en journal (log) der gemmer resultaterne fra tidligere kørsler, anvendes. 
Dette betyder altså, at robotten træner sig selv (indstiller vægtene) for hver testkørsel, 
dog er den ikke fuldstændig på bar bund, da den kan stoppe, når en sensor får et 
input. 
Første mål var, at robotten blot skulle kunne finde vej fra punkt A og til punkt B, 
uden forhindringer eller en begrænsning af banens størrelse, dvs. ingen vægge (outer 
bounds). Denne konstruktion af forsøgsopstillingen tillader resultater selvom vores 
robot ikke er præcis i dens positionsberegning. Umiddelbart virker dette utroligt 
nemt at udføre, men idet robotten skulle gennemføre dette ved brug af det KNN, vi 
havde kodet, blev det en smule mere kompliceret, hovedsageligt fordi den startede ud 
med fuldstændigt tilfældigt indstillede vægte, så vi ikke helt præcis vidste, hvad den 
ville foretage sig. 
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Skulle robotten forbedre sine præstationer ved flere gennemkørsler ville en 
hukommelse (log) være nødvendig, men først og fremmest ønskede vi blot at få 
robotten til at forbedre sig selv så længe programmet/koden kørte. Dvs., at hver gang 
programmet afsluttedes ville vægtene blive nulstillet. 
 
 
 
Når robotten startes dannes et koordinat alt efter værdierne i vægtene, der ved hver 
start er tilfældige. Robotten kører til dette koordinat og er den kommet tættere på det 
mål, der er sat (et koordinat), vil den igen lave et nyt koordinat. Er det imidlertid 
tilfældet, at robotten har bevæget sig længere væk fra destinationen, vil den køre 
tilbage til den foregående position. Man kan forestille sig, at robotten nærmest laver 
linjer af en given længde, der vil udspringe fra en baseposition, hvor den har forøget 
distancen til destinationen, og derfor returnerer til basepositionen (Figur 7.2). 
Figur 7.1 
Programflow i forbindelse med forsøgsopstilling, som viser hvad programmet bør 
kunne skridt for skridt, så robotten udfører opgaven som tiltænkt. 
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Ved denne fremgangsmåde er det i realiteten ikke nødvendigt for robotten at køre til 
den destination, der bliver skabt i det KNN, da den blot kan lave beregningerne fra 
den position den har, og kun køre når den har fundet en position der giver positiv 
feedback – er tættere på målet. Vi har altså konstrueret vores kode, så der reelt kan 
foretages simulationer. Vi har dog valgt at lade robotten køre til alle disse punkter 
alligevel, da der kan laves et mindre eksperiment omkring robottens orientering, når 
den arbejder med TachoNavigator, beskrevet tidligere. 
Figur 7.2 
Figuren ovenfor viser et eksempel på en gennemkørsel fra punktet (0,0) til 
destinationspunktet (400,-100). De røde cirkler er destinationer der ikke bliver godkendt, 
hvor robotten kører tilbage til dens tidligere destination for at gøre et nyt forsøg. I forhold 
til vores forsøgsopstilling, i første forsøg, var det nødvendigt at lave en spejlvendt y-akse 
(noter at -100 i destinationspunktet er i et punkt, der i en normal graf er på den positive 
side af y-aksen). 
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8 Kodeforklaring 
 
I dette afsnit vil koden, robotten i eksperimentet kører efter, blive gennemgået og 
forklaret. Specielt vil der være fokus på den del, der genererer og modificerer 
værdierne for synapserne og neuronerne i det KNN i koden. 
 
8.1 Initialisering og opstart af programmet 
 
Programmet initialiseres naturligvis ved at konstanter og variabler defineres, også for 
det KNN, og main-metoden køres, hvor de ønskede værdier indlæses i 
TachoNavigator. Herefter køres Konstruktøren (Constructor) for klassen, hvor 
ultralydssensoren, skærmvinduet (java.awt.Frame) og KeyListener initialiseres 
(Figur 8.1, øverst). 
Herefter skal der foretages et valg fra brugerens side – om det ønskes at generere nye 
vægte/synapser (ved tryk på N på tastaturet) eller om koden skal anvende gemte 
vægte fra tidligere kørsler (ved tryk på L på tastaturet), der er gemt i en log-fil. 
? Nye vægte (N) 
Ønskes det, at der skal dannes nye vægte køres metoden setWeights(), hvor 
antallet af vægte genereres ud fra det samlede antal forbindelser mellem 
neuronerne, og alle vægtene er tilfældige tal mellem -1 og 1. Herefter 
eksekveres metoden run(), der når det vælges at anvende nye vægte, blot 
genererer et midlertidigt koordinat gennem generateCoordinates(), skriver 
de grundlæggende informationer om den startende gennemkørsel ind i loggen 
og herefter kører hovedmetoden goTo(x,y) (Figur 8.1, over midten til venstre). 
? Indlæs/load vægte (L) 
Anvendes vægte fra tidligere kørsler køres metoden loadFromFile(), der 
henter to linjer fra en log-fil, hvor samtlige vægte er gemt. Disse linjer 
indskrives i strengevariabler og metoden run() køres. Når vægtene er indlæst 
nedbryder løkker i run()-metoden strengvariablerne og danner tal (double), 
der indsættes på de respektive pladser i weight arrays (indekspladserne 
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beregnes ud fra sammenhængen mellem neuronerne). Den kæmpe if condition 
der er i run()-metoden, hvor strengværdierne konverteres til tal, kunne laves i 
en metode for sig selv, da den kun har indflydelse når vægte indlæses/loades, 
og ville også gøre koden mere overskuelig. 
Efterfølgende køres generateCoordinates(), hvor et midlertidigt koordinat 
genereres, loggen ajourføres og hovedmetoden goTo(x,y) køres (Figur 8.1 
(efter næste afsnit), over midten til højre). 
 
8.2 KNN i koden 
 
generateCoordinates() er metoden, hvor midlertidige koordinater genereres. 
Input-neuronerne (array) får værdierne, som er distancen mellem 
destinationskoordinatet og basepositionen for hhv. x og y i faktor 100, fejlmarginen 
bliver multipliceret, og den sigmoide funktion genererer en kontinuerlig talværdi 
mellem -1 og 1. Herefter justeres de skjulte neuroner (hidden) efter vægtenes og 
input-neuronernes værdier, hvorpå den sigmoide funktion danner en aktiveringsværdi 
i intervallet [-1;1], jf. afsnit 4.2.2 Celleegenskaber. Til sidst, i det KNN, genereres 
værdierne for output-neuronerne, der som ovenstående justeres efter vægtenes og 
hidden-neuronernes værdier, hvor sigmoid-funktionen igen genererer et tal i 
intervallet [-1;1]. 
Når output-neuronerne er beregnede sættes variablerne for de midlertidige 
koordinater lig med disse, ganget med størrelsen af det nabolag der maksimum kan 
afsøges per trin (MAXCOORDS), og adderet med dens nuværende baseposition (Figur 
8.1, midtfor). 
Hovedmetoden goTo(x,y) får input x og y, der er det midlertidige koordinat 
genereret via generateCoordinates(). Der tjekkes med intervaller på få 
millisekunder om robotten er i nabolaget for enten destinationskoordinatet, det 
midlertidige koordinat eller basepositionen (hvis robotten returnerer fra et 
midlertidigt koordinat, hvor afstanden var blevet forøget). 
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Nås et midlertidigt koordinat undersøges det om robotten er tættere 
destinationskoordinatet. Er dette tilfældet sættes basepositionen til robottens 
nuværende position, fejlmarginen nulstilles (til 1), der genereres nye midlertidige 
koordinater gennem generateCoordinates()-metoden og metoden køres rekursivt, 
beskrevet nedenfor (Figur 8.1, midtfor til højre). Er distancen derimod blevet forøget 
til destinationskoordinatet, returnerer robotten til basepositionen, vægtene justeres i 
modifyWeights(), hvor en ”straf” i form af fejlmargin bliver givet og goTo(x,y) 
køres rekursivt (Figur 8.1, midtfor til venstre). 
 
8.3 Rekursion 
 
Hovedmetoden er bygget over en rekursiv algoritme, som er en funktion, hvor et 
handlingsforløb gentages ved at funktionen kalder sig selv, typisk anvendt som et 
alternativ til løkker i datalogiske sammenhænge. Rekursive algoritmer udspringer fra 
diskret matematik, hvor bl.a. Fibonacci-skalaen er et godt eksempel på en talrække 
genereret gennem en rekursiv funktion [Rosen, Kenneth H., 2007, s. 297]. Vi 
anvender netop denne funktion i programmet til at gentage de samme handlinger i 
goTo()-metoden indtil et tilfredsstillende resultat er opnået – at robotten har nået 
destinationskoordinatet (”Destination nået” på Figur 8.1), hvorefter programmet 
afsluttes og kørselsloggen gemmes i en fil, til senere analyse.  
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Diagram: Koden til styring af robotten via et KNN 
? Venter på en tast bliver valgt 
 Start 
Initialisering 
• Variabler og 
konstanter defineres 
• Heriblandt neuroner 
og synasper for KNN 
Main-metoden 
• iCommand startes 
• TachoNavigator 
værdier defineres 
• Konstruktøren køres 
 
Konstruktøren
• Initialiserer 
ultralydssensoren, 
Frame og KeyListener 
N 
New 
weights 
L 
Load 
weights 
N L 
?
setWeights() 
• Vægt-arrays 
defineres med 
tilfældige værdier 
mellem -1 og 1 
loadFromFile() 
• Indlæser vægte fra 
tidligere kørsler i 
tekst-array 
run() 
• Er vægtene indlæst (L) 
nedbrydes tekststrengene og 
laves til tal (double) 
• Loggen dannes med 
informationer om de valgte 
input 
generateCoordinates() 
• Input: Distancen til målet for 
hhv. X og Y 
• Hidden: Justeres efter input-
værdierne og synapserne 
• Output: Sigmoid-funktionen 
genererer et output mellem -1 
og 1, ud fra hidden-værdierne 
og synapserne 
• Midlertidige koordinat sættes 
til et maksimumareal på 50cm 
omkring basepositionen
goTo(x,y) Hovedmetoden 
• Er robotten i nabolaget for 
destinationskoordinaterne, afslut 
• Er robotten i nabolaget for det midlertidige 
koordinat, undersøg afstanden 
• Større afstand: Kør tilbage til 
basepositionen, justér ModifyWeights() 
• Mindre afstand: Lav ny baseposition og ny 
midlertidig position 
• Samme afstand: Lav ny midlertidig position 
• Loggen opdateres med de handlinger der 
foretages 
modifyWeights() 
• Vægtene justeres 
efter værdien for 
_failureMargin 
Robotten får en ”straf” 
• De nye vægte 
gemmes i en fil, så de 
senere kan hentes 
• Returnér til 
baseposition 
• Lav evt. ny 
baseposition 
• Lav ny midlertidig 
position 
• Nulstiller 
_failureMargin til 
1 
Afstand: Mindre el. samme Afstand: Større 
 Afslut
? Rekursivt Rekursivt ? 
 Destination nået 
Figur 8.1 
Illustration af programmets logik og sammenhæng mellem de forskellige metoder, samt en grafisk fremstilling af, 
hvordan programmet køres rekursivt. 
?
49 
 
9 Forsøgsresultater 
 
I dette afsnit vil en gennemgang af udvalgte forsøg blive beskrevet. Ydermere vil der 
blive foretaget en analyse af vores observationer, hvor vi sammenstiller en række af 
flere forskellige resultater. Til sidst i dette afsnit vil der, i en diskussion, fortages en 
kritisk vurdering af forsøgsresultaterne og sætte dem i forhold til projektets 
problemformulering. 
 
9.1 Første testkørsel 
 
Den 12. maj udførtes første rigtige forsøg med robotten (version 2). Robotten var dog 
allerede tidligere blevet brugt til at teste programkoden. 
Robotten blev placeret i et rum med et plant linoleumsgulv, hvor en kridtstreg blev 
tegnet for at markere startpositionen. Et område på ca. 5 x 2 meter blev ryddet for 
forhindringer (stole og borde). Slutkoordinatet blev sat til 388 cm ud af X-aksen 
(fremad) og 184 cm ud af Y-aksen (til højre). Et program, der kun beordrer robotten 
til at køre til slutkoordinatet blev kørt, og robotten kørte derhen. Dette blev gjort for 
at få en idé om hvor robotten burde ende, når koden med det KKN skulle anvendes. 
Da robotten nåede frem blev et kryds tegnet med kridt, for at markere positionen. 
Robotten blev atter placeret på sit startpunkt. Programkoden blev afviklet i JAVA på 
en bærbar computer med en 1,66 GHz processor. Data blev transmitteret mellem 
robot og computer via en Bluetooth-forbindelse. Programmet startede med at 
definere variablerne og konstanterne, et KNN med 5 hidden-neuroner, foruden 2 
input- og 2 output-neuroner. Alle synapsernes vægte blev genereret med JAVA’s 
”Math.random()”-metode og var således tilfældige. iCommand’s metode 
”TachoNavigator()” blev brugt til at styre robotten. En log-fil blev oprettet på 
computeren, hvor koordinaterne blev gemt ved brug af TachoNavigator. 
Inputneuronerne fik begge tilsendt tallet 20 (værdien blev ikke ændret i løbet af 
forsøget, men det er meningen at robotten senere skal have sine nuværende 
koordinater som input). Efter hvert gennemløb af det KNN var der således genereret 
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to output-værdier, der hver lå mellem 1 og -1. Outputværdierne blev ganget med 50 
og adderet med robottens nuværende position, således at et koordinatsæt blev dannet 
med en halv meter ud af hhv. X- og Y-aksen (positiv og/eller negativ retning). 
Nu blev iCommand’s metode ”goTo()” brugt sammen med de genererede 
koordinater for at få robotten til at køre i fugleflugt hen til koordinatet. Et ”nabolag” 
på 3 cm, betydende, at robotten blot skal være indenfor 3 cm på X- og Y-asken for at 
godkende koordinatet som destination, blev tilladt, for at robotten ikke skulle blive 
ved med at cirkle rundt om målet. Da robotten nåede frem til det midlertidige punkt 
benyttedes Pythagoras læresætning til at beregne om afstanden til slutkoordinatet var 
blevet mindre. Hver gang robotten kom nærmere målet afspillede den en lyd og 
dannede det næste midlertidige koordinat. Hvis ikke afspilledes en anden lyd, 
vægtene blev justerede i det KNN, robotten kørte tilbage til den forrige baseposition, 
og der blev herfra dannet et nyt midlertidigt koordinat. I forsøget var der ingen 
intelligent justering af vægtene. Kommandoen ”ModifyWeights()” gennemgik blot 
synapserne og satte deres vægte mere eller mindre tilfældigt, dog ved at benyttede de 
tidligere værdier som udgangspunkt. Med de nye vægte kunne de samme input nu 
generere et nyt koordinat (også selvom input var uændret). 
Robotten opførte sig ikke særligt intelligent, da den ikke lærte af sine fejl, fordi 
_failureMargin anvendt i ”ModifyWeights()”(forklaret i afsnit 8 Kodeforklaring) 
konstant var 1 – robotten fik kort sagt ingen ”straf” for sine fejl. I første omgang 
arbejdede robotten sig langsomt hen imod målet, men på et tidspunkt kom den langt 
ud mod banens højre kant. Der genererede den et koordinat som forårsagede en 
kollision med et bordben udenfor banen. Forsøget havde været tidskrævende og 
derfor valgtes en mindre bane, hvor slutkoordinatet lå 99 cm ud af X-aksen og -27 
cm ud af Y-aksen (venstre). Det lykkedes for robotten at finde derhen relativt hurtigt 
og det kunne konstateres, at TachoNavigator var meget effektiv til at beregne 
robottens position på korte afstande, selv efter mange kursændringer. Ifølge 
computerens beregninger nåede robotten indenfor 1 cm af målet, hvilket kun afveg 
ca. 2 cm fra kridtstregen tegnet på gulvet. 
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9.2 Resultater af testkørsler med et tilfredsstillende KNN 
 
Det var først relativt sent i projektforløbet vi opnåede virkeligt tilfredsstillende 
resultater. Efter en modificering af det KNN i koden (som den ser ud i afsnit 8 
Kodeforklaring) lykkedes det rent faktisk at få robotten til at køre udelukkende efter 
synapsernes og neuronernes værdier. Ved flere gennemkørsler, hvor vægte fra 
tidligere kørsler blev anvendt, blev det åbenlyst, at ruten robotten kørte, for at nå i 
mål, blev optimeret kraftigt og den faktisk ikke kørte forkert overhovedet efter kun 
lidt træning. Koden beskrevet i afsnit 8 Kodeforklaring er den, der blev anvendt ved 
alle senere forsøg, og alle efterfølgende forsøg viste, at det KNN reelt fungerede i det 
omfang vi ønskede – at nå fra A til B med trinvis optimering. 
Nedenfor ses en grafisk illustration af 3 testkørsler (Figur 9.1), hvor første kørsel var 
med nye vægte, og anden og tredje kørsel med indlæste/loadede vægte. Loggene, 
disse grafer er lavet over, kan findes i Appendiks under afsnit 13.2 Logs over 
testkørsler (Eksempel 2A-C). 
A 
 
 
Figur 9.1 
Den første graf (A) viser første 
gennemkørsel, hvor nye, tilfældige vægte 
blev anvendt. Som det kan ses kørte den 
til forkerte midlertidige koordinater flere 
gange, men kom til trods for dette, via en 
mindre omvej, til destinationskoordinatet. 
 
B 
 
 
Ved anden kørsel (B), hvor vægtene fra 
den første kørsel (A) blev anvendt, blev et 
betragteligt antal af de forkerte 
midlertidige koordinater sorteret fra – 
faktisk kørte den kun forkert én gang, 
hvorefter den fandt til 
destinationskoordinatet. 
C 
 
 
Sidste kørsel (C), igen med 
indlæste/loadede vægte, viser en klar 
optimering af vægtene. Robotten kørte 
ikke én eneste gang til et forkert 
koordinat og antallet af basepositioner, 
der var nødvendige for at gennemføre 
kørslen, blev reduceret i forhold til de 
foregående kørsler. 
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9.3 Analyse af kørsler 
 
De grafiske illustrationer af en serie testkørsler i foregående afsnit viser, at koden har 
formået at optimere robottens rute ved at justere vægtene i det KNN. Der blev 
selvfølgelig foretaget et utal af testkørsler med robotten (hvoraf mange af disse er 
gemt i form af logs, der dog ikke er inkluderet i denne rapport) for at se om dens 
præstation var ensartet når vægtene blev nulstillet, og senere hentet, når robotten var 
færdig med en kørsel. Her så vi flere forskellige eksempler på det KNNs virkemåde. 
Nogle gange cirklede robotten rundt omkring startpunktet (0,0) i lang tid, andre 
gange kørte den direkte i mål. De første handlinger, den foretager, er selvfølgelig 
fuldstændigt tilfældige hver gang vægtene nulstilles, men summa summarum fandt 
robotten sit mål – det var blot et spørgsmål om hvor lang tid dette ville tage. 
 
 
Når vi lavede flere testkørsler med hentede vægte opdagede vi, at koordinaterne for 
basepositionerne ofte var forskellige i forhold til tidligere gennemkørsler med samme 
vægte. Dog var distancen til målet fra basepositioner næsten altid præcis den samme. 
Umiddelbart er der en parallel til input-neuronerne, der får denne distance som input, 
hver gang en baseposition nås. Måden koordinaterne konstrueres på via output-
Figur 9.2 
De farvede cirkler, hvor nogle her blot ses som kurver, markerer distancen (radius) fra de 
forskellige basepositioner til destinationskoordinatet. De grå, mindre tydelige cirkler er det 
maksimum afsøgningsområde omkring de enkelte basepositioner. Basekoordinater skal ligge 
på periferi af de farvede cirkler, dog indenfor den grå cirkel omkring den foregående 
baseposition. 
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neuronerne er altså, efter vores erfaring, baseret udelukket på distancen til målet frem 
for basekoordinater fra tidligere kørsler. På denne måde kommer basekoordinaterne 
til at ligge på periferi af flere cirkler omkring destinationskoordinatet – dog aldrig 
uden for det maksimale afsøgningsområde (kaldet MAXCOORDS i koden, se afsnit 13.4 
Koden/Programmet). Denne navigationsmetode er forsøgt illustreret i Figur 9.2.  
Ved en række testkørsler d. 28. maj 2008 oplevede vi noget mærkværdigt. En række 
synapser blev genereret med 8 skjulte neuroner, hvilket vil sige 32 synapser i alt. 
Efter første gennemkørsel var vægtene tilsyneladende så godt indstillede (efter 
ganske få fejltrin), at vi efterfølgende kunne indsætte et hvilket som helst 
koordinatsæt i intervallet [-1.000;1.000] for X og Y, og robotten ville køre derhen, 
selvfølgelig med flere basepositioner, ved øget distance, uden fejl. Vi efterprøvede 
dette 12 gange med de samme vægte, hvor vi valgte meget tilfældige værdier i det 
nævnte interval, for hver gang, og resultatet var det samme – robotten kørte direkte 
til destinationskoordinatet. Derfor godtog vi, at robotten næppe ville lave fejltrin 
efterfølgende og vi fik det indtryk, at de optimale vægte var blevet genereret. Derfor 
navngav vi dem ”The Golden Weights”, som vi selvfølgelig gemte, grundet serien af 
gode præstationer. Synapsernes vægte kan ses på Figur 9.3. Vi kunne ikke finde en 
umiddelbar forklaring på hvorfor disse vægte bevirkede, at robottens præstationer var 
så optimale. 
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9.4 Diskussion 
 
Som nævnt i tidligere afsnit (9.3 Analyse af kørsler) oplevede vi, at det KNN i koden 
pludselig kunne få robotten til at køre uden fejl i en lang serie med, fra vores side, 
tilfældigt valgte destinationskoordinater. Dette kan tyde på en anomali i den måde 
koden genererer og justerer synapserne på, der simpelthen bevirker, at bestemte 
tilfældigt genererede synapser, bestemte koordinater eller måske endda bestemte 
distancer til målet, automatisk super-optimerer det KNN, der får robotten til at 
operere mere som en konventionel symbolic KI. 
Omvendt kan det også tyde på, at det faktisk er muligt at optræne et KNN til det 
stadie, hvor robotten simpelthen er i stand til at nå et vilkårligt koordinat uden fejl. 
Figur 9.3 
Eksempel på en koordinatudregning gennem synapser og neuroner, baseret på ”The Golden 
Weights”. Input-værdierne er koordinater fra en tidligere kørsel. Input-neuronerne er de to 
nederste circkler, de skjulte neuroner er de centrerede og output-neuronerne de øverste, hvor 
værdierne er omdannet til koordinater. 
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Dog er vi af den opfattelse, at vi var utroligt heldige med de tilfældigt genererede 
synapser ved første kørsel i dette tilfælde. 
Vi har også set talrige eksempler på, at robotten brugte ekstremt lang tid på blot at 
finde den rette kurs fra startkoordinatet, og når det endelig skete var vægtene blevet 
justeret så kraftigt, at des tættere robotten kom på destinationskoordinatet, des 
mindre ryk foretog den, hvilket resulterede i kørsler på over 10 minutter når 
startdistancen til målet var over 2,5 meter. 
Koden er blot lavet til at optimere den rute robotten finder ved en ny kørsel, uanset 
om denne rute er den mest hensigtsmæssige eller hurtigste til målet. Dette er 
selvfølgelig en konsekvens af det input det KNN får, da robotten kører til en bestemt 
distance til målet og indenfor afsøgningsområdet fra forrige baseposition. En 
udvidelse, hvor en algoritme kunne sørge for altid at vælge det koordinat på periferi 
af cirklen til basepositionen, der ville give den korteste totale afstand til 
destinationskoordinatet, kunne selvfølgelig løse dette problem, skønt dette grænser til 
en ren symbolic-model. 
Selvom det lykkedes at få robotten til at udføre de ønskede handlinger, kan det 
overvejes om en symbolic KI ville kunne udføre denne simple opgave mere effektivt 
– i hvert faldt indtil KNN bliver udviklede til at denne form for KI kan vise markant 
bedre resultater. 
Et andet problem med KNN er at resultaterne ikke umiddelbart kan gennemskues. 
Det har vi erfaret med vores netværk, idet vi ikke har en egentlig begrundelse for de 
gode resultater, vi har fået. Det kan blive en begrænsning for KNN i situationer hvor 
det er nødvendigt at dokumentere resultater som et givent KNN når frem til.  
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10 Konklusion 
 
Projektets eksperimentelle arbejde har vist, at et KNN kan programmeres i Java og 
optrænes via fysiske prøvekørsler med en differentialstyret robot. Det blev ligeledes 
vist, at et KNN er i stand til at give et output, via det KNNs beregninger, som kan 
danne grund for en robots bevægelser og således finde vej fra punkt A til punkt B. 
Synapsernes vægte, som blev indstillet tilfældigt før kørslen, blev justeret af en 
algoritme og tillod robotten at nå målet hurtigere ved flere gennemkørsler. Dette 
resultat er opnået på trods af det faktum, at vi ikke gør brug af en ”intelligent” eller 
tilsigtet ændring af vægtene, som i back propagation. I stedet gjorde vi brug af en 
form for ”virtuel evolution”, hvor kun tilfældige ændringer blev foretaget og brugt, 
såfremt det var positivt i forhold til at formindske distancen til målet. Derfor har vi 
vist, at unsupervised learning er muligt i et feedforward netværk. 
Forsøgene foregik kun på vandrette overflader uden forhindringer. Det er dog 
alligevel vores forventning, at der med mere tid til udviklingen af det KNN, vil blive 
mulighed for at udføre eksperimenter på baner med forhindringer. Vi har opnået at 
kode et funktionsdygtigt KNN med distancen til mål som input. Det er en størrelse, 
som kun ændres i én retning og derved blev netværket, jo tættere robotten kom på 
målet, trænet i forhold til kortere distancer – altså en mindre og mindre værdi. Derfor 
fik vi en robot, som havde effektiviseret sin rute til anden gennemløb og derfor 
tilbagelagde distancen langt hurtigere, og ved brug af færre basepositioner. Det 
neurale netværk gjorde altså to ting: Som vigtigste faktor frasorterede den fejlagtige 
midlertidige positioner i andet, og evt. senere gennemløb, og ved efterfølgende 
kørsler var den endda i stand til at nedsætte antallet af korrekte basepositioner, der 
var nødvendige. 
Vi havde ved brug af distancen som input hjulpet vores robot lidt mere, end vi havde 
planlagt fra starten af projektet, skønt det viste sig at være ret effektivt. Ved en serie 
testkørsler stødte vi på en situation, hvor vægtindstillingerne tilsyneladende var helt 
rigtige, og robotten kunne nå et hvilket som helst koordinat uden fejl. Vi synes dog 
det er en, indenfor rammerne, tilladt hjælp, som blot er en pendant til at vi mennesker 
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også kan se vores destinationsområde blive indsnævret des tættere på målet vi 
kommer. Dog antager vi, at hjælpen vil blive et problem, på en bane med 
forhindringer, da en forhindring med al sandsynlighed vil forøge distancen på 
robottens rute til mål. Den situation vil robotten sikkert ikke kunne komme ud af 
(med det KNN vi fik udviklet), fordi den vil sidde fast mellem at ville køre den 
korteste rute og at skulle finde rundt om en forhindring. Brugte vi derimod 
basekoordinat som input, i stedet for distancen som var tiltænkt fra projektet 
begyndelse, kunne vi nok nemmere få robotten til at generere og huske en vej 
udenom en forhindring. 
At vi på relativt kort tid i et semesterprojekt opnåede konstruktionen af et 
velfungerende, simpelt KNN til styring af en robot er i sig selv positivt for KNNs 
fremtid. Vi konkluderer derfor, at robotter kan programmeres til at lære af ”sine fejl”, 
og til at kunne oplæres til at huske et sæt resultater og handlingsforløb. Vi vurderer 
også, at KNN teknologien kan være af stor værdi – især hvis det lykkes at skabe et 
KNN, der er tilstrækkeligt dynamisk og i så fald kan oplæres til at udføre et bredt 
spektrum af forskellige opgaver, uden at koden skal ændres. 
Om KNN en dag vil afspejle menneskets hjerne kan vi kun gisne om. Som det ser ud 
nu er der lang vej igen og KNN vil evt. ”bare” forblive en tilgang til muligheden for 
at konstruere et program, hvis resultater kan ændres, uden en omprogrammering er 
nødvendig. Sammen med KNNs andre gode egenskaber viser vores projekt dog, at 
KNN måske en dag kan benyttes med fordel i fx selvkørende biler. 
Som en afsluttende bemærkning stiller vi dog spørgsmål ved, om man er interesseret 
i en selvkørende bil, som kører lige så godt som et menneske. 
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13 Appendiks 
 
I Appendiks findes en ordliste med forklaringer på ikke alment kendte begreber. 
Desuden er der vist eksempler på logs, der automatisk bliver genereret, når robotten 
foretager testkørsler. Ydermere er en vejledning til hvordan eksperimentet kan 
gentages angivet, koden (det KNN) vores robot anvender, er kopieret ind og et 
eksempel på et alternativt KNN en også vist. 
 
13.1 Glosarium 
 
Ord med en stjerne ( * ) efter er her kort forklaret. 
Arrangeret alfabetisk. 
 
API ”Application Programming Interface” 
Præsenterer nogle egenskaber til programmering, 
der bl.a. indeholder forskellige metoder og andre 
funktioner. 
Brick Er den styrende NXT-enhed, med display, og hvor 
alle inputs og outputs tilsluttes. 
GigaFLOPS Giga: 109 (1 mia.) 
FLOPS: FLoating point Operations Per Second 
Beskriver en computers arbejdshastighed. 
 [Wikipedia: FLOPS, 2008] 
KNN Kunstige neurale netværk 
Path finding ”Sti-finding”. Der menes, at robotten kan finde vej 
til en slutdestination. 
Perceptron Den simpleste connectionist model til 
repræsentation af en boolesk funktion. 
[Gallant, 1993, s. 17] 
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13.2 Logs over testkørsler 
 
EKSEMPEL 1: Testkørsel d. 19. maj 2008 kl. 09:33 
    
  Robot started. 
 * Starting position: (0.00, 0.00) 
 * Destination: (99.0, -27.0) 
 * Direct distance: 102.62 
 * Motor speed: 250 
--------------------------------------- 
 
1st TC: (29.64, 21.63) 
 * Temporary destination reached: (29.64, 21.63) 
 * New BC: (29.64, 21.63)  Dist: 84.71 
 * New TC: (68.64, 0.39)  Dist: 40.88 
 * Temporary destination reached: (68.64, 0.39) 
 * New BC: (68.64, 0.39)  Dist: 40.88 
 * New TC: (22.48, -16.0)  Dist: 77.3 
 * Temporary destination reached: (22.48, -16.0) 
 * Returning to BC: (68.64, 0.39) FM: 0.95 
 * Base destination reached: (68.64, 0.39) 
 * New TC: (117.88, -9.53)  Dist: 25.72 
 * Temporary destination reached: (117.88, -9.53) 
 * New BC: (117.88, -9.53)  Dist: 25.72 
 * New TC: (72.04, -31.41)  Dist: 27.31 
 * Temporary destination reached: (72.04, -31.41) 
 * Returning to BC: (117.88, -9.53) FM: 0.95 
 * Base destination reached: (117.88, -9.53) 
 * New TC: (161.44, -1.73)  Dist: 67.36 
 * Temporary destination reached: (161.44, -1.73) 
 * Returning to BC: (117.88, -9.53) FM: 0.9025 
 * Base destination reached: (117.88, -9.53) 
 * New TC: (99.62, -32.72)  Dist: 5.75 
 * Temporary destination reached: (99.62, -32.72) 
 * New BC: (99.62, -32.72)  Dist: 5.75 
 * New TC: (124.05, -41.4)  Dist: 28.89 
 * Temporary destination reached: (124.05, -41.4) 
 * Returning to BC: (99.62, -32.72) FM: 0.95 
 *** Final destination reached *** 
 
    
 
Denne log blev genereret ved fremvisning af robotten under oplæg ved 
slutevalueringen for opponentgruppen. Robotten kørte forkert fire gange, hvor den 
sidste gang passerede forbi nabolaget for slutdestinationen og programmet stoppede. 
Totalt blev der genereret fire basekoordinater, hvilket er tilfredsstillende. 
Ved denne kørsel var muligheden for at gemme og hente vægte fra tidligere kørsler 
ikke implementeret. 
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EKSEMPEL 2A: Testkørsel d. 23. maj 2008 kl. 14:56 – Nye vægte 
    
  Robot started. 
 * Starting position: (0.00, 0.00) 
 * Destination: (79.0, -27.0) 
 * Direct distance: 83.49 
 * Motor speed: 250 
 * Memory  Purged. New randomized weights will be defined. 
  (Hit K for a list of the weights.) 
--------------------------------------- 
 
1st TC: (-2.06, 1.02) 
 * Temporary destination reached: (-2.06, 1.02) 
 * Returning to BC: (0.0, 0.0)  FM: 0.975 
 * Base destination reached: (0.0, 0.0) 
 * New TC: (16.11, -0.26)  Dist: 68.33 
 * Temporary destination reached: (16.11, -0.26) 
 * New BC: (16.11, -0.26)  Dist: 68.33 
 * New TC: (31.99, -6.02)  Dist: 51.47 
 * Temporary destination reached: (31.99, -6.02) 
 * New BC: (31.99, -6.02)  Dist: 51.47 
 * New TC: (24.69, -6.53)  Dist: 58.04 
 * Temporary destination reached: (24.69, -6.53) 
 * Returning to BC: (31.99, -6.02)  FM: 0.975 
 * Base destination reached: (31.99, -6.02) 
 * New TC: (18.41, -19.83)  Dist: 61.02 
 * Temporary destination reached: (18.41, -19.83) 
 * Returning to BC: (31.99, -6.02)  FM: 0.9506249999999999 
 * Base destination reached: (31.99, -6.02) 
 * New TC: (26.45, -17.71)  Dist: 53.37 
 * Temporary destination reached: (26.45, -17.71) 
 * Returning to BC: (31.99, -6.02)  FM: 0.9268593749999999 
 * Base destination reached: (31.99, -6.02) 
 * New TC: (18.44, -30.42)  Dist: 60.66 
 * Temporary destination reached: (18.44, -30.42) 
 * Returning to BC: (31.99, -6.02)  FM: 0.9036878906249999 
 * Base destination reached: (31.99, -6.02) 
 * New TC: (16.51, -23.44)  Dist: 62.59 
 * Temporary destination reached: (16.51, -23.44) 
 * Returning to BC: (31.99, -6.02)  FM: 0.8810956933593749 
 * Base destination reached: (31.99, -6.02) 
 * New TC: (2.46, -15.16)  Dist: 77.45 
 * Temporary destination reached: (2.46, -15.16) 
 * Returning to BC: (31.99, -6.02)  FM: 0.8590683010253906 
 * Base destination reached: (31.99, -6.02) 
 * New TC: (21.62, 15.29)  Dist: 71.28 
 * Temporary destination reached: (21.62, 15.29) 
 * Returning to BC: (31.99, -6.02)  FM: 0.8375915934997558 
 * Base destination reached: (31.99, -6.02) 
 * New TC: (56.06, 7.9)  Dist: 41.76 
 * Temporary destination reached: (56.06, 7.9) 
 * New BC: (56.06, 7.9)  Dist: 41.76 
 * New TC: (37.79, -17.65)  Dist: 42.26 
 * Temporary destination reached: (37.79, -17.65) 
 * Returning to BC: (56.06, 7.9)  FM: 0.975 
 * Base destination reached: (56.06, 7.9) 
 * New TC: (71.74, -18.74)  Dist: 10.99 
 * Temporary destination reached: (71.74, -18.74) 
 * New BC: (71.74, -18.74)  Dist: 10.99 
 * New TC: (76.8, -26.96)  Dist: 2.2 
 *** Final destination reached *** 
 
    
 
Denne log er den første af tre, der viser at det KNN i koden gradvist bliver trænet og 
optimeret. Som det fremgår af loggen kørte robotten ca. halvvejs, hvor den pludselig 
genererede syv ”dårlige” midlertidige koordinater (TC). Herefter fortsatte den videre 
og nåede efter kort tid destinationskoordinatet. Totalt blev der lavet fire 
basepositioner (BC), hvilket bør noteres, da det har parallel til følgende logs, hvor 
vægtene justeret under denne kørsel bliver anvendt. 
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EKSEMPEL 2B: Testkørsel d. 23. maj 2008 kl. 15:02 – Loadede vægte (1) 
    
  Robot started. 
 * Starting position: (0.00, 0.00) 
 * Destination: (79.0, -27.0) 
 * Direct distance: 83.49 
 * Motor speed: 250 
 * Memory:  Loaded. Weights from previous runs will be used. 
  (Hit K for a list of the weights.) 
--------------------------------------- 
 
1st TC: (40.61, 10.64) 
 * Temporary destination reached: (40.61, 10.64) 
 * New BC: (40.61, 10.64)  Dist: 53.76 
 * New TC: (74.41, -12.81)  Dist: 14.92 
 * Temporary destination reached: (74.41, -12.81) 
 * New BC: (74.41, -12.81)  Dist: 14.92 
 * New TC: (90.92, -36.95)  Dist: 15.52 
 * Temporary destination reached: (90.92, -36.95) 
 * Returning to BC: (74.41, -12.81)  FM: 0.975 
 * Base destination reached: (74.41, -12.81) 
 * New TC: (80.41, -35.44)  Dist: 8.56 
 * Temporary destination reached: (80.41, -35.44) 
 * New BC: (80.41, -35.44)  Dist: 8.56 
 * New TC: (77.65, -22.41)  Dist: 4.79 
 * Temporary destination reached: (77.65, -22.41) 
 * New BC: (77.65, -22.41)  Dist: 4.79 
 * New TC: (78.69, -28.29)  Dist: 1.32 
 *** Final destination reached *** 
 
    
 
Ved denne kørsel blev vægtene defineret i kørselen i Eksempel 2A anvendt. Som det 
kan ses er der en tydelig optimering i forhold til første kørsel – robotten lavede kun 
ét fejlagtigt midlertidigt koordinat (TC). Desuden kan det ses, at antallet af 
basepositioner (BC) var fire, som i første kørsel. Vi har set flere eksempler på, at 
antallet af basepositioner sjældent varier uanset antallet af kørsler – dog er der 
enkelte tilfælde, hvor der opstår en eller to flere eller færre basepositioner, når 
afstanden fra start- til destinationskoordinatet er stort (over 150cm direkte). 
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EKSEMPEL 2C: Testkørsel d. 23. maj 2008 kl. 15:49 – Loadede vægte (2) 
    
  Robot started. 
 * Starting position: (0.00, 0.00) 
 * Destination: (79.0, -27.0) 
 * Direct distance: 83.49 
 * Motor speed: 250 
 * Neurons:  2 | 5 | 2 
 * Memory:  Loaded. Weights from previous runs will be used. 
  (Hit K for a list of the weights.) 
--------------------------------------- 
 
1st TC: (40.61, 10.64) 
 * Temporary destination reached: (40.61, 10.64) 
 * New BC: (40.61, 10.64)  Dist: 53.76 
 * New TC: (67.87, -19.91)  Dist: 13.2 
 * Temporary destination reached: (67.87, -19.91) 
 * New BC: (67.87, -19.91)  Dist: 13.2 
 * New TC: (78.49, -23.74)  Dist: 3.3 
 * Temporary destination reached: (78.49, -23.74) 
 * New BC: (78.49, -23.74)  Dist: 3.3 
 * New TC: (80.72, -27.16)  Dist: 1.72 
 *** Final destination reached *** 
 
    
 
Denne log er den tredje i sekvensen. Den er kørt fra vægtenes værdier indstillet fra 
tidligere kørsel (Eksempel 2B), og nu kan en tydelig optimering ses. Den kører ikke 
forkert én eneste gang og den har endda én mindre baseposition (tre) end de to 
tidligere kørsler. 
Ovenstående resultat genskabte robotten ved hver eneste kørsel efterfølgende, når vi 
blev ved med at loade vægtene – dog med afvigelser for koordinaterne, grundet den 
cirkulære afsøgningsmetode. 
En ekstra facilitet i denne log er, at antallet af neuroner, der anvendes, angives i 
starten – i dette tilfælde 2 input-neuroner, 5 skjulte neuroner og 2 output-neuroner. I 
vores eksperiment er det kun antallet af hidden-neuroner, der kan ændres, da input- 
og output-neuronerne blot er koordinater.
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13.3 Opsætningsvejledning og værktøjer til opbygning af robotten 
 
Dette afsnit er en kort vejledning til hvordan forsøget kan opstilles, hvis det ønskes 
gentaget eller efterprøvet. Alle elementer og værktøjer vi har anvendt er beskrevet. 
Lego NXT 
Lego NXT er (selvsagt) til den fysiske konstruktion af robotten. Delene vi anvendte 
til vores robot (version 2.00) var Motor A, B og C, Ultralydssensor og 
Kompassensor, som dog ikke blev anvendt i vores eksperiment. Det anbefales i 
øvrigt at anskaffe bogen ”Maximum Lego NXT – Building Robots with Java Brains” 
(ISBN: 978-0-9783064-9-1-5), da denne indeholder forskellige tutorials og idéer til 
design af robotter. Det design vi brugte som skabelon for vores robot kan findes på 
side 308 i denne bog. 
Til kommunikation med robotten anvendte vi en ekstern Bluetooth-enhed, der skulle 
tilsluttes via USB. En vejledning til installation af Bluetooth kan findes på: 
http://www.telusplanet.net/public/wladykad/  
iCommand 
iCommand er udvidelsespakken til Java, beskrevet i afsnittet 5.3 Java-modulet 
iCommand. Førnævnte bog indeholder massere af eksempler på brugen af denne 
pakke, men man kan komme langt med blot en søgning på Internettet. Koden, det 
KNN vi anvendte til styring af vores robot, kan også give en idé om hvordan 
iCommand fungerer. Denne kode kan findes umiddelbart efter dette afsnit. 
Der kan læses mere om iCommand og leJOS NXJ på http://lejos.sourceforge.net/, hvor 
også API* hertil kan downloades. Bemærk, at de styresystemer vi anvendte var 
Microsoft Windows XP og Windows Vista, hvor en ’CLASS PATH’ skulle indstilles 
for at få Java-modulerne til at fungere. En guide til opsætning af dette i Windows er 
beskrevet herunder. Vi har ikke kendskab til hvordan dette skal gøres i andre 
styresystemer, som fx Mac og Linux. 
Opsætningsvejledning af iCommand og NXT-enheden 
  
  
 
1 
Opret et projekt i det valgte Java-
editeringsprogram og hent iCommand-
pakkerne. 
Programmet vist på billedet her er 
JDeveloper. 
Højre-klik på projektet og vælg Egenskaber 
(Properties). 
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2 
Klik på Libraries og tilføj de nødvendige 
filer: 
 
"C:\Program 
Files\Java\jre1.5.0_09\lib\ext\RXTXcomm.jar" 
"C:\Program Files\Java\JMF-2.1.1e\lib\jmf.jar" 
"C:\Program Files\Java\sun\comm.jar" 
"C:\Program Files\Java\log4j-1.2.15\log4j-1.2.15.jar" 
 
Det anbefales at de viste stier ovenfor 
anvendes ved installation. 
 
 
  
  
 
3 
Nu skal CLASS PATH konfigureres. Dette 
gøres via: 
Kontrolpanel > System > Avanceret 
(faneblad) > Miljøvariabler 
 
Vinduet på billedet til venstre skulle gerne 
vises nu. 
Der skal være 2 stier til system variabler: 
CLASSPATH og Path. 
Eksisterer de ikke skal de oprettes og pege 
på: 
C:\Program Files\Java\jre1.5.0_09\bin; 
 
 
  
  
4 
Følgende filer må gemmes i operativsystemet:  
rxtxParallel.dll 
rxtxSerial.dll  
 
Gem ovennævnte filer i folderen som følger: 
"C:\Program Files\Java\jre1.5.0_09\bin\rxtxParallel.dll" 
"C:\Program Files\Java\jre1.5.0_09\bin\rxtxSerial.dll" 
 
JCreator 
JCreator er et af de Java-editeringsprogrammer vi har anvendt. Det er freeware og 
kan downloades fra http://www.jcreator.com/. Funktionerne i dette program er på et 
niveau, hvor selv nybegyndere kan følge med. Desuden fungerer compileren 
upåklageligt, og farvningen af koden (Source Code Syntax Highlighting) gør den let 
overskuelig. 
Det skal dog nævnes, at man ikke blot kan installere et hvilket som helst Java-
editeringsprogram, og bare forvente, at det virker. Før programmet overhovedet kan 
forstå Java-koden skal man have installeret JDK på sin computer. En guide til 
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hvordan dette gøres, samt download af de nødvendige filer, kan findes på denne 
adresse: http://java.sun.com/javase/downloads/ 
JDeveloper 
JDeveloper er, ligesom JCreator beskrevet ovenfor, et Java-editeringsprogram og er 
også freeware. Dog er JDeveloper er mere professionel tilgang til Java-
programmering, hvor der findes mange hjælpeværktøjer. Selvfølgelig er der også i 
JDeveloper de basale kodefarvningsværktøjer, linjenummerering, og desuden er der 
en hjælpefunktion, der kan foreslå de mulige metoder og variabler. Endnu en 
væsentlig ting ved denne editor er dens debuggingsystem, der gør at man kan 
eksekvere koden sekventielt og lede efter fejl (bugs) i et behageligt tempo. 
JDeveloper kræver selvfølgelig også at JDK installeret (se JCreator) og selve 
editoren kan downloades fra http://www.oracle.com/technology/software/products 
/jdev/index.html. 
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13.4 Koden/Programmet 
 
Koden eksperimentet er udført med, indeholdende det KNN. 
Gennem hele koden er der Source Code Syntax Highlighting (farvning), hvilket øger 
overskueligheden. 
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/** 
  * 
  * NEURAL STARS EXTENDED ALT 
  * 
  */ 
package neuralnethest; 
 
import icommand.navigation.TachoNavigator; 
 
import icommand.nxt.Motor; 
import icommand.nxt.SensorPort; 
import icommand.nxt.Sound; 
import icommand.nxt.UltrasonicSensor; 
import icommand.nxt.comm.NXTCommand; 
 
import java.awt.Frame; 
import java.awt.event.KeyEvent; 
import java.awt.event.KeyListener; 
 
import java.io.BufferedReader; 
import java.io.FileOutputStream; 
import java.io.FileReader; 
import java.io.PrintStream; 
 
 
public class NeuralStarsExtendedAlt extends Frame implements KeyListener { 
 
    /************************************************************************* 
     * INITIALIZATION 
     */ 
 
    TachoNavigator navigator; 
    UltrasonicSensor us; 
 
    // TEST VARIABLES 
    final boolean _ultrasonicEnabled = false; 
 
    // Constants 
    final double DESTINATIONXCOORD = -40.0; // X koordinat destination 
    final double DESTINATIONYCOORD = 40.0; // Y koordinat destination 
    final int DEVIATEFACTOR = 3; // Nabolaget, hvor robotten opfatter sig som  
                                                                //værende fremme 
    final int MAXCOORDS = 50; // Det afsøgningsområde robotten max. kan lave  
                                                            // koordinater med 
    static final int MOTORSPEED = 250; // Hastighed (Speed) for motorene B  
                                                            // og C (hjulene) 
    final int SLEEPTIME = 20; // Pause i millisek.før algoritmen køres rekursivt 
    // Keys 
    final int NEWWEIGHTS = 78; // "N" key - Danner nye vægte for robotten 
    final int LOADWEIGHTS = 76; // "L" key - Loader vægte fra tidligere kørsler 
    final int LISTWEIGHTS = 75; // "K" key - Lister vægtene når systemet  
                                                        // allerede er startet     
    final int QUIT = 27; // Esc - Stopper robotten og skriver til log-filen 
 
    final double _OBSTACLEDEVIATION = 50.0; // Den tilladte afvigelse ved  
                                               // kollision med objekt i procent 
 
    // Variables 
    boolean running; 
 
    boolean _obstacleErrorMarginLeft = false; 
    boolean _obstacleErrorMarginRight = false; 
 
    double _tempXCoord = 0; 
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    double _tempYCoord = 0; 
    double _baseXCoord = 0; 
    double _baseYCoord = 0; 
 
    double _baseDistance = 0; 
    double _tempDistance = 0; 
    double _startDistance = 0; 
 
    double _failureMargin = 1; 
    double average; 
 
    int systemStartup = -1; 
    int _setRandomXCoord = 0; 
    int _setRandomYCoord = 0; 
 
    int _loadBreakdownCache = 0; 
    int _loadWeightIndexA; 
    int _loadWeightIndexB; 
    double _loadWeightConvertToDouble1; 
    double _loadWeightConvertToDouble2; 
 
    String robotLog = ""; 
    String[] robotWeights = new String[2]; 
 
 
    /************************************************************************* 
     * INIT NEURONS & WEIGHTS 
     */ 
    final int INPUT = 2; //2 
    final int HIDDEN = 5; //5 
    final int OUTPUT = 2; //2 
    final int DRIVETIME = 10000; 
 
    int millisec; 
    int direction; 
    int motorSpeed = 450; 
     
    double[] input = { DESTINATIONXCOORD, DESTINATIONYCOORD }; 
 
    double[] output = new double[OUTPUT]; 
 
    double[] hidden = new double[HIDDEN]; 
 
    double[][] weight1 = new double[INPUT][HIDDEN]; 
    double[][] weight2 = new double[HIDDEN][OUTPUT]; 
 
    /************************************************************************** 
     * Klassens Konstruktør, som forudsætter input-paramter nav, der er en  
     * reference til en instans af TachoNavigator, der er initialseres med 
     * med de relevante oplysninger om køretøjets hjule og motorer. 
     * Metoden opstiller applikationens grafiske komponent. 
     * @param nav er en reference til en initialiseret instans af TachNavigator. 
     */ 
    public NeuralStarsExtendedAlt(TachoNavigator nav) { 
        navigator = nav; 
        us = new UltrasonicSensor(SensorPort.S4); 
 
        this.setBounds(0, 0, 300, 50); 
        this.addKeyListener(this); 
        this.setVisible(true); 
 
        System.out.println("Hit N to define new randomized weights and " +  
                                                            "start the robot."); 
        System.out.println("Hit L to load weights from previous runs and " +  
                                                            "start the robot."); 
 
    } 
 
 
    /************************************************************************** 
     * GO TO - Rekursiv algoritme 
     *  
     * Denne metode får robotten til at køre, vha. TachoNavigator. Desuden 
     * undersøgers der i metoden om robotten er nået til nabolaget for 
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     * destinationskoordinaterne og/eller de midlertidige koordinater. 
     * Vægtene justeres hver gang distancen forøges fra den tidligere  
     * baseposition, og der genereres nye koordinater hver gang robotten 
     * laver en ny baseposition. 
     * @param x er desinitaionens x-koordinaten. 
     * @param y er destinationens y-koordinaten. 
     */ 
    public void goTo(float x, float y) { 
 
        try { 
            Thread.sleep(SLEEPTIME); 
        } catch (Exception e) { System.out.println(e.getMessage()); } 
 
        /** 
         * SLUTDESTINATION 
         */ 
 
        if (navigator.getX() > DESTINATIONXCOORD - DEVIATEFACTOR &&  
                        navigator.getX() < DESTINATIONXCOORD + DEVIATEFACTOR) { 
            if (navigator.getY() > DESTINATIONYCOORD - DEVIATEFACTOR &&  
                        navigator.getY() < DESTINATIONYCOORD + DEVIATEFACTOR) { 
                System.out.println("*** Final destination reached: (" +  
                                   navigator.getX() + ", " + navigator.getY() +  
                                   ")"); 
                Sound.playSoundFile("! Startup.rso"); 
                robotLog = robotLog + "\n *** Final destination reached ***"; 
                saveLogToFile(); // Gemmer robottens handlinger i en log-fil 
                saveMemory(); 
                navigator.stop(); 
                NXTCommand.close(); 
                System.exit(0); 
            } 
        } 
 
        /** 
        * BASE- OG TEMPDESTINATIONER 
        */ 
        if (navigator.getX() > _tempXCoord - DEVIATEFACTOR &&  
            navigator.getX() < _tempXCoord + DEVIATEFACTOR) { 
            if (navigator.getY() > _tempYCoord - DEVIATEFACTOR &&  
                navigator.getY() < _tempYCoord + DEVIATEFACTOR) { 
                navigator.stop(); 
                _baseDistance =  
                        Math.sqrt(Math.pow(((double)(DESTINATIONXCOORD -  
                                                             _baseXCoord)), 2) +  
                                  Math.pow(((double)(DESTINATIONYCOORD -  
                                                             _baseYCoord)), 2)); 
                _tempDistance =  
                        Math.sqrt(Math.pow(((double)(DESTINATIONXCOORD -  
                                                             _tempXCoord)), 2) +  
                                  Math.pow(((double)(DESTINATIONYCOORD -  
                                                             _tempYCoord)), 2)); 
 
                if (_tempDistance == _baseDistance) { 
                    System.out.println("* Base destination reached: (" +  
                                            getRoundNum(navigator.getX(), 2) +  
                                            ", " +  
                                       getRoundNum(navigator.getY(), 2) + ")"); 
                    robotLog = robotLog + "\n * Base destination reached: (" +  
                                       getRoundNum(_baseXCoord,2) + ", " +  
                                       getRoundNum(_baseYCoord, 2) + ")"; 
                } else { 
                    System.out.println("* Temporary destination reached: (" +  
                                       getRoundNum(navigator.getX(), 2) + ", " +  
                                       getRoundNum(navigator.getY(), 2) + ")"); 
                    robotLog = robotLog + "\n * Temporary destination reach-" + 
                                       "ed:(" + getRoundNum(_tempXCoord, 2) +  
                                       ", " + getRoundNum(_tempYCoord, 2) + ")"; 
                } 
 
                if (_tempDistance <= _baseDistance) { 
 
                    _baseXCoord = _tempXCoord; 
                    _baseYCoord = _tempYCoord; 
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                    if (_tempDistance != _baseDistance) { 
                        _failureMargin = 1; 
                    }                     
                    generateCoordinates(); 
                    System.out.println("Out1: " + output[0] + "\nOut2: " +  
                                                                output[1]); 
 
                    double _preBaseDistance = Math.sqrt(Math.pow(((double) 
                                    (DESTINATIONXCOORD - _baseXCoord)), 2) +  
                                     Math.pow(((double)(DESTINATIONYCOORD -  
                                                     _baseYCoord)), 2)); 
                    double _preTempDistance = Math.sqrt(Math.pow(((double) 
                                    (DESTINATIONXCOORD - _tempXCoord)), 2) +  
                                    Math.pow(((double)(DESTINATIONYCOORD -  
                                                     _tempYCoord)), 2)); 
 
                    if (_tempDistance != _baseDistance) {Sound.playSoundFile( 
                                    "! Attention.rso"); 
                        System.out.println(" * New BC: (" +  
                                           getRoundNum(_baseXCoord, 2) + ", " +  
                                           getRoundNum(_baseYCoord, 2) +  
                                           ")\t Dist: " +  
                                           getRoundNum(_preBaseDistance, 2)); 
                        robotLog = robotLog + "\n * New BC: (" +  
                                           getRoundNum(_baseXCoord,2) +  
                                           ", " + getRoundNum(_baseYCoord, 2) +  
                                           ")\t Dist: " +  
                                           getRoundNum(_preBaseDistance, 2); 
                    } else { 
                        Sound.playSoundFile("! Click.rso"); 
                    } 
 
                    System.out.println(" * New TC: (" +  
                                       getRoundNum(_tempXCoord, 2) + ", " +  
                                       getRoundNum(_tempYCoord, 2) +  
                                       ")\t Dist: " +  
                                       getRoundNum(_preTempDistance, 2)); 
                    robotLog = robotLog + "\n * New TC: (" + getRoundNum( 
                                       _tempXCoord,2) + ", " + getRoundNum( 
                                       _tempYCoord, 2) + ")\t Dist: " +  
                                       getRoundNum(_preTempDistance, 2); 
 
                    navigator.goTo(x, y); 
                    this.goTo((float)_tempXCoord, (float)_tempYCoord); 
                } else { 
                    Sound.playSoundFile("doh.rso"); 
                     // "Dummer" robotten sig reduceres fejl margin 
                     // Fejlmargin må aldrig blive 0 (nul) 
                    _failureMargin = _failureMargin - (_failureMargin / 40); 
                    modifyWeights((float)_failureMargin); 
 
                    _tempXCoord = _baseXCoord; 
                    _tempYCoord = _baseYCoord; 
 
 
                    System.out.println(" * Returning to BC: (" +  
                                       getRoundNum(_baseXCoord, 2) + ", " +  
                                       getRoundNum(_baseYCoord, 2) +  
                                       ")\t\tFM: " + _failureMargin); 
                    robotLog = robotLog + "\n * Returning to BC: (" +  
                                        getRoundNum(_baseXCoord,2) +  
                                        ", " + getRoundNum(_baseYCoord, 2) +  
                                        ")\t\tFM: " + _failureMargin; 
 
                    navigator.goTo(x, y); 
                    this.goTo((float)_baseXCoord, (float)_baseYCoord); 
                } 
            } 
        } 
 
        navigator.goTo(x, y); 
        this.goTo(x, y); //recursive 
    } 
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    /************************************************************************* 
     * SET WEIGHTS 
     * Metoden bruges til at beregne vægtene i starten af  
     * kørslen.  Metoden beregner vægtene som tilfældige tal mellem 
     * 0 og 1. 
     */ 
    public void setWeights() { 
        robotWeights[0] = "[1]:"; 
        for (int i = 0; i < INPUT; i++) { 
            for (int j = 0; j < HIDDEN; j++) { 
                weight1[i][j] = Math.random() * 2 - 1; 
                robotWeights[0] = robotWeights[0] + weight1[i][j] + "|"; 
            } 
        } 
        robotWeights[1] = "[2]:"; 
        for (int i = 0; i < HIDDEN; i++) { 
            for (int j = 0; j < OUTPUT; j++) { 
                weight2[i][j] = Math.random() * 2 - 1; 
                robotWeights[1] = robotWeights[1] + weight2[i][j] + "|"; 
            } 
        } 
        saveMemory(); 
    } 
 
 
    /************************************************************************** 
     * MODIFY WEIGHTS 
     * Metoden justerer vægtene i forbindelse med en kørsel.  
     * @param f er _failureMargin, en værdi der går fra 1 mod 0, dog aldrig 0 
     * Når robotten kører til midlertidige koordinater, der resulterer i at 
     * den må køre tilbage til basepositionen justeres _failureMargin, der 
     * giver robotten større og større "irrettesættelser" indtil får et 
     * positivt feedback - den laver en ny baseposition og nulstiller 
     * _failureMargin til 1 
     */ 
    public void modifyWeights(double f) { 
        robotWeights[0] = "[1]:"; 
        for (int i = 0; i < INPUT; i++) { 
            for (int j = 0; j < HIDDEN; j++) { 
                weight1[i][j] += f * Math.random() * 2 - 1; 
                robotWeights[0] = robotWeights[0] + weight1[i][j] + "|"; 
            } 
        } 
        robotWeights[1] = "[2]:"; 
        for (int i = 0; i < HIDDEN; i++) { 
            for (int j = 0; j < OUTPUT; j++) { 
                weight2[i][j] += f * Math.random() * 2 - 1; 
                robotWeights[1] = robotWeights[1] + weight2[i][j] + "|"; 
            } 
        } 
        saveMemory(); 
    } 
 
 
    /************************************************************************** 
     * Aktivieringsfunktionen, beregner en talværdi i henhold til Sigmoid-funk- 
     * tionender. Der beregns på grundlag af input, som er sum-funktionens (Si) 
     * output:  
     *  Sigmoid-funktionen: 
     *               2 
     *      u = ------------ - 1 
     *           1 + exp(Si) 
     * @param d er sumfunktionens beregnede værdi. 
     * @return en talværdi i intervallet [-1,1].  
     */ 
    public double sigmoid(double d) {         
        return (2 / (1 + Math.exp(-d))) - 1;         
    } 
 
 
    /************************************************************************** 
     * GENERATE COORDINATES 
     * metoden beregner destinationskoordinater på basis 
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     * af de nuværende koordinater. 
     */ 
    public void generateCoordinates() { 
        // Input neuron         
        input[0] = sigmoid(((DESTINATIONXCOORD - _baseXCoord) / 100) *  
                                                                _failureMargin); 
        input[1] =sigmoid(((DESTINATIONYCOORD - _baseYCoord) / 100) *  
                                                                _failureMargin); 
        // Hidden neuron 
        for (int j = 0; j < HIDDEN; j++) { 
            double h = 0; 
            for (int i = 0; i < INPUT; i++) 
                h += weight1[i][j] * input[i]; 
            hidden[j] = sigmoid(h); 
        } 
        // Output neuron 
        for (int j = 0; j < OUTPUT; j++) { 
            double h = 0; 
            for (int i = 0; i < HIDDEN; i++) 
                h += weight2[i][j] * hidden[i]; 
            output[j] = sigmoid(h); 
        } 
        _tempXCoord = ((output[0] * MAXCOORDS) + _baseXCoord); 
        _tempYCoord = ((output[1] * MAXCOORDS) + _baseYCoord); 
    } 
 
 
    /************************************************************************** 
     * KEY LISTENER FUNCTIONS 
     *  
     * De funktioner som reagerer i når der trykkes 
     * på forskellige taster (Keys): 
     * NEWWEIGHTS = 78;  "N" key - Danner nye vægte for robotten. 
     * LOADWEIGHTS = 76; "L" key - Loader vægte fra tidligere kørsler. 
     * LISTWEIGHTS = 75; "K" key - Lister vægtene når systemet allerede er  
     *                                                                  startet. 
     * QUIT = 27;  Esc - Stopper robotten og skriver til log-filen. 
     *  
     * @param e  
     */ 
    public void keyPressed(KeyEvent e) { 
        switch (e.getKeyCode()) { 
        case NEWWEIGHTS: 
            if (systemStartup == -1) { 
                systemStartup = NEWWEIGHTS; 
                setWeights(); 
                run(); 
            } 
            break; 
        case LOADWEIGHTS: 
            if (systemStartup == -1) { 
                systemStartup = LOADWEIGHTS; 
                loadFromFile(); 
                run(); 
            } 
            break; 
        case LISTWEIGHTS: 
            System.out.println("---------------------------------------------"); 
            System.out.println("List of weights:\n  Weight1"); 
            for (int i = 0; i < INPUT; i++) { 
                for (int j = 0; j < HIDDEN; j++) { 
                    System.out.println("\t" + weight1[i][j]); 
                } 
            } 
            System.out.println("Weight2"); 
            for (int i = 0; i < HIDDEN; i++) { 
                for (int j = 0; j < OUTPUT; j++) { 
                    System.out.println("\t" + weight2[i][j]); 
                } 
            } 
            System.out.println("---------------------------------------------"); 
            break; 
        case QUIT: 
            navigator.updatePosition(); 
75 
435 
436 
437 
438 
439 
440 
441 
442 
443 
444 
445 
446 
447 
448 
449 
450 
451 
452 
453 
454 
455 
456 
457 
458 
459 
460 
461 
462 
463 
464 
465 
466 
467 
468 
469 
470 
471 
472 
473 
474 
475 
476 
477 
478 
479 
480 
481 
482 
483 
484 
485 
486 
487 
488 
489 
490 
491 
492 
493 
494 
495 
496 
497 
498 
499 
500 
501 
502 
503 
504 
505 
506 
507 
508 
            System.out.println("Program terminated!\n * Last known position:(" +  
                               getRoundNum(navigator.getX(), 2) + ", " +  
                               getRoundNum(navigator.getY(), 2) + ")"); 
            saveLogToFile(); 
            saveMemory(); 
            NXTCommand.close(); 
            System.exit(0); 
            break; 
        } 
    } 
 
    /** 
     * Denne metode implementeres som skeletmetode da denne klasse imple- 
     * menterer KeyListener. 
     * @param e 
     */ 
    public void keyReleased(KeyEvent e) { 
    } 
 
    /** 
     * Denne metode implementeres som skeletmetode da denne klasse imple- 
     * menterer KeyListener. 
     * @param e  
     */ 
    public void keyTyped(KeyEvent e) { 
    } 
 
 
    /************************************************************************** 
     * AFRUNDINGSFUNKTION (2 decimaler). 
     * @param value er den talværdi der skal afrundes. 
     * @param decimalPlace er det antal decimaler der ønskes afrundes til. 
     * @return den afrunded værdi. 
     */ 
    public double getRoundNum(double value, int decimalPlace) { 
        double power_of_ten = 1; 
        while (decimalPlace-- > 0) 
            power_of_ten *= 10.0; 
 
        return Math.round(value * power_of_ten) / power_of_ten; 
    } 
 
 
    /************************************************************************** 
     * SAVE LOG TO FILE 
     * Denne metode gemmer log data på en tekstfil. 
     */ 
    public void saveLogToFile() { 
        try { 
            FileOutputStream robotSaveLog =  
                new FileOutputStream("robotalt-log.log"); 
            PrintStream robotPrintLog = new PrintStream(robotSaveLog); 
            robotPrintLog.println("" + robotLog); 
            robotPrintLog.close(); 
        } catch (Exception ey) { 
            System.err.println("Error writing file: robotalt-log.log"); 
        } 
    } 
 
    /************************************************************************** 
     * SAVE MEMORY 
     * Denne metode gemmer vægtene i det KNN 
     */ 
    public void saveMemory() { 
        try { 
            FileOutputStream robotSaveWeights =  
                new FileOutputStream("robotalt-weights.log"); 
            PrintStream robotPrintWeights = new PrintStream(robotSaveWeights); 
            robotPrintWeights.println("" + robotWeights[0] + "\n" +  
                                      robotWeights[1]); 
            robotPrintWeights.close(); 
        } catch (Exception eu) { 
            System.err.println("Error writing file: robotalt-weights.log"); 
        } 
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    } 
 
 
    /************************************************************************** 
     * LOAD FROM FILE 
     * Denne metode henter vægtene fra tidligere kørsler ved try på L 
     */ 
    public void loadFromFile() { 
        try { 
            FileReader robotLoadWeights =  
                new FileReader("robotalt-weights.log"); 
            BufferedReader robotInputWeights =  
                new BufferedReader(robotLoadWeights); 
            String linje = robotInputWeights.readLine(); 
            int i = 0; 
            while (linje != null) { 
                robotWeights[i] = linje; 
                linje = robotInputWeights.readLine(); 
                i += 1; 
            } 
            robotInputWeights.close(); 
        } catch (Exception ei) { 
            System.err.println("Error loading from file: robotalt-weights.log"); 
        } 
    } 
 
 
    /**************************************************************************     
     * RUN 
     * Når måden hvorpå robotten skal startes op er valgt køres denne metode 
     */ 
    public void run() { 
        // Start systemet _med_ tidligere vægtindstillinger 
        if (systemStartup == LOADWEIGHTS) { 
            _loadBreakdownCache = 4; 
            _loadWeightIndexA = 0; 
            _loadWeightIndexB = 0; 
            // Søger efter seperationslinje i linje 1 
            for (int c1 = 4; c1 < robotWeights[0].length() + 1; c1 += 1) { 
                if (c1 == robotWeights[0].length()) { 
                    break; 
                } else { 
                    String bogstav = robotWeights[0]; 
                    bogstav = bogstav.substring(c1, c1 + 1); 
                    if (bogstav.equalsIgnoreCase("|")) { 
                        // Indsæt værdierne i vægtene 
                        try { 
                            _loadWeightConvertToDouble1 = Double.valueOf(( 
                                robotWeights[0].substring(_loadBreakdownCache, 
                                                    c1)).trim()).doubleValue(); 
                        } catch (NumberFormatException nfe) { 
                           System.err.println( 
                           "Loading error: Unable to convert String-to-Double"); 
                        } 
                        weight1[_loadWeightIndexA][_loadWeightIndexB] =  
                                _loadWeightConvertToDouble1; 
                        if (_loadWeightIndexB == HIDDEN - 1) { 
                            _loadWeightIndexA += 1; 
                            _loadWeightIndexB = 0; 
                        } else { 
                            _loadWeightIndexB += 1; 
                        } 
                        _loadBreakdownCache = c1 + 1; 
                    } 
                } 
            } 
            _loadBreakdownCache = 4; 
            _loadWeightIndexA = 0; 
            _loadWeightIndexB = 0; 
            // Søger efter seperationslinje i linje 2 
            for (int c2 = 4; c2 < robotWeights[1].length() + 1; c2 += 1) { 
                if (c2 == robotWeights[1].length()) { 
                    break; 
                } else { 
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                    String bogstav = robotWeights[1]; 
                    bogstav = bogstav.substring(c2, c2 + 1); 
                    if (bogstav.equalsIgnoreCase("|")) { 
                        // Indsæt værdierne i vægtene 
                        try { 
                            _loadWeightConvertToDouble2 = Double.valueOf(( 
                                robotWeights[1].substring(_loadBreakdownCache,  
                                                     c2)).trim()).doubleValue(); 
                        } catch (NumberFormatException nfe) { 
                            System.err.println("Loading error: Unable to " + 
                            "convert String-to-Double"); 
                        } 
                        weight2[_loadWeightIndexA][_loadWeightIndexB] =  
                                _loadWeightConvertToDouble2; 
                        if (_loadWeightIndexB == OUTPUT - 1) { 
                            _loadWeightIndexA += 1; 
                            _loadWeightIndexB = 0; 
                        } else { 
                            _loadWeightIndexB += 1; 
                        } 
                        _loadBreakdownCache = c2 + 1; 
                    } 
                } 
            } 
            System.out.println("---------------------------------------------"); 
            System.out.println("List of weights:\n    Weight 1"); 
            for (int i = 0; i < INPUT; i++) { 
                for (int j = 0; j < HIDDEN; j++) { 
                    if (weight1[i][j] >= 0) { 
                        System.out.println("\t " + weight1[i][j]); 
                    } else { 
                        System.out.println("\t " + weight1[i][j]); 
                    } 
                } 
            } 
            System.out.println("    Weights 2"); 
            for (int i = 0; i < HIDDEN; i++) { 
                for (int j = 0; j < OUTPUT; j++) { 
                    if (weight2[i][j] >= 0) { 
                        System.out.println("\t " + weight2[i][j]); 
                    } else { 
                        System.out.println("\t" + weight2[i][j]); 
                    } 
                } 
            } 
            System.out.println("---------------------------------------------"); 
        } 
        generateCoordinates(); 
 
        double _preBaseDistance = Math.sqrt(Math.pow(((double)(DESTINATIONXCOORD 
                    - _baseXCoord)),2) + Math.pow(((double)(DESTINATIONYCOORD -  
                    _baseYCoord)),2)); 
        _startDistance = _preBaseDistance; 
 
        robotLog = "Robot started.\n * Starting position:\t(0.00, 0.00)"; 
        robotLog = robotLog + "\n * Destination:\t\t(" + DESTINATIONXCOORD +  
                                                ", " +  DESTINATIONYCOORD + ")"; 
        robotLog = robotLog + "\n * Direct distance:\t" + getRoundNum( 
                                                           _preBaseDistance, 2); 
        robotLog = robotLog + "\n * Motor speed:\t\t" + MOTORSPEED; 
        robotLog = robotLog + "\n * Neurons:\t\t" + INPUT + " | " + HIDDEN  
                                                            + " | " +  OUTPUT; 
        if (systemStartup == LOADWEIGHTS) { 
            robotLog = robotLog + "\n * Memory:\t\t\tLoaded. Weights from " + 
                                                "previous runs will be used."; 
            robotLog =robotLog + "\n\t\t\t  (Hit K for a list of the weights.)"; 
        } else { 
            robotLog = robotLog + "\n * Memory\t\t\tPurged. New randomized " + 
                                                    "weights will be defined."; 
            robotLog =robotLog + "\n\t\t\t  (Hit K for a list of the weights.)"; 
        } 
        robotLog = robotLog + "\n---------------------------------------\n"; 
        robotLog = robotLog + "\n1st TC:\t(" + getRoundNum(_tempXCoord, 2) +  
                                    ", " + getRoundNum(_tempYCoord, 2) + ")"; 
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        System.out.println("" + robotLog); 
        this.goTo((float)_tempXCoord, (float)_tempYCoord); 
    } 
 
 
    /************************************************************************** 
     * MAIN 
     *  
     * Applikationens main klasse. 
     * @param args er input parametre til MAIN metoden. Bruges ikke.  
     */ 
    public static void main(String[] args) { 
        System.out.println("Program initializing - please wait..."); 
        NXTCommand.open(); 
        TachoNavigator magellan = new TachoNavigator(5.6F, 13.9F, Motor.B, 
                                                                 Motor.C, true); 
        magellan.setSpeed(MOTORSPEED); 
        NeuralStarsExtendedAlt neuralstarsextendedalt=new NeuralStarsExtendedAlt 
                                                                    (magellan);        
    } 
} 
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13.5 Overvejelser om videreudvikling af koden 
 
Programmet er i det væsentlige opbygget som en enkelt klasse, indeholdende 
samtlige funktioner. Da programmet er uviklet i Java, ville det være nærliggende at 
underkaste programmet en grundig analyse med henblik på at opbygge programmet 
efter objekt-orienterede udviklingsprincipper, eller med sin engelske benævnelse: 
Object Orienteret Analysis and Design [Larman, 2003]. Jeff Heaton har udviklet 
eksempler på objektorienterede neurale netværk i efter forskellige principper, 
herunder flerlags-modeller, backprogagation, Kohonen m.fl. Heaton benytter i 
forbindelse med sit arbejde et framework til udvikling af neurale netværk, kaldet 
JOONE [LINK Joone, 2008; Heaton, 2005, s79]. Dette framework indeholder mange af 
det neurale netværks elementer som færdige klasser, og udgør således et muligt 
hjælpemiddel til at udvikle nye KNN programmer efter objekt-orienterede 
principper. 
Netværket kan anses som et overordnet container-objekt, der indeholder netværkets 
lag. Hvert lag heri indeholder det pågældende lags neuroner.  Netværket konstrueres 
således, at antallet af mellemlag, eller hidden layers, er en variabel størrelse, som 
enten konfigureres ved systemets opstart, eller dynamisk efter behov. Lagene kunne 
ligeledes konfigureres ved et variabelt antal neuroner ved opstarten, idet antallet 
kunne ændres dynamisk efter behov. Neuroner forbindes via synapser, som enten 
repræsenteres ved en synaps-klasse, eller som referencer, dvs. klassevariabler fra den 
ene neuronklasse til den anden. Vægte bliver selvstændige klasse, eller variabler i de 
relevante neuron-klasser eller synaps-klasser. Klasserne indeholder alle de 
matematiske formler, der udfører vægtjustering, aktiveringsfunktionerne, 
sumfunktionen, sigmoidfunktionen, m.m. [Heaton, 2005, s. 49]. 
Programmets logik bør refaktoreres således, at programmet overholder princippet 
”once and only once” – dvs. programkode, som i det væsentligt udfylder identiske 
formål, skal isoleres i separate metoder, eventuelt i en ny klasse, hvilket sikrer en 
bedre koordination mellem programmets forskellige afsnit. I denne forbindelse ville 
det være tale om refactoring som udviklingsprincip – forklares på udmærket vis af 
Martin Fowler i ”Refactoring: Improving the Design of Existing Code”, 1999 samt 
”Patterns of Enterprise Applications”, 2003.  
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Formålet med ovennævnte er at give programmet en større udviklingsmæssig 
fleksibilitet, der gør det nemmere at videreudvikle det neurale netværk og robottens 
funktionalitet, samt bevare overskueligheden selv om det samlede program bliver 
mere omfattende og komplekst. 
 
 
13.6 Alternativ model for et KNN 
 
I dette afsnit præsenteres to alternative KNN. En variant som tillader robotten at 
huske bedre, og en som forsøger at efterligne hjernen mere. Output og log fra det 
sidstnævnte KNN, er vedlagt for at illustrere hvordan det virker. Ingen af de KNN 
som nævnes i dette afsnit, blev testet sammen med robotten. 
13.6.1 2-lags KNN 
 
Ved projektets afslutning fremkom en anden måde at lave KNN på:  
En bane inddeles i felter, repræsenteret ved et koordinatsystem (Figur 13.2). En robot 
placeres i et af koordinaterne og målet er origo (koordinatet (0,0) ). 
Nu udstyres et KNN med ligeså mange input-
neuroner som der findes felter i 
koordinatsystemet (her 25). Hvert input-neuron 
forbindes direkte til hvert af to outputneuroner 
via en synapse der har vægten 0. Der er ingen 
andre neuroner. De to output-neuroner benyttes 
til at generere koordinater med, ved at gange 
det første output med antallet af felter på x-
aksen og det andet med y-aksen.  
Fx. hvis de to output var 0.5 og -0.6, så ganges 
der med 2 (fordi begge akser går fra -2 til 2). 
Det genererede koordinat bliver så (1, -1.2) (dette bør afrundes til (1,-1)). 
Figur 13.2 
Figuren viser en bane, inddelt i felter, 
hvor en robot skal nå til midten ved at 
danne koordinater med et KNN. Hver felt 
er et koordinat, som KNN regner på, og 
husker hvor robotten skal hen derfra. 
1
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I KNN skal alle input-neuroner være 0; undtagen det som passer til feltet som 
robotten står på. På den måde er der kun ét neuron, som sender signaler til output, og 
det er synapsernes vægte der afgør hvilket koordinat robotten skal køre til derfra. 
 
 
 
Hvis vægtene er 0 (nul) vil 
koordinaterne som robotten skal 
køre til altid være (0, 0); altså 
målet. Det interessante er, at hvis 
robotten udstyres med en føler 
foran, så kan den oplæres til at 
finde uden om forhindringer. 
Hvis robotten placeres i (-2, 2) 
ligesom på billedet, og alle 
synapser har vægtene 0 til at starte 
med, så vil output være (0,0) og 
robotten begynder at køre. Hvis der 
er en forhindring mellem de to 
koordinater vil tryk-sensoren 
opdage det og robotten kan stoppes 
mens vægtene ændres til noget 
andet end 0. 
Er vægtene for eksempel blev ændret til -0.354 og 0.897 for de to synapser der 
tilhører neuronet i (0,0), så vil robotten forsøge at køre til (-1, 2) hver gang den står 
på felt (0,0). 
Denne form for KNN fungerer simpelt hen ved at forbinde et bestemt output med et 
bestemt input, således kan robotten i teorien oplæres til at finde igennem en labyrint. 
Figur 13.4 
Illustrerer et 2-lags KNN, hvor synapsernes vægte afgør 
hvilke koordinater robotten kører til, fra et givent punkt. 
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Det kan huske lige så mange situationer som der er input-neuroner. Det har derfor en 
meget større hukommelse end det KNN som blev benyttet i projektet. 
13.6.2 Komplekst KNN 
 
I løbet af projektet blev et andet KNN programmeret. Hensigten var at gøre KNN 
mere ’naturtro’ ved at undgå feedforward og ved at gøre behandlingen af neuronerne 
ikke-sekventiel. 
Sproget Actionscript 2.0 i Flash, blev benyttet, da Adobe Flash gør en grafisk 
simulering af robotten nemmere. 
Dette KNN bestod af 100 neuroner (ca. ti gange så mange som det KNN der styrede 
robotten), hvoraf de fire første var input-neuroner og de sidste to output-neuroner. 
500 kunstige synapser blev forbundet til neuronerne tilfældigt. Input- og 
outputneuronerne fik dog hver tildelt præcis fem synapser, mens resten af neuronerne 
fik tildelt sine synapser tilfældigt – det betyder at nogle neuroner i princippet kunne 
være helt uden synapser. 
Resultatet var en ’tredimensionel’ struktur, hvor neuronerne var tilfældigt forbundet 
både ’fremad’ og ’bagud’ (altså uden feedforward). Det kunne endda ske at et 
neurons synapser fører tilbage til neuronet selv. 
For at undgå en sekventiel behandling af neuronerne (fra 0 til 100), blev der oprettet 
en liste over neuroner, som har modtaget et signal. Fx hvis neuron 22 sender et signal 
til neuron 10, 93 og 45, bliver disse tre neuroner tilføjet sidst i køen på en liste over 
neuroner der skal behandles. Hvis neuron 45 allerede stod på listen bliver det ikke 
tilføjet igen, og i stedet for lægges alle signaler til neuron 45 sammen i et. Således 
kan et neuron modtage input fra en enkelt, eller fra mange synapser. 
Hver behandling af signaler bliver via en sigmoid funktion lavet om til et signal med 
en styrke mellem 1 og -1. Det KNN indeholder således både ’positive’ og ’negative’ 
neuroner. Alt efter neuronernes input og synapsernes vægte, vil nogle af neuronerne 
videresende positive signaler, medens andre vil subtrahere fra signalets værdi. Dette 
kaldes i cellebiologi for ’inhibitor-neuroner’. Disse påvirker neuronets output 
negativt. De tillader robotten at bakke ved at sende et negativt signal til motorerne, 
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men kan også annullere signaler internt, sådan at et signal fra et neuron kan blive 
annulleret af et andet. 
Dette KNN er ’hjemmelavet’ og ufærdigt, men det passer ikke til nogen af 
definitionerne af KNN, der er beskrevet på for eksempel Wikipedia. Det er af typen 
’recurrent network’, men yderligere definition og navngivning vil ikke blive forsøgt 
her. 
Selvom dette KNN er udviklet og kan simulere et mere avanceret handlingsforløb, 
end det KNN der er anvendt til robotten, har vi ikke eksperimenteret med at 
implementere dette i robotten. Desuden mangler der i dette KNN en funktion til at 
indstille vægtene.
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Følgende siders tekst, giver et billede af et sådant KNN (en grafisk fremstilling er 
ikke foretaget): 
Synapser mellem neuronID: 
------------------------------------------------ 
Fra |  Til |  Vægt 
------------------------------------------------ 
0  ->  66  :  0.761031092144549 
0  ->  93  :  -0.546777590177953 
0  ->  48  :  0.716218161396682 
0  ->  47  :  -0.156353358179331 
0  ->  75  :  0.297968674451113 
1  ->  77  :  0.382801606319845 
1  ->  31  :  -0.0739679895341396 
1  ->  35  :  -0.72993384487927 
1  ->  51  :  0.367879576981068 
1  ->  19  :  -0.914194342680275 
2  ->  61  :  -0.98608616925776 
2  ->  96  :  0.322384704835713 
2  ->  75  :  0.995542929507792 
2  ->  55  :  0.214489785954356 
2  ->  90  :  -0.951428749598563 
3  ->  8  :  -0.116887176409364 
3  ->  51  :  0.753784731961787 
3  ->  4  :  0.71748448908329 
3  ->  22  :  0.17470274772495 
3  ->  10  :  0.724590945988894 
51  ->  24  :  -0.243488904088736 
60  ->  28  :  0.778832597658038 
84  ->  23  :  0.128084512427449 
73  ->  41  :  0.255956878885627 
77  ->  57  :  0.126532605849206 
31  ->  14  :  -0.102077356539667 
87  ->  34  :  0.149594298563898 
… 
… 
22  ->  43  :  -0.411834254860878 
28  ->  28  :  0.723713515326381 
63  ->  28  :  -0.443609993904829 
89  ->  91  :  0.679014687426388 
80  ->  73  :  -0.471977313049138 
14  ->  39  :  0.805621282197535 
62  ->  52  :  0.6623674351722 
33  ->  98  :  0.60561084933579 
81  ->  98  :  0.0553408162668347 
65  ->  98  :  0.519738589413464 
83  ->  98  :  -0.601312566548586 
47  ->  98  :  0.378265942446887 
62  ->  99  :  0.0564561802893877 
50  ->  99  :  -0.627903007902205 
31  ->  99  :  -0.914996140636504 
48  ->  99  :  -0.158666146919131 
80  ->  99  :  0.109705178998411 
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Liste over de neuroner der bliver sendt et signal til. 
--------------------------------------------------------------------
---- 
neuron 66 stod ikke i køen, men er føjet til som index 3 til behandling. input-signalet er: 0.681577553181009 
neuron 93 stod ikke i køen, men er føjet til som index 4 til behandling. input-signalet er: 0.681577553181009 
neuron 48 stod ikke i køen, men er føjet til som index 5 til behandling. input-signalet er: 0.681577553181009 
neuron 47 stod ikke i køen, men er føjet til som index 6 til behandling. input-signalet er: 0.681577553181009 
neuron 75 stod ikke i køen, men er føjet til som index 7 til behandling. input-signalet er: 0.681577553181009 
neuron 77 stod ikke i køen, men er føjet til som index 7 til behandling. input-signalet er: 0.366612355342513 
neuron 31 stod ikke i køen, men er føjet til som index 8 til behandling. input-signalet er: 0.366612355342513 
neuron 35 stod ikke i køen, men er føjet til som index 9 til behandling. input-signalet er: 0.366612355342513 
neuron 51 stod ikke i køen, men er føjet til som index 10 til behandling. input-signalet er: 0.366612355342513 
neuron 19 stod ikke i køen, men er føjet til som index 11 til behandling. input-signalet er: 0.366612355342513 
neuron 61 stod ikke i køen, men er føjet til som index 11 til behandling. input-signalet er: 1 
neuron 96 stod ikke i køen, men er føjet til som index 12 til behandling. input-signalet er: 1 
neuron 75 står allerede på index 5 i køen. summen af input-signaler er nu: 1.68157755318101 
neuron 55 stod ikke i køen, men er føjet til som index 13 til behandling. input-signalet er: 1 
neuron 90 stod ikke i køen, men er føjet til som index 14 til behandling. input-signalet er: 1 
neuron 8 stod ikke i køen, men er føjet til som index 14 til behandling. input-signalet er: 0.5 
neuron 51 står allerede på index 8 i køen. summen af input-signaler er nu: 0.866612355342513 
neuron 4 stod ikke i køen, men er føjet til som index 15 til behandling. input-signalet er: 0.5 
neuron 22 stod ikke i køen, men er føjet til som index 16 til behandling. input-signalet er: 0.5 
neuron 10 stod ikke i køen, men er føjet til som index 17 til behandling. input-signalet er: 0.5 
neuron 50 stod ikke i køen, men er føjet til som index 17 til behandling. input-signalet er: 0.509761359773234 
neuron 39 stod ikke i køen, men er føjet til som index 18 til behandling. input-signalet er: 0.509761359773234 
neuron 76 stod ikke i køen, men er føjet til som index 19 til behandling. input-signalet er: 0.509761359773234 
neuron 37 stod ikke i køen, men er føjet til som index 20 til behandling. input-signalet er: 0.509761359773234 
… 
… 
neuron 86 står allerede på index 46 i køen. summen af input-signaler er nu: 2.17776750174142 
neuron 86 står allerede på index 46 i køen. summen af input-signaler er nu: 2.73757415988553 
neuron 23 står allerede på index 25 i køen. summen af input-signaler er nu: 1.41672476058035 
neuron 73 står allerede på index 77 i køen. summen af input-signaler er nu: 1.19627180588709 
neuron 99 stod ikke i køen, men er føjet til som index 81 til behandling. input-signalet er: 0.559806658144109 
neuron 56 stod ikke i køen, men er føjet til som index 81 til behandling. input-signalet er: 0.685798414064844 
neuron 41 stod ikke i køen, men er føjet til som index 82 til behandling. input-signalet er: 0.685798414064844 
neuron 37 står allerede på index 17 i køen. summen af input-signaler er nu: 3.07288543645199 
neuron 11 står allerede på index 61 i køen. summen af input-signaler er nu: 0.939918573848576 
neuron 30 stod ikke i køen, men er føjet til som index 82 til behandling. input-signalet er: 0.484362230863927 
neuron 89 står allerede på index 37 i køen. summen af input-signaler er nu: 0.536649200419741 
neuron 28 står allerede på index 24 i køen. summen af input-signaler er nu: 2.53959136403284 
neuron 34 stod ikke i køen, men er føjet til som index 82 til behandling. input-signalet er: 0.251036150892792 
neuron 88 står allerede på index 19 i køen. summen af input-signaler er nu: 2.95559535928465 
neuron 47 står allerede på index 55 i køen. summen af input-signaler er nu: 0.730879251023994 
… 
… 
neuron 99 står allerede på index 41 i køen. summen af input-signaler er nu: 1.57774841772168 
neuron 35 står allerede på index 84 i køen. summen af input-signaler er nu: 1.17897981626511 
neuron 30 står allerede på index 31 i køen. summen af input-signaler er nu: 1.89838556692939 
neuron 82 står allerede på index 12 i køen. summen af input-signaler er nu: 2.88626249708917 
neuron 60 står allerede på index 36 i køen. summen af input-signaler er nu: 3.44025287607682 
neuron 61 står allerede på index 82 i køen. summen af input-signaler er nu: 0.62107006706399 
neuron 35 står allerede på index 84 i køen. summen af input-signaler er nu: 1.66410364428099 
neuron 13 står allerede på index 38 i køen. summen af input-signaler er nu: 3.29619761650523 
neuron 91 står allerede på index 35 i køen. summen af input-signaler er nu: 0.913912914300136 
 
 
86 
Liste over output når 500 neuroner er blevet behandlet 
----------------------------------------------------------------------------
---- 
output-neuron 99 blev behandlet. Output blev 0.308746699541207 
output-neuron 98 blev behandlet. Output blev 0.456524998816967 
output-neuron 98 blev behandlet. Output blev 0.32293172241923 
output-neuron 99 blev behandlet. Output blev 0.278856682065474 
output-neuron 98 blev behandlet. Output blev 0.300544664558826 
output-neuron 99 blev behandlet. Output blev 0.310189001042492 
output-neuron 98 blev behandlet. Output blev 0.309974933071889 
output-neuron 99 blev behandlet. Output blev 0.28752108467647 
output-neuron 98 blev behandlet. Output blev 0.331181980155197 
output-neuron 99 blev behandlet. Output blev 0.279592140427439 
output-neuron 98 blev behandlet. Output blev 0.300068858093148 
 
Kommende beregninger (neuronets placering i køen og summen af dets input): 
----------------------------------------------------------------- 
beregning 0: neuron 84 skal beregne en samlet signalstyrke på: 2.08849806828071 
beregning 1: neuron 45 skal beregne en samlet signalstyrke på: 1.79768178040264 
beregning 2: neuron 95 skal beregne en samlet signalstyrke på: 1.78960060586271 
beregning 3: neuron 86 skal beregne en samlet signalstyrke på: 4.07696612985673 
beregning 4: neuron 64 skal beregne en samlet signalstyrke på: 1.67974949432357 
beregning 5: neuron 71 skal beregne en samlet signalstyrke på: 2.28705679031152 
beregning 6: neuron 15 skal beregne en samlet signalstyrke på: 4.5892832041135 
beregning 7: neuron 68 skal beregne en samlet signalstyrke på: 1.51853641054428 
beregning 8: neuron 43 skal beregne en samlet signalstyrke på: 2.86848791056781 
beregning 9: neuron 65 skal beregne en samlet signalstyrke på: 2.95854591308054 
beregning 10: neuron 44 skal beregne en samlet signalstyrke på: 2.59344189943526 
… 
… 
beregning 73: neuron 88 skal beregne en samlet signalstyrke på: 1.30629584555666 
beregning 74: neuron 85 skal beregne en samlet signalstyrke på: 2.47649946659809 
beregning 75: neuron 37 skal beregne en samlet signalstyrke på: 1.14148906113633 
beregning 76: neuron 40 skal beregne en samlet signalstyrke på: 0.77531448970716 
beregning 77: neuron 63 skal beregne en samlet signalstyrke på: 0.51220521738728 
beregning 78: neuron 11 skal beregne en samlet signalstyrke på: 0.43713692474615 
beregning 79: neuron 58 skal beregne en samlet signalstyrke på: 0.17584681616382 
beregning 80: neuron 31 skal beregne en samlet signalstyrke på: 0.17584681616382 
beregning 81: neuron 98 skal beregne en samlet signalstyrke på: 1.46842145891169 
beregning 82: neuron 61 skal beregne en samlet signalstyrke på: 0.62107006706399 
beregning 83: neuron 47 skal beregne en samlet signalstyrke på: 0.58764396666715 
beregning 84: neuron 35 skal beregne en samlet signalstyrke på: 1.66410364428099 
beregning 85: neuron 93 skal beregne en samlet signalstyrke på: 0.40759157224850 
beregning 86: neuron 52 skal beregne en samlet signalstyrke på: 0.40759157224850 
 
Bemærk at der altså kun står 87 neuroner i kø. Om det er fordi at resten af 
neuronerne mangler synapser eller om det er fordi de ikke er blevet kaldet på, siden 
de blev behandlet sidst, vides ikke. 
 
Bemærk også at ingen af signalstyrkerne er negative. Det vides ikke hvorfor de 
negative signaler mangler, men en undersøgelse af resultaterne har påvist at der 
virkelig forekommer substraktioner i netværket. (Et sted blev det samme neurons 
totale input, ændret fra ~2.354 til ~1.956 fra en linie til den næste). 
