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Abstract
It is unknown whether perceived pubertal timing changes as puberty progresses or whether it is an
important component of adolescent identity formation that is fixed early in pubertal development.
The purpose of this study is to examine the stability of perceived pubertal timing among a school-
based sample of rural adolescents aged 11 to 17 (N=6,425; 50% female; 53% White). Two
measures of pubertal timing were used, stage-normative, based on the Pubertal Development
Scale, a self-report scale of secondary sexual characteristics, and peer-normative, a one-item
measure of perceived pubertal timing. Two longitudinal methods were used: one-way random
effects ANOVA models and latent class analysis. When calculating intraclass correlation
coefficients using the one-way random effects ANOVA models, which is based on the average
reliability from one time point to the next, both measures had similar, but poor, stability. In
contrast, latent class analysis, which looks at the longitudinal response pattern of each individual
and treats deviation from that pattern as measurement error, showed three stable and distinct
response patterns for both measures: always early, always on-time, and always late. Study results
suggest instability in perceived pubertal timing from one age to the next, but this instability is
likely due to measurement error. Thus, it may be necessary to take into account the longitudinal
pattern of perceived pubertal timing across adolescence rather than measuring perceived pubertal
timing at one point in time.
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Introduction
Puberty is not a one-time distinct event, but is a process of sequential events that has
variable onset and progression (Hayward, 2003). This variability has prompted an interest in
pubertal timing, defined as an adolescent’s development relative to their peers of the same
age and gender. Off-timing, compared with being in sync with peers, has been associated
with anxiety and depression, and a number of deleterious health behaviors, including sexual
risk taking, delinquency, and substance use (e.g., Archibald, Graber, & Brooks-Gunn, 2003;
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Negriff & Susman, 2011; Silbereise & Kracke, 1997). Questions regarding the stability of
perceived pubertal timing are relevant not only to the measurement of pubertal timing but
also to the period of risk associated with off-timing. If adolescents’ perceptions of pubertal
timing are unstable, as might be expected given the dynamic and individually variable
process of pubertal development, then windows of risk associated with off-timing may be
limited. In contrast, and as suggested by theories of identity development, if perceptions of
pubertal timing are fixed early in adolescence and remain stable, the impact of these early
perceptions of pubertal timing on behavior and well-being may persist throughout
adolescence. Our purpose in this article is to examine the extent to which adolescents’
perceptions of their pubertal timing are unstable or stable over the span of pubertal
development, using a longitudinal sample of youth aged 11 to 17.
Overview of Pubertal Timing in Adolescence
Puberty is the process of developing from a child into a sexually mature adult (Hayward,
2003). Important physical changes occur during this process, from skeletal and nervous
system growth to the development of the endocrine system, but the changes occurring to the
reproductive organs and secondary sexual characteristics gain the most attention. Pubertal
development during adolescence has been found to be highly salient, resulting in powerful
emotions on the part of the adolescent as well as changing relationships with peers, parents,
and teachers (Beausang & Razor, 2000; Forbes & Dahl, 2010; Lee, 1997; Silbereise &
Kracke, 1997; Summers-Effler, 2004). There is wide variation in the onset and tempo of
puberty by gender and race/ethnicity, as well as individual differences within groups
(Archibald, Graber, & Brooks-Gunn, 2003; Chumlea et al., 2003; Marceau, Ram, Houts,
Grimm, & Susman, 2011; Mendle, Harden, Brooks-Gunn, & Graber, 2010; Sisk & Foster,
2004;). This individual-level variation has drawn researchers to explore the impact of
pubertal timing on adolescent risk behavior.
There are two common ways of establishing self-report pubertal timing. The first, referred to
in this article as stage-normative pubertal timing, is based on an adolescent’s pubertal status,
which is a measure of how developed an adolescent is in relation to the pubertal
development process. The adolescent’s pubertal status is normed within study-defined
demographic subgroups (typically, age, gender, and race/ethnicity). Adolescents can either
be classified into categories as early, on-time, or late based on comparison with the average
pubertal status of their demographic subgroup, or can be given a continuous score based on
a regression including the demographic characteristics. Stage-normative pubertal timing is,
therefore, based on the adolescent’s assessment of his or her physical development, typically
using several indicators. In contrast, the second measure, what is referred to in this article as
peer-normative pubertal timing, is not based on pubertal status explicitly, but instead on the
adolescent’s perception of pubertal development timing relative to peers; adolescents are
asked how they perceive their timing to be compared with their peers, typically using a
Likert scaled measure. Thus, the peer-normative measure explicitly invokes a social
comparison. In this article, both the stage-normative and peer-normative measures of
pubertal timing are based on self-report and are therefore subject to bias compared to
pubertal timing assessed by clinical means, such as physician examination or hormone
concentrations (Dorn & Biro, 2011; Dorn, Dahl, Woodward, & Biro, 2006). But the peer-
normative pubertal timing measure is considered to be a more subjective measure of self-
report pubertal timing than stage-normative measures because it is not based on specific
indicators of pubertal development but instead is based on the adolescent’s overall
assessment of her or his pubertal status and how that compares with peers. Thus, there is
reason to believe that these two measures may be differentially assessing perceived pubertal
timing.
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Theoretical and Empirical Considerations on the Stability of Pubertal Timing
Most of the research on relationships between perceived pubertal timing and adolescent
health has been cross-sectional and conducted with adolescents of varying ages, without
consideration as to whether perceived pubertal timing is a stable construct throughout
adolescence. If perceived pubertal timing is unstable, then we would not expect the
relationships detected at one age to persist at other ages. As such, it would be important to
examine the impact of pubertal timing on adolescent health and well-being at different times
during adolescence. For example, we would expect that adolescents who perceive
themselves as early developing would be the only adolescents at risk in early adolescence
and would only be at risk until their peers “catch up” in pubertal development. Likewise,
adolescents who perceive themselves as late developing would emerge as a risk group in late
adolescence, when the majority of their peers have progressed through puberty. However, if
perceived pubertal timing is stable, then the impact of perceived pubertal timing in early
adolescence may be persistent throughout adolescence. In other words, how an adolescent
feels about their pubertal timing in early adolescence could continue to impact their health
and well-being throughout adolescence. It might then be possible to predict an adolescent’s
risk profile based on perceived pubertal timing assessed in early adolescence.
How pubertal timing is measured may have implications for the likely stability or instability
of the construct. Because pubertal development for most adolescents is ongoing, not only is
the adolescent changing but their referent peer group is also changing. And there is
emerging evidence that the onset of puberty is inversely related to puberty tempo, the time it
takes to complete the pubertal development process (Biro et al., 2006; Marceau et al., 2011;
Martí-Hennenberg & Vizmanos, 1997; Mendle et al, 2010). That is, early developing
adolescents take longer to complete the pubertal development process compared with their
later developing peers. This interaction between pubertal onset and tempo could have an
impact on the stability of pubertal timing. For example, an adolescent who is classified as
early developing at age 11 could be re-classified as on-time at age 15 if her peers have a
faster tempo of puberty and thus “catch up” to the early developing adolescent. Therefore, it
is plausible that stage-normative pubertal timing is unstable across adolescence because an
adolescent’s pubertal status is changing and how his/her status compares to peers is
changing as well.
However, empirical evidence only partially supports the hypothesis that stage-normative
measures of pubertal timing lack stability. This could be because the studies, with one
exception, only have used two waves of data to assess stability, and the analyses have not
been stratified by age, despite a wide age range in the sample. Combining ages within a
sample could mask the differences expected at the younger and older ages of the pubertal
development process. For example, one study of adolescent males between the ages of 12
and 16 found that the correlation of stage-normative pubertal timing measured one year
apart was .63 (Drapela, Gebelt, & McRee, 2006). Another study of adolescents aged 12 to
16 found that the correlation, this time measured two years apart, was strong and slightly
different across gender (.82 for males and .87 for females; Wichstrom, 2001). In contrast,
and more in line with the expectation that stage-normative pubertal timing is unstable, one
study of early adolescents (aged 10 to 13) using a stage-normative measure found that about
half of the off-time adolescents at baseline were reclassified as on-time one year later (a
stability coefficient was not reported) (Wiesner & Ittel, 2002). Another study of stage-
normative pubertal timing among twins 12 years of age at baseline found a substantial
proportion switched from one category of timing (early, on-time, or late) to another at a two-
year follow-up; although a stability coefficient was not reported, the proportion was deemed
great enough that the authors chose to use seven categories of timing (consistently on-time,
consistently early, consistently late, and four groups reflecting change from off-time to on-
time and vice versa) as predictors of behavior (Dick, Rose, Pulkkinen, & Kapriro, 2001).
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Thus, it is plausible that stage-normative pubertal timing is unstable but variation in sample
ages has prevented a thorough test of the hypothesis.
Contrary to stage-normative pubertal timing, theory suggests that peer-normative pubertal
timing should remain stable throughout adolescence. As discussed previously, peer-
normative pubertal timing is not explicitly based on pubertal status but instead is reliant on a
social comparison process. The importance of peer comparison is supported by person-in-
context theory, which postulates that an adolescent’s identity is formed based on an
understanding of the contexts in which she or he is embedded (Adams & Marshall, 1996). In
regards to peer-normative pubertal timing, an adolescent must engage in social comparison
to determine how her or his pubertal status compares with peers. It is likely that such social
comparison introduces a psychosocial component to the peer-normative pubertal timing
measure that is missing from the stage-normative pubertal timing measure.
According to Erikson’s theory of psychosocial development, adolescence is a developmental
stage focused on the formation of personal identity, of which puberty plays an important role
(Erikson, 1950). In order to establish ego identity – knowledge of who you are and how you
fit into the broader society – the adolescent interacts and compares himself or herself to
significant others, a process known as psychosocial reciprocity (Finkenauer, Engels, Meeus,
& Oosterwegel, 2002; Muuss, 1996). According to Erickson, the social interactions
occurring during pubertal development influence the adolescent’s identity formation such
that the perception of pubertal timing during this formative time is internalized and
considered constant, regardless of actual pubertal development. It is possible that these early
experiences in pubertal development become a part of adolescent identity, such that peer-
normative pubertal timing would remain stable throughout adolescence.
However, two studies that used a peer-normative measure of perceived pubertal timing
found lower stability than reported for stage-normative measures (Dubas, Graber, &
Petersen, 1991; Graber, Lewinsohn, Seeley, & Brooks-Gunn, 1997). One study of high
school students found the Kappa statistic for peer-normative pubertal timing assessed one
year apart to be .61 for females and .48 for males (Graber et al., 1997). Only one study to
date has examined the stability of peer-normative pubertal timing across more than two
waves, and the analyses were limited to comparisons of two waves at a time (Dubas et al.,
1991). This study found that females appeared to be more consistent in reporting their peer-
normative pubertal timing over time compared with males, and that the correlation appears
to strengthen as the age of the adolescent increases. The empirical evidence regarding the
stability of peer-normative pubertal timing does not support the hypothesis that peer-
normative pubertal timing is stable, and there appear to be stability differences depending on
adolescent age and gender.
Methodological Considerations for the Measurement of Pubertal Timing Stability
When dealing with longitudinal data there are two conceptual approaches: the variable-
centered approach and the person-centered approach (Laursen & Hoff, 2006). The
underlying assumption in variable-centered approaches, such as regression and correlation
analysis, is that the population is homogenous with respect to the variables of interest. In
other words, the timing and tempo of pubertal development is the same for all adolescents.
But, as discussed previously, pubertal development is not homogenous among adolescents
but rather is a process that is individually variable. Person-centered approaches to
longitudinal data allow for sample heterogeneity and are thus a better fit for understanding
the stability of pubertal timing throughout adolescence.
Another important consideration in determining the stability of perceived pubertal timing
throughout adolescence is the underlying assumptions of different person-centered
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approaches. At issue is whether pubertal timing is a construct that has a reliable and
distinguishable pattern across adolescence. Calculating stability using the intraclass
correlation coefficient (ICC) in a random-effects ANOVA model is useful for longitudinal
data (Bland & Altman, 1996). The ICC makes no assumption of an underlying pattern of
responses over time, but instead calculates the average reliability of the measure of interest
from one time point to the next. In contrast, the assumption of another person-centered
analytic technique, latent class analysis (LCA), is that there are underlying response patterns
in a sample; variation from the underlying patterns is treated as measurement error (B.
Muthén & L. Muthén, 2000).
Due to the different assumptions, the two analytic techniques could result in different
conclusions concerning measurement stability. For example, using the peer-normative
pubertal timing measure, an adolescent may respond early at age 12, on-time at age 12.5,
and early at age 13. There would thus be variation from ages 12 to 12.5 and from ages 12.5
to 13, but no variation from age 12 to 13. Many adolescents could have this slight variation
in their perceived pubertal timing across adolescence. Using random effects ANOVA
models, the within-subject variance would be high compared with the total variance,
resulting in a lower ICC, leading to the conclusion that peer-normative pubertal timing is
unstable. In contrast, using latent class analysis, the observed variation in pubertal timing is
thought of as measurement error. That is, an adolescent has an underlying perception of
pubertal timing and deviation from this perception is not a result of a change in perception
but rather a random departure. This hypothesis can be tested in LCA by treating the
adolescent as the unit of analysis and examining whether there are distinct classes of
perceived pubertal timing that remain stable across adolescence. In the case above, the
adolescent would have a high probability of being in an early developing class because two
of the three responses were early. If there was a consistent pattern of change in perceived
pubertal timing across adolescence (for instance, if a large proportion of adolescents
believed they were early developers until they started high school when they switched to
believing they were late developers) then the LCA would identify this response pattern as a
class. Thus, there is reason to believe that stability of perceived pubertal timing may vary
between the two person-centered analytic approaches.
Study Purpose and Hypotheses
The purpose of this study is to examine the stability of two measures of perceived pubertal
timing in a diverse sample of rural adolescents aged 11 to 17, using two person-centered
approaches. Person-centered approaches using longitudinal data are important because they
allow for the assessment of dynamic relationships and provide the ability to understand the
heterogeneity among subjects (Frees, 2004). However, assessment of the stability of
pubertal timing has thus far been based on variable-centered approaches using limited
longitudinal samples. First, the stability of the two pubertal timing measures, stage-
normative pubertal timing and peer-normative pubertal timing, is examined using random
effects ANOVA modeling. Latent class analysis is then conducted to explore the stability of
both measures of pubertal timing by determining whether distinct patterns of perceived
pubertal timing exist. We hypothesize that stage-normative pubertal timing will be less
stable than peer-normative pubertal timing, due primarily to variations in the tempo of
pubertal development, and there will be five distinct classes – always early, always on-time,
always late, early in early adolescence moving to on-time in mid-adolescence, and on-time
in early adolescence moving to late in mid-adolescence. We hypothesize that peer-normative
pubertal timing will be stable and there will be three distinct classes of pubertal timing –
early, on-time, and late.
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This study also expands on previous research by examining whether demographic
differences play a role in the stability of perceived pubertal timing. Based on the previously
mentioned gender differences in pubertal development (e.g., Archibald et al., 2003; Marceau
et al., 2011) and pubertal timing stability (Graber et al., 1997; Wichstrom, 2001), we
hypothesize that both measures of perceived pubertal timing will be more stable among
females compared with males. Past research has found racial and ethnic differences in
pubertal status and pubertal timing (e.g., African-American adolescents develop earlier than
White adolescents and perceive their development to be earlier compared with White youth;
Archibald et al., 2003; Biro et al., 2010; Chumlea et al., 2003; Obeidallah et al., 2000; Sun et
al., 2002), but no studies have looked at racial or ethnic differences in the stability of
pubertal timing. The results from this study will thus contribute a better understanding of
whether, and how, demographic differences in pubertal development may impact the
stability of pubertal timing across adolescence.
Method
The Context Study
This study was conducted through the secondary analysis of five waves of data from the
Context of Adolescent Substance Use study (Context Study), a school-based longitudinal
study of three cohorts of adolescents from three North Carolina counties. Wave 1 began in
the Spring of 2002 when adolescents were enrolled in the 6th to 8th grades and data
collection occurred every semester until the Spring of 2004 (Wave 5). All adolescents in the
grades of interest in the sampled schools (eight middle schools, two K-8 schools, six high
schools, and three alternative schools) were considered eligible for participation.
Adolescents in self-contained special education classes and adolescents who had English as
a second language and had insufficient reading skills to complete the questionnaire in
English were excluded from the study. Response rates ranged from 88% at Wave 1 to 76%
at Wave 5.
The Context Study was approved by UNC’s School of Public Health IRB in the Office of
Human Research Ethics. The study received a waiver of written parental consent; written
adolescent assent was obtained. Data were collected in a group setting in the schools using
self-administered questionnaires. Each classroom had at least one data collector from the
research team and larger classrooms were assigned two data collectors. Data collectors
returned to the school on as many as four additional days after primary data collection to
attempt to reach absent adolescents. Teachers remained in the classroom to maintain order
among the students but, to protect confidentiality, teachers were not allowed to walk around
the classroom during the data collection or answer student questions about the study. The
completion time for the questionnaire was approximately one hour and there was no
monetary compensation for participation in the study.
Study Sample
The current study is based on data from adolescents who participated in at least one wave of
data collection (N=6,892). Approximately 13% of adolescents participated in one wave,
13% in two waves, 15% in three waves, 17% in four waves, and the majority, 42%,
participated in all five waves of data collection. Participants missing information on age,
gender, or race/ethnicity were excluded from analyses (N=295 excluded) and the sample
was limited to adolescents aged 11 to 17 to only include students who were within the
typical age range for their grade (N=172 excluded). Excluded adolescents (N=467, 7 percent
of the total sample) were less likely to be White (p<.001), less likely to be in the other racial/
ethnic category (p<.05), and more likely to be male (p<.001). Excluded adolescents were
also less likely to have participated in all five waves of data collection (p<.001). The final
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sample included 6,425 respondents (50 percent male, 53 percent White, 36 percent African-
American, 4 percent Latino, and 7 percent indicating another racial/ethnic category). The
mean age at Wave 1 was 13.1 (SD=0.97) and at Wave 5 was 15.0 (SD=0.92).
Measures
Stage-normative pubertal timing—Stage-normative pubertal timing was calculated
based on a revised version of the Pubertal Development Scale (PDS) (Petersen, Crockett,
Richards, & Boxer, 1988). The PDS consists of five questions each for boys and girls
assessing development of body hair growth, skin changes and height for males and females,
facial hair and voice changes for males, and breast development for females. The range of
the items is 1=not yet started to 4=seems complete. Females are also asked if they started
menstruating (1=no, 4=yes). The items were averaged to obtain a mean PDS score (alphas
by wave ranged from 0.68 to 0.73 for females and 0.76 to 0.81 for males). To measure
stage-normative pubertal timing, we first calculated the mean pubertal stage among
adolescents in the sample by age, gender, and race/ethnicity. We then compared each
adolescent’s pubertal stage to the mean for their demographic subgroup. Adolescents were
classified as “early” (1=more than one standard deviation above the mean pubertal stage),
“on-time” (0), or “late” (−1=more than one standard deviation below the mean pubertal
stage) based on the norm for their demographic subgroup.
Peer-normative pubertal timing—Peer-normative pubertal timing is based on
adolescent perceptions of their pubertal development relative to their peers. Adolescents
were asked one item about how they believe their physical development compared with
others their own age and sex (1=much earlier to 5=much later). Adolescents indicating their
development was much or somewhat earlier than their peers were classified as “early” (1),
about the same as their peers as “on-time” (0), and somewhat or much later than their peers
as “late” (−1) developers.
Demographic variables—Age was calculated using adolescent date of birth and the date
of the interview. Age was recoded into twelve half-year categories, ranging from 11 to 16.5.
Race/ethnicity was recoded into four categories: White, Black or African-American,
Hispanic or Latino, and Other (including American Indian or Native American, Asian or
Pacific Islander, multiracial, other, and adolescents who answered don’t know).
Analyses
For all analyses, the sample was configured to use age as the unit of time instead of wave of
data collection. Because The Context Study was a longitudinal study of cohorts in three
different grades at baseline, there is wide variation in age at each wave, which would be
ignored in analyses based on data collection wave.
To test whether an individual’s perceived pubertal timing is stable across the ages of 11 to
16.5, a series of one-way random effects ANOVA models was conducted using SAS 9.1
with each measure of pubertal timing separately. The sample was then split by gender and
race/ethnicity to determine if there were demographic differences in the stability of pubertal
timing.
A random-effects ANOVA model is different from a standard one-way ANOVA model such
that the grouping variable is treated as a level of nesting, not a fixed effect. In longitudinal
studies such as the current research, the grouping variable is the individual. There are a
number of benefits to using the random-effects ANOVA model for calculating stability over
traditional methods, such as the Pearson correlation coefficient (Baumgartner, 2000). The
random effects model allows for more than two scores per individual. Individuals are not
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assumed to have equally spaced measurement and do not have to have values on the same
number of time points. It is therefore possible to include adolescents who have missed one
or more of the measurements, which allows for the retention of the full analytic sample,
decreasing the chances of selection bias.
Between-group and within-group differences were determined using the intraclass
correlation coefficient (ICC). The range of the ICC is from 0 to 1. An ICC closer to 1
indicates that the adolescent’s perception of their pubertal timing (early, on-time, or late)
does not change over time. An ICC below .40 indicates poor stability, between .40 and .59 is
fair, between .60 and .74 is good, and between .75 and 1.00 indicates the measure shows
excellent stability (Cicchetti, 1994).
Latent class analysis (LCA) was used to determine stability via the underlying patterns of
stage-normative and peer-normative perceived pubertal timing. The goal of LCA is to
determine if subgroups or classes of individuals exist based on their patterns of item
response (B. Muthén & L. Muthén, 2000). The result is a set of latent classes where the
membership within a class is more homogenous than between classes. However, individual
membership in a specific class is not definite but is stated in terms of a probability estimate.
In other words, LCA indicates how likely it is that each individual belongs to each class.
While LCA is typically used with cross-sectional data, and is often used to assess the
reliability of multiple measures within a cross-sectional dataset, LCA can be expanded to
longitudinal data (see Biemer & Wiesen, 2002; Flaherty, 2002 for examples). With LCA, it
is possible to determine if there are classes, using the longitudinal response pattern as the
unit of analysis, while accounting for potential measurement error. LCA can also be used to
analyze categorical data, such as the perceived pubertal timing measures in this study. As
with the random-effects ANOVA model, it is possible to retain the full analytic sample,
even if adolescents have missed one or more measurements, by using full information
maximum likelihood estimation.
The first step in the latent class analysis was to test a single-class latent growth curve model
to assess the underlying structure of the overall means. The next step was to determine the
number of classes for each measure of perceived pubertal timing. One methodological
debate regarding LCA concerns whether the determined number of classes is accurate or is
biased by the properties of the measure under analysis (Bauer & Curran, 2003). To lessen
the likelihood of misspecification, the number of classes was determined using theoretical
justifications in combination with fit indices (Bauer & Curran, 2003; Jung & Wickrama,
2007). The fit indices used in this study included the Bayesian information criteria value
(BIC) and the Lo, Mendell, and Rubin likelihood ratio test (LMR-LRT). The model with the
lowest BIC and a significant LMR-LRT p-value compared with a model with one fewer
classes was considered the best fitting model. In addition, the best fitting model should
successfully converge, have an entropy value close to 1, have greater than 1% of the
population in each class, and have posterior probabilities close to 1 (Jung & Wickrama,
2007). For all models the variances of the slope and intercept were set to zero for all classes.
After determining the number of classes, the sample and estimated means of peer-normative
and stage-normative perceived pubertal timing at each age for the three classes were
examined. If the estimated classes are a perfect fit the sample means and estimated means
should not differ. The posterior probabilities, which can be interpreted as the reliability of
class assignment, were also examined. The latent class analyses were conducted using
MPlus Version 5.1 (B. Muthén & L. Muthén, 2001).
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Table 1 presents the means and standard deviations for the two perceived pubertal timing
measures by age and gender. The means of stage-normative pubertal timing were close to
zero at all ages, which is to be expected because the stage-normative measure was normed
by age, gender, and race/ethnicity. The means of the peer-normative pubertal timing
measure were in general more positive than the stage-normative measure, suggesting that
adolescents were on average likely to perceive themselves as early developing compared
with their peers. In general, with both measures, the means increased with increasing age,
indicating that adolescents were more likely to perceive themselves as early developing
compared with their peers as they aged. The standard deviations were higher with the peer-
normative measure compared with the stage-normative measure. Overall, based on the ICCs
from the random effects ANOVA models, the two measures of pubertal timing showed poor
to fair stability (ICC=.400 for stage-normative and ICC=.388 for peer-normative, Table 2).
Latent Class Analysis
Because the sample means tended to increase with increasing age, a linear model was tested
to assess the underlying structure of peer-normative and stage-normative perceived pubertal
timing for the overall sample. The linear model was a good fit for both the peer-normative
pubertal timing data (CFI=.98, TLI=.99, RMSEA=.015 (.011–.019)) and the stage-
normative pubertal timing data (CFI=.95, TLI=.96, RMSEA=.028 (.025–.031)).
As shown in Table 3, the three-class solution was the best fit for both measures of pubertal
timing. In order to interpret the latent classes, the sample and estimated means of peer-
normative and stage-normative perceived pubertal timing at each age for the three classes
are presented in Figures 1 and 2. For the stage-normative measure, the difference between
the sample and estimated means was greatest in the late developing class, compared with the
on-time and early developing classes. For the peer-normative measure, the estimated means
were most different from the sample means at the youngest ages in the sample.
Based on an examination of the estimated means, the three classes were interpreted as
“always early” (Class 1), “always on-time” (Class 2), and “always late” (Class 3). Table 4
presents the percentage of adolescents in each class and the average probability of
membership for each class for both the peer-normative and the stage-normative measures of
perceived pubertal timing. More adolescents had a probability of being in the early class
using the peer-normative measure (28%) compared with the stage-normative measure
(13%). However, there was little difference between the two measures in the probability of
being in the late class (12% using the peer-normative measure vs. 13% using the stage-
normative measure). The posterior probabilities for class membership were relatively high
for both measures (above .80), but were higher for the stage-normative measure, indicating
that the stage-normative measure may be more stable than the peer-normative measure of
perceived pubertal timing.
A final exploratory step was to determine if gender or race/ethnicity predicted class
membership. There were no gender or racial/ethnic differences in class membership for the
stage-normative pubertal timing measure. Using the peer-normative measure, however,
Black adolescents were more likely than White adolescents (p<.001) and Latino adolescents
(p=.022) to be classified as early developing. Female adolescents were more likely than
male adolescents to be classified as late developing (p<.001).
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It is well established that pubertal development is an individually variable process (e.g.,
Archibald et al., 2003; Hayward, 2003). What is less understood is whether perceptions of
pubertal timing, the relative development of an adolescent compared with same age and
gender peers, also vary throughout adolescence. And there is reason to expect that
conclusions reached about the stability of perceived pubertal timing may vary based on how
perceived pubertal timing is measured (Dubas et al., 1991; Graber et al., 1997). The purpose
of this study was to determine the stability of two measures of perceived pubertal timing
throughout adolescence, and results confirmed the complexity of assessing pubertal
development timing in adolescence. We found important differences between stage-
normative and peer-normative pubertal timing, which suggest that these measures assess
different aspects of pubertal development. We also found that the question of whether
pubertal timing was stable across adolescence depended on the analytic method used to
determine stability. Perceived pubertal timing does vary from one time point to the next, and
it appears that the highest variability in assessment occurs in early adolescence. As such,
researchers should be cautious in assuming that cross-sectional findings using pubertal
timing are comparable across adolescence. However, when taking into account the full
pattern of perceived pubertal timing across adolescence, three stable classes emerge,
suggesting that at least some of the variability in perceived pubertal timing is due to
measurement error. The findings from this study emphasize the need to use analyses that can
take into account the longitudinal patterns of perceived pubertal timing rather than looking
at pubertal timing at one age. Furthermore, the results from this study suggest that how an
adolescent perceives their pubertal timing in early adolescence holds throughout
adolescence, supporting the hypothesis that pubertal timing is part of identity development.
Both the stage-normative and peer-normative measures of perceived pubertal timing showed
poor to fair stability over time in the random effects ANOVA models. This means that
perceived pubertal timing, either stage-normative or peer-normative, is likely different
depending on the age of assessment. The extreme instability in both measures of perceived
pubertal timing was contrary to our hypotheses based on previous literature (Dubas et al.,
1991; Graber et al., 1997). This could be due in part to the larger age range of our study
sample, but is more likely the result of using person-centered analyses versus variable-
centered analyses. Unlike the previous studies of pubertal timing stability that looked at the
sample mean differences from one time point to the next, this study was able to look at
individual differences in perceived pubertal timing across adolescence. While there appeared
to be some differences in the ICCs across pubertal timing measure and demographic
subgroups, both measures showed poor to fair stability overall so the differences likely do
not have practical implications.
Despite the poor stability of the two perceived pubertal timing measures in the random
effects ANOVA models, the latent class analyses (LCA) showed three distinct response
patterns – always early, always on-time, and always late. This finding of stability in the
latent class analysis was contrary to hypotheses for the stage-normative measure but
confirmed the hypotheses for the peer-normative measure. The key reason for these differing
results from the random effects ANOVA models is that LCA takes into account
measurement error. The measurement error in this study can be thought of as an adolescent’s
deviation from their “true”, or most commonly answered, pubertal timing response. The
difference in the two analyses demonstrates the importance of utilizing more sophisticated
analyses to understand measurement stability. The results from this study show that, in
general, adolescents may have variation in their perceived pubertal timing (both stage-
normative and peer-normative) from one time point to the next, which results in low ICCs.
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But when looking at the full pattern of responses across adolescence using LCA, perceived
pubertal timing remains relatively stable.
In some ways, the LCA models support the multilevel stability analyses, in that the stage-
normative measure appeared to be more stable than the peer-normative measure. The sample
and estimated means were more closely aligned with the stage-normative measure compared
with the peer-normative measure. And the posterior probabilities, which can be thought of as
a test of the reliability of classification, were higher with the stage-normative measure
compared with the peer-normative measure. It is possible that the truncated age range of the
sample resulted in the appearance of more stability in the stage-normative measure.
However, the posterior probability differences in the LCA were not that profound between
the stage-normative and peer-normative measures. While there may be slightly more
variation in adolescent responses in the peer-normative measure compared with the stage-
normative measure, both can be good assessments of adolescent perceived pubertal timing
when measurement error is taken into account with LCA.
An important finding of the latent class analysis was the difference in proportions in latent
class membership and difference in predictors of class membership between the two
measures of pubertal timing. The proportions of adolescents who were classified as late
developing were similar across the two measures but adolescents were twice as likely to
classify themselves as early developing using the peer-normative measure compared with
the more objective classification of the stage-normative measure. This could be due to a
social desirability for earlier development, especially for male and Black adolescents
(Cohane & Pope, 2001; Graber et al., 1997; Lynne et al., 2007; Obeidallah et al., 2000;
Siegel, Yancey, Aneshensel, & Schuler, 1999). These differences also demonstrate that
while the stability of the two measures may be similar, the two measures are assessing
different aspects of pubertal development.
There are limitations to the current research. The youngest adolescents in the study sample
were 11 years of age, but the first stages of pubertal development typically begin by age 9 or
10 (Tanner, 1962). In addition, the oldest adolescents in the study sample were up to 17
years old, which is, on average, prior to the completion of pubertal development. Therefore,
this study is an examination of the stability of perceived pubertal timing during the midst of
pubertal development. Future studies should be conducted to include mid-childhood and
early-adulthood ages to determine if the stability of pubertal timing differs when including
the full pubertal development process. It is possible that we did not find the two additional
latent classes proposed for the stage-normative measure (transitioning from early to on-time
and from on-time to late) because this sample is lacking information from late childhood and
late adolescence. It is possible that there were demographic differences in the predictors of
latent class probability between the stage-normative and peer-normative measures of
pubertal timing because the peer-normative measure only asked adolescents to compare their
development to peers of the same age and gender and did not mention race or ethnicity
while the stage-normative measure was developed within age, gender, and racial/ethnic
group. It would be worthwhile to compare the peer-normative measure used in this study
with a measure that asks specifically about age, gender, and race/ethnicity.
Another consideration to note is the decision to trichotomize both measures of pubertal
timing into early, on-time, and late. Because one of the goals of this study was to better
understand if pubertal timing assessed at one age could be compared with pubertal timing
assessed at another age, we chose to use the stage-normative and peer-normative measures
as they are most commonly used in the literature (e.g., Bratberg et al., 2007; Dubas et al.,
1991; Ge et al. 2003; Siegel et al., 1999; Tremblay & Frigon, 2005). However, we tested the
analyses using a continuous measure of stage-normative pubertal timing (based on the
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regression residuals including age, gender, and race/ethnicity) and using the five-category
peer-normative measure and found similar results. More research is needed to further
explore how other calculations of pubertal timing (e.g., using cutoffs other than one standard
deviation) may impact the stability of pubertal timing.
The most controversial aspect of LCA is the determination of the number of classes.
Misspecification of the number of classes could dramatically alter the study conclusions.
However, in this study, we followed recommendations of using a combination of theoretical
justifications and statistical tests in order to determine the number of classes (Bauer &
Curran, 2003; Jung & Wickrama, 2007; Nylund, Asparouhov, & Muthén, 2007). Due to
computational burden the bootstrap likelihood ratio test (BLRT) could not be calculated for
the 4-class or higher models (for the 2-class and 3-class models the p-value was less than
0.001, suggesting there were at least 3 classes). But the BIC has been shown to be accurate
100 percent of the time when the sample size is 1,000, much lower than this study’s sample
size of over 6,000 (Nylund et al., 2007). The 3-class model also makes theoretical sense
when looking at the estimated means (e.g., the majority of adolescents had the greatest
likelihood of being in the on-time class). Based on this information, we are confident in the
conclusion that, in this sample of adolescents, the 3-class model was the best fitting model
for both measures of pubertal timing.
This study has important implications for future research involving pubertal development.
The results confirm that while both of the measures of perceived pubertal timing, peer-
normative and stage-normative, are based on self-report, they are assessing different aspects
of pubertal development. More research is needed to understand whether and how these two
measures may be differentially related to adolescent risk behavior. Furthermore, the
differing results of the stability analyses demonstrate that assessment of pubertal timing at
one age is not necessarily the same as at a different age. However, when incorporating the
longitudinal patterns of responses, and treating the variability as measurement error, stable
pubertal timing classes emerge. The results from this study imply that the longitudinal
patterns of pubertal timing should be used as the predictor of adolescent health, not pubertal
timing assessed at a single point in time. And these longitudinal patterns suggest that the
experiences of pubertal development early in adolescence remain relatively constant
throughout adolescence. We would then expect that the impact of pubertal timing on
adolescent well-being and health risk behaviors may persist throughout adolescence; future
research should test this hypothesis. Another implication of this research is that interventions
aimed at alleviating the deleterious effects of off-timing could be relevant throughout
adolescence. In conclusion, the findings from this study demonstrate that while pubertal
development is a dynamic process, perceptions of pubertal timing based on early adolescent
experiences are stable throughout adolescence and contribute to adolescent identity
development.
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Sample and estimated means of stage-normative pubertal timing by class (n=6,392)
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Sample and estimated means of peer-normative pubertal timing by class (n=6,292)
Cance et al. Page 17


















































































































































































































































































































































































































Cance et al. Page 19
Table 2
Intraclass correlations (ICC) for stage-normative and peer-normative pubertal timing, by gender and race/
ethnicity
N Stage-normative pubertal timing Peer-normative pubertal timing
Full sample 6425 .400 .388
 White 3393 .424 .443
 Black 2335 .374 .323
 Latino 254 .302 .213
 Other 443 .386 .328
Female 3212 .425 .441
 White 1672 .437 .493
 Black 1185 .423 .383
 Latino 117 .339 .194
 Other 238 .388 .238
Male 3213 .374 .327
 White 1721 .411 .391
 Black 1150 .316 .243
 Latino 137 .275 .228
 Other 205 .387 .182
Note: ICC<.40 indicates poor stability, .40–.59 is fair, .60–.74 is good, and .75–1.00 is excellent
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Table 3
Fit indices for Latent Curve Analysis (LCA) models with 1–5 classes, by measure of perceived pubertal
timing
LL BIC LMR-LRT Entropy
Stage-normative pubertal timing
1 −17892.2 35907.1 -- --
2 −16523.6 33196.2 <.0001 .779
3 −15488.7 31152.7 <.0001 .808
4 −15417.8 31037.1 .4646 .779
5 Did not converge
Peer-normative pubertal timing
1 −21444.8 43012.1 -- --
2 −20055.8 40260.3 <.0001 .588
3 −19437.5 39049.9 <.0001 .687
4 −19426.2 39053.7 .3487 .669
5 −19419.4 39066.3 1.0000 .693
LL=log likelihood, BIC=Bayesian information criteria value, LMR-LRT=Lo, Mendell, and Rubin likelihood ratio test
Bolded row indicates best fitting model
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Table 4
Membership in latent classes and posterior probabilities
Stage-normative pubertal timing Peer-normative pubertal timing
% Posterior probability % Posterior probability
Early 13% .86 28% .85
On-time 74% .94 60% .86
Late 13% .86 12% .82
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