In this article we review recent work on van der Waals (vdW) systems in which at least one of the components has strong spin-orbit coupling. We focus on a selection of vdW heterostructures to exemplify the type of interesting electronic properties that can arise in these systems. We first present a general effective model to describe the low energy electronic degrees of freedom in these systems. We apply the model to study the case of (vdW) systems formed by a graphene sheet and a topological insulator. We discuss the electronic transport properties of such systems and show how they exhibit much stronger spin-dependent transport effects than isolated topological insulators. We then consider vdW systems in which the layer with strong spin-orbit coupling is a monolayer transition metal dichalcogenide (TMD) and briefly discuss graphene-TMD systems. In the second part of the article we discuss the case in which the vdW system includes a superconducting layer in addition to the layer with strong spin-orbit coupling. We show in detail how these systems can be designed to realize odd-frequency superconducting pair correlations. Finally, we discuss twisted graphene-NbSe2 bilayer systems as an example in which the strength of the proximity-induced superconducting pairing in the normal layer, and its Ising character, can be tuned via the relative twist angle between the two layers forming the heterostructure.
I. INTRODUCTION
Van der Waals (vdW) heterostructures [1] [2] [3] [4] represent a growing class of systems which are formed from twodimensional (2D) layers of material held to one another by only van der Waals forces. One of the most common vdW heterostructures, graphite, is composed entirely of layered sheets of graphene [5] [6] [7] , a one-atom thick 2D crystal of carbon atoms arranged in a honeycomb structure. The nature of the vdW force implies that in a vdW system the stacking configuration of the layers is not dictated by chemistry but, to a great extent, can be tuned arbitrarily in an almost continuous way. The explosion of interest in vdW systems stems from the fact that this is now experimentally feasible. Experimentalists are able to isolate layers of different materials only one-atom, or few-atoms, thick, and to combine such layers with increasing control of the stacking configuration. A striking example of this tunability is the recent experimental realization of vdW systems formed by two graphene layers in which the stacking angle, twist angle, can be adjusted to within a fraction of a degree [8] [9] [10] . These experiments [8] [9] [10] have shown that, by tuning the relative twist angle between graphene layers, the system can become superconducting or insulating. These remarkable results are just one example of the ways in which vdW heterostructures can be used to realize electronic systems with exotic and desirable properties.
Of particular interest are the recent developments involving vdW systems comprised of two layers in which one of the layers has a strong spin-orbit coupling (SOC). The main interest in these systems arises from the possibility of realizing novel electronic systems by combining such a layer with a different layer which possesses little or no SOC but with other interesting properties. For example, graphene possesses only very weak SOC but has very high electron mobility at room * Corresponding author: erossi@wm.edu temperature. By combining graphene with the 2D surface of a three-dimensional (3D) topological insulator (TI) [11] [12] [13] , the SOC in the graphene layer can be enhanced by an order of magnitude [14; 15] . Additionally, as we discuss in Sec. V A, vdW heterostructures with SOC appear to be ideal systems for realizing unconventional odd-frequency superconducting states [16] . In contrast to conventional superconducting states, the defining feature of odd-frequency superconductors is that they host Cooper pairs which are odd functions in the relative time, making these states intrinsically-dynamical.
The literature on vdW systems is by now very large, for this reason we restrict ourselves to a particular subset of vdW systems that are among the most relevant to the subject of this special issue and that the authors have studied over the past few years. We first present, in Sec. II, the model to describe vdW systems with SOC. To exemplify the application of this general formalism, in Sec. III, we discuss the case of vdW heterostructures formed by graphene and a TI. In Sec. IV, we discuss recent progress on vdW systems which include both graphene and a layer of transition metal dichalcogenide (TMD). We then consider, in Sec. V, the case in which one of the layers is a superconductor, discussing the possibility of realizing different exotic superconducting states in vdW systems with SOC. In Sec. VI we present our conclusion and outlook for future developments.
While the focus of this article is primarily on vdW systems composed of graphene, topological insulators, and TMDs, we note that much progress has also been made studying vdW systems with other components. Notably, we do not discuss the recently discovered 2D magnetic materials [17] [18] [19] , which include: FePS 3 [20] , Cr 2 GeTe 6 [21] , CrI 3 [22; 23] , VSe 2 [24] , MnSe x [25] , and Fe 3 GeTe 2 [26; 27] . Similarly, we do not cover the magnetic proximity effect [28] which has been discussed in a variety of vdW heterostructures [29; 30] . We also omit discussion of the intriguing heterostructures which can be made using monolayers with buckled honeycomb structure -silicene [31] , germanene [32; 33] , and stanene [34] -systems involving nanoribbons [35] , and structures formed by differ-arXiv:1909.11674v1 [cond-mat.mes-hall] 25 Sep 2019 ent layers of TMDs [36] and twisted TMD homobilayers [37] [38] [39] [40] .
II. MODEL
The Hamiltonian describing a generic double-layer vdW system can be written as H = H 1 + H 2 + H t , where H ( = 1, 2) is the Hamiltonian associated with layer and H t describes tunneling processes between the two layers. Here, we write H 1 = kαα c † kα h(k) 1;αα c kα , H 2 = kαα d † kα h(k) 2;αα d kα , where c † kα and d † kα (c kα and d kα ) create (annihilate) single electron states in layers 1 and 2, respectively, with momentum k and all other degrees of freedom described by the composite index α, including spin, orbital, and particle-hole degrees of freedom. We assume that the tunneling between the two layers depends only on the difference between the positions, r 1 , r 2 , of the electrons in the two layers. As a consequence, the crystal momentum is conserved during tunneling processes and we have
where G is the reciprocal lattice vector in layer and we have allowed for the possibility that the lattices making-up each of the two layers may possess basis vectors τ s . For example, for the case of graphene we have two basis vectors τ s , which we can write as τ s = {(0, 0); (a 0 , 0)}, where a 0 is the carboncarbon distance.
In a bilayer vdW system, two very different kinds of stacking are possible: commensurate stacking, and incommensurate stacking. In the first case, the vdW bilayer has a periodic structure in real space with a large primitive cell that is commensurate with the primitive cells of both layers. In the incommensurate case, no such periodicity exists in real space. For the communsurate case we obtain a well defined Moiré pattern.
Given two layers ( = 1, 2) with primitive lattice vectors a i (i = 1, 2), in order for a stacking to be commensurate there must exist four integers m 1 , m 2 , n 1 , n 2 such that: m 1 a 11 + m 2 a 12 = n 1 a 21 + n 2 a 12 .
(
Without loss of generality, using complex numbers to represent 2D vectors, we can write a 11 = a 10 e −iθ1 , a 12 = a 10 e +iθ1 , a 21 = a 20 e −i(θ2−θ) , a 22 = a 20 e +i(θ2+θ) , where a 0 is the lattice constant of layer , 2θ is the angle between the primitive lattice vectors of layer , and θ is the twist angle between the two layers. Using this notation, considering that the magnitudes of the two vectors on the left and right hand side of Eq. (2) have to be same we obtain the following Diophantine equation constraining the integers m 1 , m 2 , n 1 , n 2 : a10 a20 2 m 2 1 + m 2 2 + 2m 1 m 2 cos 2θ 1 = n 2 1 +n 2 2 +2n 1 n 2 cos 2θ 2 .
Notice that Eq. (3) does not depend on θ. For a commensurate stacking the twist angle and the integers m 1 , m 2 , n 1 , n 2 are related via the equation θ = ln a 10 (m 1 e −iθ1 + m 2 e iθ1 ) a 20 (n 1 e −iθ2 + n 2 e iθ2 ) .
The number of commensurate stackings forms a set of measure zero in the whole space of possible stackings. However, the experimental evidence suggests [41] [42] [43] [44] [45] that 2D vdW crystals tend to relax into stacking configurations that are, at least locally, commensurate. The size of the primitive cell increases very rapidly as the twist angle θ decreases for θ < 5 • . For this reason, to treat vdW systems with small twist angles, it is more efficient to use an effective model in momentum space [46] [47] [48] in which only the dominant interlayer tunneling processes are kept. For small twist angles an accurate description is obtained by keeping only those tunneling processes for which |k 1 − k 2 | = |G 1 − G 2 | is smallest. For the practically important case in which the 2D crystals are triangular lattices and the low energy states (i.e. the states closest to the Fermi energy) are located at the corners (K and K points) of the hexagonal Brillouin zone (BZ), as for graphene, the minimum value of |G 1 − G 2 | is equal to 2K sin(θ/2), where K = |K|, and there are three vectors q i = G 1 − G 2 (i = 1, 2, 3) for which |q i | = q = 2K sin(θ/2). If we account for all tunneling processes with |k 1 − k 2 | = q we find that the higher-order tunneling processes generate a honeycomb structure in momentum space with nearest neighbor points connected by the vectors q i [48] .
The relative contributions of higher-order recursive tunneling processes is controlled by the parameter γ ≡ t/( (q)), where t is the interlayer tunneling strength between states in the two layers with momenta that differ by at most q, and (q) = min[ 1 (q), 2 (q)], where (q) is the energy of electrons with momentum of magnitude q in layer . The value of γ, therefore, controls the size of this momentum space lattice that one needs to consider to obtain an accurate band structure for the vdW system. For γ < 1 the size of the required lattice in momentum space can be quite small. For very small γ it is sufficient to keep just the first "ring" of interlayer hopping processes. In this case the effective Hamiltonian matrix takes the simple form:
wheret i are matrices containing the interlayer tunneling elements. The model described above can be generalized to the case when one (or more) of the layers forming the vdW system is superconducting. For concreteness, let us consider the case when the vdW system is formed by only two layers and only 3 one is superconducting; it is fairly straightforward to generalize the formalism to more complex situations, such as when both layers are superconducting. We assume layer 2 is a superconductor so that H 2 → H SC , and that this superconducting layer is a 2D crystal with triangular lattice for which the low energy states are located close to the corners of the BZ, the K and K points. We also assume simple s-wave pairing so that the superconducting order parameter ∆ SC couples states at opposite valleys with opposite spin and momentum k, measured from K (K ). The Hamiltonian for the vdW system is
and, to lowest order in γ:
whereĥ 12 is the Hamiltonian given by Eq. (5) andΛ is the matrix with indices describing the internal structure of the superconducting pairs in layer 2. For the case in which layer 1 has spin and sublattice degrees of freedom α and in layer 2, at low energies, we can assume that the only internal degree of freedom is the spin,Λ is a 10 × 10 block diagonal matrix given by [49] :Λ
where the first block is a 4×4 matrix of zeros andσ 2 is a 2×2 Pauli matrix in spin space. As we will discuss in Sec. V B, the form forΛ given by Eq. (9) is applicable to the case of a vdW structure composed of a superconducting TMD monolayer coupled to a graphenic layer, such SLG or BLG.
III. GRAPHENE-TI HETEROSTRUCTURES
In this section we follow the theoretical treatment given in Ref. [14] to examine the electronic properties of graphene-TI vdW heterostructures [50; 51] . The original motivation for studying the properties of a graphene layer coupled to the 2D surface of a 3DTI was the possibility of inducing strong SOC or novel spin textures in the graphene layer predicted by theoretical models [14; 52; 53] . Excitingly, this proximityinduced SOC has recently been observed using a combination of transport measurements and ab initio calculations [15] . Additionally, we also note that the possibiity of inducing Dirac states with very low Fermi velocity, in which interaction effects could be greatly enhanced [54] , has also been discussed.
In graphene the carbon atoms are arranged in a 2D honeycomb structure formed by two triangular sublattices, A and B, with lattice constant a g = √ 3a = 2.46Å, with a = 1.42Å the carbon-carbon atomic distance. The low energy states of graphene are located at the K and K points of the BZ: K = (4π/(3a g ), 0), K = (−4π/(3a g ), 0) (and equivalent points connected by reciprocal lattice wave vectors). At low energies close to the K and K points in graphene, the electrons are well described as massless Dirac fermions with Hamiltonians
and
where c † p,τ σ (c p,τ σ ) is the creation (annihilation) operator for an electron, in the graphene sheet, with spin σ and twodimensional momentum p = (p x , p y ), k is a wave vector measured from K (K ), v F = 10 6 m/s is the Fermi velocity, µ g is the chemical potential, andτ i andσ i (i = 0, 1, 2, 3)) are the 2 × 2 Pauli matrices in sublattice and spin space, respectively.
One class of materials for which the effect of spin-orbit coupling on the low energy fermionic states is particularly strong is the one of three dimensional (3D) topological insulators (TIs) [11] [12] [13] . In these materials the combination of spin-orbit coupling and time reversal symmetry guarantees the presence of topologically protected 2D surface states within the band gap of the bulk states. For this reason, 3D TI materials are in many respects ideal materials for the creation of novel vdW heterostructures in which the effect of SOC is significant.
The 2D states at the TI's surface (TIS) are well described as massless Dirac fermions with Hamiltonian [55; 56] :
where d † k,σ (d k,σ ) creates (annihilates) a surface massless Dirac fermion with spin σ at wave vector k = (k x , k y , 0) measured from the zone center (Γ-point) of the surface-projected (BZ), σ = (σ 1 ,σ 2 ,σ 3 ) is the vector of Pauli matrices acting on spin space,ẑ is the unit vector along the z direction, and µ T I is the chemical potential.
For our purposes, a particularly interesting class of 3D TIs is the one of the tetradymites, such as Bi 2 Se 3 , Bi 2 Te 3 , and Sb 2 Te 3 . These 3D TIs have the exceptional property that the lattice constant of the 111 surface, a T I , is such that: a T I /( √ 3a g ) = 1 + δ with δ < 1% for Sb 2 Te 3 and δ ≈ −3% (δ ≈ +3%) for Bi 2 Se 3 (Bi 2 Te 3 ) [14] . As a consequence, in the limit δ → 0, graphene and the TI surface can be stacked in a commensurate arrangement as shown, in momentum space, in Fig. 1 (a) . For such a stacking arrangement the corners of graphene's BZ are precisely above theΓ points of the TI surface BZ. For this stacking the primitive cell of the heterostructure corresponds to the primitive cell of the TI's surface and therefore the BZ of the resulting vdW system is equal to the BZ of the TI's surface. The K and K points of the graphene BZ are folded back to theΓ point, as shown in Fig. 1 (b Insights can be achieved using a perturbative approach [47] . In this approach, the effect of tunneling processes on the graphene spectrum is captured by the self-energŷ Σ k ðiω n Þ ¼V †Ĝ0 k ðiω n ÞV, whereĜ 0 k ðiω n Þ is the Green's function of the TIS andV is the tunneling vertex. In the basis formed by the eigenstates of the Hamiltonian of isolated graphene Φ λ;k;α;σ , where α ¼ AE refer to the fourfold degenerate upper and lower bands, we obtain Insights can be achieved using a perturbative approach [47] . In this approach, the effect of tunneling processes on the graphene spectrum is captured by the self-energŷ Σ k ðiω n Þ ¼V †Ĝ0 k ðiω n ÞV, whereĜ 0 k ðiω n Þ is the Green's function of the TIS andV is the tunneling vertex. In the basis formed by the eigenstates of the Hamiltonian of isolated graphene Φ λ;k;α;σ , where α ¼ AE refer to the fourfold degenerate upper and lower bands, we obtain f the current-induced spin-density response III we present our results. Finally, in Sec. IV nclusions.
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is the Hamiltonian describow-energy states around the K (K ′ ) of the For SLGĤ G,K k =Ĥ SLG,K , and for BLG .Ĥ T I k is the Hamiltonian describing the tes, andT is the matrix describing spinconserving tunneling processes between the d the TI's surface [31] , with t being the tun- neling strength. The TI's bulk states are assumed to be gapped. This condition is realized, for example, in novel ternary or quaternary tetradymites, such as Bi 2 Te 2 Se and Bi 2−x Sb x Te 3−y Se y , for which it has been shown experimentally that the bulk currents have been completely eliminated [38] [39] [40] [41] [42] [43] [44] [45] . For SLG we haveĤ SLG,K k =hv g kσ 0 [cos(φ k )τ x + sin(φ k )τ y ] − µ g , where v g ≈ 10 6 m/s is graphene's Fermi velocity, k = |k|, φ k = arctan(k y /k x ), σ i and τ i are the Pauli matrices in spin and sublattice space, respectively, and µ g is the chemical potential. For BLG we haveĤ BLG,K k = h 2 k 2 /(2m * )σ 0 [cos(2φ k )τ x + sin(2φ k )τ y ] − µ g , where m * ≈ 0.035m e is the electron's effective mass. For the TI's surface states, we haveĤ T I k =hv T I (k y σ x − k x σ y ) − µ TI σ 0 , where v T I ≈ v g /2 and µ TI is the chemical potential on the TI's surface. In the following the Fermi energy ϵ F is measured from the neutrality point of the SLG (or the BLG), and δµ ≡ µ T I − µ g .
In a magnetically doped TI, below the Curie temperature, the low-energy Hamiltonian for the TI-graphene quasiparticles, Eq. (1), has an additional term, H ex , describing the exchange interaction between the quasiparticles and the magnetization M. H ex = m ·ŝ dr/ , where is the strength of the exchange interaction,m ≡ M/|M|, s ≡ s/|s|, with s being the TI-graphene spin-density operator, and is the two-dimensional (2D) area of the sample. For a TI-graphene-ferromagnet heterostructure the ferromagnet (FM) will also cause simply the addition of the term H ex to the Hamiltonian for the quasiparticles, Eq. (1), as long as the FM is an insulator and is placed on graphene or bilayer graphene via mechanical exfoliation, likely with a large twist 235419-2 In the remainder of this section we limit our discussion to the cases in which the TI is Bi 2 Se 3 , Bi 2 Te 3 , or Sb 2 Te 3 , for which v T I ≈ v g /2, given that these materials allow the formation of a graphene-TI vdW system with commensurate stacking and therefore significant hybridization between the graphene and TI surface states. Experimentally it turns out to be difficult to pin the Fermi energy of Bi 2 Se 3 , Bi 2 Te 3 , Sb 2 Te 3 in the middle of the bulk gap so that only the surface states play an active role. One way in which this problem has been overcome is by considering the corresponding ternary and quaternary compounds [57] [58] [59] [60] [61] [62] [63] .
Different commensurate stacking configurations, corresponding to Fig. 1 , can be realized by rigid relative shifts of the graphene and TI lattices. Ab-initio results [52] suggest that the lowest energy stacking is the one for which the TI surface atoms are located at the center of the hexagons forming the graphene structure. However, the binding energy for the structure in which the TI surface atoms are directly below the carbon atoms of graphene (either the ones forming the A sublattice, or the ones forming the B sublattice) is only marginally higher [52] . Considering that, experimentally, vdW systems are obtained via mechanical exfoliation that allows the realization of, long-lived, metastable states, and the fact that when the TI's surface atoms are directly below the carbon atoms of graphene a stronger hybridization of the graphene and TI states is realized, it is interesting to consider this situation.
In the √ 3 × √ 3 commensurate stacking, in which each atom on the TI surface is directly underneath a carbon atom, the dominant interlayer tunneling term is the one between the atoms on sublattice A (or B) and the TI atoms so that, in momentum space, the tunneling Hamiltonian can be written as H t = k,λ,τ,σ t τ d † k,σ c λ,k,τ,σ + h.c., where λ = K, K and t A = t, t B = 0 are the tunneling matrix elements assumed to be spin and momentum independent. The Hamiltonian matrix for such a structure takes the form
where the graphene blocks are 4 × 4 matrices in sublattice and spin space and the block describing the TI's surface states is a 2 × 2 matrix in spin space. We note that an analogous Hamiltonian can also be constructed for the similar vdW heterostructure in which single layer graphene (SLG) is replaced by bilayer graphene (BLG) to form a BLG-TI system [14] . The simple Hamiltonian in Eq. (13) allows us to understand the qualitative features of the bands resulting from the hybridization between the graphene states and the states of the TI surface. Fig. 2 (a) shows the bands obtained by diagonalizinĝ H k assuming µ g = µ T I = 0 and t = 45 meV. From Fig. 2 (a) , we see that the 4-fold degeneracy of the graphene states (spin and valley degrees of freedom) is partially lifted as two spinsplit Rashba bands appear (shown in red and blue). However, we also see that two of the original graphene states at the K and K points remain spin degenerate (shown in grey), due to the fact that in the chosen configuration one sublattice does not couple to the TI. Moreover, the TI surface bands (shown in green) become quadratic at low energy as a consequence of hybridization with the graphene states.
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Ω 1 Þ, fq j g are the offset vectors between the graphene DP and the three "nearest-neighboring" TIS DP, andq l ∈ f−q j g, as shown in Fig. 2 . The repeated action of the "nonlocal" coupling generates a k -space lattice [20] . For a rotation angle θ, the separation between the offset DP is jq j j ≡ q ¼ 2K D sinðθ=2Þ, for the lattice mismatch case,
For very small twist angles or lattice mismatches such that the dimensionless parameter γ ≡ t 0 =ðℏv 2 qÞ > 1, graphene and TIS will be strongly coupled. However, when γ < 1, a weak coupling theory is valid [12, 20, 22] . In this case, to investigate the low-energy spectrum of graphene, we can truncate the k -space lattice and obtain the Hamiltonian
A similar Hamiltonian is valid for the K 0 valley [48] . In the absence of twist and mismatch, the system reduces to the commensurate structure, giving rise toT ¼T 1 þT 2 þT 3 so that t 0 ¼ t=3. Assuming γ << 1, we can use the simple Hamiltonian in Eq. (5), withĥ 1 =ĥ g,K ,ĥ 2 = h TIS and
.
with t = t/3. A similar Hamiltonian is valid for the Kvalley [14] . By diagonalizing the resulting Hamiltonian we obtain the low energy band structure. Figure 4 (a) shows the bands along the path ABCDA shown in Fig. 3 (a) for the case when γ = 0.2. Assuming t = 45 meV, this value of γ corresponds to a deviation from the √ 3 × √ 3 stacking by a twist angle θ = 0.76 • . Fig. 4 (b) shows the spin texture on the Fermi surface with F = v T I q/2. Similar to the √ 3 × √ 3 commensurate case shown in Fig. 2 , we see that the strong SOC of the TI induces a strong spin polarization of the states of the hybridized system even when the stacking configuration deviates from the ideal
A. Transport properties
The intrinsic SOC in graphene and bilayer graphene is negligible so that the spin degree of freedom does not affect significantly the transport properties [7; 64-70] . In the presence of SOC, charge and spin transport become coupled [71] [72] [73] . Therefore, in vdW systems with SOC we expect that, in general, transport properties will be spin-dependent and that such properties could differ considerably from isolated systems
The result for the K 0 point is simply a 60°rotation of the former. The results of Fig. 3 show that (i) the original twofold spin degeneracy of the graphene Dirac cone is completely lifted; (ii) of the two original degenerate linear bands one is now fully gapped and the other is no longer linear at the DP; (iii) the bands acquire nontrivial in-plane spin textures. The key property of graphene-TI heterostructures is that the features of the band structure and spin texture can be controlled via the twist angle. By changing the value of θ, for fixed t 0 and energy, the distance between the Fermi pockets shown in Figs. 3(b) and 3(c) and their size can be tuned. In addition, the splitting of the lowenergy bands Δ can be controlled as shown in Fig. 3(d) .
In the presence of surface roughness and/or phonons tunneling processes with finite momentum transfer are allowed. We expect the effect of such processes to be weak; however, to gain some insight, we consider the case in which the tunneling amplitude has a Gaussian profile with respect to the momentum transfer q: t q ¼ t 0 exp ð−jqj 2 =ð2σ 2 ÞÞ, where t 0 characterizes the tunneling strength and σ the variance. To qualitatively understand the effect of such processes, we study the case of an isolated graphene Dirac cone separated by a large wave vector Q from the closest TIS DP. With the use of the perturbative approach outlined above, the proximity effect on the graphene spectrum is captured by the self-energŷ with SOC. Exemplary in this respect are the vdW systems formed by a layer with strong SOC, such as a TMD monolayer, and either graphene or bilayer graphene. In graphene-TI vdW systems the combination of the high mobility of graphene, the strong SOC of the TI, and the increased screening [74] [75] [76] [77] [78] of impurities due to the presence of the graphene layer [79] , can lead to very strong spin-dependent effects, such as a giant Edelstein effect [80] . To illustrate the potential for realizing spin-dependent transport effects in vdW systems in which one layer has a strong SOC we discuss the case of a graphene-TI-Ferromagnet vdW system [80] , shown schematically in Fig. 5 (a). Throughout this section, we assume that the ferromagnet (FM) is insulating so that its presence does not significantly alter the bands of the graphene-TI part of the vdW heterostructure. The main effect of the insulating FM layer is to induce an exchange field for the electrons in the heterostructure. This effect is captured by adding the term H ex ∝ M · σ, where M is the magnetization of the insulating FM, to the Hamiltonian discussed in Sec. III. The presence of this additional term simply causes a spin-splitting that we denote by ∆. RODRIGUEZ-VEGA, SCHWIETE, SINOVA, AND ROSSI PHYSICAL REVIEW B 96, 235419 (2017) the calculation of the current-induced spin-density response function; in Sec. III we present our results. Finally, in Sec. IV we present our conclusions.
II. THEORETICAL FRAMEWORK
In vdW heterostructures [28] , the different layers are held together by vdW forces. This fact greatly enhances the type of heterostructures that can be created given that the stacking is not fixed by the chemistry of the elements forming the heterostructure. With a= 2.46Å being the lattice constant of graphene and a T I being the lattice constant of the 111 surface of a TI in the tetradymite family, we have a T I /a= √ 3(1 + δ), where δ < 1% for Sb 2 Te 3 , δ = −3% for Bi 2 Se 3 , and δ = 3% for Bi 2 Te 3 . As a consequence, graphene and the 111 surface of Sb 2 Te 3 , Bi 2 Se 3 , and Bi 2 Te 3 , to very good approximation, can be arranged in a √ 3 × √ 3 commensurate pattern [29] [30] [31] . When the stacking is commensurate, the hybridization between graphene's and the TI's surface states is maximized. This property of graphene, combined with its high mobility, its intrinsic two-dimensional nature, and its ability at finite In this section, we present our results fo properties and current-induced spin-density a TI-graphene heterostructures.
We define the average τ 0 and τ t a In a graphene-TI-FM vdW system the dominant source 6 of scattering, at low temperatures, is the presence of charge impurities [81] close to the surface of the TI [82] [83] [84] [85] [86] . In the absence of screening, the bare scattering potential due to an isolated charge impurity, in momentum space, is v(q) = 2πe 2 e −qd /(κq), where d is the average distance of the impurities from the TI's surface, and κ = (κ T I + κ 0 )/2 is the average dielectric constant with κ T I ≈ 100 [83; 87-89] the dielectric constant for the TIS and κ 0 = 1 the dielectric constant of vacuum. Accounting for screening, the scattering potential becomes v(q)/ (q) where (q) is the dielectric function. For temperatures much lower than the Fermi temperature we can assume
and ν( F ) is the density of states at the Fermi energy. Using this form for the scattering potential we can calculate the lifetime τ 0a (k) of a quasiparticle in band a with momentum k, in the first Born approximation, using
where n imp is the impurity density, |ak is the Bloch state with momentum k and band index a, and a,k is the energy for a quasiparticle with momentum k in band a. For typical TI's samples we have n imp ≈ 10 12 cm −2 [89] . It is useful to define an average τ 0 of τ 0 over the bands at the Fermi energy
We allow for an offset between the charge neutrality point of the SLG (BLG) and the TI surface given by δµ. Figure 5 (b) shows how τ 0 ( F ) compares for: an isolated TI surface, a SLG-TI vdW system, and BLG-TI vdW system. Solid lines denote the cases when the tunneling between the SLG/BLG and the TI is finite, while dashed lines denote the cases with zero interlayer coupling. We see that the presence of SLG or BLG significantly increases the quasiparticle lifetime, even in the limit when the interlayer tunneling between the TI and SLG (BLG) is zero. This is due to the additional screening in the presence of SLG or BLG which affects the disorder potential created by the charge impurities [79; 90] . We expect that such an increase in the quasiparticle lifetime will lead to enhancements in some of the spindependent transport phenomena. Similarly, by including the [1−k·(k+q)] under the sum on the right hand side of Eq. (14) we can obtain the transport time τ ta (k), and then, after averaging over the bands at the Fermi energy, the corresponding average τ t . Figure 6 (a) shows τ t as a function of F for an isolated TI surface together with results for, both, TI-SLG, and TI-BLG vdW systems. We see that the presence of SLG or BLG increases the transport time, a consequence of the additional screening due to the graphenic layer. Moreover, we note that this enhancement is particularly significant for the case of TI-BLG.
Using linear-response theory in the long-wavelength regime, the d.c. longitudinal conductivity is given by
where Ω is the area of the BZ, v i aa (k) ≡ ak|v i |ak is the expectation value of the i-th component of the velocity op-
is the disorder-renormalized velocity (at the ladder approximation level), and G R/A ka = ( F − ka ± i /2τ 0a (k)) −1 is the retarded/advanced Green's function, for electrons with momentum k and band index a. The increase of τ t due to the presence of SLG or BLG is also reflected in an increase of the d.c. conductivity, as can be seen in Fig. 6 (b) . We note that for finite values of the spin-splitting, ∆, the results for τ 0 , τ t , and σ ii are very similar to the ones shown in Figs. 5 (b), 6 [80] .
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are the retarded and advanced Green's functions, respectively, for electrons with momentum k and band index a.
III. RESULTS
In this section, we present our results for the transport properties and current-induced spin-density accumulation of TI-graphene heterostructures.
We define the average τ 0 and τ t as ⟨τ
show ⟨τ 0 (ϵ F )⟩ and ⟨τ t (ϵ F )⟩, respectively, for a TI's surface, a TI-SLG heterostructure, and a TI-BLG heterostructure, with = 0 meV. We see that the presence of a graphene layer strongly increases both ⟨τ 0 (ϵ F )⟩ and ⟨τ t (ϵ F )⟩ and that such an increase is dramatic for the case when the layer is BLG. ⟨τ 0 (ϵ F )⟩ and ⟨τ t (ϵ F )⟩ are larger in BLG-TI than TI-SLG because, especially at low energies, BLG has a larger density of states than SLG, causing ε(q), which enters in the denominator in Eq. (2), and therefore ⟨τ 0 (ϵ F )⟩ and ⟨τ t (ϵ F )⟩ to be larger in BLG than in SLG. Notice that τ 0 and τ t increase after adding a graphene layer even in the limit when t = 0, as shown by the dashed lines in Fig. 3 . This is due to the fact that the graphene layer screens the dominant source of disorder in the TI even when t = 0. Changes in have only minor quantitative effects as long as < (t,ϵ F ). Figure 4 (a) shows the dependence of χ s x J y on ϵ F for TI, TI-SLG, and TI-BLG for t = 45 meV, δµ = 0, and = 20 meV with out-of-plane magnetizationm =ẑ (solid lines). The dashed lines corresponds to the case = 0. The inset shows a sketch of the system, with charge flowing in the y direction. The direction of the spin accumulation on the top and bottom layers is indicated by the arrows on the electrons. The insertion of a graphene layer strongly enhances the currentinduced spin-density response and therefore the SOT. Now, we consider in-plane magnetization. In this case, the Fermi surface We find that changes in δµ have Figure 4 (c) shows that by increasing the SOT can be raised to values as heterostructures due to the flattening of the DOS of the TI-like bands (see of Fig. 4 show that in TI-SLG and TIcurrent-induced SOT can be expected TI surfaces alone. They show that for a large range of values of δµ and ϵ F fo of χ s x J y due to the presence of the B to 10 or larger [ Fig. 4(c) ].
We also find that the strong enh affected significantly by the value o where we plot χ s x J y as a function In Fig. 5 (a) we plot χ s x J y for TI-FM the response function χ s x J y for TI-S normalized to the response in a TI-F The large enhancement of the spin-density accumulation in TI-graphene systems is due to two main reasons: (i) the survival, after hybridization, of TI-like bands well separated from Rashba bands and (ii) the strong enhancement of the relaxation time τ 0 and transport time τ t due to the additional screening by the graphene layer of the dominant source of disorder. It is important to notice that the presence of the Rashba bands (see Fig. 1 ) not only is not essential for the enhancement of the spin-density accumulation but can be detrimental given that the Rashba bands give χ sx Jy with a sign opposite that of the TI-like bands. This fact can be seen at large Fermi energies for BLG-TI in Fig. 4 (a): for ϵ F 140 meV the Fermi surface intersects the Rashba bands, which by giving a contribution to χ sx Jy opposite to that of the TI-like bands makes the net SOT of TI-BLG slightly lower than the SOT of TI alone. Point (ii) explains the fact χ sx Jy , at low energies, is always larger in TI-BLG than in TI-SLG given that τ 0 and τ t are larger in TI-BLG than in TI-SLG. In addition, it explains the fact that even in the limit where there is no hybridization between the TI and the graphene bands, i.e., t = 0 due, for example, to a large twist angle (see Appendix B), the spin-current correlation function in TI-graphene systems is still larger than in TIs alone for the experimentally relevant case where charge impurities are the dominant source of disorder, as shown in Fig. 4(d In Fig. 6(a) , we show the current-indu accumulation response function dependence amplitude t, normalized to the TI response. TI and graphene hybridize more strongly, l SOT. However, even at vanishing tunneling is still present.
In Fig. 6 (b), we plot χ sx Jy as a functio distance from the TI surface to the effective l d. The farther away the impurities are locate disorder is, and therefore, the larger the exp To estimate the efficiency of the curren TI-graphene heterostructures, we calculate longitudinal conductivity σ ii for the same p linear-response, long-wavelength regime we Figure 7 (a) shows σ yy for TI, TI-SLG, a function of ϵ F in the limit = 0. We see of a graphene layer enhances the conductiv by an order of magnitude or more. Figure 7 exchange term H ex does not affect σ yy signifi shown in Fig. 7 (b) imply that in TI-graphen not only can the current-induced SOT be in TIs alone but also the generation of t less dissipative. For example, for an applie the order of 0.1 V /µm, we can reach a c density accumulation δs x ≈ 5 × 10 7h cm − carrier density in graphene (n ≈ 10 11 cm −2 ), 5 × 10 −4h .
IV. CONCLUSIONS
In conclusion, we have shown that in mag heterostructures the nonequilibrium uniform cumulation induced by a charge current can higher than in TIs alone, giving rise to a gian The reasons for these enhancements are screening by the graphene layer of the do Having established the basic charge transport properties we now briefly discuss spin-dependent transport. A signature effect of the coupling between charge and spin transport that can take place in systems with spin-orbit coupling is the inverse Edelstein effect [91; 92] . In this effect a charge current causes a spin accumulation transverse to the direction of the current. In the long wavelength, dc, limit, of the linear response regime, such an effect is encoded by the spin-current response function:
where s i aa (k) ≡ ak|s i |ak is the expectation value of the i-th component of the spin density operator. Figure 7 (a) displays a significant enhancement of the spincurrent response χ sxJy in SLG-TI (BLG-TI) vdW system, compared to an isolated TI's surface. This enhancement is due to the presence of the graphenic layer and occurs for, both, the case of finite (solid lines) and zero ∆ (dashed lines). As the sketch in the inset shows, a current in the y-direction causes a spin accumulation in the transverse direction x. An increase of δµ can significantly enhance the spin-current response, as shown in Fig. 7 (b) , whereas ∆ has a small effect [80] .
The fact that the Edelstein effect can be much stronger in vdW systems like TI-SLG and TI-BLG effects than in isolated TIs [93] [94] [95] [96] [97] [98] is due to the fact that the bands for the vdW system retain a strong SOC, even after the hybridization of the enhancement as large as the one obtained for out-of-plane magnetizationm =ẑ (⊥ ; solid lines).
We find that changes in δµ have a strong impact on χ s x J y . Figure 4 (c) shows that by increasing δµ the enhancement of the SOT can be raised to values as high as 100 in TI-BLG heterostructures due to the flattening and consequent increase of the DOS of the TI-like bands (see Appendix A). The results of Fig. 4 show that in TI-SLG and TI-BLG heterostructures the current-induced SOT can be expected to be much higher than in TI surfaces alone. They show that for TI-BLG systems there is a large range of values of δµ and ϵ F for which the enhancement of χ s x J y due to the presence of the BLG is consistently close to 10 or larger [ Fig. 4(c) ].
We also find that the strong enhancement of χ s x J y is not affected significantly by the value of , as shown in Fig. 5 , where we plot χ s x J y as a function of at ϵ F = 60 meV. In Fig. 5(a) we plot χ s x J y for TI-FM, while Fig. 5(b) shows the response function χ s x J y for TI-SLG-FM and TI-SLG-FM normalized to the response in a TI-FM system.
In addition, in a TI-graphene heterostructure, by placing the source and drain on the graphene (BLG) and taking into account the high mobility of graphene (BLG), it is possible to force most of the current to flow within graphene (BLG) and the TI's surface adjacent to it. Therefore, we can minimize the amount of spin-density accumulation with opposite polarization that a current flowing in the TI's bottom surface generates. This fact should further increase the net SOT. average τ 0 and τ t as ⟨τ Figures 3(a) and d ⟨τ t (ϵ F )⟩, respectively, for a TI's surface, cture, and a TI-BLG heterostructure, with e that the presence of a graphene layer oth ⟨τ 0 (ϵ F )⟩ and ⟨τ t (ϵ F )⟩ and that such tic for the case when the layer is BLG. )⟩ are larger in BLG-TI than TI-SLG t low energies, BLG has a larger density of ing ε(q), which enters in the denominator fore ⟨τ 0 (ϵ F )⟩ and ⟨τ t (ϵ F )⟩ to be larger in otice that τ 0 and τ t increase after adding a in the limit when t = 0, as shown by the . This is due to the fact that the graphene minant source of disorder in the TI even s in have only minor quantitative effects ). s the dependence of χ s x J y on ϵ F for I-BLG for t = 45 meV, δµ = 0, and ut-of-plane magnetizationm =ẑ (solid ines corresponds to the case = 0. The of the system, with charge flowing in the y on of the spin accumulation on the top and cated by the arrows on the electrons. The ene layer strongly enhances the currentresponse and therefore the SOT. Now, we gnetization. In this case, the Fermi surface for out-of-plane magnetization, which tion of scattering time, transport time, fect more challenging. For concreteness, gnetization direction to bem =x (∥). χ s x J y as a function of ϵ F for in-plane ation and = 20 meV (dashed lines). spond to a TI-BLG-FM, and the black TI-FM heterostructure. We obtained an enhancement as large as the one obtained for out-of-plane magnetizationm =ẑ (⊥ ; solid lines).
We also find that the strong enhancement of χ s x J y is not affected significantly by the value of , as shown in Fig. 5 , where we plot χ s x J y as a function of at ϵ F = 60 meV. In Fig. 5 (a) we plot χ s x J y for TI-FM, while Fig. 5(b) shows the response function χ s x J y for TI-SLG-FM and TI-SLG-FM normalized to the response in a TI-FM system.
In addition, in a TI-graphene heterostructure, by placing the source and drain on the graphene (BLG) and taking into account the high mobility of graphene (BLG), it is possible to force most of the current to flow within graphene (BLG) and the TI's surface adjacent to it. Therefore, we can minimize the amount of spin-density accumulation with opposite polarization that a current flowing in the TI's bottom surface generates. This fact should further increase the net SOT. states in the TI and the graphenic layer, and the fact that the quasiparticle relaxation time can be greatly increased when the dominant source of scattering is charge impurities, thanks to the additional screening provided by the graphenic layer.
As mentioned above, the enhancement of the lifetime gained from the additional screening makes it possible for vdW systems like TI-BLG to have quite stronger spin-charge coupled transport than isolated systems like TIs even when the tunneling between the two layers of the vdW system is negligible. In this section we focused on the case in which the interlayer tunneling is constant; however, it is interesting to note that spin and charge transport are still coupled in such vdW systems even in the limit when the interlayer tunneling is predominantly random, i.e. the diffusive limit [99] .
IV. GRAPHENE-TMD HETEROSTRUCTURES
In recent years, much progress has been made on the characterization of the electronic properties of graphene-TMD heterostructures, both theoretically and experimentally. A monolayer TMD can be either metallic, such as NbSe 2 , or a direct gap semiconductor such as MoS 2 , and WSe 2 . At low temperatures NbSe 2 becomes superconducting and so we defer discussion of graphene-NbSe 2 vdW systems to the following section, see in particular Sec. V B. In this section we briefly summarize the main results for graphene-TMD heterostructures in which the TMD is a semiconductor.
The structure of a TMD monolayer is shown schematically in Fig. 8 (a) where the purple spheres represent the metallic atoms, such as Mo in MoS 2 , and the green spheres the chalcogen atoms, S in MoS 2 . One of the main features of TMDs is the presence of strong SOC, which, in monolayers, induces a sizeable spin splitting of the hole bands [100] [101] [102] [103] [104] located at the corners of the BZ, as shown in Fig. 8 (b) . At low energies, the bands of a TMD semiconductor monolayer such as MoS 2 , belong to different layers they are not constrained to be in any specific relation. Equation (8) also shows that an oddfrequency triplet term is present if both h þ and the singlet pairing in the substrate s SC are not 0, as shown previously [9, 32, 33] . Equation (8) therefore shows that when h þ ≠ 0, and h − ¼ 0, by the proximity effect, we have oddfrequency superconductivity in the 2DEG that has the "opposite" spin structure from the superconductivity in the substrate: triplet if the substrate is a singlet superconductor, singlet if the substrate is a triplet superconductor (with d not orthogonal to h þ ). A very interesting and novel result is that even when h þ ¼ 0, i.e., no ferromagnetism is present in the 2DEG, we can have odd-frequency superconductivity in the 2DEG, without having to assume the presence of a spin-active interface, if the 2DEG has spin-orbit coupling, so that h − ≠ 0, and the substrate is a triplet superconductor with d not parallel to h − (again, we emphasize that because h − and d belong to different layers they are not locked to each other). This is a result that significantly enlarges the set of engineered structures in which to look for oddfrequency superconductivity by adding a whole new class of heterostructures. As we show below, a system that falls into this class is a heterostructure formed by a group-VI dichalcogenide monolayer and a superconductor's surface with Rashba spin-orbit coupling.
TMDs, such as MoS 2 , have recently received a lot of attention due to their unusual electronic properties and potential for applications in electronics. MoS 2 can be exfoliated down to monolayer 2D crystals [4, [42] [43] [44] . These monolayers have been shown to possess a direct band gap of 1.8 eV [4, 45] ; they can be gated [4] , and have exhibited electron mobilities as high as 200 cm 2 V −1 s −1 [4] . Furthermore, the d-electron states exhibit a valley degree of freedom that is coupled to the electron spin [46] [47] [48] . In the context of our problem, this material is of great interest not only because it is a two-dimensional material that is readily available, easily manufactured, and incorporated into heterostructures, but also because of its strong spin-orbit coupling.
Consider the heterostructure shown in Fig. 1 composed of a TMD monolayer on top of a superconductor. The low-energy electronic states of a TMD monolayer are well described by the following valley-dependent Hamiltonian [46] :
where τ i are Pauli matrices acting on the orbital space of the TMD monolayer, a is the lattice constant, γ is the effective hopping integral, u is the energy gap between the valence and conduction bands, α is the strength of the spin-orbit coupling, λ ¼ AE1 is the valley index (λ ¼ 1 denotes valley and λ ¼ −1 denotes the K 0 valley; see Fig. 1 ðk x ; k y ; 0Þ is a vector describing small deviations fro K or K 0 point in k space, and μ is the chemical po [46] . The Hamiltonian in Eq. (9) possesses four eigenst the K and K 0 points, as shown in Fig. 1 : two degenerate conduction states separated by an eV gap from two spin-polarized valence states. Fo analysis the most interesting case is when MoS 2 i doped. For this reason in the following we use an ef two-band model in which we include only the v bands. Considering the large gap between the valen conduction bands this does not introduce any inacc For small k the valence band Hamiltonian can be wri spin space aŝ
Notice that, taking into account the valley index the parity operator, P, acting on a function, fðk; have Pfðk; λÞ ¼ fð−k; −λÞ. Using the notation u Eqs. (7) and (8) we then find that in this h 0 ðkÞ ¼ −f½ða 2 γ 2 =uÞk 2 þ ½ðu=2Þ þ μg, h þ ðk; λ and h − ðk; λÞ ¼ 2λαẑ, whereẑ is the unit vector n to the TMD monolayer. Starting from the general E and (8) we then find FIG. 1. (a) Unit cell for a monolayer transition metal di genide (TMD). A single monolayer is composed o covalently bonded layers trigonally coordinated with a l transition metal sandwiched between two layers of cha (b) Schematic of a heterostructure formed by exfoliating monolayer onto a superconductor. (c) Sketch of th structure of a TMD monolayer with the d-electron appearing at the K and K 0 points with a band gap of separating a pair of spin-degenerate conduction bands from of spin-polarized bands. Notice that the polarization is diff the two inequivalent valleys (K and K 0 ).
257001-3
2 minimum kinetic energy cutoff for planewave expansion was set to 50 Ry. The integration of the total energy was performed within the first Brillouin zone on the uniform k-points Monkhorst-Pack mesh 40 with sizes (10 ⇥ 1 ⇥ 1) for AGNR-MoSe 2 , (16 ⇥ 1 ⇥ 1) for AGNR-NbSe 2 , (20 ⇥ 1 ⇥ 1) for ZGNR-MoSe 2 , and (10 ⇥ 2 ⇥ 1) for ZGNR-NbSe 2 to verify the convergence of the results.
For each structure, the energy bandstructure was obtained with and without relativistic corrections to identify the effect of spin orbit coupling on the electronic structure of the GNR-TMD system.
To keep the presentation self-contained in Fig. 1 we show the band structure for the TMD's monolayers that we consider in the remainder as substrates for GNRs: MoS 2 in Fig. 1 (b) , MoSe 2 in Fig. 1 (c) and NbSe 2 in Fig. 1 (d) . MoSe 2 has a direct band gap equal to 1.33 eV whereas NbSe 2 is metallic. The key feature of TMDs monolayers is the presence of a strong spin-orbit-induced spin splitting around the K-point of the Brillouin Zone (BZ). For a monolayer TMD the strength of the SOC can be quantified by the spin splitting at the K point of conduction or valence band, whichever is largest. For MoSe 2 the conduction band has a spin splitting equal to 188.8 meV, for the NbSe 2 the conduction band has the largest spin splitting, equal to 156 meV, at the K point. Graphene nanoribbons are of two types depending on the type of edges: armchair nanoribbons shown in Fig. 2 (a) , and zigzag ribbons shown in Fig. 2 (b) . In these figures we also show the corresponding lattice constants a AGNR = p 3a G , a ZGNR =a G , for an AGNR and a ZGNR, respectively, where a G = 2.46Å is the graphene lattice constant. Fig 2 (c) and (d) show the typical electronic structure obtained via ab-initio calculations for an AGNR and a ZGNR respectively. In all our calculations, to avoid the effect of dangling bonds, we terminate the edges of the GNRs with hydrogen atoms, shown as small grey sphere in Fig. 2 . The band structure of both types of GNRs has a direct gap. In ZGNRs the gap at k = ⇡ is due to electron-electron interactions that favor a ground state in which the electrons are ferromagnetically polarized along the edges and antiferromagnetically between the edges [41] [42] [43] [44] [45] [46] [47] . AGNRs can be classified in three distinct groups depending on their chirality 48 . Let N be the width, in terms of carboncarbon dimers aligned along the longitudinal direction, of an AGNR. The three ANGRs' chirality classes correspond to ribbons with width N = 3n 1, N = 3n, N = 3n + 1 n 2 N. DFT results 42, 49, 50 show that, contrary to the prediction of simple tight-binding models with constant hopping between the p z orbitals, all three types of AGNRs have a direct band gap at k = 0, but this gap is much smaller for the class with N = 3n 1. For this in the remainder for AGNR-TMD heterostructures we focus on the case when N = 3n 1 = 5.
The GNR-TMD heterostructure is characterized by a one dimensional primitive cell that depend on the stacking orientation of the GNR with respect to the TMD. Let ✓ be the relative angle between the substrate and the ribbon. The condition for a commensurate structure can be expressed as:
where a r is the ribbon lattice constant, a s is the TMD lattice constant and (m, p, q) are positive integers. Equation (1) implies that the integers (m, p, q) mus satisfy the following equation:
We use equations (1), (2) to identify possible commensurate structures with the constrains that the uniform strain on GNR be less than 5%. The primitive vector a h of the GNR-TMD heterostructure is then given by a h = ma r [cos ✓ˆx + sin ✓ˆy] Figure 3 shows schematically the orientation in momentum space of the GNR's and TMD's Brillouin zones for a generic relative ✓. The 2D BZ of the TMD is folded to the 1D BZ of the heterostructure. We can see that for same values of ✓, for example ✓ = 0 the opposite valleys K and K 0 of the TMD BZ fold on the same point of the heterostructure reduced BZ, its point. For other values of ✓, for example ✓ = ⇡/2, equivalent valleys K (and K 0 ) fold on the same point of the heterostructure reduced BZ, Fig. 3 . Considering that the spin splitting at the valley K and K 0 are equal and opposite, due to time reversal symmetry, we can expect the effect of spin-orbit coupling are well described by the following Hamiltonian [105] :
where a is the in-plane lattice constant, γ the in-plane hopping amplitude, λ = ±1 is the index denoting the valley (K or K ), k x k y are the in-plane components of the electrons wave vector, measured from the corner of the BZ,κ i are 2 Pauli matrices in the orbital space [100] , u is the band-gap, µ the chemical potential and 2α is the spin-splitting of the valence bands at the K (K ) point due to the presence of spin-orbit coupling. In the case of MoS 2 these parameters are a = 3.193Å, γ ≈ 1.1 eV, u ≈ 1.65 eV, and 2α ≈ 0.15 eV [100] . Given that the semiconducting monolayer TMDs have a fairly large gap, ∼ 2 eV, and a large lattice mismatch with graphene, one would expect that their effect on the graphene band structure could be negligible. Indeed, it is the case that the effects induced by proximity of the TMD to the SLG (or BLG) are quantitatively small. However, the presence of these effects can be qualitatively very significant due to the fact that in pristine SLG and BLG the spin-splitting from intrinsic SOC is very small, of the order of 10 µeV [106] . This means that even a small enhancement of the SOC induced by the proximity of a TMD monolayer can profoundly affect the electronic properties of SLG and BLG.
Ab-initio calculations [107] [108] [109] show that semiconducting monolayer TMDs such as MoS 2 , MoSe 2 , MoTe 2 , WS 2 , WSe 2 , WTe 2 can enhance SOC in graphene to induce spinsplittings of the order of 1 meV, i.e. orders of magnitude larger than the graphene's intrinsic SOC. The enhancement increases with the atomic number of the metal forming the TMD. For the case of graphene-WSe 2 vdW systems the SOC induced by proximity in graphene is sufficient to create a band inversion of the spin-split bands close to the original graphene's Dirac point. Such a band inversion would allow for graphene ribbons to exhibit the quantum spin Hall effect [108] . The enhancement of the SOC in graphene-TMD vdW systems has 8 been observed, indirectly, via weak antilocalization [110] [111] [112] [113] [114] [115] [116] and spin-relaxation measurements [117] [118] [119] [120] [121] . It has also been suggested that by tuning the twist angle between graphene and the TMD the nature, from Zeeman-like to Rashba-like, and strength of the induced SOC can be tuned [122] . Similarly to the case of graphene-TI systems, also in graphene-TMD heterostructures spin and charge transport are coupled [123] .
For the case of TMD-BLG vdW systems the resulting structure of the hybridized bands is richer and tunable via an external electric field [109] . For WSe 2 -BLG ab-initio results show that the proximity of the TMD induces a gap in BLG of the order of 10 meV and SOC splittings of about 2 meV [109] . Very recent experiments [124] on symmetric WSe 2 -BLG-WSe 2 vdW systems have shown a strong enhancement of the SOC in graphene and clear signatures of the SOC-driven band inversion.
V. SUPERCONDUCTOR-BASED VAN DER WAALS SYSTEMS
Van der Waals heterostructures constructed with superconducting layers are extremely interesting because they allow the realization of novel superconducting states. In particular, when one of the layers has strong SOC, such heterostructures can be engineered to realize topologically non-trivial superconducting states [125] [126] [127] [128] [129] as well as states with oddfrequency pairing [130; 131] . Given the scope of the special issue, below we focus on the cases in which the vdW heterostructure can host odd-frequency superconducting pairing.
A. Odd-frequency pairing
In general, the order parameter describing a correlated electronic state is given by a many-body wavefunction, which must be completely antisymmetric under the permutation of all quantum numbers. This antisymmetry constrains the allowed symmetries of the order parameter. In the limit of static order parameters and a single relevant band degree of freedom, this constraint implies that even-parity order parameters (s-or d-wave) must be odd in the spin index (spin-singlet) while odd-parity order parameters (p-or f -wave) must be even in spin (spin-triplet). The term odd-frequency pairing refers to the possibility that the many-body state is odd in the relative time coordinate, or, equivalently, in the relative frequency. Therefore, odd-frequency states must possess spatial and spin symmetries with the exact opposite correspondence from the static case: i.e. even-parity states must be spintriplet and odd-parity must be spin-singlet. An odd-frequency state was first proposed by Berezinskii [132] as a possible superfluid state for He 3 . Later on, Berezinskii's proposal was extended to superconducting systems [133] [134] [135] [136] [137] [138] . However, it has been pointed out that constraints on the electronphonon interactions inhibit odd-frequency pairing [139] , and that simple models of intrinsically odd-frequency superconducting states may be unstable [140] [141] [142] .
While the status of intrinsic odd-frequency states is uncertain, much progress has been made toward understanding how odd-frequency superconducting correlations can be induced using conventional superconductors in heterostructures. One theoretically well-established example can be found in superconductor-ferromagnet junctions which allow the conversion of conventional s-wave spin-singlet Cooper pairs to odd-frequency spin-triplet pairs, due to the breaking of spinrotational symmetry [130; 143-150] . Experimental signatures of odd-frequency correlations have been observed in real systems [151] [152] [153] [154] [155] [156] [157] . Another notable example is the interface between a conventional superconductor and a normal metal, in which odd-frequency pairing can emerge due to broken spatial translation symmetry [158; 159] . In this case, the magnitudes of the odd-frequency correlations dominate over the even-frequency amplitudes at discrete energy levels coinciding exactly with peaks in the local density of states [159] , indicating a relationship between these odd-frequency pair amplitudes and McMillan-Rowell oscillations [160; 161] as well as midgap Andreev resonances [162] [163] [164] . Similar phenomena have also been predicted to arise in layered two-dimensional systems, like vdW heterostructures, in which one of the components is superconducting [16; 165-172] . Given the growing number of vdW systems available, the high level of tunability of their properties, and the presence of a 2D surface accessible for interrogation by experiments, vdW systems are ideal candidates for studying odd-frequency superconducting states.
A set of general criteria for the emergence of odd-frequency pairing in 2D systems were given in Ref. [16] . To understand how their results relate to layered vdW systems we will now provide a sketch of their derivation.
To begin, we consider a vdW system formed by a 2D crystal with Hamiltonian H 2D , and a superconductor with Hamiltonian H SC . Without loss of generality we assume the superconductor to also be 2D. Let H t describe tunneling processes between the 2D and the SC so that the Hamiltonian H for the entire bilayer system can be written as H = H 2D +H SC +H t , with
whereσ i are the 2 × 2 Pauli matrices in spin space, c † k,σ (d † k,σ ) and c k,σ (d k,σ ) are the creation and annihilation operators, respectively, acting on the fermionic states in the 2DEG (SC) layer with momentum k and spin σ, h 0 (k) is the spin-independent part of H 2D and h(k) is the field that describes its spin-dependent part due to an exchange field and/or spin-orbit coupling. Here, h SC σσ (k) describes the quasiparticle spectrum of the normal state of the superconductor, ∆ σσ (k) is the superconducting order parameter which, in general, has a linear combination of spin-singlet and spin-triplet terms, and t is the tunneling between the 2D system and the SC, which is assumed to conserve both spin and momentum.
To examine the superconducting pairing induced in the nonsuperconducting 2DEG by proximity to the SC, we study the anomalous Green's function, or pair amplitude, within the 2DEG,F 2D k;iωn , which is a 2 × 2 matrix in spin space and a function of both the crystal momentum k and Matsubara frequency ω n . In the absence of interlayer tunneling t no superconducting pairs exist in the 2DEG and thereforeF 2D k;iωn = 0. However, for t = 0 we find that Cooper pairs can tunnel from the SC into the 2DEG, giving rise to superconducting correlations with novel symmetries which depend on the properties of the 2DEG. To understand the symmetries of these induced pairings it is sufficient to consider the leading-order terms in perturbation with respect to the tunneling strength t:
whereF SC k;iωn is the anomalous part of the Green's function for the SC, given bŷ
where s SC k,iωn (d k,iωn ) represents the spin-singlet (spin-triplet) pair amplitudes andĜ 2D k;iωn is the normal Green's function for the 2DEG when t = 0, given bŷ
Inserting Eqs. (22) and (23) into Eq. (21) we obtain the expression forF 2D k;iωn , which can be written aŝ
where F even k;iωn (F odd k;iωn ) are strictly even (odd) functions of Matsubara frequency ω n , and
is the spin-independent amplitude arising from the product of the denominators of the Green's functionsĜ 2D k;iωn ,Ĝ 2D −k;−iωn . For the most general form of H 2D , A k;iωn has both even and odd-frequency terms; however, assuming h 0 (k) = h 0 (−k) and |h(k)| = |h(−k)|, which are true for most systems, A k;iωn becomes an even function of both frequency and momentum. In this case the relative contributions from the evenand odd-frequency pair amplitudes are given by F even k;iωn and F odd k;iωn , respectively. We ca decompose each of these even/odd-frequency amplitudes into spin-singlet and spin-triplet components:
where, for the even-frequency amplitudes we have:
and for the odd-frequency amplitudes:
where h ± (k) ≡ h(k) ± h(−k) is the even/odd parity part of the spin-dependent field in the 2DEG. Here, h + can be interpreted as the field arising from ferromagnetic ordering and h − as the field due to SOC. Focusing first on the even-frequency spin-singlet amplitudes, we note that the first line in Eq. (28) shows that, as expected, if the SC layer has spin-singlet pair amplitudes, spinsinglet pairing is also induced in the 2DEG. Moreover, from the second line of Eq. (28) we see that, due to the presence of SOC in the 2DEG, a singlet term can also be induced by spin-triplet pairing in the SC. It is interesting to note that such contributions are only possible if h − = 0 and can be enhanced by adjusting the angle between h + (k) and h − (k).
Turning our attention to the induced even-frequency spintriplet pairing, we see that the first line in Eq. (29) shows an induced triplet pairing in the 2DEG directly proportional to the d vector in the SC, as expected. The second and third lines in Eq. (29) show that the presence of the spin-dependent h(k) field in the 2DEG layer induces a rotation of the d vector. The last line in Eq. (29) shows that the presence of SOC in the 2DEG layer also converts some of the spin-singlet amplitudes in the SC to spin-triplet pairing in the 2DEG. As in Eq. (28), we only find this symmetry conversion between triplet and singlet amplitudes when h − = 0.
We now focus on the induced odd-frequency amplitudes. From Eq. (30) we see that an odd-frequency spin-singlet amplitude is induced in the 2DEG layer when h + (k) = 0 and a triplet component is present in the SC. In contrast to the case of induced even-frequency spin-singlet pairing, this oddfrequency amplitude emerges due to a conversion of spintriplet amplitude in the SC to spin-singlet amplitude in the 2DEG for finite h + (k) not h − (k).
In the case of the odd-frequency spin-triplet pairing, Eq. (31) shows that two contributions are possible. One of these involves a conversion from spin-singlet pairing in the SC to triplet pairing in the 2DEG when h + (k) = 0. We note that this term, and Eq. (30) are consistent with known results for the case of ferromagnet/superconductor junctions [130; 143-150; 173] . The last term in Eq. (31) shows that a triplet component in the SC can also induce an odd-frequency triplet term in the 2DEG in the presence of SOC, h − (k) = 0, as long as h − is not parallel to d k . Typically, for an isolated system, the superconducting d k vector is parallel to the direction of the SOC field and so the presence of triplet pairing and SOC is not sufficient to realize odd-frequency pairing. However, in a vdW, due to the fact that the vector fields h − (k) and d k live in different layers, the condition h − (k) × d k can be readily realized, as demonstrated in the concrete example below. This fact, also considering the great experimental advances in creating high quality vdW systems comprising a large variety of materials, considerably enlarges the set of systems in which odd-frequency superconducting pairing can be realized and detected.
A real system in which the condition h − (k) × d k = 0 can be realized is a vdW system formed by a monolayer transition metal dichalcogenide (TMD) placed on a superconducting surface with Rashba SOC [16] . Considering only states close to the valence bands in the TMD layer, the Hamiltonian in Eq (17) can be simplified to obtain:
Considering that under parity λ → −λ, we can see that for a 2D system described by the Hamiltonian given by Eq. (32) we have h + = 0, and h − = 2λẑ, whereẑ is the unit vector normal to the TMD monolayer.
Using the general expressions from Eqs. (28)- (31) we can obtain the symmetry properties of the superconducting pair amplitudes induced by proximity in a vdW system formed by a hole-doped monolayer TMD and a generic superconducting layer:
S even k,λ;iωn = ω 2 n + ξ 2 k + α 2 s SC k,λ;iωn − 2λαξ kẑ · d k,λ;iωn (33)
As described for the general case we see that the presence of SOC, proportional to α, mixes the singlet and triplet components for the even-frequency pair amplitudes. The SOC also generates an odd-frequency triplet pair amplitude proportional to the strength of the SOC in the TMD monolayer and the triplet component of the SC, Eq. (36) . We now consider an effective 2D SC with Rashba SOC [174] , which can be realized on the surface of Pb. The surface of this superconductor can be described using the Hamiltonian in Eq. (19) witĥ
where k is the spin-independent part of the electrons' dispersion and η is the strength of the Rashba SOC. The energy eigenvalues ofĥ SC k , E k = K ± η|k|, identify the bands of the SC in the normal phase. For the order parameter,∆, we assume, as is standard [174] , that intraband pairing dominates and obtain the corresponding anomalous Green's function F SC in the energy eigenbasis ofĥ SC k . Rotating back to the spin basis in whichĥ SC k is expressed in Eq. (37) we obtain
where ∆ is the superconducting gap, and
are the singlet and triplet amplitudes, respectively. Notice that the presence of Rashba SOC gives rise to a triplet component with an in-plane d vector, i.e. a d vector that is orthogonal to the h − (k) field due to SOC in the monolayer TMD. From Eq. (36) we see that in vdW systems composed of a TMD monolayer and an effective 2D SC with Rashba SOC an odd-frequency spin-triplet pair amplitude will be induced with strength proportional to the product of the SOC strength in the TMD and the Rashba SOC strength in the SC. In this case, the full anomalous Green's function,
where F even k,λ;iωn and F odd k,λ;iωn have the same form as Eqs. (26) and (27) 
where K λ is the momentum vector at the K (K ) point for λ = 1 (λ = −1). Here, D odd k,λ;iω is the d-vector describing an odd-frequency spin-triplet pair amplitude. Using the above expressions, we find that this pair amplitude corresponds to a term in the anomalous Green's function of the form
wherek is the momentum measured from the center of the BZ.
So far we have assumed that interlayer tunneling conserves spin and is entirely spin-independent. In general, tunneling between between materials with different spin eigenstates is spin-dependent. Such spin-dependence of the interlayer tunneling introduces additional mechanisms [147-149; 175; 176] by which odd-frequency pairing terms can be generated in a vdW system formed by a superconducting layer and a layer with strong SOC. Such mechanisms could naturally emerge in a vdW system formed, for example, by a SC and the surface of a strong 3D TI with a "spin-active" interface, as shown schematically in Fig. 9 . by the microscopic details of the interface [28, [30] [31] [32] . This process is thought to be a common feature of spin-active interfaces [24, 31, [33] [34] [35] [36] and can be thought of as a precession of the incident electron's spin about the magnetization axis of the interface. Let η k ≡ (θ ↑,k + θ ↓,k + θ ↑,−k + θ ↓,−k )/2, δθ k ≡ θ ↑,k − θ ↓,k and ζ k ≡ (δθ k − δθ −k )/2, using this convention a spin-singlet pair |↑⟩ k |↓⟩ −k − |↓⟩ k |↑⟩ −k is converted to e iη k (e iζ k |↑⟩ k |↓⟩ −k − e −iζ k |↓⟩ k |↑⟩ −k ) upon scattering at the interface. Hence a singlet pair in the superconductor develops a triplet component proportional to sin ζ k at the interface. Thus we can see that the most important consequence of the presence of SDIPs is the conversion of purely spin singlet pairing amplitudes to a linear combination of singlet and triplet amplitudes at the interface. Any material that possesses this property could be used to capture the effects we derive for SDIPs. By spin flipping (SF) we refer to tunneling processes that do not conserve the spin of transmitted electrons. This process could be realized by any material whose quasiparticle states are in a spin state that is a different linear combination of spin up and spin down from the superconductor. An example of this kind of material would be a ferromagnetic half metal.
The main difference between a topological insulator and other materials for which the effect of spin-active interfaces have been studied is that, at low energies, topological insulator states possess a spin lying in the plane of the surface whose direction is locked with the direction of the momentum. We will show that this affects the symmetries of the induced pairing, creating odd-frequency m = 1 triplet (S = 1; m = 1) correlations for any spin-active interface that confers SDIPs. To model the system in Fig. 1 we employ the Hamiltonian: H = H T I + H SC + H t where:
where σ 0 is the 2 × 2 identity matrix in spin space, σ is the vector (σ 1 ,σ 2 ,σ 3 ) formed by 2 × 2 Pauli matrices in spin space, k = (k x ,k y ,0), v is the Fermi velocity of the surface states in the TI, µ is the chemical potential in the TI surface, c † k,λ (d † k,λ ) creates a quasiparticle with momentum k and spin λ in the TI surface (superconductor), ϵ k is the energy of a superconductor quasiparticle state measured from the chemical potential in the superconductor,ˆ = − 0 iσ 2 is the order parameter of the superconducting condensate, andT = (t 0 σ 0 + t · σ ) with t = (t 1 ,t 2 ,t 3 ). Notice that the tunneling term accounts for the possibility of spin-flip processes at the interface if t ̸ = 0.
To investigate the effect of the spin-active interface on proximity-induced pairing in the TI we calculate the pairing amplitude in the TI as a function of momentum k and Matsubara frequency ω,F T I (k,ω). To leading order inT we have:
where we have included SDIP by a transformation in spin space at the interfaceF SC θ k (k,ω) = e iη k e i δθ k 2 σ 3F SC 0 (k,ω)e i δθ −k 2 σ 3 , whereF SC 0 (k,ω) = −ˆ /(ω 2 + ϵ 2 k + 2 0 ) is the pairing amplitude in the SC.
Evaluating the expression on the right-hand side of Eq. (2) we find
and There are two basic mechanisms by which an interface can actively affect the spin state |σ : (i) it can impart a spindependent phase |σ k → e iθσ,k |σ k due to the precession of the spin around a magnetic moment present at the interface; (ii) the tunneling Hamiltonian can be off-diagonal in the spin basis,t = t 0σ0 + t · σ, where t is a 3-components vector, leading to spin flips. For case (i), when the interlayer tunneling induces a spin-dependent phase, we can see that a singlet state, |↑ k |↓ −k − |↓ k |↑ −k , is converted, after tunneling, to the state e iηk e iζk |↑ k |↓
. Therefore, we see that a triplet component with amplitude proportional to sin ζ k emerges due to the spin-dependent phase introduced by a spin-active interface, even when the SC only has a singlet pairing.
Using the same leading-order perturbation theory discussed above we can deduce the symmetries of the proximity-induced pair amplitudes in a vdW system that possesses a spin-active interface. Here we briefly sketch how the approach leading to Eq. (21) must be modified in this case, see Ref. [149] for more details. To account for spin-dependent phase factors we replace the anomalous Green's function of the superconducting layer,F SC (k, ω), with a rotated version:
Then, we obtain the following leading-order contribution to the anomalous Green's function in the 2DEG layer:
From Eq. (45) we can readily deduce the symmetries of induced pair amplitudes for a variety of vdW systems by inserting the appropriate system-specific expressions for G 2D and F SC . In Ref. [149] , the pair symmetries given by Eq. (45) were examined assuming a conventional spin-singlet superconducting layer. The analysis was performed for three different 2DEG layers: (i) the surface of a 3D topological insulator (TI); (ii) a ferromagnet with in-plane magnetization, i.e. an easy plane ferromagnet (FE); and (iii) a ferromagnet with perpendicular magnetization, i.e. a z-axis ferromagnet (FZ). We summarize the results in Table I , indicating whether or not odd-frequency pairing can be realized in each of these systems for different kinds of spin-active interfaces, and its character (singlet or triplet). From Table I we see that when the 2DEG layer is either an FZ or FE, odd-frequency pairing is induced for any kind of interface, while odd-frequency pairing can only be induced in the TI in the presence of spin-dependent phases. Comparing the different symmetries for the different kinds of interfaces we see that for both the FZ and FE, spin-triplet pairing is always induced. However, spin-singlet pairing can be induced in the FZ due to spin-dependent phases, even without spin flips, while spin-singlet pairing can only be induced in the FE in the presence of both spin-dependent phases and spin flips. For the TI, the odd-frequency pairing must be spin-triplet.
We note that odd-frequency pairing has also been investigated in buckled honeycomb systems possessing proximityinduced superconductivity [170] .
In contrast to the results presented in this section, in that work the presence of the superconducting layer was accounted for by adding a spin-singlet BCS order parameter to the Kane-Mele Hamiltonian [177; 178] and computing the on-site order parameter self-consistently. For large doping, the authors found that bulk odd-frequency intersublattice pairing emerges when the sublattice symmetry is broken by, for example, an electric field perpendicular to the plane, similar to the odd-frequency interband pairing found in multiband superconductors [179] [180] [181] [182] [183] [184] . At low doping, when the low-energy states are localized at the edge of the sample, the authors performed their analysis in real space for different edge terminations, finding that oddfrequency pairing arises generically, even in the absence of an external field. In the case of the zig-zag edge termination, this was due to the asymmetry between the two sublattices at the edge [170] . In the case of arm chair terminations, the oddfrequency pairing was due to the asymmetry between every other pair of sublattices [170] . In both cases the odd-frequency pairing arises due to an inhomogeneity of the order parameter which naturally occurs in such finite-size systems. This phenomenon was also studied in the 2D surfaces of 3D topological insulators in the presence of an inhomogeneous superconducting order parameter [167] , finding qualitatively similar results.
To conclude this subsection we note that the pair amplitudes given by both Eqs. (21) and (45) represent pairing between electrons in the same 2D layer. However, when the vdW system possesses more than one normal layer, interlayer pairing can also be important, as investigated in Ref. [185] . In that work, a similar analysis to the one leading to Eqs. (21) was performed for a bilayer system coupled to a superconducting layer. The authors explicitly investigated the possibility of interlayer pairing. Interestingly, the authors found that, in general, because tunneling between adjacent layers dominates, an asymmetry emerges between the induced gaps on the two layers. This asymmetry leads directly to odd-frequency interlayer pairing in such vdW heterostructures [185] , similar to phenomena studied in multiband superconductors [179] [180] [181] [182] [183] [184] , double quantum dots [186; 187] , and double nanowires [188; 189] .
B. Proximity induced Ising pairing
We now focus on the set of superconductor-based vdW systems in which the superconducting layer is a TMD monolayer. One of the key features of superconducting TMD monolayers is that the superconducting state is extremely robust against in-plane magnetic fields: superconductivity survives for magnetic fields much larger than the Pauli paramagnetic limit. This is due to the strong spin-splitting of the bands at the Fermi surface in metallic monolayer TMDs induced by strong SOC and a lack of inversion symmetry. These conditions favor a particular spin orientation of the Cooper pairs and the resulting superconducting pairing is termed Ising pairing [190; 191] .
The most commonly studied superconducting TMD is NbSe 2 [190; 191] . The lattice structure is the same as the one shown in Fig. 8 (a) . In its monolayer form the normal state spectrum of NbSe 2 has Fermi pockets around the Γ point, and around the corners (K and K points) of the BZ, as shown in Fig. 10 (a) . As the figure shows, the Fermi surfaces are spin-split due to SOC and broken inversion symmetry. The splitting of the Fermi surface is much stronger for the K and K pockets than for the Γ pocket given that, at the Γ point, the k and −k states coincide. As a consequence, in the superconducting state, the pairing at the K and K pockets is much more robust against external in-plane magnetic fields that at the Γ pocket. Such a difference is hard to detect experimentally in isolated monolayers of NbSe 2 given that even when the Zeeman term due to an in-plane magnetic field is large enough to completely suppress the superconducting gap at the Γ pocket, the superconductivity arising from the states around the K (K ) pockets survives and therefore prevents the use of transport measurements to observe the breakdown of the superconducting state at the Γ pocket.
In vdW systems formed by one monolayer of a material such as NbSe 2 and another, non-superconducting layer we can expect that the superconducting pairing induced by proximity in the normal layer will retain some of the properties of the pairing in NbSe 2 and, in particular, its Ising nature. A natural candidate system to combine with NbSe 2 is graphene.
As pointed out above, there is a large mismatch between graphene's and TMD's lattice constants and so one would expect that no significant hybridization between the graphene's and the NbSe 2 's states could take place. However, for some twist angles the Fermi pockets of NbSe 2 are large enough to overlap with graphene's Dirac points. This is displayed in Fig. 10 (a) where the green and blue lines show the spinsplit Fermi surfaces of NbSe 2 , and the black circle the position of graphene's Dirac points as the twist angle θ is varied between 0 and 360 • . For a range of angles, ±7.2 • [192] , around 0 • (and multiples of 60 • ) the Dirac points intersect the K (or K ) Fermi pocket of NbSe 2 , and for a range of angles, ±3.9 • [192] , around 21.9 • (and multiples of 60 • ) the Dirac points intersect the Γ Fermi pocket of NbSe 2 . As a consequence, graphene can be used to probe the differences between the electronic states of the different Fermi pockets of NbSe 2 , including properties of the superconducting pairing [193] .
Ab-initio calculations [192] show that when placed on NbSe 2 graphene becomes hole doped, Fig. 10 (b) , so that the Fermi energy in the graphene layer is ∼ 400 meV below the Dirac point. These calculations also show [192] that the interlayer tunneling between the two systems is of the order of 20 meV and that this value, and the amount of charge transfer do not depend significantly on the twist angle. Using these values we can construct a continuum model as described in Sec. II to obtain the low-energy properties for generic values of the twist angle. 
where † ks is the Nambu spinor † ks = (D † k , D−k ),
H s (k) is given by Eq. (5) , and is the size of the superconducting gap of NbSe2 close to the point.
For states close to Ks, including the superconducting pairing, the Hamiltonian for NbSe2 becomeŝ
where now k (−k) is understood to be measured from Ks (K ′ s ), and
HsK s (k), HsK′ s (k) are given by Eq. (8) .
For monolayer NbSe2, the superconducting gap is expected to have the same value, , on the and K pocket. In the remainder, we conservatively assume = 0.5 meV [31] .
The Hamiltonian for the graphene 
III. RESULTS
The large lattice mismatch between graphene and NbSe2 would suggest that even in the absence of any twist angle, the electronic states of the two systems would not hybridize. NbSe2's Fermi pockets. As shown in Fig. 2 , there is a large set of values of θ for which the Dirac point of graphene intersects the NbSe2's FS either around the K points or around the point in the repeated zone scheme. For these points, the electronic states of graphene and NbSe2 are expected to hybridize.
From the results shown in Fig. 2 , we see that for small values of θ , we can expect that the graphene's low-energy states close to the Dirac point will hybridize with the NbSe2's states close to the K point. For values of θ close to 30 • , we see that graphene's states will hybridize with NbSe2's states close to the point. For this reason, to estimate the charge transfer and the strength of the graphene-NbSe2 tunneling in the two situations, we performed ab initio calculations for a commensurate heterostructure with θ = −65.2 • , and one with θ = 33.0 • . The parameters identifying these commensurate structures are given in Table I and For twist angles such that the Fermi surface of graphene touches one of the Fermi pockets of NbSe 2 , superconducting pairing can be induced in the graphene layer. Figure 11 (a) shows the value of the induced gap, ∆ ind , in the graphene layer as a function of the twist angle. The red circles indi-cate the values of ∆ ind for the cases when the graphene FS touches the K (K ) Fermi pocket of NbSe 2 . The blue squares denote the cases when the graphene FS touches the NbSe 2 Fermi pocket around the Γ point. These results show that in superconductor-based vdW systems such as NbSe 2 -graphene heterostructures, the size of the gap induced by proximity can be strongly tuned by varying the twist angle. Figure 11 (b) shows how the proximity-induced superconducting gap in the graphene layer depends on the strength of a Zeeman term, V z , due to the presence of an in-plane magnetic field, for different values of the twist angle. The solid lines with circles show the results for values of θ such that the low energy states in graphene hybridize with the low energy states close to the K (K ) point in NbSe 2 . The dashed lines with squares show the results for the cases where the graphene FS touches the NbSe 2 Fermi pocket at the Γ point. We see that in the first case the induced superconducting gap is much more robust against the presence of an in-plane field than in the second case. This is a consequence of the fact that, for the first case, the graphene is effectively probing the superconducting gap of NbSe 2 at the K (K ) where the spin-splitting due to the SOC is much stronger than for the pocket around the Γ pocket, and therefore the Ising nature of the pairing is much more pronounced. This is due to the fact that for θ ≈ 23 • , there is a very strong overlap of the graphene and NbSe 2 FSs. ind rapidly decrease as θ deviates from 23 • and becomes an order of magnitude smaller when θ = 16 • . ind (θ ) has a lower and broader peak for θ = 0, for which ind = 0.05 meV, i.e., for the situation in which the graphene's FS has the maximum overlap with the NbSe 2 K pockets. As θ increases from zero, ind smoothly decreases and becomes negligible for θ ≈ 9 • . Due to the symmetry of the system, the behavior of ind (θ ) has a "mirror" symmetry around θ = 30 • and is periodic with period equal to 60 • , as exemplified by Fig. 13 . We notice that the range of values of θ for which ind is not vanishingly small is larger than what we can infer by simply looking at the overlaps of the graphene and NbSe 2 FSs, Fig. 2 . The reason is that for finite t, graphene and NbSe 2 states that are within the energy window |t| can still hybridize resulting in a nonzero ind . Figure 13 shows that in a graphene-NbSe 2 structure, the superconducting gap can be strongly tuned by varying the twist angle and that, counterintuitively, the maximum induced gap is achieved for a value of θ for which the graphene's FS overlaps with the pocket of NbSe 2 in the second BZ.
Due to the strong SOC in NbSe 2 , the in-plane critical field is much larger than the field corresponding to the Pauli paramagnetic limit. Due to the fact that SOC is also induced into the graphene layer via proximity effect, we find that also for graphene-NbSe 2 heterostructures, the in-plane upper critical field is much larger than the Pauli paramagnetic limit. This is shown in Fig. 14 in which we plot the evolution of ind in the presence of a Zeeman term V z both for values of θ corresponding to the case when the graphene's FS overlaps NbSe 2 's K pockets (solid lines and circles), and for values of θ corresponding to the case when the graphene's FS overlaps NbSe 2 's pocket (dashed lines and squares). We see that in both cases, ind remains finite for V z as large as 40 times the induced gap of the system at zero magnetic field. However, it is also evident that the suppression of ind due to the magnetic field is weaker, and almost independent of θ, for the case when graphene's FS overlaps NbSe 2 's K pockets. This is a consequence of the fact that in NbSe 2 the bands' spin splitting due to SOC is much stronger for the K pockets than for the pocket.
From Fig. 14, we notice that for θ = 22 • the dependence of ind on the Zeeman term deviates from the dependence that we find for the other values of θ: ind suddenly decreases when V z ≈ 15 ind (V z = 0) and it exhibits oscillations for larger values of V z . The reason is that for this value of θ, there are several points in momentum space for which the induced gap is close to the minimum value and, as shown in Figs. 15(a)-15(c), as V Z increases the point, k * , in momentum space where the induced gap is minimum moves. This is in 235404-9 July 13, 2019
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Thanks to all the funding agencies (NSF, ONR, ARO, BSF), Aspen, all the collaborators. The results of Fig. 11 (b) show that in vdW systems like graphene-NbSe 2 , the Ising character of the induced superconducting pairing can be tuned via the twist angle. In addition, they show that in these types of structures graphene can be used to probe the relative strength of the gaps on different parts of the FS of the substrate, and the robustness of these gaps to external magnetic fields.
VI. CONCLUSIONS
In this article we have reviewed recent work on heterogenous van der Waals systems in which one of the components has strong spin-orbit coupling. The field of van der Waals systems is now very large and so we have restricted the discussion to a few exemplary vdW systems.
We first presented the general effective model to obtain the low energy electronic spectrum for a generic stacking configuration. The model relies on parameters that must be obtained via ab-initio calculations, or, when possible, directly from experimental measurements. We then discussed, in detail, the case of a van der Waals system formed by coupling a single layer of graphene to the surface of a three dimensional strong topological insulator. We discussed how the hybridization between the states in these two systems strongly enhances the spin-orbit coupling of the graphene layer. We then considered the electronic transport of graphene-TI bilayers and showed how the enhancement of the spin-orbit coupling in graphene, and the additional screening of charge impurities by the graphene layer, can lead to a considerable amplification of spin-dependent effects, such as the Edelstein effect. We briefly discussed the case of heterostructures formed by graphene and semiconducting transition metal dichalcogenides.
In the second part of the work we discussed the case of heterogenous vdW systems in which one of the components is superconducting. Given the scope of this special issue, particular focus was placed on systems in which odd-frequency pairing can be realized. We first presented a general analysis allowing the identification of conditions for realizing odd-frequency pairing based on a combination of proximity-induced superconductivity and spin-orbit coupling in superconductor-based vdW systems. Based on this general treatment, we observed that vdW systems with spin-orbit coupling are ideal systems for realizing odd-frequency pair correlations. A distinct advantage over bulk superconductors with a similar degree of spin-orbit coupling is that the direction of the field describing the spin-orbit coupling and that of the d k vector describing the spin configuration of a triplet superconductor can be completely different since they belong to different layers in the vdW system. After this general discussion, we examined a concrete example in which this condition can be realized: a vdW system formed by a monolayer transition metal dichalcogenide and a two-dimensional superconductor with Rashba spin-orbit coupling. We then discussed the case of vdW systems in which the interface between the superconducting layer and the normal layer causes the interlayer tunneling to be spin-dependent. We reviewed the conditions under which such a "spin-active" interface can lead to the formation of odd-frequency superconducting pairing. Finally, we discussed the case in which the superconducting layer exhibits Ising superconductivity, as in monolayer NbSe 2 . In particular, we saw that in graphene-NbSe 2 vdW systems the size of the superconducting gap, and its robustness against in-plane magnetic fields, strongly depends on the relative twist angle between the layers.
We emphasize that one of the most interesting features of van der Waals systems is that the choice of layers is, to a large extent, not constrained by chemistry. On top of the flexibility in the choice of constituent layers, recent experimental developments demonstrating that the relative twist angle between layers can be controlled within a fraction of degree allow for an incredible amount of tunability of the interlayer coupling.
As we have seen in our discussion of just a limited sample of possible van der Waals systems with spin-orbit coupling, the ability to combine layers with different properties can be used to realize and control exotic superconducting states and engineer systems with strong spin-dependent transport effects. By continuing to study the myriad combinations of the growing number of two-dimensional crystals, we expect many more novel and surprising electronic properties will be discovered in van der Waals structures.
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