A statistical model has been developed using observed October snow cover and sea level pressure anomalies to predict land surface temperatures for the extratropical Northern Hemisphere. Snow cover has been used in operational forecasts for seven winters and sea level pressure anomalies for three winters. Presented are skill scores for the seven real-time forecasts and for hindcasts for the winters 1972/73-2004/05. The model demonstrates positive skill for much of the eastern United States and Northern Eurasia;
Introduction
It is estimated that about one-third or 3-4 trillion dollars (NOAA 2002; Dutton 2002) of the United States (US) economy is sensitive to the impacts of weather and climate.
Mitigating hazards through advanced warnings and improving the performance of climate-sensitive economic sectors through seasonal prediction are thus of interest to industry and government agencies. The most important advance in understanding climate variability and its application to seasonal prediction has been the linkage of the dominant tropical atmosphere and ocean signal (El Niño/Southern Oscillation or ENSO) with surface temperatures and precipitation patterns across the globe. However, predictive skill for temperature forecasts outside of the tropics, including the U.S., has been mixed (Barnston et al. 1999; Spencer and Slingo 2003) . For example, temperature anomalies during the winter of 2002/03 were poorly predicted by U.S. forecast centers, despite the occurrence of a moderate El-Niño. Clearly, much room for improvement remains in our understanding of wintertime climate variability, in particular in the extratropics, where the dominance of ENSO is more tenuous. Better understanding of the dominant mode of NH winter climate variability, referred to as the North Atlantic Oscillation (NAO) or the Arctic Oscillation (AO), which could lead to improved predictability, is often recognized as the next most important anticipated advance in seasonal climate forecasting (Cohen 2003) , especially for the eastern U.S. and Europe, regions where forecasts based on ENSO have little or no skill. Dunkerton 1999; Fletcher and Saunders 2006; Perlwitz and Graf 1995) . Linking the AO to slowly varying boundary conditions could provide predictability, nonetheless, recent articles on the subject have emphasized the lack of understanding of the underlying dynamics driving NAO variability and consequently its poor predictability (Hurrell et al. 2001 ).
During the period it has been extensively monitored, snow cover has exhibited similar trends to the Northern Hemisphere (NH) climate cycles, peaking in the late 1970's and collapsing to record minimum values in the late 1980's and early 1990's (Robinson, 1996) . In the NH, snow cover is the most variable land surface condition in both time and space (Cohen, 1994) making it a viable candidate for amplifying climate and atmospheric anomalies. Cohen and Entekhabi (1999) first demonstrated that the time series of fall Eurasian snow cover is significantly correlated with the winter AO. Bojariu and Gimeno, 2003 , Saito and Cohen, 2003 , Saunders et al., 2003 further demonstrated that the significant relationship between Eurasian snow cover and the winter AO is not limited to the fall but is evident in the summer as well. Therefore snow cover is potentially useful as a leading indicator of winter climate, especially those land areas in the North Atlantic sector where the influence of the NAO/AO are strongest.
A simple model has been developed making use of observed Eurasian snow cover and seas level pressure (SLP) anomalies for winter climate prediction of extratropical NH surface temperatures. In this paper we will demonstrate the skill of this model tested both in real-time and in hindcasts, consistently outperforms winter forecast from the major governmental forecast centers. This paper is meant to further demonstrate the link between fall snow cover and regional atmospheric anomalies and the NH general circulation on seasonal time scales and the potential societal benefit of incorporating snow cover variability in seasonal climate forecasts.
SLP/snow index
The universal lynchpin of seasonal forecasts has been the ENSO phenomenon (Barnston et al. 1994; van Oldenborgh et al. 2005; Saha et al. 2006) . The modern age of seasonal forecasts is considered to have been born in the winter of 1997/98 when the US government successfully forecasted temperatures and precipitation across the US.
However repeat success has remained elusive. Plotted in Figure 1 is the correlation of the Nino 3.4 index and NH extratropical surface temperatures. Little of the NH land masses are highly correlated with ENSO with the exception of the immediate West Coast of North America and the Canadian prairies. Based on this figure, ENSO-derived correct temperature forecasts would be the exception rather than the rule given the scarcity of significant correlations.
We performed an Empirical Orthogonal Function (EOF) analysis on observed surface temperatures (T s ) from the NCEP/NCAR Reanalysis data, years 1972 (Kalnay et al. 1996 ; the dominant mode of variability for December, January and February (DJF) accounts for 18% of the total variance (not shown; pattern closely resembles Figure 2 ).
The first mode is often referred to as a quadropole and is associated with winter season NAO/AO variability (Wallace and Gutzler 1981; Barnston and Livezey 1987; Thompson and Wallace 1998) . The dominant temperature pattern is characterized by two samesigned anomaly centers stretched across Northern Eurasia and the eastern US and two same-signed anomaly centers across the Mediterranean and North Africa and Northeastern Canada and Greenland. So for example when the NAO/AO is negative anomalous high pressure over the continents advects a cold flow of air over Northern Eurasia and the eastern US while North Africa, the Mediterranean, Northeastern Canada and Greenland are warmed by an anomalous southerly flow of air. Comparison of the correlation maps of the winter AO and winter Nino 3.4 index with NH extratropical winter T s , shows that a correct prediction of the winter AO would provide as much as 50% improvement in temperature variance explained over Eurasia and 30% improvement in temperature variance explained over the eastern United States compared with a correct prediction of the ENSO-state.
The National Oceanic and Atmospheric Administration (NOAA) produces weekly largescale observations of the spatial extent of NH continental snow cover primarily based on visible-band satellite imagery (Robinson et al. 1993) . From the weekly data, a time series is created for the areal extent of Eurasian snow cover for the month of October ). Next we correlate the time series of Eurasian October snow cover with the time series of the first EOF of T s (Fig. 1 ). The two time series are correlated at a value of 0.45, which is statistically significant at the 99% confidence interval. Also shown in Figure 1 is the correlation of the Eurasian October snow cover time series with the grid point time series of DJF T s . The pattern of temperature variability associated with interannual snow cover anomalies is reminiscent of the pattern associated with the winter NAO/AO. Present is the quadropole pattern, though weaker, with one signed anomaly in the eastern US and across northern Asia and opposite signed anomalies in Northeastern Canada, Greenland, and the western portion of North Africa and the Mediterranean. The most notable difference between the AO pattern of variability and that associated with snow cover is the lack of significant correlations across Europe. Cohen et al. 2001 , were the first to attempt to increase the correlation value of Eurasian snow cover by combining it with an observed simultaneous atmospheric variable. They derived a time series from observed October snow cover and SLP anomalies from a fixed gridpoint in Siberia, also from October, which was more highly correlated with the winter AO than using snow cover alone. Finally Cohen et al. (2002) postulated that the winter AO, which is hemispheric in scale, originates in the fall as a regional lower tropospheric anomaly that propagates and grows during the course of the cold season. The associated SLP anomaly was not fixed in space but rather could originate in different regions of Eurasia and the North Atlantic. An index that was derived using both the dominant SLP anomaly in October and October snow cover anomalies could then be combined into a single index that was highly correlated with the winter AO index. The correlation value between the October SLP/snow index and the winter AO is 0.9. This index has been used operationally for the past three winter forecasts. However this index is based on forecaster interpretation as the SLP anomaly chosen for the index is derived from an analysis of hemispheric temperature and Eliassen-Palm flux anomalies and forecaster experience (techniques are described in Cohen et al. 2002 and Cohen 2003) .
For the hindcast validation we use an alternate October SLP/snow index that is less skillful but is not dependent on forecaster interpretation and is therefore more easily reproduced. Gridded monthly-mean October SLP anomalies for northern Eurasia are analyzed over the domain 0-180ºE and 50-80ºN. If a single SLP anomaly center is observed over this region then its central maximum denotes the value for the SLP anomaly for the index. If multiple SLP centers are observed then the chosen SLP value depends on the sign of the contemporaneous October Eurasian snow cover anomaly. If the snow cover is above normal a positive anomaly is chosen and if the snow cover is equal to or below normal a negative anomaly is chosen. For the hindcasts, this algorithm produced a unique solution for the SLP anomaly. The weighting for the two variables is determined by the multiple regression of the SLP and snow anomalies with the observed winter AO index. This yields the equation: For the hindcasts, the value of ! = 0.25, "=0.40 and #= 0.0. In Figure 2 we plot the SLP/snow index and the correlation value with the winter AO, which is equal to 0.61. Figure 2 is the correlation of the October SLP/snow index with NH T s .
Also shown in
Again the quadropole pattern of temperature variability is noted with the same signed anomaly across northern Eurasia and the eastern US and opposite signed anomalies in northeastern Canada, Greenland, North Africa and the Mediterranean. In comparison to the correlation map of just October snow cover, the correlations are higher and Europe is now included in the region of significant correlations. The plot closely resembles that of the AO correlated with T s . The SLP/snow index is the basis of a simple statistical model used to make real-time winter forecasts for the US, Europe and Asia. The current forecast model uses October snow cover and SLP anomalies and the recent trend in DJF surface temperatures as predictors for surface temperatures. However in some of the earlier real-time forecasts, summer snow cover and ENSO were also used as predictors in the model. In the remainder of paper we will refer to this statistical model as the snowcast model or SCAST model for short.
Forecast Verification
The accuracy of seasonal forecasts and hindcasts is referred to as the prediction 'skill'. In this study, we assess skill using two skill measures. First, we employ the Pearson product-moment correlation coefficient between the observed and predicted values.
Henceforth, this measure is referred to as the anomaly correlation coefficient (ACC) or simply the anomaly correlation. Second, we employ the percentage improvement in Root Mean Square Skill score (RMSS) over a simple forecast of climatology.
RMSS =
100 as opposed to the anomaly correlation, it penalizes bias in prediction models. However for consistency between forecasts (where we analyze their average root-mean squared error) and hindcasts, we use the closely related RMSS.
The statistical significance of the anomaly correlation is estimated using a Student's t-test against the null hypothesis of zero correlation. Serial correlation in the temperature data could cause spurious inflation of the prediction skill. We correct for this using the method of Davis (1976) to reduce the number of available degrees of freedom in the hypothesis test. Since the RMSS has no lower bound, a probability density function of RMSS values exhibits a large positive skewness. Therefore, no significance test is carried out for the RMSS skill values. We also assess the spatial accuracy of our hindcast model. This is achieved using pattern correlations where forecasts and observations are compared at each gridpoint, and the average gridpoint root-mean-square errors (RMSE) in the domain (Wilks 1995 (Palmer et al. 2004) . No bias correction is applied to these ensemble means, which could introduce some bias in the hindcast climatology and, subsequently, the hindcast skill assessment (e.g., Palmer et al. 2000) .
Model Skill

a. Real time forecasts
The SCAST model has been used operationally for seven consecutive winters (1999) (2000) (2001) (2002) (2003) (2004) (2005) fixed with just these two predictors.
In Figure 3 Similarly the average RMSE is approximately 1.5 ºC for Europe and the NH but approximately 0.9 ºC for the US.
b. Hindcasts
Cross-validated hindcasts were produced using the SLP/snow index described in section 2 above for the winters of 1972/73 through 2004/05. In Figure 5 we plot the RMSS on the skill is mostly confined to Siberia. And though the skill for the hindcasts is modest, it represents a large improvement over other operational forecast models in the mid to high latitudes of the NH, as will be shown below.
Besides the SLP/snow index the other predictor in the model is linear trend. Significant regional trends are observed in NH air temperatures but little or no trend is observed in the time series of October Eurasian snow cover, October Eurasian SLP anomalies and the winter AO over the hindcast period. This suggests that linear trends should not contribute significantly to the derived skill in predicting NH air temperature from the SLP/snow index. However, it is important to quantify the proportion of hindcast skill that comes from linear trend. In Figure 6 we plot the relative contribution of trend to the overall model skill for North America and for the NH. Based on the anomaly correlation the trend contributes no discernible skill to the forecast. However based on the root mean skill score, the trend contributes positive skill in regions where the SLP/snow index is not highly correlated with T s ; parts of the western US and central Eurasia. In fact in some of the regions where the model has its highest skill, such as in the eastern US and Northern Europe, the trend contributes negative skill. The skill from trend appears to extend spatially or compliment the skill derived from the SLP/snow index rather than be a significant contributor to or overlap those regions where the SLP/snow index has skill.
In Table 2 we include the mean value and the standard deviation for both the pattern correlation and the RMSE for the US, Europe and the NH for the hindcasts. All three regions show positive pattern correlations, though in contrast to the forecasts, Europe has the highest pattern correlation and the US is lower and equal to that of the NH. The average RMSE for all three regions is between 1.2-1.5 ºC with the US region scoring the lowest RMSE values. The pattern correlations for the hindcasts are lower than for the forecasts, though the RMSE are consistent or slightly lower with the exception of the US, where the RMSE is considerably higher for the hindcasts than the forecasts. The model is different for the forecasts than the hindcasts and that difference is contributing to the differences in the pattern correlations; though with the possible exception of the US the RMSE seems to be less sensitive to the choice of SLP/snow index.
c. Comparison with dynamical models
The major forecast centers including those in the US and in Europe are relying more and more on coupled atmosphere ocean dynamical models and less on statistical models for seasonal forecasts. Statistical models most heavily rely on ENSO as predictors for temperature and precipitation (Barnston et al. 1994) . Dynamical models are also highly tuned to SSTs in general and the ENSO cycle in particular (van Oldenborgh et al. 2005) , though the models attempt to include many of the major processes in the ocean-landatmosphere climate system. Therefore, given the completely different emphasis of the SCAST model and the major GCMs employed at some of the world's largest forecast centers, it is a worthwhile exercise to compare the skill derived from hindcasts between the SCAST model and some of the most widely used GCMS in seasonal forecasting.
In Figure 7 panels a) and b) we plot the anomaly correlation and the RMSS for the CFS, which is the GCM used by NOAA's CPC for seasonal forecasting. Positive model skill is shaded in red. The CFS model shows little consistent skill for North America with the exception of the north slope of Western Canada and Alaska. In panels c) and d) of Figure   7 , we plot the difference in skill between the SCAST model and the CFS model; blue shading indicates that the CFS model has greater skill and red shading that the SCAST model has greater skill. The superior skill demonstrated by the SCAST model is especially large in the eastern US, a region not well correlated with ENSO variability but is highly correlated with AO variability. For both skill metrics, the SCAST model demonstrates greater skill for most of the US especially when comparing the RMSS. In Figure 8 we show the same plot as Figure 7 but now for the entire extratropics of the NH.
The superior skill of the SCAST model is not limited to the US but is widespread across the NH extraropics including most of Europe and Asia.
In Figure 9 we plot the difference between the Canadian seasonal forecast GCM and the 1972-2005, also included is the correlation value between the two time series. included is the correlation value between the two time series. 
