Abstract. We present a simple proof of the C 1 regularity of p-anisotropic functions in the plane for 2 ≤ p < ∞. We achieve a logarithmic modulus of continuity for the derivatives. The monotonicity (in the sense of Lebesgue) of the derivatives is used. The case with two exponents is also included.
Introduction
The minimization of the "anisotropic" variational integral in Ω. The equation is demanding even in the plane. We shall restrict ourselves to the case n = 2 and 2 ≤ p 1 ≤ p 2 < ∞. Our object is the continuity of the gradient ∇u = (u x 1 , u x 2 ) in the plane. The recent work [1] in Ω, with only one exponent 1 < p < ∞. They proved that u ∈ C 1 loc (Ω). Our first result is a very simple proof of the continuity of the gradient. Theorem 1.1. Let p ≥ 2 and suppose that u ∈ W 1,p (Ω) is a solution of (1.3) in Ω. Then ∇u is continuous and
where A = A(p) and B r , B R are concentric balls B r ⊂ B R ⊂ B 2R ⊂⊂ Ω. 
in Ω, under the restriction 2 ≤ p 1 < p 2 .
is a solution of equation (1.2), then the gradient ∇u is continuous and Here we encounter an extra difficulty. Naturally
, and, consequently, u x 2 ∈ L p 1 (Ω), but one cannot assume u x 1 ∈ L p 2 (Ω). Indeed, the term |v x 1 | p 2 is not present in the variational integral (1.1). This difficulty is discussed in [6] . Under the restriction p 2 < p 1 + 2, this problem is settled in Proposition 5.1 below, the proof of which is a direct adaptation of the method in [4] . By a recent result in [3] , the solution of (1.2) is locally Lipschitz continuous (n = 2, 2 ≤ p 1 ≤ p 2 ), see Theorem 1.4 and Remark 1.5 there. By Rademacher's Theorem the gradient belongs to L ∞ loc (Ω). Thus the integral in the right hand side is convergent also for p 2 ≥ p 1 + 2. Nonetheless, we have included a sketch of the proof based on the iteration in [4] , since the extra assumption leads to a considerable simplification. Furthermore, this approach seems to allow a generalization to the vector valued case.
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Standard Estimates
Notation. We use standard notation. B r = B r (a) denotes the ball {x ∈ R 2 : |x − a| < r} and when several balls like B r , B R appear in the same formula they are assumed to be concentric. Usually, i means 2 i=1 , although the formulas in this section are valid also in n dimensions. A variable subscript in a function denotes a derivative with respect to that variable, e.g.
Regularization. We shall regularize the equation so that at least second continuous derivatives are available. The variational integral
has Euler-Lagrange equation
By elliptic regularity theory, u ǫ is smooth.
Lemma 2.1. Let u ǫ be a solution of (2.1). We have
where a = a(p 1 , p 2 ).
Proof. Use the test function φ = ξ p 2 u ǫ in (2.1).
Lemma 2.2. Let u ǫ be a solution of (2.1). For ν = 1, 2 we have
Proof. We can use the derivative φ x ν in place of φ as a test function in (2.1). An integration by parts with respect to x ν yields the differentiated equation
Now use the test function
and Young's inequality.
Remark 2.3. The quantity |u
) 2 has unfavourable exponents. A bound independent of ǫ is not immediate for the term
Corollary 2.4. Let u ǫ be a solution of (2.1). We have
where C = C(p 1 , p 2 ).
Proof. Use
and sum over ν.
Convergence. u ǫ −→ u.
Let u ∈ W 1,Ô (Ω) be a solution of equation (1.2). Here we take B R ⊂⊂ Ω and let u ǫ be the solution of (2.1) with boundary values u on ∂B R . Subtract the weak equations (1.2) and (2.1) and use the test function φ = u ǫ − u. After some arrangements
and the last term can be absorbed into the left-hand side. The inequality
The next Lemma follows from this.
Lemma 2.5. Assume u ∈ W 1,Ô (Ω) solves equation (1.2) and let u ǫ be the solution of (2.1) in B R with boundary values u on ∂B R . Then
as ǫ → 0.
Proof. It remains to establish the convergence of the functions. If p 1 > 2 it follows from Morrey's inequality in the plane that
The case p 1 = 2 follows from Lemma 3.1 below, since the maximum/minimum principle obviously is valid for u ǫ . Monotone functions are discussed in [7] .
Oscillation of monotone functions
holds for all concentric disks B r 1 ⊂ B r 2 ⊂⊂ Ω.
Proof. As on page 388 of [5] an integration in polar coordinates yields We shall apply the oscillation Lemma to the functions
To this end, we prove that u ǫ
is monotone. This is credited to [1] . Proof. Fix ν. Assume first that u ǫ x ν ≤ C on ∂B r , where C is a constant. We claim that u ǫ
Use the test function 
Observe that
log R r by the elementary inequality (2.3) . Choose the test function ξ in Corollary 2.4 so that 0 ≤ ξ ≤ 1, ξ = 1 in B R , ξ = 0 in Ω \ B 3R/2 , and |∇ξ| ≤ CR −1 . Thus we can majorize the right hand side:
which is uniformly bounded in ǫ (0 < ǫ < 1). To see this, it is enough to test equation (2.1) with φ = u ǫ − u and use Young's inequality to get
Since, by Lemma 2.5, u ǫ x i −→ u x i a.e. in B 2R as ǫ → 0 (at least for a subsequence), we finally obtain (osc
This concludes the proof of Theorem 1.1.
Hence the powers in the iteration become p 1 ,
This yields the Lemma, but for u ǫ,σ insted of u ǫ . The limit procedure σ → 0 leads to the desired result, when one uses the minimization property
provided that we already know¨B
To get rid of this restriction, we use a convenient convolution with some mollifier ρ: 
where R * > R, and R * − R can be made as small as we please (depending on ρ in the convolution). We used the fact that the convolution is a contraction. We now have a bound free of σ and can take the limit as σ → 0. The result is
As u * = u * ρ → u, we conclude from
that the weak limit in L 2 (B R ) of ∇u ǫ, * must be ∇u ǫ , since the minimizer of this strictly convex variational integral is unique. By weak lower semicontinuitÿ which is a finite quantity independent of ǫ. The desired result follows as ǫ → 0. The general case can be extracted from Theorem 1.4 in [3] .
