Abstract Identifying locations of nodes in wireless sensor networks (WSNs) is critical to both network operations and most application level tasks. Sensor nodes equipped with geographical positioning system (GPS) devices are aware of their locations at a precision level of few meters. However, installing GPS devices on a large number of sensor nodes is not only expensive but affects the form factor of these nodes. Moreover, GPS-based localization is not applicable in the indoor environments such as buildings. There exists an extensive body of research literature that aims at obtaining absolute locations as well as relative spatial locations of nodes in a WSN without requiring specialized hardware at large scale. The typical approach consists of employing only a limited number of anchor nodes that are aware of their own locations, and then trying to infer locations of non-anchor nodes using graph theoretic, geometric, statistical, optimization and machine learning techniques. Thus, the literature represents a very rich ensemble of algorithmic techniques applicable to low power, highly distributed nodes with resource-optimal computations. In this chapter we take a close look at the algorithmic aspects of various important localization techniques for WSNs.
Introduction
A common vision on applications of wireless sensors is that of a large number of distributed devices embedded for tight interactions with physical world. An essential challenge to work with a wireless sensor network (WSN) is to create a seamless coupling with the physical world, often as an unattended control system. In order to operate as a long-lived unattended control system, a WSN must be energy aware, self-configuring, and achieves desired global behavior by predominantly localized algorithms. Understandably, a network wide collaboration is absolutely essential in order to achieve expected global behavior. For meaningful collaborative processing, individual sensor data should be associated with spatial and temporal coordinates. Therefore, energy efficient techniques for sensor localizations are critical to the operations of a WSN as an unattended system.
Importance of Localization
Sensors are used for gathering environmental data such as temperature, pressure, humidity, radiosity, etc. The collected data assist in predicting likely occurrence of events such as bush fire, radio-active leaks, failures in structures, and many other impending disasters including earthquakes, floods and weather changes. Early prediction of such events helps in planning adequate response system that may either prevent those events or mitigate the consequential damages. The response system should have the ability to extract context from the gathered sensory data if it were to predict the events correctly and operate at the expected level of efficiency. A context is defined by ambiences among which location (both spatial and temporal) is the most critical ingredient.
WSNs with sensing capabilities can gather vital security related parameters such as radio communication, signs of accelerated activities, or vigorous movements in an area to aid in developing a security response and advanced warning system. But these sensed parameters are useless unless they are accompanied by corresponding location information. Although location information can be fed manually, it may not be feasible in a large deployment area . So it is necessary to develop a system that can automatically updates location information of all nodes in the deployment area.
Navigation and vehicle tracking is another area where the use of WSNs is found to be extremely useful. Vehicle tracking with autonomous interception mechanism can be deployed in an outdoor area. It senses entry as well as movement of an offending evader in the area. A cooperative mobile agent may be dispatched for intercepting the evader as soon it gets detected before any damage is done. The successful realization of such a tracking and interception system is dependent on the location information in two tiers. Firstly, the sensors must be able detect the evader as soon as it enters the area and be able to track it while the evader continues to move around in the area under observation. Secondly, the update on the location information of the evader must be routed to intercepting mobile agent so long as it continues to pursue the evader.
Apart from context related computations in application level tasks discussed above, the knowledge of sensor locations is also essential for network level operations in WSNs. In a WSN environment, some nodes may die out due to fast drainage of battery. Often, in order to reestablish coverage and connectivity, new nodes may also be injected into the network, or old dead nodes may become alive following battery replacements. Under this scenario of frequent changes in topology of WSNs, geography routings are found to be more efficient than topology based routing schemes. The basic issue that should be addressed in a geography routing scheme is its ability to gather location information and to have a location tracking mechanism for establishing connectivity before routing data. Resource scarcity prohibits sensors to maintain tables of locations. Moreover, the dynamic nature of topology configuration renders location tables frequently. So, localization or finding locations of sensor nodes is a fundamental step in routing or transmission of data in a WSN.
The problem of localization in WSNs attracted a lot of attention from researchers. A compendium of knowledge representing rich ensemble of algorithmic issues can be found in the existing literature. In this chapter, we attempt to review the existing literature with emphasis on the algorithmic roots of sensor localization techniques.
Generic Approach to Solution
Most localization schemes approach the problem with the assumption that there is a small set of nodes which are aware of their locations. Such nodes, typically known as anchors, are placed at fixed points or equipped with geographical position system (GPS) devices. The anchor nodes serve as references for localization of other nodes. The number, the density and the deployment of reference nodes raise a trade-off with the location accuracies achievable through localization methods based on proximity to anchor nodes.
In order to alleviate the inherent problem of low accuracy in proximity based localization, additional measurements on distance between nodes or angles or combined measurements have been proposed. Distance measurements can be obtained by utilizing the Radio Signal Strength Indicator (RSSI), Time of Arrival (TOA), Time Difference of Arrivals (TDoA), and so on, while angle measurements rely on compasses or radio array. Given the reference points and the spatial relationship, nodes can be localized by exploiting the geometric relationships among the nodes. The tradeoff between hardware cost and the accuracy of measurements motivates the study on probabilistic model for radio signal strength leading to localization results in terms of distribution of locations or deployment regions.
Absolute location can be determined if the anchor nodes are aware of their absolute locations. However, in certain applications absolute locations may not be very important. Localization methods with the absence of known locations focus on the problem of forming a map of nodes with respect to a stand-alone coordinate system [1] . Given the absolute locations of a subset of the nodes, these relative locations can be transformed into absolute ones when needed.
The use of mobile reference nodes is advantageous for localization of nonlocalized nodes as it becomes possible to get more measurements on spatial relationships by moving anchors along certain trajectories. A mobile reference node likely to have more resources compared to the ordinary static nodes that need to be localized. However, the cost of deploying a mobile anchor can be high. So, only a limited number of mobile reference nodes can be deployed. Yet mobile assisted localization is able to bring significant improvement to localization of static nodes.
Known Algorithmic Approaches
The localization methods proposed for sensor nodes can be categorized into five groups: distributed algorithms, centralized algorithms, iterative algorithms, mobilityassisted approach, and statistical techniques.
In distributed algorithms, a sensor node localizes itself through message exchange with a number of neighbors that are aware of their locations. It is essentially the propagation of the location information of the anchor nodes, which know their own locations, through interactions among anchor nodes and non-anchor nodes. The anchor nodes can be more than one hop away from the non-anchor nodes when the density of the anchor nodes is low. Less is the number of anchors, the more the localization relies on the spatial relationship among non-anchor nodes. A distributed algorithm considers a part of the network when localizing one sensor node. The densities of anchor and non-anchor nodes play important roles in determining the size and topology of the partial network. Since the spatial relationship among sensor nodes can be inaccurate or noisy, a partial network consisting of one-hop neighbors may not be sufficient for estimating accurate locations. However, a partial network consisting of multi-hop neighbors may introduce more noises into the localization process. Therefore, the key point in the design of distributed algorithms is to obtain the most accurate location estimates given the densities of the nodes and the means of interpreting the spatial relationship.
When the density of the nodes and the information on their spatial relationship no longer suffice for good estimates of locations, a centralized algorithm may be more appropriate to use. It aims at obtaining locations of the non-anchor nodes with the network-wide message exchange and computations. A centralized algorithm is usually expensive to implement, although it naturally solves the anchor-free localization problem by providing a network-wide relative locations of the sensor nodes. It is worth noticing that a centralized algorithm can be transformed into a distributed algorithm by applying the centralized algorithm on the set of subnetworks that partitions the whole network.
The goals of iterative techniques include the control of error propagation and stitching local maps of sensor nodes. A centralized algorithm can be applied itera-tively on clusters of sensor nodes. Whereas, a distributed algorithm adopts iterative techniques to refine the initial estimate on the locations through feeding more range measurements or information of spatial relationship to the localization process.
In order to deal with low density of anchor nodes, mobile anchors are introduced to improve the localization accuracy. Furthermore, there exist approaches that take advantage of the mobility of sensor nodes. These mobility-assisted approaches are mostly distributed algorithms due to the dynamic nature of the scenario.
Statistical techniques have been proposed to localize sensor nodes when other approaches tend to fail because of the noisy measurements, especially in the indoor environments. They are a mix of centralized and distributed algorithms, and also rely on the iterative process to refine the location estimates.
From the above discussions, we discern that the classification of distributed algorithms and centralized algorithms provides only little indication about the features of the localization approaches. Therefore, it is more natural to study localization algorithms under four groups, namely, range-free, range-based, anchor-free, anchorbased. In addition, we also discuss the iterative process, the mobility-assisted approach and the statistical techniques.
Inherent Challenges
The inherent challenges facing the localization approaches include the network density, the noisy measurements and the resource constraints. The first two challenges inspire a variety of approaches to different algorithmic features, while the last challenge corresponds to the complexity of the algorithm applied in the approach.
Network Density: Localization algorithms are required to deal with different densities of sensor nodes. In a dense network with abundant reference nodes, a good localization result could be accomplished without much difficulty. In contrast, for sparse networks, the available knowledge, such as the known locations, proximity information, range measurements or angle measurements, could be insufficient for determining the exact locations of nodes. Thus, the key challenge for the localization problem in a sparse network is to achieve the maximum localization accuracy given a limited number of anchor nodes or measurements.
Noisy Measurements: Since measurements on proximity, range and angle are subject to noise due to the inherent uncertainty of a wireless signal, localization algorithms are expected to be able to deal with noisy measurements. Therefore, additional efforts on modeling the noises and alleviating the impacts on localization performance are critical to the success of localization methods.
Resource Constraints: To enable cooperation among nodes in the localization process, information exchange between neighboring nodes adds to the energy consumption and the bandwidth occupancy. For centralized localization algorithms, where cooperation is orchestrated through a central node (usually the base station), extra communication cost is incurred for collecting and forwarding the measurements to the base stations and sending the localization results to the nodes.
A number of excellent surveys on localization in sensor networks have been published in recent years [2] [3] [4] [5] . Most of them reported either the early results on localization in WSNs or methods having origin in cellular networks and robotics. Our focus in this chapter is not just yet another survey but to provide a comprehensive discussion on sensor node localization problem with representative references and an inherent perspective on the algorithmic aspects of localization approaches.
Chapter Organization
This chapter has been organized as follows. In section 9.2, we study the algorithmic aspects of range-free techniques based on the unit disk model and other related graph theoretic solutions. Section 9.3 deals with range-based techniques which depend on geometry of nearness exploiting relationships among spatial coordinates of sensor nodes and anchor nodes. Some of the localization approaches rely on the use of additional hardware. These techniques are preferable, especially, if accuracy is the overriding concern. Section 9.4 provides a summary of such techniques. Optimization techniques work with iterative refinement of crude initial solutions. These techniques can, therefore, be clubbed as iterative processes. Section 9.5 deals with two important iterative techniques for localization. Section 9.6 addresses the issue of low density of anchor nodes by employing few resource-rich mobile reference nodes. Statistical techniques can be viewed as some sort of finger printing mechanism to infer localization by exploiting the relationship between distances and signal measurements. These techniques are discussed in Section 9.7. Section 9.8 deals with performance issues while Section 9.9 talks about open issue in sensor localization. Finally, Section 26.7 concludes this chapter.
Range-free Localization
Sometimes, range measurements may not be available due to cost constraints. Under this situation, proximity information provided by the radios attached to the sensor nodes could lead to acceptable solutions for the localization problem. A wireless sensor node is usually represented by a unit disk model to formulate localization as graph theoretic problem. The localization is accomplished through a graph composed of vertices representing the sensor nodes and edges representing the radio link between the nodes. Anchor nodes (also known as reference nodes, or beacon nodes, or landmarks), deployed at fixed locations or equipped with GPS devices, can feed known locations to the localization process. The location information then propagates to the other nodes according to spatial relationships among anchor and non-anchor nodes and also between non-anchor nodes. More precisely, the network is represented by a graph 
Anchor-based Approaches
Given densely deployed anchors in the network, the location of sensor nodes can be estimated with the help of the known locations of the anchors. A simple solution to the proximity based localization is to determine the Centroid, as proposed in [6] . It computes a node's location approximated by the centroid of the locations of anchors in its proximity. Consider the example shown in Figure 9 3 2 )
The accuracy of the centroid method relies heavily on the density of anchors. Low anchor density results in the deterioration in performance. The problem of low anchor density can be tackled through simple modifications to the centroid method. The underlying idea is to incrementally increase the density of reference node by including freshly localized nodes into the localization process. The modified method also allows anchors residing several hops away to be involved in localizing the nodes. However, this approach leads to the propagation of localization errors along with the location information. Weighted centroid or confidence-based centroid were introduced to address the problem of restricting error propagation in modified centroid methods [7, 8] . Localized nodes are assigned different weights or confidence levels in order to counterbalance the accumulation of location error from the localized nodes which act as anchors. To avoid the accumulation of location error in propagating the location information of anchor nodes, geometric characteristic of the spatial relationship among sensor nodes has been adopted in the graph theoretic techniques. An example is presented in APIT [9] , in which the location of a non-anchor node can be inferred from the region it could possibly reside in. As shown in Figure 9 .2, each non-anchor node runs the Point in Triangle (PIT) tests to find the triangle regions it resides in. Each triangle region is formed by obtaining locations of three non-collinear anchors. The location of the non-anchor node is estimated to be the center of gravity of the intersection of the triangles, where the non-anchor resides. For proximity-based localization of static nodes, it is hard for the non-anchor nodes to perform the PIT test. The authors in [9] presented an approximate PIT test, in which the node is only required to be able to determine if any one of its neighbors is farther/closer to all the three anchors forming its residing triangle. Therefore, the location error of APIT roots in the approximate PIT test. Its performance relies heavily on the density of the network, where it is suggested that the degree of connectivity should exceed six. The performance of proximity-based localization schemes depends on the positions of the anchor nodes. Intentional deployment of anchor nodes was exploited in [10] to divide the plane into location regions defined by the overlapping regions of sensing ranges of the anchors as shown in Figure 9 .3. Instead of broadcasting its own position, an anchor node broadcasts the location regions consisting of its sensing range. For instance, the anchor node r 0 sends out beacons containing the type {A, B,C} and the centroid of the location regions
which are indeed the overlapping regions of the anchor nodes {r 0 , r 1 , · · · , r 6 }. Upon receiving beacons from multiple anchors, the non-anchor node extracts the overlapping region of the anchors and take the centroid of the overlapping region as the estimate on its own location. Compared to APIT and the modified Centroid, the Cell Overlapping approach neither accumulates error in propagating the locations of anchors nor requires the RSSI value to perform the PIT test.
To overcome the problem of low density of anchors, Gradient [11] and DVhop [12] focus on localizing non-anchor nodes with the knowledge of radio range and locations of the anchors multiple hops away. The idea of Gradient is to estimate the distance between a pair of anchor and non-anchor nodes by multiplying hop count of the non-anchor nodes with the radio range. After obtaining distances to at least three anchors, the node applies multilateration algorithm to find out its own location. In contrast, DV-hop computes the average hop distance as anchors exchange their locations and hop count between them. After obtaining pairwise distances from a non-anchor node to an anchor by multiplying the average hop distance and the hop count from that anchor, triangulation is performed to estimate locations of the non-anchor nodes.
Anchor-free Approaches
Multidimensional Scaling (MDS-MAP) [13] tackles the localization problem without using anchors. It estimates locations with the proximity information and the radio range. The MDS approach includes three steps. The first step is to form the distance matrix with distances between all pairs of nodes in the network. In the absence of anchors, the distance is inferred from the multiplication of the hop count and radio range. Then, in the second step, the Singular Vector Decomposition (SVD) is performed to determine an initial relative map of the nodes on the plane. The last step performs the necessary flip, rotation and scaling according to the distances between anchors if there is any. Otherwise, the relative map would be the result of SVD. It was shown that the time complexities of the first two steps are both O(n 3 ), where n is the number of nodes in the network. The MDS approach is also applicable when only a few anchor nodes are available.
Range-based Localization
Geometric techniques manage to estimate the locations of the sensor nodes from the range measurement and geometric computations. The underlying idea is that Euclidean distance between two sensor nodes can be measured by their radio signals through RSSI, TOA, TDOA etc. The presence of anchor nodes also plays an important role in geometric techniques in terms of the complexity of the problem and the difference between the localization goals: absolute versus relative locations.
Range Measurements
Since the nodes are equipped with radios to perform communications, the distance estimation by measuring the radio signal strength has attracted lot of attention [14] . A simplified model for RSSI based range measurement is given by the following equation:
where d is the distance and α is a constant relevant to the environment. Given a RSSI value measured by the radio, the radio receiver is able to infer its distance from the sender. However, RSSI based range measurement is extremely susceptible to noises and known for unreliability. An improvement on RSSI range measurements is proposed in [15] to reduce the distance estimation error by calibrating the range errors with RSSI values between known locations. Efforts have been made to obtain the mapping between RSSI measurements and the associated distances capturing the impacts of multipath fading, variations in temperature and humidity, human mobility and change in space layout on RSSI measurements in indoor localization [16] . The approaches based on probabilistic model of RSSI range measurements are also introduced to address the uncertainties and irregularities of the radio patterns. For instance, a log-normal model was adopted in [17] , which assumes that a particular RSSI value can be mapped to a log-normal distribution of the distance between the two nodes, as in Equation (9.2).
where d is the distance between the nodes, and N(µ, σ ) is a normal distribution with mean µ and standard deviation σ . Another common method for range measurement is based on the time difference of arrivals (TDOA). It estimates the distance between the nodes from measurements on the time differences of arrivals of signals. The signal could be radio frequency (RF), acoustic or ultrasound [18] [19] [20] . An example of utilizing TDOA was introduced in [21] . As shown in Figure 9 .4, the radio signal and ultrasound pulses are sent simultaneously. Given the time difference of the arrivals, the distance between the sender and the receiver can be obtained by multiplying the time difference and the speed of the ultrasound signal. Similarly, ranging techniques based on the time of arrival (TOA), which rely on capturing the signal's time of flight, obtain the distance by multiplying the time of flight with the signal speed [22] . The major challenge facing TOA based ranging techniques is the difficulty of accurately measuring the time of flight, since the propagation speed could be extremely high compared to the distance to be measured.
Localization Problems Using Range Measurements
Given accurate range measurements, the localization algorithms are expected to produce the exact locations instead of raw estimations obtained from the proximitybased localization. The Euclidean distances between nodes can be interpreted both geometrically and mathematically. And the distance could be from one reference node to a non-localized node, denoted by d i, j , or between two non-localized nodes, denoted by d i, j . The locations of the nodes satisfy the following equations: Although computing the distances between each pair of locations is a trivial problem, the inverse problem, which tries to find locations of the nodes given the Euclidean distances between each pair of nodes is far from trivial. It can be formulated as a graph realization problem, aiming at mapping the nodes in the graph to points in the plane so that the Euclidean distances between nodes equals the respective edge weights. The fundamental problem in graph realization is the rigidity of the graph, For example, as shown in Figure 9 .5(a) and 9.5(b), non-rigidity is exhibited. Given a set of nodes and the Euclidean distances between each pair of nodes, the locations of nodes may not be unique. An example of a rigid graph is provided in Figure 9 .5(c), in which the nodes are uniquely localized given the distances. More discussions on graph rigidity and network localization can be found in [23] .
The study in [24] proved that the localization with distance information in sparse networks is an NP-hard problem, while localization with distances of Ω (n 2 ) pairs of nodes can be solved in polynomial time [25] .
Anchor-based Approaches
Multilateration can be applied to obtain exact coordinates of a non-anchor node, given at least three anchors in the non-anchor node's proximity and the pairwise measurements between the anchor and non-anchor nodes. Assume that the coordinates of m anchors are available, and that the distances between nodes can be obtained through ranging techniques. Let d i j denote the measurement of distance between the ith anchor and the jth non-anchor node. The multilateration problem concerning localization is then formulated as follows:
The estimation error E j of the jth node is given by:
whered i j is the estimated distance obtained by substituting the coordinates of the jth node with the estimated coordinates in Equation (9.3). Gradient descent can be applied to obtain the coordinates of the jth node achieving the least squared error. A similar approach was presented in [26] . The low density of anchors poses a challenge to the multilateration approach. In order to apply multilateration, DV-distance [27] follows the similar approach as DV-hop [12] . The distances of each hop are summed up to approximate the distance between a non-anchor node and an anchor node that is multiple hops away. The approximated distance is then used in the localization process. Instead of approximation of the multihop distance, the Euclidean method was proposed to compute the true distance through geometric relationships and the single hop distances. A detailed discussion on a localization protocol that follows the similar idea of Euclidean can be found in [28] .
An example of multihop localization is demonstrated in Figure 9 .6. According to DV-distance, the distance between the non-anchor node A and the anchor node D can be approximated as d AB + d BC or d AD + d CD depending on a certain voting mechanism. In contrast, the Euclidean method manages to obtain the multihop distance d AC by exploiting the geometric property of the quadrilateral ABCD. Although Euclidean focuses on computing the true distance to the anchor, it faces the rigidity problem due to low density of nodes. Given the set of single hop distances, the position of node A is not unique. As shown in Figure 9 measurements are needed to eliminate the false estimation. According to [29] , "an average of 11-12 degree of nodes in the ranging neighborhood" is required to have 90% of the network to be localized with a localization error of 5%. An iterative algorithm adopting the similar idea can be found in [30] .
A tradeoff between energy efficiency and location accuracy is unveiled in the multihop localization approaches facing low density of anchors. The cost of Euclidean is higher than DV-hop due to the collaboration among neighboring nodes in order to compute the true Euclidean distances. Whereas, DV-hop suffers from higher location error introduced by the approximation of multihop distances.
Although the semi-definite programming (SDP) approach [31] can be modified to incorporate the range measurements in the localization process by replacing the approximated distances with the measured distances, it tends to produce large localization error when the anchors are placed in the perimeter of the area. A different SDP problem is formulated in [32] . It manages to improve the localization performance by relaxing the equality constraint to the inequality constraint. The original problem of localizing n nodes using m anchors is formulated as follows:
where α k is the locations of the m anchors, e i is a vector with zeros except the ith entry, d ji is the distance between the ith and jth non-anchor nodes pair, d jk is the distance between the kth anchor node and the jth non-anchor node. The above localization problem can be transferred into a standard SDP feasibility problem by changing Y = X T X to Y X T X, which is equivalent to
The corresponding SDP problem is defined as follows:
In order to guarantee that the solution of the SDP in Equation (9.6) is indeed the solution to the original problem in Equation (9.5), accurate distance measurements of 2n + n(n + 1)/2 pairs of nodes are required. Given noisy range measurements, the SDP problem can be formulated using the inequality constraints instead of the equality constraints on distances between nodes. The computation complexity of SDP is O(n 3 ). Since it is expensive to apply the SDP method in localizing the whole network in a centralized process, a distributed SDP method was presented to address the scalability.
While plain MDS has been proposed in localization with connectivity information, modified MDS methods were proposed to localize neighboring nodes with range measurements. An iterative MDS approach was presented in [33] to deal with the absence of some pairwise distances. It differs from the classic MDS approach by introducing weights w i j in the objective function as in Equation (9.7).
where σ (X) is the localization error with respect to the location vector X, δ i j is the range measurements, d i j is the distance computed from the location vector X, and w i j is the weight for each pair. For the absent pairwise range measurements, the corresponding weights are equal to zero, and the rest of the weights are ones. The location vector X is initialized using random values X (0) . The localization result X (k) obtained from the kth round is fed to the (k + 1)th round as the initial estimation on the location vector for the MDS process. The iteration stops when certain accuracy level is reached.
Anchor-free Approaches
Considering the fact that using multilateration, non-anchor nodes could get localized relative to one another with a certain number of range measurements, DVcoordinates [27] promoted the idea of a two-stage localization scheme. During the first stage, neighboring nodes establish a local coordinate system according to the range measurements. Through registration with neighbors, the nodes transform their local coordinates into a global coordinate system in the second stage. Due to the insufficient overlapping or false overlapping between neighboring nodes, the performance of DV-coordinates suffers from error propagation in the second stage.
The idea of DV-coordinates was explored further in [34] . It led to Robust Quad which become the building blocks of the local coordinate system in order to avoid flip ambiguity. First, the clusters consisting of overlapping Robust Quads are formed to establish the local coordinate system. As shown in Figure 9 .5(c), the rigidity of the Robust Quad guarantees that two Robust Quad, ABCD and ABCE, sharing three vertices form a rigid subgraph with five vertices. The rigidity of the clusters is maintained by induction. Then, to mitigate the impact of noisy range measurements, a threshold on the minimum angle of the Robust Quad was introduced. With all these efforts, Robust Quad is able to significantly reduce the location error in comparison with other similar approaches. Triangulation, as proposed in [1] , is able to set up a local coordinate system with three nodes and their pairwise distances. A triangulation example is depicted in Figure 9 .7. Node A tries to localize its neighbors B and C. A defines its own position as the origin of the local coordinate system and C to be along its horizontal axis. The locations of A's neighbors are as follows:
Applying similar derivations, any node can transform its locations to the coordinate system of its neighbor with the knowledge of the locations in the two coordinate systems and the pairwise distances. Therefore, the rest of the network can adjust the locations to one particular local coordinate system. The propagation of one particular coordinate system involves high cost of collaboration among nodes, which is not favorable to the energy deficient wireless sensor nodes.
Techniques with Additional Hardware
Angle-based localization reduces the difficulty of the localization problem with knowledge on proximity or distances. However, the cost of applying angle measurement is remarkably high because of the antenna array or multiple receivers mounted on the nodes.
Angle Measurement
With the help of antenna array, it is possible for the nodes to measure the signal's angle of arrival (AOA) [35] . More recently, the angles between different edges of the connectivity graph can be obtained through multiple ultrasound receivers [36] . The AOA technique is adopted to assist both proximity-based and range-based localization as it is capable of improving the localization performance. The idea of angle measurement is demonstrated in Figure 9 .8, in which every node is able to measure the angle to its neighbor node and its own axis. For node A that is to be localized, it is aware of the two angles ∠ab and ∠ac. The angle information can provide additional support to the localization or even localize the nodes solely based on the angle information [26] . 
Localization with Angle Measurement
The difficulty of localization solely on angle information has been studied in [37] . Fortunately, the angle information can be combined with the proximity-based localization. With angle information on all pairs of edges in the network, it is possible to transform the proximity based localization problem from NP-hard to P class (polynomial-time solvable) irrespective of the number of anchor nodes available in the network. A more realistic scenario with angle information and knowledge on distances in a sparse network is further shown to be a problem in P, while it has been proved to be NP-hard to localize nodes in a sparse network solely with knowledge of the distances. Therefore, the AOA technique remains an attractive option for localization applications in spite of its cost and difficulty of deployment. When nodes are enabled with AOA capability, localization using AOA can be reduced to multilateration by simple transformations. As presented in [26] , given a number of anchors and the angle observations, non-anchor nodes obtain their locations through multilateration process. Examples of localization method using AOA are shown in Figure 9 .9 and Figure 9 .10. The anchors A and B are one-hop neighbors of non-anchor node S in Figure 9 .9. The location of S is confined to the dashed sector, the node S observes the AOA to A and B in terms of the angles ∠ASB or ∠BSA. Alternatively, as shown in Figure 9 .10, a triplet of anchors can localize onehop non-anchor node using the AOA measurement. The location of S is along the circumscribed circle for the anchors A, B and C. The idea is to build a multilateration equation with the location of the non-anchor node, the center and the radius of the circle, which can be derived from the angle observed by the non-anchor node and the locations of the two or three anchors in the proximity of the non-anchor node. After obtaining a number of multilateration equations,
the location of the non-anchor node can be computed with similar techniques for localization based on range measurements. Although additional hardware is required for localization based on angle information, it is shown in [38] that the angle information can significantly reduce the difficulty of the localization problem based on solely range measurements. Besides, as shown in [29] , the angle information can assist in localization by reducing the number of anchors and the network density in order to achieve satisfactory localization performance.
Techniques based on Iterative Process
Local maps can be formed by running the iterative MDS over local range measurements. The alignment of the local maps is performed along the route from one anchor to another. In order to get absolute locations, at least three anchors are required to be present in the neighboring local maps. For further discussions on stitching the local maps, the readers may refer to [39] .
Forming clusters of nodes within the network has been regarded as an effective technique to improve performance of WSNs, especially for solving the scalability problem. Cluster-based local coordinate system has been proposed in [40] to set up a local coordinate system for a small subset of the network. The master nodes (cluster heads) are responsible for transforming the local coordinate systems into one global system. A counterpart of the cluster-based localization using only proximity information was presented in [41] .
Another iterative technique is shown in dwMDS [42] . It not only formulates the MDS problem with a novel optimization objective (the weighted cost function over multiple range measurements of pairwise distances) but also adopts an iterative algorithm starting from an initial estimation on the locations. Thus, the computational complexity is reduced from O(n 3 ) in simple MDS to O(nL), where n is the total number of nodes in the network and L is the number of iterations to satisfy a pre-defined accuracy level. dwMDS can also localize networks with no anchors by providing relative locations.
Since the error can be propagated and accumulated with the iterations, the error management scheme deserves further attentions in order to improve the localization performance of iterative methods. The potential error control techniques include selecting localized neighbors with certain level of accuracy in the iterative updates [43] .
Mobility-assisted Localization
Mobility of sensor nodes can be exploited in the localization process. For instance, an efficient sensor network design proposed in [44] took advantage of coverage overlaps over space and time because of the mobility of sensor nodes.
Mobility-assisted localization relieves WSNs from the significant cost of deploying GPS receivers and the pressure of provisioning energy for interacting with each other during the localization process. Anchor nodes equipped with GPS are capable of localizing themselves while moving. With the use of mobile anchor nodes, localization algorithms show significant savings on the installation cost and energy consumption, and also improves accuracy.
In [45] , an example scheme is proposed to localize static sensor nodes with one mobile beacon. As shown in Figure 9 .11, the mobile beacon periodically broadcasts beacon packets containing its coordinates while traversing the area where static sensor nodes are deployed. Upon receiving the beacon packets, a sensor node is able to infer its relative location to the beacon according to the radio signal strength (RSS) of the beacon packet through Bayesian inference. The two key elements that are discussed by the authors [45] in their approach are calibration and beacon trajectory.
1. Calibration: In order to estimate the node's relative location to the moving beacon using the received RSS, it is necessary to calibrate the system, thus obtain- Fig. 9 .11 Localization using a mobile beacon ing the propagation characteristic of the beacon packet in the air. The probability distribution function of the distance with respect to the received RSS is established given the calibration data. 2. Beacon trajectory: It determines the coverage of localization, the number of beacon packets broadcast and the localization accuracy. It is argued that the closer a beacon moves to the sensor node, the better is the localization accuracy. As a beacon trajectory can be regarded as a connected line of placements of static anchor nodes, it is quite obvious that non-collinearity and fold-freeness are also important to the beacon trajectory. The computational complexity of the above localization algorithm is O(n 2 ) and the storage requirement is also O(n 2 ). As a result, it is possible to implement the lo-calization algorithms on sensor nodes. Alternatively, the sensor nodes can report the RSS to a base station to avoid expensive computation with increased communication cost.
A similar method has been described in [46] as a special case. The idea is that each time a sensor node receives a beacon, it generates a quadratic constraint on its own location according to the radio range. Upon receiving all the beacon packets, the sensor node's location can be restricted in an intersected area of several bounding boxes as shown in Figure 9 .12. Unlike the above GPS-based localization using mobile beacon, it was proposed in [47] to localize the sensor node using radio range of sensor node instead of that of mobile beacon. The method is based on a geometry conjecture, named Perpendicular Bisector of a Chord, which states that that a perpendicular bisector of a chord passes through the center of the circle (see Figure 9 .13 for an illustration).
Given the conjecture on the Perpendicular Bisector of a Chord, it is possible to calculate a sensor node's location from its view of mobile beacon's movement. By maintaining a visitor's list, a sensor node is able to determine which beacon packets are sent when the mobile beacon entering and leaving the sensor node's radio range. As shown in Figure 9 .14, the sensor node selects beacon packets to construct chords of its radio range and locate itself as the center of the circle. Their approach showed that range-free localization could also produce fine-grained location information with the help of mobile beacon's location broadcasts. The key factors affecting the localization performance are the following:
1. Beacon Scheduling: Beacon packets are scheduled by adding a random jitter time to the period of beacon packet in order to avoid collisions among broadcasts from different beacons since the approach is not restricted to one mobile beacon. 2. Chord Selection: As the probability of localization failures increases for short chords, a threshold of the length of the chord is applied to the selection of chords. 3. Radio Range: Given a larger radio range, the localization error can be slightly reduced due to the larger threshold on the length of the chords. Fig. 9 .14 Localization using intersect of perpendicular bisector of two chords 4. Beacon Speed: Increased speed of mobile beacon movements can reduce the execution time of the localization because more beacon packets are sent during the same time period. However, it may also increase the localization error due to higher probability of selecting shorter chords.
Statistical Techniques
For indoor localization scenarios, the RSSI measurements suffer from severe multipath effects. Statistical approaches are regarded as promising candidates in dealing with noises and uncertainties of the measurements. The attempts to localize objects in the indoor environment with statistical techniques can be divided into two classes. One relies on mappings between the RSSI measurements and the locations, while the other manages to capture the statistical relationship between RSSI measurements and the distances. Both can work with off-line recording and on-line measurements in localizing the objects with RSSI measurement capability. An example of mapping the RSSI profile of the space is RADAR [48] , which involves two stages. As shown in Figure 9 .15, the RSSI values from multiple base stations (acting as anchors) are recorded at various locations during the first stage. Following this, a three-step localization process is performed in the second stage. In the first step, the object's RSSI measurements from the base station are preprocessed for future matching. The sample mean of the multiple measurements to the base station can be adopted to represent the object's location in the signal space. In second step, an RSSI map of the space is generated from either the empirical data or the propagation model akin to the empirical data. In the final step, the sample mean of the RSSI values from the base station is matched with its nearest neighbor in the signal space. The major difficulty of implementing RADAR comes from the off-line recording of the RSSI from the base stations. The off-line process of recording RSSI is not cost efficient, because location information needs to be collected together with the RSSI value at pre-determined spots in the indoor space. A kernel based learning method, aiming at relieving the system from cumbersome off-line preparation, was proposed in [49] . The idea is to formulate the localization problem as a pattern recognition problem with its kernel matrix established on the signal strength matrix, whose entries are the pairwise radio signal strength values collected at sensor nodes. The method requires training data in the learning process. However, the training data can be obtained through automated signal collecting phase involving the anchors and RSSI measurements between pairs of anchors. The pattern recognition algorithm focuses on determining the regions that each node resides in. The centroid of the intersection of the regions, a node belongs to, is thus regarded as the node's location.
Although the localization process of the kernel-based learning method can be executed locally, its training process is inevitably centralized and computation extensive. A fully distributed localization method without explicit statistical model for range measurement was presented in [50] . The location of nodes are represented by the exact locations and the corresponding uncertainties. Each node computes its belief of the location, which is a normalized estimate of the posterior likelihood of the location. The node communicates with neighbors on each other's belief and updates its location and the associate belief based on the received information from neighbors. The process iterates until certain convergence criteria are met. The fully distributed algorithm relies on local information and message exchanges, which invokes less communication and computation costs as compared with centralized algorithms.
LaSLAT [51] is a framework, based on Bayesian filters to accomplish the task of localizing mobile nodes, in which the location estimates are iteratively updated given batches of new measurements. Extensive empirical studies have shown that LaSLAT can tolerate noisy range measurements and achieve satisfactory location accuracy.
The Kalman filter and particle filter are essentially variants of Beyesian filters, which estimate the state of a dynamic system statistically through noisy measurements. Kalman filters approximate the belief of the state by its first and second order moments and achieve the optimality when the initial uncertainty follows Gaussian distribution. In contrast, particle filters realize the Bayesian filter using sets of samples with different importance factors. More discussion on the Bayesian filter and localization can be found in [52] .
Statistical approaches are capable of tackling the difficulty of localization introduced by the mobility of nodes. Monte Carlo Localization (MCL) method was adopted in [53] to solve the localization problem in mobile sensor networks. It follows an approach similar to the Bayesian filter. Unscented Kalman Filter, inspired by MCL, which produces location estimates from a subset of samples, was used to localize mobile nodes through passive listening [54] .
An alternation to the map-assisted localization is the probabilistic model based location, in which probabilistic models for range measurements and location estimates are introduced instead of deterministic relationships between range measurements and location estimates. A method, proposed in [55] , is based on the probabilistic model of RSSI that is obtained from calibration data corresponding to an outdoor environment without obstructions. The model is given by the following:
where the distance associated with a particular RSSI value follows a log normal distribution, σ P is the variance of the RSSI value, η is the coefficient determined by calibration, and d is the average of the distance regarding a particular RSSI value. The log normal model has been verified by the experiment data. Then the conditional probability density function of the distance can be approximated using Equation (9.12) given RSS measurement with P s and σ P (s).
where
Initially, the non-anchor node has the estimation of their location to be evenly distributed in the deployment area. After receiving packets from neighboring nodes, either anchor or non-anchor nodes update their estimations on the probability density function (pdf) of the distance. Therefore, the location estimation for the nonanchor nodes can be updated accordingly.
Additionally, a Bayesian model for the noisy distance measurements was reported in [56] . The model is demonstrated in Figure 9 .16.
In the above Bayesian graphical model, conditional density for each vertex are: where uniform represents uniform distribution and N(µ, τ) stands for Gaussian distribution with µ mean and τ standard deviation. [56] A hierarchical Bayesian graphical model is brought up in order to incorporate the prior knowledge of linear regression models in accordance with the access points that the coefficients of the models are similar to each other. The conditional density for the vertexes are: where Gamma represents the Gamma distribution.
Both of the models are trained with measurement data. A surprising observation on the training result is that the location information of the RSS data does not affect the localization performance obtained from the hierarchical Bayesian graphical model given same amount of sample size. This observation indicates a promising benefit of using hierarchical Bayesian graphical model. When the RSS data are collected, it is not necessary to collect the location associated with the RSS data. It will save a lot of cost on profiling RSS inside a building. Besides the modeling efforts using particular distributions, an empirical study on the statistical characteristics based on probability density functions can be found in [57] .
Summary on Localization Techniques
The focus of our discussion in this section is on the evaluation of localization schemes. The ability to fix the position of a sensor node in terms of absolute location would determine the effectiveness of a particular localization scheme. But, in the absence of GPS or specialized measurement hardware, certain amount of error is bound to creep in. So there is need for qualitative evaluation of the localization schemes.
Localization Accuracy
An extensive body of literature exists on the error analysis that examines the accuracy of estimated locations obtained from various localization schemes. According to the localization process, the sources of localization error may include: physical sources, localization algorithms, refinement process [58, 59] .
The errors due to physical sources are represented by wide range of noises and quantization losses. Ranging techniques vary from ultrasonic to radio, and to laser, etc. A summary on the range accuracy was presented in [60] . Table 1 presents a comparison of ranging errors among different range based techniques.
The most attractive among these are the ones with low cost and ready-to-use features like time of arrival (TOA) of ultrasonic signal and Radio Signal Strength (RSS) or Radio Signal Strength Indication (RSSI). The only concern about these techniques is that they produce highly noisy measurements and are over sensitive to environmental effects.
Localization algorithms encounter two types of error sources. One is system error, which comes from the localization algorithms themselves that work with under- lying assumption of accurate range measurement or range-free features. The other source of error is related to connectivity and the fraction of nodes serving as anchors. The last two parameters have significant impacts on the performance of localization algorithms. The effect of system error becomes manageable, when both distance and angle with orientation are available. But the size and the cost of the hardware capable of measuring distance and angle prevent such system from implementation, especially for dense WSNs. It is of particular interest to study the impact of range errors on the performance of localization algorithms, because range errors are inherent to WSNs employing simple and low-cost range measurement hardware. According to the empirical study on the impact of range errors on multihop localizations [61] , high density and Gaussian noises are the two pre-requisites for the noisy disk model to work. The study also suggests statistical approaches fixing the problem resulted from range errors.
Cramer-Rao Lower Bound (CRLB) is commonly adopted in the error analysis of the localization schemes. It is a lower bound on the variance of the estimator that estimates the locations. Given the knowledge on the distribution of measurements, it is shown in [62] [63] [64] that the bound on the localization error can be obtained through calculating the CRLB. Therefore, the localization schemes are able to evaluate their performances by comparing the localization accuracy with the corresponding CRLB.
Computation and Communication Costs
As energy efficiency is critical to WSNs, it is necessary to consider the computation and communication costs of the localization process in the evaluation of localization schemes. Centralized algorithms like the SDP or MDS-MAP demand range measurements from all the nodes. This is expensive in terms of forwarding the measurements to the processing point and solving the high dimension matrix. Distributed algorithms, on the other hand, require collaborations among neighboring nodes to some extent. In particular, the multihop localization faces the tradeoff between the communication cost on propagating the anchor-locations and the degree of accuracy. For the refinement on location estimations, the number of iterations are apparently in the center of the tradeoff between the energy consumption for refinement of localization results and the degree of accuracy achievable through refining.
Network and Anchors Density
It is worth noticing that localization algorithms always require a certain level of connectivity. So, localization schemes are based on connectivity, range measurements, angle information or any combinations thereof. The discussions on the localization algorithms suggest that dense networks lead to better localization performance. However, a dense network does not necessarily guarantee high accuracy in location estimations. The density of the network is usually represented by the number of nodes within an area or the radio range of nodes. The anchor-based localization schemes, aiming at providing absolute locations, require a high density of anchors to ensure low level of localization errors [65] .
Summary of Performances
In the previous sections, existing localization schemes were discussed under various scenarios. The difficulty in comparing them is exacerbated by the fact that different testbeds for the evaluation purpose are built separately. In the following, let us summarize the performance of these schemes with respect to accuracy, communication/computation costs and node density. Table 2 presents the simulation results of various localization schemes, where the accuracy was examined through the tradeoffs between accuracy and measurement performance, percentage of anchors, deployment of anchors, density of nonanchors, etc. Besides randomly generated networks, a typical deployment of nodes is the grid of non-anchor nodes within a particular area. The localization accuracy of a solution is usually quantified using the average Euclidean distance between the estimated locations and the true locations normalized to the radio range or other system parameters. For mobility-assisted localization, the effect of node density is not as important as in static localization scenarios. In addition, communication/computation cost may not be of same importance to the off-line simulations as to the real implementations. The table only shows typical values for the items when various tradeoffs for one solution were reported in the literature. For the sake of conciseness, radio range and node degree are denoted by R and dg respectively in the table, while D represents the average inter-distance of anchors and n is the number of nodes to be localized in the network.
Some of the empirical results of localization schemes are listed in Table 3 . The number of anchors is usually low due to the cost and the difficulty of deployment. These results echo the report on the high accuracy achieved by ultrasound ranging techniques. The analysis on the communication/computation costs was not extensively presented in the empirical studies due to the difficulty in measuring the cost in real implementations. [11] 10%R N/A 4 anchors at the corners DV-hop [12] 30%R for isotropic; 90%R for anisotropic 7000 messages exchanged dg=7.6 with 30% to be anchors DV-distance [12] 15%R for isotropic; 80%R for anisotropic 7200 messages exchanged dg=7.6 with 30% to be anchors Euclidean [12] 10%R for isotropic; 15%R for anisotropic 8000 messages exchanged dg=7.6 with 30% to be anchors MDS-MAP [13] 50%R computation complexity of O(n 3 ) dg 12.2 with 3 anchors at random positions Ecolocation [66] 30%D N/A 15 anchors randomly placed DV-coordinate [27] 1m for isotropic; 1.25m for anisotropic N/A dg average =9 DV-bearing [26] 1 hop distance N/A dg average =10.5 DV-radial [26] 0.8 hop distance N/A dg average =10.5 Bisector [47] 5%R 1597 packets 319 randomly deployed nodes Kernel-based Learning [49] 0.47 worst case computational time O(n 3 ) 25 anchors, 400 non-anchors EKF [67] 20%R N/A randomly deployed nodes, 1 mobile robot MCL [53] 20%R 50 samples dg=10, anchor density is 4 RSS Model [17] 5%R O(n 2 log 2 n) node density is 0.5/meter 2 
Open Issues
There has been extensive research on sensor localization, however, there are some important open issues specially relevant to sensor nodes in a WSN which either remain unresolved or not explored extensively. Some of these issues are listed below.
Energy Consumption
Although energy consumption has been addressed in the study on localization with WSNs, the energy efficiency goal of the localization schemes remains challenging. The problem of minimizing energy consumption of the localization process deserves further attention. As the energy consumption of the localization application involves measurements, communication with neighbors and estimation of locations, the task of quantifying the energy consumption demands system-wide efforts to incorporating energy efficient design at all communication layers and all aspects of the localization algorithm.
3-Dimension Localization
The typical scenario for localization with WSNs is to find out locations of the nodes in a 2-D plane. However, nodes are usually deployed in a 3-D space, which leads to differences on both ranging results and localization algorithms. Analysis on localization schemes focusing on the 3-D space is of particular interests to real applications of WSNs, especially when the difference between 2-D space and 3-D space is significant. For instance, irregularity of the radio transmission has been investigated in 2-D space, while its counterpart in 3-D space remains to be unknown [68, 69] .
Security and Privacy
Security and privacy have always been the fundamental issues in large scale deployment of WSNs. Since locations of nodes are of importance to the applications' tasks, the security of the location needs to be guaranteed. Although some researches on security of localization schemes are presented [70, 71] , the types of attacks and the related countermeasures are restricted to a few typi- [42] 2.48m for RSS; 1.12 for TOA O(nL) 4 anchors at corners Ecolocation (outdoor) [66] 20%D N/A 11 nodes with full connectivity Ecolocation (indoor) [66] 35%D N/A 12 anchors, 5 non-anchors Robust Quad [34] 5.18cm for ultrasound ranging N/A dg=12, total 40 nodes Multilateration [21, 45] 10.67m N/A range data from 1 mobile beacon Mobile Beacon [45] 1.4m N/A 12 non-anchors, 1 mobile beacon RADAR [48] 3m N/A dg=3, 3 anchors Kernel-based Learning [49] 3.5m N/A grid deployment of 25 anchors and 81 nodes LaSLAT [51] 1.9cm for ultrasound ranging N/A dg=10, total 27 nodes cal cases. Similarly, researches on privacy of nodes' locations mostly focus on preventing the locations of data sources or base stations from being exposed to adversaries [72, 73] . The existing sensor localization schemes have not been fully examined from the perspective of privacy protection.
Conclusions
In this chapter, we discussed sensor localization from its algorithmic aspects. Graph theoretic techniques solve the localization problem through modeling the proximity information collected by the sensor nodes into edges of the graph and the nodes themselves vertices. In order to reduce the estimation error on nodes' locations, geometric based techniques were proposed to incorporate the distance measurements between pairwise nodes in the localization process. Furthermore, techniques with additional hardware explores the geometric characteristic of the network by introducing the angle measurements. Besides, iterative techniques focus on refining the initial estimation of the locations until the goal of high estimation accuracy is achieved. In contrast to localization of static sensor nodes, mobile-assisted localization techniques exploit the presence of mobile nodes that have abundant resources. The mobile nodes are able to tackle the problem of low density of anchors in the network by moving around static sensor nodes acting as the anchor. However, mobility poses additional difficulty to the sensor localization problem when all the sensor nodes are mobile. Statistical techniques are able to accomplish the localization task for mobile nodes with the help of statistical models for range measurements and the learning mechanism. The comparison among the existing algorithms for sensor localization shows that energy efficiency of the localization process remains to be a critical issue for wireless sensor networks, while security and privacy in sensor localization among other open issues expect further investigations.
