Abstract. We consider a class of nonlinear parabolic problems where the lower order term is depending on a weighted integral of the solution. We address the issues of existence, uniqueness, stationary solutions and in some cases asymptotic behaviour.
Introduction
Let Ω be a bounded open set of R n , n ≥ 1 with Lipschitz boundary Γ. We suppose that Γ is split into two measurable subsets Γ N and Γ D = Γ \ Γ N . Denote by a a function from R into R satisfying for some constant M a is continuous, M > a(ξ) > 0 ∀ ξ ∈ R. In the above system, ∆ stands for the usual Laplace operator in R n , ∂ ∂ν denotes the outward normal derivative to Γ -ν being the unit outward normal to Γ -and denotes a continuous linear form on L 2 (Ω) given by (u(t)) = Ω g(x)u(x, t) dx (1.3) where g is a function in L 2 (Ω). In the applications one can interpret u for instance as a density of population. (We refer the interested reader to [4] for a modelisation of such a problem). (1.2) describes the evolution of this population according to the fact that f is a supply and a( (u))u is the density of death or extinction of the population at stake. It is relatively normal to assume this death to be proportional to the density of population by a factor a. Now this factor could depend on u also. For instance one could have a = a Ω u(x) dx (1.4) i.e. a depends on the entire population. It is well known that the social behaviour of a crowd is very much different of the behaviour of isolated individuals. Also the price of life in crowded regions could drop dramatically especially in the world of bacteria. So, a dependence of the type (1.4) seems to be relatively natural. Note that (1.4) corresponds to the case where g ≡ 1.
In what follows we would like in particular to analyse the asymptotic behaviour of (1.2) i.e. the behaviour of u(x, t) when t → +∞. We will divide the paper as follows. In the next section we will establish existence and uniqueness of a weak solution to (1.2) . In Section 3 we will consider the issue of existence and uniqueness of stationary solution to (1.2) . Finally in the next sections we will give some results of asymptotic behaviour. Remark 1.1. In (1.2) we could replace ∆ by a general elliptic operator = 0 where this derivative denotes the usual conormal derivative associated to A. However, for the sake of simplicity we restricted ourselves to (1.2), see [2] , [3] for other cases.
Existence and uniqueness
In this section we are going to show existence and uniqueness of a weak solution to (1.2) . Since this material is more or less classical some details will be omitted. First we introduce
In the case where |Γ D |, the measure of Γ D , vanishes, V is simply H 1 (Ω). (For the notation of Sobolev spaces appearing in the following we refer the reader to [1] , [10] , [11] , [12] , [4] ). We will denote by V the dual of V . Then for any T > 0 we have: Theorem 2.1. Assume that we are under the hypothesis of the introduction with g ∈ L 2 (Ω) and (1.1),
Proof. We rely on the Schauder fixed point theorem. For
the mapping t → a( (w(·, t))) belongs to L ∞ (0, T ) and thus (see [10] , [4] ) there exists a unique u solution of the problem
(2.5)
We want to show that the mapping w → R(w) = u admits a fixed point. For that we start by establishing a priori estimates for u, thus, we choose v = u in (2.5) to obtain:
by the Cauchy-Schwarz inequality. Let us set
Integrating in t in (2.6) we obtain for a.e. t ∈ (0, T )
by the Cauchy-Schwarz inequality. In particular
and integrating between (0, T ) this leads to
This finally gives u
= C where C is a constant independent of w. Reporting into (2.8) we get also
where C denotes another constant independent of w. We thus have obtained
where C is a constant independent of w. Considering the equation
10) where C -another constant-is independent of w.
We consider then
11) where C is a constant such that (2.9), (2.10) holds. It is clear that R maps B into itself compactly (see [13] ). Then the result follows provided we can show that R is continuous on L 2 (0, T ; L 2 (Ω)) which is easy to establish (see [8] ). This completes the proof of the theorem.
We assume now that a is locally Lipschitz continuous, that is to say for every constant z > 0, there exists a constant A z such that Proof. Let u 1 , u 2 be two solutions of (2.3). By subtraction of the equations satisfied by u 1 and u 2 we get in
.
(we used the positivity of a and the Cauchy-Schwarz inequality). Since
it is clear that (u i ) remains bounded and by (2.12) we obtain for some z
i.e. an inequality of the type d dt
where C(t) is a positive integrable function. This can clearly be rewritten
Thus the function between the brackets is nonnegative, nonincreasing. Since it vanishes for t = 0 it vanishes identically and u 1 = u 2 . This completes the proof of the theorem.
Remark 2.1. The case where
is a particular case where f ∈ L 2 (0, T ; L 2 (Ω)). From now on, under the assumptions (2.12), (2.13), the weak solution to (1.2) is the unique function satisfying (2.3) for any T > 0.
The stationary problem
The stationary problem associated to (1.2) is the problem
More precisely, if we denote by
where (u) is defined by
(For an introduction to mixed-elliptic problems see for instance [4] , [5] ). In order to solve (3.2) we introduce for a > 0, ϕ a the solution to
In other words ϕ a is the weak solution to
It is clear that for every a > 0 such a function ϕ a exists (see [4] , [5] ). Then we have Theorem 3.1. Let us assume f, g ∈ L 2 (Ω) and (1.1). Then, the mapping u → (u) is a one-to-one mapping from the set of solutions to (3.2) onto the set of solutions of the equation in R
Proof. Let u be a solution to (3.2) . We have by (3.2), (3.5)
and thus
i.e. (u) satisfies (3.6) . This shows that maps the set of solutions to (3.2) into the set of solutions of (3.6). Conversely, let u satisfying (3.6). Consider
We have
i.e. u is solution to (3.2) and is onto. This completes the proof of the theorem since is clearly injective.
For a > 0 we set then
where ϕ a is the weak solution to (3.5). Remark 3.1. In the above theorem we could have considered , f ∈ V the dual of V . We now study the properties of K. We have
Proof. Taking v = ϕ a in (3.5) we derive
Using the Cauchy-Schwarz inequality it comes
from which it follows
It results that ϕ a → 0 in L 2 (Ω) when a → +∞ and (3.10) is just a consequence of the definition of K. Writing next (3.5) for a and a -both being positive -by subtraction we get
(3.14)
Choosing as test function v = ϕ a − ϕ a we obtain
and by the Cauchy-Schwarz inequality and (3.13)
This clearly implies that
when a → a > 0. This shows the continuity of a → ϕ a in L 2 (Ω) on (0, +∞) and (3.9) follows. Note that by (3.16) one has in fact a → ϕ a locally Lipschitz continuous from (0, +∞) into H 1 (Ω) and K is also locally Lipschitz continuous on (0, +∞). This completes the proof of the theorem.
Next we study the behaviour of K when a goes to 0. We distinguish two cases depending on the measure |Γ D | of Γ D . First we have Theorem 3.3. We suppose here that
Then we have
where h is the unique solution to
Proof. In the case where (3.17) holds, it is well known that
is a norm on V equivalent to the usual H 1 (Ω)-norm. Then, the existence and uniqueness of a solution to (3.19) is a simple consequence of the Lax-Milgram theorem. Subtracting (3.19) from (3.5) we have
(3.21)
Choosing v = ϕ a − h we derive easily
Thus, by the Cauchy-Schwarz inequality, it follows that
and thus when a → 0, ϕ a → h in H 1 (Ω) due to (3.20) . The result follows from the definition of K.
We turn now to the case where |Γ D | = 0 that is to say to the case
In this case we denote by ψ a the solution to (3.5) where f is replaced by g -i.e. ψ a is the unique solution to
(3.25)
We denote also by
the average of a function on Ω (|Ω| is the measure of Ω). Then, it is well known that on
it is easy to show -see [5] -that there exists a unique h = h(g) solution to
Then, we can show:
Theorem 3.4. Under the assumption (3.24) we have
K(a) = ε∞ where ε is the sign (3.32)
Proof. Consider the case of (3.30). Subtracting (3.29) written for f from (3.5) it comes
Then, arguing like in (3.22), (3.23) one deduces easily that
Taking v = 1 in (3.33) we notice that
and thus ϕ a − h(f ) ∈ W . Since (3.20) is a norm equivalent to the H 1 (Ω)-norm on W we have thus that ϕ a → h(f ) in H 1 (Ω) when a → 0 and (3.30) follows. If in (3.5) we choose v = ψ a and if in (3.25) we choose v = ϕ a we remark that
(3.34)
In the case of (3.31) one can show exactly as above that
and the result follows then easily from (3.34).
We consider then the case of (3.32). Taking v = aϕ a in (3.5) we obtain easily
From this it follows that |aϕ a | 2 ≤ |f | 2 (3.35) and thus also
From (3.35), (3.36) we deduce that when a → 0, aϕ a is bounded in H 1 (Ω) and thus -up to a subsequence -there exists a function ∈ H 1 (Ω) such that
To determine this constant, taking v = 1 in (3.5) we get
Since this limit is independent of the "subsequence" of a we have shown that when a → 0 it holds that (see (3.37), (3.40))
Then from the definition of K it comes when a → 0
Since a > 0 we deduce easily (3.32) . This completes the proof of the theorem.
We are then able to deduce existence and nonexistence result for (3.2). Indeed we have 
then there exists at least one solution to (3.2). If
one can find a Lipschitz continuous or smoother function a such that (3.2) has no solution.
Proof. In the case of (3.43), combining Theorems 3.2, 3.3, 3.4 it is clear that K is bounded on (0, +∞). Thus one has lim
and thus (3.6) holds for some value of µ which corresponds to the existence of a solution u to (3.2). Consider now the case of (3.44) and to fix the ideas assume that
For n = 0 by (3.45) there exists a 0 such that
By induction on n there exists a n such that K(a) > n + 2 ∀ a ≤ a n , a n ≤ a n−1 .
Then, for µ > 0 one definesã byã (µ) = a n ∀ µ ∈ [n, n + 1].
Interpolating linearly the functionã like on the figure below a n−1 a n n − 1 n n + 1 we obtain a function such that
Extending a by a 0 for the negative number produces a Lipschitz continuous function a such that
i.e. such that (3.6) has no solution. This completes the proof of the theorem. Note that a could be smoothed to be as regular as we wish.
Remark 3.2. Note that in the above theorems we have also described the asymptotic behaviour of ϕ a when a → 0 and a → +∞. In the first part of Theorem 3.5 we could have shown existence using a fixed point argument in the spirit of [9] . However, our approach here is more complete in particular when one wishes to address the issue of finding the number of solutions to the problem -what we would like to do now.
From now on we suppose
Then we have Theorem 3.6. Under the assumption (3.46) the function K is decreasing.
Proof. We consider a > a > 0. By subtracting the equations (3.5) written for a and a we get
(3.47)
We claim that for any a > 0 ϕ a > 0 a.e. in Ω. For any subdomain Ω of Ω it holds that
If a denotes the "weak" solution to In this section we assume that f, g ≥ 0, f, g ≡ 0. Let u be the weak solution of
Recall that ϕ a is the solution to
Proof. By the definition of (4.2), given ε > 0, for t 0 = t 0 (ε) large enough, we have
where δ = δ(ε) → 0 as ε → 0. From (4.1) and (4.3) we have
Let a = a( (u(t))). The above equation can be written as
If we multiply this equation by −(u − ϕ M0+δ ) − and integrate, i.e. if we use the weak formulation, we have for t ≥ t 0 1 2
From (4.5) and (3.49), it is clear that a − (M 0 + δ) < 0 and ϕ M0+δ ≥ 0. Therefore,
for t ≥ t 0 . By (4.5) we can always choose ε small enough in such a way that a ≥ m 0 /2.
We then get for
The above inequality becomes y (t) + m 0 y(t) ≤ 0. This can be written
and we obtain y(t) ≤ e m0(t0−t) y(t 0 ) for t ≥ t 0 .
This implies
Hence one gets, for t ≥ t 1 = t 1 (ε) large enough,
This leads to
for t ≥ t 1 and thus, for t ≥ t 1 (u(t)) ≥ (ϕ M0+δ ) − ε. We deduce that
Letting ε → 0, we have proved the first inequality of (4.4) (see (3.9) to pass the limit).
To show that lim sup t→∞ (u(·, t)) ≤ (ϕ m0 ), we proceed in a similar way by replacing (4.6) by
Multiplying (4.7) by (u − ϕ m0−δ ) + and integrating in space, we obtain
This implies -arguing as before
and we deduce as above that
Letting ε → 0 the second inequality follows. This completes the proof of the lemma.
With Lemma 4.1 one can prove the following.
Lemma 4.2. Under the above assumptions suppose that the equation µ = K(a(µ)) has a unique solution µ ∞ . Then it holds that
where 0 and L 0 are defined in (4.2).
Proof. Suppose that we are not in the case (i), then we have either
Then µ ∞ ≤ 0 < L 0 otherwise we would be in case (ii). By the uniqueness of the solution of µ = K(a(µ)) and the properties of K, we have
and we get a contradiction. Thus in the case where (i) does not hold we are in the case(ii). This completes the proof of the lemma.
We will need also Proposition 4.1. Let u be the weak solution of
If (u(t)) → µ ∞ when t → +∞ and if u ∞ is the solution to
Proof. Subtracting the two equations above we have in a weak sense ( (u(t)) ). Multiplying by (u − u ∞ ) and integrating in Ω implies
Since a → a(µ ∞ ) as t → ∞, for t 0 large enough, t ≥ t 0 we have
Hence it comes 1 2
Using Young's inequality we obtain 1 2
for any δ > 0. Choosing δ such that 
Thus, for t ≥ t 0 (y(t)e a∞t ) ≤ c ε e a∞t .
Integrating between t and t 0 we obtain
For t large enough this gives
This completes the proof of the theorem. 
14)
then one has
15) where u ∞ is the only solution of the stationary problem.
Proof. If we can show that 0 = L 0 , where 0 and L 0 are defined in (4.2), then the result follows from Proposition 4.1 since we have then a( (u(t))) → a(µ ∞ ).
From Lemma 4.2 we have
Suppose that we are in the first above case.
• When (4.12) holds then there is a point m ≥ µ ∞ such that
But then as seen in (4.8), (4.9) this is impossible.
• When (4.13) holds then there is a point M ≤ µ ∞ such that
But then as seen in (4.10), (4.11) this is impossible.
• Suppose finally that (4.14) holds. The situation is described by Figure 4 .
Thus it holds that
which is again impossible. This completes the proof of the theorem
Asymptotic behaviour in the case of multiple equilibria
In this case unfortunately our results are rather poor. Some local linearized analysis can be developedwe refer the reader to [3] for details -but for global results a lot of work remains to be done. We will assume here that we are in the case of Figure 3 or Figure 3 that is to say we will suppose
We will denote by u i , i = 1, 2 the stationary points u i = ϕ a(µi) solutions to
Due to the monotonicity of the mapping a → ϕ a (see Theorem 3.6) we have
We will assume f = g > 0 in Ω (5.5) and we will choose u 0 , the initial value to (1.2) such that
Then, let us first establish Proposition 5.1. Under the assumptions (5.1), (5.2), (5.5), (5.6) and if u is the weak solution to (1.2) it holds that
Proof. The proof is identical to the one in [8] even if the problems are different. We reproduce it for the reader convenience. Denote by E the set
By continuity of the mapping
) is continuous and
(5.11) Let us prove the left hand side inequality. Using the weak formulation of (1.2) and (5.3) we have in
(5.12)
Due to (5.2), (5.10), (3.48) we have
. This proves the left hand side inequality of (5.11). The right hand side inequality can be derived the same way. This proves (5.11). Next, by definition of t * , if t * < +∞ we have
Since g is strictly positive by (5.11) this implies
and by the uniqueness of the solution to (1.2) this equality remains valid for larger time which contradicts the definition of t * . We thus have t * = +∞ and (5.11) gives (5.7). This completes the proof of the proposition.
Remark 5.1. Here and subsequently the assumption (5.5), g > 0, could be relaxed -see [8] . is a Lyapunov function that is to say decreases with time. More precisely if a = a( (u(t))) we have 1 2
Next assuming
(5.14)
Proof. We denote by ·, · the duality bracket between V and V . In what follows a denotes a( (u(t))). By (2.3) we have
Taking v = ϕ a it comes
From the definition of ϕ a and since f = g we derive
, by (5.13) we obtain
Next combining (3.5) and (2.3) we get
Taking v = u − ϕ a , by (5.16) we obtain
which is exactly (5.14). This completes the proof of the proposition.
We consider now the case of Figure 3 . In particular we assume that (5.1), (5.2) hold with in addition -compare to (5.13)
(5.18) Then we have: Theorem 5.1. Under the above assumptions, let u be the solution to (1.2) with u 0 satisfying (5.6) and u 0 = u 2 . Then it holds that lim
Proof. From (5.14) we derive by integration in t
it follows that the above integral converges in t and thus it holds that lim inf
It follows -recall that a = a( (u(t))) ≥ a(µ 2 ) > 0 -that we have for some sequence t n , t n → +∞
Since u(t n ) is uniformly bounded in L 2 (Ω) -see (5.7) -we can extract from t n a subsequence that for simplicity we still label t n such that for some u ∞ we have
is closed and convex in L 2 (Ω). It is also weakly closed and by Proposition 5.1 and (5.23) we obtain
Moreover, from (5.22) we get u ∞ = ϕ a( (u∞)) (5.26) that is to say u ∞ is a stationary point and by (5.25)
(5.27)
Since |u(t)| 2 2 is decreasing and u 0 = u 2 , we can only have u ∞ = u 1 .
Thus we have found a sequence t n , t n → +∞ such that
Next, consider another sequence t n , t n → +∞ such that
Since u(t n ) ∈ C we have also v ∞ ∈ C and in particular
is nonincreasing, it admits a limit when t → +∞ and by (5.31) this limit can only be |u 1 | . Thus by passing to the limit in the inequality
(5.32) Thus, every sequence converging towards u 1 , we have as t → +∞,
The strong convergence follows from the fact that
This completes the proof of the theorem.
Remark 5.2. In the case where (5.13) holds we have shown roughly speaking that u 1 is stable and u 2 unstable.
We consider now the case of a continuum of equilibria -i.e. the case of the figure 3.4. In particular we assume now that
(5.34) Then we have: Theorem 5.2. Suppose that u 0 ∈ C. Then under the assumptions of Figure 3 and (5.5) there exists a stationary point u ∞ ∈ C solution to (3.2) such that
(u is the solution to (1.2) corresponding to the initial value u 0 -recall that C is defined in (5.24) ).
Proof. We use a dynamical system technique. First we set for any u 0 ∈ C u(t) = S(t)u 0 . Proof. We refer to [1] , [8] , [4] for the definition of a dynamical system. The only difficult property to establish is to show that S(t) : C → C is continuous. This follows from the fact that if
We refer the reader to [3] for a detailed proof.
We then defined the ω-limit set of u 0 as ω(u 0 ) = { v ∞ ∈ C | ∃ t n , t n → +∞ such that u(t n ) v ∞ }.
(5.37) Proceeding exactly as above (5.26) one can show that there exists an equilibrium u ∞ ∈ C and a sequence t n , t n → +∞ such that u(t n ) → u ∞ in H 1 (Ω). (5.38) It follows also due to Proposition 5.2 that |u(t)| 2 → |u ∞ | 2 .
(5.39)
We would like to show that u(t) converges toward u ∞ in L 2 (Ω). For that we will need the following lemma: ∀ v ∈ H 1 (Ω)).
Proof of the Lemma. Since u(t) ∈ C ∀ t we have of course for some constant K 0 independent of t |u(t)| 2 ≤ K 0 ∀ t > 0. (5.41)
Next, due to the smoothing effect for parabolic problem, for some t 1 > 0, it holds that Then we consider (1.2) for t > t 1 . Assuming in a first step that the data f, a( u(t))) have been smoothed in such a way that the computations below make sense we have from (1.2) End of the proof of Theorem 5.2. We claim that
Indeed, let v ∞ ∈ ω(u 0 ). By definition of ω(u 0 ) there exists a sequence t n , t n → ∞ such that
Due to Lemma 5.2 -up to a subsequence -we have by the compactness of the canonical imbedding of
and thus |u(t n )| 2 → |v ∞ | 2 . By (5.39) this implies (5.49). Due to well known results regarding dynamical systems we have (see [1] , [4] ) S(t)ω(u 0 ) = ω(u 0 ). (t) )) )| 2 + a( (u(t)))|u − ϕ a( (u(t))) | 2 dx .
Thus for any t, u(t) is a stationary point. But there is only a stationary point of a given norm (a → ϕ a is decreasing). We thus have u(t) = S(t)v ∞ = u ∞ and thus ω(u 0 ) = {u ∞ }. This means that when t → +∞
The strong convergence follows from (5.39). This completes the proof of the theorem.
Remark 5.3. We do not know how u ∞ is selected depending on the initial data. It would be of course very interesting to remove the assumption (5.5). Some linearization results are available in [3] .
