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Abstract
For growth in a closed environment, which is indicative of the situation in laboratory exper-
iments, autonomous ODE models do not necessarily capture the dynamics under investigation.
The importance and impact of a closed environment arise when the question under examination
relates, for example, to the number of the surviving microbes, such as in a study of the spoilage
and contamination of food, the gene silencing activity of fungi or the production of a chemical
compound by bacteria or fungi.
Autonomous ODE models are inappropriate as they assume that only the current size of the
population controls the growth-decay dynamics. This is reflected in the fact that, asymptotically,
their solutions can only grow or decay monotonically or asymptote. Non-autonomous ODE mod-
els are not so constrained. A natural strategy for the choice of non-autonomous ODEs is to take
appropriate autonomous ones and change them to be non-autonomous through the introduction
of relevant non-autonomous terms. This is the approach in this paper with the focus being the
von Bertalanffy equation.
Since this equation has independent importance in relation to practical applications in growth
modelling, it is natural to explore the deeper relationships between the introduced non-autonomous
terms through a symmetry analysis, which is the purpose and goal of the current paper. Infinitesi-
mals are derived which allow particular forms of the non-autonomous von Bertalanffy equation to
be transformed into autonomous forms for which some new analytic solutions have been found.
Keywords: Autonomous, non-autonomous, ordinary differential equations, von Bertalanffy, Lie
symmetries, closed-form solutions
1. Introduction
For the simulation of general growth-decay dynamics, the non-autonomous von Bertalanffy
equation
dN
dt
= α(t)Nβ − a(t)Nb, N = N(t), (1)
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with (without loss of generality) α(t), β, a(t) and b non-negative, has been proposed by Edwards et
al. [1] as a model of the interaction of the current size N(t) of a population with the environment
in which it is living. In this paper, we investigate the symmetry properties of a generalisation of
(1), which includes (1) as a special case, where a forcing term ψ(t) is added to obtain
dN
dt
= α(t)Nβ − a(t)Nb + ψ(t), N = N(t). (2)
Exact solutions to some specific forms of (1) and (2), for β, b ∈ {0, 1, 2, 3} and special forms
for α(t), a(t) and ψ(t) are well documented [2, 3, 4]. In particular, the solution of a linear form
of (1) with β = b = 1 has been proposed by Peleg and Corradini [5] as representative of a
multiplicative population growth/decay process.
The paper has been organized in the following manner. Background about earlier published
research is given in Section 2. The Lie point symmetries and associated infinitesimals for equa-
tion (2) are derived in Section 3. Utilization of the infinitesimals to derive new results is pre-
formed in Section 4. Conclusions are given in Section 5.
2. Background
As explained by Edwards et al. [1] and others such as Coleman [6], the formulation of models
for the growth of microbes (fungi; bacteria) must not only take account of the current number of
the microbes but also of the effect of the environment in which the growth is occurring and of
the type of measurements used to record the growth.
Consequently, autonomous ODE models are not always appropriate. For example, for the
surviving members in a population, the growth will eventually attain a maximum and then decay.
Thus, for the modelling of growth in a closed environment, non-autonomous ODEs become
an appropriate choice with the role of the environment determining the structure of the non-
autonomous terms.
The symmetry properties of some special forms of (2) have already been published. For ex-
ample, when ψ(t) = 0 and b = 1, (2) becomes the Bernoulli equation which can be linearised and
consequently solved [4]. A symmetry analysis for the Bernoulli equation is given in Ibragimov
[7]. Taking β = 2 and b = 1 recovers the Riccati equation, for which a symmetry analysis can be
found in Ibragimov [7] and has also been examined by Cheb-Terrab and Kolokolnikov [8]. When
β = 3 and b ∈ {1, 2}, equation (2) corresponds to an Abel equation of the first kind. Its symmetry
properties have been examined by Schwarz [9], as well as Ibragimov [7] and Cheb-Terrab and
Kolokolnikov [8]. The case b = 1 and β ∈ N corresponds to (2) being a polynomial in the depen-
dent variable N. It is sometimes referred to as the Chini equation [8] since a symmetry analysis
of this form of (2) was performed by Chini [10]. Schwarz [9] also considers the symmetries of
the generalised Abel’s equation
y′ +
K∑
k=1
ak(x)yk = 0
for K > 3 and aK(x) , 0, which includes (2) for β, b ∈ N.
In this paper, the only restriction placed on β and b are that they are non-negative. In partic-
ular, there is no constraint that the right hand side of (2) must be a polynomial in the dependent
variable N.
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3. Lie point symmetries
The Lie symmetry group method [11] is used to obtain the Lie point symmetry generators of
(2). There are many excellent texts devoted to this topic [12, 13, 14, 15]. We seek the transfor-
mation
t1 = t + ετ(t,N) + O(ε2), N1 = N + εη(t,N) + O(ε2) (3)
that leaves the governing equation (2) invariant. The symbol of the first prolongation of the group
(3) is
Γ(1) = τ
∂
∂t
+ η
∂
∂N
+ η[t]
∂
∂N′
(4)
where η[t] = D(η) − D(τ)N′ and D is the total derivative operator given by
D =
∂
∂t
+ N′
∂
∂N
+ N′′
∂
∂N′
+ · · · .
Taking the first prolongation (4) of (2) and using the governing equation to eliminate the deriva-
tive
dN
dt
gives a single determining equation. The functions τ and η are independent of the
derivatives of N. However, because the determining equation is first order, it will not split into an
overdetermined system of linear determining equations. Following Ibragimov [7], it is assumed
that τ and η are linear functions of N, that is,
τ(t,N) = F1(t)N + F0(t), η(t,N) = G1(t)N + G0(t).
The determining equation becomes(
G1(t)α(t) −
dF0
dt
α(t) −
dα
dt
F0(t) − 2 F1(t)α (t)ψ(t) − α(t)βG1(t)
)
Nβ
+
(
2 F1(t)a(t)ψ(t) −G1(t)a(t) +
da
dt
F0(t) +
dF0
dt
a(t) + a(t)bG1(t)
)
Nb
−
(
dα
dt
F1(t) +
dF1
dt
α(t)
)
Nβ+1 +
(
dF1
dt
a (t) +
da
dt
F1(t)
)
Nb+1
+ 2 F1(t)α(t)a (t) Nβ+b − F1(t) (α(t))2 N2β − F1(t) (a(t))2 N2b
− α(t)βG0(t)Nβ−1 + a(t)bG0(t)Nb−1 +
(
dG1
dt
−
dF1
dt
ψ(t) −
dψ
dt
F1(t)
)
N
+
dG0
dt
+ G1(t)ψ(t) −
dF0
dt
ψ(t) − F1(t) (ψ(t))2 −
dψ
dt
F0(t) = 0. (5)
At this stage it is normally assumed that the powers of N are independent which means that the
coefficients of the powers of N are equated to zero. This leads to a set of equations which gives
relationships between the functions defining τ and η. In the current situation this immediately
implies that F1(t) = G0(t) = 0. It then follows that G1(t) = a1, a1 ∈ R. The remaining equations
left to be solved are
a1α(t)(1 − β) −
dF0
dt
α(t) −
dα
dt
F0(t) = 0, (6a)
a1a(t)(1 − b) −
dF0
dt
a(t) −
da
dt
F0(t) = 0, (6b)
a1ψ(t) −
dF0
dt
ψ(t) −
dψ
dt
F0(t) = 0. (6c)
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The advantage of this set of equations is that they can be exploited to derive solutions to (2) by
taking advantage of the properties of α(t), a(t) and ψ(t).
3.1. The ψ(t) . 0 case
If it assumed that ψ(t) . 0, then solving (6c) gives
F0(t) =
a1
∫
ψ(t) dt + c1
ψ(t)
, c1 ∈ R.
It follows from (6a) and (6b) that
α(t) =
c2ψ(t)(
a1
∫
ψ(t)dt + c1
)β , a(t) = c3ψ(t)(
a1
∫
ψ(t)dt + c1
)b , c2, c3 ∈ R. (7)
Consequently, under these constraints, (2) admits the symmetry infinitesimals
τ(t,N) =
a1
∫
ψ(t)dt + c1
ψ(t)
, η(t,N) = a1N. (8)
3.1.1. Non-independent powers of N
Breaking the assumption that the powers of N are independent may lead to special forms of
(2) with additional symmetries. A number of these special cases were analysed and lead only
to the infinitesimals (8). However, the case β = 1 and b = 1/2 did not fall into this category.
For this case, the structure of (5) becomes overly complex and the analysis is difficult. However,
considering equivalence transformations [16] allows one of the functions of t in (2) to be set to
1. Choosing α(t) = 1 allows the remaining determining equations to be solved to give
a(t) = c1e−t, F1(t) = c2e−t, F0(t) =
(
c2e−t + c3e2t
)
ψ(t),
G1(t) = 2
(
c2e−t + c3e2t
)
ψ′(t) + 2c3e2tψ(t), G0(t) = 0,
where c1, c2, c3 ∈ R and ψ(t) satisfies the equation
2
(
c2e−t + c3e2t
)
ψ′′ −
(
4c2e−t − 5c3e2t
)
ψ′ + 2c3e2tψ = c21c2e
−3t.
This linear equation for ψ(t) can be solved yielding an explicit expression which is highly com-
plex.
Note that setting c1 = 0 gives a(t) = 0 with the consequence that (2) becomes linear. The
case c2 , 0 results in a linear expression for τ(t,N) in N. This leads to new infinitesimals, the
consequences of which relative to what is presented here needs independent investigation.
3.2. The ψ(t) ≡ 0 case
The infinitesimals (8) and the conditions (7) on α(t) and a(t) are valid only when ψ(t) . 0.
When ψ(t) ≡ 0, the earlier constraint F1(t) = G0(t) = 0 and G1(t) = a1, a1 ∈ R, remains
valid. Now (6c) is automatically satisfied. Assuming that α(t) , 0 and β , 1, the remaining
determining equations (6a) and (6b) yield
F0(t) =
a1(1 − β)
∫
α(t) dt + c1
α(t)
, (9)
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and
a(t) = c2α(t)
(
a1(1 − β)
∫
α(t) dt + c1
)(b−β)/(β−1)
, (10)
where c1, c2 ∈ R. (Note that the case β = 1 will recover the Bernoulli equation, and is not
considered here.) In this instance, the infinitesimals are
τ(t,N) =
a1(1 − β)
∫
α(t) dt + c1
α(t)
, η(t,N) = a1N. (11)
3.3. The ψ(t) = 0 for some t ∈ R (but ψ(t) . 0) case
If ψ(t) = 0 anywhere, equation (6c) cannot be used. From (6), a solution can be found for
F0(t) in terms of either α(t) or a(t) which strongly restricts the form that ψ(t) can have. As in the
previous case 3.2, solving (6a) followed by (6b) gives (9) and (10) for F0(t) and a(t), respectively.
Consquently, (6c) gives
ψ(t) =
c3α(t)(
a1 (1 − β)
∫
α(t) + c1
)β/(β−1) , c3 ∈ R.
We can now only solve (5) for very special forms of ψ(t) which are determined by the choice of
either α(t) or a(t). This establishes that (5) can not be solved for arbitrary ψ(t) when there exists a
t̂ for which ψ(t̂) = 0. Because the determining equation (5) can no longer be solved for arbitrary
ψ(t), this situation is not pursued further in this paper.
4. Symmetry reductions and solutions of the non-autonomous von Bertalanffy equation
The canonical coordinates corresponding to the symmetry infinitesimals (8) for ψ(t) . 0 are
u =
N
a1
∫
ψ(t)dt + c1
, v =
1
a1
ln
(
a1
∫
ψ(t)dt + c1
)
, a1 , 0, (12)
which reduce the non-autonomous von Bertalanffy equation (2) to the autonomous equation
du
dv
= c2uβ − c3ub − a1u + 1. (13)
This transformed equation is valid irrespective of the values of β, b, a1, c1 and c2 and is inde-
pendent of the form of the forcing function ψ(t). The only constraint is that α(t) and a(t) are
determined by ψ(t) as detailed in (7). Any solution of (13) will lead to a solution for (2). Table 1
gives the form of α(t) and a(t) and the corresponding canonical coordinates u and v for some
simple functional forms of ψ(t).
There is freedom in the choice of c2, c3 and a1 and the powers β and b in solving (13). For
example, taking β = b + 1 and c2 = c3a1 means that right hand side of (13) can be factorized and
so (13) can be written as
v =
∫
du(
c3ub − 1
)
(a1u − 1)
+ C, (14)
with C ∈ R the constant of integration. The cases b = 1 and 2 (with corresponding values β = 2
and 3) are not of direct interest as they correspond to the Riccati or Abel equations. For some
values of b, equation (14) can be solved analytically.
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ψ(t) α(t) a(t) u v
c4
c2c4
(a1c4t + c1)β
c3c4
(a1c4t + c1)b
N
a1c4t + c1
1
a1
ln (a1c4t + c1)
c4tm, m , −1
c2c4tm(
a1c4
m+1 t
m+1 + c1
)β c3c4tm( a1c4
m+1 t
m+1 + c1
)b Na1c4
m+1 t
m+1 + c1
ln
(
a1c4
m+1 t
m+1 + c1
)
a1
c4t−1
c2c4
t (a1c4 ln t + c1)β
c3c4
t (a1c4 ln t + c1)b
N
a1c4 ln t + c1
ln (a1c4 ln t + c1)
a1
c4emt,m , 0
c2c4emt(
a1c4
m e
mt + c1
)β c3c4emt( a1c4
m e
mt + c1
)b Na1c4
m e
m + c1
ln
(
a1c4
m e
m + c1
)
a1
c4
(
1 − emt
)
,m , 0
c2c4
(
1 − emt
)(
a1c4
(
t − 1m e
mt
)
+ c1
)β c3c4 (1 − emt)(
a1c4
(
t − 1m e
mt
)
+ c1
)b Na1c4 − 1m em + c1
ln
(
a1c4 − 1m e
m + c1
)
a1
Table 1: Functional forms of ψ(t) with corresponding forms of α(t), a(t) and canonical coordinates u and v.
4.1. Case b = 3 (β = 4)
For b = 3 (β = 4), the closed form solution of (14) is given by
v =
c2/33
6(a31 − c3)
− 6a21
c2/33
ln (a1u − 1) + 2
1 + a1
c1/33
 ln u − 1
c1/33
 + 2a21
c2/33
ln
(
c3u3 − 1
)
−
1 + a1
c1/33
 ln u2 + u
c1/33
+
1
c2/33
 + 2√3 −1 + a1
c1/33
 tan−1 c1/33√
3
2u + 1
c1/33
 + C,
(15)
where c3 , a31. In the case that c3 = a
3
1, the closed form solution is given by
v =
1
3a1
[
− ln (a1u − 1) −
1
a1u − 1
+
1
2
ln
(
a21u
2 + a1u + 1
)
+
1
√
3
tan−1
(
1
√
3
(2a1u + 1)
)]
+ C.
(16)
4.2. Case b = 4 (β = 5)
When b = 4 (β = 5), the closed form solution of (14) is given by
v = −
c1/43
4
(
a41 − c3
)
 4a31c1/43 ln (a1u − 1) +
(√
c3 + a21
)
ln
u +
1
c1/43
u − 1
c1/43

+2
(√
c3 − a21
)
tan−1
(
c1/43 u
)
−
a31
c1/43
ln
(
c3u4 − 1
)
− a1c
1/4
3 ln
(
1 −
√
c3u2
1 +
√
c3u2
) + C,
(17)
where c3 , a41. When c3 = a
4
1, the solution takes the form
v =
1
4a1
[
3
2
ln (a1u − 1) −
1
a1u − 1
+
1
2
ln
(
a21u
2 + 1
)
+ tan−1 (a1u) +
1
2
ln (a1u + 1)
]
+ C. (18)
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4.3. Case b = 1/2 (β = 3/2)
With b = 1/2 (β = 3/2), the closed form solution of (14) is
v =
−
√
a1 ln (a1u − 1) + 2
√
a1 ln
(
c3
√
u − 1
)
+ 2c3 tanh−1
(√
a1u
)
√
a1
(
a1 − c23
) + C, (19)
where a1 , c23. When a1 = c
2
3, the solution takes the form
v =
1
c23
[
1
c2
√
u − 1
+
1
2
ln
(
c3
√
u − 1
)
−
1
2
(
c3
√
u + 1
)]
+ C. (20)
In terms of the original variables, the solutions (19) and (20) are(
a1 − c23
)
√
a1
ln
(
a1
∫
ψ(t)dt + c1
)
= −
√
a1 ln
 a1Na1 ∫ ψ(t)dt + c1 − 1
 + 2√a1 ln
c3
√
N
a1
∫
ψ(t)dt + c1
− 1

+ 2c3 tanh−1

√
a1N
a1
∫
ψ(t)dt + c1
 + C, a1 , c23,
(21)
and
ln
(
c23
∫
ψ(t)dt + c1
)
=
1
c2
√
N
c23
∫
ψ(t)dt+c1
− 1
+
1
2
ln
c3
√
N
c23
∫
ψ(t)dt + c1
− 1

−
1
2
c3
√
N
c23
∫
ψ(t)dt + c1
+ 1
 + C, a1 = c23.
(22)
Solutions (21) and (22) are valid for any form of ψ(t) and satisfy the von Bertalanffy equation
dN
dt
=
c2ψ(t)(
a1
∫
ψ(t)dt + c1
)3/2 N3/2 − c3ψ(t)(
a1
∫
ψ(t)dt + c1
)1/2 N1/2 + ψ(t).
Importantly, this pair of solutions is new. They are independent of the earlier published results
from symmetry analyses discussed in section 2 because, for b = 1/2 (β = 3/2), equation (2) is
no longer a polynomial in N.
Other closed form solutions for the canonical coordinate v in terms of u are possible de-
pending on the chosen values of the powers β, b and the constants a1, c2 and c3. Once a specific
solution for the canonical coordinates has been found and a functional form for ψ(t) has been
chosen, the corresponding forms of the infinitesimals τ(t,N) and η(t,N) in Table 1 can be used.
This will yield the closed form solution of (2) for the appropriate growth and decay functions
α(t) and a(t) generated by the choice of ψ(t).
In the case ψ(t) ≡ 0, the canonical coordinates corresponding to the symmetry infinitesimals
(11) are
u =
N(
a1(1 − β)
∫
α(t)dt + c1
)1/(1−β) , v = 1a1(1 − β) ln
(
a1(1 − β)
∫
α(t)dt + c1
)
, a1 , 0, β , 1,
(23)
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which reduces the von Bertalanffy equation (2) (with ψ(t) = 0) to the autonomous equation
du
dv
= uβ − c2ub − a1u.
Note that for the case β = 1, (2) corresponds to the Bernoulli equation which is linearisable and
so is not considered in this paper.
5. Conclusions
In this work, we have used Lie symmetry methods to determine the constraints on the func-
tions α(t), a(t) and ψ(t) which allow nontrivial symmetries to exist for the non-autonomous von
Bertalanffy equation (2). We have exploited these symmetry properties to construct new closed
form solutions. This has extended the work of earlier authors who have previously considered
various forms of the generalised Abel equation which correspond to (2) only when the right hand
side is polynomial in the dependent variable N.
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