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Chapter 1
Introduction and Overview
Symmetries have always played a pivotal role in classifying and understanding the basic structures
of physical theories. Our present understanding of the fundamental interactions of nature except
gravity is based on the theory of quantized fields, i.e. Quantum field theories (QFT). It is also
more or less apparent that for a successful inclusion of gravity in a unified theory the notion of
the point particle must be replaced by some extended structure like string [1]. The string theory
is, however in the formative stage. In both field and string theories symmetry considerations pro-
vide the basic method of modeling the interactions. Apart from the space-time symmetries these
theories are endowed with internal symmetries. Internal symmetry is realised by certain contin-
uous transformations of the fields which leave the Lagrangean invariant. These transformations
are called global gauge transformations (GT) which do not involve space-time. Since the gauge
transformation parameter (GTP) is constant, the GT must be the same at all points of space-time.
So when the GT is performed at one point of space-time, it has to be performed at all other space
points at the same time. But this contradicts the spirit of relativity. To get around this conceptual
difficulty, one abandons the requirement that the GTP is constant and considers it as an arbitrary
function of space-time. This makes the GT vary from point to point and the idea of ‘local’ gauge
transformation is introduced.
Localisation of the gauge symmetries dictates the presence of gauge fields, which, in turn,
1
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mediate the interactions. Gauge symmetries have become the central theme in the investigations of
fundamental interactions of nature. Accordingly, manifestations and impacts of gauge symmetries
in various contexts of current interest will be the focal point of the present thesis. Notwithstanding
this emphasis, we also explore non-relativistic space-time invariances in a 2+1-dimensional field
theoretic model.
We begin with the topic of diffeomorphism invariance and their connection with gauge invari-
ances for some generally covariant theories, viz. some fundamental stringy models and second
order metric gravity [2, 3, 4, 5]. As is well known there are different formulations for the action
of strings and higher branes. The direct generalisation from the relativistic particle is the Nambu–
Goto (N–G) string which poses difficulty in quantisation due to the presence of derivatives under
the square root. An alternative redundant description which is analytically easier to handle is the
Polyakov string where extra degrees of freedoms are introduced in terms of the world-sheet metric.
It is easy to show that the Polyakov model can be reduced to the N–G model by solving out these
extra degrees of freedom by using their equations of motion. However, the opposite connection
i.e. the transition from N–G to Polyakov model is not adequately explored. The same comments
apply in case of the membrane or in general higher branes. Using the diffeomorphism invariance
of N–G action we have constructed an interpolating Lagrangean [6] which provides a proper plat-
form to investigate this transition from N–G action to Polyakov action for membrane and generic
p-brane. We have found that the diffeomorphism invariance of N–G action is instrumental to the
construction of the induced metric of the Polyakov action. Interestingly, it turns out that the metric
automatically anticipates the famous Arnowitt–Deser–Misner (A–D–M) decomposition of General
relativity [7]. Naturally a detailed analysis of the reparametrisation symmetry and their intercon-
nections with the gauge symmetry have also been presented using a purely Hamiltonian algorithm
[8].
Another interesting issue in case of the open string in presence of a background Neveu–
Schwarz two-form field is the emergence of noncommutative structure in the space-time coor-
dinates of D-branes where the string end-points are attached [9]. Different approaches have been
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taken to obtain such results [10, 11, 12] for interacting strings in the conformal gauge. However, a
gauge-independent analysis in [6] led to a new type of noncommutativity which is manifest at all
points of the string in contrast to the conformal gauge results where it appears only at the bound-
aries. In this scheme noncommutativity appears even for the free string case, though it vanishes
in the conformal gauge, maintaining compatibility with the earlier results [10, 11, 12]. We follow
the gauge-independent analysis of [6] to construct the interpolating theory of string propagating in
the Neveu–Schwarz two-form field background [4]. Our analysis of interpolating string shows that
compatibility with the stringy boundary conditions demands crucial modifications in the Poission
bracket structures which in turn leads to noncommutativity among the string coordinates. These
modifications altered the constraint algebra of the theory considerably from what they were in our
earlier analysis of interpolating strings [2]. So we re-investigate the interconnection of gauge sym-
metry and diffeomorphism incorporating the modified Poission brackets and constraint algebra.
Again the issue of the interconnection between gauge symmetry and diffeomorphism is a ba-
sic content of theories of gravity. We therefore apply the same Hamiltonian method [8] also to the
second order metric gravity [5] to establish a one to one mapping between the gauge and diffeomor-
phism parameters. This makes the underlying unity of the gauge and diffeomorphism invariances
of the theory explicit. The unique feature of our analysis is to establish a mapping between the two
sets of transformation parameters using a purely Hamiltonian Dirac methodology.
Our investigation of symmetries in open string brought us in connection with noncommutativ-
ity among the space-time coordinates. The idea of a underlying noncommutative structure of the
space-time was suggested very early on, in the pioneering days of quantum field theory (QFT),
by Heisenberg and was formalised by Snyder in [13]. The motivation was to provide an effective
ultra-violet cutoff to control the divergences which has plagued theories such as quantum electro-
dynamics (QED). However, this development was quickly overshadowed by the renormalisation
programme of QFT which successfully predicted numerical values for physical observables in
QED. It was revived in 1980s when Connes formulated an operator algebric description of the
Yang–Mills theory on a large class of NC spaces [14]. This found application in geometrical in-
Introduction and Overview 4
terpretation of the standard model [15], eventually gravity was also included [16]. However this
approach suffered many weaknesses (e.g. it could not account for quantum radiative corrections)
and eventually died out. The most concrete evidence and motivation of NC geometry came from
string theoretic results, the first appearance can be attributed to Witten’s paper on string field the-
ory back in 1986 [17]. Several works followed, where various duality symmetries of closed string
theory were studied using the techniques of NC geometry[18]. Gradually, the possibility of an un-
derlying NC space-time became apparent in closed string theory [19]. In the early nineties it was
found that open string end-points live on fixed hypersurfaces in space-time, known as D-branes
[20]. Their low-energy effective field theory was found to have configuration space which is de-
scribed in terms of noncommutating matrix-valued space-time coordinate fields [21]. The fact that
quantum field theory on NC space-time arises naturally in string theory and matrix theory led to an
tremendous upsurge in formulating and analysing different field theories, including gauge theories
over NC space-time [22, 23].
Weyl’s prescription to associate a quantum operator to a classical phase space function provides
a systematic way to describe NC space and study the field theories defined thereon. We shall
refer to this approach as operator approach in this thesis. We shall, however, use an alternative
approach to analyse NC field theories in the thesis, one which relies heavily on the aspect of gauge
symmetry of the actions. A very significant aspect of gauge symmetry in the NC theories has
been discovered by Seiberg and Witten in [9], namely the correspondence between the NC gauge
transformation and commutative gauge transformation. This can be established by the Seiberg–
Witten (SW) maps. Using these maps one can derive a commutative equivalent theory describing
the original NC gauge theory perturbatively, in terms of commutative variables. The basic idea
is to define the fields over phase space with ordinary multiplication replaced by the Gronewald–
Moyal product [23]. Then the original theory can be mapped to an equivalent commutative theory
in the framework of perturbative expansion in the NC parameter, using the Seiberg–Witten-type
maps [9, 24] for the fields. Later, closed form S–W maps were found for certain actions [25, 26]
which provided a commutative equivalent description of the models exact to all order in the NC
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parameter. In the thesis we have discussed NC extensions of various gauge field theories in the
commutative equivalent approach. The results of our study manifest aspects of gauge symmetries
in the context of NC space-time.
We begin with the application of the exact SW maps. The models we considered were a NC
Chern–Simons (NCCS) coupled scalar field theories with and without Maxwell term. In the (non-
perturbative) operator approach both the Maxwell and NCCS gauge field coupled to fundamental
scalar fields produce B–P–S type solitons [27, 28, 29]. A solution generating technique, which
was developed in [27], has been used in [29] . The static soliton solution of the theory diverges as
θ → 0. These soliton solutions thus essentially belong to the singular sector. A relevant question,
therefore, is whether there is some non-trivial non-perturbative solutions depending on the NC pa-
rameter and vanishing continuously along with it. Clearly, this can not be answered by the operator
approach. The closed form S–W maps, on the other hand, essentially possess smooth commutative
limit. Therefore, investigation of such NC scalar field theories in the exact commutative equivalent
approach to check whether they exhibit solitons with smooth commutative limit becomes relevant.
In [30] we have specifically addressed this issue by analyzing a U(1)⋆ Chern–Simons (C–S) cou-
pled scalar field theory in (2+1) dimension where the scalar field is in the adjoint representation
of the gauge group. We also addressed the coupling of adjoint matter with the Maxwell field in
addition to the C–S term in [31]. Our selection of these models is further motivated by the fact
that in the commutative limit the scalar field decouples from the gauge interaction. In other words
any non-trivial result of our analysis comes from the NC features only. Using the exact SW maps
[25, 26] we have derived exact commutative equivalent versions of these models. Detailed ex-
pressions of different forms of energy momentum tensor have been derived and the existence of
solitonic modes has been investigated. It was observed that a satisfactory EM tensor can not be
obtained from the canonical prescriptions. A symmetric and gauge invariant EM tensor is con-
structed by varying the action with respect to a background metric and finally keeping the metric
flat. This has been identified as the physical EM tensor for our model. It turns out in our analysis
that minimum configuration of the static energy functional corresponds to trivial solutions. In the
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static limit there is no coupling between the matter and the gauge field. Hence there is no B–P–S
soliton in the model with a smooth commutative limit (θ → 0).
Noncommutativity, specifically among the spatial coordinates, is well analysed and under-
stood. However, NC structure involving time coordinates remains a contentious issue. As example
of NC gauge theories where time-space noncommutativity is an essential element we have ad-
vanced the NC extension of (1+1)-dimensional bosonised Schwinger model [32]. We considered
bosonised form [33] of the vector Schwinger model obtained via a gauge invariant regularisation
(GIR) scheme [34] and constructed the corresponding NC model. Using the standard ⋆-product
formalism the original commutative regularised model is lifted to the NC platform where the U (1)
gauge symmetry is replaced by U (1)⋆ gauge symmetry. Invoking the appropriate Seiberg–Witten
(SW) transformations the NC model is then mapped to an equivalent commutative model. The
model exhibits emergence of a massive boson interacting with a background generated by the NC
geometry. Our analysis thus reveals the presence of a background interaction term which is mani-
fest only in the tiny length scale ∼√θ . We argued that the theory, in the reduced phase space, can
be formulated as a perturbative quantum field theory which is formally similar to the KG theory
with a classical source. This ensures the unitarity and causality requirement which is a welcome
result in the context of theories with time-space noncommutativity.
By using the correspondence between noncommutative and commutative gauge symmetries we
have found non-trivial effects in connection with the Schwinger model as mentioned above. This
effect depends on the time-space NC parameter. A natural question about its size thus arises. While
there are several estimates of spatial NC parameters available in the literature [35, 36, 37, 38, 39,
40] corresponding figures about the time-space noncommutativity is lacking. We have considered
the gravitational well problem [41] in a NC field theoretic setting in [42] where such an estimate
is obtained using the GRANIT experimental data [43, 44]. Since this exercise, although relevant,
is somewhat different from the main body of our thesis we present the analysis in Appendix A.
Another topic of considerable current interest is the construction of a theory of gravity in NC
space time. Various authors have approached the problem from different angles. In [45] for exam-
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ple a deformation of Einstein’s gravity was studied using a construction based on gauging the non-
commutative SO(4,1) de Sitter group and the SW map [9] with subsequent contraction to ISO(3,1).
Another approach of a noncommutative gravitational theory was proposed in [46]. Very recently
noncommutative gravity has been connected with stringy perspective[47]. In all these works the
leading order noncommutative effects appear in the second order in the NC parameter θ . Since
gravity can be viewed effectively as a gauge theory the commutative equivalent approach also
seems to be a promising one. Indeed, a minimal theory of NC gravity [48] has been constructed
recently based on this approach where the NC correction appears as a series expansion in the NC
parameter. The leading order correction is reported to be linear in θ in this work. It, therefore,
seems that the result of [48] is in contradiction with others [45, 46, 47]. In this thesis we have
extended the commutative equivalent formulation of [48] to show that the first order correction
term reported therein actually vanishes, and thus settled the controversy [49].
After exploiting the correspondence of NC gauge symmetry and commutative gauge symmetry
in the analysis of different NC theories we come back to the problem of analysing symmetry. In our
studies of symmetries we have so far not addressed invariances under space-time transformations.
This issue is particularly important in connection with the nonrelativistic NC models. A constant
noncommutativity explicitly violates Lorentz symmetry [35]. However the issue of Galilean in-
variance is non-trivial [50, 51, 52]. So we investigate the Galilean symmetry of a Schrodinger field
theory coupled to background gauge field in a NC setting where only the spatial sector of the NC
algebra is involved. Our analysis shows a symmetry violation in the boost sector resulting in a
non-closure of the Galilean algebra [52].
The organisation of the thesis is as follows. In Chapter 2 and 3 we discuss the internal sym-
metries of some basic (both free and interacting) stringy models and gravity respectively using
a Hamiltonian framework. We shall analyse some noncommutative (NC) gauge field theories
coupled to scalar fields in a commutative equivalent approach in Chapter 4. This includes Chern–
Simons (CS) as well as Maxwell type of gauge fields interacting with adjoint scalar matter in
section 4.3. The issue of time-space noncommutativity is taken up next in section 4.4 in the con-
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text of (1+1) dimensional bosonised Schwinger model. A brief investigation on the issue of a first
order NC correction to pure gravity theory follows in section 4.5 where we consider gravity as an
NC gauge theory and work in our commutative equivalent approach. In Chapter 5 we discuss the
space-time symmetries of a noncommutative quantum mechanical model where the Schrodinger
matter is considered to interact with a background gauge field. Finally we conclude in Chapter 6
where some possible extensions and further work are indicated. We have also included an appendix
where an upper-bound on the time-space NC parameter is set.
Chapter 2
Gauge symmetry and Reparametrisation in
basic stringy models
2.1 Introduction
As discussed in the introductory chapter, we begin with the studies of gauge symmetry and their
connection with diffeomorphism invariances in some basic stringy models. String theory was
introduced as a candidate for the fundamental theory uniting all the basic interactions at the Planck
scale [1]. At least five different string theories emerged equally viable, namely the Type I, Type
IIA, Type IIB, Heterotic SO(32) and Heterotic E8×E8 string theories. This, however, raised doubt
about the claimed unique status of string theory. Significant progress in the understanding of
different ramifications of string theories has been achieved in the last decade with the discovery of
the dualities [53] mapping one theory into another, thereby indicating their essential unity. It is now
definitely believed that the different perturbative sectors of string theories occupy different corners
of some yet unknown M-theory [54]. Higher dimensional extended objects like membranes are
expected to be instrumental in understanding this new theory. A characteristic feature of these
structures is that they are loaded with various symmetries. It is useful to gain an understanding of
these symmetries from different points of view.
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Apart from the symmetries of the space-time in which the string or the higher brane is embed-
ded, they have diffeomorphism ( diff.) invariance which arises from reparametrization invariance
of their world ‘volume’. The latter can be considered as gauge symmetries implemented by the
first class constraints of the theory. The constrained Hamiltonian analysis due to Dirac [55] is a
natural methodology for such problems. This method in a gauge independent setting [56, 57] has
been proved to be very useful in the analysis of space-time symmetries of different field theoretic
models, a fact demonstrated by numerous applications in the literature [50, 51, 58, 59]. The in-
vestigation of the diff. invariance and the gauge symmetries, including their correspondence in the
stringy context, from a gauge-independent constrained Hamiltonian approach is therefore strongly
suggested. In the present chapter we will give a detailed and comprehensive analysis of the same.
Initially, the treatment will be specific to the particular choice of p= 1(strings), p= 2(membranes)
only, which do not admit an obvious generalisation to the arbitrary p-dimensional case. We shall
therefore take up the task of generalising our method to p-dimensional case, once the string and
membrane action and its internal symmetries are thoroughly analysed. Since the essential features
of the diff. invariance are contained in the bosonic version of the strings (or membranes) we will
only consider such models.
The action for a string can be chosen in analogy with the relativistic particle as the proper
area of the world sheet swept out by the dynamical string. This gives the Nambu–Goto ( N–G )
formalism which, however, poses problems in quantization. A redundant description, where the
world sheet metric coefficients are considered as independent fields, has been shown by Polyakov
to be particularly suitable for quantisation. The ensuing action is known as the Polyakov action.
The equivalence between the two approaches is established on shell by solving the independent
metric in the Polyakov action. The classical correspondence is assumed to lead to equivalent
results at the quantum level [1]. Understanding this correspondence from different viewpoints
will, naturally, be useful. In this context the opposite question of the transition from the N–G
to the Polyakov action appears. Recently, this issue has been addressed by a degrees of freedom
matching in [6]. Again, the Nambu–Goto and the Polyakov actions have their counterparts for
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the dynamical membranes [60] and in general for the higher branes. Our analysis will reveal
the transition from the N–G action to the Polyakov action for the membrane and for the generic
p−brane. Note that there is a distinctive feature of the Polyakov actions for the higher branes as
opposed to the strings. This is the absence of the Weyl invariance observed in the string action.
We provide the reasons for the presence of the Weyl invariance in Polyakov strings as well as for
its absence in the higher branes in our analysis.
In [6] the correspondence between the two forms for the string action was demonstrated by
constructing a Lagrangean description which interpolates between the N–G and the Polyakov form.
The interpolating theory thus offers a unified picture for understanding different features of the
basic structures including their various symmetry properties. In this sense, therefore. it is more
general than either the N–G or Polyakov formulations. An added advantage is that it illuminates the
passage from the N–G form to the Polyakov form, which is otherwise lacking. Also the Polyakov
string action has the additional Weyl invariance which the N–G string action does not have. The
interpolating action, which does not presuppose Weyl invariance, explains the emergence of the
Weyl invariance in a natural way. The facilities of the interpolating Lagrangean formalism revealed
in the string problem highlight the utility of the generalization of this formalism to the higher
branes. Our first step towards this generalization is to analyse the membrane as a simple example.
Unlike the string case, the reduction of the interpolating Lagrangean to the Polyakov form for the
membranes is plagued with the problem of the extra degrees of freedom of the induced metric. Our
analysis in this chapter will show that the emergence of the cosmological term in the membrane
action is precisely from the accounting of these extra degrees of freedom. Later in this chapter,
we shall show that this mismatch of degrees of freedom and the consequent emergence of the
cosmological term is a generic result for the arbitrary p-dimensional branes.
Since the interpolating action formalism offers a composite scenario for discussing different
features of such basic structures as strings, membranes etc, a thorough understanding of the gauge
symmetries occurring in these actions is desirable, if not essential. We investigate them systemati-
cally using the Hamiltonian approach of [8]. The complete equivalence between the gauge and the
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diff. symmetries is established by providing an explicit map between the corresponding parame-
ters. We will first discuss the string action in section 2.3 since its interpolating action formalism,
though methodologically similar with the other branes, contains the above-mentioned unique fea-
tures that demands separate treatment. Then in section 2.4 we will analyse the internal symmetries
of the string. Our next goal will be to construct the interpolating membrane formalism, to demon-
strate its connection to the N–G and Polyakov membrane actions and analyse its various internal
symmetries respectively in sections 2.5, 2.6 and 2.7. Finally, the results of the symmetry analysis
of string and membrane actions will be cast in a compact generalised form when we carry over to
the p-brane case in section 2.8 and 2.9. An interesting aspect of our interpolating Lagrangean the-
ory is the natural emergence of the Arnowitt–Deser–Misner (ADM) representation used in general
relativity [7]. The ADM representation uses the lapse and shift variables which owe their origin to
the presence of first class constraints. The interpolating Lagrangean formalism, built as it is on the
constraints which are implemented by Lagrange multipliers ( that are the analogues of the lapse
and shift variables ), is seen to elucidate the connection with the ADM representation. We shall
explore this connection in detail in section 2.8.3.
Imposing string boundary conditions for open string propagating in a Neveu–Schwarz (NS)
background suggests modifications in the basic Poission brackets (P.B) of the model [6]. We
shall address this issue by constructing the interpolating string formalism in a NS background in
section 2.10. There we will show that compatibility with the string boundary conditions demands
a modified P.B structure which in turns lead to a noncommutative structure of space-time. This
naturally demands a separate analysis of gauge symmetries of open string action with the modified
P.B’s taken into account. This will be covered in section 2.10.5.
Before proceeding with the above undertakings let us first summaries the Hamiltonian algo-
rithm of [8] of abstracting the most general gauge transformation generator for a theory where all
the constraints are first-class. We shall apply this methodology throughout the present and the next
chapter whenever we are to discuss the internal symmetries.
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2.2 The Hamiltonian Algorithm
Let us consider a theory with first class constraints only. The set of constraints Ωa is assumed
to be classified as (Ωa) = (Ωa1;Ωa2) where a1 and a2 indicate the set of primary and secondary
constraints respectively. The total Hamiltonian is
HT = Hc +Σλ a1Ωa1 (2.1)
where Hc is the canonical Hamiltonian and λ a1 are Lagrange multipliers enforcing the primary
constraints. The most general expression for the generator of gauge transformations is obtained
according to the Dirac conjecture [55] as
G = ΣεaΩa (2.2)
where εa are the gauge parameters. Note that all the first-class constraints appear in G. However,
only a1 of the parameters εa are independent, the number being equal to the number of primary
first-class constraints [61]. By demanding the commutation of an arbitrary gauge variation with
the total time derivative,(i.e. ddt (δq) = δ
( d
dt q
)) we arrive at the following equations [8]
δλ a1 = dε
a1
dt − ε
a
(
V a1a +λ b1Ca1b1a
)
(2.3)
0 = dε
a2
dt − ε
a
(
V a2a +λ b1Ca2b1a
)
(2.4)
Here the coefficients V a1a and Ca1b1a are the structure functions of the involutive algebra, defined as
{Hc,Ωa}=V ba Ωb (2.5)
{Ωa,Ωb}=CcabΩc (2.6)
Solving (2.4) it is possible to choose a1 independent gauge parameters from the set εa and express
G of (2.2) entirely in terms of them. The other set (2.3) gives the gauge variations of the Lagrange
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multipliers. It can be shown that these equations are not independent conditions but appear as in-
ternal consistency conditions. In fact the conditions (2.3) follow from (2.4). These set of equations
(2.3), (2.4) and (2.6) will be used in their continuous form in our analysis of internal symmetries
of various stringy models in the present chapter and in context of second order metric gravity in
chapter 3.
2.3 Review of Interpolating Lagrangean formalism of the bosonic
string
We start with a brief review of the N–G and Polyakov action formalisms of the the free bosonic
string and the mechanism to formulate the interpolating Lagrangean. The string is a one-dimensional
object which will be assumed to be embedded in the D-dimensional Minkowski space-time with
mostly positive metric ηµν . The string sweeps out a world-sheet which may be parametrized by
two parameters τ and σ . The N–G action for the free bosonic string is obtained from the integrated
proper area of the world-sheet
SNG =
∫
dτdσLNG =−
∫
dτdσ
[(
˙X .X ′
)2− ˙X2X ′2] 12 (2.7)
where ˙X µ = ∂X µ∂τ and X
′µ = ∂X
µ
∂σ . The string tension is kept implicit for convenience. The string
action is invariant under the world-sheet reparametrization
τ 7→ τ ′ = τ ′ (τ,σ) , σ 7→ σ ′ = σ ′ (τ,σ) (2.8)
while the fields X µ behave as world-sheet scalars
X ′µ
(
τ ′,σ ′
)
= X µ (τ,σ) (2.9)
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The canonical momenta corresponding to the basic fields X µ are
Πµ =
∂LNG
∂ ˙X µ =
X ′2 ˙Xµ −X ′µ
(
˙X .X ′
)
[(
˙X .X ′
)2− ˙X2X ′2] 12 (2.10)
From the definition (2.10) we get the primary constraints for the N–G string
Ω1 = ΠµX ′µ ≈ 0, Ω2 = Π2 +X ′2 ≈ 0 (2.11)
Using the nontrivial Poisson’s brackets of the theory
{X µ (τ,σ) ,Πν
(
τ,σ ′
)}= ηµν δ (σ −σ ′) (2.12)
it is easy to work out the algebra of the constraints
{
Ω1 (σ) ,Ω1
(
σ ′
)}
=
(
Ω1 (σ)+Ω1
(
σ ′
))
∂σ δ
(
σ −σ ′) (2.13){
Ω1 (σ) ,Ω2
(
σ ′
)}
=
(
Ω2 (σ)+Ω2
(
σ ′
))
∂σ δ
(
σ −σ ′) (2.14){
Ω2 (σ) ,Ω2
(
σ ′
)}
= 4
(
Ω1 (σ)+Ω1
(
σ ′
))
∂σ δ
(
σ −σ ′) (2.15)
Clearly, the constraint algebra (2.13, 2.14, 2.15) is weakly involutive, so that the set (2.11) is first
class. The canonical Hamiltonian
Hc = Πµ ˙X µ −LNG (2.16)
vanishes when we substitute the appropriate expressions, as expected for a reparametrization in-
variant theory. The total Hamiltonian is thus expressed as a linear combination of the first-class
constraints (2.11),
HT =−ρΩ1− λ2 Ω2 (2.17)
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where ρ and λ are Lagrange multipliers. Conserving the primary constraints no new secondary
constraints emerge. The total set of constraints of the N–G theory thus consists of the first class
system (2.11).
To construct the string interpolating action [6] we write the N–G Lagrangean in the first order
form [62]
LI = Πµ ˙X µ −HT (2.18)
Substituting HT from (2.17), LI becomes
LI = Πµ ˙X µ +ρΠµX ′µ +
λ
2
(
Π2 +X ′2
) (2.19)
where λ and ρ , though originally introduced as Lagrange multipliers, will be treated as indepen-
dent fields. Since Πµ is really an auxiliary field we will eliminate it from (2.19)using its Euler-
Lagrange equation
˙X µ +ρX ′µ +λΠµ = 0 (2.20)
This gives the Lagrangian LI
LI =− 12λ
[
˙X2+2ρ ˙XµX ′µ +
(
ρ2−λ 2)X ′2] (2.21)
which we call the Interpolating Lagrangean of the bosonic string. The justification of the name
was established in [6] by showing that passing to the appropriate limits one can derive the N–G
action and the Polyakov action from (2.21). We shall briefly recount the same before proceeding
with the symmetry issues.
The reproduction of the N–G action from the interpolating action we need only to eliminate
the extra fields ρ and λ from (2.21) by using the corresponding solutions of the E-L equations for
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ρ and λ following from (2.21) itself. These are
ρ = −
˙X µX ′µ
X ′2
(2.22)
and λ 2 =
(
˙X .X ′
)2− ˙X2X ′2
X ′2X ′2
(2.23)
From (2.23) λ is determined modulo a sign which can be fixed by demanding the consistency of
(2.10) with (2.20). Accordingly,
λ =−
[(
˙X .X ′
)2− ˙X2X ′2] 12
X ′2
(2.24)
Now, substituting ρ and λ from (2.22) and (2.24) in LI we get back the N–G form.
The reproduction of the Polyakov action from (2.21) is not so straightforward. The Polyakov
action for the free bosonic string is
SP =−12
∫
d2ξ√−ggi j∂iX µ∂ jXµ (2.25)
Here, apart from Xµ , gi j are also considered as independent fields while ξ i collectively denote the
parameters, ξ 0 = τ and ξ 1 = σ . Also note that g = detgi j and gi j is the inverse of gi j 1. It is
equivalent to the N–G action in the sense that solving gi j in (2.25) from its equation of motion
one can reproduce the N–G action. Evidently, the Polyakov action is a more redundant description
of the string than the N–G action. The reparametrization invariance under (2.8) is ensured by the
transformations (2.9) along with the transformations
g′i j(ξ ′) = ∂ξ
k
∂ξ ′i
∂ξ l
∂ξ ′ j gkl(ξ ) (2.26)
Looking at the transformation relations under (2.9) and (2.26) it is apparent that the reparametriza-
tion invariance is synonymous with general covariance on the world-sheet with X µ transforming
1The same notation is maintained throughout this chapter, i.e. for membrane, p-brane and interacting string case
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as scalar fields. Apart from the reparametrization invariance the Polyakov string has the Weyl
invariance
g′i j(ξ ) = exp(Λ(ξ ))gi j(ξ ) (2.27)
where Λ(ξ ) is any arbitrary well behaved function of ξ . Though there are three different metric
coefficients gi j, due to the existence of this scale (Weyl) invariance only two of them are really
independent. The Weyl invariance is special to the Polyakov string, the higher branes do not share
it. Clearly, in the Polyakov action of the string there are only two independent fields apart from Xµ ,
namely the two independent components of the metric. These two components can also be fixed by
the two reparametrization symmetries. Usually the light-cone metric diag(1,−1) is employed in
the gauge fixed calculation. However here we work in the gauge independent approach, otherwise
the interplay of gauge and diff. symmetries is lost. That the metric is completely determinable is
manifested in our approach by the exact matching of the number of independent metric components
with the number of extra fields in the interpolating Lagrangean (2.21). It will thus be possible to
map the interpolating Lagrangean to the Polyakov form in a unique manner. We take the following
Ansatz [6]2
gi j = (−g)− 12

 1λ ρλ
ρ
λ
ρ2−λ 2
λ

 (2.28)
With this choice the Interpolating Lagrangean (2.21) reduces to LI = −12
√−ggi j∂iX µ∂ jXµ
which, clearly, is the Polyakov form of the string action. To verify the consistency of the construc-
tion (2.28) we note that
detgi j = (−g)−1
[ρ2−λ 2
λ 2 −
ρ2
λ 2
]
=
1
g
(2.29)
as it should be because gi j is the inverse matrix of gi j. Further, from the identification (2.28) we
find
g00 = (−g)− 12 1λ and g
01 = g10 = (−g)− 12 ρλ (2.30)
2Such a representation was also discussed by Giddings [63]
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From the above equations we can solve ρ and λ in terms of g00 and g01 as
ρ = g
01
g00
, λ = 1
(
√−g)(g00) (2.31)
Finally the mapping (2.28) also yields
g11 =
ρ2−λ 2
λ (−g)
− 12 (2.32)
After substituting the solutions for ρ and λ , the resulting expression becomes
(
g01
)2−(√−g)−2 = g11g00 (2.33)
which, after a simple rearrangement, is shown to be the same as the condition (2.29). This com-
pletes the consistency check of the construction (2.28). This concludes our review of the interpo-
lating Lagrangean formalism and how it consistently leads to Polyakov string action starting from
the N–G version. We now move on to analyse the constraint structure and internal symmetries of
the different string actions mentioned in this section.
2.4 Constraint structure and Gauge symmetry of string
In this section we will discuss the gauge symmetries of the different versions of the string actions
and find their exact correspondence with the reparametrization invariances. We begin the analysis
with the N–G action (2.7). Here the only fields are X µ . The generator of the gauge transformations
of (2.7) is obtained from the constraints Ωi, (i = 1,2) given by (2.11) as
G =
∫
dσαiΩi (2.34)
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where αi are the independent gauge parameters. The transformations of X µ under (2.34) results in
the following
δXµ =
{
Xµ ,G
}
=
(
α1X ′µ +2α2Πµ
)
(2.35)
Substituting Πµ from (2.10) in the above we get the appropriate gauge transformation of Xµ that
leave (2.7) invariant,
δXµ =

α1− 2α2
(
˙X .X ′
)
[(
˙X .X ′
)2− ˙X2X ′2] 12

X ′µ + 2α2X ′2[(
˙X .X ′
)2− ˙X2X ′2] 12
˙Xµ (2.36)
Identifying the coefficients of ˙X and X ′ respectively with Λ0 and Λ1 we get
δXµ = Λ0 ˙Xµ +Λ1X ′µ (2.37)
Note that Λ0 and Λ1 are arbitrary functions of the parameters ξi. Using (2.9) we observe that these
gauge variations (2.37) coincide with the variations due to the reparametrization
τ ′ = τ−Λ0, σ ′ = σ −Λ1 (2.38)
The complete mapping of the gauge transformations with the reparametrizations is thus established
for the N–G string.
We then take up the interpolating Lagrangean (2.21). It contains additional fields ρ and λ
apart from Xµ . Let the canonical momenta corresponding to the independent fields Xµ , ρ and λ be
denoted by Πµ , Πρ and Πλ respectively. By definition
Πµ =− 1λ
(
˙Xµ +ρX ′µ
)
, Πρ = 0, Πλ = 0 (2.39)
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In addition to the Poisson brackets similar to (2.12) we now also have
{ρ (τ,σ) ,Πρ
(
τ,σ ′
)}= δ (σ −σ ′) , {λ (τ,σ) ,Πλ (τ,σ ′)}= δ (σ −σ ′) (2.40)
The canonical Hamiltonian following from (2.21) is
Hc =−ρΠµX ′µ − λ2
(
Π2 +X ′2
) (2.41)
which reproduces the total Hamiltonian (2.17) of the N–G action. From the definition of the
canonical momenta we identify the primary constraints
Πρ ≈ 0, Πλ ≈ 0 (2.42)
Conserving these we find that two new secondary constraints emerge which are nothing but the
constraints Ω1 and Ω2 of equation (2.11). The primary constraints of the N–G action appear as
secondary constraints in this formalism. No further constraints appear. The system of constraints
for the Interpolating Lagrangean thus comprises of the set (2.11) and (2.42). These constraints are
all first class and therefore generate gauge transformations on LI . But the number of independent
gauge parameters is equal to the number of independent primary first class constraints i.e. two.
So we can apply the systematic procedure of [8] to abstract the most general local symmetry
transformations of the Lagrangean; i.e. we could proceed to construct the generator of gauge
transformations from (2.34) by including the whole set of first class constraints (2.11, 2.42). Using
(2.4) the dependent gauge parameters can be eliminated. After finding the gauge generator in
terms of the independent gauge parameters, the variations of the fields X µ , ρ and λ can be worked
out. However, looking at the intermediate first order form (2.19) we understand that the variations
of the fields ρ and λ can be calculated alternatively, (using (2.3)) from the N–G theory where
they appear as Lagrange multipliers. We adopt this alternative procedure. The generator of gauge
transformations has already been given in (2.34). So the gauge variations of X µ is again given by
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(2.35). Next, we relabel ρ and λ by λ1 and λ2, where
λ1 = ρ and λ2 =
λ
2
(2.43)
The variations of λi are obtained from
δλi (σ) =−α˙i−
∫
dσ ′dσ ′′Ck ji
(
σ ′,σ ′′,σ
)
λk
(
σ ′
)
α j
(
σ ′′
) (2.44)
where Ck j i (σ ′,σ ′′,σ) are given by
{
Ωα (σ) ,Ωβ
(
σ ′
)}
=
∫
dσ ′′Cαβ γ
(
σ ,σ ′,σ ′′
)
Ωγ
(
σ ′′
) (2.45)
Note that equations (2.44) and (2.45) are the continuous forms of equations (2.3) and (2.6). Also
observe that the structure function Vab does not appear in (2.44) since Hc = 0 for the N–G theory.
The nontrivial structure functions Cαβ γ (σ ,σ ′,σ ′′) are obtained from the constraint algebra (2.13
- 2.15) as
C111
(
σ ,σ ′,σ ′′
)
= ∂σ δ
(
σ −σ ′)(δ (σ −σ ′′)+δ (σ ′−σ ′′)) (2.46)
C122
(
σ ,σ ′,σ ′′
)
= ∂σ δ
(
σ −σ ′)(δ (σ −σ ′′)+δ (σ ′−σ ′′)) (2.47)
C212
(
σ ,σ ′,σ ′′
)
= ∂σ δ
(
σ −σ ′)(δ (σ −σ ′′)+δ (σ ′−σ ′′)) (2.48)
C221
(
σ ,σ ′,σ ′′
)
= 4∂σ δ
(
σ −σ ′)(δ (σ −σ ′′)+δ (σ ′−σ ′′)) (2.49)
all other Cαbγ ’s are zero. Using the expressions of the structure functions (2.46 - 2.49) in equation(2.44)
we can easily derive the required gauge variations of λ1 and λ2
δλ1 = −α˙1 +(α1∂1λ1−λ1∂1α1)+4(α2∂1λ2−λ2∂1α2)
δλ2 = −α˙2 +(α2∂1λ1−λ1∂1α2)+(α1∂1λ2−λ2∂1α1) (2.50)
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and therefore, from the correspondence (2.43) we get the gauge variations of ρ and λ as
δρ = −α˙1 +(α1∂1ρ−ρ∂1α1)+2(α2∂1λ −λ∂1α2)
δλ = −2α˙2 +2(α2∂1ρ−ρ∂1α2)+(α1∂1λ −λ∂1α1) (2.51)
Note that the above expressions for the gauge variations of ρ and λ can also be obtained from their
definitions (2.22), (2.24) and the expression of gauge variation of X µ (2.36). We get from equation
(2.22)
δρ = −δ
(∂0X µ∂1Xµ
∂1X µ∂1Xµ
)
=−
{ ∂1Xν
∂1X µ∂1Xµ
}
∂0 (δXν)+
{
2
∂0X µ∂1Xµ∂1Xν(
∂1X µ∂1Xµ
)2 − ∂0Xν∂1X µ∂1Xµ
}
∂1 (δXν)
(2.52)
which relates the gauge variation of ρ with that of X µ . Using the definitions (2.22) and (2.24) the
gauge variation of X µ given by (2.36) can be reduced to the following convenient form
δX µ =
(
α1−2α2ρλ
)
∂1X µ − 2α2λ ∂0X
µ (2.53)
Substituting δX µ from (2.53) in (2.52) we recover, after some simplification, the same expression
for δρ as in (2.51). Similarly, δλ can also be computed directly from the definition of λ . We first
note that ρ and λ can be related as
ρ2−λ 2 =
(∂0X µ∂0Xµ
∂1X µ∂1Xµ
)
(2.54)
which follows from equation (2.22) and (2.24). From the relation (2.54) we can easily derive that
2ρδρ−2λδλ =
{
2∂0Xν
∂1X µ∂1Xµ
}
∂0 (δXν)−
{
2∂0X µ∂0Xµ∂1Xν(
∂1X µ∂1Xµ
)2
}
∂1 (δXν) (2.55)
Equation (2.55) enables us to find δλ from the known expressions of δX µ and δρ . The resulting
expression of δλ is identical with that given in (2.51). This observation again confirms our remark
Constraint structure and Gauge symmetry 24
about (2.3) that those are really internal consistency conditions [8].
In the above we have found out the full set of symmetry transformations of the fields in the in-
terpolating Lagrangean (2.21). Clearly, the same set of transformations apply to the first order form
(2.20). In the latter, Πµ is introduced as an additional field. Its appropriate gauge transformation
is not difficult to find
δΠµ =
{
Πµ ,G
}
=
(
Πµα1 +2X ′µα2
)′
(2.56)
The symmetry transformations (2.51) were earlier given in [62]. But the results were found there
by inspection3. In our approach the appropriate transformations are obtained systematically by a
general method applicable to a whole class of actions.
At this stage we concentrate our attention on the Polyakov action (2.25) where the set of basic
fields contain gi j apart from the fields X µ . We can take it as an independent example for the
application of our analysis based on (2.4). Working out the full set of constraints we can construct
the gauge generator G according to (2.34). Since the set of constraints Ωi include all the first class
constraints, both primary and secondary, we then have to invoke (2.4) to solve the dependent gauge
parameters to get the desired form of G in terms of the independent number of gauge parameters.
The gauge variation of gi j can then be computed by the usual procedure
δgi j =
{
gi j,G
} (2.57)
However, a particular usefulness of the interpolating Lagrangean formalism can be appreciated
now. It is not required to find the gauge variations of gi j from scratch. The identification (2.28)
allows us to find the required gauge variations from the corresponding transformations of ρ and λ .
This possibility is actually a consequence of the essential unity of the nature of gauge symmetries
in different versions of the string actions. We have already indicated this for the N–G model. The
Polyakov action offers a more important platform to test this proposition. Indeed, the complete
equivalence between gauge symmetry and reparametrisation symmetry can be demonstrated from
3 For easy comparison identify α1 = η and 2α2 = ε
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the Polyakov action by comparing the variations of ρ and λ from the alternative set of transforma-
tions using the identification (2.28). For this we shall need a map connecting the gauge parameters
αi (introduced earlier in equation (2.34)) with reparametrisation parameters (Λ0,Λ1) (of equation
(2.38)). We can relate (Λ0,Λ1) with αi’s by demanding that the symmetry transformations on X µ
agree from both the approaches.
To this end we proceed as follows. From the Lagrangean corresponding to (2.25) we find
Πµ =−√−gg00 ˙X µ −√−gg01X ′µ (2.58)
Substituting ˙X µ from (2.58) in (2.37) we get after some calculation
δX µ = Λ0
√−g
gg00
Πµ +X µ′
(
Λ1− g
01
g00
Λ0
)
(2.59)
Comparing the above expression of δX µ with that of (2.35) we find the mapping
Λ0 =−2√−gg00α2 =−2α2λ , Λ
1 = α1−2
√−gg01α2 = α1− 2ρα2λ (2.60)
With this mapping the gauge transformation on Xµ in both the formalism agree.
We have already noted how gi j behave under reparametrization (see equations (2.26)). Consid-
ering infinitesimal transformation (2.38) we can write the variation gi j as
δgi j = DiΛ j +D jΛi (2.61)
where, DiΛ j = ∂iΛ j−Γi jkΛk (2.62)
Γi jk being the usual Christoffel symbols [64]. Since the metric gi j is associated with ρ and λ by
the correspondence (2.28), equation (2.61) will enable us to derive the reparametrisation variations
of ρ and λ . With the help of the mapping (2.60) it will then be possible to express these variations
in terms of the parameters α1 and α2. We have already expressed ρ and λ in terms of gi j (see
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equation(2.31)). To use (2.61) directly, similar expressions involving the inverse matrix gi j are
required. It is easy to find that ρ can be expressed as
ρ =−g01
g11
(2.63)
The transformations (2.61) then lead to
δρ =−∂0Λ1 +ρ (∂0Λ0−∂1Λ1)−
(
ρ2−λ 2)∂1Λ0 +2ρ2∂1Λ0−Λk∂kρ (2.64)
Λi in the last equation can be substituted by αi using the mapping (2.60). We find that the re-
sulting expression is identical with the corresponding variation, given in (2.51) of ρ under gauge
transformation.
A similar comparison can be done for δλ also. The ratio
g11
g00
=
(
ρ2−λ 2) (2.65)
obtained from (2.28) may be taken as the starting point. We can reduce (2.65) to g00g11 =
(
ρ2−λ 2).
Now using (2.61) and the mapping (2.60) we get the expression of δλ . Again we find exact
matching with (2.51). The mapping (2.60) thus establishes complete equivalence of the gauge
transformations generated by the first class constraints with the diffeomorphisms of the string.
2.5 The Interpolating membrane
In the above we have elaborated the interpolating Lagrangean formalism for free strings and studied
the gauge symmetry from alternative approaches to establish the correspondence of the gauge
transformations generated by the first class constraints and reparametrization symmetry on the
world sheet. The analysis, based on the constraints, is applicable in general. This will be illustrated
by taking the bosonic membrane as a first concrete example. Later, the results of this section will
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be generalized for an arbitrary p-brane which we shall take up next.
The membrane is a two dimensional object which sweeps out a three dimensional world vol-
ume in the D dimensional space-time in which it is embedded. We will denote the parameters
parameterizing this world volume by τ , σ1 and σ2, sometimes collectively referred by the symbol
ξ . The natural classical action for a membrane moving in flat space-time is given by the integrated
proper volume swept out by the membrane. This action is of the Nambu–Goto form
SNG =−
∫
d3ξ√−h (2.66)
where h is the determinant of the induced metric
hi j = ∂iX µ∂ jXµ (2.67)
The indices i and j run from 0 to 2. Note that like the string we have kept the membrane tension
implicit. The action (2.66) is again reparametrization invariant for which X µ should transform as
in equation (2.9) with parameters (τ,σ1,σ2). The primary constraints following from the Nambu–
Goto action are [65]
Ωa = Πµ∂aX µ ≈ 0, Ω3 = 12
(
Π2+ ¯h
)≈ 0 (2.68)
In the above equations ¯h = det(hab), hab = ∂aX µ∂bXµ . The indices a, b run from 1 to 2 i.e. a,b
label the spatial part of the world volume of the membrane.
Since the membrane action (2.66), like the string case (2.7), possesses reparametrization invari-
ance, the canonical Hamiltonian following from the action vanishes. Thus the total Hamiltonian is
only a linear combination of the constraints (2.68)
HT =−ρaΠµ∂aX µ − λ2
(
Π2+ ¯h
) (2.69)
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The corresponding Polyakov form is
SP =−12
∫
d3ξ√−g(gi j∂iX µ∂ jXµ −1) (2.70)
where other than X µ the metric elements gi j are also considered as independent fields. The equiv-
alence of (2.70) with the N–G form (2.66) can be established by substituting the solution of gi j in
(2.70). It is instructive to compare (2.70) with its counterpart (2.25). There is an extra ‘cosmo-
logical term’ in the action (2.70). This is necessary because the Polyakov form of the membrane
action does not have Weyl invariance. Notably, the Polyakov metric has six independent metric
coefficients only three of which can be fixed by using the reparametrization invariances. This dis-
tinguishes the Polyakov formalism of the membrane from its string counterpart where the metric
can be completely fixed.
We now come to the the construction of an interpolating action for the membrane N–G action
(2.66). The first step is to consider the Lagrange multipliers as independent fields and write an
alternative first order Lagrangian for the membrane similar to (2.18). The equation of motion for
Πµ following from that first order Lagrangean will be
Πµ =−
˙Xµ +ρa∂aX µ
λ (2.71)
Substituting Πµ from (2.71) in the first order Lagrangean we get, upon simplification, the interpo-
lating Lagrangian or the membrane
LI =− 12λ
[
˙X µ ˙Xµ +2ρa ˙Xµ∂aX µ +ρaρb∂aX µ∂bXµ
]
+
λ
2
¯h (2.72)
We can check our results for the membrane by going over to the string limit. In case of the string
which is a 1-brane, a,b= 1. Then ¯h= det(hab) = ∂σ X µ∂σ Xµ = X ′2µ . It is easy to see that with these
substitutions the Lagrangean (2.72) becomes identical with the corresponding Lagrangian (2.21)
of the string. We have anticipated the name interpolating Lagrangean from our experience in the
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string case. Below, we will establish this by generating both the N–G and the Polyakov forms of
the membrane action from (2.72).
2.6 Reduction to the N–G and Polyakov membrane action
Let us first discuss the passage to the N–G form. From the interpolating Lagrangean it is easy to
write down the equations of motion for λ and ρa. The Euler-Lagrange equation for λ is
1
2λ 2
[
˙Xµ ˙X µ +2ρa ˙Xµ∂aX µ +ρaρb∂aXµ∂bX µ
]
+
1
2
¯h = 0 (2.73)
and that for ρa are
∂aXµ∂bX µρb =− ˙Xµ∂aX µ (2.74)
From the last equation we can solve ρa
ρa =−h0b ¯hba (2.75)
where hab has been defined below equation (2.68) and ¯hab 4 is the inverse matrix of hab. Using
(2.75) in (2.73) we get after some calculations
λ =−
√−h
¯h
(2.76)
where we take the negative sign due to similar reason as in the string case. Substituting ρa and λ
in (2.72) we retrieve the N–G action. The reduction is completely analogous to the string case. In
fact the solutions to ρa and λ go to the corresponding solutions of the string case when only one
spatial degree of freedom is retained in the brane volume.
Already in the string case the reduction of the interpolating action to the Polyakov form was
non-trivial. In case of the membrane it is further complicated by a mismatch in the number of
4Note that ¯hab is different from the space part of hi j.
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degrees of freedom count. The Polyakov action of the membrane contains six independent metric
components. Thus there are six more independent fields apart from X µ . In contrast, the interpo-
lating Lagrangean contain only three additional fields (ρ1, ρ2 and λ ). 5 It will thus be required
to introduce (6−3 =)3 arbitrary variables to get the Polyakov Lagrangean from the interpolating
one. The interpretation of such variables will then be investigated self-consistently. We, therefore,
modify (2.72) as
LI = − 12λ
[
˙X µ ˙Xµ +2ρa ˙Xµ∂aX µ +
(
ρaρb∂aX µ∂bXµ −λ 2Sab∂aXµ∂bX µ
)]
−λ
2
(
Sab∂aXµ∂bX µ − ¯h−detS
)− λ
2
detS (2.77)
Here Sab is a 2×2 symmetric matrix whose elements are arbitrary functions of ξ i, the parameters
labeling the membrane volume. Note that we have introduced as many arbitrary functions which
are needed to match the extra number of degrees of freedom as mentioned above. Now exploiting
the arbitrariness of the functions Sab we demand that they be chosen to satisfy
Sab∂aXµ∂bX µ − ¯h−detS = 0 (2.78)
The condition (2.78) can be written in a suggestive form if we substitute
Sab = εacεbdGcd (2.79)
It is easy to check that detS = detG. Using (2.79), the condition (2.78) can be cast as
det(Gab−hab) = 0 (2.80)
We observe that this condition is reminiscent of a weaker version of the first class constraint gab =
5This mismatch is important for the choice of gauge fixing conditions in the Polyakov theory [60, 65]. Here it
affects the simulation of the Polyakov Lagrangean from the interpolating Lagrangean. Understandably, this mismatch
will be more pronounced for higher branes. Note that there is no such mismatch in the string case.
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hab of the Polyakov action. In the following we will find that this coincidence is not accidental.
Now substituting Sab by Gab in (2.77) we get
LI = − 12λ
[
˙X µ ˙Xµ +2ρa ˙Xµ∂aX µ +
(
ρaρb∂aX µ∂bXµ −λ 2εacεbdGcd∂aXµ∂bX µ
)]
−λ
2
(
εacεbdGcd∂aXµ∂bX µ − ¯h−detG
)− λ
2
detG (2.81)
It is now possible to reduce equation (2.81) in the form
LI =−12
√−ggi j∂iXµ∂ jX µ − λ2 detG (2.82)
where, gi j = (−g)− 12

 1λ ρaλ
ρa
λ
ρaρb−λ 2εacεbdGcd
λ

 (2.83)
From the above identification we get after a straightforward calculation that
detgi j = λdetG
(−g) 32
(2.84)
But we require detgi j = g−1. Comparing, we get the condition
λdetG =−√−g (2.85)
Using the above condition in (2.82) we find
LI =−12
√−g(gi j∂iXµ∂ jX µ −1) (2.86)
which is the Polyakov version of the membrane action. Note the automatic appearance of the
cosmological term in this simulation. This is a new feature for the membrane which was not
present in the analogous construction for the string.
At this point it is appropriate to check the consistency of the above construction as we did in
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the string case. Referring to the identification (2.83) we find from the expressions of g00 and g0a
1
λ =
√−gg00, ρa = g
0a
g00
(2.87)
From the above expressions we can solve ρa and λ in terms of the appropriate elements of gi j.
Since ρa and λ occur in different specific combinations in the space part
gab = (−g)− 12 ρaρb−λ
2εacεbdGcd
λ (2.88)
it is necessary to see what happens when the above solutions of ρa and λ are substituted in (2.88).
In particular, from
g11 =
1√−g
ρ21 −λ 2G22
λ (2.89)
we get after some manipulations
G22 =
g00g11− (g01)2
g−1
= g22 (2.90)
Similarly, starting from the remaining terms of (2.88) we arrive at
Gab = gab (2.91)
The arbitrary functions Gab introduced earlier are thus identified with the spatial part of gi j. Note
that this coincidence is due to the special choice of the arbitrary functions (2.79).6 Further, from
(2.91) we get
detG = g¯ (2.92)
6From (2.91) we observe that equation (2.80) is really the weaker version of the first class constraint gab = hab
following from the Polyakov action.
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where g¯ is the determinant of gab. The solution of λ from (2.87) is
λ = 1√−gg00 (2.93)
Hence we can calculate λdetG as
λdetG = 1√−gg00 g¯ (2.94)
But g¯ = gg00. Substituting this in (2.94) we see that the value of λdetG is the same as (2.85).
Therefore, the identification (2.91) is consistent with (2.85). Finally, one may enquire whether
the form of Gab given by (2.91) is consistent with direct computation of the inverse of (2.83). It
is indeed gratifying to observe that the space part of the inverse matrix coincides with Gab. The
consistency of the construction (2.83) is thus completely verified.
2.7 Gauge symmetry and Diffeomorphism of the membrane
The investigation of the gauge symmetry of the interpolating membrane can be pursued following
essentially the same steps as in the string case discussed earlier in section-4. There we argued that
the gauge variations of the fields ρ and λ can be obtained using the symmetries of the N-G action,
where they appear as Lagrange multipliers, by applying the formula (2.3). The same arguments
also apply here. So we construct the generator of the gauge transformations as
G =
∫
dξ αi (ξ )Ωi (ξ ) ;(i = 1,2,3) (2.95)
where Ωi are the constraints given in (2.68), and αi (ξ ) are the three arbitrary gauge parameters.
The algebra of the constraints can be worked out using (2.68) and the basic PB’s of the theory
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which are similar to (2.12) with the world-volume parameters (τ,σ1,σ2).
{
Ωa (ξ ) ,Ωb (ξ ′)} = [Ωb (ξ )∂a (δ (ξ −ξ ′))−Ωa (ξ ′)∂ ′b (δ (ξ −ξ ′))]{
Ωa (ξ ) ,Ω3 (ξ ′)} = [Ω3 (ξ )+Ω3 (ξ ′)]∂a (δ (ξ −ξ ′)){
Ω3 (ξ ) ,Ω3 (ξ ′)} = 4[¯h(ξ ) ¯hab (ξ )Ωb (ξ )+ ¯h(ξ ′) ¯hab (ξ ′)Ωb (ξ ′)]∂a (δ (ξ −ξ ′))
(2.96)
From this algebra we read off the non-zero structure functions7 as defined in (2.45),
C111
(ξ ,ξ ′,ξ ′′) = [δ (ξ −ξ ′′)+δ (ξ ′−ξ ′′)]∂1 (δ (ξ −ξ ′))
C121
(ξ ,ξ ′,ξ ′′) = δ (ξ ′−ξ ′′)∂2 (δ (ξ −ξ ′)) , C122 (ξ ,ξ ′,ξ ′′)= δ (ξ −ξ ′′)∂1 (δ (ξ −ξ ′))
C211
(ξ ,ξ ′,ξ ′′) = δ (ξ −ξ ′′)∂2 (δ (ξ −ξ ′)) , C212 (ξ ,ξ ′,ξ ′′)= δ (ξ ′−ξ ′′)∂1 (δ (ξ −ξ ′))
C222
(ξ ,ξ ′,ξ ′′) = [δ (ξ −ξ ′′)+δ (ξ ′−ξ ′′)]∂2 (δ (ξ −ξ ′))
C133
(ξ ,ξ ′,ξ ′′) = C313 (ξ ,ξ ′,ξ ′′)= [δ (ξ −ξ ′′)+δ (ξ ′−ξ ′′)]∂1 (δ (ξ −ξ ′))
C233
(ξ ,ξ ′,ξ ′′) = C323 (ξ ,ξ ′,ξ ′′)= [δ (ξ −ξ ′′)+δ (ξ ′−ξ ′′)]∂2 (δ (ξ −ξ ′))
C331
(ξ ,ξ ′,ξ ′′) = 4[¯h(ξ ) ¯h11 (ξ )∂1 (δ (ξ −ξ ′))+ ¯h(ξ ) ¯h21 (ξ )∂2 (δ (ξ −ξ ′))]δ (ξ −ξ ′′)
+4
[
¯h
(ξ ′) ¯h11 (ξ ′)∂1 (δ (ξ −ξ ′))+ ¯h(ξ ′) ¯h21 (ξ ′)∂2 (δ (ξ −ξ ′))]δ (ξ ′−ξ ′′)
C332
(ξ ,ξ ′,ξ ′′) = 4[¯h(ξ ) ¯h12 (ξ )∂1 (δ (ξ −ξ ′))+ ¯h(ξ ) ¯h22 (ξ )∂2 (δ (ξ −ξ ′))]δ (ξ −ξ ′′)
+4
[
¯h
(ξ ′) ¯h12 (ξ ′)∂1 (δ (ξ −ξ ′))+ ¯h(ξ ′) ¯h22 (ξ ′)∂2 (δ (ξ −ξ ′))]δ (ξ ′−ξ ′′)
(2.97)
Relabeling ρa and λ as
λa = ρa and λ3 =
λ
2
(2.98)
7These cumbersome expressions will be brought into a nice compact form when we shall deal with the p-brane
case
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and using the structure functions (2.97) we calculate the required gauge variations by applying
equation (2.44)
δλa = −α˙a +(αb∂bλa−λb∂bαa)+4¯h¯hab (α3∂bλ3−λ3∂bα3)
δλ3 = −α˙3 +(α3∂aλa−λa∂aα3)+(αa∂aλ3−λ3∂aαa) (2.99)
Now we use equation (2.98) to convert λi back to ρ1, ρ2 and λ 8
δρa = −α˙a +(αb∂bρa−ρb∂bαa)+2¯h¯hab (α3∂bλ −λ∂bα3)
δλ = −2α˙3 +2(α3∂aρa−ρa∂aα3)+(αa∂aλ −λ∂aαa) (2.100)
At this point it is instructive to study the string limit of equations (2.100). In the string limit we
put a = b = 1. The matrix hab = ∂aX µ∂bXµ now contains only one term, namely h11. So ¯hab now
also contains a single term h11 = 1h11 . Hence in the string limit
¯h¯hab becomes h11× 1h11 i.e. 1. It
is now apparent that in the string limit we recover the expressions (2.51) from (2.100) with the
replacement of α3 by α2.
Now we are in a position to investigate the parallel between gauge symmetry and reparametriza-
tion symmetry of the membrane actions using our alternative approaches developed in the string
example. We, therefore, require to find a mapping between the two sets of transformation parame-
ters corresponding to gauge and diff. transformations. This is achieved by comparing the variations
of X µ under the two types of transformation. The variations of X µ in (2.72) under (2.95) is
δXµ =
{
Xµ ,G
}
=
(
αa∂aXµ +2α3Πµ
) (2.101)
Looking at the scenario from the point of view of Polyakov action we find that under reparametriza-
8Note that these variations of ρa and λ can be directly obtained from the definitions (2.75) and (2.76) in complete
parallel with the analogous computation for string (see under equation (2.51)).
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tion (τ ′→ τ−Λ0,σ1′→ σ1−Λ1,σ2′→ σ2−Λ2) the variations of X µ is
δX µ = Λi∂iX µ = Λ0 ˙X µ +Λ1∂1X µ +Λ2∂2X µ (2.102)
Using (2.71) we eliminate ˙X µ in terms of the momenta Πµ in equation (2.102). Now comparing
with (2.101) we obtain the mapping
Λ0 =−2√−gg00α3 =−2α3λ , Λ
a = αa−2
√−gg0aα3 = αa− 2ρaα3λ (2.103)
Under (2.103) the transformations on X µ due to reparametrization become identical with its cor-
responding gauge variation. The complete equivalence between the transformations can again be
established by computing δρa and δλ from the alternative approaches. The mapping (2.83) yields,
ρa =
g0a
g00
(2.104)
We require to express these in terms of gi j. To this end we start from the identity
gi jg jk = δ ik (2.105)
and obtain the following equations for ρa
ρ1g11 +ρ2g21 =−g01, ρ1g12 +ρ2g22 =−g02 (2.106)
Solving the above equations we can express ρa entirely in terms of gi j. The variations of gi j
under reparametrization is obtained from (2.61) where i, j now assume values 0, 1 and 2. So the
corresponding variations of ρa are given by
δρa =−∂0Λa +ρa∂0Λ0−ρb∂bΛa +ρaρb∂bΛ0 +Λk∂kρa−λ 2εabεcdgbc∂dΛ0 (2.107)
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Now introducing the mapping (2.103) in (2.107) and using the first class constraints gab = hab we
find that the variations of ρa are identical with their gauge variations in (2.100). We then compute
the variation of δλ . This can be conveniently done by starting from the variation of the ratio
g11
g00
=
(
ρ21 −λ 2g22
) (2.108)
obtained from the identification (2.83). Converting the l.h.s appropriately in terms of gi j, we take
the gauge variation to get
δ
{
g11
g00
}
= δ
{
g00g22−g022
g11g22−g122
}
= δ
(
ρ21 −λ 2g22
) (2.109)
and using the reparametrisation variations of gi j and ρa we get the expression of δλ in terms
of the reparametrization parametres Λi. Using the mapping (2.103) we substitute Λi by αi and
the resulting expression for δλ agrees with that given in (2.100). The complete matching thus
obtained illustrates the equivalence of reparametrization symmetry with gauge symmetry for the
membrane. What remains now is to generalise the results obtained so far in this chapter to the
arbitrary p−brane case.
2.8 Generalisation to bosonic p-brane
The p-brane sweeps out a p + 1 dimensional world volume in the embedding D−dimensional
space-time. The dynamics of the brane can be analysed either from the N–G or Polyakov action
formalisms. Similar to the string and membrane case the equivalence of these two approaches
is usually established by solving out the independent metric of the Polyakov action in favour
of the space-time coordinates to arrive at the N–G action. We, on the contrary, have been ad-
dressing the reverse problem in this chapter by demonstrating how the independent metric can
be generated by exploiting the gauge symmetry of the N–G action for the p-brane. An interme-
diate step is the construction of a p-brane interpolating action. Though such actions have been
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already introduced in section 2.3 and 2.5 the methods used were specific to the particular choice
of p = 1(strings), p = 2(membranes) only, which do not readily admit a generalisation to the
arbitrary p−case which is essential for the present analysis. In this section we, therefore, con-
struct the p-brane interpolating action from the usual N–G version and proceed further to generate
the (p+1)−dimensional Polyakov metric in a generalised form applicable for arbitrary spatial
dimensions.
The interpolating action is based on the first class constraints of the N–G theory. We generate
the independent Polyakov metric from the corresponding Lagrange multipliers enforcing these
constraints. This reveals a deep connection of the metric components with the gauge symmetries
of the brane. The mismatch between the number of independent gauge degrees of freedom and
the number of independent metric elements brings out the arbitrariness inherent in the Polyakov
formulation explicit in our construction. Fixing the arbitrariness in terms of the embedding makes
the transition to the Polyakov form complete. Notably, the cosmological term emerges as a logical
consequence of our analysis.
The process of introducing the independent Polyakov metric in the world volume through the
interpolating action formalism has a very interesting outcome. First class constraints of the N–G
theory generate temporal development and also shifts in the space like directions. The independent
metric constructed with the help of the Lagrange multipliers enforcing these constraints naturally
emerge with a decomposition of the (p+1)-dimensional metric into the p-dimensional spatial part
plus the multipliers which are the analogues of the lapse and shift variables of general relativity.
Indeed, the metric generated in our formalism appears in a canonical form which is shown to be
identical with the famous Arnowitt–Deser–Misner (A–D–M) representation in general relativity.
In other words our analysis provides a genesis of the A-D-M representation from a string theoretic
perspective.
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2.8.1 Interpolating action for the bosonic p-brane
The p-brane is a p−dimensional object which sweeps out a (p+1)−dimensional world volume
parametrised by τ and σa. The index a run from 1 to p. Henceforth these parameters are collec-
tively referred as ξi (ξ0 = τ,ξa = σa). The N–G action of bosonic p-brane is the integrated world
volume
SNG =−
∫
d p+1ξ√−h (2.110)
where h is the determinant of the induced metric
hi j = ∂iX µ∂ jXµ (2.111)
Note that, like earlier, we have also kept the p-brane tension implicit. The canonical momenta
conjugate to Xµ are
Πµ =
¯h√−h
{
∂0Xµ −∂aXµ ¯habh0b
}
(2.112)
where ¯h is the determinant of the matrix hab. Also ¯hab9 is the inverse of hab. The primary con-
straints following from (2.112) are,
Ω0 =
1
2
(
Π2 + ¯h
)≈ 0; Ωa = Πµ∂aX µ ≈ 0 (2.113)
We use the nontrivial Poission’s bracket of the theory
{X µ (τ,ξ ) ,Πν (τ,ξ ′)}= ηµν δ (ξ −ξ ′) (2.114)
9Note that ¯hab is different from the space part of hi j.
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to work out the algebra of the constraints
{
Ω0 (ξ ) ,Ω0 (ξ ′)} = 4[¯h(ξ ) ¯hab (ξ )Ωb (ξ )+ ¯h(ξ ′) ¯hab (ξ ′)Ωb (ξ ′)]∂a (δ (ξ −ξ ′)){
Ωa (ξ ) ,Ω0 (ξ ′)} = [Ω0 (ξ )+Ω0 (ξ ′)]∂a (δ (ξ −ξ ′)){
Ωa (ξ ) ,Ωb (ξ ′)} = [Ωb (ξ )∂a (δ (ξ −ξ ′))−Ωa (ξ ′)∂ ′b (δ (ξ −ξ ′))] (2.115)
which clearly turned out to be weakly involutive. So that the set (2.113) is first class. Since the p-
brane action (2.110) possesses reparametrization invariance, the canonical Hamiltonian vanishes.
Thus the total Hamiltonian is only a linear combination of the constraints (2.113)
HT =−λ02
(
Π2 + ¯h
)−λ aΠµ∂aX µ (2.116)
where λ0 and λ a are the Lagrange multipliers.
The Polyakov action, on the other hand, is given by
SP =−12
∫
d p+1ξ√−g{gi j∂iX µ∂ jXµ − (p−1)} (2.117)
where metric gi j are considered as independent fields. The equations of motion for gi j are
gi j = hi j (2.118)
Substituting these in (2.117) one can retrieve the N–G form (2.110). Note that the cosmological
term
√−g(p−1) in the action vanishes for p = 1. We thus observe that the presence of the
cosmological term is characteristic of the higher branes as opposed to the strings. The reason for
this difference is the Weyl invariance of the string which is not shared by the higher branes. In our
action level construction this cosmological term will emerge systematically.
To construct the interpolating action for the p-brane, we proceed as we did for the string and
membrane case. We first consider the Lagrange multipliers as independent fields and write an
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alternative first order Lagrangian
LI = Πµ ˙X µ −HT (2.119)
The equation of motion for Πµ following from (2.119) is
Πµ =−
˙Xµ +λ a∂aXµ
λ0
(2.120)
Substituting Πµ from (2.120) in the first order Lagrangean (2.119) we get the interpolating La-
grangian for the p-brane
LI =− 12λ0
[
˙X µ ˙Xµ +2λ a ˙Xµ∂aX µ +λ aλ b∂aX µ∂bXµ
]
+
λ0
2
¯h (2.121)
Before we engage ourselves in the construction of the Polyakov metric from the interpolating
action which is a rather complicated task, let us briefly describe the trivial passage to the N–G
form. From the interpolating Lagrangian it is easy to write down the equations of motion for λ0
and λ a
λ02 =
−h
¯h2
; λ a =−h0b ¯hba (2.122)
From the first equation of (2.122) λ0 is determined modulo a sign. This can be fixed by demanding
the consistency of (2.112) with (2.120), the equation of motion for Πµ following from the first
order Lagrangian (2.119). Thus we have
λ0 =−
√−h
¯h
(2.123)
Substituting λ a and λ0 in (2.121) we retrieve the Nambu–Goto action (2.110).
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2.8.2 Derivation of the Polyakov metric
The reduction of the interpolating Lagrangian to the Polyakov form of the p-brane action is highly
non-trivial. In deriving the interpolating Lagrangean from the N–G theory we have promoted the
(p+1) Lagrange multipliers as independent fields. Note that in the Polyakov action the extra
degrees of freedom is more than this number. The precise size of the mismatch is (p)(p+1)/2.
We thus observe that the interpolating action is a less redundant description than the Polyakov
action. So to make the transition from the interpolating Lagrangean to the Polyakov form we
require to introduce just as many independent fields. This can be done by including an arbitrary
spatial part Gab in LI , which has the right number of independent components. We therefore
modify the interpolating Lagrangian (2.121) for the p-brane in the following way10
LI = − 12λ0
[
˙X µ ˙Xµ +2λ a ˙Xµ∂aX µ +
(
λ aλ b∂aX µ∂bXµ −λ02 ¯GGab∂aXµ∂bX µ
)]
−λ0
2
(
¯GGab∂aXµ∂bX µ − ¯h
)
(2.124)
where ¯G is the determinant of Gab which is the inverse of the arbitrary matrix Gab, (a,b = 1,2, ...p).
Observe that (2.124) can be cast as
LI =−12
√−ggi j∂iXµ∂ jX µ − λ02
(
¯GGab∂aXµ∂bX µ − ¯h
)
(2.125)
where, gi j = (−g)− 12

 1λ0 λ
a
λ0
λ b
λ0
λ aλ b−λ02 ¯GGab
λ0

 (2.126)
Since g = detgi j and gi j is the inverse of gi j this imposes stringent constraints on the construction
(2.126). So its consistency must explicitly be examined. Observe that by exploiting the dynamics
of the p-brane we are able to generate an independent metric on the world volume of the brane.
The arbitrary function Gab signifies a fundamental elasticity in the spatial part of the metric. The
Lagrangean (2.125) is almost in the required Polyakov form except for the omission of the cosmo-
10This specific choice of the arbitrary part will be convenient in the subsequent calculation.
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logical constant. Also there is an additional term which is not there in the Polyakov Lagrangean.
It is precisely the consistency requirement of the construction (2.126) which identifies this extra
piece in (2.125) with the cosmological constant, provided we fix the elasticity in the embedding.
The validity of these assertions will be demonstrated now.
From the identification (2.126) we get after a straightforward calculation that
detgi j = (−1)p λ0
(p−1)
(
√−g)(p+1)
det
(
¯GGab
)
(2.127)
But we require detgi j = g−1. Comparing, we get the condition
λ0(p−1) = (−1)(1−p)
(√−g
¯G
)(p−1)
(2.128)
Starting from our construction (2.126) one can solve for λ0 and λ a as
1
λ0
=
√−gg00, λ a = g
0a
g00
(2.129)
Using (2.129) in (2.126), we get after a few steps
Gab = g
¯G
(
gabg00−g0ag0b
)
(2.130)
Inverting Gab we arrive at
Gab =
(
gg00
¯G
)
gab (2.131)
From (2.130) we obtain after some calculations
detGab =
( g
¯G
)p
detgi j
(
g00
)p−1 (2.132)
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But, by definition, detGab = 1/ ¯G. Using this in (2.132) we find,
¯G(p−1) =
(
gg00
)(p−1) (2.133)
There is an apparent ambiguity of sign in determining ¯G from (2.133) when p is odd. For now we
take the positive solution for all p. Then from (2.131)
Gab = gab (2.134)
The consistency requirment thus restricts the arbitrariness of Gab through (2.134). We use (2.128)
and (2.134) to express the √−g factor in terms of the ¯G and λ0 as11
√−g =−λ0 ¯G =−λ0detgab (2.135)
Finally, with (2.135) we are ready to reduce the interpolating action to the Polyakov form. Note
that the spatial part of the metric gi j is still arbitrary. Also no attention has so far been paid to the
background space time in which the brane is embedded. We now propose the rigid structure
gab = hab (2.136)
Note that this is just the spatial part of (2.118) which is required to demonstrate the equivalence
of the Polyakov form with the N–G. Now equation (2.136), along with (2.134), imposes
Gab = hab (2.137)
Plugging it in the Lagrangean (2.125) and using (2.135) we find that the last term of (2.125)
is precisely equal to the cosmological constant occurring in the Polyakov action (2.117). This
completes the reduction of the interpolating Lagrangian to the Polyakov form. The connection
(2.136) fixes the brane in its embedding. A couple of interesting observations also follow from
11 Note that for odd p another sign ambiguity appears here. This is actually related with the corresponding uncer-
tainty about sign stated above. We shall explore the connection subsequently.
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this. First, we can understand now the nature of the ambiguities of sign encountered above for odd
p more clearly. If we chose the opposite sign in (2.134) then we would have Gab = −hab and λ0
should then be expressed from (2.128) as λ0 =
√−g
¯G . Otherwise there would be contradiction with
(2.123). Next, for p = 1 we find that the imposed rigidity admits a residual scale transformation.
This is the well known Weyl invariance of the string.
2.8.3 Emergence of Arnowitt–Deser–Misner decomposition from the brane
dynamics
The interpolating action formalism enables us to introduce an independent metric in the world
volume swept out by the N–G brane. The process depends crucially on the first class constraints
of the theory. We have also clearly identified the arbitrariness in the spatial part of the metric in
(2.126). Our method thus introduces the metric in a very special way such that the world volume is
decomposed into the p dimensional spatial part along with the multipliers which generate temporal
evolution with shifts in the space-like directions. This decomposition of the metric is reminiscent of
the A–D–M decomposition in geometrodynamics. We now show how the A–D–M decomposition
emarges from the dynamics of the generic p-brane. To see this we have to use (2.135) to first
express the metric in terms of its arbitrary spatial part and the Lagrange multipliers only. The
construction (2.126) then reduces to
gi j =

 − 1λ02detgab − λ
a
λ02detgab
− λ bλ02detgab
(
g¯ab− λ aλ bλ02detgab
)

 (2.138)
where g¯ab is the inverse of the spatial metric gab. Note that as in the case of ¯hab, g¯ab is also different
from the spatial part of the identification matrix gi j. In the A–D–M construction the metric gi j of
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physical space time is represented as
gi j =

 − 1(N)2 N
a
(N)2
Nb
(N)2
(
g¯ab− NaNb
(N)2
)

 (2.139)
where N and Na are respectively the lapse and shift variables and g¯ab is the inverse of the ‘metric’
gab on the spatial hypersurface. Using the correspondence
(Na) 7→ −λ a, and N 7→ λ0
√
detgab (2.140)
it is easy to convince oneself that the A–D–M decomposition of the brane volume emerges from
our analysis. Note that in the correspondences (2.140) apart from the Lagrange multipliers only the
space part of the metric gi j is involved. The flexibility in gab is apparent in our equation (2.134).
Modulo this arbitrariness the lapse and shift variables are the fields λ0 and λ a in our interpolating
Lagrangean (2.125). They in turn owe their existence to the constraints (2.113) which are nothing
but the superhamiltonian and supermomentum of the theory. Our interpolating Lagrangean (2.121)
can thus be considered as the brane analog of the A–D–M formulation of geometrodynamics.
2.9 Constraint structure and Gauge symmetry of the p-brane
As is demonstrated in the earlier sections of this chapter the interpolating action formalism is
based on the gauge symmetries of the N–G theory which in turns correspond to the invariance
under reparametrisation of the brane world volume. Considering the pivotal role played by the
gauge symmetries in our analysis, it is only natural to undertake a thorough investigation of their
connection with the reparametrisation symmetries. In the present section we shall address this
issue by employing the Hamiltonian method [8] summarised in section 2.2. We shall see that
this analysis will provide results structurally similar to those obtained in context of membrane.
Nevertheless, it will provide an elegant generalisation in a much more compact form, as we shall
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see shortly.
Let us begin with an analysis of the constraint structure of interpolating action (2.121). The
independent fields are Xµ , λ0 and λ a. By definition, the corresponding momenta Πµ , Πλ0 and Πλ a
are given by
Πµ = − 1λ0
(
˙Xµ +λ a∂aXµ
) (2.141)
Πλ0 = 0, Πλ a = 0 (2.142)
respectively. We can easily identify the set (2.142) as the primary constraints of the theory. In
addition to the Poisson brackets (2.114) we now also have
{λ0 (τ,ξ ) ,Πλ0
(
τ,ξ ′)}= δ (ξ −ξ ′) , {λ a (τ,ξ ) ,Πλ b (τ,ξ ′)}= δ (ξ −ξ ′)δ ab (2.143)
The canonical Hamiltonian following from (2.121) is
Hc =−λ aΠµ∂aX µ − λ02
(
Π2 +X ′2
) (2.144)
which reproduces the total Hamiltonian of the N–G action. Conserving the primary constraints
(2.142), two new secondary constraints emerge which are, as expected from our previous expe-
rience, the primary constraints of the N–G action (2.113). No more secondary constraints are
obtained. The system of constraints for the Interpolating Lagrangean thus comprises of the set
(2.113) and (2.142). These constraints from an involutive algebra. Hence they are first class and
therefore generate gauge transformations on LI . The number of independent gauge parameters
is equal to the number of independent primary first class constraints. As before, we can abstract
the most general local symmetry transformations of the Lagrangean by applying the Hamiltonian
procedure of [8].
In the interpolating action (2.121) the fields are X µ ,λ0 and λ a. The set of first-class constraints
are given by (2.142) along with (2.113). Denoting these by the set {Ψk} we write the generator of
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the gauge transformations of (2.121) as
G =
∫
dξ αkΨk (2.145)
where αk are the gauge parameters. Instead of constructing the gauge transformation generators
from (2.145) by including the whole set of first class constraints (2.113, 2.142) and then eliminating
the dependent gauge parameters using (2.4), we take the easier alternative like we did earlier in
sections 2.4 and 2.7. We understand that the gauge variations of the fields λ0 and λ a appearing
in the intermediate first order form (2.119) can be calculated alternatively, ( using (2.3)) from the
N–G theory where they appear as Lagrange multipliers. The generator of gauge transformations
has already been given in (2.145) where Ωi now stands for the first-class constraints of the N–
G theory, i.e. (2.113) only. The variations of λi are obtained from (2.44) whereas the structure
functions Ck ji (ξ ′,ξ ′′,ξ ) are given by (2.45) 12. The nontrivial structure functions Cαβ γ (ξ ,ξ ′,ξ ′′)
are obtained from the N–G constraint algebra (2.115).
Cb00 = 4
[
¯h¯habδ
(ξ −ξ ′)+ ¯h¯habδ (ξ ′−ξ ′′)]∂a{δ (ξ −ξ ′)} (2.146)
C0a0 =
[
δ
(ξ −ξ ′′)+δ (ξ ′−ξ ′′)]∂a{δ (ξ −ξ ′)} (2.147)
Ccab =
[
δ
(ξ −ξ ′′)∂a{δ (ξ −ξ ′)}δ cb +δ (ξ ′−ξ ′′)∂b{δ (ξ −ξ ′)}δ ca] (2.148)
and using the structure functions (2.148) we calculate the required gauge variations by applying
equation (2.44)
δλ a = −α˙a +
(
αb∂bλ a−λ b∂bαa
)
+4¯h¯hab (α0∂bλ0−λ0∂bα0)
δλ0 = −α˙0 +(α0∂aλ a−λ a∂aα0)+(αa∂aλ0−λ0∂aαa) (2.149)
Now we can systematically investigate and explicitly establish the parallel between gauge symme-
12Note that the variables σ ,σ ′ etc in equations (2.44) and (2.45) are to be replaced by the collective variables ξ ,ξ ′
etc in the present case.
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try and reparametrization symmetry of the p−brane actions. The Polyakov action offers the most
appropriate platform to test this proposition. The reparametrisation of the Polyakov metric compo-
nants are first worked out. The identification (2.126) immediately allows us to find corresponding
transformations of λ0 and λ a. We already have their gauge variations in (2.149). The equivalence
between the two concepts (i.e. gauge variation and reparametrisation) can be demonstrated by
comparing the changes of λ0 and λ a from the alternative approaches. But for this comparison we
first need to devise an exact mapping between the reparametrization parameters and gauge param-
eters. This is again done, as in the string and membrane case, by demanding that the symmetry
transformations on X µ agree from both the approaches.
Under infinitesimal reparametrisation of the world volume coordinates
ξ ′i = ξi−Λi (2.150)
where Λi are arbitrary functions of ξi, the variations of the fields Xµ and gi j are
δX µ = Λi∂iX µ = Λ0 ˙X µ +Λa∂aX µ (2.151)
δgi j = DiΛ j +D jΛi (2.152)
where DiΛ j = ∂iΛ j−Γi jkΛk (2.153)
with Γi jk being the Christoffel symbols [64]. From the Lagrangean corresponding to (2.117) we
find
Πµ =−√−gg00 ˙X µ −√−gg0a∂aX µ (2.154)
Substituting ˙X µ from (2.154) in (2.151) we get after some calculation
δX µ = Λ0
√−g
gg00
Πµ +
(
Λa− g
0a
g00
Λ0
)
∂aX µ (2.155)
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Now the variation of X µ in (2.121) under (2.145) is
δXµ =
{
Xµ ,G
}
=
(
αa∂aXµ +2α0Πµ
) (2.156)
Comparing the above expression of δX µ with that of (2.155) we find the mapping
Λ0 =−α0λ0 , Λ
a = αa− λ
aα0
λ0
(2.157)
With this mapping the gauge transformation on Xµ in both the formalism agree. The complete
equivalence between the transformations can now be demonstrated by computing δλ a and δλ0
from the alternative approaches. The identification (2.126) yields
λ a = g
0a
g00
(2.158)
We require to express these in terms of gi j. To this end we start from the identity
gi jg jk = δ ik (2.159)
and obtain the following equations for λ a
λ agab = −g0b (2.160)
which gives λ a = −g¯abg0b (2.161)
Taking variation on both sides of (2.160)we get
δλ agab =−δg0b−λ aδgab (2.162)
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Rearranging the terms conveniently we write
δλ a =−δg0bg¯ab−λ cδgcbg¯ba (2.163)
Now using (2.152) we compute δg0b and δgab and simplify the relation (2.163) keeping in mind
the fact that g¯ab is the inverse of the spatial metric gab. This gives the variations of λ a under
reparametrization as
δλ a = −∂0Λa +λ a∂0Λ0−λ b∂bΛa +λ aλ b∂bΛ0 +Λk∂kλ a +
(
g00−gc0g¯cbg0b
)
g¯ad∂dΛ0
(2.164)
We further simplify the last term using a relation13
1
λ 2
[
h00−h0c ¯hcbh0b
]
+ ¯h = 0 (2.165)
and also (2.118) to get
δλ a = −∂0Λa +λ a∂0Λ0−λ b∂bΛa +λ aλ b∂bΛ0 +Λk∂kλ a +λ 20 ¯h¯had∂dΛ0 (2.166)
Now introducing the mapping (2.157) in (2.166) we find that the variations of λ a are identical
with their gauge variations in (2.149). Finally we compute the variation of λ0. This can be conve-
niently done by taking the expression of λ0 in (2.135) and using the variations (2.152). We get the
expression of δλ0 in terms of the reparametrization parametres Λi as
δλ0 = λ0∂iΛi +Λk∂kλ0−2λ0∂aΛa +2λ0λ a∂aΛ0 (2.167)
Again using the mapping (2.157) we substitute Λi by αi and the resulting expression for δλ0 agrees
with that given in (2.149). The complete matching, thus obtained, illustrates the equivalence of
13This relation is obtained by substituting for λ0 and λ a from (2.122) in the interpolating Lagrangean (2.121)
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reparametrization symmetry with gauge symmetry for the generic p-brane.
With this we conclude our analysis of internal symmetries of free stringy models. In the next
section we shall consider an interacting string and impose string boundary conditions to examine
whether any modification is required in our interpolating formalism.
2.10 Noncommutativity in Interpolating string
So far in this chapter we have described the string, membrane and generic p−brane in a new La-
grangean formalism which well-suited the study of their gauge invariance and diffeomorphism. In-
terestingly the study of open strings propagating in the presence of a background Neveu–Schwarz
two form field Bµν exhibits a manifest noncommutative structure among the space-time coordi-
nates of the D-branes [9]. Several approaches have been taken to obtain such results, for example
a Dirac approach [55] is employed with the string boundary conditions (BC(s)) imposed as sec-
ond class constraints in [11, 12]. Alternatively, in a series of recent papers [6, 65, 66] it has been
shown explicitly that noncommutativity can be obtained in a more transparent way by modifying
the canonical Poisson bracket (PB) structure, so that it is compatible with the BC(s).
Acknowledging the above facts, we formulate an interpolating action for interacting bosonic
strings in the present section. We modify the basic PB structure to make them compatible with
BC(s) following the approach in [6, 65, 66]. This leads to the emergence of the noncommutativity
among the stringy coordinates in case of both free and interacting strings [4]. For simplicity, in this
thesis we discuss the free string case only. Our results go over smoothly to the Polyakov version
once proper identifications are made. Interestingly, we observe that a gauge fixing is necessary to
give an exact NC solution between the string coordinates. This gauge fixing condition restrict us to
a reduced phase space of the interpolating theory which in turn minimizes the gauge redundancy of
the theory by identifying a particular combination of the constraints (that occurs in the full gauge
independent theory) leading to a new involutive constraint algebra which is markedly different
from that given in [6].
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With the new involutive constraint algebra we revisit the study of gauge symmetry to find
surprising changes in the structure functions of the theory. We proceed to compute the gauge
variations of the fields and show the underlying unity of diffeomorphism with the gauge symmetry
in this new framework.
2.10.1 Interacting string in Nambu–Goto formalism
We start with the N–G action for a bosonic string moving in the presence of a constant background
Neveu-Schwarz two-form field Bµν
SNG =
∫
∞
−∞
dτ
∫ pi
0
dσ
[
L0 + eBµν ˙X µX ′ν
] (2.168)
where L0 is the free N–G Lagrangian density given in (2.7). The string tension is again kept
implicit for convenience. The Euler-Lagrange (EL) equations and BC obtained by varying the
action are
˙Πµ +K′µ = 0 and Kµ |σ=0,pi = 0 (2.169)
where, Πµ =
∂L
∂ ˙X µ = L
−1
0
(
−X ′2 ˙Xµ +( ˙X .X ′)X ′µ
)
+ eBµνX ′ν
Kµ =
∂L
∂X ′µ = L
−1
0
(
− ˙X2X ′µ +( ˙X ·X ′) ˙Xµ
)
− eBµν ˙Xν . (2.170)
Note that Πµ is the canonically conjugate momentum to X µ . The nontrivial PB(s) of the theory
are same as in (2.12). The primary constraints of the theory are
Ω1 = ΠµX ′µ ≈ 0, Ω2 =
(
Πµ − eBµν X ′ν
)2
+X ′2 ≈ 0 (2.171)
Using the PB structure (2.12), it is easy to check that these constraints generate the same first class
(involutive) algebra as the free N–G string given by equations (2.13), (2.14) and (2.15). Also, the
canonical Hamiltonian density vanishes and the total Hamiltonian density is thus given by a linear
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combination of the first class constraints (2.171)
HT =−ρΩ1− λ2 Ω2 (2.172)
where ρ and λ are Lagrange multipliers. It is easy to check that time preserving the primary
constraints yields no new secondary constraints. Hence the total set of constraints of the interacting
N–G theory is given by the first-class system (2.171).
Now we enlarge the domain of definition of the bosonic field X µ from [0,pi ] to [−pi ,pi ] by
defining [66]
X µ(τ,−σ) = X µ(τ,σ) ; Bµν →−Bµν under σ →−σ . (2.173)
The second condition implies that Bµν , albeit a constant, transforms as a pseudo scalar under
σ → −σ in the extended interval. This ensures that the interaction term eBµν ˙X µX ′ν in (2.168)
remains invariant under σ →−σ like the free N–G Lagrangian density L0 (2.7). Consistent with
this, we have
Πµ(τ,−σ) = Πµ(τ,σ), X ′µ(τ,−σ) =−X ′µ(τ,σ) (2.174)
Now, from (2.171), (2.173) we note that the constraints Ω1(σ) ≈ 0 and Ω2(σ) ≈ 0 are odd and
even respectively under σ → −σ . Now demanding the total Hamiltonian density HT (2.172)
also remains invariant under σ →−σ , one finds that ρ and λ must be odd and even respectively
under σ →−σ . With the salient features of N–G interacting string mentioned we now move on to
construct the interpolating action of the interacting string.
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2.10.2 Interpolating Lagrangean, its boundary conditions and additional
constraints
To construct the interpolating action of the interacting string we exactly follow the procedure of
the earlier sections. We write down the Lagrangean of the interacting N–G action (2.168) in the
first-order form
LI = Πµ ˙X µ −HT (2.175)
which upon substituting (2.172) becomes
LI = Πµ ˙X µ +ρΠµX ′µ +
λ
2
[
(Π2 +X ′2)−2eBµνΠµX ′ν + e2Bµν Bµρ X ′νX ′ρ
] (2.176)
In this Lagrangian λ and ρ (originally introduced as Lagrange multipliers in the N–G action
(2.168)) are treated as independent fields, which behave as scalar and pseudo-scalar fields respec-
tively in the extended world-sheet, as we have already discussed. The EL equation for the auxiliary
field Πµ is given by
˙X µ +ρX ′µ +λΠµ − eλBµν X ′ν = 0 . (2.177)
We eliminate the auxiliary field obtained from (2.176) by substituting Πµ from (2.177) back in
(2.176) which yields the interpolating Lagrangian of the interacting string
LI =− 12λ
[
˙X2+2ρ( ˙X .X ′)+(ρ2−λ 2)X ′2−2λeBµν ˙X µX ′ν
]
. (2.178)
The reproduction of the N–G action (2.168) from the interpolating action of the interacting
string is trivial and can be done by eliminating ρ and λ using their respective EL equations of
motion (2.22) and (2.23) which can be shown to follow from (2.178).
If, on the other hand, we identify ρ and λ with the components of the world-sheet metric as
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given in (2.28), then the above Lagrangian (2.178) reduces to the Polyakov form,
LP =−12
(√−ggab∂aX µ∂bXµ − eεabBµν∂aX µ∂bXν) ; (a,b = τ,σ) . (2.179)
We can now, likewise construct the interpolating BC from the interpolating Lagrangian (2.178),
Kµ =
[
∂LI
∂X ′µ
]
σ=0,pi
=
(
ρ
λ
˙X µ +
ρ2−λ 2
λ X
′µ + eBµν ˙Xν
)
σ=0,pi
= 0. (2.180)
That this can be interpreted as interpolating BC, can be easily seen by using the expressions (2.22)
and (2.23) for ρ and λ in (2.180) to yield
[
L
−1
0
(− ˙X2X ′µ +( ˙XX ′) ˙X µ)− eBµν ˙Xν]σ=0,pi = 0 (2.181)
This is the BC of the interacting N–G string (2.169).
Alternatively, we can identify ρ and λ with the metric components as in (2.28) to recast (2.180)
as
(
g1a∂aX µ(σ)+
1√−geB
µ
ν∂0Xν(σ)
)
σ=0,pi
= 0. (2.182)
which is easily identifiable with Polyakov form of BC [6] following from the action (2.179).
Using phase space variables X µ and Πµ , (2.180) can be rewritten as
Kµ =
[(
ρΠµ +λX ′µ
)
+ eBµν
(
Πν − eBνρ X ′ρ
)]
σ=0,pi
= 0. (2.183)
Hence it is possible to interpret either of (2.180) or (2.183) as an interpolating BC.
To get the constraint structure of the interpolating interacting string we write the canonically
conjugate momenta of the independent fields in (2.178), i.e., X µ , ρ and λ . They are denoted by
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Πµ , piρ and piλ respectively and given as
Πµ =− 1λ
(
˙Xµ +ρX ′µ
)
+ eBµν X ′ν , piρ = 0, piλ = 0 (2.184)
So in addition to the PB(s) (2.12), we now also have the PB(s) (2.40). The canonical Hamiltonian
following from (2.178) reads
Hc =−ρΠµ X ′µ − λ2
{(
Πµ − eBµν X ′ν
)2
+X ′2
}
(2.185)
which reproduces the total Hamiltonian (2.172) of the N–G action. From the definition of the
canonical momenta (2.184) we can easily identify the primary constraints
Ω3 = piρ ≈ 0, Ω4 = piλ ≈ 0 (2.186)
The conservation of the above primary constraints leads to secondary constraints which are noth-
ing but the primary constraints of the N–G theory Ω1 and Ω2 of (2.171). No more secondary con-
straints are obtained. The system of constraints for the Interpolating Lagrangian thus comprises of
the set (2.186) and (2.171). The PB(s) of the constraints of (2.186) vanish within themselves. Also
the PB of these with (2.171) vanish. Equipped with the constraint structure and the BC’s of the
interacting theory we now proceed to check the compatibility of the BC’s with the PB’s.
2.10.3 Modified PBs and new Constraint structure for free interpolating
string
The boundary condition for free interpolating string is obtained by setting Bµν = 0 in (2.183) which
gives
Kµ =
[(
ρΠµ +λX ′µ
)]
σ=0,pi = 0. (2.187)
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The above BC is not compatible with the basic PB (2.12). To incorporate this, appropriate modifi-
cations in the basic PBs are in order. In [6, 56, 65, 66], the equal time brackets were given in terms
of certain combinations (∆+(σ ,σ ′)) of periodic delta function14
{X µ(τ,σ),Πν(τ,σ ′)} = δ µν ∆+(σ ,σ ′) (2.188)
where, ∆+
(
σ ,σ ′
)
= δP(σ −σ ′)+δP(σ +σ ′) = 1
pi
+
1
pi ∑
n6=0
cos(nσ ′)cos(nσ)
∆−
(
σ ,σ ′
)
= δP(σ −σ ′)−δP(σ +σ ′) = 1
pi ∑
n6=0
sin(nσ ′)sin(nσ) (2.189)
rather than an ordinary delta function to ensure compatibility with Neumann BC
∂σ X µ(σ)|σ=0,pi = 0 , (2.190)
in the bosonic sector. Observe that the other brackets
{X µ (σ) ,Xν (σ ′)} = 0 (2.191)
{Πµ (σ) ,Πν (σ ′)} = 0 (2.192)
are consistent with the Neumann boundary condition (2.190). Now a simple inspection shows that
the BC (2.187) is also compatible with (2.188)15 and (2.192), but not with (2.40) and (2.191).
Hence the brackets (2.40) and (2.191) need to be altered suitably. Since ρ and λ are odd and even
functions of σ respectively, we propose
{ρ(τ,σ),piρ(τ,σ ′)}= ∆−(σ ,σ ′), {λ (τ,σ),piλ (τ,σ ′)}= ∆+(σ ,σ ′) (2.193)
14The form of the periodic delta function is given by δP(x− y) = δP(x− y+2pi) = 12pi ∑n∈Z ein(x−y) and is related to
the usual Dirac δ -function as δP(x− y) = ∑n∈Z δ (x− y+ 2pin).
15Note that there is no inconsistency in (2.190) as ∂σ ∆+ (σ ,σ ′) |σ=0,pi = 0.
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and also make the following ansatz for the bracket among the coordinates (2.191)
{X µ(τ,σ),Xν(τ,σ ′)}=Cµν(σ ,σ ′) ; where Cµν(σ ,σ ′) =− Cνµ(σ ′,σ) . (2.194)
One can easily check that the brackets (2.193) are indeed compatible with the BC (2.187). Now
imposing the BC (2.187) on the above equation (2.194), we obtain the following condition
∂σCµν
(
σ ,σ ′
) |σ=0,pi = ρλ ηµν ∆+
(
σ ,σ ′
) |σ=0,pi . (2.195)
Now to find a solution for Cµν(σ ,σ ′), we choose16
∂σ
(ρ
λ
)
= 0 (2.196)
which gives a solution of Cµν(σ ,σ ′) as
Cµν(σ ,σ ′) = ηµν
[
κ(σ)Θ(σ ,σ ′)−κ(σ ′)Θ(σ ′,σ)] (2.197)
where the generalised step function Θ(σ ,σ ′) satisfies,
∂σ Θ(σ ,σ ′) = ∆+(σ ,σ ′) (2.198)
Here, κ(σ) = ρλ (σ) is a pseudo-scalar. The σ in the parenthesis has been included deliberately to
remind the reader that it transforms as a pseudo-scalar under σ →−σ and should not be read as a
functional dependence. The pseudo-scalar property of κ(σ) is necessary for Cµν(σ ,σ ′) to be an
even function of σ as X(σ) is also an even function of σ in the extended interval [−pi ,pi ] of the
16The condition (2.196) reduces to a restricted class of metric for Polyakov formalism that satisfy ∂σ g01 = 0. Such
conditions also follow from a standard treatment of the light-cone gauge [1].
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string (2.173). An explicit form of Θ(σ ,σ ′) is given in [56]
Θ(σ ,σ ′) = σ
pi
+
1
pi ∑
n6=0
1
n
sin(nσ)cos(nσ ′) (2.199)
where Θ(σ ,σ ′) = 1 for σ > σ ′ and Θ(σ ,σ ′) = 0 for σ < σ ′ (2.200)
Using the above relations, the simplified structure of (2.191) reads,
{X µ(τ,σ),Xν(τ,σ ′)}|σ=σ ′ = 0 or, {X µ(τ,σ),Xν(τ,σ ′)}|σ>σ ′ = κ(σ)ηµν
or, {X µ(τ,σ),Xν(τ,σ ′)}|σ<σ ′ =−κ(σ ′)ηµν (2.201)
We therefore propose the brackets (2.188) and (2.201) as the basic PB(s) of the theory. Using these
one can easily obtain the following involutive algebra between the constraints
{Ω1(σ),Ω1(σ ′)} = Ω1(σ ′)∂σ ∆+
(
σ ,σ ′
)
+Ω1(σ)∂σ ∆−
(
σ ,σ ′
)
{Ω1(σ),Ω2(σ ′)} =
(
Ω2(σ)+Ω2(σ ′)
)
∂σ ∆+
(
σ ,σ ′
)
{Ω2(σ),Ω2(σ ′)} = 4
(
Ω1(σ)∂σ ∆+
(
σ ,σ ′
)
+Ω1(σ ′)∂σ ∆−
(
σ ,σ ′
))
. (2.202)
Note that a crucial intermediate step in the above derivation is to use the relation
{X ′µ(σ),X ′ν(σ ′)}= 0 (2.203)
which follows from the basic bracket (2.201) [6].
2.10.4 The reduced interpolating Lagrangean
It is interesting to observe that the condition (2.196) (which is necessary for giving an exact NC
solution (2.197)) reduces the gauge redundancy of the interpolating formalism as ρ and λ are
no more independent. Consequently, one should look for only a particular combination of the
constraints (2.171) which gives a involutive algebra. To this end we go back to the interpolating
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Lagrangean (2.178) and study the effect of (2.196) on it. Earlier (2.178) contained two additional
fields ρ and λ . However the interpolating Lagrangian depends only on one of these fields λ (say)
once the condition (2.196) is imposed and one gets the following reduced form of the Lagrangian
Lred =− 12λ
˙X2−κ(σ) ˙X ·X ′ (2.204)
Owing to the condition (2.196), the free canonical Hamiltonian reduces to
Hc =−κ (σ)λΠ ·X ′− λ2
{
Π2 +X ′2
} (2.205)
having only one primary constraint
piλ ≈ 0. (2.206)
Conserving (2.206) with the canonical Hamiltonian (2.205) we get the secondary constraint
Ω(σ) = 1
2
[
Π2 +X ′2+2κ (σ)Π ·X ′]≈ 0 (2.207)
which generates the first class algebra
{
Ω(σ),Ω(σ ′)
}
= 2
[
κ (σ)Ω(σ)∂σ ∆+(σ ,σ ′)−κ
(
σ ′
)
Ω(σ ′)∂σ ′∆+(σ ,σ ′)
] (2.208)
in the reduced framework. We shall study the consequences of the earlier constraint algebra (2.202)
and also the reduced one (2.208) when we make an exhaustive analysis of gauge symmetry.
2.10.5 Analysis of gauge symmetry
In this section we will discuss the gauge symmetries of the different actions of the present string
model and investigate their correspondence with the reparametrisation invariances. For simplicity
we shall stick to the free string case. Though this has been done earlier in section 2.4, the canonical
symplectic structure for the open string considered therein were not compatible with the general
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BC(s) of the theory. Here we shall investigate the gauge symmetry with the new modified PB
structures (2.188), (2.193), (2.201) and (2.203) which correctly take into account the BC(s) of the
theory. Importantly, the modified PB structure reveals a NC behavior among the string coordinates
(2.194, 2.197). As we have seen in section 2.10.3, an explicit account of noncommutativity requires
a gauge fixing (2.196), thereby reducing the gauge redundancy of the interpolating picture. Note
that in the reduced phase space there is only one generator of gauge transformation, i.e. (2.207).
Our discussion will be centered on the reduced interpolating Lagrangian (2.204) as it provides
an easy access to the analysis of gauge symmetry. The constraint structure (2.206), (2.207) and
constraint algebra (2.208) of the reduced interpolating Lagrangian has already been discussed.
All the constraints are first class and therefore generate gauge transformations on Lred but the
number of independent gauge parameters is equal to the number of independent primary first class
constraints, i.e. one. Once again we shall apply the systematic algorithm of abstracting the most
general local symmetry transformations of the Lagrangian [8].
The full constraint structure of the interpolating theory (before we enforce the gauge fixing)
comprises of the constraints (2.186) along with (2.171). We could proceed from these and construct
the generator of gauge transformations. The generator of the gauge transformations of (2.178) is
obtained by including the whole set of first class constraints Ωi given by (2.186) and (2.171) as
G =
∫
dσαiΩi, (i = 1, ...4) (2.209)
where only two of the αi’s are the independent gauge parameters. Using (2.4) the dependent gauge
parameters could be eliminated. After finding the gauge generator in terms of the independent
gauge parameters, the variations of the fields X µ , ρ and λ can be worked out. But the number of
independent gauge parameters are same in both N–G (2.168) and interpolating (2.178) version. So
the gauge generator17 is the same for both the cases, namely
G =
∫
dσ (α1Ω1 +α2Ω2) (2.210)
17Note that the gauge parameters α1 and α2 are odd and even respectively under σ →−σ .
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Also, looking at the intermediate first order form (2.176) it appears that the fields X µ were already
there in the N–G action (2.168). The other two fields of the interpolating Lagrangian are ρ and λ
which are nothing but the Lagrange multipliers enforcing the first class constraints (2.171) of the
N–G theory. Hence their gauge variation can be worked out from (2.44). We prefer to take this
alternative route. For convenience we relabel ρ and λ by λ1 and λ2
λ1 = ρ and λ2 =
λ
2
(2.211)
The nontrivial structure functions Cαβ γ (σ ,σ ′,σ ′′) are worked out using the constraint algebra
(2.202) in the definition (2.45) as
C111
(
σ ,σ ′,σ ′′
)
=
(
∂σ ∆+
(
σ ,σ ′
))
∆−
(
σ ′,σ ′′
)
+
(
∂σ ∆−
(
σ ,σ ′
))
∆−
(
σ ,σ ′′
)
C221
(
σ ,σ ′,σ ′′
)
= 4
(
∂σ ∆+
(
σ ,σ ′
))
∆−
(
σ ,σ ′′
)
+4
(
∂σ ∆−
(
σ ,σ ′
))
∆−
(
σ ′,σ ′′
)
C122
(
σ ,σ ′,σ ′′
)
= ∂σ ∆+
(
σ ,σ ′
)[
∆+
(
σ ,σ ′′
)
+∆+
(
σ ′,σ ′′
)]
C212
(
σ ,σ ′,σ ′′
)
= ∂σ ∆−
(
σ ,σ ′
)[
∆+
(
σ ,σ ′′
)
+∆+
(
σ ′,σ ′′
)] (2.212)
All other Cαbγ ’s are zero. Note that these structure functions are potentially different from those
appearing in section 2.4 in the sense that here periodic delta functions are introduced to make the
basic brackets compatible with the nontrivial BC. Using the expressions of the structure functions
(2.212) in equation (2.44) we can easily derive
δλ1 = −α˙1 +(α1∂1λ1−λ1∂1α1)+4(α2∂1λ2−λ2∂1α2)
δλ2 = −α˙2 +(α2∂1λ1−λ1∂1α2)+(α1∂1λ2−λ2∂1α1) (2.213)
From the relabeling (2.211), we get the variations of ρ and λ as
δρ = −α˙1 +(α1∂1ρ−ρ∂1α1)+2(α2∂1λ −λ∂1α2)
δλ = −2α˙2 +2(α2∂1ρ−ρ∂1α2)+(α1∂1λ −λ∂1α1) (2.214)
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In the above we have found out the symmetry transformations of the fields ρ and λ in the usual
interpolating Lagrangian (2.178). Interestingly, they agree with (2.51) which were obtained using
the structure functions (2.49), markedly different from the ones used here (2.212). To work out the
gauge variation in the reduced framework we choose
α1(σ) = 2κ(σ)α2(σ) (2.215)
and write (2.210) as, G =
∫
dσα2(σ)
[
Π2 +X ′2+2κ (σ)Π ·X ′] (2.216)
which is nothing but the generator of gauge transformation in the reduced interpolating framework
(2.207).
The nontrivial structure functions C (σ ,σ ′,σ ′′) obtained from (2.208) using (2.45) are
C
(
σ ,σ ′,σ ′′
)
= 4
[
1σ ∂σ
(
∆+
(
σ ,σ ′
))
∆+
(
σ ,σ ′′
)−1σ ′∂σ ′ (∆+ (σ ,σ ′))∆+ (σ ′,σ ′′)] . (2.217)
Substituting the structure functions in equation (2.44) yields the variation in λ to be
δλ =−2α˙2 +41σ (α2∂σ λ −λ∂σ α2) . (2.218)
which can also be obtained by substituting (2.215) in the second equation of (2.214).
We are still to find out to what extent the exact correspondence between gauge symmetry and
reparametrisation holds, now that we have modified our PB structure and also have performed a
partial gauge fixing. This can be done very easily if we stick to the method we have already suc-
cessfully applied for string, membrane and p−brane earlier. We have calculated the gauge variation
of the extra fields ρ and λ . To explicitly show that they are connected to the reparametrization we
need to device a map between the gauge parameters and the diffeomorphism parameters. We ob-
tained these maps by demanding the consistency of the variations δX µ due to gauge transformation
and reparametrization. They were found to be identical with (2.60).
To get the variation of ρ and λ induced by the reparametrisation (2.38) we use the identification
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(2.28) in the diffeomorphism variation of gab (2.61). The reparametrisation variations of ρ and
λ reproduce (2.214) once we substitute the reparametrisation parameters (Λ0,Λ1) by the gauge
parameters (α1,α2) using the map (2.60). This establishes complete equivalence of the gauge
transformations with the diffeomorphisms of the string.
Again in the reduced picture using the condition (2.215) in (2.60) leads to the map
Λ0 =− 1λ α ; Λ
1 = 0 (2.219)
Using this map in the reparametrisation variation of λ (which is again calculated using (2.28)
and (2.61)) reproduces (2.218). Thus we establish complete equivalence of gauge symmetry and
diffeomorphism in the reduced case as well.
2.11 Conclusion
In this chapter we have developed new action formalisms which interpolate between the Nambu–
Goto and the Polyakov type of actions of bosonic membranes, p-branes and interacting strings.
Such Lagrangeans are based on the first-class constraints, or in other words, the local gauge sym-
metries of the theories. For such stringy models the interpolating Lagrangeans are shown to pro-
vide highly convenient platforms to analyse the interconnection of gauge symmetry and diffeo-
morphism.
This interpolating formulation was first introduced in [6] for free strings. Our analysis for the
membrane [2], however, revealed some interesting new aspects. The difference originated from
the mismatch of the number of independent metric components with the number of independent
reparametrizations in the membrane problem. A definite number of arbitrary variables (that prop-
erly accounted for the mismatch) were required to be introduced in the interpolating Lagrangean
to reduce it to the Polyakov form. A remarkable feature of this analysis was the natural emer-
gence of the cosmological term in the Polyakov action from the internal consistency conditions.
A thorough analysis of the gauge symmetries of interpolating actions for strings and membranes
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was performed using a general method [8] based on Dirac’s theory of constrained Hamiltonian
analysis [55]. Specifically we have demonstrated the equivalence of the reparametrization invari-
ances of different string and membrane actions with the gauge invariances generated by the first
class constraints. The appearance (or otherwise) of the Weyl invariance was shown to be a logical
consequence of our construction.
We have generalised the above results to the bosonic p-brane case in [3] where we have
shown how an independent metric can be generically introduced in the world volume of the brane.
This, again, has been done with the help of the interpolating action based on the first-class con-
straints. The specific method adopted here leads to the introduction of the metric in a very spe-
cial way, namely we have achieved a segregation of the (p+1) dimensional world volume in the
p−dimensional spatial part and the Lagrange multipliers analogous to the lapse and shift variables
of classical gravity. Using this correspondence we have shown that the Arnowitt–Deser–Misner
like decomposition of the brane world volume emerges from our analysis. A comprehensive anal-
ysis of the gauge symmetries of the p−brane interpolating action has been elaborated and equiva-
lence of gauge and reparametrisation invariances has been established.
We also discussed the interpolating formulation for an open string propagating in presence
of a background Neveu–Schwarz two-form field. It was shown that imposing string boundary
conditions demands proper modifications of the Poission bracket (PB) structure of the theory.
This in turns generates noncommutative behaviour among the string coordinates. In the gauge-
independent settings such results persists even for the free string case. Since modification of the
PBs altered the constraint structure of the theory considerably, we reanalysed the underlying unity
of gauge symmetry and reparametrisation with the new constraint algebra for the free string case.
Chapter 3
Gauge Symmetry and Diffeomorphism
Invariance in second order metric Gravity:
A Hamiltonian approach
3.1 Introduction
In the previous chapter we have discussed the application of a Hamiltonian method of [8], de-
scribed in section 2.2, to the symmetry analysis of strings and higher branes. Considered from
the point of view of world-volume coordinates, these systems are generally covariant systems.
The most famous example of generally covariant theory is Einstein’s General theory of relativity
(GTR). We will now apply the same method to investigate the symmetry aspects of GTR.
Einstein’s General theory of relativity stands as a successful theory of classical gravity which is
also unique in the sense that here space-time manifold itself acquires dynamics. The metric tensor
gµν which is a measure of invariant distance between space-time points constitute the dynamical
fields of the theory. As is well known, this feature presents great difficulties in the quantization of
gravity. Many variants and extensions of GTR have been proposed which have been argued to be
more suitable from one point of view or another. However, a successful theory of Quantum Gravity
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still eludes us [67, 68]. It is therefore all the more relevant to understand the classical foundations
of the theories of Gravitations from different angles.
The theories of gravitation are distinguished by a common feature which is general covariance.
From the active point of view this is the invariance of the space-time manifold labeled by the
coordinates xµ under the transformations
xµ → x′µ = xµ −Λµ (x) (3.1)
where Λµ (x) are arbitrary infinitesimal functions of xµ . This is an automorphism M → M that
moves points within the manifold. Consequently there arises a certain arbitrariness of description
of the gravitational field by the metric tensor gµν which can be obtained from their transformations
under (3.1). Looking from the Hamiltonian (canonical) point of view this arbitrariness is reflected
in the transformations generated by the first class constraints of the theory i.e. the gauge transfor-
mations. Stated otherwise, there should exist the right number of gauge invariances corresponding
to the invariances (3.1). The connection is however non-trivial and therefore has been a topic of
continuing interest in the literature [69, 70, 71, 72, 73].
The equivalence between the diffeomorphism (diff.) and gauge invariances is completely es-
tablished when one can prescribe an exact mapping between the two sets of independent transfor-
mation parameters. While on the diff. side the independent parameters are intuitively clear, the
same can not be said about the gauge parameters. Thus different works related to the subject vary
not only in their interpretation of gauge transformation but also in their approach of abstracting the
independent gauge parameters. As a concrete example we may consider the problem in connec-
tion with the second order metric gravity theory. In [71] the gauge transformations are viewed as
mapping solutions to solutions and independent gauge generators are obtained following a“more
Lagrangean” approach of [74] which makes use of the Lagrange equations of motion. Gauge
transformations can, on the other hand, be considered as mapping field configurations to field con-
figurations. In fact this is the essence of Dirac’s point of view. In [72, 73] this point of view is
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adopted. They find the connection between the diffeomorphism group and the gauge group by a
certain projection technique from the configuration-velocity space to the phase space. Though the
approaches in these works differ, they share the following common features:
1. All these works utilise a combination of Lagrangean and Hamiltonian methods. They can
not be identified as strict Hamiltonian approaches.
2. In one way or another these works make use of the Lagrange’s equations of motion.
These aspects are precisely the points of departure in our work [5] which we shall discuss in the
present chapter. Our primary goals are the following:
1. The construction of a dedicated Hamiltonian approach a la Dirac which will lead to the
equivalence between the diffeomorphism and gauge transformations.
2. To derive the most general gauge transformation generator without taking recourse to the
velocity-space approach.
As concrete example we will consider the second order metric gravity theory here, though our ap-
proach will be easily applicable to other theories of gravitation as well. To summarise the principal
results and fix the notations used in the rest of this chapter we provide a short introduction of the
canonical theory of second order metric gravity in (3+1) dimensions.
3.2 Second order canonical formalism of metric gravity
We begin with the Einstein–Hilbert action on a manifold M
S =
∫ (
−(4)g
)1/2
(4)R(x)d4x (3.2)
where (4)R(x) is the Ricci scalar and (4)g is the determinant of the metric (4)gµν . The pre-
superscript (4) indicates that the corresponding quantities are defined on the four-dimensional
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manifold M. This is required to distinguish these quantities from their analogue defined on the
three-hypersurface which are written without any such pre-superscript.
By adding suitable divergence to the action (3.2) we write an equivalent Lagrangean [56, 75]
∫
d3xL =
∫
d3xN⊥ (g)1/2
(
Ki jKi j−K2 +R
) (3.3)
where K = Kii = gi jKi j and R is the Ricci scalar on the three surface. The lapse variable N⊥ and
shift variables Ni represent arbitrary variation, respectively normal to and along the three-surface
on which the state of the system are defined
N j = gi jg0i (3.4)
N⊥ =
(−g00)−1/2 (3.5)
Note that Ni is contained in the Lagrangean (3.3) through the definition of Ki j given by
Ki j =
1
2N⊥
(−g˙i j +Ni| j +N j|i) (3.6)
where the | indicates covariant derivative on the three-surface. Since the lapse and shift variables
represent arbitrary deformations of the hypersurface one can expect them not to be restricted by
the Hamiltonian equations. Hence the Lagrangean (3.3) is suitable for canonical analysis because
it does not contain time derivatives of Nµ
(
N⊥,Ni
)
. One can immediately write down the primary
constraints following from the definition of the conjugate momenta of Nµ
piµ =
∂L
∂ ˙Nµ = 0 (3.7)
The second fundamental form of the three-surface Ki j,(i, j = 1,2,3) contains the velocities g˙i j and
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therefore related to the momenta canonical to gi j by
pi i j =
∂L
∂ g˙i j
=−(g)1/2 (Ki j−Kgi j) (3.8)
The inverse relation expresses Ki j in terms of the dynamical variables of the theory
Ki j =−(g)−1/2
(
pi i j− 1
2
pigi j
)
; where pi = gi jpi i j (3.9)
The non-trivial Poission Brackets (PB) between the pair of conjugate variables of the theory are
{
gi j (x) ,pikl
(
x′
)}
=
1
2
(
δ ikδ jl +δ jkδ il
)
δ (3)
(
x− x′){
Nµ (x) ,piν
(
x′
)}
= δ µ νδ (3)
(
x− x′) (3.10)
Using equations (3.3), (3.6), (3.7) and (3.9) the canonical Hamiltonian can be worked out as
Hc =
∫
d3x
(
piµ ˙Nµ +pi i jg˙i j−L
)
=
∫
d3x
(
N⊥H⊥+NiHi
)
(3.11)
where, H⊥ = g−1/2
(
pii jpi i j− 12pi
2
)
− (g)1/2 R, Hi =−2pii j | j (3.12)
The basic brackets (3.10) are used to conserve the primary constraints
Ωµ = piµ ≈ 0 (3.13)
with the Hamiltonian (3.11) to generate the secondary constraints
Ω4 = H⊥ ≈ 0, Ω4+i = Hi ≈ 0 (3.14)
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Using the basic PBs the constraint algebra becomes [55]
{
Ω4 (x) ,Ω4
(
x′
)}
= gri
[
Ω4+i (x)+Ω4+i
(
x′
)]
δ,i
(
x− x′){
Ω4+i (x) ,Ω4
(
x′
)}
= Ω4δ,i
(
x− x′){
Ω4+i (x) ,Ω4+ j
(
x′
)}
= Ω4+i
(
x′
)
δ, j
(
x− x′)+Ω4+ j (x)δ,i (x− x′) (3.15)
This weakly involutive algebra signifies that the set (3.13) - (3.14) are first-class constraints. This
concludes our review of the canonical formulation of metric gravity. In the next section we will
discuss our methodology of analyzing the gauge symmetry and establishing its underlying unity
with the reparametrization invariance of the theory.
3.3 Our methodology
In the Canonical approach to the metric gravity a time parameter needs to be identified. This is
attained by dividing space-time in to a collection of space-like three-surfaces with a time-like direc-
tion of evolution. This is the famous Arnowitt–Deser–Misner (A–D–M) decomposition [7] where
the arbitrariness of the foliation is reflected by one ‘lapse’ and three ‘shift’ variables in equations
(3.4, 3.5). One can cast the original Einstein–Hilbert action modulo boundary terms in the form
(3.3) where no time derivative of these variables appear. As a consequence their corresponding con-
jugate momenta (3.7) vanish imposing four primary constraints in (3.13). Conservation of these
constraints gives rise to four secondary constraints in (3.14). All these constraints are first-class.
Since the Hamiltonian is a linear combination of these constraints no further constraints appear.
According to the Dirac conjecture the gauge generator is a linear combination of all these first-
class constraints. There are thus eight gauge parameters appearing in the generator. However, only
four of them are independent since the number must be equal to the number of primary first-class
constraints (3.13). As has been pointed out in the introduction, the crucial first step in establishing
a one-to-one correspondence between the diffeomorphisms and the gauge variations is to identify
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the independent gauge parameters. This is where the Hamiltonian technique of [8] which we have
summarised in the previous chapter comes int play. This method has been applied to analyze the
gauge invariances in various field and string theoretic models in the literature [2, 3, 4, 8, 76, 77].
This approach of analyzing the gauge invariances can be contrasted with the approach of [71]
where a more Lagrangean approach of [74] was adopted and also with the approach of [72] where
the gauge transformations are obtained as Legendre map from the coordinate-velocity space to
the phase space. Also this algorithm is a “dedicated” Hamiltonian algorithm in the sense that it
requires only the Hamiltonian and the first-class constraints of the theory and no reference to the
associated action is necessary.
Once the independent gauge parameters are identified we require to find a connection through
which the gauge variations and diff. variations may be related. Again the lapse and shift variables
provide this connection. Their gauge variations can be immediately written down. Since they
are related to the 0i-th components of the metric their variation due to reparametrization (3.1)
can be independently worked out. This will be used to establish the exact mapping between the
independent gauge and diff. parameters. The mapping obtained by this connection will then
be tested on the other variables to verify the consistency of the procedure. This will explicitly
demonstrate the unity of the different symmetries involved. Also this mapping will enable us to
compare our results with those available in the literature [71, 72, 73].
3.4 Gauge invariance vs. Diffeomorphism in second order met-
ric Gravity
We begin our analysis of gauge symmetry of the metric gravity by writing the gauge generator as
a linear combination of all the first-class constraints of the theory
G =
∫
d3x
(
ε0Ω0 + ε iΩi + ε4Ω4 + ε4+iΩ4+i
) (3.16)
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which is obtained from (2.2) in the continum limit. The set of constraints Ω is given by (3.13)-
(3.14). To find the independent gauge parameters from the set (ε0,ε i,ε4,ε4+i) we require to solve
the analogue of (2.4), with the indicated parameters. For this we require to compute the structure
functions of the involutive algebra (3.15).
The structure functions Cabc are obtained from equation (2.6) of which only Ca2b1a will be re-
quired in our analysis. The details of these structure functions are given in [70]. However, the
later coefficients vanish in the present case since the primary first-class constraints Ωµ in (3.13)
gives strictly zero brackets with all the constraints of the theory. The non-trivial structure factors
V βα (x,x′) are obtained from equation (2.5) written in the continum limit as
{Hc,Ωα (x)}=
∫
d3x′V βα
(
x,x′
)
Ωβ
(
x′
) (3.17)
Using the constraint algebra (3.15) we get
V44+s
(
x,x′
)
= N⊥
(
x′
)
grs
(
x′
)
∂ ′rδ
(
x− x′)−∂rN⊥grsδ (x− x′)
V44
(
x,x′
)
= Ni
(
x′
)
∂ ′i δ
(
x− x′) , V 44+s (x,x′)=−∂sN⊥ (x)δ (x− x′)
V 4+i4+s
(
x,x′
)
= −∂sNiδ
(
x− x′)+Nl (x′)∂ ′l δ (x− x′)δ is
V 4µ
(
x,x′
)
= δ 0µδ
(
x− x′) , V 4+iµ (x,x′)= δ iµδ (x− x′) (3.18)
The basic equations connecting the gauge parameters (i.e. (2.4)) now become
0 = dε
a2 (x)
dt −
∫
d3x′εa
(
x′
)
V a2a
(
x′,x
) (3.19)
Using (3.18) in (3.19) four equations involving the eight gauge parameters are obtained which can
be written as
ε0 (x) =
[
ε˙4 + ε4+s∂sN⊥−Ni∂iε4
]
(x) (3.20)
ε i (x) =
[
ε˙4+i + ε4+s∂sNi−Nl∂lε4+i−N⊥gri∂rε4 + ε4gri∂rN⊥
]
(x) (3.21)
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The equations (3.21) suggest that the set (ε0,ε i) will be the appropriate choice of the dependent
gauge parameters. Substituting the above expressions in (3.16) we obtain the gauge generator
solely in terms of the independent gauge parameters the number of which matches with the number
of independent primary first-class constraints, as it should be [8, 61]. Also note that the most
general form of the gauge generator contains time derivatives of the independent gauge parameters.
It is remarkable that in our approach this feature follows naturally from the formalism and needs
no special treatment.
Before proceeding further let us note that the assumption on which (2.4) is based only involves
the relation between the velocities and the canonical momenta and the arbitrary Lagrange multi-
pliers, i.e. the first of Hamiltons equations in [8]
q˙ = [q,Hc]+λ a1 [q,Ωa1] (3.22)
So the full dynamics is not required to impose restrictions on the gauge parameters. Since this is
the only input in our method of abstraction of the independent gauge parameters in the context of
second order metric gravity we find that our analysis will be valid off-shell to this extent. Of course
dynamics will be needed to establish the equivalence of the full phase-space variables under the
two types of transformations [68].
After identifying the most general gauge generator of the theory we now proceed to derive the
desired mapping between the gauge and the reparametrization parameters. This is conveniently
obtained from the gauge variations of Ni, comparing them with the corresponding variations due
to reparametrization (3.1). The gauge variations of the shift variables are
δNi (x) =
{
Ni (x) ,G
}
=
[
ε˙4+i + ε4+s∂sNi−Nl∂lε4+i−N⊥gri∂rε4 + ε4gri∂rN⊥
]
(3.23)
To find the corresponding variations due to reparametrization we have to use the variations of the
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four-metric (4)gµν under the infinitesimal transformation (3.1)
δ (4)gµν = (4)gγν∂µΛγ + (4)gγµ∂ν Λγ +Λγ ∂γ (4)gµν (3.24)
Using (3.24) and (3.4) we can compute the desired variations under the reparametrization (3.1)
δNi (x) =
(
d
dt −N
k∂k
)(
Λi +Λ0Ni
)
+
(
Λk +Λ0Nk
)
∂kNi−
(
N⊥
)2
gi j∂iΛ0 (3.25)
where we have also used the inverse of the relations (3.4) and (3.5), namely
gi jN j = Ni, gi jNiN j −
(
N⊥
)2
= g00 (3.26)
Comparing the variations of the shift variable Ni from (3.23) and (3.25) we obtain the sought-for
mapping between the reparametrization parameters and the independent gauge parameters
ε4+i = Λi +Λ0Ni, ε4 = N⊥Λ0 (3.27)
Note that similar mapping between the different sets of parameters were obtained earlier in [71]
and also in [72]. Note however that in comparison to these earlier works we follow a strictly
Hamiltonian approach. Also our analysis requires only the first set of the Hamiltons equations
(3.22). Thus the connection we derive is valid off-shell which is a completely new result. More-
over, we provide a structured algorithm for metric gravity where the occurrence of time derivative
of the gauge parameter need not be addressed separately. Though discussed in connection with the
second order metric gravity it is apparent that this algorithm is applicable in the same general form
to other theories of gravitation as well.
A through consistency check of the whole formalism is now in order. The mapping (3.27)
when used in the gauge variation of the lapse variable N⊥
δN⊥ (x) =
[
ε˙4 + ε4+s∂sN⊥−Ni∂iε4
]
(x) (3.28)
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gives its variation in terms of the diff. parameters
δN⊥ (x) =
(
d
dt −N
i∂i
)
Λ0N⊥+Λ0Ni∂iN⊥+Λi∂iN⊥ (3.29)
which is identical with the variation calculated from (3.24). Similarly, we work out the gauge
variation of gi j generated by G (3.16) which gives
δgi j (x) =
{
gi j (x) ,G
}
=−2ε4Ki j + ε4+k∂kgi j +gki∂ jε4+k +gk j∂iε4+k (3.30)
and use the mapping (3.27) in it. The resulting expression can be identified with the reparametriza-
tion variation of gi j given by
δgi j (x) =
(
Λ0 ddt −Λ
k∂k
)
gi j +Ni∂ jΛ0 +N j∂iΛ0 +gki∂ jΛk +gk j∂iΛk (3.31)
This completes the explicit identification of the gauge invariance and diffeomorphism in second
order metric gravity theory.
3.5 Conclusion
We discussed a novel approach of obtaining the most general gauge invariances of the second order
metric gravity theory following the general Hamiltonian method of [8] and used this analysis to
establish a one-to-one mapping between the gauge and reparametrization parameters. We have
performed explicit computation to check the consistency of our method. Though we re-derive
already available results [71, 72] our method is completely new in the following senses:
1. This is a new dedicated Hamiltonian approach to the problem and does not require to refer
to the velocity space at any stage in the calculational algorithm. As far as we know this is
the first time such a calculational scheme is advanced in canonical gravity.
2. This approach reveals properly to what extent the mapping between diffeomorphisms and
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gauge invariances can be considered valid off-shell. Our Hamiltonian method clearly reveals
that it is dependent only on the first set of Hamilton’s equations which connects the velocities,
momenta and the Lagrange multipliers. In other words the specific phase space structure
is only important but not the full dynamics. Note however dynamics must be invoked in
establishing the equivalence of transformations of the full set of phase space variables as we
have already mentioned.
In addition to these attractive features our method has the advantage of providing a structured
algorithm which can easily be applied to other theories of gravitation.
Chapter 4
Aspects of Noncommutative gauge
symmetry and their application to the study
of Noncommutative Gauge Theory
4.1 Introduction
Our investigation of symmetries in open string brings us in connection with noncommutativity
among the space-time coordinates. We have already given a brief review of the origin and various
motivations of noncommutative structure of space-time in the introduction of this thesis. In view
of the recent string theoretic results the idea of a noncommutative space time has resurfaced in
the late nineties and field theories defined over this NC space are currently the subject of very
intense research [23]. The idea is to introduce a space time where the coordinates xµ satisfy the
noncommutative (NC) algebra
[xµ ,xν ] = iθ µν (4.1)
where the anti-symmetric tensor θ µν may be constant, or space-time dependent having Lie-algebraic
or quantum group structure. In the remainder of this thesis we will assume constant (canonical)
noncommutativity and exploit the NC gauge symmetry to analyse some field theoretic and quan-
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tum mechanical models defined over such NC space-time.
Mainly, two different approach have been devised to analyse these NC field theories. One
approach (we call it the Operator approach in this thesis) is to work in terms of the operators
defined in a certain Hilbert space which carries a representation of the basic NC algebra. The
fields are defined as operators in this Hilbert space by the Weyl–Wigner correspondence [23].
Alternatively one can work in the deformed phase space where the ordinary product is replaced by
the star product and the fields are defined as functions of the phase space variables with the product
of two fields 1 ˆφ (x) and ψˆ(x) given by the star product
ˆφ(x)⋆ ψˆ(x) = ( ˆφ ⋆ ψˆ)(x) = e i2 θ αβ ∂α ∂ ′β ˆφ(x)ψˆ(x′)∣∣
x
′
=x.
(4.2)
Once in the deformed phase space one no longer has to worry about the ordering of the NC fields.
These NC fields can then be expressed in terms of ordinary fields which are defined over the
commutative space-time using the celebrated Seiberg-Witten (SW) maps [9]. The SW-type maps,
implemented individually on the fields, thus enable us to work out a commutative equivalent de-
scription of different NC gauge theories.
This alternative commutative equivalent approach thus relies heavily on the important corre-
spondence between the ordinary and the NC gauge symmetry which was first perceived by Seiberg
and Witten during their study of the Dirac–Born–Infeld (DBI) action of open string dynamics on a
D-Brane [9, 78]. They observed that both ordinary and noncommutative Yang–Mills (YM) fields
arise from the same two-dimensional field theory depending on the regularization scheme. Hence
there must be a transformation from ordinary to NC YM fields which maps the standard YM gauge
symmetry to the NC YM gauge symmetry. Thus a space-time redefinition between the ordinary
and noncommutative gauge fields was indicated which led to the Seiberg-Witten (SW) maps [9].
Before proceeding any further we shall briefly describe the salient features of the SW map.
1Note that a hat sign over the field denotes that it is defined as a function of the NC space-time
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4.2 The Seiberg–Witten Map
The SW maps are explicit local transformations connecting a given NC gauge theory with a con-
ventional gauge theory. This means that to any finite order in the NC parameter θ the NC gauge
fields and gauge parameters are to be given by local differential expressions of ordinary gauge
fields and gauge parameters.
Let us consider the case in which the noncommutative gauge theory is governed by a Yang-
Mills (YM) Lagrangian for the gauge potential ˆAµ , transforming under ⋆−gauge transformations
according to
ˆδ
ˆλ
ˆAµ(x) = ˆA′µ(x)− ˆAµ(x) = Dµ [ ˆA]⋆ ˆλ(x) . (4.3)
where Dµ [ ˆA]⋆ denotes the star covariant derivative and the hatted fields and parameters denote
that they are defined on the NC space-time. The SW map connects the noncommutative YM
Lagrangian to some ordinary Lagrangian on the commutative space-time. In this latter ordinary
Lagrangean, apart from the fact that fields are multiplied with the ordinary product, the transfor-
mation law for the gauge field Aµ is now governed by the ordinary covariant derivative
δλ Aµ(x) = A′µ(x)−Aµ(x) = Dµ [A]λ (x). (4.4)
Hence, the SW map should include, a connection between ˆAµ and Aµ and also another between
ˆλ and λ . It turns out that the equivalence holds at the level of orbit space, i.e., the physical
configuration space of gauge theories. This means that if two gauge fields ˆAµ and ˆA′µ belonging
to the same orbit can be connected by a noncommutative gauge transformation exp∗(iˆλ ), then A′µ
and Aµ , the corresponding mapped gauge fields will also be gauge equivalent by an ordinary gauge
transformation exp(iλ ). Importantly, the mapping between ˆλ and λ must depends on both λ as
well as Aµ . Indeed, if ˆλ were a function of λ only, the ordinary and the noncommutative gauge
groups would be isomorphic. But even for the simple rank 1 case, the ordinary gauge group is
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abelian and acts by
δAµ = ∂µλ (4.5)
whereas the NC gauge group is nonabelian and acts by
δAµ = ∂µλ + iλ ⋆Aµ − iAµ ⋆λ (4.6)
Since an abelian group can not be isomorphic to a nonabelian group, no redefinition of the or-
dinary gauge parameter can map it to the NC gauge parameter while interwining with the gauge
invariances.
Then, deriving the SW maps is to find relations like
ˆA = ˆA[A;θ ], ˆλ = ˆλ [λ ,A;θ ] (4.7)
so that the equivalence between orbits holds
ˆA[A]+ ˆδ
ˆλ
ˆA[A] = ˆA[A+δλ A]. (4.8)
Using the explicit form of gauge transformations and expanding to first order in θ , the solution of
eq (4.8) is
ˆAµ [A] = Aµ − 14θ
ρσ{Aρ ,∂σ Aµ +Fσ µ}+O(θ 2); ˆλ [λ ,A] = λ + 14θ
ρσ{∂ρ λ ,Aσ}+O(θ 2)(4.9)
where the products on the right hand side, such as {Aρ ,∂σ Aµ}= Aρ .∂σ Aµ +∂σ Aµ .Aρ are ordinary
matrix products 2. Concerning the field strength, the connection is given by
ˆFµν [A] = Fµν +
1
4
δθ αβ
(
2{Fµα ,Fνβ}−{Aα ,Dβ Fµν +∂β Fµν}
)
+O(δθ 2) (4.10)
2Note that solution to S–W equation (4.8) are not unique. In general homogeneous terms can be added to the
solution (4.9) [79].
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Similarly, SW maps for the matter fields either in the adjoint or the fundamental representation
can be worked out. Note that in the next two sections we shall focus on NC abelian gauge theory
where the gauge fields are simple functions rather than matrix-valued ones. Latter in section 4.5
we shall deal with non-abelian gauge theory in the context of NC general relativity. The necessary
details of the particular gauge theories dealt with and the corresponding SW maps for the gauge
and matter fields are given in appropriate places.
4.3 Application to the abelian Chern–Simons and Maxwell the-
ory in NC space-time: Search for NC solitons with a smooth
commutative limit
A particularly interesting scenario in the context of NC gauge theories is the occurrence of classical
stable soliton solutions in odd dimensional scalar NC field theories with self interaction only [80]
and also in a NC U(1) gauge theory coupled with matter in the adjoint representation of the gauge
group [28]. The NC U(1) gauge theories coupled with adjoint matter is important for their possible
application in constructing D-branes as solitons of the tachyon field in NC open string theory
[27, 81]. It is indeed worthwhile to analyse such theories from different points of view. A solution
generating technique based on the operator approach has been used in [29] which was developed
in [27]. Here different solutions have been obtained in various limits of the action,
S =
∫
dtd2x
(
−1
4
(
Fµν
)2
+
1
2
DµφDµφ −V (φ −φ⋆)
)
(4.11)
where φ is the scalar field in the adjoint representation of the NC U(1) group. The potential V has
a local minima at φ = φ⋆ with V (0) = 0 and a local maximum at φ = 0. The static soliton solution
of the theory has energy
E = 2piθn
(
1
2θ 2 +V (−φ⋆)
)
(4.12)
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which diverges as θ → 0. These soliton solutions obtained by using the operator approach thus es-
sentially belong to the singular sector. It is not clear what happens in the θ → 0 limit. Specifically,
the question is whether there is some non-trivial non-perturbative solutions depending on the NC
parameter and vanishing continuously along with it. Clearly, this question can not be answered
by the operator approach. It is however very much desirable to explore all sectors of solutions of
the theory. At this point our commutative equivalent method which is regular in the θ → 0 limit
becomes instrumental. Specifically, it will be very much desirable if this commutative equiva-
lent analysis can be done in a closed form such that results exact to all orders in θ are obtained.
Naturally, the possibility of this rests on the availability of the SW maps in a closed form.
A method of obtaining SW maps for certain models has been devised recently which is ex-
act in the NC parameter [25, 26]. This is based on the change of variables between open and
closed string parameters and connection of the approach with the deformation quantization tech-
nique [82] has been demonstrated [25]. Specifically, an exact map for an adjoint scalar field has
been found [25], consistent with that deduced from RR couplings of unstable non-BPS D-branes
[83]. Note that this closed-form S–W map will provide a exact commutative equivalent method
valid non-perturbatively which compares favourably with the operator approach. In the following
two sections we shall construct exact commutative equivalent descriptions of adjoint scalar matter
coupled to NC Chern–Simons (C–S) and Maxwell-type of gauge fields.
4.3.1 An NC Chern–Simons Theory through exact Seiberg–Witten maps
In this section we shall analyze a U(1)⋆ C–S coupled scalar field theory in 2+1 dimensional flat
space time where the scalar field is in the adjoint representation of the gauge group. Models with
the NC scalar field in the adjoint representation have been considered earlier from the operator
approach with the gauge field dynamics governed solely by the Maxwell term [28] and also by a
combination of the Maxwell and the C–S term [29]. Our selection of the model here as well as
in the next section is motivated by the fact that in the commutative limit the adjoint scalar field
decouples from the gauge interaction. In other words any non-trivial result of our analysis comes
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from the NC features only.
The action of our theory is given by
ˆS =
∫
d3x
[
1
2
(
ˆDµ ⋆ ˆφ
)
⋆
(
ˆDµ ⋆ ˆφ)+ k
2
εµνλ
(
ˆAµ ⋆∂ν ˆAλ −
2i
3
ˆAµ ⋆ ˆAν ⋆ ˆAλ
)]
(4.13)
where ˆφ is the scalar field and ˆAµ is the NC C–S gauge field. We adopt the Minkowski metric
ηµν = diag(+,−,−,−). The covariant derivative ˆDµ ⋆ ˆφ is in the adjoint representation and is
defined as
ˆDµ ⋆ ˆφ = ∂µ ˆφ − i
[
ˆAµ ,φ
]
⋆
(4.14)
The action (4.13) is invariant under the ⋆-gauge transformation
ˆδ
ˆλ
ˆAµ = ˆDµ ⋆ ˆλ , ˆδˆλ ˆφ =−i
[
ˆφ , ˆλ
]
⋆
(4.15)
The commutative equivalent of (4.13) is obtained by using the exact SW map for ˆDµ ⋆ ˆφ(x)
[25] and noting that the C–S action retains its form under SW map [86]
ˆS SW map=
∫
d3x
[
1
2
√
det(1+Fθ)
(
1
1+Fθ
1
1+θF
)µν
∂µφ∂ν φ + k2ε
µνλ Aµ∂ν Aλ
]
(4.16)
In (4.16) we have used the matrix notation
(AB)µν = Aµλ Bλ ν (4.17)
Also (1+Fθ) is to be interpreted as a mixed tensor in calculating the determinant. Note that the
quartic term in the C–S action vanishes in the commutative equivalent version. The scalar field part
of the action (4.16) can be written as an ordinary scalar field theory coupled with a gravitational
field induced by the dynamical gauge field. However, the dynamics of the gauge field, being
dictated by the Chern–Simons three-form, is unaffected by the induced gravity. In the next section
we shall consider Maxwell coupling where this induced gravity should equally affect the gauge
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field dynamics also [25].
From (4.16) we readily observe that in the commutative limit (θµν → 0) the gauge field de-
couples, leading to the well known fact that there is no non-trivial gauge coupling of the neutral
scalar field in the corresponding commutative field theory. Clearly, the action (4.16) is manifestly
invariant under the corresponding commutative equivalent to the transformations (4.15), i.e. under
δλ Aµ = ∂µλ , δλ φ = 0 (4.18)
It is now straightforward to write down the equations of motion for the scalar field φ and the
gauge field Aµ from (4.16) respectively as
∂α
{√
det(1+Fθ)
(
1
1+Fθ
1
1+θF
)αν
∂ν φ
}
= 0 (4.19)
and
kεανλ ∂ν Aλ = jα (4.20)
where, jα = ∂ξ
[√
det(1+Fθ)
{
1
4
(
θ 1
1+Fθ +
1
1+θF θ
)αξ ( 1
1+Fθ
1
1+θF
)µν
+
(
1
1+Fθ
1
1+θF θ
)µα ( 1
1+θF
)ξν
+
(
1
1+Fθ
)µα (
θ 1
1+Fθ
1
1+θF
)ξν}
∂µφ∂ν φ
]
(4.21)
Certain observations about the above equations are in order. In the commutative limit or (and)
vanishing gauge field (
1
1+Fθ
1
1+θF
)µν
→ ηµν (4.22)
Thus the equation of motion for φ in (4.19) reduces to the expected form ∂µ ∂ µ φ = 0 in these limits.
Again going to the commutative limit we find that the gauge field equation becomes trivial, which
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is also a characteristic feature of C–S theories without any matter coupling. By direct computation,
we get from (4.21)
∂α jα = 0 (4.23)
This exhibits the consistency of (4.20). Naturally, jα is interpreted as the matter current.
At this point it can be noted that the usual approach of obtaining the commutative equivalent
of (4.13) is to expand the star products and use separate maps for the gauge fields and matter fields
in the form of perturbative expansions in the NC parameter θ [84]. To the lowest order in θ the
explicit forms of the SW maps are known as [9, 24, 85]
ψˆ = ψ−θ m jAm∂ jψ and ˆAi = Ai− 12θ
m jAm
(
∂ jAi +Fji
) (4.24)
Using these expressions and the star product (4.2) to order θ in (4.13) we get
ˆS SW map=
∫
d3x
[{
1
2
∂ µ φ∂µφ −θ αβ F µ α∂β φ∂µ φ −θ αβ Aα∂µ ∂β φ∂ µ φ
}
+
k
2
εµνλ Aµ∂νAλ
]
(4.25)
We can show explicitly that the first order approximation of (4.16) matches exactly with (4.25).
Naturally, the equations of motion (4.19) and (4.20) should agree upto the first order with those
following from the conventional first order action (4.25). Expanding (4.19) and (4.20) to first order
in θ we get
∂α
[{1+Tr (Fθ)}∂ αφ − (Fθ +θF)αν ∂ν φ] = 0 (4.26)
and
∂ξ [
1
2
θ αξ ∂µφ∂ µ φ +θ µα∂µ φ∂ ξ φ +θ ξ µ ∂ αφ∂µ φ ] = kεανλ ∂νAλ (4.27)
respectively. One can verify easily that the same equations follow as Euler–Lagrange equations
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from (4.25).
We now turn to the construction of an energy momentum (EM) tensor of our model (4.16). The
issue of energy momentum tensor for a noncommutative gauge theory involves many subtle points
as evidenced in the literature [87]. It is thus instructive to address it from different approaches,
which in the context of commutative models are known to lead to equivalent conclusions but may
not be assumed apriori for NC gauge theories. Indeed, the commutative equivalent model offers
an appropriate platform to discuss these aspects.
We begin with the construction of the Noether EM tensor. Consider the infinitesimal space
time translation xµ → (xµ +aµ) under which the fields φ and Aµ transform as
δφ = aµ∂µ φ , δAµ = aν∂ν Aµ (4.28)
From the invariance of the theory we get the following form of the EM tensor in the usual way,
Θcρσ =
√
det (1+Fθ)
[(
1
1+Fθ
1
1+θF
)
ρ
ν∂ν φ∂σ φ
+
{
1
4
(
θ 1
1+Fθ +
1
1+θF θ
)α
ρ
(
1
1+Fθ
1
1+θF
)µν
+
(
1
1+Fθ
1
1+θF θ
)µα( 1
1+θF
)
ρ
ν
+
(
1
1+Fθ
)µα (
θ 1
1+Fθ
1
1+θF
)
ρ
ν
}(
∂µ φ∂νφ
)
(∂σ Aα)
− 1
2
ηρσ
(
1
1+Fθ
1
1+θF
)µν
∂µ φ∂νφ
]
−k
2
(
ερ
µαAµ∂σ Aα +ηρσ εµναAµ ∂νAα
) (4.29)
The Noether E–M tensor, although is useful to construct the generators of space time transfor-
mations, is neither gauge invariant nor symmetric. It can be improved to get a gauge invariant EM
tensor using Belinfante’s method. A better alternative is to consider a subsequent gauge transfor-
mation with the spatial translation (4.28) so that the gauge field transform covariantly and obtain
An NC Chern–Simons Theory thorugh exact Seiberg–Witten maps 89
an further improved EM tensor by Noether’s method [88] using the modified transformation
δAµ = aν Fνµ (4.30)
which leads to
Tρσ =
∂L
∂ (∂ ρ φ)∂σ φ +
∂L
∂ (∂ ρ Aα)
Fσα −ηρσL
=
√
det (1+Fθ)
[(
1
1+Fθ
1
1+θF
)
ρ
ν∂ν φ∂σ φ
+
{
1
4
(
θ 1
1+Fθ +
1
1+θF θ
)α
ρ
(
1
1+Fθ
1
1+θF
)µν
+
(
1
1+Fθ
1
1+θF θ
)µα( 1
1+θF
)
ρ
ν
+
(
1
1+Fθ
)µα (
θ 1
1+Fθ
1
1+θF
)
ρ
ν
}(
∂µ φ∂νφ
)
(Fσα)
− 1
2
ηρσ
(
1
1+Fθ
1
1+θF
)µν
∂µ φ∂νφ
]
−k
2
(
ερ
µαAµFσα +ηρσ εµναAµ∂ν Aα
) (4.31)
Apart from the contribution from the C–S part this expression is gauge invariant but not symmetric.
In the commutative theories this part of the improved EM tensor becomes symmetric as well. This
exception in context of NC gauge theories has already been mentioned and is due to the fact that
Lorentz and classical conformal invariance are broken in such theories [87].
We have observed that the canonical procedures do not lead to a satisfactory EM tensor. An
alternative procedure is to vary the action (4.16) with respect to a background metric and finally
keeping the metric flat [89]. We thus extend the action (4.16) as
S =
∫
d3x
√−gL (4.32)
where g = detgµν and gµν is the background metric. The pure C–S part of (4.16) is generally co-
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variant irrespective of any metric. Thus the Lagrangean L in (4.32) is taken to be the Lagrangean
of (4.16) without the C–S kinetic term. The EM tensor is obtained from
Θ(s)αβ = 2
∂L
∂gαβ −L gαβ (4.33)
in the limit gµν → ηµν . Computing explicitly we found
Θ(s)αβ =
1
2
√
det(1+Fθ)
[
1
2
(
θF 1
1+θF +
1
1+Fθ Fθ
)
αβ
(
1
1+Fθ
1
1+θF
)µν
∂µφ∂ν φ
+
(
1
1+Fθ
1
1+θF
)
α
ν∂β φ∂νφ +
(
1
1+Fθ
1
1+θF
)
β
ν ∂αφ∂ν φ
]
−ηαβ L (4.34)
Note that by construction this EM tensor is both symmetric and gauge invariant. We can conclude
that of the various expressions given above this form is the most satisfactory and can be identified
as the physical EM tensor.
The equations (4.19) and (4.20) are a set of coupled nonlinear equations. It will thus be instruc-
tive to investigate whether they admit any solitary wave solution by systematically looking for the
Bogomolnyi bounds of the equations. To this end we require the energy functional which can ap-
propriately be constructed from the physical EM tensor (4.34). Note that until now our approach
was completely general in the sense that the vanishing of time-space noncommutativity i.e. θ 0i = 0
is not assumed. The issue of non zero time-space noncommutativity is an involved subject. It has
been argued that θ 0i 6= 0 spoils unitarity [90, 91] and causality [92] but there also exists counter
examples [93, 94, 95, 96]. However, assuming θ 0i = 0 is almost conventional in the study of NC
solitons and in the context of odd dimensional theories it is always possible to do so. A la this
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tradition we now assume the same i.e. θ 0i = 0. In this limit the energy functional becomes
E =
∫
d2xΘ(s)00 =
∫
d2x1
2
√
det(1+Fθ)
{
2
(
1
1+Fθ
1
1+θF
)
0
ν (∂0φ∂νφ)
−
(
1
1+Fθ
1
1+θF
)µν (
∂µ φ∂νφ
)} (4.35)
With the stated assumptions about NC tensor θ µν the form of the matrices appearing in the above
equation can be easily worked out. Explicitly, the matrix for
( 1
1+Fθ
1
1+θF
)µν
can be written as


{
1− θ
2(E21+E
2
2)
(1−θB)2
}
θE2
(1−θB)2
−θE1
(1−θB)2
θE2
(1−θB)2
−1
(1−θB)2 0
−θE1
(1−θB)2 0
−1
(1−θB)2

 (4.36)
Also det(1+Fθ) = (1−θB)2. While extracting the square root of this determinant one has to
take positive value only. So for θB < 1,
√
det(1+Fθ) = (1−θB) whereas for θB > 1 it is to be
replaced by (θB−1). The critical point θB = 1 is known to be a general feature of the NC models,
the origin of which can be traced back to noncommutativity in planar quantum mechanics [97, 98].
To work out the static limit of the energy functional we first observe from (4.21) that for θ0i = 0,
j0 vanishes in the static limit. This leads to vanishing B-field, as can be seen from (4.20), making
the coupling trivial. The expression of the energy functional (4.35) becomes
E =
∫
d2x
{
(∂1φ)2 +(∂2φ)2
}
(4.37)
Clearly, the energy functional is positive definite and trivially minimized and there is no non-
trivial solutions. We thus observe that there is no BPS soliton of the model. Note that nontrivial
soliton solutions has been found in NC adjoint scalar field theories [28, 29] with Maxwell coupling.
However, these soliton solutions become singular in the θ 7→ 0 limit. Since our approach has a
smooth commutative limit, based as it is on the SW map, such singular solutions (if any) are not
accounted for in our model.
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4.3.2 Extension to a noncommutative Maxwell–Chern–Simons Theory
In this section we make a generalisation of the model (4.13) of section 4.3.1 in the sense that along
with the NC C–S term we now also consider the NC Maxwell gauge fields. The present model
thus reads
ˆS =
∫
d3x
[
− 1
4g2
ˆFµν ⋆ ˆFµν +
1
2
(
ˆDµ ⋆ ˆφ
)
⋆
(
ˆDµ ⋆ ˆφ)+ k
2
εµνλ
(
ˆAµ ⋆∂ν ˆAλ −
2i
3
ˆAµ ⋆ ˆAν ⋆ ˆAλ
)]
(4.38)
where symbols retain the same meanings as in the previous section. The dynamics of the gauge
field is assumed to be governed by a combination of the Maxwell and the C–S term and thus more
general than (4.11). Note that we have not included any potential term in (4.38). Our motivation
is to find whether any non-trivial coupling is possible in the smooth θ → 0 sector. In the event of
such coupling an appropriate potential term can be devised to saturate the BPS limits.
The exact commutative equivalent of (4.38) is obtained by using the closed-form S–W maps
for Dµ ⋆ ˆφ(x) and − 14g2 ˆFµν ⋆ ˆFµν given in [25, 26]3 whereas C–S action retains its form under SW
map as usual [86]
ˆS SW map=
∫
d3x
[√
det(1+Fθ)
{
1
4g2
(
1
1+Fθ
)µα
Fαβ
(
1
1+Fθ
)βν
Fνµ
+
1
2
(
1
1+Fθ
1
1+θF
)µν
∂µφ∂ν φ
}
+
k
2
εµνλ Aµ∂ν Aλ
]
(4.39)
Note that the invariance of the theory under U(1) gauge transformation (4.18) is manifest in (4.39).
It is now straightforward to write down the equations of motion for the scalar field φ and the gauge
field Aµ from (4.39) respectively as
∂α
{√
det(1+Fθ)
(
1
1+Fθ
1
1+θF
)αν
∂ν φ
}
= 0 (4.40)
3Note that although the only existing exact S–W map are true for F = constant, here what we are using is an exact
commutative equivalent form of the action (4.38) as a whole and not the exact S–W maps for the individual fields.
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and
kεανλ ∂νAλ −
1
4g2
∂ξ
[√
det(1+Fθ)
{
1
2
(
θ 1
1+Fθ +
1
1+θF θ
)αξ ( 1
1+Fθ F
1
1+Fθ F
)
+ 2
(
1
1+Fθ F
1
1+Fθ +
1
1+θF F
1
1+θF
)αξ
− 2
(
θ 1
1+Fθ F
1
1+Fθ F
1
1+Fθ +
1
1+θF F
1
1+θF F
1
1+θF θ
)αξ}]
= jα (4.41)
where jα is given by
jα = ∂ξ
[√
det(1+Fθ)
{
1
4
(
θ 1
1+Fθ +
1
1+θF θ
)αξ ( 1
1+Fθ
1
1+θF
)µν
+
(
1
1+Fθ
1
1+θF θ
)µα ( 1
1+θF
)ξν
+
(
1
1+Fθ
)µα (
θ 1
1+Fθ
1
1+θF
)ξν}
∂µφ∂ν φ
]
(4.42)
By direct computation from (4.42) we get
∂α jα = 0 (4.43)
So jα in (4.42) can be consistently interpreted as the matter current. If we go to the limit g → ∞,
the Maxwell term is eliminated from the action. In this limit we can compare the equations of
motion with the results derived in section 4.3.1. There, we have discussed elaborately, the issues
of commutative limit and first order approximations. The observations in this context apply equally
for the present model.
To investigate whether the set of coupled nonlinear equations (4.40) and (4.41) admit any soli-
tary wave solution in a systematic way we look for the Bogomolnyi bounds of these equations. So
we again turn to the construction of the energy functional for which we require the physical en-
ergy momentum (EM) tensor corresponding to the model (4.39). We have already shown that the
canonical (Noether) procedure or the extended method of Jackiw [88] do not give both symmetric
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and gauge invariant EM tensor. The best way is to find a symmetric and gauge-invariant EM tensor
by varying the action (4.16) with respect to a background metric and finally keeping the metric flat
[89]. Following this prescription (4.33) the symmetric and gauge-invariant EM tensor is computed
Θ(s)ρλ =
√
det(1+Fθ)
[
1
4g2
(
1
1+θF Fθ
)
ρλ
(
1
1+θF F
1
1+θF F
)
+
1
g2
(
1
1+θF F
1
1+θF F
)
ρλ
− 1
4g2
(
1
1+θF F
1
1+θF F
)
gλρ +
1
2
(
1
1+θF Fθ
)
ρλ
(
1
1+Fθ
1
1+θF
)µν
∂µ φ∂νφ
+
(
1
1+Fθ
1
1+θF
)
ρ
ν ∂λ φ∂ν φ − 12
(
1
1+Fθ
1
1+θF
)µν
∂µφ∂ν φgρλ
]
(4.44)
Naturally this EM tensor is physically significant and we can work out the energy density of the
field system from the time-time component of this EM tensor. At this point we again make the
assumption conventional in the study of NC solitons, i.e. vanishing time-space noncommutativity
(θ 0i = 0) since the calculations of non-perturbative solutions in NC U(1) gauge theory reported in
the literature assume noncommutativity only in the spatial directions. Going over to this limit, the
energy functional becomes
E =
∫
d3xΘ(s)00 =
∫
d3x1
2
√
det(1+Fθ)
{
− 1
2g2
(
1
1+Fθ F
1
1+Fθ F
)
+
2
g2
(
1
1+Fθ F
1
1+Fθ F
)
00
+2
(
1
1+Fθ
1
1+θF
)
0
ν (∂0φ∂νφ)
−
(
1
1+Fθ
1
1+θF
)µν (
∂µ φ∂νφ
)} (4.45)
The form of the matrices appearing in the above equation are worked out and in the static limit the
energy functional becomes
E =
∫
d2x
√
det(1+Fθ)
2(1−θB)2
[
1
g2
(
Ei2 +B2
)
+(∂iφ)2
]
(4.46)
Note that the square root term in the first factor is taken positive by convention4. Evidently, from
4 Note that this square-root term can not be written explicitly since depending on θB < 1 or θB > 1 one has to take√
det(1+Fθ ) = (1−θB) or (θB− 1), as we have mentioned in section 4.3.1.
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(4.46), minimum configuration of the static energy functional corresponds to the trivial solution
where Ei, B and ∂iφ vanishes everywhere. These solutions also trivially satisfy the equations of
motion. Clearly in the static limit there is no coupling between the matter and the gauge field.
Hence there is no BPS soliton in the model.
This result, along with that in section 4.3.1, fills a gap in the existing literature regarding the
possible B–P–S soliton solutions of the model and is consistent with the fact that there is no cou-
pling of the matter and the gauge field in the corresponding commutative theory. Note however,
that the solution space for the Bogomolony equations form a subspace of solutions of the equations
of motion (4.40, 4.41) and our analysis does not rule out the existence of non-trivial non-B–P–S
solutions of the equations of motion.
4.4 The introduction of time-space noncommutativity:
(1+1)-dimensional deformed bosonized Schwinger model
In the previous sections we have briefly mentioned a contentious issue in the present scenario of
NC field theories, i.e., the aspect of noncommutativity in the time-space sector. It was argued
that introduction of space-time noncommutativity spoils unitarity [90, 91] or even causality [92].
Much attention has been devoted in recent times to circumvent these difficulties in formulating
theories with θ 0i 6= 0 [93, 94, 95, 96]. The (1+1) dimensional field theoretic models are particu-
larly important in this context because any noncommutative extension of such models essentially
contains fuzziness in the time-space sector. Such (1+1) dimensional field theories in the commu-
tative space-time have long been recognized as the laboratory where important ideas can be tested
in a simple setting. However, not much analysis of the corresponding NC theories is available in
the literature. In the present sections we will therefore consider a (1+1) dimensional Schwinger
model [33] on a NC setting. Apart from the specific NC aspect such studies are also motivated by
the inherent interest of the model as (1+1) dimensional electrodynamics.
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4.4.1 The ordinary bosonised (vector) Schwinger model
Historically, the first two dimensional model was proposed by Thirring [99] describing a pure
fermionic current-current interaction. The interest increased considerably when Schwinger was
able to obtain an exact solution of two dimensional electrodynamics with massless spinor [33].
The model is defined by the Lagrangian density
LF = ψ¯(i∂/− eA/)ψ− 14F
µνFµν (4.47)
where the Lorentz indices run over the two values 0,1 and the rest of the notation is standard.
5 The Schwinger model, i.e., the theory of mass less fermion interacting with an Abelian gauge
field in (1+1) dimensional space time is an exactly solvable field theoretical model. It has been
extensively studied over the years [100, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110, 111,
112, 113, 114, 115] mainly due to the emergence of phenomena such as mass generation and
confinement of fermions (quarks).
In (1+1) dimensions an exact mapping can be established between the bosonic and fermionic
theories. The singularities of the Schwinger model can be accommodated by regularizing the
fermionic current. An equivalent approach is to obtain the effective action by integrating out the
fermions. Commonly it is known as bosonization of the Schwinger model. For extension to NC
scenario we adopt the more economical bosonised version. Bosonizing the fermion field in (4.47)
we get the Lagrangian density LB involving a scalar field φ instead of the Dirac field ψ
LB =
1
2
∂µ φ∂ µ φ + e2εµνF
µν φ +ae2AµAµ + α4 FµνF
µν (4.48)
The first piece is the kinetic energy term for the scalar field whereas the second one describes the
interaction between the matter field and gauge field. The last two terms involve something new,
viz., two undetermined parameters a and α .6 These are fallouts of the regularization process. To
5Notice that the coupling constant e has unit mass dimension in this situation.
6Note that the usual kinetic energy term is absorbed within α .
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be more specific, if the left handed and the right handed component of ψ are integrated out one by
one the regularization of the determinant contains such parameters [105, 108, 111]. Setting a to be
zero and α to be −1 we get the bosonized version of the usual gauge invariant vector Schwinger
model. We will use this version for the NC extension in the reminder of this section.
4.4.2 The NC Schwinger Model
The NC version of the bosonised action which we consider is
∫
d2xLNCB =
∫
d2x
[
1
2
(
ˆDµ ⋆ ˆφ
)
⋆
(
ˆDµ ⋆ ˆφ)+ 1
2
eεµν ˆφ ⋆ ˆFµν − 14 ˆFµν ⋆ ˆF
µν
]
. (4.49)
where ˆφ is the NC adjoint scalar field and ˆAµ is the ⋆-gauge field. We again adopt the Minkowski
metric ηµν = diag(+,−). The covariant derivative ˆDµ ⋆ ˆφ is already defined in (4.14) and ⋆ denotes
that the ordinary multiplication is replaced by the star multiplication defined by (4.2). The action
(4.49) is invariant under the ⋆-gauge transformation (4.15).
The physics behind the NC theory (4.49) can be explored by several approaches which some-
times compliment each other [27, 28, 29, 30, 31]. In this thesis we will particularly employ the
Seiberg–Witten (SW) type transformations [9, 24, 85] to construct a commutative equivalent model
of the actual NC theory (4.49) in a perturbative framework. Note, however, that even if the fields
and the coordinates in the commutative equivalent model are commuting it is not obvious that the
usual Hamiltonian procedure could produce dynamics with respect to noncommuting time. This
issue has been addressed by Dayi [96] where noncommutativity in time-space sector emerges from
a theory with only spatial noncommutativity, due to a duality transformation. Specifically a Hamil-
tonian formulation was obtained with commutating time which was shown to be identical to order
θ for both the original theory ( with noncommutativity in the spatial sector only ) and its dual
containing space time noncommutativity. Following this we propose to carry out our analysis to
first order in θ and assume the applicability of the usual Hamiltonian dynamics for the commuta-
tive equivalent model. Since our motivation is to investigate what new features emerge from the
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presence of noncommutativity in the Schwinger model, introduction of minimal noncommutativity
will be sufficient.
Using the SW maps given by (4.24) [9, 24, 85] and the star product (4.2) to the lowest order in
θ in (4.49) we get
ˆS SW map=
∫
d2x
[{
1+ 1
2
Tr(Fθ)
}
Lc− (Fθ)µ β ∂β φ∂ µ φ −
e
2
εµν (FθF)µν φ
+
1
2
(FθF)µν Fµν
]
(4.50)
where Lc stands for the commutative Lagrangean (4.48) with α =−1 and a = 0
Lc =
1
2
∂µ φ∂ µ φ + e2εµνF
µνφ − 1
4
Fµν Fµν (4.51)
Note that we can write the action (4.50) in a form which, modulo total derivative terms, does
not contain second or higher order time derivatives. This happens because we are considering a
perturbative calculation to first order in θ . If we would calculate to second order or beyond, higher
derivatives of time would appear in the Lagrangean from star product expansion which brings
complication in the Hamiltonian formulation [116, 117].
The Eular–Lagrange equations following from the action (4.50) are
∂ξ
[{
1+ 1
2
Tr(Fθ)
}
∂ ξ φ − (Fθ +θF)ξ µ ∂µ φ
]
−e
2
εµν
[{
1+ 1
2
Tr(Fθ)
}
Fµν +(FθF)µν
]
= 0 (4.52)
∂ξ
[
−θ ξαLc +
{
1+
1
2
Tr(Fθ)
}(
eεξαφ −Fξα
)
−θ αµ ∂µφ∂ ξ φ +θ ξ µ ∂µφ∂ αφ
−eφ
{
εξ µ (θF)α µ − εαµ (θF)ξ µ
}
+(FFθ +θFF)ξα +(FθF)ξα
]
= 0 (4.53)
We work out the canonical momenta conjugate to φ and Aα respectively as
piφ =
{
1+ 1
2
Tr(Fθ)− (Fθ +θF)00
}
˙φ − (Fθ +θF)0i ∂iφ (4.54)
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piα = −θ 0αLc +
{
1+ 1
2
Tr(Fθ)
}(
eε0αφ −F0α)−θ αµ ∂µ φ∂ 0φ
+θ 0µ ∂µφ∂ αφ − eφ
[
ε0µ (θF)α µ − εαµ (θF)0 µ
]
+(FFθ +θFF)0µ +(FθF)0µ (4.55)
From (4.54) and (4.55) we get after a few steps
piφ = ˙φ +θF01 ˙φ ; pi0 = 0 ; pi1 = F01 + eφ + θ2
[
˙φ 2− (∂1φ)2 +3F201
]
(4.56)
The commutative equivalent Hamiltonian follows as
∫
dxHCE =
∫
dx
[
HCS +
θ
2
{
pi1
(φ ′2−piφ 2)+ eφ (piφ 2−φ ′2)
+e3φ 3−(pi1)3 + 3
2
eφpi1 (pi1− eφ)}] (4.57)
where HC is given by the Hamiltonian of the ordinary commutative theory
HC =
1
2
[
pi2φ +(pi1)2 +φ ′2 + e2φ 2
]
+pi1A′0− epi1φ (4.58)
From (4.55) we get one primary constraint. Conserving it in time a secondary constraint
emerges. They are given by
pi0 ≈ 0, (Primary) (4.59)
∂1pi1 ≈ 0, (Secondary) (4.60)
These constraints (4.59, 4.60) have vanishing Poission brackets with the Hamiltonian as well as
between themselves. No new constraint, therefore, is obtained. It is interesting to note that the
constraint structure is identical with the commutative Schwinger model. This structural similarity
is remarkable because the gauge field in our commutative equivalent theory is the SW map of a
NC gauge field belonging to the Groenewold–Moyal deformed C⋆ algebra.
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To proceed further we require to eliminate the gauge redundancy in the equations of motion
(4.52, 4.53) by invoking appropriate gauge fixing conditions. The structure of the constraints (4.59,
4.60) suggests the choice:
A0 = 0 (4.61)
∂1A1 = 0 (4.62)
The constraints (4.59, 4.60) and (4.61, 4.62) now become second class. We require to substitute
all Poisson brackets by the respective Dirac brackets in order to impose the constraints strongly.
A straightforward calculation shows that the brackets in the
{φ ,piφ} sector does not change, i.e.
the corresponding Dirac brackets are the same as their Poisson brackets. The brackets in the other
sector change but since these will not be required here, the explicit forms are not given. Once we
strongly impose the constraints, we can integrate the relations (4.60) and (4.62). Since the fields
should vanish at spatial infinity, we get
pi1 = 0 (4.63)
A1 = 0 (4.64)
We thus have the relations pi0 = pi1 = 0 and A0 = A1 = 0. The Hamiltonian density in the reduced
phase space then becomes
HR =
[
1
2
(
pi2φ +φ ′2 +φ 2
)
+
eθ
2
φ
(
pi2φ −φ ′2 + e2φ 2
)]
(4.65)
The Reduced Hamiltonian (4.65) along with the Dirac brackets leads to the following equations of
motion.
˙φ = (1+ eθφ)piφ and p˙iφ = φ ′′− e2φ − eθ2
(
pi2φ +φ ′2 +2φφ ′′+3e2φ 2
)
(4.66)
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The equations in (4.66) after a little algebra reduced to
(
+ e2
)φ = eθ
2
(
˙φ 2−φ ′2−5e2φ 2) (4.67)
Equation (4.67) is the relevant equation of motion obtained by removing the gauge arbitrariness of
the theory. To zero order in θ it gives
(+ e2)φ = 0 (4.68)
The equation (4.67) looks complicated but since our theory is of the order θ , in the right hand
side we can substitute φ to 0-order where it satisfies (4.68). The solution to (4.68) can easily be
expanded in terms of the plane wave solutions
φ =
∫ d p¯
(2pi)
1√
2p0
[
a(p¯)e−ip
0x0+i p¯x¯ +a†(p¯)eip
0x0−i p¯x¯
]
(4.69)
where xµ ≡ (x0, x¯), pµ ≡ (p0, p¯) and p0 =√p¯2 + e2. Hence from (4.67) we get
(+ e2)φ = j(x) (4.70)
where j(x) = eθ
2
∫ d p¯dq¯
(8pi2)
ei( p¯+q¯)x¯√
p0q0
[(−p0q0 + p¯q¯−5e2)
×
{
a(p¯)a(q¯)e−i(p
0+q0)x0 +a†(−p¯)a†(−q¯)ei(p0+q0)x0
}
+
(
p0q0− p¯q¯+5e2
){
a(p¯)a†(−q¯)e−i(p0−q0)x0 +a†(−p¯)a(q¯)ei(p0−q0)x0
}]
(4.71)
We thus have a bosonic field φ interacting with a source j(x). It is easy to recognise that the
equations (4.70) represents the Klien–Gordon (KG) theory with a classical source.
A remarkable observation is inherent in (4.70). To understand the proper perspective we have to
briefly review the results from the corresponding commutative theory. There we end up with (4.68)
and interpret that the photon has acquired mass and the fermion has disappeared from the physical
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spectrum [33, 100, 101, 102, 103, 104]. This means the fermion is confined. The introduction of
noncommutativity changes the scenario in a fundamental way. The gauge boson again acquires
mass but this time it is interacting with a background. The origin of this background interaction is
the fuzziness of space-time. This is a physical effect carrying NC signature. In this context it may
be mentioned that generation of interactions by casting non-interacting theories in NC coordinates
have been observed in other contexts also [118, 119, 120].
We observe that the present analysis reveals the presence of a background interaction term
which is manifest only in the tiny length scale ∼ √θ . Therefore a natural curiosity arises about
the strength of the interaction. In other words, we need at least a order of magnitude estimation of
the time-space NC parameter involved in the interaction. Although there are several estimates of
the spatial NC parameter [35, 36, 37] as well as the momentum space NC parameters [39, 40, 121]
in the literature, the same for the time-space NC parameters is lacking. In Appendix A we present
a quantum mechanical analysis of the NC gravitational well problem to obtain an upper-bound
estimation of the time-space NC parameter.
It is easy to formulate the present theory guided by (4.70) as a quantum theory. Note that the
NC parameter θ is a small number and we can treat the interaction term as a perturbation. The
resulting S-matrix can easily be written down as
S∼ T
{
exp
[
−i
∫
d2x j(x)φ(x)
]}
(4.72)
Since j(x) is real S is unitary. The theory in the reduced phase space can thus be formulated as
a perturbative quantum field theory which is formally similar to the KG theory with a classical
source. Consequently, the requirements of unitarity and causality are satisfied. These are good
news in view of the presence of time-space noncommutativity and justifies our proposition based
on [96] that usual Hamiltonian analysis is applicable in our commutative equivalent model.
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4.5 A short investigation of the noncommutative correction to
General Relativity
Likewise the other field theories, there have been attempts to fit General Relativity (GR) in an
NC framework. Construction of a theory of NC gravity remains a topic of considerable current
interest in the literature and various authors have approached the problem from different angles. In
[45], for example, a deformation of Einstein’s gravity was studied using a construction based on
gauging the noncommutative SO(4,1) de Sitter group and the SW map [9] with subsequent con-
traction to ISO(3,1). Another construction of a noncommutative gravitational theory was proposed
in [46]. Very recently noncommutative gravity has been connected with stringy perspective [47].
In all these works the leading order noncommutative effects appear in the second order in the NC
parameter θ .
Again, the commutative equivalent approach has been used to analyse many gauge theories in
the recent past [30, 31, 32, 35, 52, 84]. Since gravity can be viewed effectively as a gauge theory
the commutative equivalent approach seems to be a promising one. Indeed, a minimal theory of
NC gravity [48] has been constructed recently based on this approach where the NC correction
appears as a series expansion in the NC parameter. The leading order correction is reported to be
linear in θ in this work. Thus, it seems that the result of [48] is in contradiction with others existing
in the literature [45, 46, 47]. In this section we extend the commutative equivalent formulation of
[48] to show that actually there is no such controversy. To begin with, we present a brief review of
the results of [48]. This will be useful as the starting point of our calculation as well as to fix the
notations.
4.5.1 A review of the minimal formulation of noncommutative general rela-
tivity
The main problem of implementing GTR on NC platform is that the algebra (4.1) is not invariant
under general coordinate transformation. However, we can identify a subclass of general coordi-
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nate transformations,
xˆµ′ = xˆµ + ˆξ µ(xˆ), (4.73)
which are compatible with the algebra given by (4.1). This imposes a restriction on ξ µ
θ µα ˆ∂α ˆξ ν(xˆ) = θ νβ ˆ∂β ˆξ µ(xˆ). (4.74)
and the theory corresponds to the version of General Relativity based on volume-preserving diffeo-
morphism known as the unimodular theory of gravitation [122]. Thus the symmetries of canonical
noncommutative space time naturally lead to the noncommutative version of unimodular gravity
[48]. With the symmetries preserved in this manner the extension of GTR to noncommutative per-
spective is done using the tetrad formalism and invoking the enveloping algebra method [123]. The
theory is then cast in the commutative equivalent form by the use of appropriate Seiberg–Witten
(SW) maps. The final form of NC GR action obtained is
S =
∫
d4x 1
2κ2
ˆR(xˆ) (4.75)
with ˆR = ˆRabab (4.76)
where ˆR is the noncommutative version of the Ricci scalar and ˆRabcd are the components of the
NC Riemann tensor appearing in
ˆRab(xˆ) =
1
2
ˆR cdab (xˆ)Σcd, (4.77)
The latin indices refer to the vierbein and Σcd are the generators of the local Lorentz algebra
SO(3,1). ˆRab(xˆ) can be expanded as [48]
ˆRab = Rab +R
(1)
ab +O(θ
2) (4.78)
with R(1)ab =
1
2
θ cd{Rac,Rbd}− 14θ
cd{ωc,(∂d +Dd)Rab} (4.79)
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where ωa are given by the spin connection fields antisymmetric in b and c
ωa(x) =
1
2
ω bca Σbc, (4.80)
and the covariant derivative, Da = ∂a +
i
2
ω bca Σbc. (4.81)
Note that all quantities appearing on the rhs of (4.79) are ordinary commutative functions. Using
the above expansion we can write from (4.75)
S =
∫
d4x 1
2κ2
(
R(x)+R(1)(x)
)
+O(θ 2). (4.82)
where R(x) is the usual Ricci scalar and R(1)(x) is its first order correction. In the following section
we will explicitly compute this correction term.
4.5.2 Explicit computation of the first order correction term
For the computation of the first order term we need an explicit form of Σcd , the generators of the
local Lorentz algebra SO(3,1). This is given by [124]
[Σcd ]a b = δ acηdb−δ adηcb, (4.83)
where ηab = diag(−,+,+,+). Using these expressions we compute the first order correction to
the Ricci tensor (4.79). Since by finding the ab-component of ˆRab we get ˆR on contraction, the
corresponding first order correction to the NC action can now be calculated.
We now proceed to compute the correction term R(1) (x). First note that R(1) (x) = R(1)ab ab.
From (4.77) and (4.78) this is equal to
[
R(1)ab
]ab
. We thus have to calculate the corresponding matrix
element of the rhs of (4.79) and contract. For convenience we write the result as
[
R(1)ab
]ab
= T1+T2,
where T1 and T2 denote respectively the contributions coming from the first and the second terms
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of (4.79). After some computation we get
T1 = 2θ cd
[
RacgaRbdbg +RacbgRbdga
]
(4.84)
To compute the second term we first compute the part containing the covariant derivative as
[(∂d +Dd)Rab]e f = 2∂dRabe f + iωdegRabg f (4.85)
Using this expression for the derivative term we compute T2
T2 = −θ cd
[
1
2
(
ωc
a j∂dRab jb−ωca j∂dRbab j
)
+
i
4
(
ωc
a jωd jgRabgb−ωda jωcbgRab jg
)]
(4.86)
One can easily see that the first two terms cancel remembering the fact that the indices of the
Riemann tensor refer to the tetrad and hence raised or lowered by ηab. Collecting all the non-
vanishing terms from (4.84, 4.86) we get the correction term R(1) (x) as
R(1) (x) = θ cd
[
2
(
RacgaRbdbg +RacbgRbdga
)
− i
4
(
ωc
a jωd jgRabgb−ωda jωcbgRab jg
)]
(4.87)
This concludes our computation. Now one can show that all the terms of the above equation (4.87)
individually vanishes exploiting the antisymmetry of θ ab and the various symmetry properties of
the Riemann tensor and the spin connection fields.
Hence, the apparent contradiction in the results reported in the literature is resolved. We have
shown that this is due to the symmetries of the various factors involved in the correction term. It
appears that in the perturbative framework the order θ correction must vanish because the zero
order theory carries full local Lorentz symmetry.
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4.6 Conclusion
In this chapter we have dealt with some noncommutative (NC) gauge field theories. We exploit the
gauge-equivalent behaviour of NC gauge symmetry with the ordinary gauge symmetry to analyse
these NC models in a commutative space-time. We call this mode of analysis “the commutative
equivalent approach”.
In section 4.3 we constructed an exact commutative equivalent description of NC Chern–
Simons and NC Maxwell–Chern–Simons gauge field coupled adjoint matter system. Such the-
ories have exhibited NC solitons which diverge as θ → 0. Our motivation to pursue such models
is to investigate any possible existence or otherwise of NC soliton solutions which possess smooth
commutative limits. To this end we computed different types of energy-momentum (EM) tensors
for these theories and singled out the gauge invariant ones. These are identified with the physical
EM tensors of the theories and the corresponding energy functionals are worked out. In the static
limit these energy functionals are found to be positive definite and trivially minimised. Thus the
possibility of existence of non-trivial B–P–S solitons with smooth commutative limits are ruled
out.
In section 4.4 we formulated and analysed an NC theory of (1+1)-dimensional bosonised vec-
tor Schwinger model. The single space dimension ensured that the time-space noncommutativity
was essential. As we have discussed, the presence of time-space noncommutativity may lead to
problems such as non-unitarity [90, 91] and non-causal development [92]. However, since we re-
stricted ourselves only to first-order in the NC parameter, problems regarding the non-unitarity or
non-causality could be avoided. The analysis exhibits a massive boson interacting with a small
background of the order of the NC parameter. In Appendix A we present an analysis of a quantum
mechanical model which led to an upper-bound estimation of such time-space NC parameter.
We also present a short calculation in section 4.5 to show that in a minimal theory of NC
general relativity the first order correction to the Ricci scalar [48] obtained via S–W map actually
vanishes. This settles an apparent contradiction of Calmet et.al.’s result [48] with others existing
in the literature [45, 46, 47].
Chapter 5
Space-time symmetries in a non-relativistic
noncommutative model
5.1 Introduction
So far in this thesis we have either analysed or exploited the internal symmetries in the context of
various classical field and string theoretic models. In this chapter, however, we shall investigate
the space-time symmetries of a non-relativistic system in a background U(1)⋆ gauge field on a
NC plane where the coordinates follow the algebra (4.1). Since this is a NC field theory with a
background gauge field we can again take a commutative equivalent approach to present the NC
model in a commutative space-time. Once the effective commutative field theory is established
we can go over to the quantum mechanical domain whenever necessary since first and second
quantised formalisms are equivalent as far as non-relativistic models are concerned [97]. For the
present we assume time-space noncommutativity is absent, i.e. (θ 0i = 0) to avoid any possible
nonunitarity or higher order time derivative terms in the action. It can be shown easily that this
condition is Galilean invariant. The presence of a constant NC structure spoils Lorentz invariance
manifestly. But in case of non-relativistic models this issue is not apparently clear [50, 51]. It is
therefore interesting to look for any possible violation in Galilean symmetry of our system. We
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shall therefore study the Galilean symmetry of the commutative equivalent model obtained by first
order SW map [9, 24, 85].
5.2 The commutative equivalent picture
We consider NC Schro¨dinger field ψˆ coupled with U(1)⋆ background gauge field ˆAµ(x) in the
noncommutative plane, the corresponding U(1)⋆ gauge invariant action is given by
ˆS =
∫
d3x ψˆ† ⋆ (i ˆD0 +
1
2m
ˆDi ⋆ ˆDi)⋆ ψˆ (5.1)
where the variables ψˆ is assumed to be Schwartzian [23] and compose through the star product de-
fined by equation (4.2). The NC covariant derivative is in the fundamental representation, defined
by ˆDµ⋆= ∂µ − i ˆAµ⋆. The equation of motion for the fundamental field ψˆ(x) is
(i ˆD0 +
1
2m
ˆDi ⋆ ˆDi)⋆ ψˆ = 0. (5.2)
The ⋆–gauge invariant matter (probability) current density ˆjµ following from equation (5.2) is
ˆj0 = ρˆ = ψˆ† ⋆ ψˆ, ˆji = 12mi
[
ψˆ† ⋆
(
ˆDi ⋆ ψˆ
)−( ˆDi ⋆ ψˆ)† ⋆ ψˆ] (5.3)
which satisfy the usual continuity equation ∂t ˆj0 +∂i ˆji = 0; (i = 1,2).
We derive a commutative equivalent description from the action (5.1) by using the first order SW
map [9, 24, 85] given by the equations (4.24). Note that at this point we impose the θ 0i = 0
condition to do away with any noncommutativity in the time-space sector1. We find a manifest
U(1) gauge invariant commutative equivalent action, which when written in a hermitian form
1Note that in Appendix A we shall deal with a similar situation where NC Schro¨dinger matter coupled to back-
ground Newtonian gravitational field will be analysed in a first quantised formalism. There, we shall specifically focus
on the effect of time-space noncommutativity on the system and therefore deal with a (θ 0i 6= 0)-type of NC geometry.
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reads
ˆS =
∫
d3x
[(
1− θB
2
)
(
i
2
ψ†
↔
D0 ψ)− 12m
(
1+
θB
2
)
×(Diψ)†(Diψ)+ i4θ
m j(ψ†
↔
D j ψ)Fm0
+
1
8mθ
m j
(
ψ†
↔
D j ψ
)
∂iFmi + ...
]
(5.4)
Here the dots indicate missing terms involving ∂µFνλ , which are not written down explicitly, as
they play no role in the simplectic structure of the theory. Since this action is not in the canonical
form, the field ψ in second quantised formalism does not have a canonical structure for the equal
time commutation relation between ψ and ψ† as
[
ψ(x),ψ†(y)
]
=
(
1+
θB
2
)
δ 2(x− y) (5.5)
This non-standard form of the commutation relation indicates that ψ cannot represent the basic
field variable or the wave function in the corresponding first quantised formalism. We scale ψ as
ψ 7→ ψ˜ =
√
1− θB
2
ψ (5.6)
so that the commutation relation (5.5) can be cast as
[
ψ˜(x), ψ˜†(y)
]
= δ 2(x− y) (5.7)
and ψ˜ and ψ˜† can now be interpreted as annihilation and creation operators in second quantised
formalism. So it becomes clear that it is ψ˜ , rather than ψ , which corresponds to the basic field
variable in the action. It is therefore desirable to re-express the action (5.4) in terms of ψ˜ and
ensure that it is in the standard form in the first pair of terms. Clearly this can be done only for a
constant B- field. Such a constant magnetic field can only arise from an appropriate background
gauge field. We shall therefore consider a constant background for field strength tensor Fµν .
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In this case, the above action (5.4) can be cast in the form,
ˆS =
∫
d3x
[
(
i
2
ψ˜†
↔
D0 ψ˜)− 12m˜(Diψ˜)
†(Diψ˜) +
i
4
θ m j(ψ˜†
↔
D j ψ˜)Fm0
]
(5.8)
where, m˜= (1−θB)m and ψ˜ can now be regarded as rescaled mass and wave function respectively.
Note that we did a similar mass and field rescaling in Appendix A. We would like to mention that
the expression for m˜ indicates that the external magnetic field B has a critical value Bc = 1θ as was
also observed in [9]. Incidentally, this relation for m˜ was also obtained earlier in the literature
[125]. The equation of motion for the fundamental field ψ˜ from the action (5.8) is
(iD0 +
1
2m˜
DiDi +
i
2
θ m jFm0D j)ψ˜ ≡ Kψ˜ = 0 (5.9)
Now substituting (4.24) in (5.3), we obtain,
ˆj0 = ψ†ψ + i2θ
m j (Dmψ)†
(
D jψ
)
ˆji = 12m˜i
[{
ψ† (Diψ)− c.c
}
+
i
2
θ m j
{
(Dmψ˜)†
(
DiD jψ˜
)
+ c.c
}]
(5.10)
where c.c denotes the complex conjugate part. Note that ˆj0 does not have the standard form due to
the presence of the θ -dependent term. However, when rewritten in terms of rescaled wave function
ψ˜ (5.6), ˆj0 can be brought to an almost canonical form, up to a
(
1− θB2
)
factor (assuming to be
positive), by dropping a total divergence term
∫
d2x ˆj0 =
(
1− θB
2
)∫
d2xψ†ψ =
∫
d2xψ˜†ψ˜ (5.11)
Since the above expression corresponds to the total charge of a single particle, it can be set to unity
(∫ d2xψ˜†ψ˜ = 1). With this normalisation condition, it now becomes clear that ψ˜†ψ˜ has to be iden-
tified as the probability density which is manifestly positive definite at all points. It immediately
follows that the spatial components of ˆjµ , i.e ˆji must correspond to the spatial component of the
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probability current, as ˆjµ satisfies the continuity equation ∂µ ˆjµ = 0.
5.3 The Galilean generators and their algebra
In this section we shall construct all the Galilean symmetry generators for the model defined by
the action (5.8). The canonically conjugate momenta corresponding to ψ˜ and ψ˜† are Πψ˜ = i2ψ˜†
and Πψ˜† =− i2ψ˜ . The Hamiltonian computed by a Legendre transform reads,
H =
∫
d2x
[
1
2m˜
(Diψ˜)†(Diψ˜)− i4θ
m j( ˜ψ†
↔
D j ψ˜)Fm0 − A0( ˜ψ†ψ˜)
]
(5.12)
It is clear that the system contains second-class constraints which can be strongly implemented by
Dirac scheme [55] to obtain the following bracket {ψ˜(x), ψ˜†(y)}=−iδ 2(x−y) which in turn can
be elevated to obtain the quantum commutator (5.7). Now it can be easily checked using (5.7), the
above Hamiltonian (5.12) generates appropriate time translation ˙ψ˜(x) = {ψ˜(x),H}.
We can now easily construct the generator of spatial translation and SO(2) rotation by using
Noether’s theorem and the above mentioned constraints to get,
Pi =
∫
d2x i
2
ψ˜†(x)
↔
∂i ψ˜(x), J =
i
2
∫
d2xεi jxiψ˜†(x)
↔
∂ j ψ˜(x) (5.13)
which generates appropriate translation and rotation:
{ψ˜(x),Pi}= ∂iψ˜(x);{ψ˜(x),J}= εi jxi∂ jψ˜(x) (5.14)
Note that J consists of only the orbital part of the angular momentum as in our simplistic treatment
we have ignored the spin degree of freedom for the field ψ˜ , so that it transforms as an SO(2) scalar.
Using the Dirac bracket between ψ˜ and ψ˜†, one can verify the following algebra:
{
Pi,Pj
}
= {Pi,H}= {J,H}= 0;{Pk,J}= εklPl (5.15)
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This shows that Pk and J form a closed E(2) (Euclidian) algebra. Now coming to the boost, we
shall try to analyse the system from first principle and shall check the covariance of (5.9) under
Galileo boost. For this, we essentially follow [58]. To that end, consider an infinitesimal Galileo
boost along the X -direction, t 7→ t ′ = t, x1 7→x1′ = x1−vt, x2 7→ x2′ = x2, with an infinitesimal
velocity parameter “v”. The canonical basis corresponding to unprimed and primed frames are
thus given as (∂/∂ t,∂/∂xi) and (∂/∂ t ′,∂/∂xi′), respectively. They are related as
∂
∂ t ′ =
∂
∂ t + v
∂
∂x1 ,
∂
∂xi′ =
∂
∂xi (5.16)
Now, note that in the first quantised version ψ˜ is going to represent probability amplitude and
ψ˜†ψ˜ represents the probability density. Hence in order that ψ˜†ψ˜ remains invariant under Galileo
boost (ψ˜ ′†(x′, t ′)ψ˜ ′(x′, t ′) = ψ˜†(x, t)ψ˜(x, t)), we expect ψ˜ to change at most by a phase factor. This
motivates us to make the following ansatz :
ψ˜ (x, t) 7→ ψ˜ ′ (x′, t ′)= eivη(x,t)ψ˜ (x, t)≃ (1+ ivη (x, t)) ψ˜ (x, t) (5.17)
for the transformation of the field ψ˜ under infinitesimal Galileo boost (v << 1). Further the gauge
field Aµ(x) should transform like the basis ∂∂xµ (5.16). This is because Aµ(x)’s can be regarded as
the components of the one-form A(x) = Aµ(x)dxµ . It thus follows that
A0(x) 7→ A0′(x′) = A0(x)+ vA1(x), Ai(x) 7→ Ai′(x′) = Ai(x) (5.18)
under Galileo boost. Now demanding that the equation of motion (5.9) remains covariant implies
that the following pair of equations Kψ˜ = 0 ;K ′ψ˜ ′ = 0 must hold in unprimed and primed frames
respectively. Now making use of (5.16,5.17) in the above equations and then using (5.18), we get
the following condition involving η :
D1ψ˜ + i∂0ηψ˜ =
[
− 1
m˜
∂ jη − θ2 ε
i jFi1
]
D jψ˜ +
[
− 1
2m˜
∇2η − θ
2
ε i jFi0∂ jη
]
ψ˜ (5.19)
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Since we have considered the boost along the x-axis the variable η occurring in the phase factor
in (5.17) will not have any x2 dependence (∂2η = 0). Also since we have taken the background
electric field Fi0 = Ei to be constant, we have to consider here two independent possibilities : ~E
along the direction of the boost and ~E perpendicular to the direction of the boost. Let us consider
the former possibility first. Clearly in this case the term ε i jEi∂ jη in the right hand side of (5.19)
vanishes and the above equation becomes
D1ψ˜ + i(∂0η) ψ˜ =
[
− 1
m˜
∂1η − θB2
]
D1ψ˜− 12m˜
(
∂ 21 η
)
ψ˜ (5.20)
Equating the coefficients of D1ψ˜ and ψ from both sides we get the following conditions on η .
[
1
m˜
∂1η +
θB
2
]
=−1; i∂0η =− 12m˜∂
2
1 η (5.21)
It is now quite trivial to obtain the following time-independent (∂0η = 0) real solution for η :
η =−m˜
(
1+ θB
2
)
x1 (5.22)
This shows that boost in the direction of the electric field is a symmetry for the system. This is,
however, not true when electric field is perpendicular to the direction of the boost. This can be
easily seen by re-running the above analysis for this case, when one gets
[
1
m˜
∂1η +
θB
2
]
=−1; i∂0η =− 12m˜∂
2
1 η +
θE
2
∂1η (5.23)
Clearly this pair does not admit any real solution. In fact, the solution can just be read off as
η =−m˜
(
1+ θB
2
)
x1 +
i
2
θEm˜t (5.24)
This complex solution of η implies the wave function (5.17) does not preserve its norm under
this boost transformation as this transformation is no longer unitary. This demonstrates that the
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boost in the perpendicular direction of the applied electric field is not a symmetry of the system.
Clearly this is a noncommutative effect as it involves the NC parameter θ . This violation of
boost symmetry rules out the possibility of ordinary Galilean symmetry, although, exotic Galilean
symmetry obtained by [50, 51] may not be impossible.
5.4 Conclusion
In this chapter we analysed the space-time symmetries of non-relativistic matter in presence of a
background gauge field in NC space-time. We have obtained an effective U(1) gauge invariant
Schro¨dinger action for the NC model by applying our commutative equivalent approach. A phys-
ically irrelevant wave-function and mass rescaling was employed to cast the effective theory as
a standard Schro¨dinger theory. The effect of non-commutativity on the mass parameter appears
naturally in our analysis. Interestingly, we observed that the external magnetic field has to be static
and uniform in order to get a canonical form of Schro¨dinger equation upto θ -corrected terms, so
that a natural probabilistic interpretation could emerge. We investigated the Galilean symmetry of
the model where the translation and the rotation generators are seen to form a closed Euclidean sub
algebra of Galilean algebra. However, the boost is not found to be a symmetry of the system, even
though the condition θ 0i = 0 that we assumed throughout the calculation is Galilean invariant.
Chapter 6
Concluding remarks
The present thesis deals with different aspects of symmetries in connection with various field and
string theoretic models. Mainly, the manifestations and impacts of gauge symmetries have been
discussed. In Chapters 2 and 3 the focus was on different generally covariant models like string,
membrane, p−brane and metric gravity. Here the main concern was to explore the gauge symme-
tries of the models including their interconnection with the diffeomorphism (dif.) invariances. In
Chapter 4 the emphasis was on the impact of gauge symmetries on the field theories defined over
noncommutative (NC) space-time. There is a correspondence between the NC gauge symmetry
and ordinary gauge symmetry manifest in the existence of maps between the NC gauge fields and
gauge parameter with ordinary gauge fields and gauge parameter [9]. Using the Seiberg–Witten
(SW) maps we can construct a equivalent commutative theory describing the original NC gauge
theory. Using this commutative equivalent approach we have analysed several NC gauge field
theories of current interest.
Though gauge symmetry constitutes the focal theme of this thesis we have not, altogether, ne-
glected space-time symmetries. In the penultimate chapter we have discussed Galilean symmetry
in a planer NC model subject to background interaction.
The following is a brief summary of the methodology and the results of the works presented in
the thesis.
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In chapter 2 we have applied a specific Hamiltonian algorithm [8] to work out the gauge gener-
ators of different stringy models in terms of the independent gauge parameters. These independent
parameters are connected with the diffeomorphism (diff.) parameters through certain maps. These
maps are used in turns to identify the gauge variation of different fields of the models with their
corresponding diff. variations, thus establishing the underlying unity of reparametrisation and
gauge invariance [2, 3]. The first class constraints of the N-G theory which enforces the gauge
transformations of the model are used to develop a novel Lagrangean which serves as a pathway
from Nambu-Goto (N–G) to Polyakov type actions. We, therefore, have named it the interpolat-
ing Lagrangean and have shown that this interpolating Lagrangean provides a suitable platform to
analyse the internal symmetries of the theory. The process of generating the Polyakov metric from
interpolating Lagrangean automatically decomposes the metric components in analogy with the
Arnowitt-Deser-Misner (ADM) formulation of metric gravity. We have also analysed the second
order metric gravity theory employing the same Hamiltonian algorithm [8] in chapter 3. A purely
Dirac approach is employed to establish the interconnection of gauge symmetry and reparametri-
sation invariance in this connection. Although this is a known result this exercise serves to further
demonstrate the generality of the Hamiltonian algorithm that we have applied earlier in the stringy
context. The same can also be applied to other gravity theories and for that matter any theory with
first-class constraints only.
Chapter 4 dealt with various NC gauge theories where the gauge-equivalent behavior of NC
gauge symmetry with the ordinary gauge symmetry is exploited to work out the commutative
equivalent versions of the original NC gauge field theories. While working in a commutative
equivalent approach one mostly works in a perturbative framework where the star product is ex-
panded and Seiberg–Witten (SW) maps are employed to certain order in the NC parameter. The
resulting theories are therefore unsuitable to investigate non-perturbative effects viz. the existence
of solitonic solutions. We have applied a closed form SW map to NC Chern–Simons (C–S) and
Maxwell-coupled adjoint scalar field theories to explore such a possibility. These models exhib-
ited NC solitons when treated in a operator approach but they were singular in the commutative
Concluding remarks 118
limit θ → 0. On the other hand a smooth commutative limit is inherent in SW maps, a fact which
properly justifies our approach to the problem from a commutative equivalent platform. We found
that no B–P–S solitons are possible in our framework, however non-B–P–S solitons can not be
ruled out. A possible extension in this direction may be to formulate the closed form SW maps
for fundamental scalar fields and investigate the NC solitons generated by complex scalar field
coupled to NC gauge fields.
We also employed the commutative equivalent approach in a perturbative framework to intro-
duce and analyse a NC extension of the bosonised vector Schwinger model in (1+1)−dimensional
NC space-time. The choice of the model essentially involved time-space noncommutativity and
we presented argument supporting the fact that an order by order perturbative approach in such
cases can avoid non-unitarity and non-causality. The analysis of the model exhibited a massive
gauge boson interacting with a classical background proportional to the time-space NC parameter.
We ended Chapter 4 with a brief discussion of our work on a commutative equivalent version
of NC general relativity (GR). Our work involves an extension of the work of Calmet et.al. on the
commutative equivalent formulation of NC GR. We settled an apparent contradiction of the com-
mutative equivalent theory with other NC theories of GR. The essential result of our computation
is the fact that canonical NC corrections in GR starts from second order in the NC parameter. Sub-
sequently this feature has been shown to follow from a more general NC structure of space-time
[126]. This is a very relevant result in connection with the recent trend of investigating NC effects
in the field of cosmology viz. inflation [127], CMB [128] and Black Hole physics [129, 130, 131].
Finally in Chapter 5 we have analysed the space-time symmetries of a nonrelativistic NC
model. This type of analysis is particularly relevant in the sense that although a canonical NC
structure manifestly violates Lorentz symmetry it may not do so in case of Galilean symmetry. We
considered a NC Schro¨dinger field coupled to background gauge field in a commutative equivalent
approach and constructed the Galilean generators of the model. Explicit computation revealed a vi-
olation of Galilean symmetry in the boost sector. Non-relativistic field theories are very important,
mainly for their applications in the condensed matter physics. Our method of analysis in Chapter
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5 can be extended to such models in general.
The NC effects following from our various analysis depends on the size of the NC parameter.
Particularly, a background interaction developed in our study of (1+1)-dimensional bosonised
Schwinger model turned out to be proportional to the time-space NC parameter. Though there are
several estimates of the spatial NC parameters in the literature [36, 37, 39, 40] similar estimates for
the time-space NC parameter is lacking. In Appendix A we present our work on finding an order
of magnitude estimate of this time-space NC parameter.
Appendix A
Time-space noncommutative parameter:
An order of magnitude estimation
Apart from studying the formal aspects of the NC geometry certain possible phenomenological
consequences have also been investigated in the literature [132, 133, 134, 135, 136, 137, 138, 139,
140, 141, 142, 143, 144, 145]. A part of this endeavor is spent in finding the order of the NC
parameters appearing in the spatial sector of the NC geometry [35, 36, 37, 38] and in exploring
its connection with observations1. A particular piece of the scenario is the quantum well problem
which has emerged in recent GRANIT experiments by Nesvizhevsky et al. [41, 43, 44] who de-
tected the quantum states of the neutrons trapped in earth’s gravitational field. Their results have
been used by Bertolami et al. [39, 121] and Banerjee et al. [40] to set an upper bound on the mo-
mentum space NC parameters. These works have been done on the level of quantum mechanics
(QM) where noncommutativity is introduced among the phase space variables. Naturally noncom-
mutativity in the time-space sector have been left out in this picture since in QM as such space and
time could not be treated on an equal footing. We, on the other hand, would like to get an estimate
particularly of the time-space NC parameter.
To introduce time-space noncommutativity in this quantum well scenario a second quantized
1Note that the main result of [36] is off by a factor of 1000 and it has been pointed out in [38].
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theory is required. We propose to discuss the NC quantum well problem reducing it from a NC
Schro¨dinger field theory. This is a reasonable starting point since single particle quantum mechan-
ics can be viewed as the one-particle sector of quantum field theory in the very weakly coupled limit
where the field equations are essentially obeyed by the Schro¨dinger wave function [52, 97, 98].
This allows us to examine the effect of the whole sector of space time noncommutativity in an
effective noncommutative quantum mechanical (NCQM) theory. We shall then study the effect of
time-space NC (if any) on the energy spectrum of a cold neutron trapped in a gravitational quan-
tum well by restricting ourselves to first order perturbative treatment2. Our motivation is to study
the effect of noncommutativity on the level of quantum mechanics when time-space noncommu-
tativity is accounted for. We briefly review the ordinary quantum well problem, its solutions and
the experimental results [41, 43] to fix the notations and make the platform to discuss the NC
extension.
A.1 The Gravitational quantum well scenario
The gravitational well problem describes the quantum states of a particle with mass m˜ trapped
in a gravitational potential well. The system’s wave function can be separated into two parts,
corresponding to each of the coordinates x and y. Since the particle is free to move in y-direction
its energy spectrum is continuous along y and the corresponding wave function can be written as
collection of plane waves
ψ˜(y) =
∫ +∞
−∞
g(k)eikydk , (A.1)
where the function g(k) determines the group’s shape in phase space. The analytical solution of
the Schro¨dinger equation in x direction i.e. the eigenvalue equation, H0ψ˜n = Enψ˜n, are well known
2Note that we do not consider momentum space NC effects as have been done by [39, 40, 121].
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[146]. The eigenfunctions corresponding to x can be expressed in terms of the Airy function φ(z),
ψn(x) = Anφ(z) , (A.2)
with eigenvalues determined by the roots of the Airy function, αn, with n = 1,2 . . .,
En =−
(
m˜g2h¯2
2
)1/3
αn . (A.3)
The dimensionless variable z is related to the height x by means of the following linear relation:
z =
(
2m2g
h¯2
)1/3(
x− En
m˜g
)
. (A.4)
The normalization factor for the n-th eigenstate is given by:
An =
[(
h¯2
2m2g
) 1
3 ∫ +∞
αn
dzφ 2(z)
]− 12
. (A.5)
The wave function for a particle with energy En oscillates below the classically allowed hight
xn =
En
m˜g and above xn it decays exponentially. This was realized experimentally by Nesvizhevsky
et al [41, 43, 44] where they observed the lowest quantum state of neutrons in the earth’s gravi-
tational field. The idea of the experiment was to let cold neutrons flow with a certain horizontal
velocity (6.5ms−1) through a horizontal slit formed between a mirror below and an absorber above.
The number of transmitted neutrons as a function of absorber hight is recorded and the classical
dependence is observed to change into a stepwise quantum-mechanical dependence at a small ab-
sorber hight. Their results and a comparison with the theoretical values are given below. The
experimentally found value of the classical height for the first quantum state is
x
exp
1 = 12.2±1.8(syst.)±0.7(stat.) (µm) (A.6)
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The corresponding theoretical value from Eq. (A.3) and (A.4) (for α1 =−2.338) gives
x1 = 13.7 µm (A.7)
This value is contained in the error bars and allow for maximum absolute shift of the first energy
level with respect to the predicted values:
∆Eexp1 = 6.55×10−32 J = 0.41 peV (A.8)
The values of the constants taken in this calculations are as follows:
h¯ = 10.59×10−35 Js, g = 9.81 ms−2 m˜ = 167.32×10−29 Kg. (A.9)
A.2 The noncommutative extension : A field theoretic approach
Let us consider a NC field theory of a nonrelativistic system with a constant background gravita-
tional interaction. Our starting point is to write down the action in the deformed phase space by
replacing the ordinary product by the star product.The action for the system reads
ˆS =
∫
dxdydt ψˆ† ⋆
[
ih¯∂0 +
h¯2
2m
∂i∂i−mgxˆ
]
⋆ ψˆ (A.10)
Equation (A.10) describes a system in a vertical x− y (i = 1,2) plane where the external gravita-
tional field is taken parallel to the x-direction. Under ⋆ composition the Moyal bracket between the
coordinates is
[xˆµ , xˆν ]⋆ = iΘ
µν =


0 −η −η ′
η 0 θ
η ′ −θ 0

 (A.11)
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where µ,ν take the values 0,1,2. Spatial noncommutativity is denoted by Θ12 = θ and noncom-
mutativity among time and the two spatial directions are denoted by the parameters Θ10 = η and
Θ20 = η ′. Expanding the ⋆-product to first order in the NC parameters (A.11) we get
ˆS =
∫
dxdydt ψ†
[
ih¯
(
1− 1
2h¯
mgη
)
∂t +
h¯2
2m
∂i2−mgx− i2mgθ∂y
]
ψ (A.12)
where everything is in terms of commutative variables and NC effect is manifest by the presence
of θ and η terms. Clearly the standard form of the kinetic term of Schro¨dinger action is deformed
due to time-space noncommutativity. We rescale the mass and the field variable by
ψ 7→ ψ˜ =
√(
1− η
2h¯mg
)
ψ, m˜ =
(
1− η
2h¯mg
)
m. (A.13)
which gives conventionally normalized kinetic term. Such physically irrelevant rescalings of fields
have been done earlier [35, 52]. We can interpret m˜ as the observable mass. A similar charge
rescaling of NC origin in context of NC QED was shown in [35]. It becomes clear that it is ψ˜ ,
rather than ψ , which corresponds to the basic field variable in the action (A.12) once we re-express
it in terms of ψ˜ and see that it is in the standard form in the first pair of terms.
ˆS =
∫
dxdydt ψ˜†
[
ih¯∂t +
h¯2
2m˜
∂i2− m˜
(
1+ m˜gηh¯
)
gx− i
2
m˜gθ∂y
]
ψ˜ (A.14)
The last term in (A.14) can be absorbed in the ∂y2 by rewriting
∂y =
(
∂y− iθ2h¯2 m˜
2g
)
. (A.15)
and the final effective NC Schro¨dinger action reads
ˆS =
∫
dxdydt ψ˜†
[
ih¯∂t +
h¯2
2m˜
(
∂x2 +∂y2
)− m˜gx−η(m˜2g2h¯
)
x
]
ψ˜ (A.16)
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The Lagrange equation of motion for the fundamental field ψ˜(x) is
[
ih¯∂t +
h¯2
2m˜
(
∂x2 +∂y2
)− m˜gx−η(m˜2g2h¯
)
x
]
ψ˜ = 0 (A.17)
Note that owing to the field and mass redefinition (A.13) everything but the last term in (A.17)
takes the form of standard Schro¨dinger field equation.
A.3 The first quantised picture and the noncommutative en-
ergy spectrum
Dealing with the second quantized formalism where ψ˜ was the basic field variable of the theory we
found out that the only nontrivial change in the Schro¨dinger equation shows up only in the direction
of the external gravitational field g =−gex. This result is in conformity with [39, 40, 121] where
along with spatial noncommutativity, momentum space noncommutativity has been included as
well and it was shown that it is the latter that shows up in first order computations. However their
treatment essentially left a gap in the analysis which we fill in here. Since first and second quantized
formalisms are equivalent as far as Galilean systems are concerned, we carry out a equivalent NC
quantum mechanical analysis in the first quantized formalism.
The Schro¨dinger field equation (A.17) will now be treated as the quantum mechanical equation
of motion and the field variable ψ˜ will be interpreted as wave function. This is a quick and simple
but standard procedure to reduce the field theoretic setup to one-particle quantum mechanics as
has been illustrated in [97] for a general external potential.
We begin by checking that ψ˜ does have an interpretation of probability amplitude and satisfies
the continuity equation
∂0 j0 +∂i ji = 0; (i = 1,2) (A.18)
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with the usual expressions of probability density j0 and probability current ji in terms of ψ˜ . From
equation (A.17) we easily read off the Hamiltonian as
H = H0 +H1 =
1
2m˜
(
px2 + py2
)
+ m˜gx+η m˜
2g2
h¯ x (A.19)
Note that the the NC effect in the ordinary part H0 is hidden in the mass and field redefinition
(A.13). Such rescalings are only viable in a region of space time where variation of the exter-
nal field is negligible. Since the results derived here are to be compared with the outcome of a
laboratory-based experiment we can safely assume a constant external gravitational field through-
out.
Before proceeding with the Hamiltonian (A.19) note that even if the variables are commuting it
is not obvious that the usual Hamiltonian procedure could produce dynamics with respect to non-
commuting time. In section 4.4.2 we have discussed this issue and presented favourable arguments
which has been shown to lead to reasonable outcome there [32]. Following the same argument we
propose to assume the applicability of the usual Hamiltonian dynamics for the present model and
carry out our analysis to first order in η . Since we expect the time-space NC parameter is rather
small at the quantum mechanical level, the last term in equation-(A.19) represents a perturbation
H1 in the usual gravitational quantum well scenario described by H0.
A.4 Upper-bound estimation of the time-space noncommuta-
tive parameter
The perturbative potential is given by H1 = η
(
m˜2g2
h¯
)
x. Since it is a direct manifestation of time-
space noncommutativity it enables us to work out a upper bound for the corresponding NC param-
eter. Following the prescription of [39] we can demand that the correction due to (A.19) in the
energy spectrum should be smaller or equal to the maximum energy shift allowed by the experi-
ment [41]. We work out the theoretical value of the energy shift in three independent ways.
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Numerical Method: First we take the numerical approach and calculate the leading order en-
ergy shift of the first quantum state. It is just the expectation value of the perturbation potential,
given by
∆E1 = η
m˜2g2
h¯
∫ +∞
0
dx ψ˜∗1 (x) x ψ˜1(x) = η
m˜2g2
h¯
[(
2m˜2g
h¯2
)− 23
A21I1 +
E1
m˜g
]
(A.20)
where I1 is defined as I1 ≡
∫ +∞
α1
dzφ(z)zφ(z) . The values of the first unperturbed energy level is
determined from (A.3) with α1 =−2.338
E1 = 2.259×10−31 (J) = 1.407 (peV) (A.21)
The normalization factor A1 is calculated from (A.5). The integrals in (A.5) and I1 were numeri-
cally determined for the first energy level, which give A1 = 588.109 , I1 =−0.383213. Using these
values the first order correction in the energy level ∆E1 is given by
∆E1 = 2.316×10−23η (J) , (A.22)
Comparing with the experimentally determined value of the energy level from (A.8) we found the
bound on the time–space NC parameter is
|η| . 2.83×10−9 m2 (A.23)
WKB Method: Alternatively, we analyze the energy spectrum using a quasiclassical approxi-
mation. The potential term in the unperturbed Hamiltonian H0 in (A.19) is linear, hence a simple
WKB method suffices. The first energy level is given by the Bohr–Sommerfeld formula
E1 =
(
9m
8
[pi h¯g(1− 1
4
)]2
) 1
3
= α1g
2
3 ; n = 1, 2, 3... (A.24)
Appendix A. Upper-bound estimation of the time-space noncommutative parameter 128
with α1 =
(9m
8 [pi h¯(1− 14)]2
) 1
3
. This approximation gives nearly exact value for the first energy
level,
E1 = 2.23×10−31 (J) = 1.392 (peV) (A.25)
as compared to equation (A.21). Since the perturbation term H1 in (A.19) is also linear in x we can
combine it with the potential term and rewrite the potential term as
V (x) = m˜g′x = m˜g
(
1− ηm˜h¯
)
x (A.26)
Now using the modified acceleration g′ from (A.26) in (A.24) the approximate shift in the energy
value is obtained by first order expansion in η as
E1 +∆E1 = α1g′
2
3 = α1g
2
3
(
1− ηm˜gh¯
) 2
3
= α1g
2
3
(
1− 2ηm˜g3h¯
)
= E1−η
(
2E1m˜g
3h¯
)
(A.27)
Using the values of m˜,g, h¯ and E1 from (A.9) and (A.25) we calculate the energy shift ∆E1
∆E1 = 2.304×10−23η (J) (A.28)
Again this is comparable with (A.22). So we get nearly the same upper bound on the time-space
NC parameter as in (A.23) by comparison with the experimental value (A.8)
|η| . 2.843×10−9 m2 (A.29)
Virial Theorem Method: Yet another simple analytical approach to calculate the energy shift
∆E1 is to use the virial theorem [147] which implies 〈T 〉= 12〈V 〉 where T and V are kinetic and po-
tential energies, respectively. Hence total energy is given by E = 32〈V 〉. The gravitational potential
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is V = m˜gx, which gives
〈x〉= 2E3m˜g (A.30)
Now the perturbation term is H1 = η
(
m˜2g2
h¯
)
〈x〉.
Here using (A.30) we find the energy shift in the first energy level as
∆E1 =−η
(
2E1m˜g
3h¯
)
(A.31)
which reproduces the same expression for ∆E1 as derived in (A.27). Hence the upper bound on η
using the virial theoram method is exactly same as in (A.29).
A.5 Comparison with the existing results
It will be instructive to enquire whether our order of magnitude estimation for the time space NC
parameter is in conformity with the estimates of other NC parameters reported earlier [39, 40, 121].
In [39] the upper bound on the fundamental momentum scale was calculated to be
∆p. 4.82×10−31 kg m s−1 (A.32)
Since E ≈ py
2
2m˜
, so ∆E ≈ py
m˜
∆py = vy∆py . 31.33×10−31kg m2 s−2 (A.33)
Here we have used the value of vy = 6.5 m s−1 used by the GRANIT experiment group. Using this
value of ∆E in the time energy uncertainty relation ∆E∆t ≥ h¯, we find
∆t ≥ h¯∆E = 3.38×10
−4 s (A.34)
Hence uncertainty in time-space sector can be calculated using the results of [39] as
∆x ∆t ∼ 3.38×10−18 m s (A.35)
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where following [39] we have taken ∆x≃ 10−15 m. On the other hand in the present paper we have
derived the upper bound on the parameter η as
η =−i [x1,x0] . 2.843×10−9 m2 (A.36)
Restoring the c-factor in (A.36) we write the commutator in terms of x and t variables
− i [x, t] = η
c
= . 9.51×10−18m s (A.37)
Using the generalised uncertainty theorem [148] for the commutation relation in (A.37) we can
write
∆x ∆t ≥ 1
2
η
c
∼ 4.75×10−18m s (A.38)
Interestingly the value of the upper bound on the time-space NC parameter as derived here turned
out to be consistent with the results of [39, 40, 121]. However, one should keep in mind that this
value is only in the sense of an upper bound and not the value of the parameter itself.
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