Loveland and Meyer have studied necessary and sufficient conditions for an infinite binary string x to be recursive in terms of the programsize complexity relative to n of its n-bit prefixes x n . Meyer has shown that x is recursive iff ∃c, ∀n, K(x n /n) ≤ c, and Loveland has shown that this is false if one merely stipulates that K(x n /n) ≤ c for infinitely 1
many n. We strengthen Meyer's theorem. From the fact that there are few minimal-size programs for calculating a given result, we obtain a necessary and sufficient condition for x to be recursive in terms of the absolute program-size complexity of its prefixes: x is recursive iff ∃c, ∀n, K(x n ) ≤ K(n) + c. Again Loveland's method shows that this is no longer a sufficient condition for x to be recursive if one merely stipulates that K(x n ) ≤ K(n) + c for infinitely many n. N = {0, 1, 2, . . .} is the set of natural numbers, S = {Λ, 0, 1, 00, 01, 10, 11, 000, . . .} is the set of strings, and X is the set of infinite strings. All strings and infinite strings are binary. The variables c, i, m and n range over N; the variables p, q, s and t range over S; and the variable x ranges over X.
|s| is the length of a string s, and s n and x n are the prefixes of length n of s and x. x is recursive iff there is a recursive function f : N → S such that x n = f (n) for all n. B(n) is the nth element of S; the function B : N → S is a recursive bijection. The quantity |B(n)| = log 2 (n + 1) plays an important role in this paper.
A computer C is a partial recursive function C : S × S → S. C(p, q) is the output resulting from giving C the program p and the data q. The relative complexity K C : S × S → N is defined as follows:
is the length of the shortest program for calculating s on C without any data. A computer U is universal iff for each computer C there is a constant c such that
Pick a standard Gödel numbering of the partial recursive functions C : S × S → S, and define the computer U as follows.
, where C i is the ith computer. U is universal, and is our standard computer for measuring complexities. The "U" in "K U " is henceforth omitted.
The following situation occurs in the proofs of our main theorems, Theorems 3 and 6. There is an algorithm A for enumerating a set of strings. There are certain inputs to A, e.g. n and m. A(n, m) denotes the enumeration (ordered set) produced by A from the inputs n and m. And ind(s, A(n, m)) denotes the index of s in the enumeration A(n, m); ind(., A(., .)) : S × N × N → N is a partial recursive function. A key step in the proofs of Theorems 3 and 6 is that if s ∈ A(n, m) and one knows A, n, m, and ind(s, A(n, m)), then one can calculate s.
(b) There are 2 n strings s of length n, but only 2 n − 1 programs for U(., t) of length < n. Thus at least one s of length n needs a program of length ≥ n.
(c) Since U is a partial recursive function, its graph { p, q, U(p, q) } is an r.e. set. Let U n be the first n triples in a fixed recursive enumeration of the graph of U. Recall the upper bound |s| + c on K(s/t).
Theorem 2. (a) If x is recursive, then there is a c such that
(b) For each c there are only finitely many x such that ∀n, K(x n /B(n)) ≤ c, and each of these x is recursive (Meyer).
(c) There is a c such that nondenumerably many x have the property
Proof. (a) By definition, if x is recursive there is a recursive function f : N → S such that f (n) = x n . There is a computer C such that Proof. There are < 2 n t-descriptions of length < n. Thus there are < 2 n−m strings s with ≥ 2 m t-descriptions of length < n. Since the graph of D is an r.e. set, given n, m and t, one can recursively enumerate the < 2 n−m strings having ≥ 2 m t-descriptions of length < n. Pick an algorithm A(n, m, t) for doing this.
There is a computer C with the following property. Suppose s has ≥ 2 m t-descriptions of length < n. Proof. By hypothesis x has the property that ∀n,
where A 5 is the enumeration algorithm of Theorem 5(a). There is a computer C (depending on c) such that
As K C (x n /B(n)) ≤ |B(f 5 (c))| for all n, it follows that there is a c such that K(x n /B(n)) ≤ c for all n. Applying Theorem 2(b) we conclude that x is recursive and there can only be finitely many such x. 2 Theorem 7. x is recursive iff ∃c, ∀n, K(x n ) ≤ K(B(n)) + c. Proof. The "only if" is Theorem 2(a). The "if" follows from Theorem 6 and the fact that ∃c, ∀n, K(x n ) ≤ K(B(n)) + c implies ∃c, ∀n, K(x n ) ≤ |B(n)| + c, which is an immediate consequence of Theorem 1(a). 2
Can this information-theoretic characterization of recursive infinite strings be reformulated in terms of other definitions of program-size complexity? It is easy to see that Theorem 7 also holds for Schnorr's process complexity [5] . This is not the case for the algorithmic entropy H (see [3] ). Although recursive x satisfy ∃c, ∀n, H(x n ) ≤ H(B(n)) + c, Solovay (private communication) has announced there is a nonrecursive x that also has this property.
