Work has recently begun on a joint project between the Universities of Maryland and Oulu on the development of a system for Intelligent Document Image Retrieval (IDIR). The IDIR system will provide close connections with and utilization of document analysis and image processing techniques, advanced computing and networking, and modern approaches to database management. The system design consists of aggressively modularized components to enhance the development of individual parts which are used in the complete solution, including: Interface speci cations, multipurpose feature extraction, an integrated e cient query language, physical retrieval from an object-orienteddatabase, and delivery of retrieved objects. In this paper, we introducethe general framework, feature extractionmodules, query capabilities, a graphical query interface, and the application interface. We demonstrate each component of the system and how the query mechanisms can be used to handle both content and structural queries e ectively.
Introduction
Recent advances in document analysis, document management and transmission capabilities have emerged as solutions to the problem of retrieving and delivering documents from large databases whose contents are strictly speci ed. A majority of current document management and database solutions provide e cient text search and retrieval based on document properties but lack robust search capabilities which utilize a document's logical and physical structures. Several solutions have been proposed for document retrieval in the image domain, but they are not directed toward document retrieval built on document analysis solutions, but rather toward image retrieval of \graphical scenes". A complete solution should make use of both partial document analysis results and image-based retrieval techniques. Many of the local and global features extracted from scene images are also valid when extracted from document images and can therefore be used directly to support document image retrieval.
A general document image retrieval system should also utilize current computing and networking architectures, de ne interfaces and data streams, ex-1 ploit logical and physical document analysis results, and provide e ective and exible document storage and retrieval mechanisms which support document structure. Since document image retrieval is at the high end of the document management system, special attention has to be given to applications which operate on the results of the retrieval. This means that the de nition of appropriate API's (application program interfaces) to the database usage and application development modules are needed in the later phases.
Background
The ability to e ectively query document image databases is a problem which presents interesting challenges primarily because of the rich structure of the underlying documents. Unlike traditional databases in which structures and relationships between elements are well de ned, an unprocessed document image contains a wealth of information, but is only represented initially by a set of pixels. For traditional databases, the structure allows the user to form queries on speci c elds or relationships between them, and retrieve a list of entries which match that speci c query. Ideally, image databases should allow the same basic level of access, although it is often di cult to de ne queries in a quantitative way to facilitate such operations.
For any image database a , the index information either must be entered manually or a set of algorithms must be applied to extract index features. Unfortunately, many of the features which we may wish to use to index images, such as the existence of a particular object, cannot yet be extracted robustly by automatic means. Nevertheless, the problem of querying image databases has received much attention, and the limited number of quantitative scene descriptors which can be extracted automatically for indexing the image has not proven to be a major stumbling block. Retrieval based on color, texture and shape have proven very useful in quantifying image similarity 5 .
The indexing of document image databases di ers from the indexing of scene databases in a number of ways. First, the lack of variation in basic image properties compared with, for example, color images of natural scenes limits the use of previously explored techniques. One approach which has been used to de ne similarity between images is to look at the color histogram, and/or the locations of various color regions within the image 5 . Since most documents are pseudo-binary, the use of color indexing techniques is for the most part meaningless. Second, the meaningful information in a document's layout is a For simplicity we will use the term image database to refer to a database of images of real-world objects, and explicitly use document database to refer to a collection of scanned document images. not necessarily contained in the shapes of local objects, but in the more global structure of the page. Therefore, while simple texture measures work well for detecting edge tendencies, for example, the fact that text typically falls horizontally in most documents makes such local measures less than ideal in document retrieval applications. Third, much of the information of interest is contained in the actual content (text or graphics) of the document, not just in the type of object present. For image databases, the existence of a particular object such as a house or tree may be a key index feature, but typically in document applications, the existence of a signi cant structural feature is quali ed by some information about the content. For example, nd \a table containing US Census data".
Another set of issues arise when the users of the document image database are trying to query it in a way similar to the way they would use a more traditional document database or information retrieval application on a text database. The users of document or text databases expect to be able to access all available information from the sources which the database contains. Information retrieval techniques for textual data provide the ability to retrieve and lter the underlying text based on keywords or concepts. Similarly, documents which are created electronically and become part of an electronic document management system can typically be searched by logical structure as well as by content. Such capabilities are desirable in document image databases, but the necessary features are often either too complex to obtain, cannot be obtained automatically with the accuracy necessary to insure quality retrieval, and/or are prohibitively expensive to extract manually.
Previous Work
Although the concept of a document image database is attractive, a comprehensive solution which does not require complete conversion to a machinereadable form continues to be elusive for practical systems. In fact, the continuum which exists between conversion-(or recognition-) based approaches and what can be considered image-based approaches makes de ning each approach somewhat di cult. In general, the extent to which queries appeal directly to image properties, rather than symbolic representations, is a reasonable way to classify techniques. A further distinction can be made between indexing based on text content and indexing based on document structure. Although we are interested primarily in indexing on structure, both areas warrant some discussion.
A number of interesting approaches have been proposed for retrieval based on text content. These approaches are based on the observation that statisti-cal methods of information retrieval do not need perfectly clean data to work well. At Cornell University, the cost of correcting automated OCR of technical reports was decreed prohibitive, so imperfect OCR results were used, and searches were applied directly to the recognized text, transparent to the user 18 . The retrieved documents were then presented in image form. Given a retrieval mechanism which is robust to OCR errors, this represents a reasonable compromise with complete conversion for content-only retrieval.
Some work has been done in searching for keywords using image properties which tend to be more robust to noise. Chen et al. 1 extract shape information from lines of text and use it as input to a Hidden Markov Model (HMM). A keyword HMM is created from a series of appropriate character HMMs and a non-keyword HMM is based on context-dependent sub-character models. The approach allows identi cation of keywords directly from the image without segmentation. A subsequent paper describes a simpli cation of this process which uses vertical character alignment information and a single model for each character 2 .
DeCurtins and Chen 3 use word shape information and a voting technique to perform matching of keywords without segmentation. Spitz 25 uses characterlevel shape information to map individual symbols in the image to a set of character shape codes which is much smaller than the original ASCII set. These shape codes form word tokens which can be indexed by the mapping of the desired keyword into the same space. Since the shape information and reduced dimensionality mapping can presumably be obtained with greater accuracy and at a lower cost than OCR, inherent con icts in the word tokens do not tend to a ect the overall precision and recall rates dramatically.
Moving further from direct recognition, Hull 11 describes a method for matching documents which have the same character content but which may have been reformatted or distorted prior to re-imaging. The approach represents each document by a set of robust local features which can be used to hash into a database of descriptors. The features in both the query example and database must be invariant to geometric distortions, and by extracting multiple descriptors per document, they can be made more robust to errors in feature extraction. The measure of similarity is simply the number of features the query document and the database instance have in common. Experiments were performed using the character count for each word in short sequences of words, providing a set of simple yet robust descriptors for small databases. With as few as 10 descriptors, 100% accuracy was obtained for a clean query string and a small clean database.
At the structural level much less work has been done. As with content-level indexing, the most straightforward approach to structural indexing is to rely on the output of a document analysis system. One such example is Herrmann and Schlageter 10 . Noting the lack of non-text retrieval mechanisms, they use traditional document analysis techniques to populate a relational database and propose a layout editor to form queries. Takasu et al. 28 describe a method for model-based segmentation for incorporation of speci c journal references into an online database.
For graphical documents Lorenz and Monagan 19 describe an approach which indexes both line-level and textual features, and Koga et al. 17 use a structural approach to index graphs. For general image retrieval Gudivada and Raghavan 8 incorporate spatial constraints in their query mechanism and demonstrate the approach on iconic images.
In related work, Srihari makes use of the association between an image and its caption to attempt to do recognition and content-based retrieval 26;27 . She attempts to parse the caption and extract relative location and name information, identify face regions in the image and label them. Image retrieval in a multi-media environment will certainly require such capabilities.
Our Approach
It is clear that there are few cases where complete conversion of complete documents is necessary, or for that matter, feasible. The analysis and complete conversion of an arbitrary document simply requires much too general a system, yet all of the capabilities described above are required for a true general retrieval system. For this reason, a set of tools should be provided which allows users to navigate the document database along with the computational framework to do it e ciently. In addition, the system should allow new tools to be added as technology permits. Our goal is to provide a system which can incorporate the appropriate level of analysis depending on the application.
In this paper we describe the general framework for IDIR, a system for Intelligent Document Image Retrieval. Our discussion of research problems will be limited to retrieval of document images, including feature extraction and querying. In Section 2, we provide an overview of the system and the document analysis components which are currently used in our prototype. In Section 3 we describe the feature extraction capabilities and highlight some of the database issues. In Section 4, we describe the text-based query language and graphical query interface, and depict several query options. In Section 5 we present some preliminary results from our work with query by example, and we provide a discussion of ongoing work in Section 6.
2 System Overview
The IDIR system is composed of tightly coupled modules for document and image analysis, database and application domains (Figure 1 ). The system can bene t considerably if it is built to take advantage of other related systems. The system must possess e cient connections to document analysis and database modules as well as application systems developed on top of the retrieval mechanisms. These separate areas can be integrated to retrieval system components via interface de nitions. The de nitions must be such as to ensure the exibility of porting data in and out of the retrieval system and to establish rm conditions to further the development of IDIR. This is important since the demands for document image management capabilities are evolving dramatically, especially when considering the development of multimedia and modern document creation tools which enable even more complex documents to be published.
The system can be regarded as a high-end application, based on the document analysis components, and is therefore clearly separated from them. From the image storage point of view, the document image database may be complex and multidimensional because of the type of information (content and structure) used in queries and the size of the images themselves. The image data delivery should cater to waiting applications as well as the application image request processes. These conditions imply the three interfaces which should be de ned within the IDIR framework. The modeling of IDIR is designed to be distributed. The IDIR framework o ers capabilities to fetch, manipulate, control and store feature data (sample sets), to perform queries according to sample sets and reliably deliver the resulting image objects. All of these system functions are therefore divided into separate modules within the IDIR core.
The document analysis modules are typically directly utilized by IDIR's query language. With the right kind of interface the e cient and ordered use of document analysis control data is assured. The page layout and logical structure classi cation, as well as low-level document features (textural, geometric, etc.), are important pieces in the query puzzle. These combine to form the nal de nition (the closest match) of the desired document image from the image database. Document representation methods are also highly exploitable when creating an image of a document with a query language 22 .
Of course the representation of the document is a usable feature itself, since it takes the information gained from document analysis algorithms to form not only control information but the image data and its' structure as well. Since the demand for document image retrieval response is based on ever more complex document types, IDIR's performance does not rely totally on document analysis, but on the database model and its connection to the IDIR core as well. Multidimensionality means monitoring the contents of the data that are stored in the database. For this reason an object-oriented database model that supports query type control is the solution which enables su cient exibility in dealing with complex feature and image data, as well as making it possible to extend the feature vector base. From the application point of view the database model interface must be simple enough to allow easy use. This can be obtained with the modern object-oriented database systems linked to IDIR via interface that IDIR controls. In this case, IDIR's role is therefore to maintain and control data streams from the database to applications.
The IDIR interface consist of three main components that can share part of the data and control structure, but the main part of each de nition must be unique ( Figure 2 ). IDIR must have interfaces to document analysis output (raw feature data, control feature data, and structure feature data), database (feature data and image data) and application development (retrieval information, image and control data). Some of the data and control elds are common to all three of them and can be combined, but most of the de nitions have their own entity-dependent nature. The interfaces shown in Figure 2 connect the IDIR core to document image analysis and management (DIA) components, the object-oriented database model (OODB) and the application area (AP). As depicted in Figure 3 , all three interfaces provide bi-directional data transport capabilities using both control and \raw" data. The IDIR modules function interactively using control information through inner and outer interfaces. The module connections and control/data streams are also depicted in Figure 3 .
The document and image analysis results are used via speci c interfaces to utilize the document image feature extraction results. The document analysis feature types are fetched to IDIR, used as such or combined and modi ed to a more suitable form in retrieval feature preparation. The IDIR frame's feature control module (FCM) fetches the desired feature(s) from DIA via de ned interface control structures. From there the feature data and category is either stored in a database as an object sample set or is used in a feature preparation module (FPM). The FPM should be able to modify (scale, subsample, etc.) the current feature data or combine several features from di erent categories to form a new feature set for query language usage. The ability to use several levels of document features in combination is a process that needs careful consideration. By integrating, for example, aliased local histogram information (image processing algorithms) with the physical structure of the page developed by a page decomposition algorithm (document analysis algorithms) it is possible to get powerful feature sample sets for querying. After the FPM process, the FCM stores the feature object (sample set) in a database, with the document image object identi cation attached to it. The retrieval process ow is depicted from the application interface side in Figure 3 . When an application needs a certain type of document image from the database, it makes a request to an IDIR frame via a de ned interface to IDIR. The request includes speci cation arguments that the query module (QM) inside the IDIR frame uses. The QM function is explained in Section 4 in greater detail. The image information is available in the database a priori. When generating a query Figure 4 : The construction of a document image representation in the database. using IDIR's query module, the request is set for the FCM module. The FCM searches the database and o ers search results (a sample set with image object identi cation attached) either back to the query (result not speci c enough) or to an IOCM (image object control module) if the result is within the limits set by the query language. The IOCM fetches the image object pointed to by the identi cation label from the FCM. It is then served to the application via the application interface.
The Document Database
In order to utilize the document image in di erent components of document management (transmission, storage, retrieval, organization and OCR), the document system operates on both the image and the output of the document image analysis processes. After the analysis, the aim is to present the document in a controlled form, where the actual image data (pixels) are linked with the resulting representations in a database. To represent the document e ciently both the physical and logical components of the document's structure must be made available 22 (see Figure 4) .
In the intelligent document retrieval approach, the quality of the representation of a document is critical, since the query tools are entirely dependent on the semantic knowledge gained from the document image. With a good query language combined with an e cient document representation it is possible to get reasonable responses to speci c queries. If the document representation is of poor quality, even excellent query tools will give ine cient and inaccurate results. By using document image and textual analysis tools collaboratively, combining their results with an e cient and exible query language, we hope 10 to obtain generic and productive retrieval solutions to most complex retrieval problems. The next subsections describe the components that construct the representation of the document image.
Feature Extraction
Feature extraction modules can make e ective use of the results of image and signal processing and document analysis (physical and logical). The success of results gained from the IDIR system by queries depends greatly on the quality of the description that is available from the images in the database. The results of feature extraction (calculated results of low-, mid-and high-level features) at multiple levels are exploited most e ciently when they are combined to present higher abstractions of document characteristics. These can then be utilized by a query language that o ers exible means to de ne document content using its syntax to retrieve the desired document. Document images contain information in many dimensions. By using features that provide information from di erent areas of document image analysis it is possible to de ne accurately the desired feature space that su ciently describes the properties of the document. The document image retrieval module takes advantage of, for example, properties such as image texture and geometry, logical information (structure, relations, labeling) and the results of transformations and relations within and between the feature categories. The following sections examine more closely how feature extraction is linked to document retrieval capabilities through graphical features, through textual content, and through relations to database organization.
Texture Features
Texture provides a useful rst characterization for analyzing the physical and/or logical structure of a document. A textured area in an image can be characterized by a non-uniform or varying spatial distribution of intensity 4 . The intensity variation can be used to describe changes in the textured scene. Furthermore, the analysis can be enhanced with the local texture features and their attachment to other document properties.
The texture in a document can be de ned to consist of primitives and their placement rules. Several di erent texture features will be used for document image retrieval in the IDIR system. The use of these features mimics scene image retrieval where some general, usually global texture features have been exploited. The more extensive utilization of global/local texture features, as an aid in document image retrieval, is still in its infancy. It is considered to be an important quantitative image-level document region characterization 11 feature in the IDIR system. In document image retrieval we add global and local sub-categories to each of these main categories due to the special nature of possessing the logical and local information in documents.
Global Geometric Features
Geometric features can be utilized in both the physical and logical evaluation of a page. They are usually simple and easy to calculate and can be modi ed to describe the relation of local physical information to logical information. The most simplistic geometric features used in document analysis include, for example, locally calculated black to white ratio, statistical distributions of geometrical properties (in analogy to texture calculation), geometrical measures attached to pixel clusters, and so on. Each of these gives a simple description of a local or global image property that can be exploited alone or with the results of page decomposition and classi cation algorithms. Depending on the search constraints and goals, su cient retrieval results can be attained with even a few primitive geometrical features.
Local Component Features
Document analysis algorithms produce many types of component-level features. The most important of these are the ones produced by page decomposition and logical page structuring algorithms. The goal of the page decomposition process is to classify layout-related objects into di erent categories. This rst provides the physical layout components and can be used to roughly partition the document according to simple Gestalt criteria. Even low-level features (texture, color, etc.), can be used to locally separate components. The segmentation can also be de ned by content. Functional Features such as component type (list, table, or drawing) or Logical Features which are class-dependent, such as names, titles and abstracts, are examples.
Structural Features
A more advanced system evolves when the DA (Document Analysis) page decomposition algorithms also give initial classi cations of the regions 6;13 . This can be regarded as a pre-classi cation of page structure. Most algorithms use divide and control extracted regions and classify them as background, text, picture or line-drawing. The better the decomposition, i.e. the better the component's relations (size, merging, etc.) to actual semantic data, the better the logical page classi cation. Providing logical tags that include structure information and relational information between the extracted and pre-classi ed areas is currently the extent of document structure. In this manner the document is presented via a model where the structure information is integrated with a precise logical classi cation of each region (for example header, footer, body text, picture, etc.) as in Figure 5 . These tagged areas form a logical image of the page (a ngerprint) that can be utilized as a high-level content presentation of a document type (or sub-category). The physical structure combined with the logical one represents each entity of a document's content and is therefore a usable description of the document. The query language can take advantage of this kind of representation.
Content Features
As previously stated, there have been a number of attempts to provide contentbased retrieval of the text in document images, from using IR techniques on OCR'd data, to performing keyword searches on character shape codes, to matching document instances based on character count occurrences. One approach we are exploring is to incorporate a template library based approach to extracting keywords from a \compressed image" as described by Kia 15;16 , which deal with a structural compression technique to be used for document image storage and retrieval. The primary objective is to decompose the document image into a structural hierarchy so that it is most readable, compressible and retrievable. A secondary objective is then to provide an encoding which allows near-random access to regions within the image and facilitates traditional document processing operations without requiring complete decoding. We also describe an algorithm which symbolically describes a document image and structurally orders the error bitmap based on a probabilistic model.
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The resultant symbol and error representation lends itself to reasonably high compression ratios yet has the exibility to operate on the compressed image. Keyword searching is a matter of mapping the text from the query into the template space, and verifying the result.
The keyword search mechanism described in the next section is not strictly speci ed, and can be adapted to include another method or a combination of methods including searching ASCII text.
Database Organization
The data that is stored in an object-oriented database (OODB) is divided into two main categories. The actual image data is used not just by the IDIR core (through FPM and IOCM, Section 2), but by the document image analysis and application domains. The other category consists of sample set data produced through IDIR's FCM. The data is stored using object models, i.e. ODM (Object Data Management) OODB]. The ODM provides general management characteristics of an object model such as persistence, concurrency and transactions, distribution, ODM queries, data dictionary and namespace, etc. It also supports management of complex (aggregated) objects that are formed from simpler ones. The important properties when dealing with document images and their sample sets include the storage structures used, and the query processing and execution strategies for the operators of the language. The document image and sample set data are stored in the OODB as objects. One of the most important properties of object orientation in database organization is the support for complex data, i.e. big data entities (document images) and multidimensional and relational feature data (sample sets). In IDIR, the objects are organized into object types (sample set and image) with a sub-typing mechanism controlled from FCM. The objects are created and initialized according to prede ned models (sample set and image data forms). The FCM then de nes the object data and stores it with the object. Alternatively, the image object can be formatted and stored by the user. While creating the image object, the sample set object is formatted at the same time (although empty). The FCM need not create the sample set object in this case in order to use it. The addressability and identity are de ned when creating objects. The addressability provides a means to access the object. Its implementation is de ned in IDIR's QM and FCM modules. The identity property is used to distinguish the object from the others in the database. Each document image has its own identity, also pointed to from the sample set object (i.e. a federated database object approach). The feature information of each database image object is available in sample set object a priori. The query is made via an FCM that controls the input to the database interface and the feedback from it.
We continue in the next section with a description of the query language and the graphical query interface.
Document Image Querying and Retrieval
It is clear that the most natural way to query a general image database is to use features that might otherwise be used to verbally describe the image instance, for example, names of objects, colors, positions, actions, etc. In documents the same principle holds true. In this section we describe the basic architecture for incorporating query capabilities and demonstrate a simple matching technique for queries by example. We also describe a GUI interface which can be used to form spatial queries.
Query Capabilities
The IDIR system will provide several levels of query capability. Consistent with traditional views of documents, we make the rst distinction between structure and content. At the structural level, users can query the existence of physical and logical objects, their properties and spatial relations between them via the graphical query interface. At the content level, the design provides for text retrieval by keyword by representing a tokenized version of the text based on shape information.
The basic syntax of the SQL-like query mechanism is: where <attributes> de ne our search criteria and <objects> de nes the space in which we are looking. A more complete description of the language can be found in Appendix A.
Query by Document Structure
Query by Document Structure will allow us to formulate queries based on both the existence of particular structural features in the document as well as relations between them. For xed attributes such as the document type, 15
location of text and graphic blocks, font size, etc., the database is populated with the output of the document image analysis system. A query for retrieving all journal article pages with at least one table and one image is as follows. Similarly, we can specify speci c con gurations of elements using spatial functions including direction_from(<object>,<object>) distance_from(<object>,<object> ,<distance_unit>]) column(<object>,<number>,<from_direction>) which are more easily described with the graphics query interface described in Section 4.2.
Query by Text Content
Query by text content can be implemented in a number of ways as there exists a wide spectrum of possible representations which can be used. At one level, we may consider OCR with a \fuzzy retrieval" algorithm on the resulting text.
The function keywords_in(<object>,<keywords>)
will return documents which contain the supplied keywords. We are considering a shape-based method which was rst proposed by Tanaka and Torii 29 and then re ned and demonstrated for information retrieval by Spitz 25 , although the query language is independent of the choice of representation and technique.
Query by Document Example
The concept of query by example has become popular and has recently been exploited in a number of ways for scene image databases. Nevertheless the de nition of what it means to be \similar" in any domain remains a di cult application-dependent problem. In text analysis, similarity can be measured in a number of ways, perhaps the most common being the variation on the similarity between term frequency vectors. By mapping these vectors onto the unit sphere, the cosine of the angle between them (interpreted as similarity) is easily computed.
For images, texture and color have proven to be useful features for de ning similarity, and they are relatively easy to compute. Unfortunately, recognition has not progressed to the point where automated approaches can be used to identify general objects in an image, although certain image features such as the existence of horizontal and vertical edge tendencies can be used to characterize \structures", for example.
As previously mentioned, in the document domain, we may consider de ning similarity both content-wise and structurally. We will assume a Boolean model for keyword similarity as de ned above (it only matches if the keyword exists in the image) and concentrate on structural similarity. Ideally, the similarity measure will have several components tunable by the user, including similarity with respect to the type of components present, attributes of the components (e.g. font size or line spacing for text), their relative location (allowing for gures and blocks of di erent lengths) and their absolute location. To date we have only implemented global exact match similarity measures.
The structural similarity of two documents can rst be approximated by their constituent regions and their types (text, graphics or image). For each region R i in the query image Q i , we match R i to each region of the database image D j of the same type and overlapping it. If there is no region of overlap, the region R i is mapped to NULL. We therefore have a directional graph from each query image region to a possibly empty subset of the database regions.
Once this rst correspondence has been established, an evaluation mechanism is used to re ne and measure the quality of the match. It is clearly possible for a single region in the query image to be mapped to multiple regions in the database image and vice versa. There are several situations where such a mapping is not desired, and must be re ned.
The rst restriction is that no region should be mapped to two or more regions in the horizontal direction. This would occur, for example, if a page with a single block of text were mapped to a page with two columns of text. Splitting a block horizontally may occur between paragraphs, for example, but vertical splitting is typically an intentional structural occurrence. For query regions which map to more than one corresponding database region, a subset of regions which have maximal intersection but do not neighbor horizontally, is chosen and the remaining regions are removed from the mapping. For query image regions which overlap a single database region, the correspondence is trivial (but we must later consider a symmetric case where multiple query regions correspond to a single database region).
Once this condition is satis ed for all query regions, the symmetric case, where a single database region corresponds to multiple query regions, is still possible. Using the restricted mapping, a reverse mapping is constructed from the database image to the query image and the condition is checked again.
Regions which violate the vertical split are again evaluated and the subset of maximal overlap is kept. We can, for simplicity, demonstrate this using a set of known text regions found in Figure 6 .
Since A maps to two regions in the database image which neighbor horizontally, the maximal subset, de ned by the amount of overlap, is chosen which corresponds to region 2 (1 is removed from the mapping). All of the other mappings are acceptable. Computing the inverse mapping, we obtain
Again, we nd that 2 violates the horizontal mapping rule and the maximal subset, corresponding to A, C, D, is preserved.
Once the best match is found, the percentage of each region in the query image which matches is computed, and the total is summed for all regions in the query image. Regions which remain unmatched in the model image are counted separately. Since documents tend to have relatively small numbers of regions, an exhaustive search can be performed to establish the correspondence. The regions can then be ranked by similarity.
Various other mechanisms for querying are being explored including querying by graphic content. Some work has been done at the University of Maryland on a mechanism for querying maps by content 24 . Figure 7 shows the proposed graphical query interface (GQI) which can be used to simplify the creation of spatial queries for document images. The main window shows a document instance which serves as a frame for spatial layout. Any number of frames can be included with the query precedence being used to set the logical relations between frames. A single frame is intended to be applied at the page level, but for non-spatially relevant queries, it can be applied at the document level|for example, a query which requests a document in which a given set of regions exists. A set of query objects (blocks) can be placed on the document with spatial relevance either on or o . A set of type-dependent attributes is associated with each block to set, for example, font size for text regions, or number of columns for a table. Attributes can be edited by selecting the attributes button on each block. On each frame, the scope of the query (i.e. restriction on the document type) and the logical relation between any two blocks in the frame are set. Spatial relations between any two blocks are set by selecting a relation link between any corresponding pair of blocks.
Graphical Query Interface
The spatial query is translated on the y and appears in the query translation window. This SQL-like query (see Appendix A) is run against the database, and the results returned. The query results can appear in two ways. For images, a set of thumbnails is displayed, and for data, the raw text results appear. A query results history function saves the recent queries and can be re ned by dropping the query onto the new frame button.
Indexing
The IDIR system will use traditional indexing methods for non-spatial attributes for document image relations/objects as well as spatial indexing methods for geometric attributes generated as a result of document image analysis step. The system will use the spatial indexing approaches that are based on a decomposition of space into disjoint cells and are mapped into buckets. Their common property is that the objects are decomposed into disjoint sub-objects such that each of the sub-objects is associated with a di erent cell. They di er in the degree of regularity imposed by their underlying decomposition rules and by the way in which the cells are aggregated.
A rst approach based on disjointness partitions the objects into arbitrary disjoint sub-objects and then groups the sub-objects in another structure such as a B-tree. The R+-tree 23 (an extension of the k-d-B-tree) and the cell tree 9 are examples of this approach. The drawback of this approach is that the decomposition is data-dependent.
The approaches that overcome this data-dependence are based on a regular decomposition. The space can either be decomposed into blocks of uniform size (e.g., the uniform grid 7 ) or we can adapt the decomposition to the distribution of the data (e.g., a quadtree-based approach such as 21 ).
Experimental Results for Document Query by Example
A rst set of experiments was performed using a limited set of features which have previously been applied to scene image retrieval 14 . A set of low-level global features including texture orientation, gray level di erence histogram, and color features of the image were extracted when the image was inserted into the database. The features are localized pixel-level measures which can be attached to page segmentation results 13 These features have undergone preliminary tests with the sample document images and produce quite speci c document-content-related information.
The tests in the experimental system have been made in a graphical image query context using the Khoros image processing environment 12 . To retrieve images the user speci es the features that are used and de nes the signi cance of each feature in a query. The queries can be made using either query by document image property (i.e. the speci cally de ned features and their values) or query by example Images are ranked by their degrees of similarity with the user-speci ed query by calculating di erences between them using the Euclidean distance for scalar features and the G statistic 20 for distribution features. Simple Boolean operators can be used to merge queries, prior to ranking.
The document image query using the features described above was tested in two di erent test settings. We used a document image test database with over 250 images of various types. The rst test used only global image features without document analysis results. An example of a query result is depicted in Figure 8 below.
The second test was to use the same features with document segmentation results computed a priori. An example of a query result is depicted in Figure  9 .
The image analysis features perform well with scene images, achieving a fairly high retrieval accuracy ratio (85-98%). When using only the image analysis features, the similarity of the document images is approximately the same as with the scene images (judged by human perception), but this is still undesirable since document images are typically fairly similar to begin with (horizontal text, similar size pages, etc) As one can see from the result, the use of document properties is essential to achieve similarity in the document structure (physical and logical). In the second set of results ( Figure 9 ) the global structure (i.e. number of columns, size of text, etc.) and content level similarity is apparent. By using the two feature domains, the document retrieval performance is substantially enhanced and accurate results can be achieved. A second set of experiments was performed independently using the algorithms presented in Section 4.1 on features extracted from the segmented page such as locations and sizes of blocks and their spatial relationships. In addition, content features such as content type, text point size and font style for each spatially matching block were used to re ne the matching score. The query capabilities were tested using 293 images from the University of Washington image database.
First, the size of the content body of each document was used to normalize (scale and translate) each image a priori. As described in Section 4.1, the similarity between two document images is measured by computing the total content area overlap between regions of the same type. When there exists an area overlap between blocks of the same content type, content features are also used to weigh the structural similarity.
For text regions our algorithm reduces the matching score by 90% for each con ict in either font size and font style. The texture measure from the previous set of experiments can also be used as a content descriptor to scale the Figure 11 : Results for querying with a title page matching score. As a result, both structural and content features contribute to the nal similarity measure between two document images. Figures 10 and 11 show an example page taken from the database and the top 4 matches. Figure 10 contains a query image with a large \graphic" component and sevearl smaller text regions. Figure 11 shows a title-page query characterized by large text blocks spanning the top of the page, and body text at the bottom. We are currently developing ground truth so that we can run precision and recall experiments on the entire database, and we are also extending the matching scheme to consider \nearby" regions for matching.
Conclusions
This paper has presented a general framework for, and development issues concerning, ongoing work on an intelligent document image retrieval system (IDIR). IDIR is being developed in a collaborative e ort between the image processing groups at the Universities of Maryland and Oulu.
IDIR utilizes methods of document image retrieval that do not require complete conversion, but rather use document analysis representations of a document's structural and logical contents. We present a system that utilizes tightly-coupled modules for the document and image analysis, database and application domains. By de ning these entities we ensure exibility in the retrieval of document images and establish an environment for further development of IDIR. The IDIR framework o ers capabilities for manipulating, controlling, seeking and using document images e ciently. The system functions are divided into separate modules that support distribution and utilization in a network environment. The framework includes interfaces to other domains, sample set creation and control tools, database control and usage modules, and a query language that is utilizable in a document image analysis context as well as providing support for exible SQL-style relation de nitions. We demonstrate the development issues and system functions as well as each module's construction and basis. The IDIR functional ow is illustrated with a few simple examples, including query by example. Some preliminary experiments with using image analysis features have been described. The IDIR system o ers solutions to document image related retrieval problems and provides exible and dynamic tools and an environment for utilizing document and image analysis schemes and an object-oriented database in solving complex database search problems.
The system is in its preliminary stages and work on the image processing and structural analysis components is ongoing. In the meantime, work on the query and retrieval components will continue using a database of ground truth regions.
