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We present a formulation of the quantum kinetic equations (QKEs) which govern the evolution
of neutrino flavor at high density and temperature. Here, the structure of the QKEs is derived from
the ground up, using fundamental neutrino interactions and quantum field theory. We show that the
resulting QKEs describe coherent flavor evolution with an effective mass when inelastic scattering
is negligible. The QKEs also contain a collision term. This term can reduce to the collision term in
the Boltzmann equation when scattering is dominant and the neutrino effective masses and density
matrices become diagonal in the interaction basis. We also find that the QKE’s include equations
of motion for a new dynamical quantity related to neutrino spin. This quantity decouples from the
equations of motion for the density matrices at low densities or in isotropic conditions. However, the
spin equations of motion allow for the possibility of coherent transformation between neutrinos and
antineutrinos at high densities and in the presence of anisotropy. Although the requisite conditions
for this exist in the core collapse supernova and compact object merger environments, it is likely
that only a self consistent incorporation of the QKEs in a sufficiently realistic model could establish
whether or not significant neutrino-antineutrino conversion occurs.
PACS numbers: 14.60.Pq, 97.60.Bw, 26.50.+x, 13.15.+g
I. INTRODUCTION
In this paper we address the difficult problem of how
neutrino flavor evolves in a general medium. The stakes
are high because neutrino weak interactions with matter,
dictated in part by the neutrino flavor states, may lie
at the heart of our understanding of neutrino-affected
astrophysical environments, and these can be important
sites for the origin of the elements.
This paper represents a first step towards the deriva-
tion of practicable generalized kinetic equations, useful in
actual simulations of neutrino propagation in anisotropic
media, in any density regime. Here we set up the formal-
ism, identify the degrees of freedom needed to describe
the neutrino ensemble (these include both flavor and
spin), and derive the correct structure of the quantum
kinetic equations (QKEs), including coherent evolution
and a collision term accounting for inelastic scattering.
Our final results, summarized in Eq. (163), are somewhat
formal, since self-energies entering into the collision term
on the right-hand side are not fully calculated. Nonethe-
less, all the medium-induced potentials appearing on the
left-hand-side of Eq. (163) are computed in Section VI.A,
so this paper provides a complete description of coherent
spin and flavor evolution in the absence of collisions. We
will complete our program in a future paper, devoted to
a detailed analysis of the collision term.
In this work, we have sought a well-posed prescrip-
tion for treating general neutrino flavor evolution, one
which can describe how neutrinos propagate and possi-
bly change their flavors in environments ranging from low
density regimes, where quantum mechanical phases are
important and the evolution is Schro¨dinger-like, to very
high temperature or very high matter density environ-
ments where phases are unimportant and the propaga-
tion/evolution is governed by the Boltzmann equation,
and to all conditions between these limits. As a result,
interaction-induced de-coherence, an historically thorny
issue in relativistic and nonrelativistic quantum systems
[1–12], must be addressed directly and self-consistently.
The approach we take differs from previous treatments.
Those studies examined neutrino or general fermion fla-
vor conversion in both the active-active channel [13–23]
and in the active-sterile channel [24–39], with a number
of different approaches. Here we follow the general pre-
scription used in Ref.s [40, 41] for bosons, but adapted
and extended appropriately for fermions. In this develop-
ment, we start from the most fundamental considerations
of quantum field theory, and then build QKEs which de-
scribe neutrino flavor evolution.
In hot and dense environments in astrophysics, like
those associated with the early universe, core collapse
supernovae, and compact object mergers, neutrinos may
carry a significant fraction of the energy and entropy.
The way these particles interact with and communicate
with the medium is through the weak interaction. As
a consequence, ascertaining the flavor states (weak in-
teraction states) of the neutrino fields is these environ-
ments can be a key part of understanding, for example,
how neutrinos set the neutron-to-proton ratio [42] and
deposit energy in supernovae [43–46], or whether neutri-
nos decouple in mass or in flavor states in the very early
universe [47, 48].
A feature of both the early universe and core collapse
supernovae is that neutrinos propagate from very hot,
high energy density regions or epochs, where transport
mean free paths could be short compared to neutrino
flavor oscillation lengths, to environments where the op-
posite is true. (We know that collective neutrino oscilla-
tions can readily occur in the latter regime, as reviewed
2in Ref. [49] and references therein, and can be sensitive
to small-scale density inhomogeneities [50–54] and the
angular distribution of neutrino flux [55–57].)
Between these extremes, a poorly understood and
complicated interplay of coherent neutrino flavor oscil-
lations and scattering-induced de-coherence can govern
how flavor develops. Partly because of this complica-
tion, modelers of supernova neutrino propagation with
energy and flavor evolution have relied on a clear sepa-
ration of regimes: Boltzmann equation treatments inside
the proto-neutron star, and in the vicinity of the chem-
ical and thermal equilibrium decoupling zone (neutrino
sphere); and a coherent treatment in which only forward-
scattering is considered in the low density environment
sufficiently far above the neutron star.
However, at some level these regimes cannot be sep-
arated. Indeed, recent work [58] shows that in some
supernova envelope models, well above the neutrino
sphere, neutrinos which suffer direction-changing scatter-
ing, though comprising only a seemingly negligible frac-
tion (e.g., one in a thousand) of all neutrinos coming
from the neutron star, nevertheless may make significant
contributions to the potentials which govern flavor trans-
formation. Though this neutrino “halo” effect has been
argued [59, 60] to make little difference in flavor evolu-
tion during the supernova accretion phase, in the one
completely self-consistent calculation [61] that has been
done to date it produces a significant modification in col-
lective neutrino oscillations and the expected signal for
an O-Ne-Mg core collapse neutronization burst.
These studies point out that understanding neutrino
flavor evolution in some supernova and compact object
merger environments ultimately may require following
the interplay of nuclear composition, three-dimensional
radiation hydrodynamics, and the QKEs for neutrino fla-
vor. From a computational astrophysics modeling stand-
point, the essential complication of the QKEs over con-
ventional Boltzmann neutrino transport schemes is the
necessity of following high frequency quantum flavor os-
cillations along with scattering. The QKEs we derive
in this paper are no exception. And though our QKEs
can have the expected physically intuitive limits of be-
ing Schro¨dinger-like at low density and Boltzmann-like
in scattering-dominated regions, they also have features
that are new and surprising, and which were not revealed
by more ad hoc treatments.
Chief among these is the possibility of neutrino spin co-
herence. Since that, in principle, could mediate transfor-
mation between neutrinos and antineutrinos, it could be
of importance in understanding compact object physics
and nucleosynthesis as outlined above. The asymmetry
between νe and ν¯e flowing from compact object environ-
ments can be, for example, a key arbiter of neutrino
energy deposition and neutrino-heated nucleosynthesis.
However, as will be evident in our subsequent exposi-
tion, implementing our QKEs in realistic simulations of
astrophysical environments may require a radical alter-
ation of the current approaches, and possibly a leap in
computing capabilities.
In what follows we give some background on two-
component spinor notation and introduce our model for
Majorana neutrinos in Section II. We also describe how
to extend our treatment to Dirac neutrinos. We present
the approach for deriving equations of motion for neu-
trino correlation functions from quantum field theory in
Section III. In Section IV we relate these correlation func-
tions to physical quantities, such as neutrino densities
and coherence terms, and present a scheme for pertur-
bative expansion of the equations of motion. We then
derive the kinetic equations for neutrino densities and
coherence terms in Section V, and calculate the poten-
tials that describe neutrino interactions with matter in
Section VI. In Section VII, we present a discussion of
some properties of the quantum kinetic equations, iden-
tifying the limits in which we obtain Schro¨dinger-like fla-
vor evolution and Boltzmann-like kinetics. Also, in Sec-
tion VII we identify some potential novel phenomena that
are absent in the approximate treatments, including the
possibility of coherent conversion between neutrinos and
anti-neutrinos. In Section VIII we compare our work to
existing approaches to neutrino QKEs and in Section IX
we present our conclusions.
II. PRELIMINARIES
A. Two-Component Spinor Notation
In this paper, we will primarily use two-component
spinor notation, common in the supersymmetry liter-
ature and explained in detail in Ref. [62], an arXiv-
published monograph by Stephen P. Martin, and
Ref. [63]. A key reason for this choice of notation is that
the two-component language is the most natural one for
describing ultra-relativistic Majorana neutrinos. More-
over, this notation allows us to neatly separate compo-
nents of physical quantities in a way that corresponds
to their different physical meaning. In this section, we
briefly review two-component spinor notation and the re-
lation to four-component spinor notation.
The Lorentz group, SO (3, 1), is equivalent to SU (2)L×
SU (2)R. Left-handed two-component spinors are ob-
jects that transform in the (2, 1) representation of the
Lorentz group SU (2)L×SU (2)R, while right-handed two-
component spinors transform in the (1, 2) representation.
By convention, left-handed spinors are labeled by undot-
ted two-component indices, α, β, etc, while right-handed
spinors are labeled by dotted indices, α˙, β˙, etc. The pres-
ence or absence of a dot on a spinor index simply indi-
cates which SU (2) factor is associated with the index.
Hermitian conjugation interchanges SU (2)L and
SU (2)R, so the Hermitian conjugate of a left-handed
spinor is a right-handed spinor: ψ†α˙ ≡ (ψα)†. We adopt
the convention that left-handed spinors (those with un-
dotted indices) are always written without the dagger
symbol, while right-handed spinors are always written
3with the dagger.
Four-component spinors are objects that transform in
the (2, 1) + (1, 2) representation of the Lorentz group.
A four-component Dirac spinor consists of two inde-
pendent two-component spinors, and can be written as
ΨD =
(
χα, ξ
†α˙
)
. A four-component Majorana spinor
consists of a two-component spinor and its Hermitian
conjugate: ΨM =
(
ψα, ψ
†α˙
)
.
Note that a Dirac spinor has the same physical content
as two Majorana spinors, and therefore Dirac spinors can
always be represented as pairs of Majorana spinors. We
will always do so; for example, we represent the charged
leptons, which are Dirac spinors, as pairs of Majorana
spinors (the lepton and the anti-lepton). In this pa-
per, the statement that a pair of Majorana spinors forms
a Dirac spinor should be taken to mean that the La-
grangian has a U (1) symmetry under which the two Ma-
jorana fields carry opposite charge. This symmetry con-
strains the mass term to be proportional to a product of
the two oppositely charged fields.
Two-component spinor indices can be raised or lowered
with the antisymmetric symbol ǫαβ or ǫα˙β˙ , both variants
defined by ǫ12 = −ǫ21 = 1 and ǫ21 = −ǫ12 = 1. A
raised and a lowered index can be contracted (summed
over), provided the indices are either both dotted or
both undotted. Due to the antisymmetric nature of ǫαβ,
ψαχ
α = −ψαχα, and similarly for the dotted indices.
By convention, contracted undotted indices are always
written with the first index raised, e.g., ψαχα, while
contractions on dotted indices are written with the first
index lowered, e.g., ψ†α˙χ
†α˙. This allows us to adopt
an index-free notation for contraction of spinor indices:
ψχ ≡ ψαχα and ψ†χ† ≡ ψ†α˙χ†α˙.
In this paper, we will primarily deal with spinor bi-
linears. These quantities can either carry two undotted
indices, two dotted indices, or one of each. All spinor
bilinears can be written in terms of Lorentz tensors and
Lorentz invariant spinor matrices:
Γαα˙ = Γ
L
µσ
µ
αα˙
Γα˙α = ΓRµ σ¯
µα˙α
Γ βα = Γ
Lδ βα +
1
2
iΓLµν (S
µν
L )
β
α
Γα˙
β˙
= ΓRδα˙
β˙
+
1
2
iΓRµν (S
µν
R )
α˙
β˙ (1)
where µ and ν are conventional spacetime indices, i.e.,
assuming values 0, 1, 2, or 3.
The labels L and R on the various components of Γ
are used to indicate which spinor bilinear the component
belongs to. The basis spinor matrices are given by
σµ = (1, ~σ)
σ¯µ = (1,−~σ)
(SµνL )
β
α = −
1
4
i
(
σµαα˙σ¯
να˙β − σναα˙σ¯µα˙β
)
(SµνR )
α˙
β˙ =
1
4
i
(
σ¯µα˙ασν
αβ˙
− σ¯να˙ασµ
αβ˙
)
(2)
The signs in the definitions of SL and SR are a matter
of convention.
The spinor matrices σµ and σ¯µ satisfy the following
relations:
σµαα˙σ¯
να˙β + σναα˙σ¯
µα˙β = 2gµνδ βα
σ¯µα˙ασν
αβ˙
+ σ¯να˙ασµ
αβ˙
= 2gµνδα˙
β˙
(3)
where gµν is the usual spacetime (inverse) metric
It can be shown that the antisymmetric tensor quanti-
ties (SµνL ) and (S
µν
R ) are anti-self-dual and self-dual, re-
spectively; that is, SµνL = −i (SµνL )⋆ and SµνR = i (SµνR )⋆,
where (T µν)
⋆ ≡ 12ǫµνρσTρσ. Anti-self-dual and self-dual
antisymmetric tensors transform in separate irreducible
representations of the Lorentz group, specifically in (3, 1)
and (1, 3), respectively. Since ΓLµν can be expressed using
the basis of SµνL matrices, it is an anti-self-dual tensor,
while ΓRµν is a self-dual tensor.
We can use index-free notation to denote products of
spin matrices, using the conventions given above for con-
tracting dotted and undotted indices, and in addition
assuming that contractions are performed in the usual
order of matrix multiplication. For example,
σµσ¯νσρ = (σµσ¯νσρ)αα˙ = σ
µ
αβ˙
σ¯νβ˙βσρβα˙ (4)
Products of σ or σ¯ matrices can always be written in
terms of the basis matrices δ, σ, σ¯, SL and SR. The prod-
ucts of three σ or σ¯ matrices are
σµσ¯νσρ = gµνσρ − gµρσν + gνρσµ + iǫµνρσσσ
σ¯µσν σ¯ρ = gµν σ¯ρ − gµρσ¯ν + gνρσ¯µ − iǫµνρσσ¯σ (5)
Products of four or more σ matrices can be system-
atically reduced to expressions involving only the basis
matrices, by repeated use of equations (3), (5), and the
definitions of SµνL and S
µν
R .
We will often use 4-component spinor bilinears which
combine all four types of two-component spinor bilinears
into a single 4× 4 matrix:
Γ ≡
(
Γ βα Γαβ˙
Γα˙β Γα˙
β˙
)
(6)
With the spinor indices arranged as in equation (6), we
can write contractions of 4-component spinor bilinears in
an index-free way. That is, if Γ and ∆ are 4× 4 spin ma-
trices having the form of equation (6), so is the product
Γ∆, where it is understood that Γ and ∆ are contracted
together in the usual manner of matrix multiplication.
In this paper we have adopted a commonly used rep-
resentation of 4-component spinor matrices γµ and γ5
where
γµ =
(
0 σµ
σ¯µ 0
)
γ5 =
( −1 0
0 1
)
(7)
Choice of a particular representation of these matri-
ces provides a dictionary by which expressions in 2-
component spinor notation can be translated to standard
4-component spinor notation, and vice versa.
4B. The Model
In what follows we will consider Standard Model neu-
trinos with small Majorana masses. We will work in
the low-energy limit, where the energy of the particles
is much smaller than the W and Z boson masses, so that
the W and Z bosons are not dynamical. In this paper
we will not consider the interactions of neutrinos with
nucleons and nuclei; these interactions in certain limits
and environments can be similar to the interactions of
neutrinos with charged leptons. The ultimate forms of
the QKEs we develop are crafted to allow straightfor-
ward incorporation of these interactions when necessary
for realistic calculations. As a consequence, for simplicity
we will restrict our development to the lepton sector.
After breaking electroweak symmetry, the Standard
Model Lagrangian in the lepton sector is:
iψ†I σ¯µ∂
µψI + ie
†
I σ¯µ∂
µeI + ie¯
†
I σ¯µ∂
µe¯I
−1
2
mIJψIψJ −meIJeI e¯J
+e†I
g
(
2 sin2 θW − 1
)
σ¯µZ
µ
2 cos θW
eI + e¯
†
I
g sin2 θW σ¯µZ
µ
cos θW
e¯I
+ψ†I
gσ¯µZ
µ
2 cos θW
ψI + ψ
†
I
gσ¯µW
+µ
√
2
eI + e
†
I
gσ¯µW
−µ
√
2
ψI
+e†Igeσ¯µA
µeI − e¯†Igeσ¯µAµe¯I
−M2WW+µ W−µ −
1
2
M2ZZµZ
µ
+ gauge boson kinetic terms + h.c. (8)
Here, ψI is the neutrino field, where I is the flavor index.
In this notation eI and e¯I are the charged lepton fields,
where the former describes left-handed electrons (muons,
tauons) and right-handed positrons, and the latter is its
Dirac counterpart, describing right-handed electrons and
left-handed positrons. Aµ is the photon field, Zµ and
W±µ are the weak boson fields. MW and MZ are the
W and Z boson masses. ge is the electromagnetic cou-
pling constant (electron charge), g is the weak coupling
constant, and θW is the Weinberg angle. mIJ is the Ma-
jorana mass matrix for neutrinos, and meIJ is the Dirac
mass matrix for charged fermions. In the flavor basis,
meIJ = diag (me,mµ,mτ ), whereme is the electron mass,
mµ is the muon mass, and mτ is the tauon mass. For
Majorana neutrinos, mIJ = mJI .
C. Feynman Rules
To compute various quantities that arise in the quan-
tum kinetic equations, we will need the Feynman rules
that are derived from the Lagrangian. In deriving the
Feynman rules, we make several assumptions. First, we
assume that the energy of the neutrinos and charged lep-
tons is much smaller than the W and Z boson masses,
and thus the W and Z bosons are not dynamical and
we can neglect their kinetic terms. Second, in this low-
energy regime, the electromagnetic interaction is much
stronger than the weak interaction, and the distribu-
tions of charged particles thermalize on a much shorter
timescale than the neutrino distributions. Therefore we
will follow the dynamics of neutrinos associated with the
weak interaction, and make the assumption, valid for the
astrophysical regimes of interest to us, that the effect of
the electromagnetic interaction is simply to ensure that
the plasma (charged leptons, described by the fields eI
and e¯I , and photons, described by the field A
µ) can be
adequately represented as thermal distributions of parti-
cles.
The Feynman rules for the weak interaction vertices
are
ναJ
 g
Zµ
να˙I
E
=
−ig
2 cos θW
δIJ σ¯α˙αµ or
ig
2 cos θW
δIJσµαα˙
eαJ
 g
Zµ
eα˙I
E
= −ig sin
2 θW − 12
cos θW
δIJ σ¯α˙αµ
or ig
sin2 θW − 12
cos θW
δIJσµαα˙
e¯αJ
 g
Zµ
e¯α˙I
E
= −ig sin
2 θW
cos θW
δIJ σ¯α˙αµ
or ig
sin2 θW
cos θW
δIJσµαα˙
ναJ
 g
Wµ
eα˙I
E
=
eαJ
 g
Wµ
να˙I
E
=
−ig√
2
δIJ σ¯α˙αµ or
ig√
2
δIJσµαα˙ (9)
Whether the σ¯ or the σ version of the vertex is used de-
pends on the two-component index structure of the dia-
gram. The requirement that spinor indices be contracted
in the usual order of matrix multiplication unambigu-
ously determines which form of the vertex appears in the
expression.
Next, we write down the Feynman rules for the prop-
agators. In this paper we will be calculating quantities
derived from the 2PI (two-particle irreducible) effective
action. In this formalism, fermion lines represent the full
expressions for neutrino and charged lepton two-point
functions; these two-point functions are, in general, dy-
namical quantities that depend on particle densities and
interactions. They are not just the vacuum propagators.
In position space, we will write the general form of the
neutrino two-point functions as
α˙,I,x
ν
F F
α,J,y
= Gα˙αν,IJ (x, y)
α,I,x
ν
 
α˙,J,y
= Gαα˙ν,IJ (x, y)
α˙,I,x
ν
F 
β˙,J,y
= Gα˙β˙ν,IJ (x, y)
α,I,x
ν
 F
β,J,y
= Gαβν,IJ (x, y)(10)
5The two-point functions are defined as time-ordered
expectation values of spinor field bilinears. Thus, for ex-
ample, Gαα˙ν,IJ (x, y) =
〈
TP
(
ψαI (x)ψ
†α˙
J (y)
)〉
, and simi-
larly for the other components of G. Here, TP is the time
ordering operator along a specific path. As we explain
below, we will use the closed time path (CTP) contour.
Since we are dealing with out of equilibrium, non-vacuum
states described by a nontrivial density operator, the
brackets, <>, denote an ensemble average rather than
a vacuum expectation value.
Note that in two-component spinor notation the arrows
on fermion propagators do not denote the flow of momen-
tum or any conserved current, but rather simply indicate
whether the two-component spinor index associated with
the arrow is dotted or undotted. This is illustrated in
the above equations for the two-point functions. For ex-
ample, it can be seen that “clashing arrows,” where the
arrows point toward each other, correspond to two point
functions with right-handed spinor indices, while diverg-
ing arrows go with left-handed spinor indices, etc.
As described below, the two-point function contains
both the vacuum propagator and the particle density ma-
trix. The density matrix encodes the particle occupation
numbers and additional degrees of freedom describing fla-
vor and possibly spin (handedness) coherence. We will
treat the neutrino two-point function as a fully dynam-
ical entity, the time development of which allows us to
solve for the time evolution of the neutrino occupation
numbers.
Similarly, the general Feynman rules for the charged
lepton two-point functions are:
α˙,I,x
e
F
e
F
α,J,y
= Gα˙αe,IJ (x, y)
α,I,x
e

e

α˙,J,y
= Gαα˙e,IJ (x, y)
α˙,I,x
e¯
F
e¯
F
α,J,y
= Gα˙αe¯,IJ (x, y)
α,I,x
e¯

e¯

α˙,J,y
= Gαα˙e¯,IJ (x, y)
α˙,I,x
e
F
e¯

β˙,J,y
= Gα˙β˙ee¯,IJ (x, y)
α,I,x
e

e¯
F
β,J,y
= Gαβee¯,IJ (x, y)(11)
In this development we will assume that the charged
lepton distributions are thermal. With this assumption,
the form of the charged lepton two-point function will
depend only on the charged lepton temperature, chemical
potential, and mass.
Note that since charged leptons are Dirac particles,
the arrow-clashing propagator for charged leptons always
connects the charged lepton field with its Dirac counter-
part. On the other hand, for Majorana neutrinos, the
arrow-clashing propagator connects the field to itself.
In the low-energy limit the electroweak bosons are not
dynamical, and their position space Feynman rules are
simply given by
µ,x
Z
g
ν,y
=
igµν
M2Z
δ4 (x− y)
µ,x
W
g
ν,y
=
igµν
M2W
δ4 (x− y) (12)
Here, we have used the Feynman gauge, but other
choices of gauge give physically equivalent expressions.
We will often express combinations of coupling con-
stants and electroweak boson masses that appear in the
Feynman diagrams in terms of the Fermi constant
GF ≡ g
2
4
√
2M2W
(13)
and use
cos θW =
MW
MZ
(14)
It is sometimes convenient to denote the combination
of all components of a two-point function or vertex by
omitting the arrows. This is equivalent to using the four-
component spinor notation. For example, we can write
I,x
ν
f
ν
f
J,y
= Gν,IJ (x, y) , (15)
where
Gν,IJ ≡
(
(Gν,IJ )α
β
(Gν,IJ )αβ˙
(Gν,IJ )
α˙β (Gν,IJ )
α˙
β˙
)
. (16)
The use of diagrams without arrows is simply shorthand
notation which implies a sum of every possible combina-
tion of arrow directions that gives a nonzero contribution
to the amplitude.
III. EQUATIONS OF MOTION FOR THE
TWO-POINT FUNCTION
A. 2PI Effective Action and the Two-Point
Function
The equations of motion for neutrino two-point func-
tions can be derived from the two-particle irreducible
(2PI) effective action. The complete, general procedure
is presented in Ref.s [10, 64]. Here, we outline the key
steps in this derivation as they apply to the dynamics of
neutrinos.
The 2PI effective action is a functional of the two-point
function G = GabIJ (x, y), corresponding to equation (16),
where a and b are four-component spinor indices (for ex-
ample, a = (α, α˙)), I and J are flavor indices, and x and
y are position four-vectors. The 2PI effective action con-
sists of Feynman diagrams with no external lines that are
two-particle irreducible, that is, cannot be disconnected
by cutting two fermion lines (we do not consider cutting
weak boson lines, since the weak bosons are not dynam-
ical in our formalism, and can be reduced to 4-fermion
vertices). We separate the 2PI effective action into a 1-
loop piece (a single fermion loop, the only contribution
to Γ2PI in free field theory), and the rest:
Γ2PI [G] = Γ2PI1 [G] + Γ
2PI
2 [G] . (17)
6In this equation Γ1 is the one-loop expression, and Γ2 is
the sum of all higher-loop contributions. The diagrams
are drawn and calculated, in position space, as usual, ex-
cept that the general form for the two-point functions is
used instead of the tree-level propagator, thereby incor-
porating effects from nonzero particle density and correc-
tions to the propagator stemming from interactions. We
use the general result from quantum field theory:
Γ2PI1 = −i
(
Tr lnG−1 +Tr G−10 G
)
(18)
where G−10 is the tree-level inverse propagator, and G is
the complete dynamical two-point correlation function.
Here, we are suppressing spin and flavor indices, but the
quantities in this expression are 4 × 4 matrices in spin
space and 3× 3 matrices in flavor space, with an explicit
form given by the expression in equation (16). Products
and traces of such quantities in our equations imply con-
traction of both spinor and flavor indices in the usual
order of matrix multiplication.
We can now find the equations of motion for G by
setting δΓ
2PI [G]
δG = 0. This gives the following expression:
G−1 (x, y) = G−10 (x, y)− Σ [x, y;G] , (19)
where we define
Σ [x, y;G] ≡ −i δΓ
2PI
2 [G]
δG (y, x)
. (20)
Since Γ2PI2 is the sum of two-loop and higher order
2PI diagrams with no external lines, Σ is proportional to
the sum of one-loop and higher order 1PI diagrams with
two external neutrino lines. Consequently, Σ corresponds
to the neutrino proper self-energy. For the purposes of
this paper, we will calculate Σ to 2-loop order; the cor-
responding Feynman diagrams and calculations will be
given in a subsequent section.
We can eliminate the dependence of equation (19) on
G−1 by acting from the right with G, to obtain
(i 6 ∂x −M)G (x, y)− i
∫
d4zΣ (x, z)G (z, y)
= 1 iδ4 (x− y) (21)
where 6 ∂x and M are spin × flavor matrices
given by 6 ∂x =
(
0 σµαα˙∂
x
µ
σ¯µα˙α∂xµ 0
)
δIJ and M =(
δ βα mIJ 0
0 δα˙
β˙
(mIJ)
†
)
. Here 1 is the spin × flavor
unit matrix, given by 1 =
(
δ βα 0
0 δα˙
β˙
)
δIJ .
B. Spectral and Statistical Functions
We can use the dynamics of the two-point function G
to describe the evolution of neutrino distributions, start-
ing with arbitrary non-equilibrium initial conditions, by
employing the closed time path (CTP) formalism [64].
In the CTP formalism, the time ordering in the path
integral is taken along a closed real-time contour, start-
ing from the point at which initial conditions are given,
to the point in time of interest in the calculation, and
then back to the initial point. The two-point correla-
tion function G is time ordered on the CTP contour:
G (x, y) =
〈
TCTP
(
Ψ(x) Ψ¯ (y)
)〉
, where TCTP is an op-
erator that imposes time ordering with respect to the
CTP contour, and Ψ is a Majorana spinor given by
Ψ =
(
ψα, ψ
†α˙
)
and Ψ¯ =
(
ψα, ψ†α˙
)
.
The time ordering can be made explicit by decompos-
ing G into the following components:
G (x, y) = F (x, y)− 1
2
iρ (x, y) signCTP
(
x0 − y0) (22)
where signCTP is a function of the ordering of x and
y along the time path, taking on a value of 1 or −1,
depending on whether y precedes or follows x on the CTP
contour. For fermions, F and ρ are defined as follows:
F (x, y) =
1
2
〈[
Ψ(x) , Ψ¯ (y)
]〉
(23)
ρ (x, y) = i
〈{
Ψ(x) , Ψ¯ (y)
}〉
. (24)
In the above expressions, ρ is the spectral function, and
carries information on the particle states that can appear
in the theory; it is related to the usual vacuum propaga-
tor. F is the statistical function, and encodes the occu-
pation numbers of these states. Since we wish to solve
for the evolution of neutrino occupation numbers, we will
primarily be interested in the dynamics of the statistical
function F .
Similarly, we decompose the neutrino self-energy Σ
into a local piece, plus spectral and statistical compo-
nents:
Σ (x, y) = −iΣ (x) δ4CTP (x− y)
+ΠF (x, y)− 1
2
iΠρ (x, y) signCTP
(
x0 − y0) . (25)
We will show how to compute these components later,
but for now, we note that for our model, the local term
Σ (x) contains contributions from 1-loop diagrams, while
the spectral and statistical terms contain only contri-
butions from 2-loop and higher diagrams. Thus, the
Πρ (x, y) and ΠF (x, y) terms carry higher powers of the
coupling constant than does Σ (x)
Using equations (22) and (25) in (21) gives the follow-
ing equation for the statistical function:
(i 6 ∂x −M − Σ (x))F (x, y) =∫ x0
0
dz0
∫
d3z Πρ (x, z)F (z, y)
−
∫ y0
0
dz0
∫
d3z ΠF (x, z)ρ (z, y) . (26)
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F , which is obtained by acting on equation (19) from the
left with G, then separating into spectral and statistical
components. This gives
F (x, y)
(
−i←−6 ∂y −M − Σ (y)
)
=∫ y0
0
dz0
∫
d3z F (x, z)Πρ (z, y)
−
∫ x0
0
dz0
∫
d3z ρ (x, z)ΠF (z, y) (27)
There are similar equations for the spectral function.
However, for the purpose of this paper, we will not need
these equations. The reason is that the spectral func-
tion does not depend on the occupation numbers of par-
ticles, but rather only on the mass and the interaction
strength. For particles with a small mass and experienc-
ing only weak interactions, ρ will deviate only slightly
from its massless, free-field value. In equations (26) and
(27), ρ only enters in conjunction with ΠF , which is al-
ready at two-loop order. Because we are only computing
quantities to this order, any corrections to the spectral
function due to the neutrino mass or interactions will
give terms in the equation that are beyond the order of
our expansion. Thus, we can simply use the massless,
free-field expression for the spectral function, which will
be derived below.
IV. WIGNER TRANSFORM AND
SEPARATION OF SCALES
A. The Wigner Transform
Equations (26) and (27) give the complete dynamics
of the neutrinos, approximate only insofar as we are ex-
panding Σ to 2-loop order, and decoupling the dynam-
ics of the spectral function from those of the statistical
function by dropping higher-order terms on the right-
hand side. However, solving these equations in their cur-
rent form is impractical. First, the connection of the
object F (x, y) to actual neutrino occupation numbers is
somewhat complicated, so the physical meaning of these
equations is difficult to elucidate. Second, the two-point
function undergoes rapid oscillations, on the scale of the
neutrino de Broglie wavelength, with respect to the rela-
tive coordinate r = x− y. On the other hand, for weakly
coupled particles, such as neutrinos, physically meaning-
ful quantities change much more slowly, and vary as a
function of the average coordinate, X = 12 (x+ y). Re-
solving the rapid oscillations associated with the neutrino
de Broglie wavelength is clearly undesirable from a com-
putational standpoint.
We derive more useful expressions from (26) and (27)
by performing a Wigner transform and then expanding
in small parameters. In this, we follow the procedure of
Ref. [40]. (Applications of some of these techniques in
the context of electroweak baryogenesis are presented in
Ref.s [41, 65–69].)
To perform the Wigner transform, we change to the rel-
ative coordinate r and the average coordinate X . Note
that eventually, after the change of coordinates, we will
simply name the average coordinate x; it should be clear
from context whether x refers to the average coordinate
or to one of the two spacetime arguments of a two-point
function. We then Fourier transform with respect to the
relative coordinate. The Wigner transform of the statis-
tical function F (x, y) is then:
F (X, k) ≡
∫
d4r eik·rF
(
X +
1
2
r,X − 1
2
r
)
(28)
and similarly for other functions of (x, y).
B. Spectral and Statistical Functions for Free,
Massless Fermions
Before we Wigner transform equations (26) and (27),
we derive the expressions for the spectral and statisti-
cal functions in terms of the particle densities, neglecting
neutrino mass and interactions but allowing for nonzero
neutrino densities. Neutrino masses and interactions will
result in slight changes to these expressions; we will later
calculate these changes perturbatively. As we will see,
the Wigner transformed functions have a straightfor-
ward physical interpretation. In particular, the Wigner
transformed statistical function, F (X, k), contains com-
ponents proportional to neutrino and antineutrino den-
sity matrices, fIJ (X, k) and f¯IJ (X, k), while the spec-
tral function in free field theory contains no dynamical
components, and therefore simply encodes the possible
particle states. For anisotropic particle distributions,
F (X, k) can contain an additional dynamical quantity,
which can be interpreted as describing coherence between
left-handed and right-handed fermion states.
We begin with the statistical function. In terms of the
4-component Majorana spinor fields, this is given by
FIJ (X, k) =
1
2
∫
d4r eik·r
〈[
ΨI
(
X +
1
2
r
)
, Ψ¯J
(
X − 1
2
r
)]〉
(29)
For convenience of notation, we will evaluate this ex-
pression at X = 0, and later generalize the results to any
position X :
FIJ (0, k) =
1
2
∫
d4r eik·r
〈[
ΨI
(r
2
)
, Ψ¯J
(
− r
2
)]〉
(30)
We will calculate the various components of F in
two-component spinor notation, in which the Majorana
spinors are given by ΨI =
(
ψI,α, ψ
†α˙
I
)
and Ψ¯J =
8(
ψβJ , ψ
†
J,β˙
)
. First, we calculate
FIJ,αβ˙ (0, k)
=
1
2
∫
d4r eik·r
〈[
ψI,α
( r
2
)
, ψ†
J,β˙
(
− r
2
)]〉
(31)
The two-component spinor field ψI,α is given by
ψI,α (x) =∫
d˜q
(
bI (~q)uα (~q) e
−iq·x + d†I (~q) vα (~q) e
iq·x
)
(32)
In manifestly Lorentz invariant notation, d˜q =
d4q
(2π)4
2πδ
(
q2
)
θ
(
q0
)
. bI (~q) is an operator that annihi-
lates a left-handed neutrino of flavor I and momentum
~q, and d†I (~q) is an operator that creates a right-handed
anti-neutrino of flavor I and momentum ~q. Note that for
Majorana neutrinos, particles and antiparticles simply
correspond to opposite spin states; as a result, we could
instead have used the spin-dependent operators bs, where
s = ±. In our notation, b = b− and d = b+. The creation
and annihilation operators satisfy the anticommutation
relations:{
bI (~q1) , b
†
J (~q2)
}
= (2π)3 δ3 (~q1 − ~q2) 2EqδIJ{
dI (~q1) , d
†
J (~q2)
}
= (2π)
3
δ3 (~q1 − ~q2) 2EqδIJ (33)
All other anticommutators are zero.
uα (~q) and vα (~q) are two-component spinors that sat-
isfy
qµσ¯
µα˙αuα (~q) = 0
qµσ¯
µα˙αvα (−~q) = 0 (34)
where qµ ≡ (q0, ~q), with the timelike component taken to
be positive definite. u and v are normalized as follows:
uα (~q)u
†
β˙
(~q) = qµσ
µ
αβ˙
vα (−~q) v†β˙ (−~q) = −qµσ
µ
αβ˙
(35)
Substituting equation (32) into equation (31) gives an
expression with four terms:
FIJ,αβ˙ (0, k) =
1
2
∫
d4r
∫
d˜q1d˜q2
〈[bI (~q1) , dJ (~q2)]〉uα (~q1) v†β˙ (~q2) e
i(k− q1−q22 )·r
+
〈[
bI (~q1) , b
†
J (~q2)
]〉
uα (~q1) u
†
β˙
(~q2) e
i(k− q1+q22 )·r
+
〈[
d†I (~q1) , dJ (~q2)
]〉
vα (~q1) v
†
β˙
(~q2) e
i(k+ q1+q22 )·r
+
〈[
d†I (~q1) , b
†
J (~q2)
]〉
vα (~q1)u
†
β˙
(~q2) e
i(k+ q1−q22 )·r (36)
The commutators of creation and annihilation opera-
tors are clearly related to the particle number operator,
and consequently depend on the neutrino distributions.
We make the assumption that the neutrino distributions
are approximately homogenous and time-invariant on the
scale of the de Broglie wavelength, so that the integral
over r can be formally taken to infinity while still assum-
ing that the expectation values of the commutators do
not vary over the integration range. In the astrophysical
venues we target for application of our QKEs there are
unlikely to be any density fluctuations on scales compa-
rable with the neutrino de Broglie wavelength (∼10 fm).
With the assumption of approximate time invariance,
the first and last terms in equation (36) do not contribute
to the integral, since a pair of creation operators or a
pair of annihilation operators acting on a state will al-
ways change its energy. Since a time invariant state is an
energy eigenstate, the action of the pair of operators will
always give a state that is orthogonal to the original, and
as a result the expectation value vanishes. Note that this
result does not hold true for states describing neutrino
distributions that vary on a scale comparable to the de
Broglie frequency; here, we assume that there is no such
rapid variation.
Similarly, we can use the assumption of approximate
homogeneity to show that the remaining terms, involving
a creation operator and an annihilation operator, must be
proportional to δ3 (~q1 − ~q2), since the expectation value
will be zero unless the operators create and annihilate a
particle with the same momentum. All of this allows us
to write the commutators of the creation and annihilation
operators as 〈[
bI (~q1) , b
†
J (~q2)
]〉
=〈{
bI (~q1) b
†
J (~q2)
}〉
− 2
〈
b†J (~q2) bI (~q1)
〉
= (2π)
3
δ3 (~q1 − ~q2) 2Eq (δIJ − 2fIJ (~q1)) . (37)
Here fIJ (~q1) is the density matrix for neutrinos. For
I = J , fII (~q1) simply corresponds to the expectation
value of the number operator for flavor I, and gives the
occupation number of neutrinos of flavor I and momen-
tum ~q1. For I 6= J , fIJ corresponds to coherence between
neutrinos of different flavors.
Similarly, 〈[
d†I (~q1) , dJ (~q2)
]〉
=
− (2π)3 δ3 (~q1 − ~q2) 2Eq
(
δIJ − 2f¯IJ (~q1)
)
(38)
where f¯IJ (~q1) is the density matrix for anti-neutrinos.
From this point on in our exposition we will use x to
mean the average coordinate X in Wigner transformed
quantities. Using equations (37) and (38), to perform the
integrals in equation (36), simplifying the spinor bilinears
by using equation (35), and generalizing from x = 0 to
any position gives
Fαβ˙ (x, k) = 2πδ
(
k2
)
kµσ
µ
αβ˙
×(
1
2
− θ (k0) f (x,~k)− θ (−k0) f¯ (x,−~k)) , (39)
9where we have suppressed flavor indices on fIJ and f¯IJ .
Similarly,
F α˙β (x, k) = 2πδ
(
k2
)
kµσ¯
µα˙β ×(
1
2
− θ (k0) f¯T (x,~k) − θ (−k0) fT (x,−~k)) . (40)
Note that F α˙β (k) is related to FT
αβ˙
(−k), where the
transpose is over flavor indices.
We next calculate F βα . This is given by the expression
F βIJ,α (0, k) =
1
2
∫
d4r
∫
d˜q1d˜q2〈[
bI (~q1) , d
†
J (~q2)
]〉
uα (~q1) v
β (~q2) e
i(k− q1+q22 )·r
+
〈[
d†I (~q1) , bJ (~q2)
]〉
vα (~q1)u
β (~q2) e
i(k+ q1+q22 )·r (41)
where we have omitted vanishing terms. Since the anti-
commutators of b and d† vanish, we can write the com-
mutators as〈[
bI (~q1) , d
†
J (~q2)
]〉
= −2
〈
d†J (~q1) bI (~q2)
〉
= − (2π)3 δ3 (~q1 − ~q2) 2Eq (2φIJ (~q1)) (42)
The matrix φIJ is a correlation function between neu-
trino and anti-neutrino creation and annihilation oper-
ators, and so describes coherence between neutrino and
anti-neutrino states. We will see that this object vanishes
with the assumption of isotropy (as expected from con-
servation of angular momentum), but may, in general, be
present in an anisotropic environment.
We simplify the spinor bilinears in equation (41) by
using
uα (~q) v
β (~q) = vα (−~q)uβ (−~q)
=
1
2
iq[µ
(
x1 − ix2)ν] (SLµν) βα (43)
Here, x1 and x2 are spacelike unit vectors orthogo-
nal to the direction of the momentum and to each
other. Equation (43) may be directly verified by
choosing a coordinate system in which qµ = (q, 0, 0, q),
x1,µ = (0, 1, 0, 0) and x2,µ = (0, 0, 1, 0), then solving
equation (34) for the spinors u and v, imposing the
normalization conditions (35), explicitly calculating the
spinor bilinears and comparing to the expressions for
(SµνL )
β
α . Note that the pre-factor q
[µ
(
x1 + ix2
)ν]
is
chosen to be anti-self-dual. We choose a pre-factor of
this form because the contraction with SLµν projects out
the self-dual component, so any self-dual component in
the pre-factor would not contribute to equation (43).
Using equations (42) and (43) and performing the in-
tegrals in (41) gives
F βα (x, k) = −2πδ
(
k2
) 1
2
ik[µ
(
xˆ1 − ixˆ2)ν] (SLµν) βα
×
(
θ
(
k0
)
φ
(
~k
)
+ θ
(−k0)φT (−~k)) (44)
Similarly,
F α˙
β˙
(x, k) = −2πδ (k2) 1
2
ik[µ
(
xˆ1 + ixˆ2
)ν] (
SRµν
)α˙
β˙
×
(
θ
(
k0
)
φ†
(
~k
)
+ θ
(−k0)φ⋆ (−~k)) (45)
We now turn to the spectral function. Unlike the sta-
tistical function, in free field theory the spectral function
is completely determined by the anticommutation rela-
tions between creation and annihilation operators. Thus,
the only nonzero components of the spectral function are
ραβ˙,IJ (x, k) = 2iπδ
(
k2
)
sign
(
k0
)
kµσ
µ
αβ˙
δIJ (46)
ρα˙βIJ (x, k) = 2iπδ
(
k2
)
sign
(
k0
)
kµσ¯
µα˙βδIJ (47)
C. Wigner-Transformed Equations of Motion for
the Statistical Function
Having determined the physical content of the statisti-
cal function, we return to the Wigner transform of equa-
tions (26) and (27). The full Wigner transformed ex-
pressions contain gradient expansions, which are infinite
series of derivatives with respect to x and k. We truncate
these infinite series by expanding in a small parameter ǫ.
In our expansion, we make use of the fact that, in
the regime we are considering, neutrino masses and in-
teraction potentials are small compared to the neutrino
energy. Also, we expect the variation of physical quanti-
ties with respect to the average coordinate x to be slow
compared to the inverse neutrino de Broglie frequency.
These considerations lead us to introduce the following
power counting:
∂x,M,Σ
E
= O (ǫ)
Πρ,ΠF
E
= O
(
ǫ2
)
(48)
where E is the neutrino energy. The contributions to self-
energy Πρ and ΠF are O
(
ǫ2
)
because they appear only at
two-loop order in the Feynman diagram expansion, while
Σ appears at one-loop order.
This power counting includes the standard gradient ex-
pansion (see, for example, Ref.s [40, 41, 70]). However,
our approach is specialized to the ultra-relativistic neu-
trinos that are relevant for supernova and compact object
merger environments. Moreover, since this work involves
neutrinos having energies far below the electroweak scale,
the interactions are always weak.
We keep terms to O
(
ǫ2
)
, since this allows us to in-
clude terms involving Πρ and ΠF , which describe inelas-
tic and non-forward scattering of neutrinos. To O
(
ǫ2
)
,
the Wigner transformed equations for F are(
1
2
i 6 ∂ + 6 k
)
F (x, k)− (M +Σ(x))F (k, x)
+
1
2
i (∂µxΣ (x))
(
∂kµF (x, k)
)
=
−1
2
i
(
Π+ (x, k)G− (x, k)−Π− (x, k)G+ (x, k)) (49)
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and its Hermitian conjugate. Here, ∂kµ ≡ ∂∂kµ . We have
made the right-hand side of the equation more compact
by introducing the notation
G± ≡ −1
2
iρ± F
Π± ≡ −1
2
iΠρ ±ΠF (50)
We will use equation (49) and its Hermitian conjugate
as the starting point for deriving the equations of motion
for the neutrino density matrices.
V. DERIVATION OF QUANTUM KINETIC
EQUATIONS
A. Outline of the Derivation and Some
Preliminaries
Equation (49) has a complicated structure, containing
the kinetic equations as well as algebraic constraints re-
lating various components of F to each other. To derive
the quantum kinetic equations, we systematically expand
equation (49) in the separation of scales, using the power
counting defined in equation (48).
We expect the statistical function F to have an O (1)
piece of the form given by equations (39)-(40) and (44)-
(45), plus a small correction due to nonzero interactions
and neutrino masses. This correction will be O (ǫ), while
our kinetic equations will be constructed to O
(
ǫ2
)
. Thus,
the O (ǫ) correction to F will enter into the kinetic equa-
tions, and must be calculated.
Our strategy is to first expand equation (49) to O (ǫ),
and use this to find the first-order shift in F due to the
mass and interactions. Then, we will insert the O (ǫ) ex-
pression for F back into equation (49), expand to O
(
ǫ2
)
,
and extract the equations of motion for the density ma-
trices and spin coherence densities.
We will show, in a subsequent section, that Σ corre-
sponds to the matter and neutrino self-interaction poten-
tial arising from coherent forward scattering, and has the
form
Σ =
(
δΣS ΣL · σ
ΣR · σ¯ δΣ†S
)
(51)
where ΣL and ΣR are Hermitian, and, for Majorana
fermions, trivially related to each other. ΣL/R = O (ǫ)
and δΣS = O
(
ǫ2
)
.
To O
(
ǫ2
)
, the equations of motion for the statistical
function can be written as follows:
ΩF = −1
2
i
(
Π+G− −Π−G+) (52)
and the Hermitian conjugate. The operator Ω has the
following structure:
Ω =

 −m− δΣS
(
k + 12 i∂ − Σ˜L
)
· σ(
k + 12 i∂ − Σ˜R
)
· σ¯ −m† − δΣ†S


≡
(
6 k + 1
2
i 6 ∂ − Σ˜−M
)
(53)
Here, Σ˜ = Σ + δΣ − 12 i (∂µΣ) ∂kµ, where Σ is the O (ǫ)
quantity, δΣ is an O
(
ǫ2
)
correction resulting from the
O (ǫ) shift in the argument of Σ [F ], and the O
(
ǫ2
)
derivative term comes from the Wigner transform. The
collisional gain-loss potentials Π± can, in general, have
all possible components:
Π± =
(
ΠS +
1
2 iΠ
L,µν
T S
L
µν ΠL · σ
ΠR · σ¯ Π†S + 12 iΠR,µνT SRµν
)±
(54)
where all quantities are O
(
ǫ2
)
. We will see that if the
spin coherence density is zero, the gain-loss potentials
take on a simpler form, where ΠS and ΠT are zero to
O
(
ǫ2
)
.
For Majorana neutrinos, we will find that ΣL is
related to ΣR and ΠL is related to ΠR. This is because
Σ and Π are functionals of the two-point function G,
and mirror the relations between GL and GR. For now,
however, we will treat all components of Σ, Π and G as
independent, and make use of the Majorana conditions
when we derive the final kinetic equations.
Regardless of whether the fermions are Majorana or
Dirac, the components of Σ, Π± and F have certain
properties which follow from CPT invariance, which re-
quires that these quantities be invariant under simulta-
neous Hermitian conjugation in spinor and flavor space.
We can write F , in the most general possible form, as
F =
(
FLS +
1
2 iF
L
T SL F
L
V · σ
FRV · σ¯ FRS + 12 iFRT SR
)
(55)
where the notation is F
L/R
T SL/R ≡
(
F
L/R
T
)µν
S
L/R
µν . The
components of F must satisfy FL†V = F
L
V , F
R†
V = F
R
V ,
FL†S = F
R
S and F
L†
T = F
R
T . The corresponding compo-
nents of Σ and Π± satisfy similar Hermiticity conditions.
B. QKEs to O (1): Large and Small Components
To O (1), Equation (52) and its Hermitian conjugate
simply give
6 kF = O (ǫ) F 6 k = O (ǫ) (56)
This gives the approximate dispersion relation k2 = 0 to
O (ǫ). Thus, we can choose the z-axis to be along k and
write down k =
∣∣∣~k∣∣∣ κˆ+O (ǫ), where the components of κˆ
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are κˆ =
(
sign
(
k0
)
, 0, 0, 1
)
. Note that since κˆ ≈ k|~k| , the
first component of κˆ is ±1, depending on whether we are
dealing with a positive or negative value of k0.
We introduce additional basis vectors, as follows:
κˆ′ =
(
sign
(
k0
)
, 0, 0,−1)
xˆ1 = (0, 1, 0, 0)
xˆ2 = (0, 0, 1, 0) (57)
These basis vectors satisfy the relations
κˆ2 = κˆ′2 = 0
κˆ · κˆ′ = 2
κˆ · xˆi = κˆ′ · xˆi = 0
xˆi · xˆj = −δij (58)
Note that we have imposed the condition that xˆ1, xˆ2 and
zˆ = (0, 0, 0, 1) form a right-handed set of basis vectors.
The momentum 4-vector k can receive O (ǫ) corrections
due to a shift in the dispersion relation induced by in-
teractions. However, the basis vectors remain the same,
regardless of any such shifts.
In addition to the O (1) dispersion relation, substitut-
ing the general form for F in equation (55) into equation
(56) gives the following constraints on the components of
F :
FS = O (ǫ)
F
L/R,µ
V = κˆ
µFL/R +O (ǫ)
FLµνT =
1
2
F iT
(
δij − iǫij) (κˆ ∧ xˆj)µν +O (ǫ)
FRµνT =
1
2
F iT
(
δij + iǫij
) (
κˆ ∧ xˆj)µν +O (ǫ) (59)
The wedge product notation is defined in the usual way,
(U ∧ V )µν ≡ UµV ν−UνV µ. Note that we use the names
FL/R and FT to denote both the full four-vector or ten-
sor quantities and their components. Since we will often
use notation where the Lorentz indices are not explic-
itly shown, it is important to note whether an expression
refers to the full quantity or the component. This will be
clear from context.
The expressions for FLT and F
R
T can be rewritten as
follows:
FLµνT =
1
2
(
F 1T + iF
2
T
) (
κˆ ∧ (xˆ1 − ixˆ2))µν
≡ (κˆ ∧ (xˆ1 − ixˆ2))µν Φ
FRµνT =
1
2
(
F 1T − iF 2T
) (
κˆ ∧ (xˆ1 + ixˆ2))µν
≡ (κˆ ∧ (xˆ1 + ixˆ2))µν Φ† (60)
where we have defined Φ ≡ 12
(
F 1T + iF
2
T
)
.
Since we have k2 = 0 to O (ǫ), the components of F
have the form
FL/R = 2πδ
(
k2 +O (ǫ)
) ∣∣∣~k∣∣∣ gL/R
F iT = 2πδ
(
k2 +O (ǫ)
) ∣∣∣~k∣∣∣ giT (61)
For a multi-flavor system, the notation δ
(
k2 +O (ǫ)
)
is symbolic, since each component of the flavor matrices
gL/R and g
i
T will in general carry different corrections to
the argument of the delta function.
To O (ǫ), we write F as follows:
F → F (1) +∆ (62)
Here, F (1) incorporates the O (ǫ) correction to the dis-
persion relation, and has the form
F (1) =
(
1
2 iΦ (κˆ ∧ xˆ−) · SL FL (κˆ · σ)
FR (κˆ · σ¯) 12 iΦ† (κˆ ∧ xˆ+) · SR
)
(63)
where xˆ± =
(
xˆ1 ± ixˆ2). ∆ is the set of O (ǫ) small com-
ponents. In general,
∆ =
(
∆S +
1
2 i∆
L
TSL ∆L · σ
∆R · σ¯ ∆†S + 12 i∆RT SR
)
(64)
Note that the form of F given by equations (59)-(61) is
consistent with equations (39)-(40) and (44)-(45), which
are derived from free, massless field theory. All correla-
tion functions that we have found in Section IV.B. are
included in the O (1) expression for F . Specifically,
FL = 2πδ
(
k2 + O (ǫ)
) ∣∣∣~k∣∣∣×(
1
2
− θ (k0) f (~k)− θ (−k0) f¯ (−~k))
FR = 2πδ
(
k2 + O (ǫ)
) ∣∣∣~k∣∣∣×(
1
2
− θ (k0) f¯T (~k)− θ (−k0) fT (−~k))
Φ = −2πδ (k2 + O (ǫ)) ∣∣∣~k∣∣∣×(
θ
(
k0
)
φ
(
~k
)
+ θ
(−k0)φT (−~k)) (65)
Note that the results of Section IV.B. place additional
constraints on the form of F . These constraints relate
FL (k) to FR (−k) and FT (k) to FT (−k), and do not fol-
low from Equation (52). These constraints follow from
the Majorana nature of the fermions, which was assumed
in Section IV.B. but not in the derivation of Equation
(52). As mentioned above, we will use the more general
formalism of Equation (52) and treat FL and FR as in-
dependent quantities, until we are ready to extract the
equations of motion for the density matrices.
C. QKEs to O (ǫ): Small Components and the
Dispersion Relation
We next expand equation (52) order-by-order, first us-
ing the O (ǫ) expansion to find the small components ∆
and the O (ǫ) shift in the dispersion relation, and then
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inserting the results into the O
(
ǫ2
)
equations to obtain
the kinetic equations. To O (ǫ), equation (52) is
6 k∆+
(
6 k + 1
2
i 6 ∂
)
F − ΣF −MF = O (ǫ2) (66)
Decomposing this into irreducible representations of
the Lorentz group gives the following set of equations:
Scalar:
k ·∆R +
(
k +
1
2
i∂
)
· FRV − ΣL · FRV = O
(
ǫ2
)
(67)
k ·∆L +
(
k +
1
2
i∂
)
· FLV − ΣR · FLV = O
(
ǫ2
)
(68)
Vector:
k∆†S − k ·∆RT −
(
k +
1
2
i∂
)
· FRT +ΣL · FRT
−mFLV = O
(
ǫ2
)
(69)
k∆S + k ·∆LT +
(
k +
1
2
i∂
)
· FLT − ΣR · FLT
−m†FRV = O
(
ǫ2
)
(70)
For the vector equations, the notation is V · T ≡ V µTµν
and T · V ≡ TνµV µ.
Tensor:(
k ∧∆R +
(
k +
1
2
i∂
)
∧ FRV − ΣL ∧ FRV
)L
−1
2
mFLT = O
(
ǫ2
)
(71)(
k ∧∆L +
(
k +
1
2
i∂
)
∧ FLV − ΣR ∧ FLV
)R
+
1
2
m†FRT = O
(
ǫ2
)
(72)
where the superscripts L and R denote anti-self-dual
and self-dual projections, respectively; that is, for
an antisymmetric tensor T , TL ≡ 12 (T − iT ⋆) and
TR ≡ 12 (T + iT ⋆).
These equations, and their Hermitian conjugates, de-
termine the form of the small components ∆ and the
dispersion relations for FL/R and FT . To solve the equa-
tions, it is useful to decompose all our quantities into
components along the basis vectors in equation (57). The
decomposition for FL/R and F
L/R
T is given by equations
(59)-(61). For the other four-vector quantities we use
∂ =
1
2
∂κ
′
κˆ+
1
2
∂κκˆ′ − ∂ixˆi (73)
ΣL/R =
1
2
Σκ
′
L/Rκˆ+
1
2
ΣκL/Rκˆ
′ − ΣiL/Rxˆi (74)
∆L/R =
1
2
∆κL/Rκˆ
′ −∆iL/Rxˆi (75)
k =
1
2
(k · κˆ′) κˆ+ 1
2
(k · κˆ) κˆ′
=
1
2
(∣∣∣~k∣∣∣+ E) κˆ+ 1
2
(k · κˆ) κˆ′ (76)
Note that the ∆κ
′
L/R component does not appear, since
this kind of first-order shift would be along the same
direction as FL/R and can therefore be absorbed into
the O (1) quantity. For a four-vector quantity V , we
have labeled its component along any basis vector wˆ as
V w ≡ V · wˆ. This choice of notation determines the par-
ticular signs and factors of 1/2 in equations (73)-(76).
For example, κˆ · ΣL = Σκ. Since, from the O (1) disper-
sion relation, E =
∣∣∣~k∣∣∣ + O (ǫ), the κˆ component of k is∣∣∣~k∣∣∣+O (ǫ).
The tensor small component is decomposed as follows:
1
2
(
κˆ ∧ κˆ′
)
∆κκ
′
T +
(
xˆ1 ∧ xˆ2)∆xxT + (κˆ′ ∧ xˆi)∆iT (77)
Again, the component proportional to κˆ ∧ xˆi does not
appear, as this component can be absorbed into FT . The
anti-self-dual and self-dual projections of equation (77)
are
∆LT =
1
2
(
κˆ′ ∧ xˆi) (δij − iǫij)∆jT +(
1
2
(κˆ ∧ κˆ′)− i (xˆ1 ∧ xˆ2))∆T
∆RT =
1
2
(
κˆ′ ∧ xˆi) (δij + iǫij)∆jT +(
1
2
(κˆ ∧ κˆ′) + i (xˆ1 ∧ xˆ2))∆†T (78)
where ∆T ≡ 12
(
∆κκ
′
T + i∆
xx
T
)
We next use equations (73)-(77) to decompose equa-
tions (67)-(72) into components. For the scalar equa-
tions, (67)-(68), this gives
∣∣∣~k∣∣∣∆κR + (k · κˆ)FR + 12 i∂κFR − ΣκLFR = O (ǫ2)(79)∣∣∣~k∣∣∣∆κL + (k · κˆ)FL + 12 i∂κFL − ΣκRFL = O (ǫ2)(80)
The Hermitian portions of these equations are:
∣∣∣~k∣∣∣∆κR + (k · κˆ)FR − 12 {ΣκL, FR} = O
(
ǫ2
)
(81)∣∣∣~k∣∣∣∆κL + (k · κˆ)FL − 12 {ΣκR, FL} = O (ǫ2) (82)
The anti-Hermitian portions of the scalar equations
involve derivatives of F along κˆ, and are therefore
kinetic equations, giving the evolution of the neutrino
density matrices along the neutrino world line. We will
return to the kinetic equations when we expand to O
(
ǫ2
)
.
The vector equations (69)-(70) include components
along κˆ and xˆi (the component along κˆ′ is trivial to
O (ǫ)). Before extracting these components, it is useful
to separate the vector equations into those involving ∆S
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and those involving ∆T . Taking the Hermitian conjugate
of equation (69) and adding this to equation (70) gives
2k∆S + i∂ · FLT −
(
ΣR · FLT + FLT · ΣL
)
− (m†FR + FLm†) = O (ǫ2) (83)
Subtracting equation (70) from the Hermitian conjugate
of equation (69) gives
2k · (∆LT + FLT )− (ΣR · FLT − FLT · ΣL)
− (m†FR − FLm†) = O (ǫ2) (84)
The components of equations (83) and (84) along κˆ
give ∆S and ∆T as functions of FL, FR and F
i
T :
2
∣∣∣~k∣∣∣∆S − i∂iP ij+ F jT + (ΣiRP ij+ F jT − P ij+ F jTΣiL)
− (m†FR + FLm†) = O (ǫ2) (85)
−2
∣∣∣~k∣∣∣∆T + (ΣiRP ij+ F jT + P ij+ F jTΣiL)
− (m†FR − FLm†) = O (ǫ2) (86)
Here, P ij± are projection operators on the xˆ
1, xˆ2 plane,
given by P ij± ≡ 12
(
δij ± iǫij)
The components of equation (83) along xˆi give kinetic
equations for F iT ; we will return to these equations when
we consider the O
(
ǫ2
)
expansion. The components of
equation (84) along xˆi are:
4
∣∣∣~k∣∣∣P ij−∆jT + 2 (k · κˆ)P ij+ F jT
−
(
ΣκRP
ij
+ F
j
T + P
ij
+ F
j
TΣ
κ
L
)
= O
(
ǫ2
)
(87)
Acting on this with P− and using P+P− = 0 and
P−P− = P− gives P
ij
−∆
j
T = O
(
ǫ2
)
. The Hermitian
conjugate is P ij+∆
j
T = O
(
ǫ2
)
; adding these equations
together gives ∆jT = O
(
ǫ2
)
. The remainder of the equa-
tion, with its Hermitian conjugate, is
(k · κˆ)P ij+ F jT −
1
2
(
ΣκRP
ij
+ F
j
T + P
ij
+ F
j
TΣ
κ
L
)
= O
(
ǫ2
)
(88)
(k · κˆ)P ij− F jT −
1
2
(
ΣκLP
ij
− F
j
T + P
ij
− F
j
TΣ
κ
R
)
= O
(
ǫ2
)
(89)
This is a set of dispersion relations for FT ; we will return
to these equations later.
We next consider the tensor equations, (71)-(72). The
components proportional to κˆ′ ∧ xˆi are trivial to O (ǫ).
The components proportional to κˆ ∧ κˆ′ are
∣∣∣~k∣∣∣∆κR − (k · κˆ)FR − 12 i∂κFR +ΣκLFR = O (ǫ2) (90)∣∣∣~k∣∣∣∆κL − (k · κˆ)FL − 12 i∂κFL +ΣκRFL = O (ǫ2) (91)
The Hermitian parts of these equations, together with
equations (79)-(80), give ∆κR = O
(
ǫ2
)
and the dispersion
relations for FL and FR:
(k · κˆ)FR − 1
2
{ΣκL, FR} = O
(
ǫ2
)
(92)
(k · κˆ)FL − 1
2
{ΣκR, FL} = O
(
ǫ2
)
(93)
The anti-Hermitian part simply replicates the O (ǫ)
kinetic equation obtained from the scalar equations.
The components along xˆ1 ∧ xˆ2 are trivially related to
those along κˆ ∧ κˆ′.
The components of equations (71)-(72) along κˆ∧xˆi are
P ij+
(∣∣∣~k∣∣∣∆jR − 12 i∂jFR +ΣjLFR + 12mF jT
)
= O
(
ǫ2
)
(94)
P ij−
(∣∣∣~k∣∣∣∆jL − 12 i∂jFL +ΣjRFL − 12m†F jT
)
= O
(
ǫ2
)
(95)
The Hermitian parts of equations (94)-(95) give ex-
pressions for ∆iL/R:
∣∣∣~k∣∣∣∆iR + 12ǫij∂jFR +
(
P ij+ Σ
j
LFR + FRP
ij
− Σ
j
L
)
+
1
2
(
mP ij+ F
j
T + P
ij
− F
j
Tm
†
)
= O
(
ǫ2
)
(96)
∣∣∣~k∣∣∣∆iL − 12ǫij∂jFL +
(
P ij− Σ
j
RFL + FLP
ij
+ Σ
j
R
)
−1
2
(
m†P ij− F
j
T + P
ij
+ F
j
Tm
)
= O
(
ǫ2
)
(97)
The anti-Hermitian parts are trivially related to the Her-
mitian parts.
In summary, the equations to O (ǫ) give the following
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expressions for the small components:
∆κL/R = O
(
ǫ2
)
∆iT = O
(
ǫ2
)
(98)
∆S =
1
2
∣∣∣~k∣∣∣
(
m†FR + FLm
†
)
+
P ij+
2
∣∣∣~k∣∣∣
(
i∂iF jT −
(
ΣiRF
j
T − F jTΣiL
))
(99)
∆T = − 1
2
∣∣∣~k∣∣∣
(
m†FR − FLm†
)
+
P ij+
2
∣∣∣~k∣∣∣
(
ΣiRF
j
T + F
j
TΣ
i
L
)
(100)
∆iL =
1
2
∣∣∣~k∣∣∣
(
m†P ij− F
j
T + P
ij
+ F
j
Tm
)
+
1∣∣∣~k∣∣∣
(
1
2
ǫij∂jFL −
(
P ij− Σ
j
RFL + FLP
ij
+ Σ
j
R
))
(101)
∆iR = −
1
2
∣∣∣~k∣∣∣
(
mP ij+ F
j
T + P
ij
− F
j
Tm
†
)
− 1∣∣∣~k∣∣∣
(
1
2
ǫij∂jFR +
(
P ij+ Σ
j
LFR + FRP
ij
− Σ
j
L
))
(102)
We also obtain dispersion relations for FT and FL/R,
given by equations (88)-(89) and (92)-(93).
D. Kinetic Equations for FL/R
We now construct equations for the evolution of FL
and FR, which encode the particle densities, to O
(
ǫ2
)
.
These equations are derived from the scalar components
of equation (52). To O
(
ǫ2
)
, the scalar equations are
k · (FR +∆R) + 1
2
i∂ · FR − Σ˜L · FR
+
1
2
i∂ ·∆R − ΣL ·∆R −m∆S
= −1
2
i
(
Π+L · F−R −Π−L · F+R
)
+
1
8
i
(
ΠL+T G
L−
T −ΠL−T GL+T
)
(103)
k · (FL +∆L) + 1
2
i∂ · FL − Σ˜R · FL
+
1
2
i∂ ·∆L − ΣR ·∆L −m†∆†S
= −1
2
i
(
Π+R · F−L −Π−R · F+L
)
+
1
8
i
(
ΠR+T G
R−
T −ΠR−T GR+T
)
(104)
where we have used the notation ΠTGT ≡ (ΠT )µν GµνT .
Taking the anti-Hermitian parts of these equations and
decomposing the four-vector quantities into components
gives
i∂κFR − i
2|~k|
{∂iΣiL, FR} −
(
Σ˜κLFR − FRΣ˜κ†L
)
−i∂i∆iR +
[
ΣiL,∆
i
R
] − (m∆S −∆†Sm†) = iCR (105)
i∂κFL − i
2|~k|
{∂iΣiR, FL} −
(
Σ˜κRFL − FLΣ˜κ†R
)
−i∂i∆iL +
[
ΣiR,∆
i
L
]− (m†∆†S −∆Sm) = iCL (106)
where
CR = −1
2
({
Πκ+L , G
−
R
}− {Πκ−L , G+R})+ CRT (107)
CL = −1
2
({
Πκ+R , G
−
L
}− {Πκ−R , G+L})+ CLT (108)
The quantities G± are defined in equation (50). The
terms CLT and C
R
T involve the tensor components of Π,
and are given by
CLT =
1
8
(
ΠR+T G
R−
T +G
L−
T Π
L+
T −ΠR−T GR+T −GL+T ΠL−T
)
(109)
CRT =
1
8
(
ΠL+T G
L−
T +G
R−
T Π
R+
T −ΠL−T GL+T −GR+T ΠR−T
)
(110)
Next, we break this expression down into components
along the basis vectors. Since G±T contains only compo-
nents proportional to κˆ ∧ xˆi, the contraction G±TµνΠµν∓T
will only have nonzero contributions from components of
Π∓T that are proportional to κˆ
′ ∧ xˆi. Thus, we can write
ΠL±T = Π
i±
T P
ij
+
(
κˆ′ ∧ xˆj) (111)
ΠR±T = Π
i±
T P
ij
−
(
κˆ′ ∧ xˆj) (112)
We now use G±T = ±FT , switch to the notation Φ ≡
1
2
(
F 1T + iF
2
T
)
and similarly define P±T ≡ 12
(
Π1T + iΠ
2
T
)±
.
With this notation, the terms appearing in equations
(107) and (108) are
CRT =
(
P+T + P
−
T
)†
Φ+ Φ†
(
P+T + P
−
T
)
(113)
CLT =
(
P+T + P
−
T
)
Φ† +Φ
(
P+T + P
−
T
)†
(114)
Next, we use equations (99) and (101)-(102) to express
the small components ∆S and ∆
i
L/R in terms of FL/R
and F iT . Equation (106) contains the following combina-
tion of small components: UL ≡ −i∂i∆iL +
[
ΣiR,∆
i
L
] −(
m†∆†S −∆Sm
)
, and equation (105) contains a similar
combination, which we denote UR. We separate this into
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parts that depend on FL/R and FT :
UL
[
FL/R
]
= −i∂i∆iL
[
FL/R
]
+
[
ΣiR,∆
i
L
[
FL/R
]]
−
(
m†∆†S
[
FL/R
]−∆S [FL/R]m)(115)
UL [FT ] = −i∂i∆iL [FT ] +
[
ΣiR,∆
i
L [FT ]
]
−
(
m†∆†S [FT ]−∆S [FT ]m
)
(116)
Using equations (99) and (101) gives
UL [FL] =
1
2
∣∣∣~k∣∣∣ i∂
i
{
ΣiR, FL
}−
1
2
∣∣∣~k∣∣∣
[
m†m− ǫij∂iΣjR +ΣiRΣiR − i
[
Σ1R,Σ
2
R
]
, FL
]
(117)
UL [FT ] =
1
2
∣∣∣~k∣∣∣
(
ΣiRm
†P ij− F
j
T − P ij+ F jTmΣiR
)
− 1
2
∣∣∣~k∣∣∣
(
m†ΣiLP
ij
− F
j
T − P ij+ F jTΣiLm
)
(118)
Similarly, we calculate UR [FR] and UR [FT ]:
UR [FR] =
1
2
∣∣∣~k∣∣∣ i∂
i
{
ΣiL, FR
}−
1
2
∣∣∣~k∣∣∣
[
mm† + ǫij∂iΣjL +Σ
i
LΣ
i
L + i
[
Σ1L,Σ
2
L
]
, FR
]
(119)
UR [FT ] = − 1
2
∣∣∣~k∣∣∣
(
ΣiLmP
ij
+ F
j
T − P ij− F jTm†ΣiL
)
+
1
2
∣∣∣~k∣∣∣
(
mΣiRP
ij
+ F
j
T − P ij− F jTΣiRm†
)
(120)
The equations for FL/R are coupled to F
i
T via the
UL/R [FT ] terms as well as terms contained in CL and
CR. Therefore, in addition to the kinetic equations for
FL/R, which are related to the usual neutrino density ma-
trices, we will need to derive the kinetic equations for F iT ,
which encode coherence between left-handed and right-
handed neutrinos. Note that the coupling of F iT to FL/R
vanishes in the limit of isotropy. This is as expected,
since in the isotropic limit, conservation of angular mo-
mentum prohibits the interconversion of left-handed and
right-handed states.
Using the notation Φ = 12
(
F 1T + iF
2
T
)
, we write the
kinetic equations for FL and FR as follows:
i∂κFR +
1
2
∣∣∣~k∣∣∣ i
{
ΣiL, ∂
iFR
}
+
1
2
i {∂µΣκL, ∂µkFR}
− [HL, FR] + UR [Φ] = iCR [FL, FR,Φ] (121)
i∂κFL +
1
2
∣∣∣~k∣∣∣
{
ΣiR, ∂
iFL
}
+
1
2
i {∂µΣκR, ∂µkFL}
− [HR, FL] + UL [Φ] = iCL [FL, FR,Φ] (122)
where the Hamiltonian-like operators are
HL = Σ
κ
L + δΣ
κ
L
+
1
2
∣∣∣~k∣∣∣
(
mm† + ǫij∂iΣjL + 4Σ
−
LΣ
+
L
)
(123)
HR = Σ
κ
R + δΣ
κ
R
+
1
2
∣∣∣~k∣∣∣
(
m†m− ǫij∂iΣjR + 4Σ+RΣ−R
)
(124)
and the couplings to the spin coherence density are
UR [Φ] =
1∣∣∣~k∣∣∣
((
mΣ−R − Σ−Lm
)
Φ + Φ†
(
m†Σ+L − Σ+Rm†
))
(125)
UL [Φ] =
− 1∣∣∣~k∣∣∣
((
m†Σ+L − Σ+Rm†
)
Φ† +Φ
(
mΣ−R − Σ−Lm
))
(126)
Here, Σ± ≡ 12
(
Σ1 ± iΣ2); while CL and CR correspond
to Boltzmann collision terms, as will be shown below.
These are given by equations (107)-(108) and (113)-(114).
E. Kinetic Equations for Spin Coherence
We see that the equations of motion for FL and FR,
which encode the density matrices for the particles, are
coupled to the spin coherence density Φ. We will see
below that this spin coherence can mediate oscillations
between particles of opposite helicity. We now derive
the equations of motion for Φ.
We begin with kinetic equations for FT , which can be
derived from the vector components of equation (52). To
O
(
ǫ2
)
, the vector equations are
(
k +
1
2
i∂
)
∆†S − ΣL∆†S −m (FL +∆L)
−
(
k +
1
2
i∂
)
· (FRT +∆RT )+ Σ˜L · (FRT +∆RT )
=
1
2
i
(
Π+L · FR−T −Π−L · FR+T
)
−1
2
i
(
Π+SF
−
L −Π−S F+L +ΠT+L · F−L −ΠT−L · F+L
)
(127)
(
k +
1
2
i∂
)
∆S − ΣR∆S −m† (FR +∆R)
+
(
k +
1
2
i∂
)
· (FLT +∆LT )− Σ˜R · (FLT +∆LT )
= −1
2
i
(
Π+R · FL−T −Π−R · FL+T
)
−1
2
i
(
Π†+S F
−
R −Π†−S F+R −ΠT+R · F−R +ΠT−R · F+R
)
(128)
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We take the Hermitian conjugate of the equation (127),
add to equation (128), and then choose the xˆi compo-
nents and act with P ij+ . This gives
i∂κP ij+ F
j
T −
(
Σ˜κRP
ij
+ F
j
T − P ij+ F jT Σ˜†κL
)
− i
2|~k|
(
∂nΣnR P
ij
+ F
j
T + P
ij
+ F
j
T ∂
nΣnL
)
+
i
2|~k|
P ij+
(
∂jΣnR P
nm
+ F
m
T + P
nm
+ F
m
T ∂
jΣnL
)
+P ij+
((
m†∆jR +∆
j
Lm
†
)
+
(
ΣjR∆S +∆SΣ
j
L
))
+P ij+
(
i∂j∆T −
(
ΣjR∆T −∆TΣjL
))
= iCiT (129)
where
CiT =
1
2
(
Π+κR P
ij
+ F
j
T + P
ij
+ F
j
TΠ
+κ
L
)
+
1
2
(
Π−κR P
ij
+ F
j
T + P
ij
+ F
j
TΠ
−κ
L
)
−P ij+
(
Πj+T G
−
R +G
−
LΠ
j+
T −Πj−T G+R −G+LΠj−T
)
(130)
Writing this in terms of the complex matrix Φ, defined
above:
i∂κΦ−
(
Σ˜κRΦ− ΦΣ˜†κL
)
+ i∂+∆T −
(
Σ+R∆T −∆TΣ+L
)
− i
2|~k|
(
∂iΣiR Φ + Φ ∂
iΣiL
)
+
i
|~k|
(
∂+Σ−R Φ+ Φ ∂
+Σ−L
)
+
(
m†∆+R +∆
+
Lm
†
)
+
(
Σ+R∆S +∆SΣ
+
L
)
= iCΦ (131)
where, using P±T =
1
2
(
Π1T + iΠ
2
T
)±
,
CΦ =
1
2
((
Π+κR +Π
−κ
R
)
Φ + Φ
(
Π+κL +Π
−κ
L
))
−P+T G−R −G−LP+T + P−T G+R +G+LP−T (132)
We separate the combination of small components in
equation (129) into a part dependent on Φ and one de-
pendent on FL/R:
V [Φ] + V
[
FL/R
]
= i∂+∆T −
(
Σ+R∆T −∆TΣ+L
)
+
(
m†∆+R +∆
+
Lm
†
)
+
(
Σ+R∆S +∆SΣ
+
L
)
(133)
Using equations (99)-(102) for the small components,
we obtain
V [Φ] =
1
2
∣∣∣~k∣∣∣ i∂
i
(
ΣiRΦ+ ΦΣ
i
L
)
− 1
2
∣∣∣~k∣∣∣
(
m†m+ 2i∂−Σ+R + 4Σ
+
RΣ
−
R
)
Φ
+
1
2
∣∣∣~k∣∣∣Φ
(
mm† − 2i∂−Σ+L + 4Σ−LΣ+L
)
(134)
V
[
FL/R
]
= − 1∣∣∣~k∣∣∣
(
m†Σ+LFR − FLm†Σ+L
)
+
1∣∣∣~k∣∣∣
(
Σ+Rm
†FR − FLΣ+Rm†
)
(135)
We arrange the kinetic equation for Φ as follows:
i∂κΦ+
1
2
∣∣∣~k∣∣∣ i
(
ΣiR ∂
iΦ+ ∂iΦΣiL
)
+
1
2
i (∂µΣ
κ
R∂
µ
kΦ + ∂
µ
kΦ∂µΣ
κ
L)
− (HΦΦ− ΦH¯Φ)+ V [FL/R] = iCΦ (136)
where V
[
FL/R
]
is given by equation (135), and the op-
erators Hφ and H¯φ are given by
HΦ = HR (137)
H¯Φ = HL . (138)
F. The Majorana Conditions and Dispersion
Relation
We now extract the kinetic equations for particle and
antiparticle density matrices. These equations can be
obtained by integrating the equations of motion for FL
and FR over positive or negative energies.
For Majorana neutrinos, the equations of motion for
FL and FR must be redundant; that is, the positive-
energy component of FL contains the same information
as the negative-energy component of FR. Specifically,
FL (k) = F
T
R (−k) and Φ (k) = ΦT (−k). The redun-
dancy of the equations of motion requires
m = mT
ΣR = −ΣTL ≡ Σ (139)
The condition m = mT follows from the form of the
Majorana mass term. When we calculate the matter po-
tential and the gain-loss potentials below, we will see
that the other conditions are also satisfied. This follows
simply from the fact that the potentials Σ and Π are
functionals of the two-point function, and the Majorana
constraints on the form of the two-point function lead to
the appropriate constraints on Σ and Π.
In addition to imposing the Majorana constraints, we
must solve the dispersion relations for FL, FR and FT ,
given by equations (92)-(93) and (88)-(89), to O (ǫ). We
solve equation (92), by transforming to the basis in flavor
space that diagonalizes ΣκL. In this basis, FR satisfies
equation (92) if it has the form
FR =

 δ (1, 1) g11R δ (1, 2) g12R ...δ (2, 1) g21R δ (2, 2) g22R ...
... ... ...

 (140)
Here, δ (I, J) is an expression containing a delta function
that enforces the condition k · κˆ− 12
(
ΣIL +Σ
J
L
)
= O
(
ǫ2
)
,
where ΣIL is the Ith eigenvalue of Σ
κ
L. We wish
to write this as 2πδ
(
k2 +O (ǫ)
) ∣∣∣~k∣∣∣, to match the
O (1) expression FL = 2πδ
(
k2
) ∣∣∣~k∣∣∣ g (k). There-
fore, the appropriate form of the delta function is
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δ (I, J) = 2πδ
(
k2 −
∣∣∣~k∣∣∣ (ΣIL +ΣJL)+O (ǫ2)) ∣∣∣~k∣∣∣.
Using flavor projection operators PI , where P1 =
 1 0 ...0 0 ...
... ... ...

, P2 =

 0 0 ...0 1 ...
... ... ...

, etc, we can write
FR =
∑
IJ
2πδ
(
k2 −
∣∣∣~k∣∣∣ (ΣIL +ΣJL)) ∣∣∣~k∣∣∣PIgRPJ (141)
We can now transform to an arbitrary basis (such as
the flavor basis) by using the unitary matrix UL, which
transforms from the desired basis to one in which ΣκL is
diagonal, and use equation (40) to express FR in terms
of f and f¯ . The result is
FR = 2π
∣∣∣~k∣∣∣∑
IJ
δ
(
k2 −
∣∣∣~k∣∣∣ (ΣIL +ΣJL))(U †LPIUL)×(
1
2
− θ (k0) f¯T (~k)− θ (−k0) fT (−~k))(U †LPJUL)(142)
Similarly,
FL = 2π
∣∣∣~k∣∣∣∑
IJ
δ
(
k2 −
∣∣∣~k∣∣∣ (ΣIR +ΣJR))(U †RPIUR)×(
1
2
− θ (k0) f (~k)− θ (−k0) f¯ (−~k))(U †RPJUR)(143)
where the density matrices f and f¯ are expressed in the
original flavor basis. For spin coherence, the dispersion
relation is given by equations (88)-(89). In terms of the
quantity Φ, these equations give
(k · κˆ)Φ− 1
2
(ΣκRΦ + ΦΣ
κ
L) = O
(
ǫ2
)
. (144)
Note that Φ satisfies the dispersion relation if it has the
form
Φ = −2π
∣∣∣~k∣∣∣∑
IJ
δ
(
k2 −
∣∣∣~k∣∣∣ (ΣIR +ΣJL))(U †RPIUR)
×
(
θ
(
k0
)
φ
(
~k
)
+ θ
(−k0)φT (−~k))(U †LPJUL)(145)
G. Equations of Motion for Density Matrices and
Spin Coherence Densities
We can now find the equations of motion for the den-
sity matrices of Majorana neutrinos. These equations can
be obtained by integrating the equation of motion for FL,
equation (122), over positive energies, and similarly inte-
grating equation (121) for FR over positive energies and
taking the transpose. We also integrate equation (136)
over positive energies to obtain the equations of motion
for the spin coherence density. Due to the Majorana na-
ture of the fermions, these equations are redundant with
those obtained by integrating over negative energies; the
redundancy is satisfied if the Majorana conditions on the
mass and the matter potentials, equation (139), hold.
Performing the integration and imposing the Majorana
conditions gives
i∂κf (1) +
1
2
∣∣∣~k∣∣∣ i
{
Σi, ∂if
}− 1
2
i
{
∂Σκ
∂~x
,
∂f
∂~k
}
− [H, f ](1) + U [φ] = iC [f, f¯ , φ] (146)
i∂κf¯ (1) − 1
2
∣∣∣~k∣∣∣ i
{
Σi, ∂if¯
}
+
1
2
i
{
∂Σκ
∂~x
,
∂f¯
∂~k
}
− [H¯, f¯](1) + U¯ [φ] = iC¯ [f, f¯ , φ] (147)
i∂κφ(1) +
1
2
∣∣∣~k∣∣∣ i
(
Σi ∂iφ− ∂iφΣiT )
−1
2
i
(
∂Σκ
∂~x
· ∂φ
∂~k
− ∂φ
∂~k
· ∂Σ
κT
∂~x
)
− (HΦφ− φH¯Φ)(1) + V [f, f¯] = iCφ [φ, f, f¯] (148)
Since ΣL and ΣR are related by the Majorana condi-
tion, we use the notation Σ ≡ ΣR = −ΣTL. The terms
immediately following the first derivative term, i.e., those
involving anticommutators and derivatives of the matter
potential, give trajectory deviation and a shift in energy
of the particles in response to a changing matter poten-
tial.
The Hamiltonian operators for neutrinos and anti-
neutrinos, H and H¯ , are:
H = Σκ + δΣκ
+
1
2
∣∣∣~k∣∣∣
(
m†m− ǫij∂iΣj +ΣiΣi − i [Σ1,Σ2]) (149)
H¯ = Σκ + δΣκ
− 1
2
∣∣∣~k∣∣∣
(
m†m− ǫij∂iΣj +ΣiΣi − i [Σ1,Σ2]) (150)
The terms coupling the kinetic equations to the spin
coherence are:
U =
1∣∣∣~k∣∣∣
(
Σ+m⋆φ† − φmΣ−)
+
1∣∣∣~k∣∣∣
(
m⋆Σ+Tφ† − φΣ−Tm) (151)
U¯ = − 1∣∣∣~k∣∣∣
(
Σ+m⋆φ⋆ − φTmΣ−)
− 1∣∣∣~k∣∣∣
(
m⋆Σ+Tφ⋆ − φTΣ−Tm) (152)
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The collision terms on the right-hand side are
C =
1
2
({
Π˜κ+R , f
}
−
{
Π˜κ−R , 1− f
})
+
(
P˜+T + P˜
−
T
)
φ† + φ
(
P˜+T + P˜
−
T
)†
(153)
C¯ =
1
2
({[
Π˜κ+L
]T
, f¯
}
−
{[
Π˜κ−L
]T
, 1− f¯
})
+
(
P˜+T + P˜
−
T
)T
φ⋆ + φT
(
P˜+T + P˜
−
T
)⋆
(154)
Cφ =
1
2
[(
Π˜κ+R + Π˜
κ−
R
)
φ+ φ
(
Π˜κ+L + Π˜
κ−
L
)]
+f P˜+T − (1− f)P˜−T + P˜+T f¯T − P˜−T
(
1− f¯T ) (155)
where
Π˜κ±L,R
(
~k
)
=
∫ ∞
0
dk0 Πκ±L,R (k) δ(k
0 − |~k|)
P˜±T
(
~k
)
=
∫ ∞
0
dk0 P±T (k) δ(k
0 − |~k|)
The first two terms in C and C¯ correspond to the gain-
loss terms in the Boltzmann equation, including Fermi
blocking. The remainder represent coupling to the spin
coherence φ via collisional processes.
The superscript “ (1)” we take to indicate terms that
include corrections stemming from a shift in the disper-
sion relation, up to O
(
ǫ2
)
. Specifically,
f (1) =
∫ ∞
0
dk0
2π
(−2FL) =
f −
∑
IJ
ΣI +ΣJ
2
∣∣∣~k∣∣∣
(
U †PIU
)
f
(
U †PJU
)
(156)
f¯ (1) =
∫ ∞
0
dk0
2π
(−2FR)T =
f¯ +
∑
IJ
ΣI +ΣJ
2
∣∣∣~k∣∣∣
(
U †PJU
)
f¯
(
U †PIU
)
(157)
and
[H, f ]
(1)
=
[
H (ǫ) , f (1)
]
+
[
H
(
ǫ2
)
, f
]
(158)
where H (ǫ) and H
(
ǫ2
)
are the O (ǫ) and O
(
ǫ2
)
contri-
butions to H .
The quantities appearing in the equation of motion for
spin coherence are Hamiltonian-like quantities acting on
φ itself
HΦ = H (159)
H¯Φ = −H¯T (160)
as well as a term coupling φ to f and f¯ :
V
[
f, f¯
]
=
1∣∣∣~k∣∣∣
(
m⋆Σ+T f¯T − fm⋆Σ+T )
+
1∣∣∣~k∣∣∣
(
Σ+m⋆f¯T − fΣ+m⋆) . (161)
The quantity φ(1) incorporates corrections due to the
dispersion relation:
φ(1) = φ−
∑
IJ
ΣI − ΣJ
2
∣∣∣~k∣∣∣
(
U †PIU
)
φ
(
UTPJU
⋆
)
(162)
H. 2Nf × 2Nf Notation
Equations (146)-(148), the quantum kinetic equations,
can be written more compactly as follows:
iD [F ]− [H,F ] = iC [F ] (163)
Here, for 3 neutrino flavors, F andH are 6×6 matrices
having the following block structure:
F ≡
(
f φ
φ† f¯T
)
H ≡
(
H Hνν¯
H†νν¯ −H¯T
)
(164)
The quantities H and H¯ are the neutrino and anti-
neutrino Hamiltonians, given by equations (149) and
(150), while Hνν¯ is given by
Hνν¯ = − 1∣∣∣~k∣∣∣
(
Σ+m⋆ +m⋆Σ+T
)
(165)
The derivative term is
iD [F ] = i∂κF (1) + i
2
∣∣∣~k∣∣∣
{(
Σi 0
0 −ΣiT
)
, ∂iF
}
−1
2
i
{
∂
∂~x
(
Σκ 0
0 −ΣκT
)
,
∂F
∂~k
}
(166)
and the collision term is
C =
(
C Cφ
C†φ C¯
T
)
(167)
where C, C¯ and Cφ are given by equations (153), (154)
and (155).
VI. NEUTRINO INTERACTIONS WITH
MATTER
In this section, we compute the matter potential Σ for
neutrinos. We also show how the gain-loss potentials Π±
are calculated, and explicitly compute some of the terms
in Π± to show that these quantities can be identified with
the gain-loss terms in the Boltzmann equation.
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FIG. 1: Feynman graphs for neutral and charged current one-
loop contributions to neutrino self-energy.
A. Matter Potential
The matter potential corresponds to the local piece
of the neutrino self-energy, as given by Equation (25).
Since, in the low-energy limit, the W and Z boson prop-
agators are local (proportional to δ (x− y)), to leading
order the matter potential is given by the one-loop dia-
grams shown in Figure 1. We note that in general, the
leading-order form of the weak boson propagator receives
small corrections, which may be physically important in
some environments [71–76]. For simplicity, we do not
include these corrections here; however, incorporating
them would be relatively straightforward.
Note that the one-loop diagrams involving only
neutrino propagators include all corrections to the neu-
trino two-point function, since the neutrino two-point
function is treated as a dynamical quantity. As a
consequence, the diagrams already include all ”bubble”
diagrams with bubbles branching off an internal neu-
trino line. However, since we are not treating charged
leptons as dynamical, there are additional contributions
corresponding to corrections to the charged lepton
two-point function. Examples of such contribution are
given in Figure 2. Diagrams such as this generate a
neutrino magnetic moment, thus giving neutrinos a
small effective interaction with the electromagnetic field.
These diagrams also give a small effective mass splitting
between muon and tau neutrinos, due to the different
mass of the virtual charged lepton on the internal lines.
Since the sub-diagram involves the electromagnetic,
rather than the weak interaction, even higher-order
diagrams like this can give a larger contribution to Σ
than two-loop diagrams involving only the weak inter-
action. Nevertheless, for simplicity, we will not include
such diagrams here, and simply use the leading-order
expressions for the charged lepton two-point function.
However, it should be kept in mind that the charged
lepton corrections, though small, nevertheless may prove
important in neutrino flavor evolution in supernovae, as
demonstrated in Ref.s [71, 77, 78].
Having made these simplifications, we compute the
first diagram in Fig. 1. Note that this diagram can-
e
W
e
W
=
+
W
e
e
e
+ . . .+
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e
FIG. 2: Examples of diagrams that incorporate corrections
to the charged lepton two-point function. For simplicity, we
neglect all but the leading-order diagram in this section.
e
W
e
W
FIG. 3: Contributions to the charged current one-loop dia-
gram
not involve an arrow-clashing charged lepton propagator
(involving either an odd number of mass insertions, or
any kind of charged lepton spin coherence) because the
arrow-clashing propagator always connects the charged
lepton field to its Dirac counterpart, which does not in-
teract via the charged current interaction. Therefore, the
only contributions to Σ from this diagram are those given
in Fig. 3.
In position space, these diagrams give
ΣW,eIJ,αα˙ (x, y) =
iδ4 (x− y)
(
−i2
√
2GF
)
σµ
αβ˙
Ge,β˙βIJ (x, y)σµβα˙ (168)
ΣW,e,α˙αIJ (x, y) =
iδ4 (x− y)
(
−i2
√
2GF
)
σ¯µα˙βGe
IJ,ββ˙
(x, y) σ¯µβ˙α (169)
The superscript W indicates that this is the contribu-
tion to the matter potential stemming from the charged
current interaction.
Upon Wigner transformation, this is
ΣW,eIJ,αα˙ (x) = 2
√
2GF
∫
d4q
(2π)
4σ
µ
αβ˙
F e,β˙βIJ (x, q)σµ,βα˙(170)
ΣW,e,α˙αIJ (x) = 2
√
2GF
∫
d4q
(2π)
4 σ¯
µ,α˙βF e
IJ,ββ˙
(x, q) σ¯β˙αµ (171)
In the flavor basis, neglecting corrections from interac-
tions with the plasma, the statistical function for charged
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fermions is
F e,α˙αIJ (x, q) =
2π
∑
K
δ
(
q2 −m2K
)
q · σ¯α˙α (PK)JI ×(
1
2
− θ (q0) feR,K (x, ~q)− θ (−q0) f¯eL,K (x,−~q)
)
(172)
F eIJ,αα˙ (x, q) =
2π
∑
K
δ
(
q2 −m2K
)
q · σαα˙ (PK)IJ ×(
1
2
− θ (q0) feL,K (x, ~q)− θ (−q0) f¯eR,K (x,−~q)
)
(173)
Here, the flavor index K denotes electrons, muons and
tauons. mK is the charged lepton mass corresponding to
flavor K, (PK)IJ are flavor projection matrices, f
e
L,K is
the density of left-handed charged leptons of flavor K,
and f¯eR,K is the density of right-handed charged anti-
leptons of flavor K. Note that this expression assumes
that there is no coherence between charged leptons of
different flavor. This assumption is motivated by two ar-
guments. First, mass-squared splittings between charged
leptons are large, so at low energies, flavor coherence
would be difficult to generate. Second, charged leptons
interact much more strongly than neutrinos. Scattering
is expected to cause decoherence, so that even if charged
lepton flavor coherence could be generated, it would be
quickly destroyed by interactions.
In supernovae, and in certain epochs in the early Uni-
verse, the temperature is too low for a substantial number
of muons or tauons to be present in the plasma. In this
case, we can set fK , f¯K ≈ 0 for K 6= 1.
Performing the integrals in equations (170)-(171) over
q0 and using the definition of ΣL/R in equation (51) gives
ΣW,eL (x) =
−4
√
2GF
∑
K
PTK
∫
d˜qK q
µ
K
(
feL,K (x, ~q)− f¯eR,K (x, ~q)
)
= −4
√
2GF
∑
K
PTKJ
µ
L,K (x)(174)
ΣW,eR (x) =
4
√
2GF
∑
K
PK
∫
d˜qK q
µ
K
(
feL,K (x, ~q)− f¯eR,K (x, ~q)
)
= 4
√
2GF
∑
K
PKJ
µ
L,K (x)(175)
Here, d˜qK ≡ d
3~q
(2π)32Eq,K
and qµK = (Eq,K , ~q), with
Eq,K =
√
~q2 +m2K . J
µ
L,K is the current associated with
left-handed charged leptons of flavor K.
The second diagram in Fig. 1 has a similar structure,
and gives the following contribution to Σ:
ΣνL (x) = −2
√
2GF
(
Jµ(ν) (x)
)T
ΣνR (x) = 2
√
2GFJ
µ
(ν) (x) (176)
where Jµ(ν) (x) is the neutrino current, given by
Jµ(ν) (x) =
∫
d˜q qµ
(
f (x, ~q)− f¯ (x, ~q)) (177)
For neutrinos, we also obtain contributions to Σ βα and
Σα˙
β˙
by including the arrow-clashing propagator in the
loop. These components of Σ can in general have a tensor
component and a scalar component. However, the ten-
sor component is proportional to σ¯µSρσL σµ or σ
µSρσR σ¯µ,
which vanishes in four spacetime dimensions, so there
is no tensor contribution to Σ. The scalar component,
on the other hand, is proportional to the scalar com-
ponent of the neutrino two-point function, which is an
O (ǫ) quantity. Consequently, the scalar component of Σ
is O
(
ǫ2
)
. Since this appears in the kinetic equations as
a correction to the mass, and the mass always enters as
a part of an O
(
ǫ2
)
term, the shift in the mass due to the
scalar component of Σ produces an O
(
ǫ3
)
term, which
can be neglected.
Note that the neutrino current contains an O (ǫ) cor-
rection due to a shift in the dispersion relation. Another
correction comes from the O (ǫ) contribution to F from
the small components ∆L/R. These corrections result in
an O
(
ǫ2
)
shift in ΣL/R, which is denoted in the quan-
tum kinetic equations as δΣL/R. Thus, we define Σ as
the quantity that is calculated by using the massless, free-
field, O (1) expression for the current, while δΣ contains
the O (ǫ) corrections from the masses and interactions.
Similarly, we calculate the two lower diagrams in Fig.
1 to obtain the following contributions to ΣµR:
4
√
2GF1×∑
K
((
sin2 θW − 1
2
)
JµL,K + sin
2 θWJ
µ
R,K
)
(178)
and
2
√
2GF
(
tr Jµ(ν)
)
1 σµαβ˙ (179)
and similarly for the σ¯ component of Σ. Here, 1 is the
flavor unit matrix, and the trace is over flavor. The com-
plete expression for the matter potential Σ to O (ǫ) is,
therefore,
ΣµR = Σ
(e)µ
R +Σ
(ν)µ
R = 4
√
2GF
∑
K
×
((
PK + 1
(
sin2 θW − 1
2
))
JµL,K + 1 sin
2 θWJR,K
)
+2
√
2GF
(
Jµ(ν) + 1
(
tr Jµ(ν)
))
(180)
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FIG. 4: Feynman graphs showing two-loop contributions to
neutrino self-energy.
B. Collision Terms
In this section, we consider the quantities Π± that ap-
pear on the right-hand side of the quantum kinetic equa-
tions. We will see that these terms have the gain-loss
structure of a Boltzmann collision term. We will refer to
them as the gain-loss potentials.
Π± are linear combinations of Πρ and ΠF given by
equation (50). In position space, Πρ and ΠF are nonlocal
components of the self-energy. In our model, all nonlocal
contributions correspond to two-loop (or higher-order)
diagrams involving the exchange of at least two W or Z
bosons. To two-loop order, the diagrams that contribute
to Πρ,F are shown in Figure 4.
These diagrams give a large number of terms corre-
sponding to various scattering processes, which must all
be included in a complete treatment of inelastic scatter-
ing of neutrinos off charged leptons and other neutrinos.
Since we do not present numerical computations of neu-
trino scattering in this paper, we will not calculate ev-
ery term in detail. We will show that the Π± produce
Boltzmann-like gain-loss terms and for the purpose of il-
lustration we will compute only one of the terms in detail.
A calculation of the full collision term will be presented
in upcoming work.
1. Example: νν scattering neglecting spin coherence
As an illustration, we consider inelastic processes in-
volving only neutrinos and anti-neutrinos, ignoring the
presence of electrons and other particles in the thermal
bath. This means we consider only the contribution from
the upper-right and lower-right diagrams in Fig. 4, which
Z Z Z Z
Z Z Z Z
FIG. 5: Contributions to Πα˙α corresponding to the upper-
right diagram in Fig. 4
involve only neutrino lines. First, consider the upper-
right diagram: placing arrows on the fermion lines pro-
duces 16 arrangements that contribute to this diagram.
There are four possible combinations of external arrow
directions, which pick out the particular component of
Π± that is being calculated. For each combination of ex-
ternal arrows, there are four possible combinations of in-
ternal arrow directions, which determine the components
of G that the given contribution to Π± depends on. For
example, the contributions to Πα˙α from this diagram are
given in Figure 5; there are similar contributions to Παα˙,
Π βα and Π
α˙
β˙
, which correspond to different directions for
the external arrows.
All diagrams in Fig. 5 except the upper-left include
two factors of arrow-clashing two-point functions for neu-
trinos. The arrow-clashing two-point functions contain
a scalar and a tensor component; the scalar component
is O (ǫ), while the tensor component can in general be
O (1) if there is spin coherence. The O (ǫ) terms can be
dropped, since the two-loop diagrams are already O
(
ǫ2
)
.
Then, if spin coherence is present, so that φ = O (1),
all four diagrams contribute. However, in the absence of
spin coherence, only the first diagram is O
(
ǫ2
)
; the re-
maining three are O
(
ǫ4
)
and can be dropped. Moreover,
any contribution to Π βα or Π
α˙
β˙
must contain at least one
arrow-clashing internal line, and therefore these quanti-
ties are at least O
(
ǫ3
)
and can be dropped in the absence
of spin coherence.
For the sake of brevity, here we consider only terms
that do not depend on spin coherence. The procedure
for calculating the other terms will be similar.
In position space, in terms of two-point functions, the
upper-left diagram in Fig. 5 gives
Πα˙α (x, y) = −2 δ4 (x− w) δ4 (z − y)G2F ×
σ¯µα˙βG
(ν)
ββ˙
(x, z) σ¯νβ˙γG
(ν)
γγ˙ (z, w) σ¯
γ˙δ
µ G
(ν)
δδ˙
(w, y) σ¯δ˙αν (181)
To proceed further, first, we calculate the appropriate
combinations of spectral and statistical components, Π+
and Π−, defined by Equation (50). When performing this
calculation we do not need to keep track of the details of
the spin and flavor structure of two-point function prod-
ucts, since the decomposition into spectral and statistical
components is the same regardless of these details. As a
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result, we can write, symbolically,
Π (x, y) ∼ G1 (x, y)G2 (y, x)G3 (x, y) (182)
This notation simply indicates that Π is composed of
three distinct two-point functions, which are then con-
tracted in some way and multiplied by the appropriate
couplings and electroweak boson propagators. Note that
the delta functions in equation (181) allow us to write all
two-point functions as functions of only x and y.
We can write G (x, y) = θ
(
x0 − y0)G+ (x, y) −
θ
(
y0 − x0)G− (x, y), and similarly Π (x, y) =
θ
(
x0 − y0)Π+ (x, y) − θ (y0 − x0)Π− (x, y). Then,
setting x0 > y0, we obtain
Π+ (x, y) ∼ −G+1 (x, y)G−2 (y, x)G+3 (x, y) (183)
Similarly, for x0 < y0, we obtain
Π− (x, y) ∼ −G−1 (x, y)G+2 (y, x)G−3 (x, y) (184)
Next, we Wigner transform equation (181), and use equa-
tions (183)-(184) to obtain Π±. This gives the following
expression:
Π± (k) =
∫ 3∏
i=1
d4qi
(2π)
4 (2π)
4
δ4 (k − q1 − q2 − q3)
2G2F σ¯
µG± (q1) σ¯
νG∓ (−q2) σ¯µG± (q3) σ¯ν (185)
The dependence of Π± and the two-point functions on
the position x is implied. We can change −q2 → q2 to
obtain
Π± (k) =
∫ 3∏
i=1
d4qi
(2π)
4 (2π)
4
δ4 (k + q2 − q1 − q3)
2G2F σ¯
µG± (q1) σ¯
νG∓ (q2) σ¯µG
± (q3) σ¯ν (186)
Every two-point function G± contains a positive- and a
negative-energy piece, and is proportional to an on-shell
delta function, which to leading order is 2πδ
(
q2i
)
. This,
together with the overall momentum-conserving delta
function, implies that the only terms giving a nonzero
contribution to the integral are those where all four
of
(
k0, q0i
)
are positive (corresponding to the neutrino-
neutrino scattering process), those where all four are neg-
ative (corresponding to antineutrino-antineutrino scat-
tering), and those where two are positive and two are
negative (describing neutrino-antineutrino scattering).
We consider the term in which all energies are posi-
tive, which describes neutrino-neutrino scattering. Using
G± = − 12 iρ ± F , using the O (1) expressions for F and
ρ given by equations (39)-(40), (44)-(45) and (46)-(47),
and omitting spin coherence, we obtain
Π+,α˙α (k) =
∫ 3∏
i=1
d˜qi (2π)
4
δ4 (k + q2 − q1 − q3)
2G2F (σ¯
µσρσ¯
νσσσ¯µστ σ¯ν)
α˙α
qρ1q
σ
2 q
τ
3 ×
(1− f (~q1)) f (~q2) (1− f (~q3))
= −16G2F
∫ 3∏
i=1
d˜qi (2π)
4
δ4 (k + q2 − q1 − q3)
(
q2 · σ¯α˙α
)
(q1 · q3) (1− f (~q1)) f (~q2) (1− f (~q3))(187)
Similarly, the contribution to Π− is:
Π−,α˙α (k) =
−16G2F
∫ 3∏
i=1
d˜qi (2π)
4
δ4 (k + q2 − q1 − q3)
(
q2 · σ¯α˙α
)
(q1 · q3) f (~q1) (1− f (~q2)) f (~q3) (188)
Since we have chosen the term for which k0 is positive,
this expression enters into the collision term for neutri-
nos. The corresponding contribution to the collision term
in Equation (153) is
8G2F
1∣∣~k∣∣
∫ 3∏
i=1
d˜qi (2π)
4
δ4 (k + q2 − q1 − q3)×
(k · q2) (q1 · q3)×
({1− f, f1 (1− f2) f3} − {f, (1− f1) f2 (1− f3)})(189)
where f = f(~k) and fi = f (~qi).
To obtain the complete piece of the collision term that
describes neutrino-neutrino scattering, we also need to
include the lower-right diagram in Fig. 4. We also intro-
duce s ≡ (k + q2)2 = (q1 + q3)2. For the approximately
massless neutrinos, s ≈ 2k · q2 = 2q1 · q3. The collision
term for neutrino-neutrino scattering is then given by
Cνν↔νν =
2G2F∣∣~k∣∣
∫ ∏
i
d˜qiδ
4 (k + q2 − q1 − q3) s2
{1− f, f1 [trF ((1− f2) f3) + (1− f2) f3]}
− {f, (1− f1) [trF (f2 (1− f3)) + f2 (1− f3)]} (190)
This contribution to the collision term clearly has the
gain-loss structure of the Boltzmann equation with Fermi
blocking, describing νν ↔ νν scattering. However, un-
like in the Boltzmann equation, the densities f are fla-
vor matrices, and the collision term has nontrivial flavor
structure.
We can make the connection to the usual Boltzmann
term by considering a case in which there is no coherence
between neutrino flavors, so that the density matrices f
are all diagonal in the same basis. Then, the anticom-
mutators become products of the diagonal terms, which
are just the neutrino densities, and the collision term for
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flavor I reduces to the Boltzmann form:
CIνν↔νν =
4G2F∣∣~k∣∣
∫ ∏
i
d˜qiδ
4 (k + q2 − q1 − q3) s2 ×
{(
1− f I) f I1
[
2
(
1− f I2
)
f I3 +
∑
J 6=I
(
1− fJ2
)
fJ3
]
−f I (1− f I1 )
[
2f I2
(
1− f I3
)
+
∑
J 6=I
fJ2
(
1− fJ3
) ]}
(191)
This corresponds to the usual Boltzmann term describing
scattering of neutrinos off each other, with one incoming
and outgoing neutrino described by f ↔ f1 and the other
by f2 ↔ f3. In the above expression, repeated indices are
not summed over unless the sum is explicitly indicated.
From the above formula we see that the total scattering
rate for νIνI is twice that for νIνJ with J 6= I, consistent
with the discussion in Ref. [79] .
2. Generalizations
So far, we have only considered diagrams for neutrino-
neutrino scattering, and assumed that the spin coherence
is zero. When all processes are included, we obtain colli-
sion terms that have the following structure:
C = Cνν↔νν + Cνν¯↔νν¯ +
+Cνe↔νe + Cνe¯↔νe¯ + Cνν¯↔ee¯ + C
′
[
f, f¯ , φ
]
(192)
where C′ is a set of additional terms dependent on spin
coherence, which are zero when φ = 0. These can be
calculated in the same way as the rest of the collision
terms, but with different arrangements of two-component
spinor arrows within the Feynman diagrams. The other
collision terms, C¯ and Cφ, have a similar structure.
VII. PROPERTIES OF THE QUANTUM
KINETIC EQUATIONS
We now examine the quantum kinetic equations, equa-
tions (146)-(148) (summarized in equation 163), and con-
sider some of their properties. In the previous section,
we have seen that the right-hand sides of equations (146)-
(148) correspond to the Boltzmann collision terms, with
some additional flavor structure and dependence on co-
herence. We now show that the quantum kinetic equa-
tions replicate the usual equations for coherent flavor evo-
lution in the low-density limit. We also discuss the spin
coherence terms, and show that these terms can poten-
tially lead to coherent transformation between neutrino
and anti-neutrino states.
A. Low-Density Limit
The low-density limit is realized in certain situations
in nature, for example, in the supernova envelope, or in
the early Universe after weak decoupling. In this limit,
we neglect the collision term, since this is proportional
to G2F , but retain the matter potential, which is propor-
tional to GF . Furthermore, we assume that the matter
potential Σ is much smaller than the vacuum mass m,
but comparable to m
2
E . With these assumptions we can
demote Σ from O (ǫ) to O
(
ǫ2
)
, and drop higher-order
terms involving mΣ, ∂Σ and Σ2.
In this regime, the quantum kinetic equations become
i∂κf −

Σκ + m⋆m
2
∣∣∣~k∣∣∣ , f

 = 0 (193)
i∂κf¯ −

Σκ − m⋆m
2
∣∣∣~k∣∣∣ , f¯

 = 0 (194)
In the low-density limit, or in the isotropic limit, the
spin coherence density φ is decoupled from the equations
for f and f¯ . Therefore, in the low-density limit, there
is no need to solve equation (148) for the spin coherence
density.
Equations (193) and (194) are equivalent to the usual
equations for coherent flavor evolution, for example those
described in Ref.s [22, 42, 46, 50, 53, 60, 71, 72, 80–100].
The equations describe phenomena such as coherent os-
cillations, the Mikheyev-Smirnov-Wolfenstein (MSW) ef-
fect [101, 102], and collective flavor transformation due
to the neutrino self-coupling terms present in Σ. These
phenomena are described in detail in Ref. [49].
B. Spin Coherence
A feature that appears at high densities and in the
presence of anisotropy in the neutrino field is the coupling
of the quantum kinetic equations for f and f¯ to a new
dynamical quantity, the spin coherence density φ. We
now examine the possible consequences of this coupling.
It is clear from the form of equation (163) that φ rep-
resents coherence between neutrinos and anti-neutrinos,
and the Hνν¯ term gives mixing between neutrino and
anti-neutrino states. The effects of spin coherence con-
serve the total number of neutrinos plus antineutrinos for
each momentum, but not the two separately. This can
be seen by taking the trace of equation (163) to obtain
trD [F ] = tr C [F ] (195)
Since trF
(
~k
)
= trf
(
~k
)
+ trf¯
(
~k
)
, trF
(
~k
)
cor-
responds to the total density of neutrinos plus anti-
neutrinos of momentum ~k. The derivative combination
trD [F ] can be interpreted as simply a derivative of the
neutrino plus antineutrino density along a light-like world
line, which deviates slightly from the world line of an
actual neutrino due to an index of refraction from the
matter and neutrino potentials.
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As a consequence, along the particle world line the
total neutrino plus antineutrino density for a given mo-
mentum can change in response to the collision term,
but not in response to spin coherence. However, in the
presence of spin coherence, the quantities trf and trf¯
are not individually conserved, so the difference between
neutrino and antineutrino densities can undergo coherent
evolution.
Therefore, the coupling to the spin coherence can lead
to a coherent process that converts neutrinos to antineu-
trinos, and vice versa. The mixing term Hνν¯ involves a
combination of the neutrino mass m and spacelike com-
ponents of the matter and neutrino potential orthogonal
to the momentum, Σ± = 12
(
Σ1 ± iΣ2). We see from
this that three conditions are necessary for a coherent
change of helicity: (1) the particles must have a mass;
(2) there must be an anisotropic matter or neutrino po-
tential with a component orthogonal to the particle’s mo-
mentum; and, (3) the spin coherence density φ must be
present.
The anisotropy condition can be satisfied in the con-
text of a supernova explosion or a compact object merger.
One source of anisotropy, which is present even in spheri-
cally symmetric models, is the outgoing flux of neutrinos.
A neutrino moving at a nonzero angle with respect to the
radial direction will receive a contribution to Hνν¯ from
interactions with other outgoing neutrinos.
The mixing Hamiltonian, Hνν¯ , is O
(
ǫ2
)
while the di-
agonal blocks, H and −H¯T , are O (ǫ). Thus, under
generic conditions, we expect the effects of mixing be-
tween neutrinos and anti-neutrinos to be small. However,
we can potentially obtain large effects “at resonance”,
when there is a degeneracy between eigenvalues of H
and −H¯ . This is analogous to the MSW resonance ef-
fect, where a small neutrino mass can lead to large-scale
flavor transformation at resonance. Note that, unlike in
the decoupled equations of motion for f and f¯ , equations
(193)-(194), the flavor-independent components ofH and
H¯ that are proportional to the flavor unit matrix must
be included. Therefore, to determine the conditions for
neutrino-antineutrino resonance in a realistic model it is
necessary to include the neutral current contributions to
the matter potential, including contributions from coher-
ent forward scattering of neutrinos on nuclei and nucle-
ons.
The Hamiltonian H and the combined neutrino-
antineutrino density matrix F in equation (163) bear
some resemblance to the description of coherent evolution
of neutrinos with a nonzero transition magnetic moment
in the presence of a magnetic field [103–105]. However, a
Standard Model neutrino magnetic moment arises from
loop corrections, and is therefore quite small, requiring
very large magnetic fields to obtain neutrino-antineutrino
mixing. Our effect comes from the weak interaction,
which has a handle on neutrino helicity without the need
to consider higher-order loop corrections, and does not
require a large external magnetic field.
Whether large-scale neutrino-antineutrino transforma-
tion will actually take place in a supernova explosion
is a difficult question, due to the neutrino-neutrino in-
teraction terms in the Hamiltonian and the possibil-
ity for nonlinear feedback. Resolving this question is
likely to require sufficiently realistic numerical simula-
tions. The results from Ref.s [104, 105] suggest that
the presence of even a small neutrino-antineutrino mix-
ing term in the Hamiltonian could potentially lead to
large-scale neutrino-antineutrino transformation.
VIII. COMPARISON WITH PREVIOUS WORK
Our approach to neutrino quantum kinetics heavily
relies on previous studies of transport equations from
quantum field theory (CTP and 2PI techniques) for both
scalars and fermion fields (see [64, 70, 106] and refer-
ences therein), and their non-trivial generalization to
multi-flavor cases in the context of electroweak baryoge-
nesis [40, 41, 65–67, 107, 108] and leptogenesis [109–113].
Compared to previous field-theoretical analyses, our
work contains the following new elements: (i) we clearly
spell out a power counting in ratio of scales that is specific
to neutrinos (ultra-relativistic weakly interacting parti-
cles in an environment that is nearly homogenous on the
scale of a de Broglie wavelength) and expand the kine-
matics around light-like four-momenta. (ii) We make no
assumptions of isotropy and treat spin degrees of free-
dom in full generality, which leads us to discover spin-
coherence correlations that have been neglected in the
past.
We are not aware of any other work that derives quan-
tum kinetic equations for neutrinos in a fully anisotropic
environment, or provides a description of the evolution
of neutrino spin degrees of freedom. Since the neu-
trino fields in the astrophysical environments (super-
novae, compact object mergers) of interest for applica-
tion of the QKEs are inherently anisotropic, the features
of our QKEs that arise from a non-isotropic neutrino field
are potentially very important. Anisotropy, spin coher-
ence, and the interplay between spin and flavor degrees
of freedom may play an important role in these environ-
ments.
Neutrino QKEs have been derived in the past using
different first-principles approaches and approximation
schemes. Our approach is very closely related to the one
of Raffelt and Sigl [14]. In fact, the “matrix of densities”
introduced in [14] can be related to certain Lorentz com-
ponents of the Wigner transformed neutrino two-point
function used in our work. Moreover, as in [14] we do
rely on perturbation theory and there is a one-to-one
correspondence between the assumptions made in these
two works. The end-results of our analysis match the one
of Ref. [14] up to the inclusion of spin-coherence densities
(which is new in our work).
More recently, a new approach to neutrino quantum ki-
netics has been proposed Ref. [23], based on many-body
techniques and the BBGKY hierarchy. Again, there is a
25
correspondence between Ref. [23] and the field-theoretic
treatment. In general, in field theory the non-equilibrium
system is described by the set of all n-point Green’s func-
tions. These obey coupled integro-differential equations,
equivalent to the BBGKY equations [70]. We truncate
this hierarchy by writing down dynamical equations only
for the two point functions and expressing all higher or-
der Green’s functions as a perturbative series in terms
of the two-point functions. Here we assume that higher
order correlations are absent in the initial state and we
make essential use of our power counting in terms of weak
interactions: the methods used here do not generalize to
strongly interacting / correlated systems. Furthermore,
when considering the dynamics of two-point functions,
we neglect particle-antiparticle pairing correlations (see
discussion following Eq. (36)). This is consistent with
our power counting assumption that physical quantities
vary slowly on the scale of the neutrino de Broglie wave-
length. Nonetheless, these correlations that pair par-
ticles and antiparticles of opposite momenta (first dis-
cussed in the context of neutrino kinetics in Ref. [23])
could be included in our formalism. In fact, evolution
equations that couple these particle-antiparticle densi-
ties to the standard particle-particle and antiparticle-
antiparticle densities can be derived in the field theory
framework [107, 108]. In the context of time-dependent
multi-flavor mass matrices in the Early Universe (at the
electroweak phase transition), it was shown in [107] that
particle-antiparticle correlations can dynamically arise
from a vanishing (equilibrium) initial condition and can
play an important role in baryogenesis. We are not aware
of any numerical exploration of the role of these correla-
tions in a non-homogeneous supernova environment.
Finally, let us discuss the structure of our collision
terms (Eqs. 153, 154, 155, 167), in comparison to other
work. Even though here we do not calculate explicitly
all the vector and tensor componenst of the self-energies
Π±L,R, it is clear that our collision term is non-diagonal
both in flavor and spin, thus producing decoherence of
any linear superposition of flavor or spin states. Neglect-
ing spin coherence, the structure of our result matches
the “non-abelian” matrix structure in flavor space dis-
cussed in Ref. [14]. We note, however, that many ad
hoc treatments of the QKEs, including recent ones [114],
completely miss the off-diagonal entries of the collision
term, which are required by quantum mechanical consid-
erations.
IX. CONCLUSION
We have produced a self-consistent derivation of the
quantum kinetic equations (QKEs) that govern how neu-
trino flavor evolves in medium. This derivation started
from first principles relying only on quantum field theory
and assumed standard model interactions for neutrinos.
To our knowledge, this is the first such self-consistent
first-principles derivation of QKEs for flavored fermions
in an anisotropic environment. Our result, Eq. (163),
captures the correct structure of the QKEs in anisotropic
environments, but is somewhat formal because the self-
energies on the right-hand-side are not fully calculated.
In a future paper we will present a detailed analysis of
the inelastic collision term, including spin coherence, thus
making our results amenable to implementation in nu-
merical simulations.
Specializing to ultra relativistic Majorana neutrinos
and making expansions in small parameters, equation
(48), our QKEs assume the usual form which describes
coherent neutrino flavor evolution in low density me-
dia. Likewise, at high density, where neutrino scatter-
ing is dominant, the collision terms in our QKEs assume
Boltzmann-like forms. This is consistent with studies
that have shown that the Boltzmann equation could be
derived directly from quantum field theory [10].
In the low density, coherent regime our QKEs are
broadly similar to those derived from previous treat-
ments, for example those of Ref.s [14, 15]. In the
scattering-dominated Boltzmann limit and between these
two limiting cases, however, there are differences. Unlike
previous studies, we follow in detail neutrino spin degrees
of freedom, and in this sector there are surprises.
We have found a new dynamical quantity associated
with spin coherence. At low density we find that the
equation of motion for this quantity decouples from the
rest of the QKEs describing neutrino flavor evolution.
This equation describes Majorana neutrino spin (helicity)
evolution in a matter and neutrino background. An obvi-
ous feature we find is that spin coherence can only arise
in conditions where neutrino fluxes and/or matter po-
tentials are not isotropic. Such conditions never arise in
a standard Friedman-LaMaitre-Robertson-Walker early
Universe expansion, but might occur in out of equilibrium
environments like those associated with phase transition-
induced nucleation of topological defects like bubbles or
domain walls [115, 116]. By contrast, the region above
the proto-neutron star in core collapse supernovae and
the neutron star merger environment are both character-
ized by gross anisotropy in matter and neutrino fields.
The terms driving coherent spin flip in our QKEs stem
from products of neutrino absolute mass and spacelike
projections of the matter potentials (hence the require-
ment for anisotropy). Unlike coherent flavor transfor-
mation, which is sensitive only to the mass-squared dif-
ferences between different neutrino flavors, coherent spin
flip is sensitive to the neutrino absolute mass.
Also, unlike coherent flavor transformation, coherent
spin flip is sensitive to the Majorana or Dirac nature of
neutrinos. In this paper, we have specialized to Majorana
neutrinos, but extending our treatment to Dirac neutri-
nos is straightforward. The simplest way to introduce
Dirac neutrinos in our model is to add an additional field
describing sterile neutrinos, νs. For pure Dirac neutri-
nos, the mass term always connects the active neutrino
field, ν, with the sterile field, νs. Because the spin flip
term carries a single power of the mass, for Dirac neu-
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trinos it will result in transformation between active and
sterile states. However, for Majorana neutrinos, coherent
spin flip generates transformation between active neutri-
nos and active antineutrinos.
It is not known at present whether coherent spin flip
can result in large-scale transformation between right-
handed and left-handed neutrino states in supernovae.
Due to nonlinearity and complexity of the QKEs, the
resolution of this question likely requires sufficiently de-
tailed and realistic numerical modeling. If numerical sim-
ulations do show that effects from coherent spin flip are
large enough to produce a detectable signature in the
supernova neutrino spectrum, then measurement of a su-
pernova neutrino signal could in principle be used to con-
strain the absolute neutrino mass and determine the Ma-
jorana vs. Dirac nature of neutrinos.
Additionally, both neutrino production (e.g.,
Ref.s [117]) and neutrino energy deposition in the
core collapse supernova shock re-heating (accretion)
phase and the neutron-to-proton ratio (e.g., Ref. [42]) in
any neutrino-heated outflow nucleosynthesis can be very
sensitive to the relative fluxes and energy spectra of νe
and ν¯e. Consequently, for these processes, any large-scale
inter-conversion of neutrinos and antineutrinos could be
significant.
Simulations of the core collapse supernova and neutron
star merger environments are some of the most sophis-
ticated numerical calculations being done at present
with, in some cases, state-of-the-art multi-dimensional
radiation hydrodynamics coupled with detailed equation
of state and other microphysics, e.g., Ref.s [118–137].
A key conclusion that can be drawn from these studies
is that neutrinos and their interactions are important
in many aspects of compact object evolution and nu-
cleosynthesis. However, experiment has now caught up
with theory in a sense. It is an experimental fact that
neutrinos have nonzero rest masses and that neutrino
flavors mix in vacuum. This physics is, for the most part,
not in these otherwise very sophisticated simulations.
The work presented here, a self-consistent approach to
treating this physics, suggests that there are unresolved
issues in the neutrino-supernova story.
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