In this paper, we discuss some research issues rdated to the general topic of optimizing a stochastic system via simulation. In particular, we devote extensive attention to finitedifference estimators of objective function gradients and present a number of new limit theorems. We also discuss a new family of orthogonal function approximations to the global behavior of the objective function. We show that if the objective function is sufficiently smooth, the convergence rate can be made arbitrarily close to n -1/2 in the number of observatious required. The paper concludes with a brief discussion of how these ideas can be integrated into an optimization algorithm.
INTRODUCTION
In recent years, considerable attention has been devoted, in the simulation literature, to the development of algorithms for optimizing complex stochastic systems. In this paper, we shall focus on describing some of the basic issues that arise in the study of numerical optimization routines for finite-dimensional continuous parameter optimization problems.
To precisely describe the class of problems that we shall consider, let /gEA be the decision parameter over which the optimization is to occur; the set A C ff~d is the admissible set of decision parameters. For each/gcA, let (~, .T', Pt~) be the associated probability space. The probability measure P0 describes how the random environment is affected by the choice of/9. For each/9~A, let Z(/9) be a real-valued random variable corresponding to the "cost" of running the system under/9. Then (1.1)
= X(/9,w)P(dw)
is the expected cost of running the system under parameter /9. Assuming A is some open subset of ff~d, the general finite-dimensional continuous parameter stochastic optimization problem involves finding /9*EA to minimize ol(/9), subject (possibly) to constraints of the form fli(/9) g fnYi(/9,w)P/9(dw) _> O, 1 < i < ra, where {Y/(/9) : 1 < i < m} is a collection of "random constraints."
In most practical applications, the objective function ol(/9) and the constraints fli(/9) are "smooth" functions of the decision parameter /9 (even though, typically, Z (/9, w) and the Y/(/9,w)'s are not globally smooth in /9, for fixed w). Given that the functions Ol(/9) and fli(/9)(1 < i < m)
can be cheaply evaluated without error, deterministic mathematical programming techniques may be applied to the above optimization problem. Such methods typically take advantage of derivative information of some kind (often evaluated through numerically stable finite-difference approximations).
Of course, in the context of a complex stochastic system, the objective function Or(/9) and the constraints ~i(/9) will typically be evaluated via Monte Carlo simulation. As a consequence, there will be random error associated with the corresponding function evaluations. In spite of the presence of such error, it is to be expected that derivative information will continue to play an important role in the development of successful optimization algorithms based on simulation.
A significant portion of this paper is therefore devoted to a discussion of the various approaches that may be used to calculate derivatives (or, more generally, gradients) via simulation.
Section 2 is devoted to a discussion of the convergence characteristics of finite-difference estimators; much of this material appears here for the first time. In Section 3, we describe a class of unbiased gradient estimators that are based on likefihood ratio ideas. Section 4 focuses on a class of gradient estimation techniques for discrete-event systems known as perturbation analysis methods. The estimators of Sections 3 and 4 both typically attain a somewhat faster convergence rate than that available through the finite-difference methods'
of Section 2. The discussion of Sections 2 through 4 emphasizes the scalar setting in which d ----1; Section 5 is therefore devoted to describing the extension of these ideas to the case in which the decision parameter 0 is vector-valued.
In Section 6, we discuss some new results related to global approximation of the objective function (and/or constraints) by orthogonal functions (specifically, trigonometric polynomials). One way to apply such "surface fitting" techniques is to optimize the fitted surface (using deterministic methods) and to use the resulting optimizer as an approximation to the optimizer of the true surface.
Section 7 is devoted to a discussion of how the results of Section 2 through 6 can be used in an optimization setting.
Specifically, we discuss some of the convergence theory for the Robbins-Monro and Kiefer-Wolfowitz algorithms.
FINITE-DIFFERENCE ESTIMATORS
In this section, we describe some of the finite-difference approximations that can be used to numerically calculate the derivative of a function o~(0) of the form (1.1), when 0 is scalar (i.e., 0&ff~). In Section 5, we discuss the special considerations that arise in dealing with gradients of functions in which the parameter 0 is vector-valued (i.e., O¢ff~d).
Forward-Difference Estimators
Suppose that we wish to estimate oat (00 
The proof of this result appears in the Appendix. 
]
Thus, the difference increment that minimizes asymptotic mean square error is hn = h*n -1/4. This result was obtained previously by ZAZANIS and SURI (1986) . It is worth observing that if one wishes to minimize the mean absolute error of the estimator, then the optimal difference increment takes the form h. = h,n -1/4, where (typically) h. ~ h*.
(To see this, observe that h. would be obtained by minimizing the first absolute moment of the limiting normal r.v. appearing in c).) Stated more abstractly, the L 2 and L 1 error criteria do not yield precisely the same sequence of optimal difference increments.
Central-Difference Estimators
Theorem 2.2 states that the forward-difference estimator converges (at best) at rate n -1/4 to the derivative al(00). One way to improve upon this poor convergence rate is to instead use a central-difference approximation to the derivative. When function evaluations are made without error, this is known to be a numerically more accurate approximation to the derivative.
To precisely define the estimator, we let Xi(0 0 --~ h), The following theorem summarizes the behavior of Aot2(n , h); the proof is similar to that of Theorem 2.2 and is omitted.
Assume (2.1). If O~(3)(00) # 0, then:
The improved convergence rate (of order n-1/3, as opposed to n-1/4 for forward differences) is obtained here because of the fact that central differences are less biased than forward differences. This permits the difference increment to be chosen larger (of order n -1/6, as opposed to rt -1/4 for forward differences) which, in turn, reduces the variability of the estimator.
The choice of h in c) that minimizes the asymptotic mean square error of the central difference estimator is (see also ZAZANIS and SURI (1986)) { 9o.2(00) ~ 1/6 h, = t,~/ .
Finite-Difference Estimators Using Common Random Numbers
The central-difference estimator improves upon the convergence rate of the forward-difference estimator by reducing its bias (for fixed h). The method that we shall describe here improves upon the convergence rate of the forward-difference estimator by reducing its variabifity (for fixed h). The idea is to generate the replicates of X(O 0 + h) using the same stream of random numbers that were used to obtain the replicates of X(O0). This, of course, is nothing more than the method of common random numbers, as applied to derivative estimation.
Suppose that the r.v. Y(00 "4" h) is produced from the same stream of random numbers as is X(Ùo) and shares the same distribution as does X(O0 "4-h) under POo+h.
We make the following assumptions about our common random number scheme: 
EAY(h) p _-EAY(h)PI(A(h))+EAY(h)PI(A(h)C).
This decomposition suggests that for most dlscrete-event systems, gAY(h) p = flph + o(h) for p _> 1. This explains the form of (2.4) ii) and iii). 
~u(o, i) -h ,,
We note that the convergence rate here is of order n -1/3, the same as that obtained earlier for the centraldifference estimator. Observe that the optimal difference increment now is of order n -113, which is much smaller than the difference increment of order n-1/6 derived for central differences. The lower variability of the common random numbers estimator is what permits us to choose the smaller increment. We further note that the value of h appearing in c) which minimizes the asymptotic mean square error of the
Of course, we can also combine central differences and
The following assumption is the analogue of (2.4); (00) 2 ) 2.4 Finite-Difference Estimators With A NearOptimal Convergence Rate
In the preceding three sections, we have discussed four different finite-difference estimators. The convergence rate was improved from order n-1/4, in the case of forward differences with independent streams of random numbers, to order n -2/5, which was achieved by a central difference estimator that used a common stream of random numbers. A natural question that arises here is whether any further improvement is possible. In paxticular, can one obtain finite-difference estimators for thc derivative that achieve a convergence rate that is arbitrarily close to the best possible rate for a Monte Carlo procedure, namely rt-1/27 We will now answer this question in the affirmative by developing such a class of estimators.
To produce the type of estimator that we have in mind, we need to obtain a finite-difference approximation to oct(00) that is as unbiased as possible. Suppose, for the moment, that 0L is an analytic function in 0. Then (2.8)
Let Thor be the "shifted" function defined by (ThOO(O) = c~(0 -+ h). We further let Doe be the derivative function specified by (Da)(O) = o~(1)(0). The expansion (2.8) may then be written as
The proof of the following convergence rate theorem for Aa4(n, h) follows the same fines as that for ao~3(n, h); the proof is therefore omitted.
(2.7) THEOREM. Assume (2.6). If 0~(3)(00) ¢ 0 and 
Th = £-~Dn = exp(hD). nmO
Thus, combining common random numbers and central differences improves the convergence rate of the derivative estimator to order n -215. Furthermore, the difference increment that minimizes the asymptotic mean square error of the estimator a4(n, hn) is hn = h*n -1/5, where We now wish to express the operator D in terms of the shift operator Th :
Expanding the logarithm in a formal power series, we obtain (2.11)
To obtain a finite-difference approximation to 0/(80) = (Oo~)(8o), we truncate the series (2.11) at the m'th term: The expectation of Zi (h) then matches the right-hand side of (2.12). We then obtain a finite-difference derivative estimator by setting
Our next theorem describes the convergence rate of Oth(hn, n), when the difference increment is chosen appropriately.
(2.13) THEOREM.
Assume (2.1). Ifm > 1 and hnn 1/2m
h > 0as n--+ ~,then
94
According to Theorem 2.13, the convergence rate of ah(h,~,n) may be made as close as we wish to rt -1/2, by choosing m sufficiently large. To some extent, this convergence rate is deceptive. Note, in particular, that the constant Xrn is increasing in rn. Furthermore, the construction of each observation Zi (h) that enters ol5 (h, n) requires m independent simulations. As a consequence, the computational effort required to generate olh(hn, rt) is sensitive to the choice of m. Thus, although the convergence rate promised by Theorem 2.13 is significantly better than those described earlier in this section, the run-lengths required to see such an improvement may be quite large.
LIKELIHOOD RATIO DERIVATIVE ESTIMATORS
In certain settings, it is possible to construct derivative estimators that achieve the best possible rate of convergence for a Monte Carlo estimator, namely n -112 in the number of observations n that are generated. (80), we obtain an estimator which (use the standard central limit theorem) possesses the canonical convergence rate n -1/2. The idea behind the likelihood ratio method (and the perturbation analysis approach of the next section) is to structure the representation of ol so that the driving distribution is rendered independent of 8.
Suppose that the distribution Po defining ol has density L(8) with respect to some common distribution P, so that (3.1)
Po(dw) = L(O,w)P(dw).
The r.v. L (8) (8) . This is the desired representation of ~. Assuming that the derivative-expectation interchange is valid (and it typically is), we obtain 0~:(00) =
EW(8o) , where W(8o) = X'(8o)L(Oo) "4" X(8o)L:(8o).
Hence, the key to obtaining likelihood ratio derivative estimators is finding a distribution P and a r. 
many sampling settings, this choice of g leads to an estimator W(80) that has desirable variance properties.
As the above discussion suggests, an important issue in the development of likelihood ratio gradient estimators is the construction of a likelihood ratio (for a given class of discrete-event simulations) that has desirable computational and variabihty characteristics. For example, it turns out that in a discrete-event simulation context, the likelihood ratio typically exists only for terminating simulation problems. Of course, steady-state characteristics can be analyzed as a limit of finite-horizon estimation problems. Unfortunately, the associated likehhood ratios become successively more unstable as the time horizon gets large. However, this problem can be avoided if the discrete-event system has the right kind of structure (typically, regenerative structure). RE1MAN and WEISS (1986) discuss some of the relevant ideas.
PERTURBATION ANALYSIS DERIVATIVE ESTIMATORS
In Section 3, we described the likelihood ratio approach to derivative estimation. The basic idea was to use the method of likelihood ratios so as to obtain a representation of o~ in which the driving distribution is independent of 8.
In this section, we describe an alternative technique for obtaining such a representation. The idea is to return to the common random numbers technique described in Section 2.3. Suppose that we can find a probability space (~, Under this assumption, it follows that
o~(0o + h) = EY(h)
for Ih] < c. Assuming that we can interchange the derivative and expectation operators, we find that 0~' (00) 
W(Oo)
One undesirable feature of the approach that we have just outlined is that since we have taken our basic probability space as uniform distribution on [0, 1], the generation of W(00) appears to require inversion (i.e., calculation of fh 1 (.)). Recall, however, that Fh-1 (U) has the same distribution as Y ( h ) (or, alternatively, X ( Oo + h) 
~'(Oo)=--fO°° ~Fh(x)dxlh=O.
In order to apply the Monte Carlo method to the numerical evaluation of the integral appearing in (4.4), we need to represent it as an expectation. One way to do this is as follows (assuming Fh has a density fh):
which is just (4.2). It is interesting to note that an alternative representation of the expectation Or(00 + h) exists:
(4.6)
~(0o + h) = xFh(dx).
If Fh has a density, this becomes
~0 °° a(Oo + h) = Xfh(x)dx.
Assuming that the derivative-integral interchange is valid, we get fO ° O~fh( dx h=O"
To represent the integral in (4.7) as an expectation, we use the same idea as in (4.5):
= EooX(Oo) £A(X(Oo)) yh(X(Oo))
In particular, if X(O) ~ X (in which case ol(0) ----BOX),
we obtain (4.8)
£fh(X) ~'(Oo)= EooX h(X) h=0"
It turns out that (4.8) is precisely the likelihood ratio derivative estimator of Section 3. Hence, in this simple setting, the common random numbers approach and the likelihood ratio method derive from the two analytical representations (4.3) and (4.6) for the mean of a non-negative r.v. Since in which the probability of two events occurring simultaneously is zero, a small perturbation of the event times will have no effect on the order of the state transitions experienced by the discrete-event system. The effect of the parameter ~ will reflect itself only in the timing of the sequence of state transitions. Furthermore, as HO and CAO (1983) point out, the manner in which the perturbation propagates itseff through the sequence of event timings is suitable to a highly efficient recursive computation (i.e., the perturbation of the n'th state transition epoch is easily calculated from that of the (n --1)'st). These ideas lead to an easily calculated sample path derivative for discrete-event systems in which the event-scheduling distributions are parameterized;
see SURI (1987) for additional details on the nature of the infinitesimal perturbation analysis (IPA) derivative computation.
As described above, the IPA approach to derivative estimation focuses on derivative estimation relative to perturbations in the event-scheduling distributions. In many queueing settings, one wishes to optimize over routing probabilities, however. Likelihood ratio methods are highly flexible and can be applied in a straightforward manner to such problems. Recent extensions of IPA to such routing probability derivative estimation problems hold significant promise, however (see HO and CAO (1985) ).
~0 °°

EoX(O) = p tv-lPo{X(O) > tV}dt for p ~ O, from which it follows that (X(eo)p) (4"9) °Z(O°):-PEe°X(~°)P-1 fh(X(O0))
h=O" Formula (4.9) generalizes (4.5). In principle, one could optimize over p in order to determine that p-value which yields a derivative estimator with the minimum variance.
Empirical evidence, gathered to date, appears to suggest that when both IPA and likelihood ratio methods apply to a given problem, the IPA estimator will typically be more efficient (in the sense of having lower variability). This conclusion stems, in part, from the fact that likelihood ratio estimators axe known to have a variability that increases in a roughly linear fashion with the time horizon of the simulation; see REIMAN and WEISS (1986) .
Some care must be taken in applying IPA techniques to a given problem, however. The difficulty is that the interchange of derivative and expectation operators that is needed to rigorously justify the IPA estimator (see (4.1)) may sometimes be invalid. In such settings, the IPA estimator can converge to the wrong quantity. To get some sense of the problem, we note that if Y(h) has a well-behaved derivative Y'(0) at h = 0, then we would expect that other hand, the likelihood ratio and perturbation analysis techniques that were described in Sections 3 and 4 attained the canonical convergence rate of rt-1/2. 
EzXY(h) ~ = h2EY'(O) 2 + o(h 2)
as h I 0. Recall, however, that in Section 2.3, we argued that the typical behavior of a discrete-event system was governed by (2.4) li), which contradicts (4.11). The difficulty is that while the effect of the perturbations on the state transition sequence may be ignored in calculating Wt(Oo), it cannot be typically ignored in calculating ott(O0). In HEI-DELBERGER et al. (1988) , this point is analyzed further.
It is shown that conventional IPA can be inconsistent (in the sense of convergence to an incorrect answer) for multiple customer-type queueing networks. However, conventional IPA turns out to be consistent for a large number of performance measures associated with single customer type networks.
Furthermore, a number of extensions in the basic IPA algorithm hold significant promise for overcoming the difficnlties that arise in the multiple customer context. In particular, a new version of IPA, known as smoothed perturbation analysis (SPA), is now under development. The idea is that, rather than work with the "raw" sample path Y(h) itself, one considers instead the conditional expectation of Y(h) with respect to some appropriately chosen conditioning variable Z (appropriate in the sense that E(Y(h)IZ ) is easily calculated). Since a conditional expectation involves an integration operation, the conditioning ought to yield a process
E(Y(h)[Z) which is smoother in h than is Y(h) itself.
As a consequence, SPA has the potential to deal with estimation problems for which classical IPA does not work; see GLASSERMAN and GONG (1989) for further details.
GRADIENT ESTIMATION
In the previous three sections, we have described derivative estimation techniques that are applicable to problems in which the decision parameter 0 is scalar-valued. The methods of Section 2 gave rise to estimators for which their respective convergence rates were slower than 71. -1/2 in the number rt of observations n that were generated. On the we permit r~ = rn n to be a function of the sample size n (since m will have to grow with n in order to asymptotically remove the bias of the estimator).
In order to measure the distance of the estimator an(') from the function a('), we use the norm
IIXII~((X~X))I/2 = (/~ x2(O)dO) 1[2.
Our goal is to describe the magnitude of the distance Ila. Thus, ff a is sufficiently smooth, we can obtain a global convergence rate arbitrarily close to n -1/2 in the number of observations n that are simulated. (We note that because ot is 271"-periodic and is an even function, a's first p derivatives must vanish at 0 and 7r in order to satisfy the smoothness hypothesis of Theorem 6.4. If a does not satisfy the condition, one can shrink a's domain of definition to [C, 71" --C] and then smoothly extend a to [0, 71"] It is particularly illuminating to consider (7.1) in the case that 0 is scalar-valued. In this case, (7.1) takes the form (7.2)
an(O)--a(O)=E(ak(n)--ak)ek(O)--E akek(O)
Note that if c > 0, On+ 1 has a tendency to be smaller than On when OJ(On) > 0, and has a tendency to increase when oJ(On) < 0. As a consequence, the sequence (On : n _> 1) has a tendency to move towards a point 0* for which ~t(0*) ----0 and OJ(0) > 0 (Ol'(O) < 0) for 0 in a neighborhood to the right (left) of 0". Any such 0* must necessarily be a local minimizer of el. Thus, the algorithm (7.1) appears intuitively reasonable.
In fact, (7.1) has good convergence characteristics. If . Here a central difference approximation to the derivative is being used (recall that n -1/6 is the optimal difference increment as specified by Theorem 2.3). The resulting minimization algorithm is known as the KieferWolfowltz procedure. As one might expect, some degradation in the convergence rate occurs as a consequence of the finite-difference approximation. Specifically, RUPPERT (1982) shows that under suitable regularity hypotheses,
as n ~ ~ (in D[E, c~)), where bl, b2, and A are problemdependent constants. Thus, the convergence rate of the Kiefer-Wolfowitz procedures in which a central difference approximation is used to estimate the gradient, is n -1/3 in the number of observations generated. Note that this convergence rate is identical to that discovered in Theorem 2.3.
The fact that the convergence rates for the optimization algoreithms (7.3) and (7.4) match the convergence rates of the corresponding gradient estimators indicates the pivotal role that gradient estimation plays in the optimization setting.
While the above discussion has focused on unconstrained optimization, constrained variants of (7.1)-(7.2) are also available. Among the approaches that have been studied are penalty function methods and Lagrange multiplier techniques; see RUBINSTEIN (1986) 
