Abstract. Abstract interpretation is a theory of semantics approximation which is used for the con struction of semantics-based program analysis algorithms (sometimes called "data flow analysis"), the comparison of formal semantics (e.g., construction of a denotational semantics from an operational one), the design of proof methods, etc.
INTRODUCTION
Program manipulators (such as programmers who write, debug, and attempt to understand programs or computer programs which interpret, compile, or execute programs) reason upon or are constructed by relying on the syntax but mainly on the semantics of these programs. The semantics of a program describes the set of all possible behaviors of that program when executed for all possible input data. For logic programs, the input data are questions. The behaviors can be non-termination, termination with a run-time error, failure, or correct termination delivering one or more output answers.
For a given type of reasoning about programs, not all aspects and details about their possible behaviors during execution have to be considered. Each program manipulation is facilitated by reasoning upon a well-adapted semantics, abstracting away from irrelevant matters. For example, logical programs debugging often refers to a small-step operational semantics with backtracking. On the contrary, programs explanation often refers to the declarative aspect of a logic program providing the relation between questions and answers. Therefore, there is no universal general-purpose semantics of programs, and, in everyday life, more or less formal, more or less precise, special-purpose semantics are in current use. Abstract interpretation is a method for relating these semantics.
We will explain the abstract interpretation framework that we introduced in [25] , [26] , [28] , [29] , [32] , [34] and illustrate it for logic programs. Thanks to examples, we will consider two es sential utilizations of abstract interpretation: (a) The first utilization is the design of an abstract semantics in order to show off an underlying structure in a concrete, more detailed semantics. Hence, properties of programs are induced, without loss of indispensable information, from a concrete into a more abstract setting. A typical example consists in designing a proof method starting from a collecting semantics [27] . (b) The second utilization of abstract interpretation is the design of an abstract semantics in order to specify an automatic program analyser for the static determination of dynamic properties of programs. Here, properties of programs are approximated, with an inevitable loss of information, from a concrete to a less precise abstract setting. Such semantics-based sound but approximate information is indispensable to identify errors in a program, as performed by program debuggers and type checkers. Another use is in program transformers such as compilers, partial evaluators, and parallelizers, where the analysis determines the applicability of various transformations.
After a presentation of abstract interpretation, we will consider its application to static analysis of logic programs starting from a variant of SLD-resolution as operational semantics. We will illustrate the design of abstract interpretations by the typical example of groundness analysis (which will be extended to a bi-directional combination of top/down and bottom/up analyses) and the atypical example of argument size relation (involving an infinite domain). Finally, we will very briefly review the main applications to logic programs that have been considered in the already abundant literature.
SIMPLE EXAMPLES OF ABSTRACT INTERPRETATION
As a first approximation, abstract interpretation can be understood as a nonstandard semantics, i.e., one in which the domain of values is replaced by a domain of descriptions of values, and in which the operators are given a corresponding nonstandard interpretation.
Rule of Signs
For example, rather than using integers as concrete values, an abstract interpretation may use abstract values −1 and +1 to describe negative and positive integers, respectively [138] . Then by reinterpreting operations like addition or multiplication according to the "rule of signs" due to the ancient Greek mathematicians, the abstract interpretation may establish certain properties of a program such as "whenever this loop body is entered, variable x is assigned a positive value (or perhaps is uninitialized)."
The Rule of Signs Calculus
For example, (x × x) + (y × y) yields the value 25 when x is 3 and y is −4 and when × and + are the usual arithmetical multiplication and addition. But when applying the "rule of signs": (where the abstract value +1 represents any positive integer, while −1 represents any negative integer) one concludes that the sign of (3 × 3) + (−4 × −4) is always +1 since (+1 × +1) + (−1 × −1) = (+1) + (+1) = +1. However, this simple abstract calculus fails to prove that x 2 + 2 × x × y + y 2 is always positive.
Although very simple, this example shows that abstract interpretations may fail. To avoid errors due to such failures in a partial abstract calculus, we choose to use a total abstract calculus where an abstract value is introduced to represent the fact that nothing is known about the result:
+1 + −1 = −1 + +1 = + +1 = + −1 =
Now, several abstract values can be used to approximate a given concrete value. For example, the concrete value 5 can be approximated by +1 or . A partial order relation can be introduced to compare the precision of abstract values ( [155] , [95] ). For example, −1 and +1 since −1 or +1 are more precise than , whereas −1 and +1 are not comparable since no one can always safely replace the other.
A concrete value may be approximated by several minimal values. For example, 0 can be approximated by minimal abstract values −1 or +1. In this case, the best choice may depend upon the expression to be analysed. For example, when analysing 0 + x it is better to approximate 0 by +1 if x is known to be positive and by −1 when x is negative. In order to avoid having to do the choice during the abstract calculus or to explore all alternatives, it is always possible to enrich the abstract domain so that the set of upper approximations of any given concrete value has a best element [34] . 
Generalization to Interval Analysis
In [28] , this "rule of signs" idea was generalized to interval analysis, i.e., to properties of the form l ≤ x ≤ u where l, u ∈ Z ∪ {−∞, +∞} , Z is the set of integers, and l ≤ u. The main innovations were the idea of soundness proof by relating the abstract interpretations to an operational semantics and the use of infinite abstract domains, which led to very powerful analyses, as shown by the following results (where the comments have been generated automatically [7] ): The invariants given in comments have been discovered automatically. They hold during any execution of the program without run-time error. If any one of these invariants is violated during execution, then a later run-time error is inevitable. To detect these run-time errors before they occur, it is shown automatically that only two bound checks (marked ) are necessary upon initialization as well as an overflow check (marked #) within the loop. This analysis seems well out of reach of the data flow analysis of [76] based upon the syntactical elimination, propagation, and combination of range checks.
Dimension Calculus
Let us now consider a familiar example from elementary physics.
The Dimension Calculus
The dimension calculus uses the abstract values length , surface , volume , time , speed , acceler ation , mass , force , . . . , nodimension. The abstract versionōp of an operator op is defined as follows: 
The abstract interpretation of an expression can be done in two distinct steps: it begins with the derivation of an abstract expression from the concrete expression and goes on with the evaluation of the abstract expression using the definition of the abstract operators. In our example, the abstract expression is first obtained using the abstraction operator α:
Since, in general, the abstraction function α is not computable, this first phase, which is usually done by hand, can be understood as the design of an abstract compiler. Then, the abstract expression can be evaluated using an abstract interpreter:
This second phase of abstract execution must always be finitely computable, hence must only involve the finite iterated application of computable abstract operations on finitely representable abstract values.
The main interest of this example is to illustrate the idea of proving the correctness of the abstract interpretation relatively to a semantics via an abstraction operator as introduced in [28] and [29] . The importance of this idea was that by relating abstract interpretations not to programming languages but to their operational semantics, one was able to define abstract inter pretation independently of any programming language, thus obtaining a theory applicable to all programming languages. This can also be understood as meaning that abstract interpretations designed for a language can systematically be transferred to any other language. Moreover, by making clear the relationships between analysis and semantics [34] , independently of any program property, a theory of discrete approximation emerged, which has a very broad scope since it is applicable from the design of semantics to that of low-level data flow analyses.
Generalization to Type Checking and Type Inference
Computer scientists would understand the dimension calculus as a type checking ensuring the correct use of units of measure. The idea of using a calculus for type-checking programs is due to Naur ([127] , [128] ) in the GIER ALGOL III compiler: "The basic method is a pseudo-evaluation of the expressions of the program. This proceeds like a run-time evaluation as far as the combining of operators and operands is concerned, but works with descriptions of the types and kinds of the operand instead of with values." Pseudo-evaluation is an abstract interpretation where the abstract operators are:
integer + integer = integer integer + real = real real + integer = real real + real = real
Errors were handled using an "error" ("undeclared" in [128] ) abstract value. An error message was produced when it appeared for the first time in the abstract interpretation of an expres sion. Thereafter, "error" was accepted as abstract operand in order to prevent redundant error messages:
integer + Boolean = error Boolean + integer = error Boolean + Boolean = error real + Boolean = error Boolean + real = error integer + error = error error + integer = error real + error = error error + real = error Boolean + error = error error + Boolean = error error + error = error
In total, 25 abstract values were used, in fact much more since the number of dimensions of arrays and the number of parameters (not their type) of procedures and functions was taken into account.
Casting Out of Nine
Our last introductory example is well known by French pupils who use casting out of nine to check their additions and multiplications. To check the correctness of the multiplication 217 × 38 = 8256 , one computes the respective rests r 1 = (2 + 1 + 7) mod 9 = 1, r 2 = (3 + 8) mod 9 = 2 and r = (8 + 2 + 5 + 6) mod 9 = 3 of the division by 9 of the sum of the digits of the first factor 217 , of the second factor 38 and of the result 8256. Then one computes the rest p = (r 1 × r 2 ) mod 9 = (1 × 2) mod 9 = 2 of the division by 9 of the product r 1 × r 2 of the rests. The disposition of the calculation on paper is shown in Figure 1 . If r = p , then one concludes that the multiplication was done incorrectly. This is the case in our example. Whenever r = p , one cannot conclude that the operation is correct (although most pupils get very confident in their result; the unfortunate French name of "proof by nine" certainly enforcing this undue conviction).
The Casting Out of Nine Calculus
Since casting out of nine is a rather simple abstract interpretation, we will design it formally so as to justify the above rule. To do this, we follow the systematic approach introduced in [25] , [26] , [29] , and [34] .
2.3.1.1. Syntax of Expressions. The syntax of expressions is given by the following grammar where E is an expression, P a product, N a number, and D a digit: 
2.3.1.3. Abstraction by Casting Out of Nine. The approximation consists in com puting modulo nine ([x] 9 denotes the remainder upon division by 9 of integer x ∈ Z):
The intuition behind this formal definition is that [x] 9 = [y] 9 implies x = y so that whenever the abstract value error is found, the multiplication is incorrect.
2.3.1.4. Systematic Design of the Abstract Interpreter. The design of the ab stract interpreter consists in expressing α(E) in an equivalent form involving only arithmetic modulo 9, i.e., operations on the abstract values unknown, error, 0, 1, . . . , 8. Such abstract operations are effective since they involve a finite domain. We proceed by induction on the syntax of expressions. For the basis, we have:
Casting out of nine calculation. 9 by definition of E;
since [10] 9 = 1 and by definition of α;
by definition of α;
by letting x+ y
by definition of E;
2.3.1.5. Abstract Interpretation by Casting Out of Nine. The above design leads to an automatic semantic analyser that consists of a compiler and an interpreter, organized as follows:
1. The abstract compiler reads an expression E and produces (a computer representation of) an abstract expression C [[E] ] defined as follows:
2. An abstract interpreter I is written to evaluate abstract expressions, as follows:
The correctness of our semantic analyser follows from its design since we have:
For example, the abstract interpretation of the concrete expression E = 217 × 38 = 8256 first consists in compiling into:
Then evaluation of the abstract expressionĒ results into:
= error thus proving that the equality does not hold.
Generalization to Congruence Analysis
Abstract interpretations of integers modulo some given integer can be applied to the analysis of programs, such as the parity analysis considered in [34] . They have been generalized to the automatic discovery of invariants that are conjunctions of arithmetical congruences of the form αx ≡ β (mod γ) where α , β , and γ are integer constants automatically discovered during the analysis and x denotes the value of an integer variable of the program [74] and then to the discovery of linear congruences of the form α 1 x 1 + · · · + α n x n ≡ β (mod γ) where α 1 , . . . , α n , β , and γ are integer constants automatically discovered during the analysis and x 1 , . . . , x n denote the values of integer variables of the program [75] . For example, this last analysis, automatically discovers the invariant given after the loop of the program below, which computes the integer root x of n ≥ 0:
x := 0; y := 1; z := 1; while y <= n do begin x := x + 1; z := z + 2; y := y + z; end;
PRINCIPLES OF ABSTRACT INTERPRETATION
The abstract interpretation framework that we introduced, illustrated and explained in a series of papers [28] , [29] , [31] , [32] , [30] , [25] , [44] , [34] , [35] and [26] was motivated by the desire to justify the specification of program analysers with respect to some formal semantics. The guiding idea is that this process is a discrete inducing or approximation of properties from the exact or concrete semantics onto an approximate or abstract semantics that explicitly exhibits an underlying particular structure implicitly present in the richer concrete structure associated to program executions. Hence, abstract interpretation has a constructive aspect, as opposed to a mere a posteriori justification, in that the abstract semantics can be derived systematically from the concrete one, with the hope that this process will be ultimately computer-aided. We think here, for example, to the partly automatic generation of program analysers. Therefore, the subject of abstract interpretation involves the study of program semantics, of program proof methods, and of program analyser's specification, realization, and experimentation with the underlying idea that these different descriptions, views, facets, or abstractions of run-time behaviors of programs are all linked together by an inducing or approximation, i.e., abstraction process. Clearly, this involves the deep understanding and creation of mathematical structures to describe program executions and the study of their relationships, which is a vast subject mainly remaining to be explored when considering, for a provocative example, what is known in algebra about numbers and the simplicity of this structure when compared to that of computer programs.
The classical framework summarized in [26] starts from an operational semantics describing, for example, small program execution steps using a transition system (for example, flowcharts in [29] ) or execution traces (example 7.2.0.6 in [34] ). Then a static or collecting semantics, often described using fixpoints on ordered structures, is designed that is minimal, sound, and relatively complete for the program properties of interest. Intuitively, the collecting semantics is the most precise of the semantics that can be conceived to describe a certain class of so-called concrete program properties without referring to other program properties out of the scope of interest. It can be used for example to design proof methods [37] , [45] , [38] . The design of program analysers is based on abstract semantics that are approximations of the collecting semantics. There, the main concern is the compromise to be found between the difficulty of the analysis conception, the flexibility, the precision, and the cost of the analyses. Everything is fixed by the choice of the abstract properties to be considered (which can be governed, for example, by computer representation considerations) and by their semantics that is their correspondence with concrete properties. The use of Galois connections to express this correspondence squares with an ideal situation where there is a best way to approximate any concrete property by an abstract one. These two interrelated choices entirely determine the abstract semantics, which can be derived from the concrete collecting semantics and described using fixpoints. Then, the practical problem of effectively computing these fixpoints must be grappled with. There, chaotic and asynchronous methods are useful. Convergence can be accelerated using widening and narrowing operators so as to cope with infinite domains of abstract properties or to avoid combinatorial explosions. Hence, the approximation process is split up in the static design of an abstract semantics expressed as an equation and the iterative resolution of this equation. Independent designs also have to be combined.
We now enter into more details of this approach, which we illustrate using logic programs.
APPROXIMATION METHODS FOR ABSTRACT INTERPRETATION
We start with a few, hopefully well-known, mathematical facts.
Lattice and Fixpoint Theory
Let be given sets S , T and U . The powerset ℘(S) is the set {X | X ⊆ S} of all subsets of S.
The cartesian product S × T is the set { s, t | s ∈ S ∧ t ∈ T } of all pairs with first component in S and second component in
A pre-order on a set S is a binary relation that is reflexive (∀x ∈ S : x x , where x x stands for x, x ∈ ) and transitive (∀x, y, z ∈ X : (x y ∧ y z) ⇒ x z). We write x y for (x y ∧ x = y). A partial order on a set S is a pre-order that is antisymmetric (∀x, y ∈ S : (x y ∧ y x) ⇒ x = y).
Let be a partial order on a set S. u is an upper bound of a subset X of S if and only if u is greater than or equal to all members of X (∀x ∈ X : x u). The least upper bound u of a subset X of S is an upper bound of X that is smaller than any other upper bound of X (∀x ∈ X : x u ∧ ∀u ∈ S : (∀x ∈ X : x u ) ⇒ (u u )). A least upper bound is unique. If it exists, the least upper bound of X is written X. The lower bounds and greatest lower bound X of X ⊆ S are dual (i.e. their definition is obtained from that of upper bounds and the least upper bound by replacing by its dual ).
A poset P ( ) is a partial order on a set P . A complete lattice L( , ⊥, , , ) is a poset L( ) such that any subset X of L has a least upper bound X and a greatest lower bound X. In particular, the infimum ⊥ = ∅ = L is the smallest element of L whilst the supremum = ∅ = L is the greatest. A linear order is a partial order such that any two elements of P are comparable: ∀x, y ∈ P : x y ∨ y x. An increasing chain is a subset X of P such that is a linear order on X. A complete partial order , for short cpo , is a poset such that every increasing chain has a least upper bound. A strict cpo has an infimum.
We write ϕ ∈ S → T to mean that ϕ is a partial function of S into T , i.e., a relation ϕ ∈ ℘(S×T ) such that s, t ∈ ϕ only if s ∈ S and t ∈ T and, for every s ∈ S , there exists at most
We say that ϕ(s) is well-defined when the definition of ϕ implies the existence of ϕ(s). We write ϕ ∈ S → T to mean that ϕ is a total function of S into T i.e. ϕ(s) is well-defined for all s in S (∀s ∈ S : ∃t ∈ T : s, t ∈ ϕ).
Let P ( , ) be a poset with least upper bound and Q( , ∨) be a poset with least upper bound ∨. P ( ) m −→ Q( ) denotes the set of total functions ϕ ∈ P → Q that are monotone , i.e., order morphisms: ∀x ∈ P : ∀y ∈ Q : x y ⇒ ϕx ϕy. P ( , ) c −→ Q(∨) denotes the set of total functions ϕ ∈ P → Q that are upper-continuous , i.e., which preserve existing least upper bounds of increasing chains: if X ⊆ P is an increasing chain for and X exists then ϕ( X) = ∨ϕ * (X). P ( ) a −→ Q(∨) denotes the set of total functions ϕ ∈ P → Q that are additive , i.e., complete join-morphisms preserving least upper bounds of arbitrary subsets, when they exist: if X ⊆ P and X exists then ϕ( X) = ∨ϕ * (X). When the above notions are restricted to sets equipotent with the set N of natural numbers, they are qualified by the attribute ω as in ω-chain , ω-cpo , ω-continuity , etc.
A fixpoint x ∈ P of ϕ ∈ P → P is such that ϕx = x. We write ϕ = for the set {x ∈ P | ϕx = x} of fixpoints of ϕ. The least fixpoint lfp ϕ of ϕ is the unique x ∈ ϕ = such that ∀y ∈ ϕ = : x y. The dual notion is that of greatest fixpoint gfp ϕ. By Tarski's fixpoint theorem [141] , the fixpoints of a monotone mapping
form a complete lattice ϕ = for with infimum lfp ϕ = ϕ and supremum gfp ϕ = ϕ where ϕ = {x ∈ L | ϕx x} is the set of postfixpoints and ϕ = {x ∈ L | ϕx x} is the set of prefixpoints of ϕ. Moreover, if ϕ is ω-upper-continuous (hence, in particular, additive), lfp ϕ = n≥0 ϕ n (⊥) where ϕ 0 (x) = ⊥ and ϕ n+1 (x) = ϕ(ϕ n (x)) for all x ∈ L. This is illustrated in Figure 2 (where a poset P is represented by its Hasse diagram so that its elements are figured by points, a point being above and linked by a line to another if it corresponds to a strictly greater element and a function ϕ is represented by its sagittal graph using arrows linking all each point for x ∈ P to the point corresponding to ϕ(x)).
Approximation of Fixpoint Semantics by Simplification Using Galois Connections
Two fixpoint approximation methods were considered in [29] . One is static in that it can be understood as the simplification of the equation involved in the concrete semantics into an approximate abstract equation which solution provides the abstract semantics. Galois connec tions are used to formalize this discrete approximation process. The second is dynamic in that it takes place during the iterative resolution of the abstract equation (or system of equations). This separation introduces additional flexibility allowing for both expressiveness and efficiency.
on a complete lattice on a complete lattice FIGURE 2. Fixpoints.
Approximation of Concrete Program Properties by Abstract Properties
We assume that the concrete program properties are described by elements of a given set P . Let be a partial order relation on P defining the relative precision of concrete properties: p 1 p 2 means that p 1 and p 2 are comparable properties of the program, p 1 being more precise than p 2 , the relative precision being left unquantified. The abstract program properties are assumed to be represented by elements of a poset P ( ) where the partial order relation defines the relative precision of abstract properties.
Example 1 (Rule of signs).
For a trivial example, we can chose P = {false , <0 , =0 , >0 , ≤0 , =0 , ≥0 , true} with the intended meaning that these properties refer to the possible values x of some program variable and therefore false
≥0 since "is equal to zero" is more precise than "is positive or zero" (but it would be difficult to say of how much!). Hence for this example is the subset ordering ⊆. A possible approximation of P would be P = {f , −1 , 0 , +1 , t } where strict inequalities are ignored.
The semantics of the abstract properties is given by a concretization function γ ∈ P → P : γ(p ) is the concrete property corresponding to the abstract description p ∈ P . The notion of approximation is formalized by an abstraction function α ∈ P → P giving the best abstract approximation α(p ) of concrete properties p ∈ P .
Example 2 (Rule of signs, continued).
The concretization function for our trivial example is given in Figure 3 , (where posets P ( ) and P ( ) are represented by their Hasse diagrams and γ by its sagittal graph). For example, +1 means ≥ 0 that is "belonging to the set of zero or positive integers". In Figure 3 , we would have:
with the obvious meaning that, e.g. "is strictly positive" can be approximate from above by "is zero or positive" for subset approximation ordering ⊆.
is also a correct, although less precise abstract approximation of the concrete property p . Hence, the soundness of approximations, i.e., the fact that p is a valid approximation of the information given by p can be expressed by α(p ) p . If p 1 = γ(p ) and p 2 p 1 then p is also a correct approximation of the concrete property p 2 although this concrete property p 2 provides more accurate information about program executions than p 1 . So the soundness of approximations, that is the fact that p is a valid approximation of the information given by p , can also be expressed by p γ(p ). When these two soundness conditions are equivalent, we have got a Galois connection. We now examine more precisely the motivations for and consequences of this hypothesis. This requires the study of mathematical properties of Galois connections.
Galois Connections
Given posets P ( ) and P ( ) , a Galois connection is a pair of maps such that:
in which case we write:
Galois connections have numerous properties, which are recalled in [34] (particularly theorems 5.3.0.5 and 5.3.0.7), where the references to the mathematical literature are also found. For example, γ • α is extensive: (1) with p = α(p ). This can be interpreted by the fact that the loss of information in the abstraction process is sound. The same way, α • γ is reductive:
. This can be interpreted by the fact that the concretization process introduces no loss of information. From an abstract point of view, α(p ) is as precise as possible.
It follows that α is monotone [since (2) and transitivity
and transitivity whence γ(
Monotony can be interpreted as the fact that the abstraction and concretization process pre serves the soundness of the approximation. (2), (3), and (4) imply (1), hence can be chosen as an equivalent definition of Galois connec tions:
Observe that
where the inverse ≤ −1 of the partial order ≤ is ≥. It follows that the duality principle on posets stating that any theorem is true for all posets, then so is its dual obtained by substituting ≥ , > , , ⊥ , ∨ , ∧ , etc. respectively for ≤ , < , ⊥ , , ∧ , ∨ , etc. can be extended to Galois connections by exchanging α and γ. For all p ∈ P and p ∈ P , we have (2) when p is γ(p ). By antisymmetry, we conclude that:
The same way, for all p ∈ P we have α
. By antisymmetry, we conclude:
An immediate consequence is that a Galois connection defines closure operators, as follows (a lower closure operator is monotone, reductive, and idempotent, whereas an upper closure operator is monotone, extensive, and idempotent):
Idempotence, i.e., ρ • ρ = ρ , can be interpreted as the fact that all information is lost at once in the abstract interpretation process so that two successive abstractions with the same abstraction function are equivalent to a single one. Another consequence is that one can reason upon the abstract interpretation using only P and the image of P by the closure operator γ • α (instead of P ). This equivalent approach is considered in [34] . In particular, the use of Moore families , i.e., containing t and closed under arbitrary ∧ , is justified by the following:
t , hence by monotony and (
Then ∧ X exists in a complete lattice and satisfies ∧ X p so that by monotony and (6) 
In a Galois connection, one function uniquely determines the other:
p by hypothesis and therefore γ 1 (p ) γ 2 (p ) by (1) . By antisymmetry, we conclude that γ 1 (p ) = γ 2 (p ). The reciprocal follows from the duality principle.
The practical consequence of this fact is that we can perform an abstract interpretation by defining the abstraction or, indifferently, the concretization function, since the adjoined function is uniquely determined as follows: 
It follows that α(p ) is the greatest lower bound of {p | p γ(p )} since for any other lower bound , we must have α(p ). The dual result holds for γ.
Another important property of Galois connections is the preservation of bounds: Whenever we have defined an abstraction function that is a complete join morphism or a con cretization function that is a complete meet morphism, then this definition entirely determines a unique Galois connection, provided that the bounds allowing for the definition of the adjoined function exist (which is the case, for example, when considering complete lattices): 
p by definition of least upper bounds and transitivity. A dual result holds for γ.
By eliminating the "useless" abstract properties in the abstract domain P that are not the abstraction of some concrete property, we obtain an abstraction onto P , a situation that can be characterized as follows:
then α is onto if and only if γ is one-to-one if and only if ∀p ∈ P : α • γ(p ) = p (in which case the Galois connection is said to be a Galois surjection). α is one-to-one if and only if γ is onto if and only if ∀p ∈
P : γ • α(p ) = p (
in which case the Galois connection is said to be a Galois injection).
proof. By (7) we have
if γ is one-to-one. In this case, it follows that α is onto since p = α(p ) by choosing p = γ(p ). We conclude by application of the duality principle.
This leads to the definition of Galois surjections:
with − denoting 'into' and −→ 'onto'. Galois surjections induce the order structure from concrete onto abstract properties:
p , whence by monotony and Galois surjection characteristic 
is the greatest lower bound of X ⊆ P is dual.
As observed in theorem 10.1.0.2 of [34] , each abstract property p can be improved by its lower closure α • γ(p ). This leads to a systematic way of obtaining Galois surjections from Galois connections by identification of the abstract properties p , which meaning γ(p ) cannot be distinguished at the concrete level, into an equivalence class:
, and, therefore, by (7) and (3), we have [
From a practical point of view, this proposition corresponds to the use of a normal form for abstract properties with the same meaning. We use the following notation for the reduction:
The Compositional Design of Galois Connections
We now study systematic ways of defining Galois connections so as to specify program analysers by successive refinements.
Composition of Galois Connections. The composition of Galois connec tions is a Galois connection. This fundamental property is the basis for designing program
analysers by composition of successive approximations:
For example, in [29] 
α is a bĳection with inverse γ so that the concrete and abstract representations of an invariant are isomorphic: an invariant can be represented globally as a predicate on the control and memory states or locally as a set of invariants on the memory states attached to each program point.
This can be easily generalized as follows:
Proposition 12 (Partitioning). Let P ( , f , t , , ) be a complete lattice that is (infinitely) distributive for intersection 1 , i.e., the join operation is (completely) distributive on meets
so that x ∧ X = {x ∧ y | y ∈ X} for all x ∈ P and any (infinite) set X ⊆ P . Let L be a non-empty finite (respectively infinite) set of so-called labels and δ ∈ L → P be a partition of P (satisfying the cover property t = ∈L δ( ) and the disjointness property ∀ ,
P ( ) whereas the reduced partitioning satisfies 
] by definition of the abstraction α and of greatest lower bounds. But
f by definition of greatest lower bounds and of the infimum when = . It follows that This Galois connection enables us to decompose an equation into a system of equations, one for each label. For logical programs, the choice of labels can vary considerably. For example, one can choose a single one for the whole program, one for each predicate, one for each clause (after head unification), two for each clause (after call and before exit), one before and after each atom of a clause [140] , [131] or one before and/or after a call [11] in an AND/OR tree, bi-labels corresponding to pairs of the previous choices or even paths to the calls in the computations within AND/OR trees [160] , [157] . The choice of the best decomposition obviously depends upon the kind and quality of the information that is to be gathered about programs and of the acceptable memory and computation costs.
Reduced Product. If several independent abstract interpretations
i ∈ have been designed with respect to a concrete domain P ( ) of program properties using
there are many ways to combine them to perform all abstract interpretations simultaneously. Several such combinations of abstract interpretations have been suggested in sections 9 and 10 of [34] . We will use the following ones: This combination of abstract interpretations can be qualified of attribute independent. A classi cal example consists in analysing the possible values of the variables of a program by analysing independently the possible values of each variable in the program, as, for example, in [28] . The information obtained by the combination of the analyses is essentially the same as the one ob tained by performing the analyses separately. However, the separate analyses can be mutually improved using proposition 10. For example, the reduced product of sign and parity analysis would exclude the case when a variable is both zero and odd, a situation that may not be rec ognizable by separate analyses (for example the conjunction of {0} x := 1 {+} and {odd} x := 1 {even} would be { 0, odd } x := 1 { +, even } which reduces to { ⊥, ⊥ } x := 1 { +, even } whereas for the reduced product we would have { ⊥, ⊥ } x := 1 { ⊥, ⊥ }).
If is finite and P ( , ∧ ) is a meet-semi-lattice or is infinite and P ( , ∧ ) is a com plete meet-semi-lattice (hence a complete lattice), then the product is such that
P ( ) − −− → ← −− − α γ P ( ) , whereas the reduced product satisfies P ( ) − −− ≡ → −→ ← −−− − α γ P ( ).
Example 14 (Attribute independent groundness analysis).
In groundness analysis, the lattice P i , i = 1, 2 represents the set of terms to which some logical variable X i , i = 1, 2 can be bounded during execution of a logic program, ⊥ corresponding to the empty set, g corre sponding to the set of ground terms, ng corresponding to the set of terms containing at least one free variable, and corresponding to all possible terms. Their reduced prod uct P = i∈{1,2} P i can be used to represent the possible values of the pair of variables X 1 , X 2 (which implies that all abstract pairs of values containing ⊥ are semantically equiv alent hence reduced to ⊥, ⊥ , as shown in Figure 4 ). The analysis is attribute independent s s s s
Reduced product P = i∈{1,2} P i FIGURE 4. Lattice of attribute independent groundness analysis.
in that no relationship can be expressed between the groundness of X 1 and that of X 2 (such as X 1 is ground if and only if X 2 is not ground).
Down-set Completion.
A method was given in paragraph 9.2 of [34] to pro vide a disjunctive concrete interpretation of sets of abstract properties. It was used to show that merge over all paths data flow analyses can always be expressed in fixpoint form. This construc tion is of general use to enrich an abstract interpretation. The intuitive idea is that the abstrac tion α loses no information about meets (proposition 3), whereas joins are preserved by losing in formation (proposition 6). For example, in the rule of signs, α({n ∈ N | n > 0}∪{n ∈ N | n < 0}) = α({n ∈ N | n > 0}) α({n | n < 0}) = + − = , thus losing the information that 0 is impossible. This situation can be improved by moving to the more expressive abstract domain ℘(P ) and considering sets of abstract values in P the meaning of which is the disjunction of the meaning of the individual abstract values in the set. This corresponds to a case analysis. For example, {−, +} expresses a non-zero value since γ({−, +}) = γ(−) ∪ γ(+) = {n ∈ N | n = 0}. Now, several sets of abstract values can have the same concrete meaning such as, for exam ple, { } , { , −} , and { , −, 0, +, ⊥}. Therefore, a reduction is necessary to reduce the size of the abstract lattice, hence that of its computer representation. Proposition 10 can be used for that purpose, but in this case this can be done, at least partially, in a syntactic way, by considering down closed sets only, which contain all abstract values which can be approximated by an element of the set. Following theorems 9.2.0.2 to 9.2.0.4 of [34] , this intuitive idea can be formalized as follows:
y x} be the down closure of X for . Define:
proof. We show that γ d is a complete meet morphism so that the conclusion follows from proposition 7.
We prove the preliminary lemma stating that
k∈I γ(p k ). By proposition 3 , γ * (P ) is a Moore family so there exists some p ∈ P such that k∈I γ(p k ) = γ(p ) , whence by (6) 
proving the inverse inclusion.
To prove that γ d is a complete meet morphism, we observe that by definition
.e., by the previous lemma, to
The reduction follows from proposition 10.
Example 16 (Rule of signs, continued). Assume that P = ℘(Z)
and P is {⊥, −, 0, +, } with the obvious meaning
and γ( ) = Z. Using proposition 15 , define α(X) as the least s ∈ P such that X ⊆ γ(s).
The down-set completion of P contains the elements: false Another equivalent way to define the down-set completion consists in considering Hoare's lower powerdomain that is subsets of P pre-ordered by X X if and only if ∀p ∈ X : ∃p ∈ X : p p . Let ≈ be the corresponding equivalence relation defined by
true P Down-set completion of P FIGURE 5. Lattices of signs.
℘(P )/ ≈ ( ) is the down-set completion of P follows from the following:
≈ since for all p ∈ X , we have p ∈ ↓ X , whence X ↓ X since is reflexive and by definition of the down closure, for all p ∈ ↓ X there exists p ∈ X such that p p , whence ↓ X X. It follows that α is an isomorphism with inverse γ.
If X , X ⊆ P , and X ⊆ X , then for all p ∈ X , p ∈ X and p p so that X X and therefore
X so that by definition of ≈ and
The situation observed in example 16 where the down-set completion of P is the set of subsets of the atoms {−, 0, +} of P is in fact more general. An element a of a lattice L(≤) with infimum ⊥ is an atom if it covers ⊥ , that is ⊥ < x ≤ a ⇒ x = a. L is atomistic if and only if every element of L is a join of atoms, and hence of the atoms which it contains. We write A(L) for the set of atoms of L. Two abstract interpretations are equivalent if and only if any concrete property is approximated in the same way in both interpretations. More formally, if
Proposition 18 (Representation of the down-set completion using atoms). Let
If, moreover, γ is join atomistic, that is to say:
Moreover, if S ⊆ X and S ∈ A(P ) then S cannot be empty since the infimum ∨ ∅ = f does not belong to A(P ). Moreover, S cannot contain two distinct atoms x 1 and x 2 since we would have
S since x 1 and S are atoms and therefore the contradiction f ≺ x 1 ≺ x 2 since x 1 and x 2 are distinct atoms. It follows that S = ∨ {x} = x where x ∈ X proving that { S | S ⊆ X} ∩ A(P ) ⊆ X hence by antisymmetry that α a • γ a is the identity.
Assume now that X ∈ D (P ) and x ∈ X. Let S be {a ∈ A(P ) | a x}. We have S ⊆ X since X is down closed and x = S since P ( , ∨ ) is an atomistic complete lattice proving
Down-set completion of the reduced product P = i∈{1,2} P i FIGURE 6. Lattice of relational groundness analysis.
since X is down closed, which is equal to γ * (X) that is to γ d (X).
Transforming an Attribute Independent Analysis into a Relational Analysis.
If we have obtained independent analyses P i ( i ), i ∈ , then the down-set com pletion of their reduced product provides a relational analysis.
Example 19 (Relational groundness analysis).
By considering the down-set completion of the reduced product for groundness given in example 14 , one can express that X 1 is ground if and only if X 2 is not ground by the element { g, ng , ng, g } , as shown in Figure 6 .
However the lattice which is obtained can be very large. If we consider the down-set completion of the reduced product of n rules of signs lattices shown in example 16 then the longest strictly increasing chain in the down-set completion has length 3 n + 1 hence this lattice is very large, so the corresponding program analyses might be very expensive. Various other forms of relational combinations can be considered. For example, the set of monotone maps in P 1 → P 2 is considered in section 10.2 of [34] , so as to obtain rela tional properties the complexity of which is included between those of the reduced product and down-set completion of the reduced product. By restricting to complete join morphisms, that is equivalently to Galois connections between P 1 and P 2 , one obtains, up to an isomorphism, the tensor product considered in [129] . However tensor products cannot represent all relations that can be specified by elements of the down-set completion of the reduced product.
Transforming a Relational Analysis into an Attribute Independent
Analysis. As shown by [86] , relational analyses can be very expensive. A radical method to reduce the analysis cost is to transform the relational analysis into an attribute independent analysis. We now explain a systematic way to do so. In order to formalize the notion of relational analysis, let us consider a set of program attributes, the properties of each attribute i ∈ being described by elements of a given set P i of properties. A relational property
. Such a relational property can be approximated by a vector of attribute independent properties, as follows:
In practice the attribute independent analysis is often not precise enough whilst the relational one is too expensive. The idea is then to consider some but not all relationships between attributes. Doing so a priori without knowing at all the program to be analysed, i.e., using the Galois connection approach, is then almost impossible. A better approach is to take decisions progressively during the analysis, as the relationships holding between attributes are discovered. This is the widening/narrowing approach discussed below. There a criterion is given to throw away the relationships considered uninteresting with respect to what is presently known about the program properties.
Lifting to Property Transformers.
As observed in paragraph 7.1 of [34] , Galois connections can be lifted from sets of properties to sets of monotone properties trans formers: For example, starting from an approximation of values, the repeated application of this property can be used to approximate functions, functionals, etc. In particular, it follows that the choice of an approximation of program properties uniquely determines the way of approximating fixpoints of properties transformers. This result is also the basis for extending abstract interpretation from first-order to higher-order functional languages.
where the ordering on functions is pointwise that is ϕ φ if and only if ∀x : ϕ(x) φ(x).
proof. If α • ϕ • γ φ , then for all x in P , we have α • ϕ • γ(x) φ(x) by definition of pointwise orderings whence ϕ • γ(x) γ • φ(x) by (1). In particular when x = α(p ) for any p ∈ P , we have ϕ • γ • α(p ) γ • φ • α(p ). But p γ • α(p ) by (2) so that by monotony of ϕ for we have ϕ(p ) ϕ • γ • α(p )
proving by transitivity and definition of pointwise orderings that
ϕ γ • φ • α. Reciprocally, if ϕ γ • φ • α then ∀x ∈ P : ϕ(x) γ • φ • α(x) whence α • ϕ • γ(p ) φ • α • γ(p ) by (1) for x = γ(p ). Moreover φ • α • γ(p ) φ(p ) by
Approximation of a Concrete Program Fixpoint Semantics by an Abstract Semantics
We assume that the concrete semantics is defined as a least fixpoint lfp
where X = F (X) is the equation (or system of equations) associated to the program, P ( , ⊥ , ) is a poset of concrete program properties and F ∈ P ( ) c −→ P ( ) is continuous. We assume that the least upper bound of the F n (⊥ ) , n ≥ 0 exists, for example because P ( ,⊥ , ) is a strict cpo.
Example 22 (Semantics of logic programs).
Let P be a logic program (containing at least one constant), U P be its Herbrand universe and ground(P) be the set of all ground instances of clauses in P. The poset P ( ,⊥ , ) of concrete properties is the complete lattice ℘(U P )(⊆ , ∅, U P , ∩, ∪). F is the immediate consequence operator T P of van Emden and Kowalski [146] defined by:
Observe that T P is a complete ∪-morphism. A postfixpoint I ∈ T P ⊆ of T P is a model of P. The application of Tarski's fixpoint theorem [141] yields van Emden and Kowalski characterization theorem of the semantics of the logic program P , which is the least model of P , that is lfp
Observe that two partial orderings are involved on P (and P ). In general these orderings are distinct but they may coincide.
is called the computational ordering. It holds between iterates F n (⊥ ) during the fixpoint computation. is called the approximation ordering. It specifies the relative precision of concrete program properties.
Let us now examine the problem of computing and then approximating from above for the abstract semantics α(lfp F ) of the program. 
to try to obtain α(lfp F ) by computing the abstract image of this iteration sequence that is:
Since, in general, the computation must be done entirely in the set P of abstract program properties, we would like to obtain this iteration sequence using an abstract infimum ⊥ , an abstract operator F and an abstract least upper bound on P in the form
The situation is illustrated in Figure 7 . When looking for hypotheses implying the desired property F n (⊥ ) = α(F n (⊥ )) for all n = 0, 1, . . . , ω , it is interesting to favor inductive reasonings on n , as follows:
nition of the iteration sequences α(F (F n (⊥ ))) = F (F n (⊥ )) that is using the induction hy pothesis α(F (F n (⊥ ))) = F (α(F n (⊥ ))) which obviously holds when ∀p ∈ P : α(F (p )) =
Fixpoint inducing using a Galois connection.
by induction hypothesis and n≥0 α(F n (⊥ )) = α n≥0 F n (⊥ ) since, by proposition 6 , α is a complete join morphism, whence we conclude by transitivity. 
Moreover if p is a fixpoint of F then F (p ) = p whence α(F (p )) = α(p ) and therefore
F (α(p )) = α(p ) since α • F = F • α proving that α(p ) is a fixpoint of F . In particular α( n≥0 F n (⊥ )) = n≥0 F n (⊥ ) is a fixpoint of F . Assume that F ∈ P ( ) m −→ P ( ) is monotone and p is a fixpoint of F such that ⊥ p . Then F 0 (⊥ ) = ⊥ p . If F n (⊥ ) p then F n+1 (⊥ ) = F (F n (⊥ )) F (p ) =
.4-(3)):
Proposition 23 (Fixpoint inducing). If P ( , ) and P ( , ) are posets,
−→ P ( ) is monotone, it is the least fixpoint of F greater than or equal to ⊥ .
The fact that lfp F = n≥0 F n (⊥ ) follows for example from ω-upper-continuity on a complete partial order. It can be relaxed into monotony by using transfinite iteration sequences, as in [33] . Observe that no such hypothesis is necessary on the abstract domain P since it is induced from P by the Galois connection.
Fixpoint Abstraction Using Galois Connections.
In general, a fixpoint inducing is not computable so that one must be satisfied with an abstract approximation p from above of the concrete fixpoint α(lfp F ) that is α(lfp F ) p or equivalently lfp F γ(p ). When a Galois connection has been established between concrete and abstract properties, any 
Fixpoint approximation using a Galois connection.
concrete fixpoint can be approximated by an abstract fixpoint using an approximation of the function as indicated in proposition 21. We obtain theorem 7.1.0.4 of [34] :
proof. By Tarski's fixpoint theorem [141] , the least fixpoints exist.
A consequence of this theorem is that the choice of the concrete semantics F and of the ab straction P ( ) − −− → ← −− − α γ P ( ) of program properties entirely determines the abstract semantics lfp α • F • γ. It follows that the abstract semantics can be constructively derived from the concrete semantics by a formal computation consisting in simplifying α • F • γ so as to ex press it using operators on abstract properties only (this has been illustrated on the casting out of nine introductory example). But for a few exceptions (such as [15] where P is finite), this simplification is not mechanizable and must be done by hand. This simplification is facil itated by the observation that α • F • γ can be approximated from above by F such that
Proposition 25 (Fixpoint approximation). If
X} by Tarski's fixpoint theorem [141] .
Apart from this, theorem 24 has numerous variants depending upon the hypotheses ensuring the existence of fixpoint (for example see theorem 7.1.0.5 of [34] which avoids the monotony hypothesis). The general idea is that the abstract iterates approximate from above the concrete iterates, as illustrated in Figure 8 . We will use the following variant of proposition 24 which is based upon the ideas sketched above, where the computational and approximation orderings are distinguished:
clude by continuity and the last hypothesis that α(lfp
When the computational and approximation orderings coincide, this proposition amounts to the more simple:
proof. This is a corollary of proposition 26 since for any -increasing chain p i , i ∈ N and any -increasing chain
∨ i∈AE p i by proposition 6 and definition of least upper bounds.
As usual continuity hypotheses can be avoided using monotony and transfinite iteration se quences.
Chaotic and Asynchronous Iterations.
Using a decomposition by parti tioning, a 'concrete' fixpoint equation X = F (X) can be decomposed into an 'abstract' system of equations:
where each X i belongs to a cpo or complete lattice P i ( i ) and
can be computed by Jacobi's method of successive approximations, which can be detailed as:
In practice the Gauss-Seidel's iterative method: 
which consists in continually reinjecting in the computations the last results of the computations themselves would reduce the memory congestion and accelerate the convergence.
In general, Gauss-Seidel's method is not algorithmically more reliable than Jacobi's suc cessive approximations method. This means that without sufficient hypotheses on F , Jacobi's method may converge although the Gauss-Seidel one diverges. The contrary is also possible, that is Gauss-Seidel's method may converge although Jacobi's iterations endless cycle. Fortunately, this phenomenon is impossible when F is upper-continuous (or monotone using transfinite iter ation sequences). One can arbitrarily determine at each step which are the components of the system of equations which will evolve and in what order, as long as no component is forgotten indefinitely. Otherwise stated any chaotic iteration method converges to the least fixpoint of F . We now define the notion of chaotic iterations more formally and prove convergence.
Let J be a subset of {1, . . . , n}. We denote by F J the map defined by F J (X 1 , . . . , X n ) = Y 1 , . . . , Y n where, for all i = 1, . . . , n , we have:
An ascending sequence of chaotic iterations for F is a sequence X k , k ≥ 0 of vectors of n i=1 P i starting from the infimum X 0 = n i=1 ⊥ i and recursively defined for k > 0 by: 
Proposition 28 (Convergence of an ascending sequence of chaotic iterations). The limit k≥0 X k of any ascending sequence of chaotic iterations
. For the induction step, let us assume
by monotony. In both cases, we have
. . , n} and k ≥ 0 then, by weak fairness, there exists (i) such that i ∈ J k+ (i) . It follows that
, where m is the maximum of the (i) for i = 1, . . . , n.
, definition of least upper bounds, and upper-continuity,
, X ω lfp F , whence equality holds by unicity of the least fixpoint.
Proposition 28 justifies the use of abstract interpreters in which the chaotic iteration strategy is chosen so as to mimic actual program executions. Examples of practical implementation of a particular strategy of chaotic iteration are given by [133] , [103] , [64] , [131] , [69] , [158] . An example of an abstract interpreter written in a version of Prolog is given in [152] .
This result has been generalized to asynchronous iterations [25] corresponding to a parallel implementation where X is a shared array and each process i reads the value x j of element X [j] in any order for j = 1, . . . , n , then computes x i = F i (x 1 , . . . , x n ) and finally asynchronously writes this value x i in shared memory X [i] . The relative speed of the processes is irrelevant provided execution is weakly fair. Another generalization in [32] concerns systems of functional fixpoint equations
When each f i ( X i ) needs to be known only for a subset φ i of the domain P i of X i , it is necessary and sufficient to compute the value of f i ( X i ) for X i belonging to a subset the domain of X called the φ-F -closure and such that φ i ⊆ φ-F -closure i ⊆ P i . This technique, which was later popularized by Jones and Mycroft [84] under the name minimal function graphs , may be used as a basis for the tabulation method of [9] , [89] , [59] , [154] .
Convergence and Termination.
Convergence to the least fixpoint lfp F is obtained in proposition 28 by taking the join k≥0 X k of infinitely many terms in the chaotic iteration sequence. In practice this can be avoided when using finite lattices, posets satisfying the ascending chain condition , and more generally in any case when the chaotic iteration sequence is increasing but not strictly (because of properties of P and/or F ) so that the fixpoint must be reached after finitely many steps. For example, we have: 
Proposition 29 (Termination of an ascending sequence of chaotic iterations). If the length of strictly increasing chains in
n i=1 P i
is bounded by and the number of steps which are necessary for any component to evolve in chaotic iterations
Therefore if there exists k ≥ 0 , hence a least one, such that X k = X k+m then X k is a fixpoint of F , whence the least one and X im , 0 ≤ i ≤ k is a strictly increasing chain so that k ≤ . When a fixpoint is reached, the chaotic iterations are stabilized so that lfp F = X m . The remaining case ∀k ≥ 0 : X k X k+m is impossible since it is in contradiction with the ascending chain condition.
Other theoretical upper bounds on fixed point iterations have been given by [130] , but these worst case analyses do not take into account the fact that F is not indifferent. In particular, proofs that these bounds are tight may lead to consider peculiar F not corresponding to any program at all! Pending average-case analyses, practical experiences such as [64] , [103] , [149] , [142] , [154] are very useful. Moreover, in practice, it is always possible to use extrapolation techniques such as widenings and narrowings considered below to speed-up convergence at the price of overshooting the least fixpoint.
On the Use of Galois Connections.
Galois connections correspond to an ideal situation where the set P of abstract properties has been defined so that any concrete property has a best abstract upper approximation. Numerous practical abstract interpretations, such as [44] or the k-depth success pattern analysis of Sato and Tamaki [137] , [109] , which do not satisfy this condition can be easily handled by relaxing some of the hypotheses involved in the Galois connection approach [42] .
Approximation of Fixpoint Semantics by Convergence Acceleration Using Widenings and Narrowings
In [28] , we introduced the idea of using widening and narrowing operators to accelerate con vergence for fixpoint approximation from above (the dual case considered in [25] is also useful for some applications such as type inference [121] where a sound approximation is from below). This idea offered the possibility of considering infinite lattices not satisfying the ascending chain condition or of speeding up convergence in case of combinatorial explosion [79] . The larger the abstract domain P is, the more precise the analyses tend to be because less information is lost. 
Downward Abstract Iteration Sequence with Narrowing
A first idea to effectively approximate lfp F from above is to use a downward iterationX k , k ≥ 0 , all elements of which are upper approximations of the least fixpoint lfp F and which is stationary after finitely many steps. In order to ensure that allX k , k ≥ 0 are upper approx imations of the least fixpoint lfp F , one can look for an inductive argument using the basis lfp F X 0 and the inductive step lfp
The basis is easily handled with by starting from the supremumX 0 = t . Finding general purpose sufficient con ditions ensuring the validity of the inductive step lfp
X k is a bit more difficult since the only available information isX k and F (X k ) and the least fixpoint lfp F and more generally the fixpoints of F are unknown. Hence we defineX k+1 to beX k F (X k ) that is the composition of the available information using a so called narrowing operator .
X k with the additional constraint that it must be valid for all program, that is all F , we can require more specifically that ∀x, y ∈ P : x y x. Ensuring lfp F X k F (X k ) for all F , hence without knowing its fixpoints, is a bit more difficult. In practice however, F is often monotone for . In this case if p is a fixpoint of F then p x implies p F (x) by monotony and fixpoint property. Therefore if p x and p y imply p x y then obviously lfp F X k implies lfp F X k+1 . Since the fixpoints p of F are unknown, we require the narrowing operator to satisfy ∀x, y, z ∈ P : z x ∧ z y ⇒ z x y. Finally the downward iteration sequenceX 0 , . . . , X k+1 =X k F (X k ) , . . . must be finite. Again since this must be true for all possible F , we require the non-existence of strictly decreasing chains of the form x 0 , . . . , x k+1 = x k y k where y k , k ≥ 0 is a decreasing chain (due to monotony of F ).
The above discussion is a motivation for the definition of a narrowing operator , such that:
for all decreasing chains p k , k ≥ 0 and p ∈ P the chaiň
with the following convergence property showing how to improve upper-approximations of fix points:
Proposition 30 (Downward abstract iteration sequence with narrowing). If
∈ P × P → P is a narrowing operator and
proof. We prove p X k for all k ∈ N. This holds for k = 0 by hypothesis
X k by (16b) and (16c). Since the chainX k , k ≥ 0 is decreasing for then so
Observe that in a complete lattice satisfying the descending chain condition (that is all strictly decreasing chains for are finite) the narrowing operator x y can be defined as the greatest lower bound of x and y for . Hypotheses (16) have numerous variants. For example if the starting point p is a postfixpoint of F we can assume that p 2 p 1 in (16b). Moreover, the narrowing operator can be chosen to depend upon the iteration step. In particular since any term of the chainX k , k ≥ 0 is sound we can stop iterations after an arbitrary number n of steps so as to cut analysis costs down. In this case the narrowing x i y would be y if i ≤ n else x. Finally, more sophisticated convergence enforcement strategies could be designed by using not a single but all previous iterates.
Upward Abstract Iteration Sequence with Widening
In general no approximation of the least fixpoint better than the supremum t is known to start with. Since the downward abstract iteration sequence with narrowing cannot undershoot fixpoints no approximation of the least fixpoint better than the greatest fixpoint can be computed by the method of proposition 30. Therefore, in order to get a better initial upper-approximation of the least fixpoint, one can start from below, for example from the infimum f , using an increasing chain so as to overshoot this unknown least fixpoint. As shown by the practical experience, the benefit of this method is that very often the limit will be below the greatest fixpoint and in all cases below the supremum t . Three problems have to be solved. When using an increasing chainX k , k ∈ N starting from below the least fixpoint lfp F , we must first have a computable criterion to check whether a pointX above the least fixpoint has been reached. Depending on the problem to be solved, several criteria are available such asX is a fixpoint of F or, by Tarski's fixpoint theorem,X is a postfixpoint of F . Second, we must ensure that the sequenceX k , k ∈ N eventually reaches a point above the least fixpoint. A simple way to do so is to iterate above the chain
. . , converging to the least fixpoint lfp F = k≥0 F k . To do so we can use a widening operator ∈ P ×P → P in order to extrapolate toX k+1 =X k F (X k ) from two consecutive termsX k and F (X k ) so thatX k X k+1 and F (X k ) X k+1 . Third, we must ensure that the iteration sequenceX k , k ∈ N stabilizes after finitely many steps. This leads to the definition of a widening operator, such that:
for all increasing chains p k , k ≥ 0 , the chainX 0 = p 0 , . . . ,
. . is not strictly increasing for (17c) with the following convergence property showing how to compute upper-approximations of the least fixpoint starting from below:
Proposition 31 (Upward abstract iteration sequence with widening). If
is a widening operator and ∀k ∈ N :
proof. Since is reflexive, we have
X k+1 by (32b) and X k+1 =X k F (X k ). It follows that the chainX k , k ≥ 0 hence by monotony F (X k ) , k ≥ 0 patrick cousot and radhia cousot is increasing but not strictly by (32c). For the limitX where ∈ N , we have F
Once again one can imagine a number of weaker hypotheses on the widening operator, such as expressing correctness criteria (32) with respect to concrete properties, using widenings based upon all previous iterates and depending upon the rank of the iterates (so as for example to be able to speed up convergence by loosing more information as iteration time passes), using chaotic iterations with one widening operator only along each cycle in the dependence graph of the system of equations, etc. Proposition 31 only shows the way. Moreover, it is not always necessary to wait for the iterates to stabilize since for example, by Tarski's theorem [141] , if the computational ordering coincides with the approximation ordering then F (X ) X implies lfp F X . Observe that [11] , [10] and [83] use an infinite domain and a nonmonotone widening operator that enlarges, in a nonunique way, the denoted set of terms. This so-called restriction operation on normal types/abstract substitutions consists in removing from a type graph the paths of forward arcs where the number of occurrences of the same functor is greater than some given fixed constant. To do so, a cyclic graph is created describing infinitely many trees by paths of all possible lengths. It is also observed that to get more precise analyses, application of the restriction algorithm could be delayed until a diverging computation is observed for recursive calls. Finally, since the widening is not necessarily monotone, proposition 28 on chaotic itera tions no longer applies so that the precision on the result may depend upon the chaotic iteration strategy which is chosen (but not its soundness).
Upward and Downward Abstract Iteration Sequences
In practice, one first uses an upward abstract iteration sequence with widening to obtain an upper-approximation of the least fixpoint starting from below and then a downward abstract iteration sequence with narrowing so as to improve this upper bound while remaining above any fixpoint. This is illustrated in Figure 9 .
Example 32 (Interval analysis)
. In order to analyse the possible values of integer variables, [28] and [29] introduced the abstraction α ∈ P (⊆) → P ( ) where 
. Fixpoint approximation using a Galois connection, a widening and a narrowing.
following:
The descending abstract iteration sequence with narrowing is now: , 99] Observe that the analysis time does not depend upon the number of iterations in the while-loop which would be the case without using widening and narrowing operators.
A Compromise Between Relational and Attribute Independent Analyses Using Widenings
Since relational analyses are powerful but expansive whereas attribute independent analyses are cheaper but less precise, the use of widening operators may offer an interesting compromise. For example, if P i is the lattice {⊥ , g , ng , } for groundness analysis of term t i then the down-set completion P of the reduced product n i=1 P i can express dependencies between groundness properties of arguments of atoms p(t 1 , . . . , t n ). By proposition 18 , elements of P can be represented by subsets of n i=1 {g , ng} in which case strictly increasing chains in P have a maximal size of O(2 n ). Expressing dependencies between the different arguments of all atoms in the program would be even more expansive [53] . This cost can be cut down using a widening operator. A brute force one would be X Y
{g , ng} where (n) is a parameter which can be adjusted to tune the cost/performance ratio.
OPERATIONAL AND COLLECTING SEMANTICS
Abstract interpretations of programs must be proved correct with respect to a standard seman tics of these programs. Following [26] , the standard semantics that we will choose is operational. A popular alternative is to choose a denotational semantics. But this choice would be less funda mental since denotational semantics can be derived from the operational semantics by abstract interpretation [43] .
It is possible to group program properties into classes, such as invariance and liveness properties, for which all correctness proofs of abstract interpretations of one class will essentially be the same, but for the particular abstract properties which are chosen in the class. By giving a correctness proof of the abstract interpretation for the strongest property in the class, we can factor all these proofs out into two independent steps. First, a fixpoint collecting semantics is given which characterizes the strongest property in the class of interest. It is proved correct with respect to the standard semantics. Second, abstract interpretations in the given class are proved correct with respect to the corresponding collecting semantics.
There are many other interests in this separation process. The collecting semantics is sound but usually also complete with respect to the considered class of program properties. Hence it can serve as a basis for developing program correctness proof methods [27] . Knowledge about the considered class of properties can be usefully incorporated once for all into the collecting semantics. For example [128] and [68] observed that invariance properties can always be proved using sets of states attached to program points and this was incorporated into the static seman tics of [29] . Another example, recalled in paragraph 4.2.3.6. , is given in [34] (example 6.2.0.2) where it is shown how relational invariants can be decomposed into attribute independent ones (where relationships between variables are lost). Taken together these two examples show that an abstract interpretation can be decomposed into what concerns control and what concerns data, the two aspects being treated separately. Using combination methods as proposed in [34] and recalled in section 4.2.3. , this leads to a modular design of abstract interpreters. In doing so, useful abstract interpretations can be easily transferred from one language to another.
Another important step was taken in [26] where it was understood that collecting semantics can be studied in abstracto, independently of a particular language. For example, the static semantics of [29] was expressed using transition systems (due to [93] ) hence in a language independent manner. The difficulty of generalizing program points for expression languages was solved by understanding them as the more general technique of covering the concrete domain by partitions, partial equivalence relations or other covers.
Choosing once for all a particular collecting semantics and claiming that it is the only sensible alternative would lead to rigid approximation decisions which could later turn out to be impractical (for example by approximating functions by functions whereas tuples (as in type checking) or relations (between argument values and results) can do better) and to rule out analysing program properties which are forgotten by the collecting semantics, or very difficult to express in the chosen framework (such as execution order). Therefore, we proceed by working out meta-collecting semantics, where 'meta' means language independent and easily instantiable for particular programming languages, and by relating them by abstract interpretations, so as to understand this family of collecting semantics as a set of possible intermediate steps in the approximation of program executions.
To illustrate this approach for logic programming languages, we will chose here to start from an operational point of view formalized by transition systems. We will consider invariance properties which are characterized as fixpoints of predicate transformers. This will be first done in a language independent way. Later, these results will be instantiated for logic programs. Abstract interpretation is mostly used to derive an abstract semantics from a concrete se mantics. But the contrary is also possible. For example in [104] the standard domains of goals is the abstract domain, while the concrete domain is a new one containing timing information.
Operational Semantics as Transition Systems
The small-steps operational semantics of a programming language L associates a transition system S, I, F, − P → to each program P of the language. S is a set of states, I ⊆ S is the set of initial states, F ⊆ S is the set of final states while − P → ∈ ℘(S × S) is a transition relation between a state and its possible successors. The idea is that program execution starts with some initial state s 0 ∈ I. After i execution steps leading to state s i ∈ S a further execution step can lead to any successor state s i+1 ∈ S as given by the transition relation so that s i − P → s i+1 . This execution can either run for ever or else terminate either with a final state s n ∈ F or with a blocking state without successor for the transition relation. A familiar example which will be developed later is SLD-resolution for logic programs. An initial state consists of an initial goal and the empty substitution. A final state has an empty goal and an answer substitution. A state is simply a current goal and a substitution. A transition consists in unifying a selected atom in the goal with the head of a program clause and in replacing it by a unified instance of the body of the clause in the new goal together with a new substitution obtained by composition of the old one with the most general unifier.
Top/Down -Forward Collecting Semantics
The top/down (also called forward) collecting semantics characterizes the descendant states of the initial states as illustrated in Figure 10 . For logic programs, the set of descendant states of the initial states provides information about all calls for a given initial question regardless of whether they succeed, finitely fail or do not terminate.
Given a relation t ∈ ℘(S × S) , its transitive closure is t = n∈AE t n where
The fundamental fixpoint characterization of transitive closures is that t = lfp T where
. Ascendant states (•) of the final states (F).
The top/down collecting semantics for program P is the set D of descendant states of the initial states, that is D = {s | ∃s ∈ I : s − P → s} which can be written post[ − P → ]I by defining:
Using the fixpoint inducing proposition 23 , we can use the above fixpoint characterization of transitive closures to provide a fixpoint definition of this top/down collecting semantics: 
Proposition 33 (Fixpoint characterization of the top/down collecting semantics
). D = lfp F [[P]] where F [[P]] ∈ ℘(S)(∪) a −→ ℘(S)(∪) is defined by F [[P]]X = I ∪ post[ − P →]X.
℘(S)(⊆). We have
− P → = lfp T = n∈AE T n (∅) where T (X) = 1 ∪ X • − P → , ∅ = α(∅) and F [[P]] ∈ ℘(S)(∪) a −→ ℘(S)(∪) is such that for all X ∈ ℘(S × S) , we have α • T (X) = post[T (X)]I = {s | ∃s ∈ I : s , s ∈ T (X)} = {s | ∃s ∈ I : s , s ∈ 1 ∪ X • − P →} = {s | ∃s ∈ I : ( s , s ∈ 1) ∨ ( s , s ∈ X • − P →)} = {s | ∃s ∈ I : (s = s) ∨ ( s , s ∈ X • − P →)} = I ∪ {s | ∃s ∈ I : s , s ∈ X • − P →} = I ∪ {s | ∃s ∈ I : ∃s ∈ S : s , s ∈ X ∧ s − P → s} = I ∪ {s | ∃s ∈ {s | ∃s ∈ I : s , s ∈ X} : s − P → s} = I ∪ {s | ∃s ∈ post[X]I : s − P → s} = I ∪ post[ − P →](post[X]I) = F [[P]](post[X]I) = F [[P]] • α(X). By proposition 23 , we have α(lfp T ) = lfp F [[P]] so that D = post[ − P → ]I = α( − P → ) = α(lfp T ) = lfp F [[P]].
Bottom/Up -Backward Collecting Semantics
The bottom/up (also called backward) collecting semantics characterizes the ascendant states of the final states as illustrated in Figure 11 . For logic programs, the set of ascendant states of the final states provides information about atoms that can succeed.
The bottom/up collecting semantics for program P is the set A of ascendant states of the final states, that is A = {s | ∃s ∈ F : s − P → s } which can be written pre[ − P → ]F by defining:
Descendant states (•) of the initial states (I) which are ascendant states of the final states (F).
Observe that the ascendant states A of the final states F of the transition system S , I , F , − P → is precisely the set of descendant states of the initial states of the inverse transition system S , F , I , − P → −1 where the inverse t −1 of a relation t ∈ ℘(S × S) is { s , s | s, s ∈ t}. For that reason it is traditional not to explicitly study the backward abstract interpretations since, from a theoretical point of view, they are essentially the same as the forward ones (provided adequate, that is invertible, collecting semantics are considered, an handicap for denotational semantics). For example, we have:
Proposition 34 (Fixpoint characterization of the bottom/up collecting semantics). A = lfp B[[P]]
where
proof. Using the fact that (t ) −1 = (t −1 ) and
Combining the Top/Down -Forward and Bottom/Up -Backward Collecting Se mantics
In practice, we are interested by programs that succeed, so that the program interpreter should not enter dead-ends, that is states for which execution can only fail or not terminate properly. Therefore, we are interested in characterizing the descendant states of the initial states which are also ascendant states of the final states, as shown in Figure 12 . The set of descendant states of the initial states which are the ascendant states of the final states of a transition system S, I, F, − P → corresponding to a program P is characterized by
In order to justify the technique later used to approximate this meet of fixpoints, we will use the following properties ( [25] ): Fixpoint properties of collecting semantics) . For all transition systems S, I, F , − P → and X ⊆ S, we have:
proof. -To prove 1
• ) , observe that (19) and proposition 33 imply that (pre
, let X n , n ∈ N and Y n , n ∈ N be the iteration sequences starting from
(lfp F [[P]] ∩ B[[P]]X). But lfp is monotone so that lfp λ X.(lfp F [[P]] ∩ B[[P]]X) ⊆ lfp λ X.(lfp F [[P]]) ∩ lfp λ X.(B[[P]]X) = lfp F [[P]] ∩ lfp B[[P]]. Equality follows by antisymmetry. The proofs of 4
• ) to 6
• ) are similar.
COMBINING TOP/DOWN-FORWARD AND BOTTOM/UP-BACKWARD ABSTRACT INTERPRETATION
In order to approximate lfp F ∧ lfp B from above using abstract interpretations F of F and B of B , we can use the abstract upper approximation lfp F ∧ lfp B . However, a better approximation suggested in [25] can be obtained as the limit of the decreasing chainẊ 0 = lfp F andẊ 2n+1 = lfp λ X.Ẋ 2n ∧ F (X) ,Ẋ 2n+2 = lfp λ X.Ẋ 2n+1 ∧ B (X) for all n ∈ N. Observe that by proposition 35 there is no improvement when considering the exact collecting semantics. However, when considering approximations of the collecting semantics, not all information can be collected in one pass. So the idea is to propagate the initial conditions top/down so as to get conditions on applicability of the unit clauses. These conditions are then propagated bottom/up to get stronger necessary conditions to be satisfied by the initial goal for possible success. This restricts the possible subgoals as indicated by the next top/down pass. Going on this way, the available information on the descendant states of the initial states which are ascendant states of the final states can be improved on each successive pass, until convergence. A similar scheme was used independently by [91] to infer types in flowchart programs. If the abstract lattice does not satisfy the descending chain condition then [25] also suggests to use a narrowing operator to enforce convergence of the downward iterationẊ k , k ∈ N. The same way a widening/narrowing approach can be used to enforce convergence of the iterates for λ X.Ẋ 2n ∧ F (X) and λ X.Ẋ 2n+1 ∧ B (X). The correctness of this approach follows from: 
proof. Observe that by the fixpoint property,Ẋ 2n+1 =Ẋ 2n ∧ B (Ẋ 2n+1 ) andẊ 2n+2 =Ẋ 2n+1 ∧ F (Ẋ 2n+2 ) , henceẊ 2n Ẋ 2n+1 Ẋ 2n+2 since ∧ is the greatest lower bound for so thaṫ X k , k ∈ N is a decreasing chain.
We cation of ground terms is a test for equality, unification between a free variable and a variable amounts to an assignment, unification between a term with free variables and a ground term is a mere selection of components [11] , [106] . [70] , [69] , [73] produce specialized versions of predicates for different run-time instantiation situations.
10.6.1.2. Clause Selection and Efficient Backtracking. The anticipation of run-time behaviors may be used to avoid checking all possible clauses, to detect some kind of repetition in the SLD-derivations that might make the interpreter enter an infinite loop [6] , to design efficient backtracking strategies [12] , [60] , [61] .
10.6.1.3. Compile-Time Garbage Collection. [150] made a first attempt at detect ing compile-time garbage collection. [8] presented a technique for global analysis which achieves compile-time garbage collection and reuse of the collected storage cells in a way similar to what a programmer achieves in imperative languages. However, the program had to be annotated with strong types and modes. In [11] an abstract interpretation framework was formulated which can be used to infer this type, mode (slightly improving [57] ), aliasing and liveness information. This originated work on compile-time garbage collection [97] , [100] , [106] , [122] .
Transformation of Logic Programs
The information gathered about logic programs by abstract interpretation is useful not only for compilers, but also for other program transformers like partial evaluators [61] , [70] , [69] , [73] , data structures transformers [106] , [110] , [147] , and parallelizers [10] , [13] , [51] , [60] , [63] , [72] , [81] , [82] , [123] , [124] , [125] , [154] , [156] , [159] in order to automatically insert communications and synchronizations in Prolog with and-parallelism, or to eliminate the run-time independence test of goals in conditional parallelism operators which provide the control over the spawning and synchronization of such independent goals during parallel forward execution and backtracking (or to reduce the number of variables that have to be tested at runtime).
Correctness Proofs of Logic Programs
The idea of abstract interpretation is very close to program proof methods in that both rely upon a collecting semantics and on the use of approximation. For example the invariants of Floyd's partial correctness proof method [128] , [68] denote a postfixpoint of F [[P]] in proposition 33 up to the Galois connection of example 11 allowing for the decomposition of global invariants into local ones. The difference is that in proof methods the information (invariants, variant functions, etc.) is provided by the user whereas in abstract interpretation it must be automatically computed. This connection between proof methods and abstract interpretation was explored in [36] , [37] , [38] , [39] , [40] , [41] , [27] and might also be fruitfully applied to logic programming languages.
CONCLUSION
Although the original work on abstract interpretation was intended for imperative [29] and recursive [32] sequential programs, it can be adapted or translated to other non-imperative lan guages since it was expressed in a language-independent way, using transition systems to model operational semantics [25] , [34] , fixpoints to model collecting semantics, Galois connections to model property approximations, the compositional design and combination of abstract domains so as to specify abstract interpreters by successive refinements, chaotic iterations to model ab stract interpreters execution and widening/narrowing to model convergence acceleration. The application of these ideas to logic programming has been very fecund. We illustrated it with a naïve groundness analysis, but the main point was to stress the constructive aspects of abstract interpretation. It might turn out that the formal derivation of an abstract interpreter from a semantics is, at least partly, amenable to mechanization. The extension of abstract interpreta tion from imperative and functional to logic programming languages was not straightforward because of the bi-directional flow of control, owing to unification and backtracking. Moreover the program states have non-conventional and complex structures so that a number of a new abstract domains had to be discovered so as, for example, to provide precise abstract descrip tions of substitutions and unification. It seems that more work is needed to study a hierarchy of abstract domains expressing from the simplest to the more complex properties of logic pro grams among which a choice could be made for particular applications to tune the cost/precision trade-off. We have suggested a few well-known methods that have stood the test of time in other areas and which might also be useful for the abstract interpretation of logic programs such as the combination of top/down and bottom/up analyses and the use of infinite algebraic domains expressing powerful relational properties. Presently such domains have been mainly utilized for numerical values but the community of researchers on logic programming is certainly the best placed to extend these methods to non-numerical domains. If this work, or more work on ab stract interpretation of logic programs, could be expressed in language independent ways using general-purpose semantics it would certainly be easier to understand and apply in many other application areas. Beyond the present emphasis on parallelism and constraints, further specific work seems also needed to incorporate all features of logic programming such as imperative features, dynamic program modification, modular or incremental programming, etc.
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