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We present techniques for implicit solution of discontinuous Galerkin discretizations
of the Navier-Stokes equations on parallel computers. While a block-Jacobi method is
simple and straight-forward to parallelize, its convergence properties are poor except for
simple problems. Therefore, we consider Newton-GMRES methods preconditioned with
block-incomplete LU factorizations, with optimized element orderings based on a minimum
discarded fill (MDF) approach. We discuss the difficulties with the parallelization of these
methods, but also show that with a simple domain decomposition approach, most of the
advantages of the block-ILU over the block-Jacobi preconditioner are still retained. The
convergence is further improved by incorporating the matrix connectivities into the mesh
partitioning process, which aims at minimizing the errors introduced from separating the
partitions. We demonstrate the performance of the schemes for realistic two- and three-
dimensional flow problems.
I. Introduction
Discontinuous Galerkin (DG) methods are capable of producing highly accurate numerical solutions to
systems of conservation laws.1,2 The low dispersion makes them attractive for problems with nonlinear in-
teractions, wave propagation, or multiscale phenomena. Problems in aerodynamics are of particular interest,
and much work has been done on the development of DG schemes and solvers for compressible flow.3–5
A fundamental drawback with these schemes is the high memory and computational cost, already at
polynomial orders as low as 3 or 4. The total number of nodes is higher than a corresponding finite difference
or continuous finite element method, but the main expense is due to the large number of connectivities
generated between the unknowns. This results in expensive integrals to be computed for the discretization,
and in very large systems of equations to be solved when using implicit methods. The high cost of DG
methods has motivated several efforts into developing parallel implementations.6,7
Even though many parts of the computations in the DG method are local and hence natural for a
parallel implementation, efficient implicit solvers require the use of preconditioners. Unfortunately, good
preconditioners such as incomplete LU factorizations are non-local and of a sequential nature, which make
them hard to parallelize. While a simple block-Jacobi approach scales better in parallel, its convergence
properties are often insufficient.
In this paper, we investigate several strategies to develop effective parallel implementations. We consider
iterative Krylov subspace methods with the block-ILU(0) preconditioner that we developed for serial imple-
mentations in Ref. 8, with optimal element orderings from the minimum discarded fill (MDF) algorithm.
We show that the standard coloring technique used for parallelization of ILU essentially destroys the good
properties of the MDF ordering, resulting in performance almost as poor as with the Jacobi preconditioner.
Instead, we use a simple domain decomposition approach that is quite competitive for a wide range of
problems. We also show that by partitioning the domain based on inter-element weights obtained from the
discretized matrix, the performance loss from the ILU decomposition can be reduced.
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II. Problem Formulation
We consider a time-dependent system of conservation laws of the form,
∂u
∂t
+∇ · F (u,∇u) = S(u,∇u) , (1)
in a domain Ω, with conserved state variables u, flux function F , and source term S. We eliminate the
second order spatial derivatives of u by introducing additional variables q = ∇u:
∂u
∂t
+∇ · F (u, q) = S(u, q) , (2)
q −∇u = 0 . (3)
Next, we consider a triangulation Th of the spatial domain Ω and introduce the finite element spaces Vh and
Σh as
Vh = {v ∈ [L2(Ω)]m | v|K ∈ [Pp(K)]m, ∀K ∈ Th} , (4)
Σh = {r ∈ [L2(Ω)]dm | r|K ∈ [Pp(K)]dm, ∀K ∈ Th} , (5)
where Pp(K) is the space of polynomial functions of degree at most p ≥ 0 on triangle K, m is the dimension
of u and d is the spatial dimension. We now consider DG formulations of the form: find uh ∈ Vh and qh ∈ Σh
such that for all K ∈ Th, we have∫
K
qh · r dx = −
∫
K
uh∇ · r dx+
∫
∂K
uˆr · nds , ∀r ∈ [Pp(K)]dm, (6)∫
K
∂uh
∂t
v dx−
∫
K
F (uh, qh) · ∇v dx =
∫
K
S(uh, qh)v dx−
∫
∂K
Fˆ · nv ds , ∀v ∈ [Pp(K)]m. (7)
Here, the numerical fluxes Fˆ and uˆ are approximations to F and u, respectively, on the boundary ∂K of
the element K. We use Roe’s scheme9 for the inviscid fluxes and the compact discontinuous Galerkin CDG
scheme10 for the viscous fluxes.
It turns out that with the choices made for the numerical viscous fluxes, it is possible to eliminate the
variables associated with qh within each element and write the equations (6) and (7) as a system of coupled
ordinary differential equations (ODEs) of the form:
Mu˙ = r(u) , (8)
where u(t) is a vector containing the degrees of freedom associated with uh, which is represented using
a nodal basis. The vector u˙ denotes the time derivative of u(t), M is the mass matrix, and r is the
residual vector. We integrate (8) implicitly in time using the backward differentiation formulas (BDF)11
or the diagonal implicit Runge-Kutta methods (DIRK).12 Using Newton’s method for solving the nonlinear
systems of equations that arise, it is required to solve linear systems involving matrices of the form
A ≡ α0M −∆t dr
du
≡ α0M −∆tK. (9)
We assume that α0 = 1, which is the case for the first-order accurate backward Euler method, and approx-
imately the case for higher-order methods using BDF and DIRK based schemes. In the next sections, we
will study the solution of this system of equations using parallel iterative methods.
The system matrix A = M −∆tK is sparse with a block-wise structure corresponding to the element
connectivities. An example of a small triangular mesh with polynomial degrees p = 2 within each ele-
ment is shown in Fig. 1. To be able to use machine optimized dense linear algebra routines, such as the
BLAS/LAPACK libraries,13 we represent A in an efficient dense block format, see Ref. 8 for details. We
note that our CDG scheme actually produces sparser off-diagonal blocks than other known methods,10 which
we take advantage of in our implementation. However, in the presentation here we assume for simplicity
that all nonzero blocks are full dense matrices. The block with element indices 1 ≤ i, j ≤ n will be denoted
by Aij , with n the total number of elements.
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Figure 1. An example mesh with elements of polynomial order p = 2, and the corresponding block matrix for
a scalar problem.
It is clear that the performance of the iterative solvers will depend strongly on the timestep ∆t. As ∆t→
0, the matrix A reduces to a multiple of the mass matrix, which is inverted exactly by all preconditioners
that we consider. However, as ∆t → ∞, we solve for a steady-state solution which in general is much
harder and often not well-behaved. Physically, a small ∆t means that the information propagation is local,
while a large ∆t means information is exchanged over large distances during the timestep. This effect,
which is important when designing iterative methods, is even more important when we consider parallel
algorithms since algorithms based on local information exchanges usually scale better than ones with global
communication patterns.
III. Preconditioning and Element Ordering
When solving the system Au = b using Krylov subspace iterative methods, it is essential to use a good
preconditioner. This amounts to finding an approximation A˜ to A which allows for a relatively inexpensive
computation of A˜−1p for arbitrary vectors p.
A. Block Jacobi, Gauss Seidel, and Incomplete LU
One of the simplest choices that performs reasonably for many problems is the block-diagonal, or the block-
Jacobi, preconditioner
A˜Jij =
Aij if i = j,0 if i 6= j. (10)
Clearly, A˜J is cheap to invert compared to A, since all the diagonal blocks are independent. However, unlike
the point-Jacobi iteration, there is a significant preprocessing cost in the factorizations of the diagonal blocks
A˜Jij , which is comparable to the cost of more complex factorizations.
8
A minor modification of the block-diagonal preconditioner is the block Gauss Seidel preconditioner, which
keeps the diagonal blocks plus all the upper triangular blocks:
A˜GSij =
Aij if i ≤ j,0 if i > j. (11)
The preprocessing cost is the same as before, and solving A˜GSu˜ = p is only a constant factor more expensive
than for A˜J . The Gauss Seidel preconditioner can perform well for some simple problems, such as scalar
convection problems, but in general it only gives a small factor of improvement over the block-diagonal
3 of 12
American Institute of Aeronautics and Astronautics
preconditioner. Furthermore, the sequential nature of the triangular back-solve with A˜GS makes the Gauss
Seidel preconditioner hard to parallelize.
A more ambitious preconditioner with similar storage and computational cost is the block incomplete LU
factorization A˜ILU = L˜U˜ with zero fill-in. This block-ILU(0) algorithm corresponds to block-wise Gaussian
elimination, where no new blocks are allowed into the matrix. With the minor assumption that any two
neighbors of an element are not neighbors of each other, this factorization can be computed with the following
simple algorithm:
function [L˜, U˜ ] ← IncompleteLU (A, mesh)
U˜ = A, L˜ = I
for j = 1, . . . , n− 1
for neighbors i > j of j in mesh
L˜ij = U˜ijU˜−1jj
U˜ii = U˜ii − L˜ikU˜ki
We also note here that the upper-triangular blocks of U˜ are identical to those in A, which reduces the
storage requirements for the factorization. The back-solve using L¯ and U¯ has the same sequential nature as
for Gauss Seidel, but the performance can be fundamentally better.8
B. Minimum Discarded Fill Element ordering
It is clear that the Gauss Seidel and the incomplete LU factorizations will depend on the ordering of the
blocks, or the elements, in the mesh. This is because of the unsymmetric pattern in which connectivities are
treated. In Ref. 8, we proposed a simple heuristic algorithm for finding appropriate element orderings. Our
algorithm considers the fill that would be ignored if element j′ was chosen as the pivot element at step j:
∆U˜ (j,j
′)
ik = −U˜ij′U˜−1j′j′U˜j′k, for neighbors i ≥ j, k ≥ j of element j′. (12)
With the same argument as before on the connectivities of the elements, the matrix ∆U˜ (j,j
′) corresponds
to fill that would be discarded by the ILU algorithm. In order to minimize these errors, we consider a set of
candidate pivots j′ ≥ j and pick the one that produces the smallest fill. As a measurement of the magnitude
of the fill, or the corresponding weight, we take the Frobenius matrix norm of the fill matrix:
w(j,j
′) = ‖∆U˜ (j,j′)‖F. (13)
As a further simplification, we note that
‖∆U˜ (j,j′)ik ‖F = ‖ − U˜ij′U˜−1j′j′U˜j′k‖F ≤ ‖U˜ij′‖F‖U˜−1j′j′U˜j′k‖F, (14)
which means we can estimate the weight by simply multiplying the norms of the individual matrix blocks.
By pre-multiplication of the block-diagonal, we can also avoid the matrix factor U˜−1j′j′ above.
One modification that we have done to the original algorithm in Ref. 8 is the selection of candidate
pivots. Instead of considering all possible pivots j′ ≥ j, we have found that the quality of the ordering is
improved by restricting the search to elements that are neighboring already chosen pivots. This increased
locality appears to be particularly beneficial when decomposing the preconditioner into the partitions used for
parallel processing, which will be described in the next section. Our final minimum discarded fill algorithm
then becomes:
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function p = OrderingMDF (A, mesh)
for all neighbors i, j in mesh
Cij = ‖A−1ii Aij‖F Reduce each block to scalar
for k = 1, . . . , n
wk = ComputeWeight(k, w, C, mesh) Compute all weights
elements = {} List of candidates
for i = 1, . . . , n Main loop
if is empty(elements)
elements = argminjwj Choose smallest fill-in
pi = argminjwj , j ∈ elements Choose smallest candidate fill-in
wpi =∞ Do not use pi again
elements = elements \ pi Remove pi from list
for neighbors k of pi in mesh, wk 6=∞ Update weights
wk = ComputeWeight(k, w, C, mesh)
elements = elements ∪ k
function wk = ComputeWeight(k, w, C, mesh)
∆C = 0
for neighbors i, j of element k in mesh,
if i 6= j, wi 6=∞, wj 6=∞
∆Cij = CikCkj Discarded fill matrix
wk = ‖∆C‖F Fill weight
Further performance improvements include using a min-heap data structure for finding argminjwj in
the main loop, and running the algorithm only once as a preprocessing step with a low polynomial order.
To obtain good orderings for the Gauss Seidel method, a minor modification is required in the weight
calculations.8
We note that for a pure upwinded scalar convective problem, the MDF ordering is optimal since at each
step it picks an element that either does not affect any other elements (downwind) or does not depend on
any other elements (upwind), resulting in a perfect factorization. But the algorithm works well for other
problems too, including multivariate and viscous problems, since it tries to minimize the error between the
exact and the approximate LU factorizations. It also takes into account the effect of the discretization (e.g.
highly anisotropic elements) on the ordering. These aspects are harder to account for with methods that are
based on physical observations, such as line-based orderings.14–16
IV. Parallelization Strategies
The parallelization of the discretization and the assembly parts of our discontinuous Galerkin solver is
overall fairly straight-forward. The domain is naturally partitioned by the elements to achieve load balancing
and low communication volumes, see Fig. 2 (left). Because of the element-wise compact stencil of the CDG
scheme, only one additional layer of elements has to be maintained for each process in addition to the
elements in the partition. The elements at the domain boundary are processed first, then the computed
data is sent to neighboring processes using non-interrupting communications, and while the data is sent
the interior elements are processed. This typically leads to algorithms where the communication costs are
negligible for evaluations of the residual r(u), and therefore also for explicit time integration methods, as
well as for the evaluation of the Jacobian matrix K = ∂r/∂u.
Note that the reason medium- and high-order discontinuous Galerkin codes scale well on parallel com-
puters is not necessarily the element-wise compact stencil. The total amount of data communicated is
comparable with similar high-order finite difference or finite volume methods. Instead, it is because of the
high cost of assembly, involving integration of high-degree polynomials, that the communication costs become
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Figure 2. Partitioning (left) and coloring (right) of the mesh elements.
less significant.
In the iterative implicit solvers, the matrix-vector products also scale well in terms of communication, by
overlapping with the computation of the interior elements. However, a problem here is the fact that these
operations are highly memory intensive, with only about 2 floating point operations per matrix entry. This
tends to give poor scaling on multicore processors, which are becoming the standard in cluster computers.
Another issue is the parallelization of the preconditioner, where in particular the Gauss Seidel and the
incomplete LU preconditioners have a highly serial structure that is hard to parallelize.
A. Domain Decomposition
Our preferred approach for parallelization of the ILU factorization is to apply it according to the element
orderings determined by the MDF algorithm, but ignoring any contributions between elements in different
partitions. In standard domain decomposition terminology, this essentially amounts to a non-overlapping
Schwartz algorithm with incomplete solutions.17 It is clear that this approach will scale well in parallel, since
each process will compute a partition-wise ILU factorization independent of all other processes.
To minimize the error introduced by separating the ILU factorizations, we use the ideas from the MDF
algorithm to obtain information about the weights of the connectivities between the elements. By computing
a weighted partitioning using the weight
Cij = ‖A−1ii Aij‖F (15)
between element i and j, we obtain partitions that are less dependent on each other, and reduce the error
from the decomposition. The drawback is that the total communication volume might be increased, but if
desired, a trade-off between these two effects can be obtained by adding a constant C0 to the weights. In
practice, since the METIS software18 used for the partitioning requires integer weights, we scale and round
the Cij values to integers between 1 and 100.
It is clear that this method reduces to the block-Jacobi method as the number of partitions approaches
the number of elements. However, in any practical setting, each partition will have at least 100’s of elements,
in which the difference between partition-wise block-ILU and block-Jacobi is quite significant.
B. Graph Coloring
An alternative approach, which is standard for parallelization of ILU factorizations,19 is to color the graph
to find large independent sets of elements. In a DG setting, this is naturally done on the element level,
see Fig. 2 (right). All elements of equal color can be updated in parallel, independently of each other. In
this setting, we note an advantage of DG over standard continuous Galerkin FEM methods, in that all the
degrees in the DG element graph are low (maximum D + 1 for simplex elements in D dimensions). This
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makes is straight-forward to find colorings with few colors – a simple greedy algorithm typically gives the
optimal D + 1 number of colors:
function c = GraphColoring(mesh)
ci = 0, i = 1, . . . , n
for i = 1, . . . , n
cneighbors = {cj | j neighbor of i in mesh}
ci = min{j | j ≥ 1, j /∈ cneighbors}
However, as we will see in Section V, the performance of the ILU preconditioner is often poor with these
orderings, in particular for convection-dominated problems where the element ordering has a large influence.
This is easy to understand, at least conceptually, from the mechanisms of the ILU algorithm and the MDF
ordering. The ordering from the colored graph will choose pivots whose neighbors of higher color have not
yet been processed. This will typically increase the magnitude of the fill, which is discarded by the ILU
algorithm, since the fill weights wk will include contributions from more neighboring elements. In contrast,
the goal of the MDF algorithm is to minimize these weights, which usually results in picking elements whose
neighbors already have been processed. In this sense, the coloring does the complete opposite of what we
expect from the ordering. Instead of finding elements whose dependencies are sequentially aligned, the
coloring will entirely avoid sequences of neighboring elements.
V. Results
In this section, we apply the methods on representative test problems and show convergence and timing
results. We focus on the solution of the linear system of equations (9) using iterative Krylov subspace
methods, and do not consider issues regarding the convergence of the Newton method. In all examples, we
iterate until we obtain a relative accuracy of 10−4 in the solution.
A. Convergence Properties
First, we study the convergence properties of the proposed schemes, and in particular how the parallelization
of the algorithms affect the number of iterations required for convergence. The test problem is the planar
flow around an SD7003 foil, at Mach number 0.1, Reynolds number 8000, and with an angle of attack of
3 degrees (Fig. 3). The mesh is a structured C-mesh, with 3936 triangular elements and anisotropy ratios
up to 100:1 at the boundary. The solution is approximated by polynomials of degree p = 3 within each
element. The CFL-limit of an explicit Runge-Kutta fourth order integrator corresponds to a timestep less
than ∆t < 10−6, and an implicit solution procedure is likely the only practical alternative. For the linear
solver, we use a restarted GMRES solver19,20 with a restart value of 20.
The convergence results are summarized in the graphs in Fig. 4. We plot the number of iterations versus
the timestep ∆t for a number of preconditioners: Jacobi is the Block-Jacobi method (10), and Colored
ILU is the Block-ILU method A˜ILU = L˜U˜ , with elements ordered by the colors produced by the coloring
algorithm. Partition ILU is the block-ILU method applied partition-wise, with a standard unweighted
partitioning. The elements are ordered according to the MDF ordering within each partition. The Weighted
Partition ILU is like the partition ILU, but with partitioning based on the weights Cij in (15). Finally,
the Serial ILU preconditioner is the regular serial block-ILU with MDF ordering from Ref. 8.
We can draw the following conclusions from the convergence plots:
• The block-Jacobi preconditioner shows very poor convergence except when the timestep is small.
• The coloring of the elements in the block-ILU preconditioner appears to destroy the excellent conver-
gence properties obtained using the MDF ordering. For medium and large timestep, the scheme does
not perform much better than block-Jacobi.
• The partitioning of the block-ILU preconditioner increases the number of iterations by approximately
a constant factor. This effect is somewhat reduced by using the weighted partitioning.
Based on these results, we will not consider the coloring strategy (we have not even implemented it in
parallel), and we will only use the weighted partitioning for the ILU preconditioner.
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Figure 3. The SD7003 test problem, mesh (left) and Mach number plot (right).
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Figure 4. Convergence results for the SD7003 test problem for various preconditioners and partitioners.
B. Execution times and Speedup
Next, we study the actual execution times of our parallel implementations. Our test computer is a Linux
cluster with two Xeon Intel quad-core 64-bit processors, or 8 cores, in each compute node, running at a clock
speed of 2.66GHz. The high performance, low latency interconnect provides a bandwidth of 20Gb/s. In our
parallel implementation, we use the Conjugate Gradient Squared (CGS) algorithm as the iterative Krylov
subspace solver.
First, we show the performance of a simple explicit RK4 algorithm, which is a measurement of how well
a regular residual evaluation is parallelized. The test problem is the unsteady flow around an elliptic wing,
at Mach number 0.3, Reynolds number 2000, and 30 degrees angle of attack (Fig. 5). The mesh contains
about 190,000 tetrahedral elements with polynomial degrees p = 3, giving a total of about 19 million degrees
of freedom.
The speedup (serial time divided by parallel time) is shown in Fig. 6. We note that already at 8
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Figure 5. The elliptic wing test problem. The mesh consists of 190,000 tetrahedra of polynomial degrees
p = 3 (left), giving a total of about 19 million degrees of freedom. The solution is computed using a 3rd order
accurate implicit Runge-Kutta scheme, and shown at time t = 10.0 as Mach number plotted on isosurfaces of
the pressure (right).
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Linear Speedup / process
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Processes Speedup Efficiency
1 1.0 1.00%
2 1.8 0.94%
4 3.5 0.88%
8 5.9 0.74%
16 11.8 0.74%
32 23.5 0.74%
64 50.1 0.78%
128 110.6 0.86%
256 216.6 0.85%
512 406.7 0.79%
Figure 6. Speedup for RK4 explicit time integration of the elliptic wing problem. The deviation from linear
speedup per process is mainly due to the limited memory bandwidth for the 8 processor cores in each compute
node. The speedup for increasing number of nodes is close to ideal, due to the overlap between communication
and computation.
processes, there is about a 25% decrease in efficiency. This is not due to the “classical parallelization
problem” of communication cost, since all 8 processes run on a single shared memory node. Instead, this
demonstrates the limitations with the limited memory bandwidth of multicore computers (which will be
even more pronounced for matrix-vector products). When the number of nodes is increased, the speedup
per compute node is essentially linear, showing that communication time is not a problem if implemented
correctly with overlapping computations.
Next, we consider the solution of the linear system of equations (9) for the SD7003 test problem in Fig. 3.
The speedup is shown in Fig. 7 for the assembly, linear solution, and total compute times separately. In the
left plot, we see that the assembly process scales almost perfectly, which is expected because of two reasons:
1) The communication costs are negligible compared to the assembly of the Jacobian matrix, and 2) The
operation has a high ratio of computation / memory access, which gives good scaling within each multicore
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Figure 7. The speedup for solving the linear systems in the planar SD7003 test problem. We note that the
linear solution process is highly limited by the memory bandwidth within each compute node. Combined
with the increase in Krylov iterations due to partitioning, the speedup for 8 processes is poor. However, for
increasing number of compute nodes the algorithm scales well. As a result, the total solution time and speedup
depend strongly on the timestep.
compute node.
In contrast, the linear solution times scale poorly up to 8 processes, due to two reasons: 1) The number
of iterations increase due to the partitioning of the ILU preconditioner, and 2) This process is dominated by
the time for matrix-vector products and triangular back-solves, which are memory intensive operations that
are limited by the memory bandwidth within each compute node. However, when increasing the number of
nodes the speedup per compute node is close to linear, showing again that communication is not a major
problem. This also demonstrates that partitioning of the ILU preconditioner is a feasible approach for
obtaining scalable solvers.
The timings of the assembly process and the linear solution process combine to give the total solution
time (right plot). As expected, the assembly process dominates for smaller timesteps, giving good speedup,
but the linear solution time dominates for larger timesteps, giving poor speedup.
Comparing the partitioned ILU preconditioner with block-Jacobi, see Fig. 8, we see that even for modest
timesteps block-ILU outperforms block-Jacobi. This is due to the fact that Jacobi is a poor preconditioner,
which was observed in Ref. 8, and this effect is not compensated for by its good scalability.
As a final example, we show the results from solving the linear systems of the elliptic wing problem in
Fig. 5. This is large problem, and the storage requirements for the Jacobian matrix is about 36GB, plus a
little more than half of this for the ILU factorization. Therefore, at least 8 compute nodes are needed, so the
smallest number of processes we use is 64. The speedup (with respect to the 64 process run) and timings
for 64, 128, 256, and 512 processes are shown in Fig. 9.
We note that the speedup is essentially perfect, except possibly for the larger timestep. Compared to the
Jacobi preconditioner, ILU is more competitive for larger timesteps, but for smaller timesteps the difference is
small since the solution time is dominated by the assembly process. The reason that the differences between
the schemes are smaller for this example than for the SD7003 problem is likely the fact that this problem is
better behaved, with lower Reynolds number and an isotropic mesh, which gives the Jacobi preconditioner
reasonably good convergence.
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Figure 8. Total compute times for the SD7003 problem, using the partitioned ILU and the block-Jacobi
preconditioners. For small timesteps the differences are small, but as ∆t increases the Jacobi performance
deteriorates which results in very poor performance.
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Figure 9. The speedup and timing for the elliptic wing problem. This problem is too large to run in serial,
but almost perfect speedup per compute node is obtained (left). For the timings (right), we see that for small
timesteps the solution process is dominated by the assembly process. This makes the difference between the
Jacobi and the ILU preconditioner small. However, for larger timesteps the ILU preconditioner is significantly
more effective.
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VI. Conclusions
We have presented our work on parallel solvers for implicit discontinuous Galerkin methods. Although
ILU-based preconditioners do not scale perfectly on parallel computers, they can still outperform simpler
alternatives such as block-Jacobi due to their fundamentally better convergence properties. A simple domain
decomposition approach, together with optimal MDF element orderings within each domain, gives good
scaling even for as many as 512 processes.
We also note that matrix-based iterative solvers scale somewhat poorly on multicore compute nodes, due
to the limited memory bandwidth. This motivates to some extent the use of more complex preconditioners
that would reduce the number of iterations further. In particular, the preconditioner we proposed in Ref. 8,
combining ILU with a coarse grid correction, provides excellent convergence for a wide range of flow problems.
Future work includes the study of how to parallelize this preconditioner.
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