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Abstract
The experimental plasma thruster named the Helicon Injected Inertial Plasma Electrostatic Rocket (HIIPER)
at the University of Illinois at Urbana-Champaign (UIUC) is currently being investigated. HIIPER features
an Inertial Electrostatic Confinement (IEC) grid that is made asymmetrical by cutting out several wires to
enlarge one of the openings in the spherical grid. When fed with a non-fusing gas such as argon, HIIPER
operates in a mode where a very sharp plasma beam forms and exits the system through the IEC’s asymmetry,
thus allowing the existence of a net non-zero momentum. Such an operating mode is called ”Jet-Mode”.
However, it was demonstrated that the exiting plasma beam is mostly dominated by electrons, as opposed to
ions. Since electrons carry a very small momentum due to their light mass, an asymmetrical IEC producing
an electron-dominated beam is not a viable propulsion device. In order to provide a greater thrust when the
IEC is operating in the Jet-Mode, heavier particles such as neutralized ions must exit through the beam.
This thesis focuses on the validation of so-called extractor grids, which are electrostatic components that
can alter the potential profile inside the system, and therefore enable the escape of heavier particles towards
the preferred exit direction that would otherwise be trapped inside the system. The validation process
mentioned before was two-fold: first, a 2D, axisymmetric, electrostatic Particle-In-Cell code was developed
in order to benchmark the different extractor grid designs and select those which performed the best at
ion extraction. In particular, it was demonstrated that some specific parameters have a favorable effect
on particle extraction. Second, an experimental campaign consisting in the testing of the extractor grids
designs, as well as improving the experimental set-up, was carried out. Conclusions were then drawn on the
capacity of HIIPER to act as a space thruster, once augmented with extractor grids. Based on the result of
this work, suggestions for future research are made.
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Part I
Introduction
1
Chapter 1
What is HIIPER?
HIIPER is the acronym for Helicon-Injected Inertial Plasma Electrostatic Rocket, an innovative electric
thruster design that is being investigated at the Nuclear Engineering Laboratory of the University of Illinois
at Urbana-Champaign (UIUC). HIIPER is comprised of two distinct stages: the Inertial Electrostatic (IEC)
device and the Helicon. Both will be presented in the next two sections.
1.1 Spherical IEC
The spherical IEC device refers to the gridded cathode located at the center of a grounded spherical vacuum
chamber, with the pressure being on the order of 1 mTorr. Initially used for fusion studies, IECs are
comprised of a vacuum vessel containing electrodes made of several wires connected in such a way that they
form a spherical grid that allow for quasi-isotropic charged particle movement. A dense ion core forms at the
center of the IEC, thus enabling particle densities and temperatures to reach levels that allow for the study
of fusion. In this classical fusion configuration, this apparatus presents a very specific operating mode, the
”star mode”. The IEC grid openings allow for the recirculation of charged particles back and forth through
the IEC’s core. The resulting isotropic trajectories are illustrated in Figure 1.1.
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Figure 1.1: A symmetrical IEC operating in the so-called star mode. One can observe the ion beams that
shoot through the grid’s apertures isotropically.
However, the isotropic particle flow out of the symmetrical IEC is of little use for aerospace applications,
since the net momentum flux that can be extracted from this device is cancelled overall, thus yielding no
thrust. A first step towards IEC propulsion therefore consisted in creating an asymmetry in the IEC’s
structure, by making one of its apertures bigger. This in turns created an escape path for trapped particles,
by altering the shape of the potential well that usually confines the charged particles inside the device.
Figure 1.2 illustrates the resulting sharp, unique plasma beam that forms.
3
Figure 1.2: A snapshot of an asymmetrical IEC confining ions at its center and shooting a unique plasma
beam towards diagnostics.
1.2 Helicon
A Helicon is a specific type of plasma discharge that can occur in the presence of a RF excitation and a
steady magnetic field. The vacuum vessel where such ionization occurs is also named Helicon. The key
components of a Helicon are the RF antenna imparting power to the plasma, a set of coaxial electromagnets,
and a dielectric tube coaxial with the magnets where the ionization process takes place. These elements are
presented on Figure 1.3.
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Figure 1.3: Representation of a cylindrical Helicon with its key components shown. The gas inlet is located
at one end of the dielectric tube. The other open end is either directed toward a target or to another plasma
vessel (in our case the IEC) [M. A. Lieberman, 2005].
The Helicon acts as a high-density, low-energy ion source that provides the spherical chamber with a
higher ion flux than if the IEC was used as the sole ionization source. A comparison of the expected ion
densities in both a bare IEC and a Helicon is presented in Table 1.1.
Helicon discharge Glow discharge (bare IEC-like)
Ion density (m−3) 1018 1016
Table 1.1: Comparison of typical ion densities obtained by means of a Helicon-type discharge and a glow
discharge [Ruzic, 1994] .
Figure 1.4 depicts the apparatus when helicon waves are produced.
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Figure 1.4: Aspect of the dielectric tube when both the RF antenna and the electromagnets are turned on.
The plasma discharge taking place in the dielectric tube at the time of the picture are Helicon waves.
It must be noted than unlike the IEC alone, a Helicon is an electromagnetic device and therefore has a
smaller thrust-to-weight ratio than a bare IEC-powered vehicle, due to the additional equipment required to
power the electromagnetic components. Moreover, it is necessary to water-cool the electromagnets during
Helicon mode operation.
1.3 Helicon-IEC Coupling
Coupling the Helicon to the IEC thus provides a variable specific impulse thruster, since the specific impulse
is defined as
ISP =
c
g0
(1.1)
where c is the exhaust velocity and g0 = 9, 80665 m · s−2. Tuning the IEC’s potential would allow for a
control of the exhaust velocity, while the Helicon input power independently controls the ion mass flow
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entering the IEC. These two control knobs combined would allow for HIIPER to operate in either a Low
Thrust - High ISP mode or a High Thrust - Low ISP mode.
7
Chapter 2
Improvement of HIIPER via
extractor grids
2.1 HIIPER’s current limitations
The major shortcoming of HIIPER was highlighted by Benjamin Ulmen who studied the Jet-Mode in the
frame of his PhD [Ulmen, 2013]. After analyzing the beam exiting HIIPER with several diagnostics, he came
to the conclusion that the plasma shooting through the grid’s aperture, when the Jet-Mode is operating is
electron-dominated. This result has several implications, the most critical one being that the beam does not
convey enough momentum to make HIIPER suitable for thrusting applications in its current configuration.
This is due to the very small mass of electrons which can not solely be used to produce thrust.
The absence of ions in the escaping beam can be explained by the shape of the potential profile, plotted
along the IEC’s symmetry axis. To illustrate this point, it is best to compare the potential profile inside a
symmetrical IEC and HIIPER’s IEC. The symmetrical IEC’s potential profile is shown on Figure 2.1.
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Figure 2.1: Potential profile inside a symmetrical IEC. The IEC radius is 6 cm.
This symmetrical plot features a wide potential well at its center, which confines the ions that are born
at a potential lower than ground in such a way that they circulate back and forth inside the well. This in
turns enables the existence of the Star Mode.
By cutting one of the IEC’s wire, one creates an asymmetry that affects the potential profile as shown on
Figure 2.2.
9
Figure 2.2: Potential profile inside HIIPER’s IEC, after the asymmetry was created. The line along which
the potential is plotted is the same as in Figure 2.1.
Creating this asymmetry breaks the symmetry of the IEC’s potential, thus offering electrons a smoother,
less negative escape channel that they can follow. This results in forming the beam. However, the potential
profile shown above still presents an obstacle ions must overcome: a strong positive potential gradient. This
gradient is far too strong to be overcome by the positively charged particles which remain trapped inside the
potential well. Since they were born at a potential that was below ground, they are forced to remain near
the IEC’s center and therefore do not leave the system.
2.2 Extractor grids
In order to circumvent the issue that was raised in the previous section, it is necessary to enable ions to go
farther towards the nozzle, since the shape of the potential well created by the asymmetry does not allow
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ions to escape. The main purpose of extractor grids is to broaden the region where ions can recirculate.
This is done by locally lowering the potential, so that ions are less repelled. Fig. 2.3 demonstrates how the
potential profile in a beam-free chamber can be modified.
Figure 2.3: Comparison of the potential profiles obtained in a beam-free 3D HIIPER-like configuration with
and without a cylindrical extractor biased at -6000 kV, located along the asymmetry axis [Keutelian, 2013].
The potential profile presents a plateau when the extractor is used, thus creating a smoother escape path
to ions than the bare IEC. It seems therefore possible to use extractor grids as a means to improve ions
extraction.
In order to determine which extractor grid designs performs best at extracting ions, a Particle-In-Cell
code was developed and used to highlight trends in the extractor’s design parameters and the amount of
extracted particles, to identify the best extractor design. This optimal design would eventually be added to
HIIPER and tested in real conditions.
11
Part II
Methods
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Chapter 3
Thrust measurement
3.1 Previous design’s issues
Thrust measurements were attempted by B.Ulmen [Ulmen, 2013] and A. Krishnamurthy [Krishnamurthy, 2012],
by means of a force sensor based on the same design published by individuals working at Ad Astra, the
company developing the VASIMR plasma engine [Chavers and Chang-Diaz, 2002] . This force sensor was
comprised of a circular titanium plate connected at its center to an alumina rod. The force applied by the
plasma beam onto the plate would cause the rod to bend. A stress concentrator, located at the opposite
end of the arm would then measure the resulting stress and provide an electrical signal proportional to the
force being applied by the beam. Figure 3.1 shows the force sensor as it was designed and used by Ulmen
and Krishnamurthy.
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Figure 3.1: Thrust plate in its original design. The titanium plate had a diameter of 12 cm.
In order to derive the relationship between the input force and the output voltage, a proper calibration
of the force sensor was required. To this end, A. Krishnamurthy developed a two-step method consisting in
deriving the force-displacement relationship by means of a FEM simulation using COMSOL Multiphysics
and eventually finding the voltage-displacement relationship using a micro-metric screwed gauge. Once
calibrated, the force sensor was used and showed that the thrust measurement was thwarted by the presence
of a very low frequency mode, that delayed the response of the force sensor to beam pressure, as shown in
Figure 3.2.
14
Figure 3.2: Thrust measurements over time as IEC power is increased. One can see that the recorded thrust
presents a delay with respect to the IEC power steps (excerpt from A. Krishnamurthy’s Master’s Thesis
[Krishnamurthy, 2012]).
Moreover, B. Ulmen was able to show that charge-build up on the titanium thrust plate had little to do
with this delay. Indeed, changing the grounding resistor connecting the titanium plate to ground had almost
no effect on the observed signal, as Figure 3.3 shows.
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Figure 3.3: Change in the thrust delay for different values of the grounding resistance. Colored dots represent
thrust measurements for different values of the grounding resistance, while the solid lines correspond to the
IEC voltage (excerpt from B. Ulmen’s Doctoral Thesis [Ulmen, 2013]). The waveforms being very alike rule
out capacitive effects as a possible explanation for the observed delay.
Additional work eventually pointed to the so-called radiometric force as the main source of the delayed
response by the force sensor. The radiometric force, an interaction that only appears in very specific pressure
and temperature conditions, is a thermal effect with a magnitude related to the value of the Knudsen number
K:
K =
λ
L
(3.1)
where λ is the particle mean-free-path and L the characteristic length of the considered obstacle, which is
the chamber. For the pressure values and the dimensions of the chamber, B.Ulmen evaluated the Knud-
sen number to be around 0.1 for which the radiometric force is strong [S.F. Gimelshein and Selder, 2010].
Moreover, Scandura [M. Scandurra and Colona, 2007] provides an expression of the normal component of
the radiometric force applied on a thin plate in the presence of a thermal gradient:
Fnorm = (2− α) 15
32
√
2pi
k
σ2
∆T l (3.2)
where k is the Boltzmann coefficient, piσ2 the collisional cross section and α an energy accommodation
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coefficient. This tells us that in order to mitigate the radiometric force, two paths can be followed:
1. Modify the Knudsen number so that it is no longer in the range where the radiometric force is strong
2. Homogenize the temperature over the thrust plate, so that the temperature gradient decreases
These two objectives can be achieved by diminishing the plate’s radius, as demonstrated in the next section.
3.2 New thrust plate design
Since the 12-cm thrust plate was not usable for thrust measuring purposes, a new thrust plate was designed
based on Ben Ulmen’s recommendations such that it would not be impeded by the radiometric force when
measuring thrust. The new thrust plate is made in titanium and has a radius of 3 cm. This material was
chosen because it has a lower sputter yield than other metals such as steel. It was machined at the Aerospace
Engineering Machine Shop following the design shown on Fig. 3.4
X
Y
B
Hole ref. X(mm) Y(mm) Diameter(mm)
A 0 2,48 2,5
B 0 -2,48 2,5
front view
scale: 1:1
unit: mm
60
A
Figure 3.4: Blueprint describing the features of the new thrust plate.
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3.2.1 Mitigation of the radiometric force
Computation of thermal gradient
A COMSOL simulation was run in order to ensure that the new plate’s design was indeed mitigating the
temperature gradient. The thermal coefficients - thermal conductivity and thermal emissivity - were all
based on material property values. Fig 3.5a illustrates the consecutive temperature profile when a 50 W
heat source is located at the center of the plate. The thermal profile for the original thrust plate is also given
in Fig 3.5b.
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(a) Steady-state temperature profile of the small force plate.
(b) Steady-state temperature profile of the original force plate.
Figure 3.5: Steady-state temperature profiles for both thrust plates (3-cm and 6-cm in radius)
The resulting temperature gradients are compared in Figure 3.6a and Figure 3.6b. As shown, the mag-
nitude of the temperature gradient between the edge and the center of the plate can be drastically reduced,
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at the expense of a small temperature increase at the center of the plate.
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Figure 3.6: Time history of the temperature profiles for both thrust plates (3-cm and 6-cm in radius)
simulated in COMSOL
Since the relation between the temperature gradient and the magnitude of the radiometric force is linear,
as shown in Eq(3.2), one can expect the radiometric force to be indeed of lesser effect when the smaller plate
is used.
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3.2.2 Calibration of the force sensor
A. Krishnamurty developed a two-fold calibrating method that was successfully used to determine the volt-
age/force characteristic curve for the force sensor [Krishnamurthy, 2012]. This method has the advantage
of requiring a fairly simple calibration apparatus, as opposed to a set of strings and lightweights which can
also be used to calibrate the force sensor. This method is made of two steps:
1. The Displacement/Force relation is obtained by means of a FEM simulation using COMSOL Multi-
physics.
2. The Displacement/Voltage relation is determined from the use of a precision screw applying a displace-
ment on the plate, while the output voltage of the sensor is measured.
Combining the two allows for the derivation of the voltage/force characteristic curve.
Displacement/Force relation
The displacement/force relation is obtained by numerically computing the displacement field resulting from
a boundary load applied at the center of the thrust plate. By applying different boundary loads, one can
obtain the desired relation. The results of this set of simulations are summarized in Figure 3.7.
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Figure 3.7: Displacement/Force relation.
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Displacement/Voltage relation
The displacement/voltage relation can be obtained experimentally, using the protocol that A. Krishnamurthy
developed. If this relation might not be influenced by a new, lighter thrust plate, it is however mandatory
to go through this calibrating step since the sensor’s components may have been altered since the last time
it was used, thus affecting its output. Figure 3.8 provides the resulting relation.
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Figure 3.8: Displacement/Voltage Relation.
Voltage/force relation and comparison with previous results
Combining the two relations above yields the relation between the force applied on the force sensor and the
output voltage. The two relations that we derived before can be written as follows
d = ad · f + bd (3.3)
v = av · d+ bv (3.4)
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Eq (3.3) gives the Displacement/Force relation, while Eq (3.4) provides the Displacement/Voltage relation.
Substituting for d therefore yields
f =
v
avad
−
(
bd
ad
+
bv
avad
)
= Av +B (3.5)
Evaluating the coefficients in Eq (3.5) allows for plotting the sensor’s characteristic curve:
y = 0,3068x ‐ 527,15
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Figure 3.9: The characteristic curve of the force sensor. A positive force on the graph corresponds to the
plate being pushed backwards by the beam. The line equation given in Eq (3.5) corresponds to the equation
shown on the graph.
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Chapter 4
Towards the Particle-In-Cell method
This chapter presents the Particle-In-Cell simulation paradigm and its use for the validation of extractor
grids.
4.1 Introduction
In the presence of a discrete system of N charged particles, it is tempting to solve for their relative motion
by considering that the dynamics of the j-th particle are governed by
Fj =
qj
4pi0
N∑
i=1,i6=j
qi
rj − ri
|rj − ri|3 (4.1)
dvj
dt
=
Fj
mj
(4.2)
Eq(4.1) shows how the N-1 other particles present in the system affect the state of particle j by means of
the electrostatic field they generate. However, this numerical scheme has a complexity that scales up as
N2, making it totally impractical when the number of particles gets too large. In order to circumvent this
difficulty, another way of solving for particle motion must be considered. To this end, one must go back to
the original set of Maxwell’s equations:
∇ ·B = 0 (4.3)
∇ ·E = ρ
0
(4.4)
∇×E = −∂B
∂t
(4.5)
∇×B = µ0J + 1
c2
∂E
∂t
(4.6)
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One knows that Eq(4.3) implies the existence of a vector potential A such that
B = ∇×A (4.7)
Therefore, Eq(4.5) becomes
∇×E = −∂(∇×A)
∂t
= −∇× ∂A
∂t
(4.8)
⇐⇒
∇×
(
E +
∂A
∂t
)
= 0 (4.9)
So one knows that there must be a scalar potential V such that
E +
∂A
∂t
= ∇V (4.10)
⇐⇒
E = ∇V − ∂A
∂t
(4.11)
This derivation emphasizes that it is not completely relevant to use only the electrostatic field ( −∇V ) in
the context of a time-varying particle distribution. However, one can state additional assumptions such that
the magnetic field B (and consequently A) are negligible, as we will see later on. If only the electrostatic field
is retained, then a slightly different expression of Eq(4.4) shows up ( from E = −∇V ), Poisson’s equation
∆V = − ρ
0
(4.12)
It is important to realize that the interaction model retained in N-Body simulations uses a particular solution
to this equation that satisfies it, but this expression was quite cumbersome to use as the complexity of the
N-Body model went as N2. Therefore, one must find another way to solve for E, V and particle motion.
The FEM can deal with the first two issues.
4.1.1 Finite Element Method
The geometry of the problem is discretized by means of a mesh, i.e. a network of nodes interconnected in
a regular fashion. The key of the FEM method consists in finding the value of the approximated solution
at the nodes that are the closest to that of the real solution. Solving the FEM problem can be therefore
reformulated into solving Eq(4.13)
Ax = b (4.13)
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The degrees of freedom - the unknown values of the approximated solution at the nodes - are stored in x.
The ”rigidity matrix” A and the right-hand side b are known. Soling such a linear system is a relatively
straightforward numerical operation. The only complication lies in the dimension of A and b, which can
contain millions of entries. Once the degrees of freedom are solved for, the values of the unknown at the
nodes x are known and can be interpolated throughout the geometry in between nodes.
4.1.2 Connection between the approximated geometry and the approximated
solution
The so-called basis functions used for interpolating the solution are linked to the discretization of the geom-
etry. Indeed, in the case of a triangular 2D mesh (i.e each cell of the mesh is a triangle), one could define
the local basis function associated to the k− th cell:
Φk(x, y) = ax+ by + c (4.14)
where the coefficients (a, b, c) are the unknowns. One can form a system of equations governing these
unknowns by claiming that at the nodes, Φ has to be equal to the value of the exact solution u. So if the
coordinates of the i− th nodes are (xi, yi),
Φk(xi, yi) = u(xi, yi) = ui (4.15)
Writing this equation for the three vertices (or the three nodes) of one cell allows for replacing (a, b, c) by
the unknown uis. Generalizing this process to the whole mesh, and introducing the constitutive equations
(in our case, Maxwell’s equations) would yield a global linear system (rather huge...) that can be solved to
find the uis. This allows for setting up the term Ax in the linear system
Ax = b (4.16)
Solving for x is possible once b is determined. b corresponds to the ”source” term, which in our case
corresponds to the contribution of the space charge to the potential. Besides the source term, the boundary
conditions also constrain the evolution of the potential throughout the geometry. The Particle-In-Cell method
provides a way to construct b, as the next section will explain.
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4.2 Particle-In-Cell method
4.2.1 Justification
In a standard N-Body problem scheme, the potential model retained states that each particle is a source of
a potential V governed by
V (r) =
q
4pi0r
(4.17)
where r is the relative distance between the particle and the point at which the potential is to be determined.
This simple model has the major advantage of satisfying Poisson’s equation
∆V = − ρ
0
(4.18)
where ρ is the space charge per unit volume. However, Eq(4.17) allows the potential (and ultimately, the
interactions between two particles) to diverge if the relative distance becomes small enough. This has several
consequences
1. The particle/particle interactions tend to be overestimated, especially in the event of a close encounter
between the particles.
2. As the interaction increases in magnitude, the numerical integrator used to integrate the system can
be pushed to its limits.
3. The complexity of the simulation scales up as N 2 , since solving for the motion of one particle requires
looping over the N-1 remaining particles.
Consequence (1.) refers to the undesirable effects that occur when two particles come too close to each
other throughout their motion. In the case of two likely charged particles, the two particles might end up
repelled to opposite directions at a velocity greater than the speed of light, which makes no physical sense.
The effect is even more dramatic in the presence of two particles of different charge, since nothing will prevent
their attractive interaction to increase as the distance between the two tends to zero.
Consequence (2.)is illustrated by the longer time that a N-Body simulation takes to run as the number of
particles was increased. This additional computing time was, of course, also due to the higher dimension of
the linear system, but more dramatically linked to, per se, the Matlab routine ode45 that uses an adaptive
time-step. This means that the time-step used in the Runge-Kutta scheme is dynamically changed throughout
the computation, as it evolves depending on how fast the solution varies: a strong variation causes the time-
step to decrease (in order to capture the detail of the variation), whereas a smooth solution increases the
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time step. This scheme normally ensures an optimal fidelity of the solution for reasonable computing times.
In the context of N-Body simulations done in the context of this thesis and by Keutelian, the close encounter
between oppositely charged particles caused the simulation to greatly slow down, as ode45 was desperately
trying to account for the sharp variation in the trajectories. As a result, the time step became minuscule
and made the simulation almost freeze. In practical terms, the simulation took several hours to complete
and could not run with more that a few dozens of particles.
Consequence (3.) puts a limit on the number of particle that can be accounted for by such a N-Body
solver.
Even if satisfying results can be obtained via the simulation of particle systems with far less particles than
in a real experiment, the particle-particle interaction model that is described above is too costly in terms of
computational power and can not therefore be used to handle a fairly big number of particles on a standard
computer.
To circumvent this issue, it is necessary to come up with another paradigm to describe the interactions
between charged particles, with the possibility of simulating the physics with a greater level of fidelity, if
possible. This was made possible by the use of the Particle-In-Cell method that is described in the following
sections.
4.2.2 Principle
The Particle-In-Cell method is closely tied to the source terms in Maxwell’s equations. Such terms appear
in Maxwell-Gauss’s and Maxwell-Ampere’s equations
∇ ·E = ρ
0
(4.19)
∇×B = µ0J + 1
c2
∂E
∂t
(4.20)
The source terms are
1. the space-charge per unit volume ρ
2. the current-density per unit volume J
For the sake of clarity, we will only focus on the former. ρ is without any doubt tied to the distribution of
the particles throughout the volume. However, the charge distribution is
• discrete, as opposed to continuous
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• non-uniform
• changing over time
The PIC method combined with Finite Element Analysis offer a framework that satisfies the three constraints
mentioned above, via an elegant way-around consisting in approximating the space charge through a so-called
space-charge weighting scheme. Once the space charge is known, the resulting electrostatic can be determined
by means of a field solver. Once the field is known, the resulting force - Lorentz’s force - can be computed
and imparted to the particles that are then moved, thus defining a new space charge distribution. The
succession of these steps forms the PIC code, and is summarized in Fig 4.1.
Particle mover
Space Charge Weighting Scheme
Field Solver
Lorentz’s Force
particle distribution
ρ E
F
Figure 4.1: The PIC code cycle that repeats itself every time step.
4.2.3 EM Model
HIIPER (without the Helicon) is a electrostatic device. As a result, it was assumed that magnetic fields
can be neglected. In addition, E is regarded as varying at a sufficiently small time rate so that ∂E∂t can be
equated to zero. It was therefore decided to retain Maxwell-Gauss’ equation only from the set of equations
governing the EM fields. The only equation that will need to be accounted for is hence
∇ ·E = ρ
0
(4.21)
Moreover, claiming that E is a static field implies the existence of a potential V such that
E = −∇V (4.22)
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Overall, the final expression of the equation governing this potential is Poisson’s Equation
∆V = − ρ
0
(4.23)
4.2.4 Lorentz’s Force
Once the electrostatic field is obtained, Lorentz’s Force can be computed. The expression of Lorentz’s force
in the absence of magnetic field becomes
F = q(E + v ×B) = qE (4.24)
where q and E stand for the charge of the particle under consideration and the electrostatic field at the
location of the particle.
4.2.5 Particle model
Macro Particles
The so-called particles are the objects that are responsible for the space charge distribution and that prop-
agate in space. They can be of three types:
• ions (mass mi and charge qi = e)
• electrons (mass me and charge qe = −e)
• neutrals (mass mi and charge qn = 0)
Since it is not possible to simulate as many particles of each nature as there are in a real system, a solution
consists in multiplying each of their physical properties by a number µ, the so-called macro factor. Therefore,
N macro particles are actually present in the simulation and each of them is representative of µ real particles.
Indeed, Eq(4.24) indicates that Lorentz’s force is expressed as
F = qE (4.25)
Newton’s Law of motion also states that a particle of mass m undergoing a displacement due to a force F
obeys the following (expressed in a proper reference frame)
m
dv
dt
= F (4.26)
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Therefore, substituting F yields
dv
dt
=
q
m
E (4.27)
As a result, replacing m and q by µm and µq will leave the equation unchanged. So the trajectory of the
macro particle is unchanged with respect to that of the real particle.
It is obvious that running the simulation with 10 macro particles associated with a macro factor µ = 1012
would not make much sense. As a result, one must be careful with the choice of this parameter along with
that of N. The simulation therefore has to be calibrated such that the choice of (N,µ) is representative of
the real system. C.K Birdsall [Birdsall, 1984] reminds that 2D plasma simulations only need to satisfy the
following criteria, involving the number of particles present in a Debye square ND, the particle density n
and the Debye Length λD:
ND = n · λ2D (4.28)
with the Debye Length defined as
λD =
√
0kBTe
nq2e
(4.29)
Accounting for the presence of N macro-particles per Debye square of macro factor µ yields
ND = µN (4.30)
Eq(4.28) becomes
µN = n · λ2D (4.31)
In Eq(4.28), n is considered as constant, while N can vary between 1 (a single macro particle containing all
the real particles) to ND ( µ = 1 so macro particles are actually real particles). The former would be totally
pointless in terms of physics, whereas the latter would certainly be more accurate though infeasible in terms
of required computational power. A compromise therefore has to be made.
Eventually, it was chosen to enforce the following relation
µN = αn · λ2D (4.32)
where α is a numerical factor in fact limiting the value of µ. It was chosen such that the outgoing electron
current remained close to what was obtained experimentally. Namely, current values in the range of 2 to
3 mA of electron current were measured. The corresponding value of α was close to 10−4 and yielded an
outgoing current in this order of magnitude.
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Particle Types
The difference between each particle type is summarized in Table 4.1:
Macro particle type Mass(kg) Charge (C)
Macro electron µ · 9.1 · 10−31 −µ · 1.6 · 10−19
Macro ion µ · 6.63 · 10−26 µ · 1.6 · 10−19
Macro neutral µ · 6.63 · 10−26 0
Table 4.1: Physical characteristics of the different particle types present in the simulation
4.2.6 Space-Charge Weighting Scheme(2D)
The Space-Charge weighting scheme links the charge distribution to Maxwell’s equations as it allows to
evaluate ρ. It is interesting to note that this boils down to creating a ”continuous” distribution of charge
(that is to say, ρ = ρ(x, y) with (x, y) referring to any point within the domain) from a discontinuous particle
distribution. Converting discrete quantities to continuous quantities is made possible by the use of the
space-charge weighting scheme which reuses some features of the finite element method to accomplish this
goal.
One must remember that the finite element method evaluates the solutions at the nodes of the mesh, and
interpolate the solution in between nodes. An intuitive solution could be to evenly distribute the charge the
particle inside the cell between each node, and divide it by the surface area of the cell in order to obtain the
space charge per unit area. The quantity eventually accumulated at each vertex becomes
σ =
q
S
(4.33)
This basic approach that does not accurately reflect the relative distance between the nodes and the particle
is known as the ”Cloud in Cell” method. A more correct approach consists in weighting the contribution of
the particle to the space charge at the node ni, σi, by a ”shape function” φi such that
σi =
q˜i
S
(4.34)
where
q˜ = φi(q) (4.35)
The choice of this shape function is surprisingly straightforward. Intuition tells us that
• φi should be function of the position of the particle it is applied to.
• φi should be zero outside of the current cell.
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• φi should increase as the particle gets closer to ni.
A set of functions already satisfies these relations: the shape functions that interpolate the solutions in the
FEM method. Therefore, the space-charge per unit surface is evaluated at each node ni by computing
σi =
φi(q)
S
(4.36)
In the context of a regular, quadrilateral mesh, it is fairly easy to visualize what φ is. Figure 4.2 provides
insight into how the charge carried by one particle is distributed across the nodes of the mesh:
P
n1 n2
n3n4
Figure 4.2: Illustration of the 2D space charge weighting scheme. A particle is represented by the blue dot
labelled with the letter P. The particle is located in the cell whose vertices are n1, n2, n3 and n4. The
resulting contribution to the space charge at each node due to P is proportional to the surface area of the
colored patch corresponding to each vertex.φ1 is equal to the ratio of the surface area of the blue rectangle
to the surface area of the cell surrounded by the highlighted nodes.
This is the essence of the ”Particle-In-Cell” method [Birdsall, 1984].
For a 3D mesh, the space charge per unit volume at each node would then be
ρi =
φi(q)
V
(4.37)
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where V is the volume of the cell where the particle contributing to the space charge is located. This
definition is very straightforward for a 3D mesh. Yet, it is legitimate to wonder why we are computing a
space-charge per unit surface, since Maxwell-Gauss refers to a space charge per unit volume. What seems
to be a discrepancy comes from the 2D mesh that we are using, for which it does not make much sense to
define the volume of a cell (such a volume would be zero). However, it is not a problem to use the space-
charge per unit surface area, because the weak formulation of the problem that is used in FEM multiplies
the space-charge per unit volume by the volume of an element. This product (volume of an element times
the space charge per unit volume) yields the space-charge per unit surface, should the volume of an element
shrink to zero.
4.2.7 Field Solver
The role of the field solver is unsurprisingly to solve Eq(4.5), after taking the space charge distribution
as an input (the space charge distribution is found by the space-charge weighting scheme). A FEM solver
finds the solution to the linear problem as stated in Eq(4.13) by considering it in terms of an optimization
problem. Indeed, determining A−1 would be too costly since A is big. Instead, the solver determines the
solution vector x∗ which minimizes the following norm
N(x) = ‖Ax− b‖ (4.38)
4.2.8 Particle Mover
Once Lorentz’s force is known, particles can be moved. Indeed, the resulting acceleration for a particle of
mass m is (at timestep i)
ai =
Fi
m
(4.39)
In order to retain a sufficient accuracy, the first-order Euler forward integration scheme
vi+1 = vi + dt · a (4.40)
(4.41)
is not used. Instead, the so-called Leap-Frog scheme [Birdsall, 1984] is preferred.
xi = xi−1 + dt · vi− 12 (4.42)
vi+ 12 = vi− 12 + dt · ai (4.43)
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The initial staggering is obtained via one forward explicit integration over half a time step.
v 1
2
= v0 +
dt
2
a (4.44)
The resulting scheme presents a second order error in dt (O (dt)2) as opposed to the first order error of the
forward explicit Euler scheme[Lapenta, 2011].
35
Chapter 5
Implementation
The current chapter aims at providing some insight into how the PIC code introduced in the preceding
chapter was implemented, as well as providing some reference pertaining to the tools used.
5.1 Development platform
In the context of this thesis, it appeared to be not only feasible but also of great educational value to develop
a code using open source tools. The PIC code mentioned in this thesis was therefore written in C++ (rev
2011) on a Linux-based operating system. A virtual machine running the same operating system was also
installed on a remote Windows server. Having two distinct terminals - one for developing and another one
for simulation purposes only - was a necessary feature without which development would have been less
efficient.
5.2 Simulation scripting
In order to reduce the time needed to analyze the outcome of the simulations, significant effort was dedicated
to the development of scripting methods that allow for the global description of a set of simulation in a way
that enables automatic processing of the data being generated. Running only a master script containing
references to the simulation scripts that handles the simulation and also the post-processing of the raw data
was an extremely useful feature without which completing this thesis in time would have been impossible.
This feature was directly derived from the shell interpreter Bourne-Again Shell (BASH) provided with any
Linux distribution.
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5.3 Meshing
5.3.1 Mesh purpose
Once the geometry of the problem is defined, it must be discretized. In the context of a PIC code, the
reasons behind the need for a mesh are two-fold:
1. Discretizing the geometry so that the linear problem of Eq(4.13) can be formulated.
2. Forming a lattice that will be used to track the particles and compute the space charge.
Several parameters must be taken into consideration before generating the mesh.
• The number of degrees of freedom nd is closely tied to the number of vertices that the mesh is comprised
of. Since the dimension of the matrix A is nd × nd, it is obvious that solving the system will take a
longer time if the mesh is made finer.
• If the mesh is very fine, then the interpolation of the solution in between neighboring nodes will allow
for capturing the details of the physics, while a coarse mesh will average out these details.
A compromise had therefore to be found.
5.3.2 Mesh generator
There exists a tremendous number of mesh generators suitable for FEM, either free or subject to a commercial
license. Several constraints helped narrowing down the choice of mesh generators:
1. The open-source FEM library that was used (see Section 5.4 on page 38) required the mesh to be only
composed of quadrangular cells. Some mesh generators are restricted to triangular cells, whereas some
can accommodate a variety of element types.
2. Being able to run simulations and post-process their output programmatically is an enormous ad-
vantage. As a result, the mesh generator had to be based on configuration files that can be pro-
grammatically modified rather than on a Graphic User Interface (GUI) that precludes such hands-off
modification.
After some research, it appeared that the mesh generator GMSH satisfied all the conditions stated above.
This software is open source, configuration-file based and is able to generate 2D and 3D [Geuzaine and Remacle, 2009]
meshes. The syntax used in its configuration files is somehow similar with C++, and allowed for the de-
scription of HIIPER’s geometry in an easily modifiable way. GMSH also possess a GUI than was very useful
for mesh debugging and mesh visualization, as shown in Fig 5.1a and 5.1b
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(a) GMSH windows showing HIIPER’s contours. Since the
problem is axisymmetric, only half of the chamber is actu-
ally present. The geometry is solely composed of straight
lines and circles.
X
Y
Z
(b) Resulting mesh overlapping with the geometry pre-
sented in Fig 5.1a. The average cell size can be locally
controlled, if one wants to retain a sufficient level of accu-
racy in interesting areas without wasting to much compu-
tational resources.
Figure 5.1: GMSH GUI output
The script file used to describe HIIPER’s geometry iec with extractors.geo is available in the appendix
on page 77. On Linux, the mesh is built by running the following command in a terminal:
gmsh -2 iec_with_extractors.geo
5.4 Solver and mesh manipulator
The development of a FEM solver was way beyond the scope of this thesis. Fortunately, very powerful,
open-source FEM libraries exist. Deal.II [Bangerth et al., 2013] (Differential Equations Analysis Library 2)
is a C++ library providing its end users with a complete framework allowing them to model and study fairly
complex problems. The growing success of this library stems from its very-well written documentation along
with a very active community of developers and users. It was therefore the ideal tool to use in the frame of
this Master’s Thesis.
38
5.5 Detection and handling of particle/wall collision
A mechanism ensuring that particles never end up deadlocked is critical, especially in the presence of bound-
ary conditions that differ from ions to electrons. This boundary conditions are further detailed in subsection
6.3.1 on page 46. Devising a robust mechanism handling particle/wall collisions was therefore necessary.
The solution that was developed in the frame of this work consists of the algorithm described below, which
runs after the particle mover shown in Figure(4.1) has been called:
1. The particle being considered is moved from its old position P to its new temporary position P’.
2. The line joining P and P’ is stored.
3. For each circular obstacle present in the system, the closest approach between the particle and this
obstacle is computed. This closest approach corresponds to the orthogonal projection of the obstacle’s
center onto the line joining P and P’.
4. Each closest approach Hi between the i-th obstacle and the particle is tested to see whether it is inside
the obstacle.
5. For each of the i obstacles containing their corresponding closest approach with the particle, the one
that is closest to P is found. This obstacle is therefore the one the particle must collide with.
6. The impact point of the particle on the impacted obstacle is determined.
7. Depending on whether the particle is an electron or an ion, it is either reflected or absorbed by the
boundary to be reintroduced later on. Subsection 6.3.1 on page 46 provides more details on such
boundary conditions. If the particle is reflected, then its new position becomes P”.
8. If no collision has been detected at the end of the algorithm, then the new position of the particle
remains P’.
The following Figure(5.2) shows the geometrical elements that are built in order to determine where the
impact occurs, if any:
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Figure 5.2: Geometrical elements illustrating the functioning of the collision detection algorithm previously
introduced. In this example, the system contains four obstacles that the particle initially at P can collide
with. The position of the particle after being moved by the particle mover is P’. The dashed blue line joins
P and P’. H4,H1 and H2 are found inside their circle and could therefore indicate a collision. Since H4 is
at the opposite of the particle velocity’s v, it is discarded. Of the two possibilities remaining, H1 is the one
that is closest to P. Therefore, the particle must collide with the obstacle associated to H1, G1. Once G1 is
found to be the impacted obstacle, the impact point I can easily be determined.
5.6 Optimization of the particle-field weighting process
A key feature of PIC codes combined with finite elements methods is that they share the same mesh for
different purposes: the FEM solver uses the mesh to set up the linear system and interpolates the solution,
while the PIC code uses the mesh nodes as ”accumulation” points for the space charge. In order to find
where to accumulate the charge of a given particle, one must therefore know in which cell the particle is.
An easy way to address this issue (finding the cell containing each particle) was provided by the FEM
library Deal.II, as part of its frame work. Calling a specific function provided by Deal.II for each particle’s
position would return the corresponding cell. However, this process turned out to be extremely inefficient,
as it appeared that the entire mesh was searched for each particle. Running a search over the entire mesh
(that is to say about 30,000 cells) for each particle, at each timestep was therefore a disaster in terms of
computational time. In order to circumvent this issue that was effectively putting a limit on the number of
particles present in the system, an alternative search method was devised.
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Instead of running a search ”from scratch” for a particle after it has been moved, one could instead assume
that the particle has not moved very far away from the cell where it used to be at the previous timestep.
Then, starting the search for the particle in the cell that used to contain it, and broadening the search to
the neighbors of this cell should lead to the cell now containing the particle in a much shorter time than
when the deal.ii function is called. Figure 5.3 presents this patching method and provides insight into the
functioning of the patching algorithm.
d=0
d=1
d=2
d=3
Figure 5.3: Illustration of the patching method. The previous and last known location of the particle is the
red dot. The current location of the particle is the blue dot, and one needs to know in which cell it is. The
search for the particle starts in the (red) cell, since it is the cell where the particle used to be. Because the
particle is not found inside this cell, the neighbors of the red cell are added to the set of cells that are searched
for the particle: the so-called patch grows. The resulting patch now containing the yellow cells and the red
cell is then searched for the particle. Since the particle is not inside this patch, the 2nd level neighbors (blue
cells) are added to the patch, searched, and the process continues with the 3rd level neighbors (green cells).
Since the cell containing the particle is part of the patch for which d=3, the particle can be found and the
search ends. The cell found to contain the particle becomes the ”old” cell for the next iteration PIC cycle.
In the example of Figure 5.3, the final patch that contains the cell where the particle now is located is
comprised of 49 cells, which is already a tremendous improvement compared to the 30,000 cells that are
in the mesh. In addition to this patching method, another improvement consists in ignoring cells that are
known to be empty when the patch increases in size. Table (5.1) illustrates how the size of the searched
region can be further reduced.
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Depth Searched cells, ”naive” patching Searched cells, ”efficient” patching
0 1 1
1 9 8
2 25 16
3 49 24
Table 5.1: Improvement of the patching method if the new patch is entirely searched (”naive” patching)
versus the situation when empty cells are ignored when the depth of the patch increases (”efficient” patching),
for the case shown in Fig (5.3). This is made possible by a feature of Deal.II that enables the ”flagging” of
empty cells, which are therefore ignored when the new patch is built
The patch is built by means of a recursive call to a function that searches the mesh, returns an integer
value if the particle is found, or increases the size of the mesh by including the next level of neighbors and
searching the mesh again, and so forth. One could wonder if this recursive scheme can diverge: if the particle
is not found, then nothing prevents the patch from growing until it overlaps the entire mesh. Fortunately, the
boundary conditions that are enforced for both the solver and the particle mover prevent such a pathological
case from happening.
As a proof of the efficiency of this method, the average patch size at each timestep (averaged over the
particle population) can be computed and plotted. The corresponding curves shown on Figure 5.4 are
interesting as they provide some insight into the dynamics of the system (how ”sudden” the displacement
of the particles is at each timestep) and also support the fact that the patching method, either naive or
efficient, performs very well at finding the particles.
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Figure 5.4: Mean patch size as a function of time for ions and electrons. Ions and electrons are not moving
at the same timescale, hence their different behaviors. The patch size shown here corresponds to the size of
the full patch.
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Part III
Results
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Chapter 6
Particle-in-Cell code
6.1 Difference with previous work
Keutelian attempted a particle tracing simulation using COMSOL [Keutelian, 2013] in order to investigate
the use of extractor grids, and determine which among several designs performed best at ion extraction.
His work, a pioneering attempt to prove the benefit of using extractor grids, was nonetheless constrained by
the available computational resources, as solving for the particle-particle interactions by means of a N-Body
model gets extremely costly as the dimension of the problem increases. The Particle-In-Cell depiction allows
for the presence of a greater number of particles, as the particle-particle interactions are no longer solved for
individually.
6.2 Restatement of the problem
The key assumptions concerning the physics accounted for in this simulation are listed below:
6.2.1 EM Model
The problem is considered as electrostatic, and the only governing equation of interest here is Poisson’s
equation
∆V = − ρ
0
(6.1)
6.2.2 Particle Interactions
Charged particles only interact through Poisson’s equation, as they contribute to the space charge. In
particular, no particle-particle collision scheme was implemented.
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6.2.3 Geometry
The geometry of the problem is 2D axisymmetric. The geometry of the surrounding vacuum chamber
was approximated as spherical for convenience. The IEC is always present. Its geometry is also assumed
axisymmetric. If the IEC that is used in the real HIIPER apparatus is not axisymmetric, additional work
could show that the resulting potential profiles created in HIIPER are fairly similar to what the axisymmetric
IEC generates.
Figure 6.1: Geometry of the system. The different elements are labeled and identified in Table 6.1.
Elements Description
1 Chamber wall
2 Reflective Boundary
3 IEC
4 Extractor Grid (number can vary)
Table 6.1: Description of the geometrical elements labelled in Fig 6.1.
Depending on the simulation being run, a number of parameters can vary in order to explore the parameter
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space. The geometrical parameters taken into consideration as well as their values are summarized in Table
6.2.
Geometrical Parameter name Value range
Chamber radius 0.3 m (fixed)
IEC radius 0.1 m (fixed)
IEC wire thickness 0.002 m (fixed)
Number of IEC wires 8(fixed)
Asymmetry half-aperture size 45◦ (fixed)
Number of extractor grids [0 - 7 (per say) ]
Extractor grids spacing 0.02 m
Extractor grids radius [ 0.025 - 0.05 ] m
Extractor grid wire thickness 0.002 m (fixed)
Table 6.2: List of the parameters describing the geometry present in the simulation. Those labelled ”fixed”
were kept the same over all simulations.
6.3 Simulation parameters
6.3.1 Boundary conditions
Field solver
Appropriated boundary conditions had to be defined in order to solve the problem. They were as follows:
Grounded outer wall The potential of the boundary (1) in Table 6.1 is fixed to 0 V. This corresponds
to the actual experiment where the spherical chamber is connected to ground.
Reflective boundary In order to enforce the symmetry of the system on the y-axis, one must choose the
appropriate boundary condition for the potential on boundary (2). Since an infinity of symmetry planes for
the charge distribution intersect along it, the electrostatic field must be directed along (2). As a result, the
normal component of E must be zero. Therefore,
∇V · eˆx = 0 at the reflective boundary 2 (6.2)
where eˆx is the unit, horizontal basis vector.
Particles
Stopping condition If a particle happens to be at a distance from the center greater than the diameter
of the chamber, it means that it has collided with the outer wall. It is therefore moved back to its initial
location. After being moved, its velocity is set to its initial value.
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Bounce condition If a particle collides with the inner boundaries (i.e IEC grids or extractor grids), two
situations can occur depending on the nature of the particle:
Ion : the particle is considered as leaving the system and undergoes the same process as for the stopping
condition.
Electron : the particle is reflected according to the following bounce condition. If n is the outgoing,
unit normal vector at the impact point, v and v′ the velocity before and after the collision, it reads:
v′ = v − 2u · v (6.3)
The algorithm that is used to determine the impact point and the subsequent deflection is detailed on page
40 (see Fig 5.2).
Reflecting condition In order to enforce the axisymmetry of the system, particles must respect the same
type of boundary conditions along the reflective boundary as the electrostatic field. Therefore, x and x′,
respectively denoting the position before and after the reflection have to obey the following:
x′ · eˆx = −x · eˆx (6.4)
(6.5)
The following condition on the velocities also has to be satisfied
v′ · eˆx = −v · eˆx (6.6)
(6.7)
6.3.2 Initial conditions
Particle loading
The particle distributions at start-up had to be chosen such that they do not differ too much from the steady-
state particle distributions that were experimentally observed. Indeed, the PIC code that was developed in
the frame of this work does not implement any reaction channel that can dynamically change the plasma’s
composition. Therefore, the plasma was always composed of
• N macro ions
• N macro electrons
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such that the system can be considered as globally neutral. The boundary conditions stated in the previous
section ensured that it always remained the case. N was taken equal to 50,000 for all simulations.
Initial positions
Since resolving the initial state of the plasma was beyond the scope of this thesis, it was instead chosen to
distribute the particles in a given region of space. At the first timestep, a particle would initially be at the
location x0. If the particle ended up leaving the system, via either a collision with the inner obstacles or
exited the system through the outer boundary, then it was reintroduced at the location x0. It is important
to note that ions and electrons should not be evenly distributed over the same regions. Indeed, it is known
from previous work and observations that electrons are dominant in the beam, while ions are on the contrary
known to circulate back and forth through the IEC. It was hence chosen to have electrons and ions distributed
in the following way:
Electrons Electrons are initially distributed over a region that roughly overlaps with the plasma beam
that was observed experimentally, although the width of that region was not chosen to mimic the beam’s
shape. No electrons were initially present in the bottom half of the system.
Ions On the contrary, ions were distributed over a region that was twice the size of that of the domain where
electrons were introduced. This distribution was chosen because it allowed for the tracking of ions going
both ways (towards the aperture and towards the opposite direction), as well as introducing space-charge
coupling effect between electrons and ions.
Initial velocities
The initial velocity of each particle was determined based on a electron temperature initially set to 1 ev.
6.4 Simulation timeline
PIC code timeline
A PIC code runs through a number of steps that are described in the current section.
Initialization
1. The mesh is loaded by the program, read to check its validity, and a few set-up steps are performed.
2. The particle population is created. It is composed of N macro particles with a random position and a
random velocity (bounded by the thermal velocity of the particles).
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Runtime Then, the computational cycle from Figure 4.1 begins:
3. The space charge is computed for the particle distribution.
4. The linear system governing the unknown V is set up.
5. The linear system is solved.
6. The gradient of V at each particle’s location is computed.
7. The particles are moved by the Lorentz’s force.
8. If needed, stopping, bounce of reflection conditions are enforced.
9. The particle distribution (position and velocities) is saved, and the cycle starts over at step 3.
The cycle that is shown on Fig 4.1 basically connects all the steps listed above, and this cycle repeats itself
as many times as prescribed.
An approach to the ion/electron coupling
Due to their very small mass, electrons move much faster than ions. Indeed, if subject to the same electro-
static field, the ratio of electron acceleration to ion acceleration due to Lorentz’s Force is extremely high (in
terms of magnitude), as shown in Eq (6.8):
ae
ai
=
mi
me
' 7 · 105 (6.8)
It is therefore obvious than one can not expect ion and electron motion to be resolved using the same
timescale. Several approaches exist to tackle this problem:
• One could treat the electrons as a fluid, and solve Boltzmann equation thus obtaining the electron
density distribution.
• Another approach consists in solving for electron motion first, using a small timescale (ions are be
present in this case but are kept stationary). Then, a steady-state electron distribution can be inferred
from the result of this first simulation, by averaging the charge distribution due to electrons over time.
A larger timescale is then chosen so that ion motion can be simulated with the steady-state electron
distribution taken into account.
The former, if inherently inaccurate, nevertheless complies with experimental evidence of a steady electron
jet shooting through the asymmetry aperture.
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6.5 Results of the parametric study
6.5.1 Figure of merit
In order to determine which extractor grid designs performed, it was decided to focus on ions leaving the
system. The extractor yielding the highest number of extracted ions with a good focus was considered the
best.
6.5.2 Tests cases
The purpose of the PIC code developed in the frame of this thesis was to run a parametric study exploring
different extractor geometries. Table 6.3 summarizes the different tests cases that were benchmarked, and
describes the parameters corresponding to each one.
Test case Extractor grids Extractor grid spacing Extractor grid radius Extractor grid bias IEC bias
baseline 0 - - - -10,000 V
1s 3 2 cm 5 cm -10,000 V -10,000 V
2s 3 2 cm 2.5 cm -6,000 V -10,000 V
3s 3 2 cm 2.5 cm -10,000 V -10,000 V
4s 3 2 cm 5 cm -10,000 V -10,000 V
5s 5 2 cm 5 cm -10,000 V -10,000 V
6s 7 2 cm 5 cm -10,000 V -10,000 V
Table 6.3: Tests cases that were simulated.
The final objective was to explore this parameter space and retain the best extractor design. For a given
extractor design, the figure of merit that was looked at was the number of ions escaping towards the nozzle.
The parametric space that is to be explored is of course not entirely described by this set of simulations, but
it was expected that they would highlight at least trends in design parameters.
6.5.3 Improvement of ion extraction
Since the initial state of particles was randomly defined within a certain range, each of the test cases shown
in Table 6.3 was run several times, so that the resulting number of outgoing ions could be averaged. The
summarized results of this parametric study are gathered in Fig 6.3 and Fig 6.2.
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Figure 6.2: Results for each simulation.
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Figure 6.3: Summary of the parametric study. The labels on the horizontal axis correspond to those shown
in Table 6.3. The error bars on top of each histogram are one standard deviation wide.
As Fig 6.3 shows, there are indeed extractor configurations that perform better than others at ion
extraction. Looking back at Table 6.3, it appears that the extractors that are best are those which are
operated at the lowest bias voltage (with respect to 0). The length of the extractor is also playing a
dominant role on the efficiency. A higher number of extractor elements seem to have a positive impact on
the amount of extracted particles. This observation makes sense, given the intuition that particles must be
guided from the potential well to ground.
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Chapter 7
Experimental results
7.1 Mitigation of the radiometric force
Before performing any extractor design validation, one must be certain that the radiometric force that
prevented thrust measurement was mitigated by the new thrust plate design. The thrust plate was therefore
mounted on the chamber, with the bare asymmetrical IEC pointing at it. The sensor output was recorded
and converted (by means of the calibration curve previously determined) so that the thrust was known.
Fig. 7.1 shows the evolution of the sensor output over time.
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Figure 7.1: Thrust measurement done with a 3-cm thrust plate and bare asymmetrical IEC (25mA of injected
electron current). A succession of phases when the plasma was turned on and off was made.
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The first observations that one can make when looking at Fig.7.1 are two-fold:
• When the plasma is turned on for the first time, it takes nearly an hour to get to a steady thrust level
of 70 mN. This timescale is compatible with the findings of A. Krishnamurthy[Krishnamurthy, 2012]
(see Fig 3.2 on page 15).
• After the plasma is turned off, the signal does not come back to zero instantly.
These two observations undermine the possibility to use a smaller thrust plate as an effective means for
mitigating the radiometric force. If the recorded thrust was caused by momentum transfer from inbound
particles, it would be legitimate to expect the thrust to come back to zero as soon as the plasma shuts off.
One can also note that after re-ignition, the thrust level reached a higher value than the steady state value
of about 70 mN. Fig. 7.2 focuses on the end of the time interval previously shown in Fig 7.1.
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Figure 7.2: Extract from Fig 7.1 with a focus on the end of the time interval. ”Grid Alignmnt” corresponds
to the time interval when the direction of the beam was modified. The noisy intervals are due to mechanical
oscillations propagating to the force sensor. Such oscillations were triggered when the chamber was manip-
ulated. Since turning the gas inlet off also required a mechanical action, similar oscillations can be seen at
the end of the recording.
Fig 7.2 points out how difficult it is to ensure that the beam is perfectly aligned with the thrust plate.
The flexibility of the assembly holding the IEC, as well as the absence of viewports showing the respective
positions of the IEC and the thrust plate make the finding of a perfect alignment a difficult task.
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7.2 Thrust measurement, bare IEC
Despite the fact that the radiometric force was not circumvented, it was decided to undertake thrust mea-
surements so that the bare IEC and the IEC augmented with extractor grids could be compared. Because
it is clear that what is measured by the force sensor is no real ”thrust”, but a side-effect caused by the
heated-up plate, the plots shown in the following are given in terms of raw output signal (in Volts), and not
in Newtons.
The output of the thrust sensor was recorded and plotted in Fig 7.3.
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Figure 7.3: Evolution of the sensor output over time for a bare IEC. B-, Boff, B+ and G stand for the bias
potential applied on the thrust plate, if any.
Fig 7.3 shows the evolution of the force sensor output over time. In order to probe the plasma beam, the
plate was biased by means of an external power supply, ranging from +2kV (B+) to -2kV(B-). The plate
was also grounded at some point (G). Applying these different potentials on the plate could allow for the
probing of the beam, as positively charged particles would tend to move towards the plate in the presence
of a negative bias. It was indeed noted that biasing the plate negatively (B-) corresponded with an increase
in the sensor output. However, it was also observed that applying a positive bias yielded the same results.
The experiment had to be discontinued because of arcing inside the power supply’s casing.
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7.3 Thrust measurement, extractor grids
In order to validate the concept of extractor grids, it was decided to utilize an IEC permanently wired to a
cylindrical extractor grid, as shown in Fig 7.4
Figure 7.4: Cylindrical extractor grid permanently connected to the IEC.
This choice of extractor design was constrained by the lack of power supply capable of supplying an
extractor grid with a bias sufficiently low. The power supply used to power the IEC is able to reach
potentials as low as -10,000V, and it appeared much more convenient to use it for both the IEC and the
extractor grid. Yet, it also prevented the testing of Einzel Lens-like extractor grids, or any extractor grid
with a bias level different from the IEC bias.
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Figure 7.5: Extractor grid and IEC mounted together in HIIPER
Applying the usual -10kV bias on the IEC assembly had an unexpected effect at first, since the electron
beam that usually formed at the center of the asymmetry was randomly shooting through the IEC’s apertures.
This behavior can easily be explained both theoretically and further illustrated by the results of simulations.
The extractor grid lowers the potential. This in turn prevents electrons from moving ”freely” towards the
exit. If a smoother escape channel is available, electrons will escape in majority through that channel, hence
the appearance of these undesired plasma beams. Fig 7.6 and Fig 7.7 show the resulting plasma in this case.
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Figure 7.6: Picture showing the IEC operating in a non-nominal Jet Mode. The Jet forms at an aperture
which is not aligned with the IEC’s asymmetry. One can observe a small glowing region at the bottom left
of the picture, which could be a secondary ion core similar to the one present at the center of the IEC.
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Figure 7.7: A closer view at the non-nominal jet that forms.
This problem was resolved by adding extra wires to the IEC so that the electric field could be ”tightened”
and the undesired escape channels closed. This allowed to obtain a sustained plasma beam similar to what
is shown on Figure 7.8.
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Figure 7.8: Nominal Plasma Beam shooting along the direction of the IEC’s asymmetry and the extractor
grid. The beam appears brighter than when the bare IEC is used. This picture was taken shortly after the
plasma was turned on.
After some time, the plasma beam presents the aspect shown on Figure 7.9.
Figure 7.9: Steady-state plasma beam.
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The distinctive features of the plasma beam are highlighted in Fig. 7.10
Figure 7.10: Features of the plasma beam shown in Fig. 7.9.
The resulting thrust sensor output is shown on Fig. 7.11.
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Figure 7.11: Thrust sensor output over time, IEC+extractor grids.
One can notice that the absolute maximum reached by the signal output is greater than the maximum
for the bare IEC, as shown on Fig 7.3. Since the output of the thrust sensor is mostly governed by a thermal
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effect, it can therefore be inferred that the thermal power of the beam has increased in the presence of the
extractor grids. However, the waveform still presents this very slow increase in magnitude which still rules
out real ”thrust” as the origin of the signal. As of now, it is also unclear why the output of the force sensor
does not remain steady but rather seems to oscillate at a very slow rate. This could be a feature of the
radiometric force.
7.4 Comparison with previous results
Despite that the initial goal - measuring the thrust - is still impeded by the radiometric force, it is interesting
to compare the magnitude of the force sensor output that have been recorded so far. Table 7.1 gathers the
characteristic magnitude of the signal that was measured in the frame of this thesis as well as during Ulmen’s
PhD work and A. Krishnamurthy’s thesis.
Ulmen Krishnamurthy Bercovici
Characteristic thrust level (mN) 4-12 5 70
Table 7.1: Characteristic thrust levels measured by successive experimenters.
It can be noted that B. Ulmen and A. Krishnamurthy measured thrust levels in the same range, while
this present thesis work indicated readings corresponding to a thrust about an order of magnitude greater.
However, the plate B. Ulmen and A. Krishnamurthy utilized was not the same as the one that was used in
the frame of this thesis - 6 cm and 3 cm in diameter respectively -. If the force sensor calibration does not
seem to be have yielded dissimilar results, it is possible that the set-up of the force sensor changed between
these two sets of experiments.
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Chapter 8
Discussion
8.1 Force sensor signal
The collected data plotted on Fig 8.1, Fig 7.1 and Fig 7.2 suggests that the radiometric force or any thermal
effect of significant effect is still present and affects thrust measurement. Experimental data supports the
evidence that what thwarts thrust measurement is indeed a thermal effect, because the time needed for the
force sensor output to get to a steady state value on Fig 7.1 is strikingly close to what can be seen on Fig 8.1
for the temperature profiles. Both plots reach a steady state value after nearly one hour, thus supporting
the hypothesis that the two phenomena are tied. It can be therefore doubted that reducing the plate’s size
indeed mitigated the radiometric force.
8.2 Difference between predicted and observed temperature pro-
files
As it appeared questionable that the signal recorded by the force sensor was indeed representative of mo-
mentum carried by heavy particles, it seemed likely that the radiometric force was still playing an important
role. In order to quantify its contribution, the temperature of the thrust plate was recorded and compared
to what was obtained by means of COMSOL. Type K thermocouples were taped to the center and the edge
of the plate so that the absolute temperature could be recorded. Because of the stiffness of the thermocouple
wires, it was meaningless to record the force sensor’s output while the wires were taped to the plate. The
temperature recordings are presented in Fig. 8.1.
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Figure 8.1: Thrust plate temperature recordings. The plasma was turned on and off twice, after increasing
the plasma current to see how it would affect the temperature profiles.
The thermocouples were connected to the center and the edge of the plate on the unexposed side of
the plate. They were wrapped in fiberglass tape so that the thrust plate could remain grounded. These
recordings are noticeably different from the results of the simulation done in COMSOL.
One should also note that the temperature difference between the edge and the center of the plate that
was recorded by the thermocouples on Fig 8.1 on page 64 and COMSOL’s prediction of temperature profiles
shown on Fig 3.6b on page 20 are dissimilar. The latter predicted a temperature difference in the range of
125◦C, whereas experimental data points out that the temperature difference remains slight.
The COMSOL simulation setup might explain this. It was used to predict the plate temperature by means
of an idealized heat source. This 50W heat source was located at the center of the plate. The radius of the
source was equal to 2 cm. Figure Fig. 8.2 shows the respective sizes of the plate and the heat source.
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Figure 8.2: Side view of the thrust plate showing its physical dimensions along with the size of the ”beam
spot”, the idealized heat source. The heat source is highlighted in red.
The decision of modeling the heat source this way was based on the assumption that the beam would
remain sufficiently focused at the thrust plate. However, this turned out to be a crude assumption due to
the spraying of the beam which becomes substantial afar from the IEC, as both experimental observations
and results from the PIC code demonstrate. This undermines the likeliness of having a 50W heat source
localized at the center of the IEC, since the beam’s size is actually larger.
It is also likely that the thermal coefficients governing heat conduction, convection and radiation are
incorrect. The values that were used are all idealized ”material-based” values provided by COMSOL, and
therefore can not accurately account for, for example, surface treatment of the thrust plate. It would be
interesting to manually change these coefficients to see if the resulting thermal profiles can match what was
experimentally measured.
8.3 Radiometric force and form factor
The radiometric force arises from the combination of several factors:
• Transitional regime (Knudsen number in the range of 0.1)
• Thermal gradient between two nearby surfaces
Moreover, many examples in the literature highlight the role of the walls as radiometric force amplifiers
[Andrew Ketsdever, 2012]. In the context of thrust measurement, it therefore seems detrimental to the
experiment to have a close proximity between the thrust plate being exposed to the plasma and the walls.
Table 8.1 compares the form factors corresponding to several thrust measuring experiments. The form factor
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is defined by
Θ =
plate diameter
vessel diameter
(8.1)
Ulmen[Ulmen, 2013] Bercovici Longmier[lon, 2009]
Θ 0.6 0.3 1.5 · 10−2
Table 8.1: Form factor for several thrust measurement experiment. The first two were carried out at UIUC
using HIIPER.
It is clear that the current configuration of HIIPER is far from resembling the geometry of the vessel
containing the thrust plate in original studies made my Chang-Diaz et al, as the values of the form factor
show. This figure of merit is nearly two orders of magnitude bigger in the HIIPER case, and points out the
responsibility of the vessel as a contributing factor to the importance of the radiometric force. Shrinking
the plate even further is not a possibility as it would eventually prevent it from collecting enough plasma,
thus preventing the whole thrust to be measured, should the radiometric force be eventually circumvented.
Moreover, if shrinking the plate can diminish the radial thermal gradient, it is far less clear that it would
mitigate the temperature difference between the exposed side and the dark side of the plate. The latter
governs the normal component of the radiometric force, which therefore can not be as easily dealt.
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Part IV
Recommendation for future work
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Chapter 9
Experimental work
9.1 Differential Pumping
Reducing the size of the thrust plate did not affect the radiometric force as expected, as both temperature
and force measurements testify. Pressure is another parameter that plays a key role in the radiometric force.
Enabling differential pumping between the main chamber and the diagnostic tunnel - where the thrust plate
is located - would allow for a drastic reduction of the pressure in this region, thus ensuring that the plate
does not operate in the transitional fluid regime where it is now.
9.2 Thermal power measurement with Faraday Cup
In order to get more insight into the beam formed by the IEC augmented with an extractor grid, it would
be legitimate and interesting to measure the heat flux carried by the beam by means of the Faraday Cup
previously used by B. Ulmen and A. Krishnamurthy. The Faraday cup is not only able to be thermally
monitored, thus yielding the thermal power of the jet, but can also be used to probe the beam and tell
whether it is dominated by a certain type of charged particles, such as electrons.
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Figure 9.1: The Faraday Cup that was utilized by B. Ulmen and A. Krishnamurty
[Ulmen, 2013][Krishnamurthy, 2012]
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Chapter 10
Numerical simulations
10.1 Plasma chemistry
Managing plasma chemistry would be quite a challenge, but would be of great help to increase the quality of
the code. More specifically, it would make the assumption of the initial particle’s location unnecessary as one
could simply let neutral gas flow through the system from an inlet and have ionization taking place where
the physics dictates it. In turn, ionization and recombination would generate electrons, ions and neutrals.
The reactions that could be accounted for are summarized in Table 10.1
Reaction Species Name
1 e+Ar =⇒ e+Ar Elastic
2 e+Ar =⇒ e+Ars Excitation
3 e+Ars =⇒ e+Ar Superelastic
4 e+Ar =⇒ 2e+Ar+ Ionization
5 e+Ars =⇒ 2e+Ar+ Ionization
Table 10.1: List of plasma reactions that could be accounted for in a more accurate plasma simulation
model.[COMSOL, ]. The excited Argon Ars could be removed from the model for less complexity. The
cross-sections for each of these reactions are readily available in the literature.
10.2 Multithreading
If the particle-in-cell paradigm drastically reduces the time needed to simulate the motion of 50,000 particles
with respect to a N-body code dealing with the same numbers, it is still computationally expensive as the
size of the mesh and that of the particle population both impact the code’s performance. A way to keep these
two numbers high and even increase them at the expense of a limited increase in computation time is to make
them compatible with multithreading. Multithreading is also known as parallel programming, and consists in
efficiently sharing the hardware resources (CPU cores, memory...) between different processes. On the other
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hand, a single-threaded code executes all tasks sequentially and therefore does not make the best of modern
computers’ capabilities. Open-source librairies like OpenMP[OpenMP Architecture Review Board, 2013] of-
fer a comprehensive framework enabling such programming in C++, but it was beyond the scope of this
thesis to consider using it.
10.3 3D geometry
Finally, another limitation that could be overcome is the overall geometrical dimensionality of the problem.
The code developed in the frame of this thesis was a 2D axisymmetric code. The drastic reduction in the
number of degrees of freedom (mesh nodes) between the 3D case and the 2D case (let alone the fact that
only half of the domain was simulated) helped keeping the duration of simulations below an acceptable
threshold. However, it prevented reusing the exact same geometry as that of the real IEC because some of
its features are incompatible with a 2D, axisymmetric geometry. For instance, it is not possible to have a
grid wire intersecting with the symmetry axis in the 2D axisymmetric case. Therefore, switching to a full
3D geometry would be mean improving the resemblance between the simulated IEC and the real IEC, at
the expense of a greater computational cost.
10.4 Computation of outgoing momentum flux
If the suggestions made above are implemented, the simulation will have reached a significant milestone. It
would then become relevant to record not only the position of ions when they escape, but also their velocities,
so that their inherent momentum can be computed. By doing so, one could compute an estimate of the
outgoing momentum flux - namely, the thrust - and provide more insight into HIIPER.
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Part V
Conclusion
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The initial objective of the work summarized in this thesis was to demonstrate that extractor grids were
indeed an effective way to improve the thrust yielded by the regular bare-IEC present in HIIPER. The thrust
sensor previously assembled by Dr. B. Ulmen and A. Krishnamurthy was the main diagnostic available for
this experiment. A numerical study of extractor grids was concurrently undertaken, in order to identify the
extractor’s design parameters that have the highest impact on ion extraction.
The experimental study showed that the extractor plate did not perform as expected. It was proved that
the noise that perturbs the thrust measurement is strongly correlated with the heat transfer originating from
the heat-up of the plate. The radiometric force is therefore still present, despite the smaller thrust plate.
The numerical study has allowed for exploring the parameter space governing the extractor geometry,
and helped identifying the factors that could improve ion extraction the most. Namely, the length of the
extractor grid along the nozzle’s axis seems to be crucial to the efficiency of the extractor.
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Part VI
Appendices
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Appendix A: mesh generation
The following is the content of iec with extractors.geo, the GMSH script used for meshing the geometry. One
can modify the geometry of the system (chamber radius, number of IEC grids, etc) and/or the extractor
grids configuration.
/**
* iec_with_extractors.geo describes the mesh generated by GMSH, based on several inputs.
* These inputs are all characteristics dimensions of the IEC.
*/
//Characteristic length
lc=1;
//Extractor grids
EXTRACTOR_N=3;//number of extractor grids
EXTRACTOR_X=0.05;// X coordinate of the extractor grid closest to the IEC.
EXTRACTOR_Y=0.12;// Y coordinate of the extractor grid closest to the IEC
EXTRACTOR_SPACING=0.02;// Spacing along the Y-direction between two extractor grids.
//IEC and chamber
IR=0.1;//IEC radius
OUTER_RADIUS=0.3;//Chamber radius
NW=4;//Number of IEC grids
WR=0.002;//IEC wire radius
//Chamber center
Point(1)={0,0,0,lc};
//Asymetry half aperture
alpha=Pi/4;
//Position of the first wire
theta_0=Pi/2-alpha;
//IEC grids angular spacing
A=-2*(Pi-alpha)/(2*NW-1);
//Outer walls
Point(2)={0,-OUTER_RADIUS,0,lc};
Point(3)={OUTER_RADIUS,0,0,lc};
Point(4)={0,OUTER_RADIUS,0,lc};
Circle(1)={2,1,3};
Circle(2)={3,1,4};
Line (3)={4,2};
//IEC
For num In {0:NW-1}
Point(5+5*num)={IR*Cos(theta_0+A*num),IR*Sin(theta_0+A*num),0,lc};
Point(6+5*num)={IR*Cos(theta_0+A*num)+WR,IR*Sin(theta_0+A*num),0,lc};
Point(7+5*num)={IR*Cos(theta_0+A*num)-WR,IR*Sin(theta_0+A*num),0,lc};
Point(8+5*num)={IR*Cos(theta_0+A*num),IR*Sin(theta_0+A*num)+WR,0,lc};
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Point(9+5*num)={IR*Cos(theta_0+A*num),IR*Sin(theta_0+A*num)-WR,0,lc};
Circle(4+4*num)={6+5*num,5+5*num,8+5*num};
Circle(5+4*num)={8+5*num,5+5*num,7+5*num};
Circle(6+4*num)={7+5*num,5+5*num,9+5*num};
Circle(7+4*num)={9+5*num,5+5*num,6+5*num};
Line Loop(8+4*num)={4+4*num,5+4*num,6+4*num,7+4*num};
storeloop[num]=8+4*num;
storeline[4*num]=4+4*num;
storeline[4*num+1]=5+4*num;
storeline[4*num+2]=6+4*num;
storeline[4*num+3]=7+4*num;
EndFor
//Extractor grids
newpoint=newp;
newline=newll;
newcurve=newp-1;
For n_grid In {0:EXTRACTOR_N-1}
Point(newpoint+4*n_grid)={EXTRACTOR_X,EXTRACTOR_Y+n_grid*EXTRACTOR_SPACING,0,lc};
Point(newpoint+1+4*n_grid)={EXTRACTOR_X+WR*Cos(Pi/4),EXTRACTOR_Y+WR*Sin(Pi/4)+n_grid*EXTRACTOR_SPACING,0,lc};
Point(newpoint+2+4*n_grid)={EXTRACTOR_X-WR*Cos(Pi/4),EXTRACTOR_Y+n_grid*EXTRACTOR_SPACING+WR*Sin(Pi/4),0,lc};
Point(newpoint+3+4*n_grid)={EXTRACTOR_X,EXTRACTOR_Y-WR+n_grid*EXTRACTOR_SPACING,0,lc};
Circle(newcurve+3*n_grid)={newpoint+1+4*n_grid,newpoint+4*n_grid,newpoint+2+4*n_grid};
Circle(newcurve+1+3*n_grid)={newpoint+2+4*n_grid,newpoint+4*n_grid,newpoint+3+4*n_grid};
Circle(newcurve+2+3*n_grid)={newpoint+3+4*n_grid,newpoint+4*n_grid,newpoint+1+4*n_grid};
Line Loop(newline+n_grid)={newcurve+3*n_grid,newcurve+3*n_grid+1,newcurve+3*n_grid+2};
storeloop_ex[n_grid]=newline+n_grid;
storeline_ex[3*n_grid]=newcurve+3*n_grid;
storeline_ex[3*n_grid+1]=newcurve+1+3*n_grid;
storeline_ex[3*n_grid+2]=newcurve+2+3*n_grid;
EndFor
// "Physical" Chamber wall
Physical Line(1)={1:2};
//"Physical" IEC
Physical Line (2)={storeline[{0:4*NW-1}]};
//symetric boundary
Physical Line(3)={3};
For n_grid In {0:EXTRACTOR_N-1}
Physical Line(4+n_grid)={storeline_ex[{3*n_grid:3*n_grid+2}]};
EndFor
For q In {0:EXTRACTOR_N-1}
all_loop[q]=storeloop_ex[q];
EndFor
For p In {0:NW-1}
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all_loop[p+EXTRACTOR_N]=storeloop[p];
EndFor
Line Loop (newl)={1:3};
Plane Surface(1) = {newl-1,all_loop[{0:EXTRACTOR_N+NW-1 }]};
Physical Surface(1) = {1};
//Additional mesh
Field[1] = Box;
Field[1].VIn=lc/200;
Field[1].VOut=lc;
Field[1].XMin=0;
Field[1].XMax=IR;
Field[1].YMin=-OUTER_RADIUS;
Field[1].YMax=OUTER_RADIUS;
//end
Field[7] = Min;
Field[7].FieldsList = { 1};
Background Field = 7;
Mesh.Algorithm = 8;
Mesh.RecombineAll = 1;
Mesh.SubdivisionAlgorithm = 1;
Mesh.Smoothing = 20;
Show "*";
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Appendix B: source code
Source code retrieval
The entirety of the source code developed throughout the course of this thesis is available on GitHub at the
following link : https://github.com/bbercovici/uiuc-cpp.git.
Documentation
A companion website containing the comprehensive documentation of the source code is made available at
the following location: http://bbercovici.github.io/. The main page of the companion site also explains
how to set up a personal computer for the use of the PIC code.
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