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We test the isotropy of the local Universe using low redshift supernova data from various catalogs
and the non-parametric method of smoothed residuals. Using a recently developed catalog which
combines supernova data from various surveys, we show that the isotropic hypothesis of a Universe
with zero velocity perturbation can be rejected with moderate significance, with p-value ∼ 0.07 out
to redshift z < 0.045. We estimate the direction of maximal anisotropy on the sky for various pre-
existing catalogs and show that it remains relatively unaffected by the light curve fitting procedure.
However the recovered direction is biased by the underlying distribution of data points on the
sky. We estimate both the uncertainty and bias in the direction by creating mock data containing a
randomly oriented bulk flow and using our method to reconstruct its direction. We conclude that the
inhomogeneous nature of the data introduces a directional bias in galactic latitude of approximately
|∆bmax| ∼ 18
◦ for the supernova catalog considered in this work, and after correcting for this
effect we infer the direction of maximum anisotropy as (b, ℓ) = (20◦, 276◦) ± (12◦, 29◦) in galactic
coordinates. Finally we compare the anisotropic signal in the data to mock realisations in which
large scale velocity perturbations are consistently accounted for at the level of linear perturbation
theory. We show that including the effect of the velocity perturbation in our mock catalogs degrades
the significance of the anisotropy considerably, with p-value increasing to ∼ 0.29. One can conclude
from our analysis that there is a moderate deviation from isotropy in the supernova data, but the
signal is consistent with a large scale bulk velocity expected within ΛCDM.
I. INTRODUCTION
The use of type Ia supernovae (SN) as a tool to
probe cosmology has a long and distinguished history,
starting with early pioneering works [1–4] and contin-
uing to the present [5–20]. Various existing catalogs
[6, 10, 13, 19, 21, 22], containing hundreds of the stan-
dardizeable candles, have been used to infer the existence
of a late time accelerating epoch with strong statistical
significance [17, 23, 24]. Their complementarity to other
cosmological data sets [25] allows one to set stringent
constraints on the now widely accepted ΛCDM model.
To maximize the constraining power of supernovae, one
must use a combination of both high and low redshift
data. The low redshift supernova play an important role,
acting essentially as an anchor in the redshift luminosity
distance relation [12]. They are relatively insensitive to
cosmological parameters, however their worth lies in al-
lowing us to determine the relative brightness of the su-
pernova. Unfortunately existing low redshift samples are
sensitive to comparatively large systematic uncertainties,
in particular calibration issues and host mass - SN bright-
ness correlations. Future surveys are expected to provide
a more homogeneous set of accurately calibrated objects.
When using current data however, it is important that
we understand and account for the various measurement
and astrophysical uncertainties.
One phenomenon that will affect the low redshift data
is the existence of peculiar velocities. It is well known
that the local group has a velocity Vbulk = 627±22kms−1
relative to the CMB rest frame, in the direction (b, ℓ) ∼
(30◦, 276◦) [26]. The origin of this motion is typically
attributed to low redshift superclusters, whose gravi-
tational attraction will produce coherent velocities in
nearby galaxies. However, recent claims of a detec-
tion of a coherent bulk flow out to very large distances
dc ∼ 800Mpc [27–30] have led to more exotic explana-
tions such as an inhomogeneous pre-inflationary space-
time [31] or higher dimensional gravity theories [32].
Large scale cosmological anisotropies can also be gen-
erated by magnetic fields produced by Lorentz violating
effects during inflation [33].
Assuming that the bulk flow is due to local attrac-
tors, the lack of all sky and deep peculiar velocity data
means that one cannot yet definitively answer the ques-
tion as to what mass distributions are responsible for
the observed flow. Nor can we deduce at what scale
the coherent motion ceases to be significant. The issue
has been considered for decades, and known superclus-
ters such as Shapley and the so-called Great Attractor
are commonly thought to contribute at least partially to
the observed bulk motion [34, 35]. More recently, differ-
ent groups have used various data sets [36–42] to esti-
mate the direction and magnitude of the flow at different
2scales. While consensus appears to have been reached
regarding the direction, the magnitude and consistency
with ΛCDM remains an open question. It is an issue that
has drawn scrutiny from various sources, and remains
contested [27, 43–46]. Some groups have suggested that
supernova at redshift z & 0.05 could exhibit evidence of
back-infall into the Shapley supercluster, indicating that
it might be the source of the observed bulk motion [38].
Supernova are ideal candidates to study the local bulk
flow, being bright distance indicators with precise red-
shift measurements. The depth of supernova surveys is
typically large, allowing us to probe the scale at which
the bulk flow remains coherent. However this gain in
depth relative to local galaxy catalogs is offset by the
comparatively modest quantity of existing data. Future
surveys such as the Large Synaptic Survey Telescope [47]
are expected to yield thousands of supernova and should
definitively answer the question as to the magnitude and
direction of the bulk flow. The increasing number of de-
tected SN will allow us to move beyond simply treating
the peculiar velocities as systematics in distance measure-
ments. The supernovae measurements yield information
regarding the peculiar velocity field, and open up a new
avenue in exploring this dynamical cosmological probe
[48].
The question that we address in this work is whether
one can observe a statistically significant deviation from
isotropy in existing low redshift supernova data, and if
so whether this anisotropic signal is consistent with the
standard cosmological model. To achieve this aim we
adopt a non-parametric method, which compares the dis-
tance modulus residuals to mock realisations drawn from
the underlying covariance matrix of the data [38]. In this
way we address the significance of any anisotropic signal
within the context of the systematic and statistical uncer-
tainties associated with the data. We make no assump-
tions regarding the nature of any potential anisotropy.
This is an advantage in the sense that we do not need to
specify a model and can detect any source of anisotropic
behaviour. However a consequence of this model inde-
pendence is that one cannot measure the magnitude of
the bulk flow using our approach.
The paper will proceed as follows. In the following
section II we briefly review the method used to test the
isotropic hypothesis. We discuss the catalogs used and
how we combine them in section III, and present our
results in IV. We discuss the effect of inhomogeneous data
distributions and the effect of correlations, and conclude
in V.
II. THE METHOD OF RESIDUALS
The method of residuals has been discussed in detail
in [38, 49, 50], and we begin with a brief review. We
note that numerous other approaches to testing isotropy
exist in the literature, and we direct the reader to [51–69]
for searches of (predominantly cosmological) anisotropic
signals. The effect of peculiar velocities on supernovae
data has been discussed in [70, 71].
Our approach entails creating a map on the sky of
the sum of distance modulus residuals, smoothed over a
particular scale δ. The first step is to calculate a global
best fit cosmology. We fix the background expansion to
be flat, ΛCDM and fit the parameter Ωm0 to our chosen
SN catalog by minimizing the χ2 distribution
χ2 = δµTΣ−1δµ (1)
where δµ is the data vector of distance modulus resid-
uals - δµi = µi(zi) − µth(zi), and Σ is the covariance
matrix of the data. µi(zi) is the distance modulus of the
ith data point and µth(zi) is the theoretically predicted
ΛCDM value at data point redshift zi. Our approach to
calculating the best fit cosmology differs from more de-
tailed cosmological parameter estimation considered in
[22, 23, 72], for example. In the Union 2.1 catalog the in-
trinsic dispersion σi is kept as a free parameter to account
for the intrinsic scatter of the supernova magnitudes, and
the cosmology fit such that χ2 = 1 (per degree of free-
dom). However, the best fit cosmological parameters that
we obtain are essentially identical to the values quoted in
the various catalogs that we will use. Furthermore, the
cosmological dependence of our result is expected to be
very weak, as we are focusing solely on the low redshift
z < 0.1 SNe sample.
We denote the best-fit distance modulus as
µ˜(z,H0,Ωm0). Using this, we construct the error-
normalised residuals of the data from the model [73],
qi(zi, θi, φi) =
µi(zi, θi, φi)− µ˜i(zi)
σi(zi)
, (2)
Here, (θi, φi) are the angular positions of the i
th data
point on the sphere and σi(zi) is the error associated with
the diagonal component of the covariance matrix.
Next, we define a measure Q(θ, φ) on the surface of the
sphere using these residuals
Q(θ, φ) =
NSN∑
i=1
qi(zi, θi, φi)W (θ, φ, θi, φi) , (3)
where NSN is the number of SNe Ia data points and
W (θ, φ, θi, φi) is a weight (or window) function that rep-
resents a two dimensional smoothing. We define the
weight using a Gaussian distribution
W (θ, φ, θi, φi) =
1√
2πδ
exp
[
−L(θ, φ, θi, φi)
2
2δ2
]
, (4)
where δ is the width of smoothing and L(θ, φ, θi, φi) is the
distance on the surface of a sphere of unit radius between
two points with spherical coordinates (θ, φ) and (θi, φi)
3L(θ, φ, θi, φi) = 2 arcsin
R
2
, (5)
where
R =
([
cos(θi) cos(φi)− cos(θ) cos(φ)
]2
+
[
cos(θi) sin(φi)− cos(θ) sin(φ)
]2
+
[
sin(θi)− sin(θ)
]2)1/2
.
Any anisotropy in the data will translate to Q(θ, φ) devi-
ating from zero. Finally we adopt a value for δ, calculate
Q(θ, φ) on the whole surface of the sphere and find the
extreme values of this function. In this work we utilize
the maximum dipole,
∆Qd = Q(θ, φ)−Q(θd, φd), (6)
where (θd, φd) are the angles that locate the dipole of
(θ, φ) on the unit sphere. In what follows we choose
the galactic coordinate system (θ, φ) = (b, ℓ). In this
case, we have (θd, φd) and (−b, ℓ+ 180◦) if ℓ < 180◦ and
(−b, ℓ−180◦) for ℓ > 180◦. In principle one could use any
number of different measures of anisotropy - for example
the maximum and minimum of this function on the sky
Qmax and Qmin. However for practical purposes current
supernova data is neither sufficiently copious or precise
to detect anything other than large scale flows such as
the dipole. Hence our use of ∆Qd.
A large value of ∆Qd implies a significant anisotropy in
the data. However we expect this quantity, which denotes
the extreme of theQ(θ, φ) function on the sphere, will not
be zero even if the Hubble residuals are isotropic on the
sky. We must test the significance of the magnitude of
∆Qd by creating mock realisations.
In this work we construct two sets of Nreal = 1000 re-
alisations of our SN catalogs. We describe both in turn
below, and in what follows will refer to them as realisa-
tions A and B respectively.
In the first case we simply follow the original method of
[38] and construct our realisations by holding each data
point at fixed redshift and position on the sky, and esti-
mate the distance modulus as the isotropic best fit value
µ˜(zi,Ωm0) plus a contribution drawn from a Gaussian of
width σi, where σi is the observational uncertainty on
the ith data point quoted in the catalog. Hence we have
µi = µ˜(zi,Ωm0)+δµi,G, where δµi,G is the Gaussian com-
ponent. For each data realisation, ∆Qd is obtained and
an empirical Probability Distribution Function (PDF) is
constructed for this function. We then ascertain the sig-
nificance of ∆Qd obtained from the data by calculating
its p-value from the PDF. When comparing the data to
this set of realisations, we are addressing the question as
to whether any potential anisotropy detected in the data
is consistent with observational uncertainties within the
data, which we are taking to be Gaussian and uncorre-
lated. Note that we are implicitly assuming that the error
is Gaussian here - for this reason our choice of observ-
able is the distance modulus rather than the velocity [74].
The p-value in this case signifies the frequency of occur-
rence of a ∆Qd value obtained from the simulations that
is greater than or equal to the data value of ∆Qd. The
simulations are drawn from an isotropic ΛCDM model
with no anisotropic signal, so one can interpret the p-
value as the probability that the data value of ∆Qd can
be obtained in an isotropic Universe.
Our primary aim is to test the consistency of the data
with the underlying cosmological model. Inhomogeneous
structure present in the late time Universe generates co-
herent velocity flows, which breaks isotropy at low red-
shift. One can estimate the expected magnitude of the
velocity field on large scales using linear perturbation the-
ory. For the second set of simulated realisations, we use
the covariance matrix constructed in [48] which accounts
for both observational uncertainties and the presence of
coherent large scale peculiar velocities. The catalog is
discussed further in section III, here we briefly review
the contributions to the covariance matrix.
The covariance between the ith and jth data point -
Cij - is given by [48, 70]
Cij =
(
5
ln 10
)2 (
1− (1 + zi)
2
H(zi)dL(zi)
)(
1− (1 + zj)
2
H(zj)dL(zj)
)∫
dk
2π2
k2Pvv(k, a = 1)W (k, αij , ri, rj) (7)
where zi, zj are the redshifts of the data points, and
H(zi,j) dL(zi,j) the corresponding Hubble parameter and
luminosity distance at said redshifts. Pvv(k, a = 1) is the
linear velocity power spectrum obtained for our best fit
cosmological parameters, evaluated at z = 0. The kernel
W (k, αij , ri, rj) is the angular component of the integral
over the Fourier modes, and is given by
W (k, αij , ri, rj) =
1
3
(j0(kAij)− 2j2(kAij) rˆi.rˆj
+
1
A2ij
j2(kAij)rirj sin
2(αij) (8)
where αij = cos
−1(rˆi.rˆj), Aij = |ri−rj |, ri is the position
vector of the ith data point and j0,2 are Bessel functions.
4See (for example) appendix A of [75] for a derivation of
this function.
The first two redshift dependent cofactors in (7) trans-
form from correlations between peculiar velocities to
correlations between distance modulus fluctuations [70].
The integral over the Fourier modes is related to the
correlation between data points i and j due to the fact
that they trace the same underlying density field - the
trace components of Cij are cosmic variance and the off-
diagonal terms the cross correlation. The velocity power
spectrum Pvv is obtained from linear perturbation the-
ory assuming ΛCDM. Bulk velocities on the scales that
are being considered in this work are well modeled using
linear theory, and so this contribution to the covariance
matrix accounts for large scale velocity components ex-
pected within the standard cosmological model.
To this covariance matrix, the diagonal component of
the catalog observational uncertainty is added according
to
Σij = Cij + σ
2
i δij (9)
where
σ2i = σ
2
obs +
(
5
ln 10
)2(
1− (1 + zi)
2
H(zi)dL(zi)
)2
σ2v, (10)
σobs is the observational error quoted in the catalog and
σv is the uncertainty associated with non-linear peculiar
velocities of the galaxies. In ref.[48] σv was treated as a
free parameter and fit according to the data. Here we fix
its value to σv = 400kms
−1, in accordance with [48].
To obtain the Nreal = 1000 mock realisations, we take
the full covariance matrix (9) and diagonalise it by cal-
culating its Eigenvectors,
Φ
T
ΣΦ = Λ (11)
Where Φ is the NSN×NSN matrix constructed from the
Eigenvectors of the full covariance matrix Σ and Λ is
the diagonal matrix constructed from the Eigenvalues of
Σ. If Σ is the covariance matrix of the distance modulus
residual vector δµ, then Λ is the covariance matrix of the
de-correlated data vector δµ(diag) = ΦTδµ. To incorpo-
rate the correlations into our simulations, we obtain our
Nreal = 1000 realisations by drawing Gaussian realisa-
tions from the diagonal covariance matrix Λ to obtain
a mock data vector δµ(diag), and then transforming back
into the original basis according to δµ = Φδµ(diag). These
δµ residuals are used to construct a PDF of ∆Qd in our
second set of realisations. Once again, the p-value is de-
fined as the fraction of ∆Qd values from the simulations
that are greater than or equal to the data value. The
simulations now contain the effect of large scale velocity
perturbations on the data, and hence account for corre-
lations between data points due to the fact that they are
tracing the same underlying density and velocity fields.
As a final comment in this section, one should be care-
ful when attempting to infer the direction of maximal
anisotropy using this method. It is known [50] that the
method is capable of approximately reconstructing the
direction of an anisotropic signal for a homogeneous dis-
tribution of data, but the result can be skewed when the
data is inhomogeneously scattered on the sky [49]. We
test the reliability of the method in selecting the ‘true’
anisotropic direction (b, ℓ) in section IV.
III. SUPERNOVA CATALOGS
We apply the method outlined in section II to a num-
ber of existing data sets in the literature, specifically the
Union 2.1 [22, 23, 72], Constitution [10] and LOSS [21]
samples. Our aim in comparing these different catalogs
is to test for consistency amongst the different light curve
fitting procedures, to ensure that any anisotropic signal
is not due to unknown systematics associated with mod-
eling the data. However the main purpose of this work is
to test the consistency of the supernova data with the
ΛCDM model - for this purpose we utilize a recently
developed catalog which combines the majority of low
redshift SN from a variety of surveys [48].
The Union 2.1 sample contains NSN = 175 supernova
out to redshift z < 0.1, which is the limit to which we
perform our analysis. Beyond this, any effect due to bulk
flow velocities will be practically negligible. The data set
is an amalgamation from numerous sources - and we di-
rect the reader to [22, 23, 72] for details. As the SN
data arise from a number of different telescopes, each
with their own systematics and calibrations, each sur-
vey’s contribution to the overall set is carefully modified
to include effects such as photometric zero point offsets,
contamination, Malmquist bias, K-corrections and gravi-
tational lensing. The light curves of the entire sample are
analysed using the SALT2 light curve fitting procedure,
in which each supernova are assigned three parameters -
the peak magnitudemmaxB , the light curve width x1 and c,
which encodes the effects due to intrinsic colour and dust
reddening. The distance modulus is then constructed as
µB = m
max
B + αx1 − β.c+ δ.P (mtrue∗ < mthreshold∗ )−MB
(12)
where MB is the absolute B-band magnitude of a type
Ia supernova with x1 = 0, c = 0 and P (m
true
∗
<
mthreshold
∗
) = 0. Here P (mtrue
∗
< mthreshold
∗
) = 0 denotes
the host mass correction that accounts for the correlation
between the luminosity of the SN and the host galaxies
mass [23].
The Constitution catalog contains NCons = 256 su-
pernovae, also obtained from a variety of surveys. It
shares many of the same low redshift supernova as Union
2.1, however the method of dealing with systematics and
choice of light curve fitting procedure vary. The dom-
inant systematics are identified as the choice of nearby
5training set used, and the light curve fitting procedure
adopted. Specifically, the treatment of host galaxy red-
dening is the primary source of systematic uncertainty.
To examine these effects four different light curve fitting
procedures are utilised in [10]. SALT2 is used in the same
manner as in the Union 2.1 sample - where all host red-
dening effects are incorporated via the color term c, with
the empirical relation µB ∝ c.
The MLCS light curve fitting method utilises a differ-
ent approach - fitting the SN distance in conjunction with
a shape/luminosity parameter ∆ and the host galaxy ex-
tinction parameter AV. The extinction AV is calculated
using a prior on E(B − V ) and a reddening law param-
eterized by RV. Two different values of RV are adopted
in [10] - RV = 3.1 and RV = 1.7. We note that there
is some evidence that the MLCS treatment of colour in-
troduces a systematic error into the determination of the
absolute brightness and can bias cosmological parameter
estimation. In particular, it has been argued that the
‘Hubble bubble’ detected in [76–78] might be due to an
incorrect assumption regarding the value of RV. For the
purposes of this work we repeat our analysis using both
the MLCS RV = 1.7 and SALT2 Constitution catalogs.
The recently constructed Lick Observatory Supernova
Search (LOSS) sample was developed in [21]. The data
consists of 165 BV RI light curves of low redshift super-
nova, mainly sampled a week before maximum light in
the B band. This set of objects was combined with data
from the Calan/Tololo sample [79], CfA1-3 [4, 11, 80]
and CSP [13, 81]. For SN that are common to multiple
surveys, the best sampled light curves are utilised. The
SALT2 light curve fitting procedure was adopted to con-
struct the distance modulus of NLOSS = 586 data in the
range z = 0.01− 1.4. Of the 226 low-z supernova, 91 are
from LOSS and 45 had distances published for the first
time in [21].
Finally, we use the combined catalog of ref.[48]. In
[48] the aim was to construct a maximally homogeneous
set of data points out to redshift z < 0.07. As such,
the sample is drawn from a wide number of catalogs -
specifically the data consists of (40, 128, 135, 58, 33, 26)
SN from the LOSS, Tonry et al. [6], MLCS Constitu-
tion, Union, Kessler et al. [19] and Carnegie Supernova
Project [12, 13] samples respectively. When multiple
measurements of the same object are known, the median
value of the distance modulus is quoted. One arrives at
a catalog containing N = 303 SNIa, with distance errors
of order σd ∼ 5%.
A number of small modifications to each catalog are
made. Since we are testing for bulk flows of expected or-
der vbulk ∼ 300−500kms−1, we must have precise knowl-
edge of the SN redshifts. We therefore update each data
point using host galaxy information found in the NASA
Extragalactic Database (NED)[84]. We do not include
any supernova in our analysis for which no host galaxy
information is known. We also neglect any data for which
the redshift error is larger than σz = 100kms
−1. For the
SN 2002hu, we do not use the redshift quoted in the NED
database. Rather, we adopt a more recent measurement
[82]. Our use of the host galaxy redshifts is the primary
reason for the small difference in results between this
work and [38].
The Constitution set adopt a different value of
H0,const = 65kms
−1Mpc−1 during the light curve fit pro-
cedure - for the purposes of combining data sets later we
add the term δµh = 5 log[H0,const/H0,fid] to each SN in
this catalog, with H0,fid = 70 kms
−1 Mpc−1. All of the
catalogs considered in this work introduce an error com-
ponent in the distance modulus estimation to account
for peculiar velocities, which is set at σv = 300kms
−1
in the Union 2.1 and LOSS set, and σv = 400kms
−1 for
the Constitution sample. This contribution to the error
is removed for the combined catalog of [48], and rein-
troduced in equation (9) via the σ2v contribution to the
covariance. In ref.[48] σv was kept as a free parameter,
and allowed to vary with the cosmological parameters. It
was found that a value of σv = 400kms
−1 was preferred
by the data. We adopt this value whenever we use the
combined catalog of [48].
IV. RESULTS
We begin by calculating the ∆Qd values and their as-
sociated p-values for each supernova catalog, using real-
isation set A (that is, neglecting large scale velocity per-
turbations expected within the context of ΛCDM). For
each catalog, we decompose the data into five unequally
spaced redshift bins - see table I for their limits and num-
ber of SN contained within each bin. We perform our test
using both concentric and cumulative redshift shells.
Our test function Q(θ, φ, δ) contains a free parameter
δ, which determines the width of the smoothing on the
unit sphere. Decreasing values of δ will allow us to probe
bulk velocity distributions in successively smaller regions
of the sky, corresponding to local flows due to small scale
over densities. However, the significance of such events
is expected to be low due to the small number of par-
ticipating SN Ia. Since our statistic ∆Qd was chosen to
search for dipoles, and since a dipole signal would man-
ifest itself as velocities coherent over entire hemispheres
on the sky, we fix δ = π/2 in what follows.
We exhibit the ∆Qd p-value and direction of maxi-
mal anisotropy (bmax, ℓmax) in table I for the Union 2.1,
Constitution, LOSS and combined sets respectively. One
can see consistent trends in all of the samples. The di-
rection (bmax, ℓmax) of maximal anisotropy in the cumu-
lative redshift bins is consistent amongst the different
data sets out to redshift z < 0.06. This is not a par-
ticularly surprising outcome, as the majority of low red-
shift SN are present in all four catalogs. However, it
serves as a useful check that the previous detection of a
bulk flow [38] is robust to both treatment of systemat-
ics and choice of light curve fitting procedure. However,
the significance of any anisotropic signal is modest, with
p-values typically greater than p ∼ 0.1 in all catalogs
6Catalog 0.015 ≤ z < 0.025 0.025 ≤ z < 0.035 0.035 ≤ z < 0.045 0.045 ≤ z < 0.06 0.06 ≤ z < 0.1
Union 2.1 61 51 15 17 19
Constitution 53 40 11 12 8
LOSS 76 64 23 17 19
Combined 98 67 22 27 12
TABLE I: The number of supernova used in this work in each redshift bin, for each of the four catalogs adopted.
and all redshift bins. Notable exceptions are the Union
2.1 and Combined samples, in cumulative redshift shell
0.015 < z < 0.045, where the anisotropic signal is largest.
We can state that for each individual catalog, there is
no statistical significance of a bulk flow in any concentric
redshift bin. The lack of significance is a reflection of the
fact that there are insufficient number of supernovae in
the individual shells, and coherent motion in a particular
region of the sky cannot be strongly distinguished from
random velocities when there are only a small number of
data points.
It is of interest to compare the results of the Constitu-
tion set, analysed using the two different light curve fit-
ting procedures. One can see broad consistency in both
the directions (bmax, ℓmax) and significance when apply-
ing the SALT II and MLCS light curve fitting procedures
to the same data sets. Both give comparable p-values and
(bmax, ℓmax) directions for the majority of the redshift
bins considered. The only interesting deviation occurs in
the redshift bin 0.045 ≤ z < 0.06, in which the MLCS
procedure assigns considerably higher significance to the
anisotropy than the SALT II fit. This bin is of interest,
and we discuss it in more detail.
In the 0.045 ≤ z < 0.06 bin one can clearly see
some consistency amongst the anisotropic directions
(bmax, ℓmax) in the Union and Constitution samples -
what appears to be a turnaround in direction relative
to the z < 0.045 bins. This turnaround is most signifi-
cant for the Constitution set, using the MLCS RV = 1.7
light curve fit. This behaviour was first observed in
[38], and was attributed to infall into the Shapley su-
percluster. However it was argued in [49] that the ob-
served turnaround was primarily due to the supernovae
SN1995ac and SN2003ic, that are located at almost max-
imal distance from Shapley on the sky. Hence the effect
may not be due to this supercluster, but instead either a
random alignment of two large residuals in a particular
region of the sky, or infall into a different local overden-
sity. When constructing our residuals, we also find that
the change in anisotropic direction in the 0.045 ≤ z <
0.06 bin is due to the SN1995ac and SN2003ic data points
- when removing them we find that the direction of max-
imal isotropy changes to (bmax, ℓmax) = (−14◦, 90◦) with
insignificant p-value p = 0.492 for the MLCS17 catalog.
One can conclude that there is no evidence of back-infall
into Shapley in the bin 0.045 ≤ z < 0.06. The fact
that the MLCS light curve fit yields a higher significance
than SALT II in this redshift bin is simply due to the
fact that the MLCS approach estimates a considerably
smaller distance modulus uncertainty for the offending
SNe SN1995ac and SN2003ic - the observational uncer-
tainty σµ is of order ∼ 30% and ∼ 15% smaller respec-
tively when using MLCS compared to SALT II. Although
current results show no evidence of infall into Shapley,
more data is required in this redshift bin to definitively
answer the question.
There is some evidence of a dipole in the cumulative
redshift bins. The direction of the anisotropy remains
qualitatively consistent in all cumulative bins and cata-
logs. The minimum p-value is observed in the 0.015 ≤
z < 0.045 bin and combined and Union catalogs. Beyond
z = 0.045, the significance of the detection drops due to
two factors - the small number of supernova in the higher
redshift bins and the effect of peculiar velocities becom-
ing insignificant at high redshift (causing a decrease in
the signal to noise).
A. Consistency with ΛCDM
Thus far we have been restricting ourselves to the set
of realisations A, in which the large scale velocity pertur-
bations expected within the ΛCDM model are neglected.
We now turn our attention to the question of whether
the anisotropic signal observed is significant within the
context of standard cosmology.
7∆z Catalog bmax ℓmax p ∆z Catalog bmax ℓmax p
Union 2.1 49◦ 259◦ 0.084 Union 2.1 49◦ 259◦ 0.084
Const (SALT II) 20◦ 284◦ 0.624 Const (SALT II) 20◦ 284◦ 0.624
0.015 ≤ z < 0.025 Const (MLCS 17) 67◦ 241◦ 0.692 0.015 < z ≤ 0.025 Const (MLCS 17) 67◦ 241◦ 0.692
LOSS 4◦ 247◦ 0.412 LOSS 4◦ 247◦ 0.412
Combined 27◦ 241◦ 0.179 Combined 27◦ 241◦ 0.179
Union 2.1 −29◦ 289◦ 0.665 Union 2.1 29◦ 274◦ 0.166
Const (SALT II) 36◦ 320◦ 0.271 Const (SALT II) 27◦ 322◦ 0.201
0.025 ≤ z < 0.035 Const (MLCS 17) 40◦ 313◦ 0.202 0.015 < z ≤ 0.035 Const (MLCS 17) 52◦ 288◦ 0.201
LOSS 38◦ 320◦ 0.156 LOSS 39◦ 283◦ 0.177
Combined 56◦ 328◦ 0.339 Combined 41◦ 266◦ 0.119
Union 2.1 27◦ 320◦ 0.172 Union 2.1 31◦ 284◦ 0.063
Const (SALT II) 25◦ 306◦ 0.672 Const (SALT II) 27◦ 301◦ 0.123
0.035 ≤ z < 0.045 Const (MLCS 17) 36◦ 316◦ 0.192 0.015 < z ≤ 0.045 Const (MLCS 17) 49◦ 299◦ 0.083
LOSS −27◦ 292◦ 0.534 LOSS 20◦ 284◦ 0.149
Combined 11◦ 313◦ 0.381 Combined 38◦ 276◦ 0.070
Union 2.1 −49◦ 58◦ 0.412 Union 2.1 25◦ 295◦ 0.198
Const (SALT II) −54◦ 55◦ 0.572 Const (SALT II) 22◦ 310◦ 0.216
0.045 ≤ z < 0.06 Const (MLCS 17) −59◦ 68◦ 0.074 0.015 < z ≤ 0.06 Const (MLCS 17) 38◦ 315◦ 0.372
LOSS 54◦ 3◦ 0.457 LOSS 22◦ 288◦ 0.159
Combined −12◦ 94◦ 0.495 Combined 39◦ 281◦ 0.176
Union 2.1 −5◦ 43◦ 0.426 Union 2.1 25◦ 306◦ 0.295
Const (SALT II) 54◦ 32◦ 0.574 Const (SALT II) 27◦ 317◦ 0.197
0.06 ≤ z < 0.1 Const (MLCS 17) −4◦ 65◦ 0.352 0.015 < z ≤ 0.1 Const (MLCS 17) 41◦ 342◦ 0.431
LOSS 52◦ 349◦ 0.532 LOSS 27◦ 295◦ 0.114
Combined −54◦ 65◦ 0.788 Combined 36◦ 280◦ 0.270
TABLE II: The p-values and direction of maximal anisotropy detected with the residual method elucidated in section II, for
five data sets and ten redshift bins - five concentric [left three columns] and five cumulative [right three columns]. Small
p-values p < 0.1 indicate some deviation from the null isotropic hypothesis. One can observe little evidence of anisotropy in the
concentric redshift shells, due to the modest number of supernova. The cumulative shells present a stronger case for anisotropy,
with smallest p-values in the redshift shell 0.015 ≤ z < 0.045. We note that our use of the host galaxy redshifts is the primary
reason for the small difference in results between this work and [38].
To do so, we take the combined catalog and repeat
our analysis, constructing a ∆Qd probability distribu-
tion from realisation set B. We only perform our test
for the combined catalog, as it contains the largest num-
ber of data points that are also relatively homogeneously
distributed on the sky. We perform our test using the
five cumulative shells, which are the only bins that ex-
hibit any hints of an anisotropic signal when we com-
pare the data to realisation set A. We note that here we
have neglected cross correlations in the observational er-
rors, i.e. systematic effects. Hence one should consider
our results to be an upper bound on the significance of
the anisotropic signal. Constructing a covariance ma-
trix that accounts for systematics across different sub-
catalogs, each using different light curve fitting proce-
dures, is beyond the scope of this work.
In table III we exhibit the results from the cumulative
redshift bins, with the third column denoting the p-values
obtained from realisation set B (the p-values obtained in
the previous section are included for reference in column
two). There is a very clear degradation in the p-value in
all redshift bins when comparing the data to realisations
in which large scale velocities expected within ΛCDM are
consistently accounted for. One can conclude that when
using realisation set B, there is absolutely no hint that
the ΛCDM null hypothesis, on which the realisations are
built, is in tension with the data. The local bulk flow is
consistent with ΛCDM.
B. Effects due to inhomogeneous data
The method adopted in this work yields the p-value
for the test function ∆Qd, and the direction of maximal
anisotropy which we denote (bmax, ℓmax). We now con-
sider how the direction of maximal anisotropy inferred
by the smoothed residual method might be biased due to
an inhomogeneous distribution of data points.
A bulk velocity would manifest itself as a directional
dependent signal in the distance moduli, specifically a
dipole in the luminosity distance. The magnitude of the
8∆z pA pB
0.015 ≤ z < 0.025 0.179 0.371
0.015 ≤ z < 0.035 0.119 0.355
0.015 ≤ z < 0.045 0.070 0.290
0.015 ≤ z < 0.060 0.176 0.412
0.015 ≤ z < 0.100 0.270 0.531
TABLE III: The p-values obtained when comparing the data
value of ∆Qd to mock realisations set A [Column two] and B
[Column three]. We are using the combined catalog only and
adopt a value of δ = π/2. One can clearly observe a signif-
icant degradation of statistical significance when we test the
anisotropic signal against the ΛCDM model. Indeed, there is
no significant evidence that the bulk flow is anomalous within
the context of ΛCDM.
effect on any given data point will depend on both its po-
sition relative to the bulk flow direction and its redshift,
and hence the direction of maximal anisotropy detected
by our method will be affected by both the anisotropic
and inhomogeneous nature of the data distribution on
the sky.
To test how well one can reproduce the direction of
an underlying anisotropic signal, we create mock realisa-
tions of the combined catalog in which we keep the data
positions and redshifts fixed and introduce an artificial
bulk flow. Specifically, the luminosity distance of the ith
data point is estimated as [52]
dL,i =
(1 + zi)c
H0
∫ zi
0
dz¯
h(z¯)
+
Vbulk(1 + zi)
2
H(zi)
cos[θi] (13)
where Vbulk is the magnitude of the bulk velocity, and θi
is the angle sub-tending the direction of the ith super-
nova on the sky and the direction of the bulk velocity.
The distance modulus of each data point is then con-
structed using this luminosity distance, and Gaussian
noise is added to each point, using the square of the
catalog observational uncertainty as the variance. We
generate Nreal = 15000 realisations of the data - for each
realisation we input a bulk velocity into the luminosity
distance (13) of magnitude Vbulk = 400kms
−1 and with a
random direction on the sphere - (bv, ℓv). We then calcu-
late the difference between the actual bulk velocity direc-
tion (bv, ℓv) and the reconstructed direction (bmax, ℓmax)
that yields a maximum value of ∆QD, for each realisa-
tion. In the following analysis, we only keep realisations
in which there is a ‘significant’ detection of the inputted
dipole, that is those with a p-value p < 0.05 relative to
simulations in which Vbulk = 0.
We perform our test using the combined catalog and
redshift bin 0.015 ≤ z < 0.045, which constitutes the
redshift bin in which an anisotropic signal has the high-
est significance. For each realisation we randomize the
direction of the dipole isotropically on the unit sphere,
with no priors imposed on (bv, ℓv). In fig.1 we exhibit the
scatter between (bv, bmax) and (ℓv, ℓmax) for the realisa-
tions. For a homogeneous data set, where there would
be no bias, the scatter in fig.1 would be centered on
bv = bmax and ℓv = ℓmax, denoted as black lines in the
figures. Indeed, one can observe exactly such behaviour
in the (ℓmax, ℓv) plot. However, there is a clear bias in
the galactic latitude, with the method reconstructing a
bmax that is consistently larger(smaller) than bv in the
north(south) galactic hemisphere. This is a reflection of
the fact that the data is sparse in the region |b| < 20◦,
and the method will preferentially select a region of the
sky where the data is prevalent.
We note two peculiarities in the (ℓv, ℓmax) scatter. The
concentration of points in the top left and bottom right
of the plot are due to the periodic nature of the longitude
coordinate ℓ → ℓ+ 360◦, with low ℓ points scattering to
ℓ ∼ 360◦ and vice versa. The small number of points that
are otherwise scattered far from the expected ℓmax = ℓv
relation are predominantly those in which the underlying
bulk velocity in the realisation was placed at |bv| < 20◦ -
for these values the uncertainty on ℓv increases dramati-
cally due to the lack of data in this region.
In fig.2 we exhibit (bmax − bv) and (ℓmax − ℓv) as em-
pirical probability distributions, where we keep only re-
alisations for which bv > 20
◦ (top panels) and bv < −20◦
(bottom panels). One can see that the galactic longitude
yields distributions consistent with ℓv = ℓmax, but the
latitude reconstruction is biased. We estimate the bias
(∆bmax,∆ℓmax) in the north and south galactic planes
by calculating the mean of the distributions in fig.2, and
the uncertainty (δbmax, δℓmax) as the sample variance.
We exhibit the values of (∆b,∆ℓ) and (δb, δℓ) in the first
row of table IV.
We repeat our calculation using realisations in which
a bulk velocity of magnitude Vbulk = 800kms
−1 is intro-
duced. In doing so, we obtain similar distributions to
fig.2. We find that the mean values of the distributions
do not vary appreciably when we increase Vbulk, indicat-
ing that the bias (∆bmax,∆ℓmax) is not a strong function
of the underlying bulk flow but rather an intrinsic feature
of the data. However as one might expect the uncertainty
(sample variance, (δbmax, δℓmax)) of the distributions de-
creases, reflecting the signal to noise increase associated
with a larger bulk flow. In table IV we exhibit the values
of the mean (bias) and sample variance (uncertainty) of
the distributions in the north and south galactic planes,
for both Vbulk = (400, 800)kms
−1 mock data sets.
Finally, we use our realisations to estimate the bias
and uncertainty associated with the measurement of
(bmax, ℓmax) obtained using the data - specifically the
0.015 < z < 0.045 redshift shell of the combined catalog.
To do so we select the subset of Vbulk = 400kms
−1 real-
isations that have a reconstructed direction bmax in the
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FIG. 1: We exhibit the scatter between the bulk velocity direction bv and ℓv inputted into our mock data set and the
reconstructed direction bmax, ℓmax obtained using our smoothing method. We only show an indicative subsample of the
realisations that yield a significant detection of the dipole, that is those realisations with p-value p < 0.05 relative to Vbulk = 0
simulations. The galactic latitude and longitude are exhibited in the left and right panels respectively. The scatter in the
longitude is symmetric around ℓmax = ℓv, exhibited as a solid black line, and is therefore consistent with no bias. However
the reconstructed latitude bmax is consistently higher(lower) than bv in the north(south) galactic plane, indicating a bias away
from the galactic center. This result is due to the sparsity of data in the region |b| < 20◦, and will be a generic feature of any
attempt to estimate the direction of an anisotropic signal given inhomogeneous data. We note that the scatter in the top left
and bottom right corners of the (ℓmax, ℓv) plot are due to the periodicity of the longitude ℓ→ ℓ+ 360
◦.
North (bv > 20
◦) South (bv < −20
◦)
Vbulk(kms
−1) (∆b,∆ℓ) (δb, δℓ) (∆b,∆ℓ) (δb, δℓ)
400 (13◦,−3◦) (14◦, 28◦) (−12◦, 2◦) (14◦, 29◦)
800 (15◦,−4◦) (9◦, 22◦) (−13◦, 2◦) (9◦, 21◦)
TABLE IV: We exhibit the bias (∆b,∆ℓ) and uncertainty
(δb, δℓ) in the reconstructed direction (bmax, ℓmax) for real-
isations with bv > 20
◦ (columns (2, 3)) and bv < −20
◦
(columns (4, 5)). We adopt two sets of realisations with an
inputted bulk velocity magnitude of Vbulk = 400kms
−1 and
Vbulk = 800kms
−1. We note that the bias in galactic longi-
tude ℓ is negligible, however the latitude bmax is systematically
shifted away from the galactic plane in both the northern and
southern hemispheres. The bias does not appreciably vary
with Vbulk, indicating that ∆b is due to the inhomogeneous
nature of the data. The uncertainty (δb, δℓ) decreases with
increasing Vbulk, as a result of increased signal to noise.
range 34◦ < bmax < 42
◦, regardless of the actual bulk ve-
locity latitude bv (recall that the data yielded a direction
of maximal anisotropy bmax = 38
◦ - see table II). We con-
struct a distribution of (bmax − bv) of this subset, which
we exhibit in fig.3. We estimate the bias ∆bmax and un-
certainty δbmax on our data measurement bmax = 38
◦
as the mean and sample variance of this distribution re-
spectively. We find ∆bmax = 18
◦ and δbmax = 12
◦. As
the longitude ℓmax has been shown to be unbiased, we
take ∆ℓmax = 0
◦ and δℓmax = 29
◦ from the whole sam-
ple. Hence for the combined catalog and redshift bin
0.015 < z < 0.045, we estimate the direction of maximal
anisotropy to be (bmax, ℓmax) = (20
◦, 276◦) ± (12◦, 29◦).
We note that the final reconstructed direction is in agree-
ment with various theoretical and observational works
[33, 49, 83]. Our result is also in qualitative agree-
ment with recent work by the authors [69], where a non-
parametric reconstruction of the bulk flow direction was
undertaken using the local galaxy distribution and the
associated luminosity function.
Although our analysis raises concern as to the reliabil-
ity of the bmax values presented in table II, one should
recall that the method is primarily designed as a null
hypothesis test. The principle result of the method are
the p-values obtained for each catalog and redshift bin -
small values indicate any kind of violation of the isotropic
hypothesis. One can make no strong claim as to the direc-
tion or underlying cause of anisotropy when performing
a null test for the current data sets - we can simply state
whether the data is consistent with the null hypothesis.
However by using mock data sets and making assump-
tions as to the nature of the anisotropy, we are able to
make a quantitative statement regarding the accuracy of
our recovered (bmax, ℓmax) directions. Clearly, both the
bias and the uncertainty in (bmax, ℓmax) will depend upon
the data set used.
V. DISCUSSION
In this work we have used a non-parametric method to
test the underlying assumption of isotropy in the low red-
shift supernova data sets. Our first test, using realisation
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FIG. 2: We exhibit empirical probability distributions of bmax − bv (left panels) and ℓmax − ℓv (right panels) in the north (top
panels) and south (bottom panels) galactic plane. We keep only realisations with |bv| > 20
◦. The distributions are consistent in
both the north and south galactic planes, with ℓmax − ℓv exhibiting no strong bias. The latitude is biased away from bmax = bv
in both planes however.
set A, is tantamount to the question - given the statisti-
cal, systematic and astrophysical uncertainties associated
with the supernova measurements, are the data consis-
tent with flat, isotropic ΛCDM expansion with zero bulk
flow? Our answer to this question is that there is a hint
in the Union and combined catalogs of an anisotropic sig-
nal, which is most pronounced in the 0.015 < z < 0.045
redshift bin, with p-value p = 0.07. Due to the small
number of data points, tomography yields no significant
findings in any redshift bin. When we compare the data
to realisation set B, where large scale velocity pertur-
bations within the context of ΛCDM are accounted for,
we find that there is no hint of any anomalous devia-
tion from the null hypothesis, with the smallest p-value
p = 0.29. One can conclude that there is some evidence
of a dipole in the supernova catalogs, however this bulk
flow is consistent with the standard cosmology.
We attempted to use the method of smoothed residu-
als to estimate the direction of the bulk flow, however the
reconstructed direction will be biased by the inhomoge-
neous distribution of data on the sky. To estimate this ef-
fect, we created mock realisations of the data in which we
inserted a bulk flow of magnitude Vbulk = 400kms
−1 and
random direction (bv, ℓv). We then used our method to
attempt to reconstruct this direction. We found that the
reconstructed galactic longitude ℓmax is consistent with
the inputted value ℓv, however the recovered galactic lati-
tude bmax is systematically biased away from the galactic
plane. Such behaviour is expected given the sparsity of
data in the region |b| < 20◦, and we expect that such a
bias is unavoidable in reconstructions when the data is
inhomogeneously distributed. After correcting for a bias
of (∆b,∆ℓ) = (18◦, 0◦), we quote the direction of maxi-
mal anisotropy as (bmax, ℓmax) = (20
◦, 276◦) ± (12◦, 29◦)
for the combined catalog and redshift shell 0.015 < z <
0.045.
We note that our result is qualitatively consistent with
recent work [49]. In [49], two approaches are used to con-
clude that the Union 2 sample contains a dipole contri-
bution. The first of these approaches is an explicit dipole
fit to the data - using equation (13) and fitting for the
magnitude of the bulk velocity Vbulk and its direction on
11
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FIG. 3: We exhibit the distribution of bmax − bv for all re-
alisations that have a reconstructed direction in the range
34◦ < bmax < 42
◦, regardless of the underlying direction bv.
We use these realisations to estimate the bias and uncertainty
in the bmax value obtained using the actual supernova data
(combined catalog, redshift bin 0.015 < z < 0.045).
the sky (bv, ℓv). Our analysis does not preclude the exis-
tence of a detectable dipole - indeed both our approach
and the dipole fit yield a qualitatively consistent direction
(bmax, ℓmax) of maximal anisotropy once we have elimi-
nated the bias in our estimation.
It is clear that there is some evidence of an anisotropic
signal in the supernova data. However, more data and
better control of the observational uncertainties are re-
quired before one can pin down the magnitude, direction
and redshift extent of the local bulk flow. However, one
can state that the local bulk flow observed in current SNe
data is consistent with the ΛCDM model.
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