Transporting goods by courier and express services increases the service quality through short transit times and satisfies individual demands of customers. Determining the optimal route for a vehicle to satisfy transport requests while minimizing the total cost refers to the Single Vehicle Pickup and Delivery Problem. Beside time and distance objectives, in real world operations it is mandatory to consider further constraints such as time windows and the capacity of the vehicle. This paper presents a novel approach to solve Single Vehicle Pickup and Delivery Problems with time windows and capacity constraints by applying Nested Monte-Carlo Search (NMCS). NMCS is a randomized exploration technique which has successfully solved complex combinatorial search problems. To evaluate the approach, we apply benchmarks instances with up to 400 cities which have to be visited. The effects of varying the number of iterations and the search level are investigated. The results reveal, that the algorithm computes state-of-the-art solutions and is competitive with other approaches.
INTRODUCTION
Especially in urban districts, transporting goods by courier and express services increases the service quality through short transit times and satisfies individual demands of customers. However, determining optimal routes for the planning and control of transport requests in real-world operations involves a set of practical complications. For instance, it is often mandatory to consider time windows at incoming goods departments and the maximum velocity of vehicles. Moreover, courier, express, and parcel services (CEP) provide direct transports from one customer to another customer without storing the loads at a central depot to minimize the transit times. Particularly in recent years, there is an increasing demand for CEP services by e-commerce companies to offer same-day deliveries.
This paper addresses the Single Vehicle Pickup and Delivery Problem (1VPDP) (Parragh et al., 2008) , which is concerned with determining a least cost route for a single vehicle to satisfy customer requests for transporting objects from an origin to a destination, while considering additional constraints (see Figure 1) . Thus, the particular application area is the paired pickup and delivery of goods, which is also known as the Traveling Salesman Problem (TSP) with pickups and deliveries (PD) as well as time windows (TW) and capacity (C) constraints.
Motivated by the success in (very-close-to) optimal solving TSPs with time windows (TSPTWs) with Nested Monte-Carlo Search (NMCS) (Cazenave and Teytaud, 2012; Edelkamp et al., 2013) for transportation requests from and to a designated depot, in this work we look at advances in combinatorial and randomized search for the 1VPDPTW.
Orders are pairs of locations associated with the resource and time constraints for the transport. For n orders we obtain 2n + 1 possible locations of transport actions. In our application, we work on an underlying transport infrastructure represented by a weighted graph. The initial distance matrix between pickup and delivery locations and a designated depot are determined by shortest-path(s) searches. In simplified benchmark settings, straight-line distances are applied to points in the plane.
The paper is structured as follows. Firstly, Section 2 specifies the single vehicle PDP formally and provides an overview of solution methods. Next, we introduce NMCS and focus on its application to the TSP. Section 3 presents the developed approach for solving 1VPDP with NMCS with policy adaptation. The evaluation including the description of applied benchmarks, the experimental setup, and the results are provided in Section 4. Moreover, we investigate how to configure the approach to reach the best results within shortest time. Finally, Section 5 concludes the paper.
RELATED WORK
Section 2.1 gives an overview of the Pickup and Delivery Problem (PDP) and specifies the problem formally. Next, Section 2.2 introduces Nested MonteCarlo Search (NMCS) and focuses on its application to the Traveling Salesman Problem (TSP).
The Single Vehicle PDP
There are single-and multiple-vehicle PDP variants. In the literature single-vehicle problems are also denoted as TSPs with pickup and deliveries (TSPPD) (Gendreau et al., 1999; Hernández-Pérez and Salazar-González, 2004) . While the classical PDP considers the multiple-vehicle variant to transport all kinds of goods, the so-called dial-a-ride problem (DARP) (Cordeau and Laporte, 2003b) or handicapped persons transportation problem (Toth and Vigo, 1997) deals with passenger transport where additional objective functions like minimizing the transport times of the passengers have to be satisfied. In unpaired PDPs transported goods are homogeneous and exchangeable. Thus, each good can be delivered to any customer. In paired PDPs every good has a unique sender and recipient. Most PDP variants are hard combinatorial optimization problems (Applegate et al., 2011) . The following definition of PDPs extends the description provided by (Parragh et al., 2008) .
Definition 1 (Pickup-and-Delivery Problem). Let V denote a set of vehicles and S a set of service requests. Service requests are a super set of a set of pickup requests P ⊂ S and a set of delivery request D ⊂ S \ P. Thus, each service request is either a pickup request p ∈ P or a delivery request d ∈ D. Moreover, O denotes a set of orders. An order o ∈ O contains exactly one pickup request p o and one delivery request d o . Given the costs c v i, j for a vehicle v ∈ V for traveling from i ∈ S to j ∈ S and choosing indicator variables
with subject to
In a paired PDP the pickup and delivery requests of an order o have to be served by the same vehicle v. This is guaranteed by
Moreover, time-window constraints as well as time consumption at the warehouse/customer have to be considered. If l s denotes the latest pickup/delivery time, t s the time consumption of the loading or unloading process, r s the release time at s ∈ S and time v i, j vehicle v's time for driving from i to j
has to be fulfilled. It is obvious that the pickup request p o has to be visited before the delivery request d o can successfully be satisfied. Thus, we require
In addition, we have to ensure that the maximum capacity of a vehicle is not exceeded at any time. Let C v s denote the current capacity of vehicle v at stop s ∈ S and M v the maximum capacity of vehicle v, we re-
In our case we solve PDPs for one vehicle. Thus the number of vehicles is restricted to |V | = 1. Note that the definition leaves open, if the vehicle have to return to the depot or not.
In the last decades, numerous efficient heuristics and meta-heuristics have been developed for the transportation domain and particularly in the area of PDPs. There are exact solution methods (Ropke et al., 2007) as well as numerous fast algorithms and metaheuristics for solving large problem instances like tabu-search (Cordeau and Laporte, 2003a) , simulated annealing (Bent and Hentenryck, 2006) , genetic algorithms (Pankratz, 2005) , and ant systems (Gajpal and Abad, 2009) , just to name a few.
The first exact algorithm to optimally solve the Single Vehicle Pickup and Delivery Problem with dynamic programming has been presented by (Psaraftis, 1983) . However, the solver was limited to solve only small problem instances with up to 10 service requests. Thus, also meta-heuristics have been applied to solve medium-and large-sized problems such as generic algorithms (Jih and Hsu, 2004) , tabu-search (Landrieu et al., 2001) , as well as simulated annealing and hill climbing methods (Hosny and Mumford, 2010) .
Nested Monte-Carlo Search with Policy Adaptation
Monte-Carlo Search is a randomized search algorithm which iteratively performs random searches, so-called rollouts, within the search space, until the algorithm finds a valid solution, a maximum amount of time is elapsed, or a maximum number of rollouts have been performed. The search method has particularly been applied, to solve problems with a huge search space where no adequate lower and upper bounds are available. In contrast, nested rollouts perform an additional heuristic that determines next moves within the rollouts, to guide the search (Yan et al., 2004) . In further applications, this heuristic is improved successively to apply the algorithm for solving challenging combinatorial problems such as Klondike Solitaire (Bjarnason et al., 2009) . Nested Monte-Carlo Search (NMCS) (Cazenave, 2009 ) extends this approach by the concept of levels. At each level l, for each possible move (decision) at the current node of the decision tree it performs nested rollouts in level l − 1. Recursively, level l − 1 investigates all possible successor moves of the selected move in level l. If level l = 0, the search executes a random rollout. The best result in each level is propagated to the higher level, to identify and choose the best move found. Consequently, at each level, the best result has to be saved, because searches in lower levels may find worse solutions. NMCS has been further extended by adapting the policy during the search and introducing the concept of iterations (Rosin, 2011) . Thus, if n denotes the number of iterations, the algorithm performs n searches in each level. While the NMCS investigates all possible moves in depth d = l of the decision tree in level l − 1, Nested Rollout Policy Adaptation (NRPA) executes n nested searches in level l − 1, that all start at the root of the decision tree and follow a policy until they reach a leaf. After a search in level l − 1 has been performed, the results are evaluated at level l and the policy is updated by the best solution currently found. Beside, a learning rate α adjusts the impact of the solution found in level l − 1 to the policy of level l. The algorithm is successfully applied for solving Crossword Puzzles as well as Morpion Solitaire (Rosin, 2011) . Figure 2 shows an example of the NRPA search with 2 level and 4 iterations. In addition, it illustrates the effects of higherand lower-level searches to the policy. Thus, the policy is either progressed, adapted, or copied. A comprehensive survey about Monte-Carlo search is provided by (Browne et al., 2012) .
Recently, NRPA search has also been applied to efficiently solve the well-known Traveling Salesman Problem with Time Windows (TSPTW) optimal or very close to the optimum for small problem instances up to 50 cities (Cazenave and Teytaud, 2012 ). As described, at level l = 0 of the recursive search a nested rollout is invoked. The likelihood to chose a move within a rollout is determined by the policy and by three additional well-known heuristics for vehicle routing problems, that are derived from (Solomon, 1987) . Therefore, the resulting Bolzmann softmax policy considers 1. the distance from the last city to the next city, 2. the amount of wasted time, if a city is visited too early, 3. as well as the remaining time until the latest visiting time of a following city.
Moreover, (Cazenave and Teytaud, 2012) extended further domain specific knowledge to solve TSPTWs with NRPA by restricting the possible successors within the rollout function. With highest priority, they force to visit cities, that reached the end of their latest visiting time. The general idea is, to visit these cities next, because they have to be visited anyway and this has to be taken into account within further rollouts. With second highest priority the algorithm only considers cities, that not avoid to visit any other cities afterwards in time.
If hard constraints such as time windows and capacity constraints are not satisfied within a tour, the costs increase significantly for each violation. In this case, the result of a rollout is a constraint violating tour. Consequently, the algorithm minimizes constraint violations with highest priority. Details of the algorithm for solving TSPTWs are provided by (Cazenave and Teytaud, 2012) . Algorithmic refinements to accelerate the search are given by (Edelkamp et al., 2013) .
NRPA FOR SOLVING SINGLE-VEHICLE PDPTW
For solving small-and medium-sized single vehicle PDPs, we extended the NRPA algorithm for TSPTWs of (Cazenave and Teytaud, 2012) . We differ between problems with a vehicle whose capacity is restricted by exactly one shipment at the moment and a vehicle whose capacity is restricted by volume or weight but independent by the number of transported goods. Concerning both problems, pickup and delivery requests imposed by customer orders can be viewed as cities in a particular TSP. Nevertheless, it remains possible to have several requests at one location. Therefore, each request is modeled as a unique city which is located at the same location with identical coordinates.
Unit Capacities
If the delivery has to be executed immediately after the pickup, we encounter the Stacker Crane Problem (SCP) (Srour and van de Velde, 2013) . Time window constraints (TW) may be enforced. In the SCP of n pickup and delivery orders, each delivery has to be executed immediately after the pickup is made. This can be a result of imposed unit capacity, as a vehicle can only serve one order at the same time. The SCP(TW) is mapped back to an Asymmetric TSP(TW) as follows: the shortest path length from each delivery location d o of an order o, is connected to all pickup locations j ∈ P. As a result, the input for the ATSP-solver is a weighted matrix of size (n + 1) × (n + 1). This mapping allows to apply the TSP(TW) solver directly to solve SCPs. Including capacity constraints solving the SCP is simple as the NMCS approach is based on rollouts, where the capacity constraints can be incrementally checked while constructing the tour.
General Capacities
Beside time window and capacity constraints, it is obvious to ensure that the pickup stop of an order has to be visited before the delivery stop. Due to transporting several goods at the moment, the constraint that the pickup stop of an order is immediately followed by the delivery stop is relaxed. As a result, the size of the distance matrix for n orders increases to (2n + 1) × (2n + 1). Thus, the complexity is increasing significantly. 
if score < best.score then
12:
best.score = r.score 13: best.tour = r.tour 14:
ADAPT(best.tour, level) The recursive search function is shown in Algorithm 1. The level-specific policy at each level l is updated if a better solution in level l − 1 has been found. As recently as all iterations have been executed, the global policy, which is applied by the rollout function, is updated. If the algorithm reaches level 0, the search function performs a rollout.
The rollout function is the most important procedure applied in NMCS. It samples one tour from the root until a complete tour is found at a leaf by following the global policy. The implementation of the rollout function for the 1VPDPTW is shown in Algorithm 2. Using flags, already visited successors are eliminated from the set of possible successors, so that any generated solution is a permutation. The number of violations to the enforced constraints is included into the cost function evaluation which is returned by the NMCS search procedure. Each violation is scaled with a constant (10 6 in our case). Further simplifications to the code have been applied, because in some benchmarks there is no need to return to the depot and the makespan ms (the accumulated time at which the city is visited) can be optimized instead of the costs (because the objective function is to minimize the time and not the driven distance).
The procedure shown in Algorithm 2 extends the rollout function for the TSPTW solver of (Cazenave and Teytaud, 2012) and (Edelkamp et al., 2013) . Firstly, we deactivate a TSP-related refinement for the computation of the successor set. In contrast to the original implementation provided by (Cazenave and Teytaud, 2012) , we do not enforce a successor if a violation is certain. In small-sized problems choosing the first-fail strategy might accelerate the search because bad moves are identified early and prevented by the policy in further runs. However, in mediumsized problems it is preferable to improve the policy first, because in the exponential growing state space the first fail strategy would consume too much effort until all failures are included in the policy and there is less time left to further improve the policy by good solutions. First test-runs in larger 1VPDPs revealed a significant improvement of the solution quality as well as of the time performance without the first-fail strategy. Thus, the successors are only determined by the following remaining heuristic (lines 5-19). All not visited successors i are checked, if it is possible to satisfy all hard constraints. As hard constraints are not fulfilled, the respective successor is no more considered. Next, for each remaining successor the procedure checks if there is another not visited successor j which cannot be visited after i. If the check is positive, also this i is removed from the set of possible successors.
If the successor set is empty, a default tour permutation is applied by considering only the precedences between pickup and delivery stops. Thus, the check(i) method enforces that every order's pickup precedes its delivery (lines 20-26).
As the set of possible successors is fixed, a random choice based on the current global policy is applied (lines 27-36). The biased choice of a successor refers to (roulette wheel) fitness selection in genetic algorithms. If the successor has been determined, the tour is extended by one city (either pickup or delivery location), all violations are counted, and the while loop continues for finding the next city (lines 37-51).
Algorithm 3 depicts the adapt procedure. More precisely, in a rollout for an existing policy P children s for a state s are chosen wrt. e P(s,s ) . Initially, all policy values are set to 0. As the entire state-to-state table surely is too big, it is projected to an essential part to be learned, which is a measurement for going from one city to the next. Given a solution sequence in form of a tour that improves the current best one, policy adaption now performs gradient decent as follows. The sequence of successor cities s = (s 0 , . . . , s l ) of s = (s 0 , . . . , s l ) with s i+1 = s i has probability Prob(s, s ) = ∏ l j=0 e P(s j ,s j ) / ∑ l i=0 e P(s j ,s i ) . The gradient of the logarithm at j of this term is 1 − e P(s j ,s j ) / ∑ l i=0 e P(s j ,s i ) , so that we add 1 to the selected successor city and subtract e P(s j ,s j ) / ∑ l i=0 e P(s j ,s i ) from the others. This ensures that policy adaptation increases the probability of the established tour.
To further accelerate the search, we provide an initial policy which is based on the shortest-path distance between pickup and delivery locations.
EVALUATION
In general, NMCS has two parameters which affect the solution quality: the number of iterations and the level. In Section 4.1 we investigate the effects of varying the level and the number of iterations in a small and in two medium-sized problems, to determine adequate configurations for application. For the evaluation of small-sized problems, we applied the bench- mark provided by (Jih and Hsu, 2004) 1 . It includes problem instances with 10 to 100 orders (20 to 200 pickup and delivery stops) that have to be processed. In order to evaluate medium-sized problems, we applied the benchmark given by (Hosny and Mumford, 2007) 2 which includes problems with 100 up to 200 orders (between 200 and 400 stops). The benchmark sets include pickup and delivery stops including time windows and customer demands as well as the initial location and maximum capacity of the vehicle. Note that in both benchmarks the objective function is to minimize the total working time of the vehicle and it is not required to return to the depot. The distances between cities are determined by the Euclidian distance.
Section 4.2 compares the performance of our approach on small-sized problem instances to the best solution computed with a genetic algorithm (Jih and Hsu, 2004) . Section 4.3 considers the performance in medium-sized problem by comparing the results to the methods provided by (Hosny and Mumford, 2010) . Finally, Section 4.4 discusses an iterative widening strategy for a parameter-fee implementation of NMCS.
Parameter Configuration
Firstly, we investigate the effects of varying the number of iterations and the levels on a small 1VPDPTW with only 20 orders (40 stops which have to be visited). In order to determine meaningful results, we look at the average values of 10 runs for each configuration. As the complete run requires to perform iterations level rollouts, the search is terminated earlier. Due to the fact, that rollouts are the most ex- pensive operations within the algorithm, it terminates at the latest after performing 40,000 rollouts. Note that the algorithm has no knowledge about the best or optimal solution. Even if it determines the optimal solution quite early, it continuous the search until all rollouts are performed or a termination is forced. Figure 3 shows the solution quality measured by the average number of violated constraints. The results show that a minimum amount of rollouts have to be performed to compute adequate results. Thus, feasible solutions are guaranteed with 4 iterations and at least 8 levels (max 4 8 = 65, 536 rollouts) or at least 64 iterations and 2 levels (max 64 2 = 4, 096 rollouts). Consequently, Figure 4 investigates the time for determining the first found best solution, which refers to the respective solution in Figure 3 . Figure 4 reveals that a level 2 search with 64 iterations determines feasible solutions in less than 100 milliseconds on average while increasing the level leads to higher computation times in small-sized 1VPDPTW. In addition, the results proofs that there is no significant difference if the number of levels is increased and the search is terminated after a fix number of rollouts. This is obvious, because, e.g., a level 4 search is included in the level 5 search. Thus, if the algorithm terminates in the level 4 search the level 5 search is never executed and increasing the level has no impact.
Next, we evaluated several configurations to solve the 100 1VPDPTW benchmark provided by (Jih and Hsu, 2004) . Figure 5 displays a cross-comparison between different parameters for NMCS plotting number of runs (x-axis) against solution quality (y-axis). The best result for the 100 1VPDPTW could be obtained with level 2 and 10,000 iterations, while no solution was computed with level 16 and 3 iterations (even after hours of waiting) and level 1 with 100,000,000 iterations.
The results reveal, that at least 600 iterations are required to determine feasible solutions. In contrast to small-sized problems, this is caused by the increased complexity of the problem. While the number of iterations determines the exploitation rate, the level effects the exploration of the search space. In difficult problems, more exploitation is required to determine qualitative solutions. Only qualitative solutions lead to a qualitative adaption of the global policy. If not enough iterations are applied, the adaptation of the global policy is not sufficient goal directed.
As the number of iterations is low, it is obvious that the level 3 search outperforms the level 2 search, because level 2 search terminates earlier while the level 3 search continues looking for better solutions. If the number of iterations is sufficient large to determine qualitative solutions, Figure 6 indicates that level 2 is slightly preferred to level 3. As more qualitative solutions are determined, a higher level allows more exploration than a lower level. This prevents to get stuck in local minima.
Finally, we investigate the effects of increasing the level on medium-sized problems with 200 orders (400 stops). Figure 6 compares several numbers of iterations of level 2 and level 3 searches for the 200 PDPTW benchmark provided by (Jih and Hsu, 2004) . The performance figures contain the average values of 10 runs for each configuration and level respectively. The second diagram, which describe the score considers only feasible solutions, while the third diagram depicts the computation time for determine the first best solution. All runs are terminated at the latest after three hours.
After the investigation of a small (20 orders), a medium (100 orders), a larger (200 orders) sized problem, and of two further problem instances with 60 and 80 orders with similar outcome that strengthen the presented results (not shown in this paper), we conclude that decreasing the search level and increasing the number of iterations lead to better results for solving difficult 1VPDPTW with NMCS within short computational time. Indeed, at both ends of the spectrum, i.e., with level 1 and level 16 NMCS in Figure 5 , we could not find any solution. The reason is that a level 1 NMCS is a series of pure rollouts (that is comparable to a greedy search), and policy learning is too weak to direct the search towards finding feasible solutions, while a level 16 NMCS simply forgets too much about previous trials. In this case, we observe the classical extremes of exploration and exploitation. However, in the general case it is more relevant to determine qualitative solutions to adapt the global policy qualitatively instead of guiding the search towards new directions and adapting the global policy by lower quality solutions. The results strengthen this for 1VPDPTWs.
Small-sized Problems
The experiments ran on an Intel(R) Core(TM) i7-2620M CPU at 2.7 GHz. The computer was equipped with 16 GB RAM. The memory requirements of our NMCS implementation are insignificant and dominated by the size of the policy, which is bounded by O(l · n 2 ) for n locations and a Level l NMCS. The algorithm described in Section 3.2 is implemented in JAVA. Table 1 shows the results of running the NMCS algorithm on the benchmark provided by (Jih and Hsu, 2004) . Table 2 examines the results achieved with the best genetic algorithm (MX2(FCGA)) developed by (Jih and Hsu, 2004) on the same benchmark. The results pinpoint that the solution quality of both algorithms is nearly identically (only for the 20 PDP a single score point is not achieved with NMCS). However, applying NMCS is more reliable. In 37 of 40 runs the NMCS computed feasible solutions, while the genetic algorithm has an average success rate of 82.92% to find feasible solutions (after performing 180 runs in total). Moreover, if the NMCS determines a feasible solution, this this also the best solution. In addition, the computation time of NMCS is significant lower (but note that the results of the genetic algorithm were computed several years before and no hardware configuration is presented).
Next, we compared the performance to the algorithm provided by (Hosny and Mumford, 2010) . While the general quality of these results is nearly the same, in some instances the presented solutions are better than the optimal solutions determined with dynamic programing (Jih and Hsu, 2004) . Thus, these results have to be wrong or at least inconsistent with the description in the text. We tried different cost functions to reproduce the error (e.g., by dropping waiting times at stops) but failed alike. However, if we compare the solution quality and success rate for finding feasible solutions NMCS is still competitive.
In conclusion, we showed that NMCS determines state-of-the-art solutions in small-sized problems and has a higher success rate for finding feasible solutions. Thus, applying NMCS on this benchmark is more reliable than the approaches presented by (Jih and Hsu, 2004) and (Hosny and Mumford, 2010) .
Medium-sized Problems
All experiments ran on an Intel(R) Core(TM) i5-2520M CPU at 2.5 GHz. The memory requirements are insignificant negligible (see Section 4.2). Table 3 shows that the algorithm solves problems with up to 200 orders (400 stops) that have to be processed. For a sequence of 10 runs, we provide information on the best and the median solution costs (because in case of constraint violation the average value is increasing rapidly). We show the fraction of valid and best solutions found and provide the average number of runs required to obtain the best solution. The maximum number of runs is implicitly given by the limit of the search tree: for the level-2 NMCS with 2N iterations, the experiment terminates after (2N) 2 runs. The run-times given are worstand average-cases and enforced by either solving the problem with the best possible solution or by hitting the limited number of runs -first solutions are usually established much earlier.
As we compare the results with the solutions computed by the most efficient approach (a genetic algorithm) provided by (Hosny and Mumford, 2010) , the NMCS computes solutions with similar quality. Also the rate of success for finding optimal and fea- sible solutions is approximately equally. However, also in this benchmark set in some instances Hosney's genetic algorithm finds solutions which are better than the optimal solution computed with dynamic programming approaches by (Jih and Hsu, 2004 ) (see Section 4.2). Thus, we suppose that small deviations to the solutions of the generic algorithm may caused by this. Finally, the results proof that NMCS computes valid and state-of-the-art results for medium-sized 1VPDPs. The quality of the results as well as the rate of success for finding feasible and best known solutions reveal, that NMCS is competitive to other heuristic and meta-heuristic approaches.
Iterative Widening
Further experiments investigated the performance of a parameter-free implementation of NMCS that applies iterative widening. Instead of imposing a fixed number of iterations for each instance, we gradually increase it within the search process. The natural op- If we consider only the feasible solutions (8 of 10 computed by the configured NMCS), the average number of applied rollouts is decreased from 45,828 to only 16,574 by applying the parameter-free implementation (in worst case the number of required rollouts is reduced from 108,138 to 23,278). Thus, considering this problem of Table 3 , the parameter-free method is three times faster than the NMCS configured with level 2 and 401 iterations.
CONCLUSIONS
In this paper, we presented a novel approach for solving Single Vehicle Pickup and Delivery Problems with time windows and capacity constraints by applying Nested Monte-Carlo Search (NMCS). In order to evaluate the approach and determine adequate parameter values for the level and the number of iterations, we solved numerous instances with varying configurations. Small-sized instances are retrieved from the benchmark set provided by (Jih and Hsu, 2004) , while the medium-sized instances are gathered from (Hosny and Mumford, 2007) .
While the number of iterations determines the exploitation rate, the level effects the exploration of the search space. In difficult problems, more exploitation is required to determine qualitative solutions. Only qualitative solutions lead to a qualitative adaption of the global policy. If not enough iterations are applied, the adaptation of the global policy is not sufficient goal directed. The results showed that decreasing the search level and increasing the number of iterations lead to better results for solving complex 1VPDPTW with NMCS within short computational time. Thus, it is more relevant to determine qualitative solutions to adapt the global policy qualitatively instead of guiding the search towards new directions and adapting the global policy by lower quality solutions.
From a machine learning point of view one of the key observations is the object to be learned in form of a policy (that generalizes from the state-to-state estimates) reflects the linkage of cities, i.e., which one is the best to visit next in a short tour. This gradually improved knowledge starting with some measure of initial distances is extremely helpful in guiding the (random) search process to find improved tours: knowing that a particular city is a good successor of onother one is true not only for one, but for many other tours. Only a few adaptions to the top level policy are needed to drive the solver towards better solutions.
Finally, the results revealed the NMCS is competitive to other heuristics and meta-heuristics such as genetic algorithms in small-and medium-sized 1VPDPTWs with 20 and 200 orders that have to be processed. NMCS computes state-of-the-art solutions and has a high rate of success for finding feasible and best known solutions. With a limited amount of domain-specific information (only a single heuristic is applied in the rollout function) the algorithm handles problems sizes with up to 200 orders in adequate computation time.
Despite of extensive analyses to determine per-tinent parameter configurations, initial experiments showed that applying a Level-2 search and an iterative widening strategy is indeed promising. By the small memory overhead and the ease of parallelizing NMCS (either with root or with tree parallelization), we expect an essential scaling behavior on multiple cores. Further research will focus on parameter-free NMCSs.
