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Abstract
In this paper we study the existence, uniqueness and propagation of regularity to infinite order partial
differential evolution equations. Our approach is essentially functional and brings interesting results even
when we restrict ourselves to finite order equations.
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1. Introduction
Infinite order linear partial differential equations of evolution type appears as one of the major
difficulties in the investigation of several physical problems. For instance the Kramers–Moyal
expansion often leads us to a infinite order partial differential equations. Other examples are
Boltzmann equation, quantum master equations, telegraph equation, Moyal equation, radiation
intensity in an absorbing–emitting medium, among many others. Physicists and mathematicians
have discussed throughout many years conditions under which infinite order partial differential
equations can be truncated, implicitly assuming solving it in fully generality would be an extra-
ordinary hard task.
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and important classes of stationary infinite order differential equation. For instance, in [1], the
authors apply this machinery to analyze differential operators of WKB type. Other noteworthy
articles on infinite order differential equations from the point of view introduced by Sato (alge-
braic microlocal analysis) are [2,7,8]. For a nice introduction on this technology, we refer, to the
reader interested, the book [9]. It is interesting to observe that this algebraic mircolocal analysis
approach naturally leads one to consider subspaces of holomorphic functions.
This present paper brings a simple and yet general theory to treat infinite order partial differ-
ential equations for a wide class of coefficients. The typical evolution equation involving infinite
order partial derivatives we are interested in is of the form
⎧⎨
⎩
ut (t, x) =
∑
α∈Nd
aα(t, x)D
αu(t, x)+Φ(t, x) in I ×Ω,
u(0, x)= ϕ(x) in Ω.
(1.1)
We shall be interested in classical solutions, therefore, the appropriate space for us to work on
will be the space of smooth, i.e., infinitely differentiable functions. More precisely, let Ω ⊂ Rd
be an open set. Our base functional space shall be
C∞(Ω) := {f :Ω → R (or C): f is infinitely differentiable}.
It seems our approach would naturally generalize to study distributional solutions as well. We
want come back to this issue in a future research project, as it does have its own importance, at
least from the mathematical point of view.
Recall, for each multi-index α = (α1, α2, . . . , αd) ∈ Nd , Dα denotes the differential operator,
Dα :C∞(Ω) → C∞(Ω), given by
Dαf := ∂
|α|f
∂α1x1∂α2x2 · · · ∂αd xd ,
where |α| := α1 + α2 + · · · + αd is the order of the operator Dα . In order to simplify notation,
we will postulate that 0 belongs to the natural numbers, i.e., N := {0,1,2,3, . . .}. We shall often
work on the space C∞(U). Existence of solutions for partial differential evolution equations on
an open set Ω can be derived through similar results on Un, where {Un}∞n=1 form a nested se-
quence of open bounded sets, U1 U2  · · ·Ω . For each multi-index α, we define a seminorm
ρα :C
∞(U)→ [0,∞) by
ρα(f ) :=
∥∥Dαf ∥∥
L∞(U) = max
x∈U
∣∣Dαf (x)∣∣.
We shall denote by F the collection of all of these seminorms, i.e., F := {ρα: α ∈ Nd}. It is
interesting to keep in mind that the vector space C∞(U) endowed with the topology generated
by F is a Fréchet space, i.e., it is a metrizable and complete space. Furthermore, by Ascoli’s
Theorem, if S ⊂ C∞(U) is bounded in the sense that, for any multi-index α, ρα(S) is bounded
in R, then S is pre-compact.
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arbitrary order of the form{
ut (t, x)=H
(
t, u,Du,D2u,D3u, . . . ,Dnu
)
in (0, δ)×Ω,
u(0, x)= ϕ(x) in Ω. (1.2)
One of the uppermost advances in the theory of partial differential equations during the last
twenty five years, has been the development of new techniques to study fully nonlinear equations,
for instance, Hamilton–Jacobi equations, ut = H(Du) see [4,5], second order fully nonlinear
parabolic equations, ut = F(D2u) see [3], and their many variants. Under suitable conditions
on the nonlinearity, the theory of viscosity solutions has been vastly developed and successfully
applied to 1st and 2nd order fully nonlinear equations. Nevertheless, this theory does not seem
to be appropriated to study higher order nonlinear equations. There are two main problems that
prevent us to extend the genial idea behind the theory of viscosity solutions for higher order
equations. The first one is that, if a function f has a local maximum at some point x0, classical
calculus results provide us information on its first and second derivatives at x0. What happen
on higher derivatives is completely unpredictable. Another crucial difficulty relies on the lack of
comparison principle for partial differential equations of order higher than 2.
For higher orders equations, on the presence of an extreme smoothness hypothesis, namely,
real analyticity, the Cauchy–Kowalevski Theorem can often be applied to assure local solvability
for nonlinear partial differential equations. For C∞ coefficients, though, the well-known example
of Hans Lewy, [10], ruined all hopes of having a general local existence result for smooth, but
nonreal analytical, coefficients.
In comparison with the viscosity theory, since our approach explores an algebraic nonlinear
functional analysis perspective of fully nonlinear evolution equations, it makes no distinction
between 1st, 2nd or higher order equations. Again, our strategy is motivated by [11]. The key
idea is to look for solutions of differential equations into suitable subset of locally convex spaces.
We shall be interested in classical solutions, thus, it seems, due to the generality of equations we
deal in this paper, the natural place to look for solutions is, again, the space of smooth, C∞,
functions. The solvability of fully nonlinear evolution equations with not smooth right-hand side
can be obtained through our approach as long as suitable a priori estimates are available. Notice
that, at least for equations in the complex field, in order to employ an approximation scheme to
deal with merely continuous nonlinearities, it is crucial to have a theory that does not ask for
analyticity of H in (1.2).
Our paper is organized as follows. In Section 2 we bring two results concerning the solvability
to the initial value problem in Banach space. The former is a simple extension to the classical
Cauchy–Picard Theorem, and we present a didactical proof of it. This result shall be applied in
the subsequent sections to guarantee existence of solutions to linear partial differential evolution
equations of infinite order. The later result we present in Section 2 is a general result concern-
ing the solvability of differential equations with continuous field in locally convex spaces. The
key ingredient is a local compactness of the space with respect to the locally convex topology.
In Section 3 we study partial differential equations with large coefficients. Namely, given any
sequence of coefficients aα(t) in (1.1), we shall be able to guarantee existence of solutions, as
long as we restrict ourselves to suitable initial conditions. As we shall point out throughout the
paper, due to the generality of equations our project intends to cover, it is a natural to expect
that less restrictive we are with the coefficients, more selective we have to be on the initial data.
The result presented in Section 3 is good when the coefficients have, say, an 	1 decay. Clearly
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we can still apply Theorem 3.4. Nevertheless, the condition on the initial data may no longer be
sharp. To overcome this, a theory that addresses existence and global extension to infinite order
partial differential equations with arbitrary data is developed in Section 4. In Section 5 we study
Eq. (1.1) in its full generality, i.e., when the coefficients aα depend upon t and x. In Section 6 we
apply the general existence result derived in Section 2.2 to study fully nonlinear partial differen-
tial evolution equations of arbitrary order. In some sense, the results we obtain in this section lie
in between the Cauchy–Kowalevski Theorem and the counter-example of Lewy.
2. Differential equations in abstract spaces
The study of differential equations in infinite dimensional spaces has been a quite active area
of research during the last decades. It plays a remarkable role in many branches of applied analy-
sis. In this section we shall bring two results concerning the solvability of the Cauchy problem
in abstract spaces. The former is a simple measurable version of the Cauchy–Picard theorem for
Banach spaces. It is meant to be applied to (infinite order) linear partial differential equations,
serving as a unified abstract result. The later, in some sense is very much related to the exis-
tence result provided in [11] and shall be used as the supporting result for the solvability of fully
nonlinear equations of arbitrary order.
2.1. A measurable version of the Cauchy–Picard theorem in Banach spaces
Let E be a Banach space. We denote by L(E) the space of all continuous linear operators
on E, i.e., L(E) := {A :E → E: A is linear and continuous}. The first result we shall make use
of, while studying infinite order partial differential equations is the following
Theorem 2.1. Let E be a Banach space, I = (0, T ) be an interval on the real line, Ψ ∈
L1loc(I,L(E)) and b ∈ L1loc(I,E). Then, for any ϕ ∈ E, there exists a unique curve u : I → E,
solving, for almost every t ∈ I , the Cauchy problem{
ut (t)= Ψ (t) · u(t)+ b(t) in I,
u(0)= ϕ. (2.1)
If Ψ ∈ C(I,L(E)), then u ∈ C1(I,E) and for all t ∈ I , ut (t)= Ψ (t) · u(t)+ b(t).
Proof. Let δ1 be chosen such that
δ1∫
0
∥∥Ψ (s)∥∥L(E) ds = 12 .
If ‖Ψ ‖L1(I,L(E)) < 12 , take δ1 = T . Define Γ :C(0, δ1,E)→ C(0, δ1,E) to be
Γ (ξ)(t) := ϕ +
t∫ (
Ψ (s) · ξ(s)+ b(s))ds,0
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∥∥Γ (ξ1)(t)− Γ (ξ2)(t)∥∥E 
∥∥∥∥∥
t∫
0
Ψ (s) · (ξ1(s)− ξ2(s))ds
∥∥∥∥∥
E

t∫
0
∥∥Ψ (s) · (ξ1(s)− ξ2(s))∥∥E ds

δ1∫
0
∥∥Ψ (s)∥∥L(E) ds · ‖ξ1 − ξ2‖C(0,δ,E)
 1
2
‖ξ1 − ξ2‖C(0,δ,E). (2.2)
Inequality (2.2) implies Γ is a contraction; therefore, from the Banach fixed point theorem, it
has a unique fixed point u1 ∈ C(0, δ1,E). Clearly, u1(0)= ϕ, and by the vector-valued Lebesgue
differentiation theorem (see, for instance, [11]), u1 is almost everywhere differentiable in (0, δ1),
and for any point of differentiability of u1 there holds
u1t (t)= Ψ (t) · u1(t)+ b(t).
We have found a local solution to (2.1). In order to build a global solution, we argue inductively
in the following way: after having chosen δk−1, we select δk in such a way that
δk∫
δk−1
∥∥Ψ (s)∥∥L(E) ds < 12 .
Again, if ‖Ψ ‖L1(δk−1,T ,L(E)) < 12 , we take δk = T and we end the process. From our previous
argument, we obtain a curve uk ∈ C(δk−1, δk,E), satisfying
uk(δk−1)= uk−1(δk−1) and ukt (t)= Ψ (t) · uk(t)+ b(t) in (δk−1, δk).
Since ‖Ψ (s)‖L(E) ∈ L1loc(0, T ), this is a finite process, i.e., for some n ∈ N, δn = T . We finally
define our global solution u : (0, T )→E, as
u(t)= ui(t), if t ∈ (δi, δi+1).
For the case Ψ ∈ C(I,L(E)), it is clear that each ui is of class C1. Furthermore, since ui solves
the same differential equation as ui+1, we have glued them together in a C1 fashion. 
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In [11], the author establishes an existence and regularity result of solutions to differential
equations in locally convex spaces. Here is an outline of the theory developed in [11].
Let (E,T ) be a locally convex space. We denote by Eb the following set:
Eb :=
{
x ∈E: sup
ρ∈T
ρ(x) <∞
}
. (2.3)
The elements in Eb is called the bounded elements of E. When (E,T ) is sequentially complete,
‖x‖T := supρ∈T ρ(x) defines a norm in Eb for which (Eb,‖ · ‖T ) is a Banach space.
Interesting cases are when one has a Banach space (E,‖ · ‖E) also endowed with a weaker
locally convex topology T , and ‖ ·‖E = ‖·‖T . Insightful examples of this situation are presented
in [11].
Definition 2.2. Let (E,T ) be a sequentially complete locally convex space. We say a map
f : I ×Eb →Eb is a T -Carathéodory map if:
(1) For each u ∈Eb fixed, the map f (·, u) : I →Eb is measurable.
(2) For almost every s ∈ I the map f (s, ·) :Eb →Eb is T -continuous.
The next result will play a fundamental role in our study to existence of solutions to general
fully nonlinear evolution equations.
Theorem 2.3. (See [11].) Let (E,T ) be a sequentially complete locally convex space and
f : I ×Eb →Eb be a T -Carathéodory map. Suppose furthermore that
BEb is relatively compact with respect to the T topology. (2.4)
Then for each x0 ∈Eb the IVP {
ut (t)= f
(
t, u(t)
)
,
u(t0)= u0
(2.5)
admits a strong, i.e., differentiable w.r.t. ‖ · ‖T topology, local solution.
It is important to highlight that Theorem 2.3 does not only provide existence of a solution,
but also brings a (surprising) regularity in t result. Indeed, the solution provided in Theorem 2.3
is differentiable with respect to the norm topology, while all the hypotheses are made over the
weaker locally convex topology. For existence of a weak solution, i.e., a differentiable w.r.t. F
curve u : [0, δ)→E that solves (2.5), compactness is the key ingredient. Indeed, the following is
true:
Theorem 2.4. Let (E,‖ · ‖E ) be a Banach space and F a Fréchet topology on E for which the
unit ball BE is relatively compact with respect to it. Then for any continuous function f : [a, b]×
(E,F)→ (E,F), the Cauchy problem (2.5) has a local weak solution.
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let Br denote the ball in E with radius r . Consider the function g(r) := max[a,b]×Br ‖f (s,ψ)‖E
and define
δ := M − ‖u0‖
g(M)
+ a.
Consider the space C([a, δ],E) endowed with the uniform convergence w.r.t. E topology and
define the map Γ :C([a, δ],E)→ C([a, δ],E) as
Γ (v)(t) := u0 +
t∫
a
f
(
s, v(s)
)
ds,
where the integral above is understood, say, in the Riemann sense. Let X be the ball in
C([a, δ],E) with radius M . By the suitable choice of M and δ, we see Γ maps X into itself.
It is simple to show Γ :X → X is continuous with respect to the uniform convergence w.r.t. E
topology (see [11]). By the local compactness of (E,F) and Ascoli’s Theorem, X is a compact
convex subset of C([a, δ],E). It now follows from Schauder–Tychonoff fixed point theorem,
Γ has a fixed point in X, which is precisely a weak solution to (2.5). For further details, we refer
to [11]. 
Remark 2.5. It is clear that Theorem 2.4 holds in more generality. Indeed, one does not
need local compactness w.r.t. F of the space E . Compactness of a convex neighborhood of
f ([a, δ]×Br(u0)) suffices. Notice, in contrast with the regularity gain provided in Theorem 2.3,
the solution we find in Theorem 2.4 in not, in general, differentiable w.r.t. the norm topology.
The differentiability in t we obtain is with respect to the weaker topology F .
3. Infinite order linear evolution equations with large coefficients
In this section we will derive a general existence and global extension result for partial differ-
ential equations of infinite order. Our approach is very much motivated by [11], even though we
shall apply Theorem 2.1, instead of Theorem 2.3 or Theorem 2.4. The similarity of our approach
to the theory in [11] replies on the success of defining suitable subsets of locally convex spaces.
This comment will be clarified soon.
Remark 3.1 (Notation convenience). Since Nd is a countable set, we can, and will, fix, from now
on, a bijection J :N → Nd , in such a way that J−1(α) < J−1(β), provided |α| < |β|. We will
often omit the bijection J .
Let Ω ⊂ Rd be an open set and I = (0, T ) be a (possible infinite) interval on the real line. In
this section we discuss the basic fundaments of infinite order evolution equations of the form
⎧⎨
⎩
ut (t, x) =
∑
α∈Nd
aα(t)D
αu(t, x)+Φ(t, x) in I ×Ω,
(3.1)
u(0, x)= ϕ(x) in Ω.
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f is a function} endowed with a norm ‖ · ‖s . In order to avoid pathologies, we will explicitly
assume:
(1) ‖{aj }∞j=0‖s = ‖{|aj |}∞j=0‖s .
(2) Shifting operators,
σk
({aj }∞j=0) := (0,0, . . . ,0︸ ︷︷ ︸
k
, a1, a2, . . .)
are uniformly continuous on s.
We shall denote by s∗ the dual space of s, endowed with its natural norm
‖Ψ ‖s∗ := max‖f ‖s=1
∣∣Ψ (f )∣∣.
We know s∗ is a Banach space and by the shifting continuity assumption on s, for any sequence
{bj }∞j=0 ∈ s∗ we have ∥∥{bj }∞j=k∥∥s∗ C∥∥{bj }∞j=0∥∥s∗ .
Let U ⊂ Rd be a bounded domain and β ∈ Nd be a multi-index. Recall that we define the semi-
norm ρβ :C
∞(U)→ [0,∞) by
ρβ(f ) :=
∥∥Dβf ∥∥
L∞(U).
We introduce the following definition:
Definition 3.2. Let U ⊂ Rd be a bounded domain and s be a sequence Banach space. We define
C∞s (U) :=
{
f ∈ C∞(U) ∣∣ {ρα(f )}α ∈ s}. (3.2)
For each f ∈ C∞s (U), we define ‖f ‖s := ‖{ρα(f )}α‖s .
Notice that using the notation introduced in [11], C∞	∞(U)= [C∞(U)]b .
Proposition 3.3. C∞s (U) endowed with ‖ · ‖s is a Banach space if, and only if, dim(s)= ∞.
Proof. Well, if s is isomorphic to Rk , for some k ∈ N, then ‖f ‖s∗ is equivalent to the Ck norm,
and therefore, C∞s (U) cannot be complete. Conversely, suppose dim(s) = ∞. In particular, for
any j ∈ N, the sequence ej given by ej (i) = δij = (0, . . . ,0,1,0, . . .) ∈ s∗. Let fn be a Cauchy
sequence in C∞s (U). By completeness of (s,‖ · ‖s), the sequence ‖{Dαf }α}‖s converges in s to
some sequence {χα}α . In particular, for any α fixed, the sequence ‖Dαfn‖ is bounded, thus, there
exists a function g ∈ C∞(U), such that Dαfn converges uniformly to Dαg in U . By uniqueness
of limit, χα = ‖Dαg‖, for any multi-index α. Therefore, g ∈ C∞s (U) and fn converges to g with
respect to ‖ · ‖s . 
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Theorem 3.4. Let s be a space of real sequences containing 	1, A = aα ∈ L1loc(I, s) and Φ ∈
L1loc(I,C
∞
s∗ (U)). Let L be a linear operator that commutes with the differential operator D and
its kernel is closed in C∞(U). Let ϕ ∈ C∞s∗ (U). Assume Lϕ = LΦ = 0. Then there exists a
function u : I ×U → R which solves, for almost every t ∈ I ,
⎧⎨
⎩
ut (t, x)=
∑
α∈Nd
aα(t)D
αu(t, x)+Φ(t, x) in I ×U,
u(0, x)= ϕ(x) in U.
(3.3)
Furthermore, for each t ∈ I , Lu(t, ·) = 0 and it is the unique solution to (3.3) satisfying
u(t, ·) ∈ C∞s∗ (U). If we assume further that A ∈ C(I, s), we obtain a C1 (everywhere differ-
entiable) solution.
Proof. Our first observation is that, since 	1 ⊆ s, its dual, s∗, is contained into 	∞. Let us denote
by
L := {f ∈ C∞s∗ (U) ∣∣ Lf = 0}.
From Proposition 3.3, L endowed with ‖ ·‖s∗ is a Banach space. Now, since L commutes with D,
for any t fixed,
L
( ∑
α∈Nd
aα(t)D
αf (x)
)
= 0,
provided Lf = 0. Furthermore, for any multi-index β and any fixed t ∈ I ,
∣∣∣∣Dβ ∑
α∈Nd
aα(t)D
αf (x)
∣∣∣∣ ∑
α∈Nd
∣∣aα(t)∣∣ · ∣∣Dα+βf (x)∣∣
C
∥∥aα(t)∥∥s · ‖f ‖s∗ . (3.4)
We have proven the operator Θ , defined by Θ(t, f ) :=∑α∈Nd aα(t)Dαf (x) maps I ×L into L.
Our next step is to show that indeed, for any t fixed, Θ(t, ·) :L → L is a continuous operator. To
this end, let fj be a sequence in L converging to 0 with respect to the ‖ · ‖s∗ topology. Inequality
(3.4) implies {ρβ(Θ(t, fj ))}β converges to zero in 	∞, as j → ∞. However, from the fact that
	∞ ⊇ s∗, we know there exists a constant M > 0 so that∥∥{bα}α∥∥s∗ M∥∥{bα}α∥∥∞.
Thus, Θ(t, fj ) indeed converges to 0 with respect to ‖ · ‖s∗ norm, as j → ∞. It now follows
from Theorem 2.1 there exists a unique curve u : I → L, solution of{
ut (t)=Θ(t,u)+Φ(t) in I, (3.5)
u(0) = ϕ.
52 E.V. Teixeira / J. Differential Equations 238 (2007) 43–63Finally, if we define u : I ×U → R by
u(t, x) := u(t)(x),
one clearly verifies that u is the desired solution for evolution equation (3.3). 
Remark 3.5. Of course Eq. (3.3), in general, does not have a unique solution, even in the finite
order case. It is interesting, however, to notice that under the correct bound on the derivatives,
we obtain a uniqueness result. Such a bound seems artificial in the finite order case; however it
is absolutely essential when studying infinite order equations.
Remark 3.6. An important observation to keep in mind is that less restrictive you are with the
coefficients of the differential operator in (3.3), more restrictive you have to be on the initial data.
This is a natural phenomenon one should expect. Indeed, due to the generality of the differential
operators we are dealing with, there is no hope to obtain a regularity improvement with respect
to x, when we let our PDE evolve in time.
Remark 3.7. The condition Lϕ = 0 is just an extra information that is shown to be propagated
in time. Should one be interested just in the existence result, take L to be the null operator.
Remark 3.8. It is worthwhile to notice that the linear operator L in Theorem 3.4 does
not need to commute with D. The actual property we have used is that, for a fixed t ∈ I ,
L(
∑
α∈Nd aα(t)Dαf ) = 0, provided Lf = 0. A simple consequence of this observation is an
extension of the well-known fact that if the initial datum ϕ of the heat equation ut = u is
radial, then so is u(t, ·) for all t > 0. Indeed, from Theorem 3.4, the following is still true:
Corollary 3.9. Let  =∑dj=1 ∂2xj denote the Laplacian operator, s be like in Theorem 3.4 and
A = ak ∈ L1loc(I, s). Suppose ϕ ∈ C∞s∗ (B) is radially symmetric. Then there exists a solution to
the evolution equation
⎧⎪⎨
⎪⎩
ut (t, x)=
∞∑
j=1
aj (t)
ju(t, x) in I ×B,
u(0, x)= ϕ(x) in B
(3.6)
that is radially symmetric in x, for all t > 0.
Another simple corollary of Theorem 3.4 concerns polynomial data.
Corollary 3.10. Suppose ϕ and Φ are polynomial functions with degree N . Then the infinite
order evolution equation (3.3) has globally defined solution, u : I ×U → R. Furthermore, u(t, ·)
is a polynomial function of degree less or equal than N .
4. Infinite order equations for arbitrary initial data
Even though Theorem 3.4 has a large application to many of the physical systems that for-
merly motivate this present work, we should point a weakness of it from the mathematical
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ferential equation, we search for admissible initial data ϕ for which we can solve (3.3). As we
point in Remark 3.6, due to the generality of the operator we study, this is a quite reasonable con-
straint to expect. However, for “well behaved” coefficients, i.e., when, say s ⊂ 	1, the hypothesis
of ϕ ∈ C∞	∞ is, in general, quite restrictive.
To overcome this, in this section we shall change the perspective. Indeed, the question we
want to answer is the following: given an initial datum ϕ, for which (possible infinite order)
partial differential operator, can we solve Eq. (3.3)?
Given an initial datum ϕ, let us consider bα := ρα(ϕ). We then define
B := {ξ ∈ C∞: ρα(ξ) bα}.
It is simple to verify that B is a closed and convex subset of C∞. Furthermore, for each real
number κ , satisfying |κ| < 1, κξ ∈ B, provided ξ ∈ B, i.e., the set B is balanced. By Ascoli’s
Theorem, B is compact with respect to the locally convex topology F generated by the semi-
norms {ρα}α∈Nd .
Definition 4.1. Given a sequence of numbers {cα}, we define
l1 = l1
({cα}) := {{aα}: {aαcα} ∈ 	1}.
If {aα} ∈ l1, we denote ‖{aα}‖l1 := ‖{aα · cα}‖	1 . We define the shifting subspace of l1 to be
s1 :=
{
{aα} ∈ l1: ∃M =M
({aα}) such that ∑
α
|aα||cα+β |M|cβ |, ∀β
}
.
For a sequence {aα} ∈ s1, we define
∥∥{aα}∥∥s1 := ∥∥{aα}∥∥l1 + inf
{
M:
∑
α
|aα||cα+β |M|cβ |, ∀β
}
.
Notice that if {cα} is a sequence of positive real numbers, from the functional analysis point
of view, (l1,‖ · ‖l1) is isometrically isomorphic to 	1. In parallel to our aims, it is clear that we
should restrict ourselves to the case when bα := ρα(ϕ) is a sequence of positive numbers. Let us
explore two simple examples that interest us.
Example 4.2 (Polynomial growth). Let cj = jλ, for some λ ∈ R. Then, for any δ > max{1,1−λ},
the sequence {aj }j := { 1jλ+δ }j ∈ l1({cj }). Indeed, for any k  1,
∞∑
j=1
aj cj+k =
∞∑
j=1
(j + k)λ
jλ+δ
M1(λ)
∞∑
j=1
jλ + kλ
jλ+δ
M1(λ)
[
ζ(δ)+ kλζ(λ+ δ)]M2(λ, δ)kλ =M2(λ, δ)ck,
where ζ(θ) :=∑∞n=1 n−θ is the Riemann zeta function.
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then have ‖{aj }j‖l1 = ζ(δ), and again
∞∑
j=1
aj cj+k = ζ(δ)ck = ζ(δ)ck.
Theorem 4.4. Let U be a bounded open set in Rd , I an interval in R and ϕ ∈ C∞(U). Let
s1 = s1({ρα(ϕ)}) be as defined in 4.1 and assume A = aα(t) ∈ L1loc(I, s1). Then there exists a
function u : I ×U → R which solves, for almost every t ∈ I ,
⎧⎨
⎩
ut (t, x)=
∑
α∈Nd
aα(t)D
αu(t, x) in I ×U,
u(0, x)= ϕ(x) in U.
(4.1)
If we assume further that A ∈ C(I, s1), we obtain a C1 (everywhere differentiable) solution.
Proof. Let bα = ρα(ϕ) and consider
E = E({bα}) := {ψ ∈ C∞(U): ∃λ > 0, such that ρα(ψ) λbα, ∀α ∈ Nd}.
For any ψ ∈ E , we denote
‖ψ‖E := inf
{
λ: ρα(ψ) λbα, ∀α ∈ Nd
}
.
If ϕ is in C∞	∞(U), we just apply Theorem 3.4. Thus we can suppose bα = ρα(ϕ) is an unbounded
sequence of positive real numbers. It is simply to show, like in Proposition 3.3, that in this situa-
tion (E,‖ · ‖E ) is a Banach space. Furthermore, C∞	∞(U) is continuously embedded into E . Now,
fix t ∈ I and define Θ(t, ·) as
Θ(t, f ) :=
∑
α∈Nd
aα(t)D
αf (x).
If f ∈ E , we can estimate
ρβ
(
Θ(t, f )
)

∑
α∈Nd
∣∣aα(t)∣∣ · ∣∣Dα+βf (x)∣∣
 ‖f ‖E
∑
α∈Nd
∣∣aα(t)∣∣bα+β

[∥∥aα(t)∥∥s1‖f ‖E]bβ. (4.2)
The above inequality shows Θ(t, ·) :E → E , and∥∥Θ(t, f )∥∥  ∥∥aα(t)∥∥ ‖f ‖E .E s1
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of a curve u : I → E , satisfying, for almost every t ∈ I , ut (t)=Θ(t,u), u(0)= ϕ. Now we argue
as in the end of the proof of Theorem 3.4. 
It is worth pointing out that the same arguments as described above can be applied to study
non-homogeneous equations
ut (t, x)=
∑
α∈Nd
aα(t)D
αu(t, x)+Φ(x),
as long as Φ(x) lies in the appropriate functional space.
Before continuing, it seems didactically interesting to make a pause and discuss an example
of Theorem 4.4, so that the readers can appreciate how mild the hypotheses of Theorem 4.4 are
in concrete applications.
Example 4.5. We shall explore evolution equations involving the important infinite order opera-
tor
Exp
(
d
dt
)
f (z) :=
∞∑
i=0
1
i!f
i(z).
Such an operator appears, for instance, as a tool to construct new examples of hyperfunctions.
Let ϕ and Φ be holomorphic functions defined on an open set U ⊂ C. Assume
∣∣ϕ(n)(z)∣∣, ∣∣Φ(n)(z)∣∣ C2nω , (4.3)
for some C > 0, ω > 1. Then, there exists a solution to
{
ut (t, z) = Exp
(
u(t, z)
)+Φ(z) in I ×U,
u(0, z) = ϕ(z) in U. (4.4)
In order to accomplish this, because of Theorem 4.4, all we have to check is whether the sequence
{ 1
n! } lies in s1({2n
ω }):
∞∑
i=0
1
i!2
(i+k)ω 
∞∑
i=0
1
i!2
M1(ω)(iω+kω)
 22M1(ω)
( ∞∑
i=0
iω
i!
)
· 2kω
M2(ω)2k
ω
.
Note that the hypothesis (4.3) is much weaker than asking for ϕ and Φ to be in the spaces of
infra-exponential functions: A= {f ∈H(C): f (z) =∑∞i=1 bizi , limi→∞ i√bii! = 0}.
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ical example is
f (x)= a1a2 · · ·ak
x
,
for any positive real numbers a1, . . . , ak . Notice the homomorphism indicated above growths
incredibly fast.
Definition 4.6. A function ϕ ∈ C∞(U) will be called admissible if there exists a homomorphism
f : (N,+)→ (R, ·), such that
max
|α|n
∥∥Dαϕ∥∥∞  f (n), ∀n ∈ N.
It is worth keeping in mind that the hypothesis of ϕ being admissible is very weak, as most
the classical functional subspaces of C∞ will fulfill it. For instance, a “bizarre” condition such
as ∣∣Dαf (x)∣∣C(|α|!)!
is (more than) enough, since
lim|α|→∞
(|α|!)!
22
2|α|
= 0.
Corollary 4.7. Let {aγ (t)}|γN be a family of L1loc(I ) functions and ϕ and Φ be admissiblefunctions. Then there exists a solution to⎧⎨
⎩
ut (t, x)=
∑
|γ |N
aα(t)D
αu(t, x)+Φ(x) in I ×U,
u(0, x)= ϕ(x) in U.
(4.5)
Proof. Indeed, using the notation of the proof of Theorem 4.4, since ϕ and Φ are admissible
functions, there exists a homomorphism σ : (N,+) → (R, ·), such that ϕ,Φ ∈ E({σ(n)}). Be-
cause σ is a homomorphism, one verifies that
l1
({
σ(n)
})= s1({σ(n)}).
We now define the sequence
{
a˜γ (t)
}= {aγ (t) if |γ |N,
0 if |γ |>N.
Consider A(t) := {a˜γ (t)}. It is simple to check that for any compact interval I˜ in I , we have
‖A‖
L1(I˜ ,s1({σ(n)})) =
∫ ∥∥A(t)∥∥
s1({σ(n)}) dt =
N∑
i=0
σ(i)
∑
|γ |=i
∫ ∣∣aγ (t)∣∣dt <∞. (4.6)
I˜ I˜
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corollary. 
Remark 4.8. Clearly the same propagation of regularity presented in Theorem 3.4 also holds for
Theorem 4.4 and Corollary 4.7. Again a uniqueness result is guaranteed if we restrict ourselves
to a suitable class of solutions.
5. Infinite order evolution equations with x dependence on the coefficients
Our algebraic functional approach is also suitable to study partial differential equations where
the coefficients depend, as well, upon x ∈Ω ,
ut (t, x)=
∑
α∈Nd
aα(t, x)D
αu(t, x)+Φ(t, x).
However, as we shall see, the mathematical analysis involved is a bit more complex. The “smart”
way to see equations with x dependence is as follows: for each multi-index α ∈ Nd and t fixed,
we treat aα(t, x) as the multiplication of Dαu by the function aα(t, x). With this comment, the
theory for infinite order evolution equation with coefficients that depend upon x, philosophically
does not differ very much from Theorem 3.4. Initially we need to make a slit modification on the
seminorms that define the locally convex topology in C∞(U). For any j ∈ N, we shall consider
the seminorm
j (f ) := max|γ |j ργ (f ).
It is simple to show {j }∞j=0 defines the same topology as F . We shall restrict ourselves to the
threshold case, i.e., s = 	1. A similar computation can be done when 	1 ⊂ s.
Theorem 5.1. Assume
sup
β∈Nd
∑
α∈Nd
2|β||β|
(
aα(t, ·)
) := C(t) ∈ L1loc(I ) (5.1)
and Φ(t) ∈ L1loc(I,C∞	∞(U)). Then, for any ϕ ∈ C∞	∞(U), there exists a function u : I × U → R
which solves, for almost every t ∈ I ,⎧⎨
⎩
ut (t, x) =
∑
α∈Nd
aα(t, x)D
αu(t, x)+Φ(t, x) in I ×U,
u(0, x)= ϕ(x) in U.
(5.2)
Furthermore, if for each x ∈ U , t → aα(t, x) is continuous, then we obtain a C1 (everywhere
differentiable) solution.
Proof. As in Theorem 3.4 we start by defining
Θ(t, f ) :=
∑
d
aα(t, x)D
αf (x).α∈N
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∣∣∣∣Dβ ∑
α∈Nd
aα(t, x)D
αf (x)
∣∣∣∣ ∑
α∈Nd
|β|∑
k=1
(|β|
k
)∣∣Dkj aα(t, x)D|β|−kj Dαf (x)∣∣
 ‖f ‖C∞	∞ ·
∑
α∈Nd
2|β||β|
(
aα(t, ·)
)
 ‖f ‖C∞	∞ ·C(t). (5.3)
For the general case, i.e., for any β ∈ Nd , we conclude there exists a universal constant
M =M(d), such that, for any β ∈ Nd ,
ρβ
(
Θ(t, f )
)
M‖f ‖C∞	∞C(t). (5.4)
Inequality (5.4) implies that Θ(t, ·) maps C∞	∞(U) into itself. Furthermore, it also implies, for
almost every t , Θ(t, ·) :C∞	∞(U) → C∞	∞(U) is continuous. We now can invoke Theorem 2.1 to
conclude the proof of the theorem. 
Condition (5.1) might sound a bit unnatural; however it is worthwhile to point out that, at least
from the application point of view, one expects to have a universal control of the x dependence
of the coefficients. A simple, yet interesting consequence of Theorem 5.1, is the following
Corollary 5.2. Let aα(t, x) = bα(t)pα(x), where for any α, pα(x) is a polynomial with de-
gree less or equal than some universal constant N and bα(t) ∈ L1loc(I, 	1). Assume Φ(t, x) =
φ(t)P (x), with φ ∈ L1loc(I ), P(x) ∈ C∞	∞(U). Then Eq. (5.2) has a global solution for any initial
data ϕ ∈ C∞	∞(U).
A similar construction as in Section 4 allows us to study Eq. (5.2) for a much larger class
of initial data ϕ, of course, with the penalization of restricting ourselves, accordantly, to a less
general class of partial differential operators. We leave the details to the readers.
6. Fully nonlinear evolution equations
In this section we turn our attention to the solvability of a general fully nonlinear evolution
equations of the form{
ut (t, x)=H
(
t, u,Du,D2u,D3u, . . . ,Dnu
)
in (0, δ)×Ω,
u(0, x)= ϕ(x) in Ω, (6.1)
where H : I × R × Rd × Rd2 × · · · × Rdn → R.
We shall denote H = H(t, x,p1,p2, . . . , pn), where pj ∈ Rdj . It is worthwhile to point out
that, from Schwarz Theorem, Dju satisfies a symmetric condition, thus H does not need to be
defined on the whole I ×R×Rd ×Rd2 × · · · ×Rdn , but only on the subspace of symmetric hy-
permatrices. More precisely, let us identify Rdk with the space of k-hypermatrices, (ai1,i2,...,ik ),
i1, i2, . . . , ik = 1,2, . . . , d . Let us now denote by S the subspace of symmetric k-hypermatrices,
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mutation σ ∈P(Zk). Then H has only to be defined over S. We will need a definition.
Definition 6.1 (Appropriate nonlinearities). Let H : I × R × Rd × Rd2 × · · · × Rdn → R be a
smooth function and K ⊂ Rd be a compact set. We will say H satisfies property (P) on K if
there exists a sequence {bj }∞j=0 satisfying∣∣DγH (u(x),Du(x),D2u(x), . . . ,Dnu(x))∣∣ b|γ |, ∀x ∈K, γ ∈ Nd, (6.2)
provided ∣∣Dαu(x)∣∣ b|α|, ∀x ∈K, α ∈ Nd . (6.3)
A family of functions Ht is said to uniformly satisfy property (P) on K , if there exists {bj }∞j=0
such that (6.2) holds for all Ht , provided (6.3) is verified.
A manipulation of next lemma implies that any smooth function H :R × Rd × Rd2 × · · · ×
R
dn → R has property (P) over compacts.
Lemma 6.2 (Sequence with the right decay). Let f :R → R be a smooth function and K be a
compact set in R. Then there exists a sequence {bj }∞j=0, depending only on f and K such that,for any smooth function u that verifies∣∣∣∣ djdxj u(x)
∣∣∣∣ bj , ∀x ∈K,
there holds ∣∣∣∣ djdxj f (u(x))
∣∣∣∣ bj , ∀x ∈K.
Proof. We may assume f ′(0) = 0, otherwise we work on f˜ (x) := f (x) − f ′(0)x. We shall
define {bj }∞j=0 inductively. We start by selecting b0 in such a way that
∣∣f ′(λ)∣∣ 1
2
, ∀|λ| b0.
In our next step, we set b1 = 1. For any j  2, consider the polynomial function Pj :Rj−1 → R,
such that
dj
dxj
f
(
u(x)
)= Pj(du(x)
dx
,
d2u(x)
dx2
, . . . ,
dj−1u(x)
dxj−1
)
+ f ′(u(x))dju(x)
dxj
.
It is understood that the coefficients of Pj are of the form Ckf (k)(u(x)), where Ck are universal
natural numbers. After we have chosen b0, b1, . . . , bj−1, we set
bj := 1Qj(b1, b2, . . . , bj−1),2
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Ck max[−b0,b0] |f (k)(x)|. With this choice, we have∣∣∣∣ djdxj un(x)
∣∣∣∣=
∣∣∣∣Pj
(
du(x)
dx
,
d2u(x)
dx2
, . . . ,
dj−1u(x)
dxj−1
)
+ f ′(u(x))dju(x)
dxj
∣∣∣∣
Qj(b1, b2, . . . , bj−1)+ 12bj
= bj ,
as desired. 
Definition 6.3 (Admissible initial data). Let {bj }∞j=0 be a sequence of positive real numbers. For
any bounded domain U ⊂ Rd we shall define
E(U)= E({bj }∞j=0,U)=
{
φ ∈ C∞(U): ∃t  0, such that
‖Dγφ‖L∞(U)  tb|γ |, ∀γ ∈ Nd
}
. (6.4)
For any φ ∈ E(U) we define
‖φ‖E := inf
{
t :
∥∥Dγφ∥∥
L∞(U)  tb|γ |, ∀γ ∈ Nd
}
.
Next theorem expresses the appropriate compatibility condition between the nonlinearity H
and the initial data ϕ in order to assure existence of a local solution.
Theorem 6.4. Let H be continuous with respect to t and the family Ht(·) := H(t, ·) uniformly
satisfy property (P), for some sequence {bj }∞j=0. Assume ϕ ∈ E(Ω, {bj }∞j=0). Then Eq. (6.1) has
a local solution u : [0, δ)×Ω → R. Furthermore, for any t fixed, u(t, ·) ∈ E(Ω).
Proof. Let us define Ξ : I × E(Ω)→ E(Ω) as
Ξ(t, ξ) := H (t, ξ,Dξ,D2ξ,D3ξ, . . . ,Dnξ).
We claim for each t fixed, Ξ(t, ·) :E(Ω)→ E(Ω) is continuous with respect to the locally convex
topology F generated by {ρj (f ) := max|α|=j ‖Dαf ‖∞}. Indeed, let ξk → ξ w.r.t. the locally
convex topology F . Let us initially show that for any j = 1,2, . . . , d , we have ∂jΞ(t, ξk) →
∂jΞ(t, ξ) uniformly on Ω . To this end, let us compute
∂jΞ(t, ξk)=Dp0H · ∂j ξk +Dp1H ·D(∂j ξk)+ · · · +DpnH ·Dn(∂j ξk). (6.5)
Now, (ξk,Dξk, . . . ,Dnξn) is a bounded subset of R × Rd × · · · × Rdn , say,∥∥(ξk,Dξk, . . . ,Dnξk)∥∥
Rd
n+1−1 M.
By compactness, Dp0H,Dp1H, . . . ,DpnH are uniformly continuous over the ball in Rd
n+1−1
with radius M . We know furthermore that Dmξk and Dm(∂j ξk) converge uniformly to Dmξ and
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converges uniformly to ∂jΞ(t, ξ) as k → ∞.
For higher derivatives we argue similarly. Indeed, the fact that for any multi-index α,
DαΞ(t, ξk) converges uniformly to DαΞ(t, ξ) follows from the same above argument, when
we take into account the uniform convergence of Dβξn, for all multi-indexes β satisfying
|β| |α| + n.
Notice that, by Ascoli’s Theorem, B := {ψ ∈ E(Ω) : ‖ψ‖E(Ω)  1} is compact with respect
to the locally convex topology F . It now follows from Theorem 2.4, the initial value problem{
ut =Ξ(t,u),
u(0)= ϕ
has a local solution in E(Ω). Finally, taking into account that for each x ∈ Ω , the evaluation
map, χx :E(Ω)→ R, defined as χx(f ) := f (x) is continuous w.r.t. the F topology, if we define
u : [0, δ)×Ω → R as
u(t, x) := u(t)(x),
we obtain a solution to the fully nonlinear evolution equation (6.1). 
Corollary 6.5. Let H be continuous on t and smooth on (x,p0,p1, . . . , pn). Then, for any poly-
nomial datum ϕ, Eq. (6.1) has a local solution u : [0, δ)×Ω → R.
Proof. From Lemma 6.2, there exists a sequence {bj }∞j=0 so that (6.2) happens provided (6.3).
Since ϕ is a polynomial function, it clearly belongs to E({bj }∞j=0,Ω). Now we can employ
Theorem 6.4 to conclude the proof of the corollary. 
The way one should see Corollary 6.5 is the following: if H(t,u,Du,D2, . . . ,Dnu) is con-
tinuous on t and smooth on (u,Du, . . . ,Dnu) (not necessarily analytic) and g is a polynomial,
then there exits a solution to the Cauchy problem (6.1). This results lies, somewhere, between
Cauchy–Kowalevski Theorem and Lewy counter-example. Indeed, because of Lewy’s counter-
example, there is no hope to solve, in general, the Cauchy problem, with just H and g smooth,
but not analytic. The Cauchy–Kowalevski Theorem assures existence when both H and g are
analytic. Corollary 6.5 allows H to be just smooth (not necessarily analytic) as long as we have
a stronger hypothesis on g: the function g has to be not only analytic, but actually a polynomial
function.
We finish up by highlighting that the philosophical purpose of this present work is to obtain
a set of methods that can be applied to the largest possible class of equations, without assuming,
in principle, any particular geometric and/or algebraic property on the differential operator. The
methods are in principle designed to be employed in problems where very little (or nothing) is
a priori known about the equations that govern the system. On the other hand, one can still take
advantage of our approach even in particular cases, to derive an existence result. For instance,
consider a degenerate nonlinear parabolic equation of the form
(DPEq)
⎧⎨
⎩
ut (t, x) = div
(
A(∇u) · ∇u) in (0, T )×Ω,
u(t, x)= 0 in (0, T )× ∂Ω,
u(0, x)= ϕ(x) in {0} ×Ω.
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〈
A(ξ1)ξ1 −A(ξ2)ξ2, ξ1 − ξ2
〉
Rn
 0, for all ξ1, ξ2 ∈ Rn.
A typical example is the p-Laplacian equation: A(ξ) := diag[|ξ |p−2], for p  1. Then, for all
ϕ ∈ L2(Ω), there exists a weak solution u of (DPEq). Indeed, let ϕn be a sequence of polynomial
functions converging to ϕ in the L2 norm. In the proof of Theorem 6.4, we can restrict ourselves
to the space of functions with null trace in Ω , hence, for each n ∈ N, Corollary 6.5 guarantees
the existence of a strong solution un of (DPEq) with initial datum equal ϕn. From Divergence
Theorem and ellipticity of A, we obtain
d
dt
∫
Ω
(
un(t, x)− um(t, x))2 dx  0,
thus, for each t ,
∥∥un(t, ·)− um(t, ·)∥∥
L2(Ω)  ‖ϕn − ϕm‖L2(Ω).
In particular, un(t, ·) is a Cauchy sequence in L2(Ω), hence, it converges to a function u(t, ·) ∈
L2(Ω) which is precisely a weak solution to (DPEq) with ϕ as the initial datum. If A is uni-
formly elliptic, we can deduce further regularity in the space variable for u, obtaining therefore
a classical solution to (DPEq).
In this direction, we would like also to report that, as long as some a priori estimates for
weak solutions are available, an approximation argument can also be performed to establish an
existence theory for real or complex fully nonlinear evolution equations with mere continuous
nonlinearities. For example, consider a fully nonlinear second order uniformly parabolic equation
of the form
(PEq)
{
ut (t, x)= F
(
D2u(t, x)
)
,
u(0, x)= ϕ(x).
Assume F and ϕ are continuous. Then, there exists a viscosity solution to (PEq). A result of this
nature is in general proven by a Perron-type method, see for instance [6]. Alternatively, one can
argue as follows: let Fk be a C∞ uniform approximation of F and ϕk a sequence of polynomial
functions that converges locally uniform to ϕ. From Corollary 6.5, for each k, there exists a
classical solution uk of
(Approx. PEq)
{
(uk)t (t, x) = Fk
(
D2uk(t, x)
)
,
uk(0, x)= ϕk(x).
Employing parabolic a priori estimates, see for instance [12,13], we can extract a uniform con-
vergent subsequence ukj → u. By the stability of viscosity solutions over uniform convergence,
we can see that the limit function u is a viscosity solution to (PEq).
Our final observation is that for an approximation argument as drafted above to work for equa-
tions over the complex field, it is essential that our approach affords non-analytic nonlinearities.
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