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FUNCTIONAL INEQUALITIES FOR THE BICKLEY FUNCTION
A´RPA´D BARICZ AND TIBOR K. POGA´NY
Abstract. In this paper our aim is to deduce some complete monotonicity properties and functional
inequalities for the Bickley function. The key tools in our proofs are the classical integral inequalities, like
Chebyshev, Ho¨lder-Rogers, Cauchy-Schwarz, Carlson and Gru¨ss inequalities, as well as the monotone
form of l’Hospital’s rule. Moreover, we prove the complete monotonicity of a determinant function of
which entries involve the Bickley function.
1. Introduction
The Bessel function fractional integral
Kiα(x) =
1
Γ(α)
∫ ∞
x
(t− x)α−1K0(t)dt,
whereK0 is the modified Bessel function of the second of zero order, was first introduced for α ∈ {1, 2, . . .}
by Bickley [10] in connection with the solution of heat convection problems. This function appears also in
neutron transport calculations, and is frequently used in nuclear reactor computer codes. An alternative
representation of the Bickley function, which will be used frequently in the sequel, is the following
(1.1) Kiα(x) =
∫ ∞
0
e−x cosh t(cosh t)−αdt,
where α is an arbitrary real number and x > 0. For properties of the Bickley function, including asymp-
totic expansions and generalizations we refer to [1, 2, 11, 14], [18, Chapter 8], [21], [26, p. 259] and to
the references therein.
In this paper, by using the classical integral inequalities, like Chebyshev, Ho¨lder-Rogers, Cauchy-
Schwarz, Carlson and Gru¨ss, and the monotone form of l’Hospital’s rule we present some complete
monotonicity properties and functional inequalities for the Bickley function. Moreover, we prove the
complete monotonicity of a determinant function of which entries involve the Bickley function. For
similar functional inequalities involving other special functions we refer for example to the papers [7, 8]
and to the references therein.
Before we present the main results of this paper we recall some definitions, which will be used in the
sequel. A function f : (0,∞) → R is said to be completely monotonic if f has derivatives of all orders
and satisfies
(−1)mf (m)(x) ≥ 0
for all x > 0 and m ∈ {0, 1, 2, . . .}.
The exponentially convex functions form a sub-class of convex functions introduced by Bernstein in
[9] (see also [4]). A function g : I 7→ R is exponentially convex on I ⊆ R if it is continuous and
Hξ(f) =
n∑
j,k=1
ξjξkf(xj + xk) ≥ 0 ,
for all n ∈ {1, 2, . . .} and all ξj ∈ R, j ∈ {1, 2, . . . , n} such that xj + xk ∈ I for j, k ∈ {0, 1, . . . , n}.
A function h : (0,∞)→ (0,∞) is said to be logarithmically convex, or simply log-convex, if its natural
logarithm lnh is convex, that is, for all x, y > 0 and λ ∈ [0, 1] we have
h(λx + (1− λ)y) ≤ [h(x)]λ [h(y)]1−λ .
A similar characterization of log-concave functions also holds. We also note that every completely mono-
tonic function is log-convex, see [28, p. 167]. The same conclusion holds true for the exponentially convex
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functions on (0,∞), that is, if h : (0,∞)→ (0,∞) is exponentially convex, then it is log-convex. See [4,
Corollary 2] for more details.
By definition, a function q : (0,∞)→ (0,∞) is said to be geometrically (or multiplicatively) convex if
it is convex with respect to the geometric mean, that is, if for all x, y > 0 and all λ ∈ [0, 1] the inequality
q(xλy1−λ) ≤ [q(x)]λ[q(y)]1−λ
holds. The function q is called geometrically concave if the above inequality is reversed. Observe that,
actually the geometrical convexity of a function q means that the function ln q is a convex function of lnx
in the usual sense. We also note that the differentiable function h is log-convex (log-concave) if and only
if x 7→ h′(x)/h(x) is increasing (decreasing), while the differentiable function q is geometrically convex
(concave) if and only if the function x 7→ xq′(x)/q(x) is increasing (decreasing). See for example [5] for
more details.
Finally, let us recall the concept of relative convexity. This concept has been considered by Hardy et
al. [15, p. 75]: if ϕ, ψ : [a, b] → R are two continuous functions and ψ is strictly monotone, then we say
that ϕ is convex (concave) with respect to ψ if ϕ ◦ ψ−1 is convex (concave) in the usual sense on the
interval ψ([a, b]). The usual convexity of a function ϕ in this manner means actually that the function ϕ
is convex with respect to the identity function, the log-convexity of ϕ is exactly the fact that the function
lnϕ is convex with respect to the identity function, while the geometrical convexity of ϕ means that lnϕ
is convex with respect to logarithm function. See [25] for more details. It is also known (see [12]) that
the increasing function ϕ is convex with respect to an increasing function ψ if and only if the function
ϕ′/ψ′ is increasing, or if and only if the inequality ψ′′(x)/ψ′(x) ≤ ϕ′′(x)/ϕ′(x) is valid for all x ∈ (a, b).
2. Bickley function: Monotonicity patterns and functional inequalities
Our first main result is the following theorem.
Theorem 1. The following assertions are true:
a. The function x 7→ Kiα(x) is completely monotonic on (0,∞) for all α ∈ R.
b. The function α 7→ Kiα(x) is completely monotonic on R for all x > 0.
c. The function α 7→ Kiα(x) is log-convex on R for all x > 0.
d. The function x 7→ Kiα(x) is log-convex on (0,∞) for all α ∈ R.
e. The function x 7→ Kiα(x) is geometrically concave on (0,∞) for all α ∈ {−1, 0, 1, . . .}. Conse-
quently, for all α ∈ {−1, 0, 1, . . .} and x, y > 0 we have
(2.1) Kiα(
√
xy) ≥
√
Kiα(x)Kiα(y) ≥ Kiα
(
x+ y
2
)
,
(2.2) 1 ≤ Kiα(x)Kiα−2(x)
[Kiα−1(x)]
2 ≤ 1 +
Kiα(x)
xKiα−1(x)
.
Moreover, the right-hand side of (2.1) and the left-hand side of (2.2) are valid for all real α.
f. The inequality
(2.3) Ki−β(x)Kiα+β(x) ≤ Ki0(x)Kiα(x)
is valid for all x > 0 and α + β ≤ 0 ≤ β or α + β ≥ 0 ≥ β. If α ≥ 0, α + β ≥ 0 or β ≤ 0,
α + β ≤ 0, then (2.3) is reversed. In particular, when β = −1 and α is changed to α − 1 the
inequality (2.3) becomes
(2.4)
Ki′′α(x)
Ki′α(x)
= −Kiα−2(x)
Kiα−1(x)
≥ −Ki0(x)
Ki1(x)
=
Ki′′2 (x)
Ki′2(x)
,
where α ≥ 2, i.e. x 7→ −Kiα(x) is convex with respect to x 7→ −Ki2(x) for α ≥ 2.
g. If α+ β ≥ 0, β ≤ 0 and x > 0, then the following inequality is valid
(2.5) |Ki0(x)Kiα(x) −Ki−β(x)Kiα+β(x)| ≤ [Ki0(x)]
2
4
.
h. The inequality
(2.6)
2Γ
(
α+1
2
)
√
pi Γ
(
α
2
) Kiα(x)Kiα(y) ≤ Kiα(x+ y) ≤ Kiα(x) + Kiα(y) ≤ Kiα(x+ y) +
√
pi Γ
(
α
2
)
2Γ
(
α+1
2
) .
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Moreover, if we let r, s ≥ 1, then for all α, x, y > 0,
(2.7) rKiα(x) + sKiα(y) ≤ Kiα(rx+ sy) + (r + s− 1)
√
pi Γ
(
α
2
)
2Γ
(
α+1
2
) .
i. The inequality
(2.8)
1
Ki0(x)
Kiα(x)Kiβ(x) ≤ Kiα+β(x) ≤ Kiα(x) + Kiβ(x) ≤ Ki0(x) + Kiα+β(x)
holds for all α, β > 0 and x > 0.
j. The function x 7→ Kiα(x) is exponentially convex on (0,∞) for all α > 0.
k. The function α 7→ Kiα(x) is exponentially convex on R for all x > 0.
l. For all α, β ∈ R and x > 0,
(2.9) Kiα+β(x) + Kiα−β(x) ≥ 2Kiα(x) .
m. The inequality
(2.10) Kiα+ν(x)Kiα−µ(x) + Kiα−ν(x)Kiα+µ(x) ≥ 2 [Kiα(x)]2
holds for all α, ν, µ ∈ R and x > 0.
n. The function (α, x) 7→ Kiα(x) is log-convex for all x > 0 and α ∈ R. In particular,
(2.11) [Kiα(x)]
2 ≤ Kiα(1+µ)((1 + ν)x)Kiα(1−µ)((1− ν)x)
is valid for all α, ν, µ ∈ R and x > 0.
Proof. a. & b. It is known [22, Theorem 4] that if the kernel K(x, t) is completely monotonic in x for
all t > 0 and f is a nonnegative locally integrable function such that the integral∫ b
a
∂n
∂xn
K(x, t)f(t)dt
converges uniformly for all n ∈ {0, 1, 2, . . .} and 0 ≤ a < b ≤ ∞ in a neighborhood of any point x > 0,
then the function
x 7→
∫ b
a
K(x, t)f(t)dt
is completely monotonic on (0,∞). Now, since the function x 7→ e−x cosh t is completely monotonic on
(0,∞) for all t > 0, the above result implies that indeed the function x 7→ Kiα(x) is completely monotonic
on (0,∞) for all α ∈ R. Similarly, since the function α 7→ (cosh t)−α is completely monotonic on R for all
t > 0, by using [22, Theorem 4] again we obtain that the function α 7→ Kiα(x) is completely monotonic
on R for all x > 0. It should be mentioned here that
(2.12) Ki′α(x) = −Kiα−1(x)
and by induction we have
(−1)mKi(m)α (x) = Kiα−m(x) > 0
for all x > 0, α ∈ R and m ∈ {0, 1, 2, . . .}, which provides an alternative proof for part a. Similarly,
(−1)m ∂
mKiα(x)
∂αm
=
∫ ∞
0
e−x cosh t(cosh t)−α [log(cosh t)]
m
dt > 0
for all x > 0, α ∈ R and m ∈ {0, 1, 2, . . .}, which provides an alternative proof for part b.
c. & d. These results follow from parts a & b, since every completely monotonic function is log-
convex (see [28, p. 167]). However, we give here an alternative proof by using the classical Ho¨lder-Rogers
inequality for integrals [23, p. 54],
(2.13)
∫ b
a
|f(t)g(t)|dt ≤
[∫ b
a
|f(t)|pdt
]1/p[∫ b
a
|g(t)|qdt
]1/q
,
where p > 1, 1/p + 1/q = 1, f and g are real functions defined on [a, b] and |f |p, |g|q are integrable
functions on [a, b]. Using (2.13) we obtain that
Kiλα+(1−λ)β(x) =
∫ ∞
0
e−x cosh t(cosh t)−(λα+(1−λ)β)dt
=
∫ ∞
0
[
e−x cosh t(cosh t)−α
]λ [
e−x cosh t(cosh t)−β
]1−λ
dt
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≤
[∫ ∞
0
e−x cosh t(cosh t)−αdt
]λ [∫ ∞
0
e−x cosh t(cosh t)−βdt
]1−λ
= [Kiα(x)]
λ [Kiβ(x)]
1−λ
holds for all λ ∈ [0, 1], α, β ∈ R and x > 0, i.e. the function α 7→ Kiα(x) is log-convex on R. Similarly, by
using (2.13) we get
Kiα(µx+ (1 − µ)y) =
∫ ∞
0
e−(µx+(1−µ)y) cosh t(cosh t)−αdt
=
∫ ∞
0
[
e−x cosh t(cosh t)−α
]µ [
e−y cosh t(cosh t)−α
]1−µ
dt
≤
[∫ ∞
0
e−x cosh t(cosh t)−αdt
]µ [∫ ∞
0
e−y cosh t(cosh t)−αdt
]1−µ
= [Kiα(x)]
µ
[Kiα(y)]
1−µ
holds for all µ ∈ [0, 1], α ∈ R and x, y > 0, i.e. the function x 7→ Kiα(x) is log-convex on (0,∞).
Alternatively, to prove part d we may use part c of this theorem. More precisely, since the function
α 7→ Kiα(x) is log-convex, the following Tura´n type inequality holds for all α1, α2 ∈ R and x > 0
(2.14)
[
Kiα1+α2
2
(x)
]2
≤ Kiα1(x)Kiα2(x).
Now, if we choose α1 = α− 2 and α2 = α and apply (2.12), then we obtain
(2.15)
[
Ki′α(x)
Kiα(x)
]′
=
Kiα−2(x)Kiα(x) − [Kiα−1(x)]2
[Kiα(x)]
2 ≥ 0,
i.e. the function x 7→ Ki′α(x)/Kiα(x) is increasing on (0,∞) for all α ∈ R.
e. To prove the asserted result, first we verify the following statement: For each real α if the function
Kiα−1 is geometrically concave on (0,∞), then the function Kiα is also geometrically concave on (0,∞).
Since Kiα−1 is geometrically concave it follows that the function
x 7→ 1 + xKi
′
α−1(x)
Kiα−1(x)
=
Kiα−1(x) − xKiα−2(x)
Kiα−1(x)
= − [xKiα−1(x)]
′
Ki′α(x)
is decreasing on (0,∞) and by the monotone form of l’Hospital’s rule [3, Lemma 2.2] the function
x 7→ −xKiα−1(x)
Kiα(x)
=
xKi′α(x)
Kiα(x)
is also decreasing on (0,∞), that is, the function Kiα is geometrically concave on (0,∞). Here we used
tacitly that xKiα−1(x) and Kiα(x) tend to zero as x→∞.Now, because Ki0 = K0 and Ki−1 = −K ′0 = K1
and according to [8, Theorem 2] the function Kα is geometrically concave on (0,∞) for all α ∈ R, we
obtain that Ki−1, Ki0, Ki1, Ki2, . . . are geometrically concave on (0,∞).
Now, we focus on the inequalities (2.1) and (2.2). Inequality (2.1) follows by definition. The left-hand
side of (2.2) is a particular case of the Tura´n type inequality (2.14), while the right-hand side of (2.2)
follows from the geometric concavity. More precisely, since Kiα is geometrically concave, it follows that[
xKi′α(x)
Kiα(x)
]′
=
[
Kiα−1(x)
Kiα(x)
]2 [
−x− Kiα(x)
Kiα−1(x)
+ x
Kiα(x)Kiα−2(x)
[Kiα−1(x)]
2
]
≤ 0
for all α ∈ {−1, 0, 1, . . .} and x > 0.
f. We recall the Chebyshev integral inequality [23, p. 40]: If f, g : [a, b]→ R are integrable functions,
both increasing or both decreasing, and p : [a, b]→ R is a positive integrable function, then
(2.16)
∫ b
a
p(t)f(t)dt
∫ b
a
p(t)g(t)dt ≤
∫ b
a
p(t)dt
∫ b
a
p(t)f(t)g(t)dt.
Note that if one of the functions f or g is decreasing and the other is increasing, then (2.16) is reversed.
We shall use this inequality. For this we write Kiα(x) as
Kiα(x) =
∫ ∞
0
e−x cosh t(cosh t)β(cosh t)−(α+β)dt
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and let p(t) = e−x cosh t, f(t) = (cosh t)β and g(t) = (cosh t)−(α+β). The function f is increasing (decreas-
ing) on (0,∞) if and only if β ≥ 0 (β ≤ 0), while g is increasing (decreasing) on (0,∞) if and only if
α+ β ≤ 0 (α+ β ≥ 0). Observe that∫ ∞
0
p(t)dt =
∫ ∞
0
e−x cosh tdt = Ki0(x) = K0(x),
∫ ∞
0
p(t)f(t)dt =
∫ ∞
0
e−x cosh t(cosh t)βdt = Ki−β(x)
and ∫ ∞
0
p(t)g(t)dt =
∫ ∞
0
e−x cosh t(cosh t)−(α+β)dt = Kiα+β(x).
Thus, appealing to Chebyshev integral inequality (2.16), the proof of the inequality (2.3) is complete.
Finally, if we consider the functions ϕ, ψ : (0,∞) → R, defined by ϕ(x) = −Kiα(x) and ψ(x) =
−Ki2(x), then by using the inequality (2.4) we obtain that
ϕ′′(x)
ϕ′(x)
=
Ki′′α(x)
Ki′α(x)
≥ Ki
′′
2(x)
Ki′2(x)
=
ψ′′(x)
ψ′(x)
for all x > 0 and α ≥ 2. In other words, the function ϕ is convex with respect to ψ on (0,∞) for α ≥ 2.
g. Let us consider the following interpolation of the Gru¨ss inequality [13]: If the integrable functions
f, g : [a, b] → R satisfies the inequalities m1 ≤ f(x) ≤ M1 and m2 ≤ g(x) ≤ M2 for all x ∈ [a, b] and
p : [a, b]→ [0,∞) is integrable such that ∫ b
a
p(t)dt > 0, then∣∣∣∣∣
∫ b
a
p(t)dt
∫ b
a
p(t)f(t)g(t)dt−
∫ b
a
p(t)f(t)dt
∫ b
a
p(t)g(t)dt
∣∣∣∣∣
≤ 1
4
(M2 −m2)(M1 −m1)
[∫ b
a
p(t)dt
]2
.
We use this inequality for the functions f, g and p as in the proof of part f. Observe that when β ≤ 0
and α+ β ≥ 0, then we have 0 < f(t) < 1 and 0 < g(t) < 1 for all t > 0.
h. & i. Owing to Kimberling [17] it is known that if the function f, defined on (0,∞), is continuous
and completely monotonic and maps (0,∞) into (0, 1), then log f is super-additive, that is for all x, y > 0
we have
log f(x+ y) ≥ log f(x) + log f(y) or f(x+ y) ≥ f(x)f(y).
In view of part a the Bickley function Ki is completely monotonic and so is x 7→ Kiα(x)/Kiα(0), which
maps (0,∞) into (0, 1). Similarly, the function α 7→ Kiα(x)/Ki0(x) is completely monotonic on (0,∞),
according to part b of this theorem, and maps (0,∞) into (0, 1). Consequently, applying Kimberling’s
result, the proof of the left-hand side of the inequalities (2.6) and (2.8) is complete. Here we used that
[26, p. 259]
(2.17) Kiα(0) =
√
pi Γ
(
α
2
)
2Γ
(
α+1
2
)
for all α > 0.
For the proof of the second inequalities in (2.6) and (2.8) recall the well-known fact that if for a
function g : (0,∞)→ (0,∞) we have that x 7→ g(x)/x is decreasing, then we have that g is sub-additive,
that is, for all x, y > 0 one has
g(x+ y) ≤ g(x) + g(y).
Now, both of functions x 7→ Kiα(x)/x and α 7→ Kiα(x)/α are decreasing on (0,∞), and hence the
functions x 7→ Kiα(x) and α 7→ Kiα(x) are sub-additive.
Now, we consider the proof of the last inequalities in (2.6) and (2.8). In view of parts a and b the
functions x 7→ Ki′α(x) and α 7→ ∂Kiα(x)/∂α are increasing on (0,∞). Hence by using the monotone form
of l’Hospital’s rule [3, Lemma 2.2], the functions x 7→ (Kiα(x)−Kiα(0))/x and α 7→ (Kiα(x)−Ki0(x))/α
are increasing too on (0,∞), which implies that the functions x 7→ Kiα(x) − Kiα(0) as well as α 7→
Kiα(x)−Ki0(x) are super-additive on (0,∞). Note that the last inequalities in (2.6) and (2.8) can proved
also by using Petrovic´’s result [23, p. 22]: if f : [0,∞) 7→ R is convex, then for all x, y > 0 we have
f(x) + f(y) ≤ f(x+ y) + f(0).
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Finally, let us consider Vasic´’s extension of Petrovic´ inequality [27] which reads: for a function f convex
on [0, a], xj ∈ [0, a], pj ≥ 1, j ∈ {1, 2, . . . , n};
∑n
j=1 pjxj ∈ [0, a] there holds
n∑
j=1
pjf(xj) ≤ f

 n∑
j=1
pjxj

+

 n∑
j=1
pj − 1

 f(0) .
Specifying f = Kiα;n = 2, p1 = r, p2 = s;x1 = x, x2 = y and by the above exposed Vasic´’s result we
deduce (2.7). Let us point out that r = s = 1 in (2.7) gives the right-hand side inequality in (2.6).
j. By the definition of exponential convexity and by using the left-hand side of (2.6) we conclude
Hξ(Kiα) =
n∑
j,k=1
ξjξkKiα(xj + xk)
≥ 2Γ
(
α+1
2
)
√
pi Γ
(
α
2
) n∑
j,k=1
ξjξkKiα(xj)Kiα(xk)
=
2Γ
(
α+1
2
)
√
pi Γ
(
α
2
)

 n∑
j=1
ξjKiα(xj)


2
> 0 ,
where n ∈ {1, 2, . . .} and ξj ∈ R, xj > 0 for j ∈ {0, 1, . . . , n}. Thus, Kiα is exponentially convex on (0,∞)
for α > 0. Now, because the exponential convexity implies log-convexity, we proved part d for α > 0 as
well.
k. Similarly, by using the left-hand side of (2.8) we conclude
Hη(Kiα) =
n∑
j,k=1
ηjηkKiαj+αk(x)
≥ 1
Ki0(x)
n∑
j,k=1
ηjηkKiαj (x)Kiαk(x)
=
1
Ki0(x)

 n∑
j=1
ηjKiαj (x)


2
> 0 ,
where n ∈ {1, 2, . . .} and ηj , αj ∈ R for each j ∈ {0, 1, . . . , n}. Consequently, α 7→ Kiα(x) is exponentially
convex on R for x > 0. Since the exponential convexity implies log-convexity, we proved part c as well.
l. & m. Employing the inequality x+ 1/x ≥ 2 we conclude (2.9). Indeed, making use of the integral
form (1.1) of Kiα(x) we have
Kiα+β(x) + Kiα−β(x) =
∫ ∞
0
e−x cosh t(cosh t)−α
[
(cosh t)β + (cosh t)−β
]
dt
≥ 2
∫ ∞
0
e−x cosh t(cosh t)−αdt = 2 Kiα(x) .
Repeating this procedure to the left–hand side expression in (2.10) we get
Kiα+ν(x) ·Kiα−µ(x) + Kiα−ν(x) ·Kiα+µ(x) =
∫ ∞
0
∫ ∞
0
e−x(cosh t+cosh s)(cosh t cosh s)−α
× [(cosh t)ν(cosh s)−µ + (cosh t)−ν(cosh s)µ]dtds
≥ 2
∫ ∞
0
∫ ∞
0
e−x(cosh t+cosh s)(cosh t cosh s)−αdtds = 2 [Kiα(x)]
2
,
which finishes the proof of l. It should be mentioned here that inequality (2.9) is actually a consequence
of part b or c. More precisely, since α 7→ Kα(x) is convex on R for all x > 0, we have
Kiλν+(1−λ)µ(x) ≤ λKiν(x) + (1 − λ)Kiµ(x)
for all ν, µ ∈ R and x > 0. Now, choosing ν = α+ β, µ = α− β and λ = 1/2, we get (2.9).
n. By using (1.1) and the Ho¨lder-Rogers inequality (2.13) we obtain
Kiλα+(1−λ)β(λx + (1− λ)y) =
∫ ∞
0
e−(λx+(1−λ)y) cosh t(cosh t)−(λα+(1−λ)β)dt
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=
∫ ∞
0
[
e−x cosh t(cosh t)−α
]λ [
e−y cosh t(cosh t)−β
]1−λ
dt
≤
[∫ ∞
0
e−x cosh t(cosh t)−αdt
]λ [∫ ∞
0
e−y cosh t(cosh t)−βdt
]1−λ
= [Kiα(x)]
λ
[Kiβ(y)]
1−λ
holds for all λ ∈ [0, 1], α, β ∈ R and x, y > 0, i.e. the function (α, x) 7→ Kiα(x) is log-convex. Now,
by choosing in the above inequality λ = 1/2, and changing α to (1 + µ)α, β to (1 − µ)α, x to (1 + ν)x
and y to (1 − ν)x, we obtain the inequality (2.11). We note that inequality (2.11) also follows from the
generalized Cauchy-Schwarz inequality [19, 20][∫ b
a
f(t)g(t)dt
]2
≤
∫ b
a
[f(t)]1+ν [g(t)]1+µ dt
∫ b
a
[f(t)]1−ν [g(t)]1−µ dt,
where ν, µ ∈ R and f, g : [a, b]→ R are integrable functions such that the above integrals exist. 
The next theorem contains some other functional inequalities for the Bickley function.
Theorem 2. a. For all α > 1/4 and x > 0 the following inequality holds
(2.18) Kiα(x) ≤
√
pi e−x Γ(α− 14 )
2Γ(α)x1/4
.
b. The inequality
(2.19)
1
2
[Kiα+1(x) −Kiα−1(x)] < ∂Kiα(x)
∂α
<
1
2
[Kiα+2(x)−Kiα(x)]
is valid for all α ∈ R and x > 0.
c. The inequality
(2.20) [Kiα(x)]
4 ≤ pi
2
2
Ki2α(2x)Ki2α−2(2x)
holds for all α ∈ R and x > 0.
d. If α > 0 and x > 0, then
(2.21) Kiα(x) ≤
√
piααΓ(α)
2(ex)αΓ
(
α+ 12
) .
e. Let p, q be conjugated Ho¨lder exponents, 1/p+ 1/q = 1, min{p, q} > 1. Then for all α > 0 and
x > 0 the inequality
[Kiα(0)− xKiα−1(0)]+ ≤ Kiα(x) ≤ [K0(xp)]1/p [Kiαq(0)]1/q
≤
√
pi
21/q+1/(2p) p1/(2p)
[
Γ
(
αq
2
)
Γ
(
αq+1
2
)
]1/q
· e
−x
x1/(2p)
.(2.22)
holds. Here [A]+ = max{A, 0}.
Proof. a. Let us recall the familiar formula for the gamma function [26, p. 139]
Γ(α)
zα
=
∫ ∞
0
e−zyyα−1dy,
where z, α > 0. Putting z = cosh t for a t ∈ (0,∞) we get
(cosh t)−α =
1
Γ(α)
∫ ∞
0
e−y cosh tyα−1dy .
This together with the integral form (1.1) of Kiα(x) yields the double integral representation
Kiα(x) =
∫ ∞
0
e−x cosh t(cosh t)−αdt =
1
Γ(α)
∫ ∞
0
∫ ∞
0
e−(x+y) cosh t yα−1dtdy .
Since the integrand is positive and cosh t ≥ 1 + t2/2 for all t ∈ R, it follows that
Kiα(x) ≤ 1
Γ(α)
∫ ∞
0
∫ ∞
0
e−(x+y)(1+t
2/2) yα−1dtdy =
e−x
Γ(α)
∫ ∞
0
e−yyα−1
(∫ ∞
0
e−
x+y
2
t2 dt
)
dy = R.
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The integration order exchange and the variable substitution t
√
(x + y)/2 7→ s lead to
R =
√
2 e−x
Γ(α)
∫ ∞
0
e−yyα−1√
x+ y
(∫ ∞
0
e−s
2
ds
)
dy =
√
pi
2
e−x
Γ(α)
∫ ∞
0
e−yyα−1√
x+ y
dy .
Applying the arithmetic mean - geometric mean inequality to the denominator of the integrand, we get
R ≤
√
pi e−x
2Γ(α)x1/4
∫ ∞
0
e−yyα−1/4−1dy =
√
pi e−x Γ(α − 14 )
2Γ(α)x1/4
,
which makes sense for all α > 14 . This completes the proof of (2.18).
b. To prove (2.19) observe that by (1.1) we have
∂Kiα(x)
∂α
= −
∫ ∞
0
e−x cosh t log(cosh t)(cosh t)−αdt.
On the other hand, it is known [24, Theorem 3.3] that for all t ∈ R the inequality
2
(
tanh
t
2
)2
< log(cosh t) <
sinh t tanh t
2
is valid. Applying this inequality together with
tanh
t
2
=
sinh t
cosh t+ 1
≥ tanh t
2
,
where t ∈ R, we obtain that for all α ∈ R and x > 0
∂Kiα(x)
∂α
> −1
2
∫ ∞
0
e−x cosh t(sinh2 t)(cosh t)−(α+1)dt
=
1
2
∫ ∞
0
e−x cosh t(1− cosh2 t)(cosh t)−(α+1)dt
=
1
2
(∫ ∞
0
e−x cosh t(cosh t)−(α+1)dt−
∫ ∞
0
e−x cosh t(cosh t)−(α−1)dt
)
=
1
2
[Kiα+1(x) −Kiα−1(x)]
and
∂Kiα(x)
∂α
< −2
∫ ∞
0
e−x cosh t
(
tanh
t
2
)2
(cosh t)−(α+1)dt
≤ −1
2
∫ ∞
0
e−x cosh t(tanh2 t)(cosh t)−αdt
=
1
2
∫ ∞
0
e−x cosh t(1− cosh2 t)(cosh t)−(α+2)dt
=
1
2
(∫ ∞
0
e−x cosh t(cosh t)−(α+2)dt−
∫ ∞
0
e−x cosh t(cosh t)−αdt
)
=
1
2
[Kiα+2(x)−Kiα(x)] .
c. We shall apply Carlson’s inequality [23, p. 370] which states that if for the function f : [0,∞) →
(0,∞) the functions x 7→ [f(x)]2 and x 7→ [xf(x)]2 are integrable on [0,∞), then[∫ ∞
0
f(t)dt
]4
≤ pi2
[∫ ∞
0
[f(t)]2dt
] [∫ ∞
0
[tf(t)]2dt
]
.
Thus we obtain that for all α ∈ R and x > 0[∫ ∞
0
e−x cosh t(cosh t)−αdt
]4
≤ pi2
[∫ ∞
0
e−2x cosh t(cosh t)−2αdt
] [∫ ∞
0
t2e−2x cosh t(cosh t)−2αdt
]
.
Applying again the inequality cosh t ≥ 1 + t2/2 ≥ √2t, we get cosh2 t ≥ 2t2, for all t ≥ 0. Consequently,∫ ∞
0
t2e−2x cosh t(cosh t)−2αdt ≤ 1
2
∫ ∞
0
e−2x cosh t(cosh t)−(2α−2)dt.
Now, using the representation (1.1), we complete the proof of (2.20).
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d. Applying the inequality [23, p. 266] e−y ≤ (a/e)ay−a, where y > 0 and a > 0, for y = x cosh t and
a = α, we obtain
Kiα(x) =
∫ ∞
0
e−x cosh t(cosh t)−αdt ≤ (α/e)αx−α
∫ ∞
0
(cosh t)−2αdt = (α/e)αx−αKi2α(0).
Thus, in view of (2.17), the inequality (2.21) follows.
e. Applying the estimate e−a ≥ 1− a with a = x cosh t in (1.1) we obtain
Kiα(x) ≥
∫ ∞
0
(1− x cosh t)(cosh t)−αdt = Kiα(0)− xKiα−1(0).
This proves the left-hand side of (2.22). Now, let p, q with min{p, q} > 1 be conjugated Ho¨lder exponents.
Then by the Ho¨lder–Rogers inequality (2.13) we conclude
Kiα(x) =
∫ ∞
0
e−x cosh t · (cosh t)−αdt
≤
[∫ ∞
0
e−xp cosh tdt
]1/p [∫ ∞
0
(cosh t)−αqdt
]1/q
=
[
Ki0(xp)
]1/p · [Kiαq(0)]1/q = [K0(xp)]1/p
[√
pi Γ
(
αq
2
)
2Γ
(
αq+1
2
)
]1/q
.
On the other hand, since cosh t ≥ 1 + t2/2,
Ki0(xp) ≤
∫ ∞
0
e−xp(1+t
2/2)dt =
√
pi e−xp√
2xp
,
which completes the proof of Theorem 2. 
Finally, observe that the Tura´n type inequality (2.15) can be deduced also from the representation
Kiα−2(x)Kiα(x) − [Kiα−1(x)]2 = 1
2
∫ ∞
0
∫ ∞
0
e−x(cosh t+cosh s)(cosh t cosh s)−α(cosh t− cosh s)2dtds.
Moreover, the above integral representation yields the following complete monotonicity result: the func-
tion
x 7→
∣∣∣∣ Kiα(x) Kiα−1(x)Kiα−1(x) Kiα−2(x)
∣∣∣∣
is not only positive, but also completely monotonic on (0,∞) for all α ∈ R. The next result generalizes
this property of the Bickley function concerning Tura´n determinants.
Theorem 3. If α ∈ R and n ∈ {1, 2, . . .}, then the function
x 7→ DetKi(x) =
∣∣∣∣∣∣∣∣∣
Kiα(x) Kiα−1(x) · · · Kiα−n(x)
Kiα−1(x) Kiα−2(x) · · · Kiα−n−1(x)
...
...
...
Kiα−n(x) Kiα−n−1(x) · · · Kiα−2n(x)
∣∣∣∣∣∣∣∣∣
is completely monotonic on (0,∞).
Proof. Recently, Baricz and Ismail [6, Theorem 5] proved the following result (see also [16, Remark
2.9]): If the sequence of functions {fn}n≥0 is of the form
fn(x) =
∫ β
α
[φ(t, x)]ndµ(t, x),
where φ, µ : [α, β]× R→ R and α, β ∈ R such that α < β, then the determinant
Detn(x) =
∣∣∣∣∣∣∣∣∣
f0(x) f1(x) · · · fn(x)
f1(x) f2(x) · · · fn+1(x)
...
...
...
fn(x) fn+1(x) · · · f2n(x)
∣∣∣∣∣∣∣∣∣
can be rewritten as follows
Detn(x) =
1
(n+ 1)!
∫
[α,β]n+1
∏
0≤j<k≤n
[φ(tj , x)− φ(tk, x)]2
n∏
j=0
dµ(tj , x).
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Applying this result for the sequence of functions {Kiα−n}n≥0 we obtain that
DetKi(x) =
1
(n+ 1)!
∫
(0,∞)n+1
exp

−x n∑
j=0
cosh tj

 ∏
0≤j<k≤n
(cosh tj − cosh tk)2
n∏
j=0
(cosh tj)
−αdtj ,
which shows that indeed the function x 7→ DetKi(x) is completely monotonic on (0,∞) for all x > 0. 
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