Abstract. We describe analytic pencils of conics passing through the origin in C 2 that can be mapped to straight lines locally near the origin by an analytic diffeomorphism. Under a minor non-degeneracy assumption, we prove that in a pencil with this property, almost all conics have 3 points of tangency with the same algebraic curve of class 3 (i. e. a curve projectively dual to a cubic).
Introduction
Let L be a set of lines in C 2 passing through the origin. By a rectifiable L-pencil of curves we mean a family γ l of curves parameterized by a line l ∈ L such that all curves γ l pass through the origin, and there exists a germ of analytic diffeomorphism Φ : (C 2 , 0) → (C 2 , 0) that maps the germ of l at 0 to the germ of γ l at 0, for each l ∈ L. The diffeomorphism Φ is called a rectification. In this article, we prove the following theorem: Theorem 1.1. Suppose that L is large enough (i. e. the cardinality of L exceeds a certain effectively computable integer ). Then any rectifiable L-pencil of conics admits a fractional quadratic rectification.
Note that any fractional quadratic map takes all lines to conics. Note also that a rectification is never unique (e. g. one can pre-compose it with the multiplication by an arbitrary analytic function not vanishing at 0). An interesting geometric corollary from Theorem 1.1 is the following: Corollary 1.2. Let L be the set of all lines in C 2 passing through the origin. Then, for any rectifiable L-pencil of conics satisfying some minor non-degeneracy assumption, almost all conics from the pencil have 3 points of tangency with a certain algebraic curve of class 3 (i. e. a curve projectively dual to a cubic).
More precisely, we assume that the Jacobian curve of a fractional quadratic rectification is irreducible. Even without this assumption, the corollary is probably still true if we understand "algebraic curve of class three" in an appropriate generalized sense. For example, a set of three points must be a "curve of class three" in this sense, since it is dual to a union of three lines (being tangent to a triple of points in three points means just to pass through all these points).
The proof of Theorem 1.1 in a generic case is based on the following approximation theorem, which might be of independent interest due to a possible relation with the theory of linear 3-webs: Theorem 1.3. Suppose that a local analytic diffeomorphism Φ : (C 2 , 0) → (C 2 , 0) takes 3 different lines to lines. Then it can be approximated by a fractional quadratic map up to terms of degree four and higher, and by a fractional quadratic map precomposed with the multiplication by an analytic function up to terms of degree five and higher.
The initial motivation for the type of problems considered in this paper came from nomography [2] . A. G. Khovanskii [3] described all transformations mapping circular nomograms to nomograms with aligned points (in geometric language, mapping germs of Euclidean circles in a planar region to germs of lines). As a byproduct, he obtained the following description of rectifiable pencils of circles: if L is a set of more than six different lines, then all circles from any rectifiable L-pencil have a common point different from the origin. Circles are conics passing through two fixed imaginary points at infinity. The results stated above are therefore generalizations of Khovanskii's theorem.
Rectifiable pencils of circles in higher dimensions are harder to describe: the description in dimension 3 [1] is the same as that in dimension 2, but in dimension 4, there are much more rectifiable pencils of circles due to quaternionic Hopf fibrations [4] . In arbitrary dimension, the description of rectifiable pencils of circles is reduced [5] to a problem from algebraic geometry: find all quadratic maps between Euclidean spaces taking the unit sphere to the unit sphere. However, some special cases of this problem (e. g. the Hurwitz problem), are open for more than 100 years.
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Approximation by a Fractional Quadratic Map
In the sequel, when talking about lines, we always mean lines passing through the origin. Fix a nonzero complex bivector Ω on C 2 . For two vectors v and w from C 2 , denote by [v, w] the ratio (v ∧ w)/Ω. This is a complex number. Let Φ be a local analytic automorphism of (C 2 , 0). Suppose that Φ takes some 3 different lines to lines. More precisely: the image of each of these 3 lines belongs to a line. We are going to prove that in this case Φ can be nicely approximated by a unique fractional quadratic map, and even better by another unique fractional quadratic map pre-composed with the multiplication by a function.
Denote by Φ k the sum of k-th order terms in the power expansion of Φ at the origin. Thus the Taylor series for Φ at 0 is
Here dots denote terms of degree 4 and higher. We now need the following simple lemma. Lemma 2.2. Let A : C m → C n be a linear map such that the dimension of its image is at least 2. If P : C m → C n is a polynomial map and P (x) is collinear to A(x) for all x ∈ C m , then P = λA for some polynomial function λ : C m → C.
Proof. We obviously have P = λA for some rational function λ. The only thing to prove is that λ is a polynomial. Take a vector a ∈ C m . Differentiate the equation P = λA along this vector. By the chain rule, we have
Suppose that d is the degree of P , i. e. the maximal degree of components of P . Then the left-hand side vanishes, and for all x ∈ C m we have
A(a) = 0. Now take a point x such that A(x) is linearly independent of (not parallel to) A(a). At this point, both terms must vanish. In particular, L d a λ(x) = 0. Note that this is true for almost all pairs (x, a). Hence λ is a polynomial of degree at most d − 1. Proposition 2.3. For any k and for some homogeneous polynomials α k−1 and β k−2 on C 2 of degrees k − 1 and k − 2, respectively, we have
Proposition 2.4. There is a fractional quadratic map with the same 3-jet as Φ.
Proof. By Proposition 2.3, we have Φ 3 = α 2 Φ 1 + β 1 Φ 2 , where α 2 and β 1 are homogeneous polynomials of degrees 2 and 1, respectively. Consider a fractional quadratic map
where P 1 is a homogeneous linear map, P 2 is a homogeneous quadratic map, q 1 is a homogeneous linear function, and q 2 is a homogeneous quadratic function. We want F to have the same 3-jet at 0 as Φ. This condition translates to a certain system of algebraic equations on the coefficients of P 1 , P 2 , q 1 and q 2 . We will solve this system.
The 2-jet of F coincides with that of P 1 + (P 2 + q 1 P 1 ). If we denote by F i the i-th order terms in the Taylor expansion of F , then
(
Whatever q 1 we choose, we can always solve equations (1) for P 1 and P 2 :
For the third-degree homogeneous component of F we have:
For the next proposition, we will also need an equation for F 4 :
Now, if we want to make the 3-jet of F at 0 equal to that of Φ, we should put
Then P 1 and P 2 are found from equations (1) as above.
Proposition 2.5. There is a smooth function λ and a fractional quadratic map F such that the composition of F with the multiplication by λ has the same 4-jet as Φ.
Proof. By Proposition 2.3, we have Φ
where α 2 , α 3 , β 1 and β 2 are homogeneous polynomials whose indices indicate their degrees. Let F be a fractional quadratic map. Choose a function λ to be 1+λ 2 +λ 3 , where λ 2 is a homogeneous quadratic polynomial and λ 3 is a homogeneous cubic polynomial. The composition of F with the multiplication by λ is
. For the last identity, we used equations (2) and (3).
We want the fractional quadratic map F to have the same 4-jet as Φ. This condition implies F 1 = Φ 1 , F 2 = Φ 2 , and also the following equations on q 1 , q 2 , λ 2 and λ 3 :
Now, q 1 and q 2 can be eliminated from the first two equations of system (4) By Proposition 2.3, the polynomial maps Φ 3 and Φ 4 are linear combinations of Φ 1 and Φ 2 with polynomial coefficients. By Proposition 2.5, the map Φ can be approximated up to terms of order 5 and higher by the composition Ψ of a fractional quadratic map with the multiplication by a polynomial.
The map Ψ is also a local analytic diffeomorphism and it takes all lines to conics. Note that a conic passing through 0 is determined by its 4-jet at 0. Therefore, Φ and Ψ send all lines to the same conics.
However, the proof of Proposition 2.3 uses in a substantial way that the equation [Φ 1 , Φ 2 ] = 0 defines three different lines and that these lines belong to L. In general, we prove a weaker analog of Proposition 2.3 that still suffices for the proof of Theorem 1.1.
Rectifiable Pencils of Conics
Consider a conic C in the plane (real or complex). Introduce a coordinate system (x, y) in this plane. Locally, near a point with a non-vertical tangent, a conic defines an implicit function x → y(x). We will call such functions conic functions. Let us look at the Taylor coefficients of a conic function x → y(x). We can always assume that y(0) = 0 so that we have
By an old result of Halphen, the function x → y(x) satisfies the following differential equation:
If we now plug in the power expansion (5) to this differential equation, then we obtain the following relations on the coefficients c i : 0 and x 1 in the power expansion of the left-hand side of (6). Although relations (7) can be computed by hand, it is more convenient to use a computer algebra system. Actually, it is only important which monomials appear in relations (7) with nonzero coefficients rather than exact coefficients with these monomials.
It is clear that almost all combinations of coefficients c 1 , . . . , c 4 can appear in the power expansion of a conic function x → y(x). But if we now let these coefficients depend polynomially on parameters, then the situation will be different: there are strong restrictions on this dependence. Proposition 3.1. Consider a power expansion (5), whose coefficients lie in a unique factorization domain (e. g. a polynomial ring). If the coefficients c i are subject to relations (7), and c 2 contains no cubes in its factorization, then both c 3 and c 4 are divisible by c 2 .
Proof. Denote by R the unique factorization domain containing the coefficients c i . Let p be a prime element of R. Consider a linear relation in R of the form r 1 + · · · + r k = 0. Define the p-type of this relation as the k-tuple of nonnegative integers (σ 1 , . . . , σ k ), where σ i is the biggest power of p that divides r i , for i = 1, . . . , k.
It is obvious that the p-type of any relation cannot have a unique minimum. In other words, if σ i is the smallest number among σ 1 , . . . , σ k , then there exists j = i such that σ j = σ i .
Denote by n 2 , n 3 and n 4 the largest powers of p that divide c 2 , c 3 and c 4 , respectively. It suffices to show that for n 2 = 1 or 2, we have n 3 n 2 and n 4 n 2 . Note that the first relation from (7) has p-type (3n 3 , n 2 + n 3 + n 4 , 2n 2 + n 5 ) whereas the second has p-type (4n 3 , n 2 + 2n 3 + n 4 , 2n 2 + 2n 4 , 2n 2 + n 3 + n 5 , 3n 2 + n 6 ).
First assume that n 2 = 1. Then the first relation from (7) has p-type (3n 3 , 1 + n 3 + n 4 , 2 + n 5 ). If n 3 were 0, then 3n 3 would be the unique minimum of this p-type. Hence n 3 is at least 1. The second relation from (7) has p-type (4n 3 , 1 + 2n 3 + n 4 , 2 + 2n 4 , 2 + n 3 + n 5 , 3 + n 6 ). If n 4 were 0, then 2 + 2n 4 would be the unique minimum. Hence n 4 is at least 1.
Assume now that n 2 = 2. The same argument as that we used above proves that both n 3 and n 4 are at least 1. It is also clear that n 5 1 (otherwise 2n 2 + n 5 would be the unique minimum of the first p-type). But if n 3 were 1, then 4n 3 would be the unique minimum of the second p-type. Hence n 3 2. If n 4 were 1, then 4 + 2n 4 would be the unique minimum of the second p-type. Hence n 4 2. 
If we make an analytic change of parameters
then the Taylor coefficientsγ i of the same curve with respect to the new parameter τ (which are defined byγ(τ ) = γ(t(τ )) =γ 1 τ +γ 2 τ 2 + · · · ) are linear combinations of γ 1 , . . . , γ i , whose coefficients depend polynomially on t 1 , . . . , t i . Moreover, γ i appears in the expression forγ i with coefficient 1.
This statement is obvious. Proposition 3.3 (Khovanskii [3] ). Let Φ : (C 2 , 0) → (C 2 , 0) be a local analytic diffeomorphism, whose first differential at 0 is the identity. Introduce a coordinate system in C 2 . Suppose that, for any given k ∈ C, the Φ-image of the line spanned by (1, k) is the set of points (x, y) ∈ C 2 such that
Then c i is a polynomial of k of degree 2i − 1 for each i 2.
Proof. Let Φ 1 + Φ 2 + · · · be the Taylor series for Φ. We have We know that
Setting c 1 = k, equate the coefficients with all powers of t: Proof. Any curve of the pencil is given by the equation
In this equation, the coefficient with x i is (0, c i ). Since c i are divisible by c 2 for i = 3, . . . , N , the coefficients (0, c i ) are proportional to (0, c 2 ) with polynomial coefficients (i. e. with coefficients depending polynomially on k).
Set γ(t) = (x(t), y(t)) = Φ(t, kt) and γ i = Φ i (1, k) . Then
By Lemma 3.2, the coefficients γ i , i = 3, . . . , N are linear combinations of γ 1 = (1, k) and γ 2 with polynomial coefficients. In other words, Φ i (1, k), i = 3, . . . , N , are linear combinations of Φ 1 (1, k) and Φ 2 (1, k) with polynomial coefficients. It follows that Φ i , i = 3, . . . , N are linear combinations of Φ 1 and Φ 2 with polynomial coefficients.
Proof of Theorem 1.1. By Propositions 3.4 and 3.1, the polynomial maps Φ 3 and Φ 4 are linear combinations of Φ 1 and Φ 2 with polynomial coefficients. The rest of the proof is the same as at the end of Section 2.
Quadratic Maps between Projective Planes
In this section, we give a geometric description of quadratic maps between two complex projective planes. The results are mostly classical, and they mostly go back to A. Cayley.
A homogeneous quadratic map between two vector spaces is a map given in linear coordinates by homogeneous quadratic forms. Consider complex vector spaces V and W of dimension 3 and a homogeneous quadratic map F : V → W between them. To emphasize the number of arguments (1 in this case) we will sometimes write F ( · ) instead of F . It will also be convenient for us to use the same letter F for another map with different number of arguments, say, 2. We will write F ( · , · ) to distinguish it from F ( · ). By F ( · , · ) we will always mean the polarization of F . This is a symmetric bilinear map from V × V to W such that F (x, x) = F (x) for all x ∈ V.
Consider the projectivization P(V) of V. For any nonzero vector x ∈ V denote by [x] the image of this vector under the canonical projection onto P(V). The map F defines a map [F ] between projective spaces P(V) and P(W). Define the Jacobian curve J of [F ] to be the set of all points [x] ∈ P(V) such that F (x, · ) is a degenerate operator.
Theorem 4.1. There exists a nonzero complex bilinear pairing · , · between V and W such that the 3-linear form · , F ( · , · ) is symmetric in all arguments.
Proof. This follows essentially from the counting of parameters. Introduce a basis (e 1 , e 2 , e 3 ) in V. We have the following 9 linear equations on · , · :
The form · , · has 9 coefficients. Thus we have 9 equations on 9 unknowns. In general, such system would not have nonzero solutions. However, there is a relation between the equations displayed above. Indeed, the equation e 2 , F (e 3 , e 1 ) = e 3 , F (e 2 , e 1 ) can be obtained by means of the other equations as follows: e 2 , F (e 3 , e 1 ) = e 2 , F (e 1 , e 3 ) = e 1 , F (e 2 , e 3 ) = = e 1 , F (e 3 , e 2 ) = e 3 , F (e 1 , e 2 ) = e 3 , F (e 2 , e 1 )
We now have only 8 equations on 9 unknowns. Therefore, this system must have a nonzero solution. In other words, there is a form · , · that is not identically zero and that satisfies the symmetry property.
Let us work out the generic case: the Jacobian curve J is irreducible. This means, in particular, that J contains no lines. Proof. Note that any vector in the kernel of · , · represents a point in J. Indeed, suppose that x is in the kernel. Then for all y, z ∈ V we have x, F (y, z) = 0, or, which is the same, y, F (x, z) = 0. Since · , · is not identically zero, we can choose y so that y, · is a nonzero linear functional. But then the image of the linear map F (x, · ) lies in the zero-level of the linear functional y, · , which is a proper subspace. Thus F (x, · ) is not onto, i. e. it is degenerate, hence [x] ∈ J.
First assume that the kernel of · , · has dimension 2. Then its projectivization is a line. This line must lie in J, which contradicts our assumption that J is irreducible.
Assume now that the kernel of · , · has dimension 1. Then we can choose two vectors y 1 and y 2 such that y 1 , · and y 2 , · are linearly independent linear functionals. Recall that for any x in the kernel of · , · and any z ∈ V, we have y 1 , F (x, z) = y 2 , F (x, z) = 0. Therefore, the image of F (x, · ) is at most 1-dimensional, which means that the kernel of F (x, · ) is at least 2-dimensional. This contradicts Lemma 4.2.
Recall that the class of a plane curve is the degree of the dual curve. Proof. Consider a projective line L in P(V) that intersects the cubic curve J at three points, and these points are not critical points of [F ] restricted to L. Clearly, a generic line satisfies these properties (note that the second property holds if and only if L does not pass through a pair of conjugate points on J). We can also assume that the tangent line to J at each point p of L ∩ J does not pass through the point conjugate to p.
Let t → [a + bt] be a linear parameterization of L. We have 
