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Abstract 
Although Biologically-Inspired Design is gaining popularity, state-of-the-art approaches for systematic Biologically-Inspired 
Design are still limited by the required interactive work which is proportional to the applied biological database size. This 
interactive work, depending on the adopted methodology, might encompass model instantiation for each strategy in the biological 
database, classification into a predefined scheme, or extensive result filtering. To address this bottleneck, a scalable approach to 
systematic Biologically-Inspired Design, with the potential to leverage large numbers of biological strategies, is presented. Central 
to the approach are a set of Organism Aspects that form a conceptual representation of the biological domain. Inspired by the theory 
of inventive problem solving, this conceptual representation is an abstraction that facilitates knowledge reuse. The proposed 
Organism Aspects information structure supports a number of new systematic innovation functionalities aimed at assisting 
designers looking for bio-inspiration. Amongst these functionalities are the following: identification of a set of organisms relevant 
for the designer, a relevance sorted list of biological documents, and in-text annotation to facilitate cross-domain analogy 
identification. 
© 2015 The Authors. Published by Elsevier Ltd. 
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1. Introduction 
For designers in need of inspiration, nature is a possible source domain for the identification of design-by-analogy 
solutions. There are two main advantages the field is often associated with: sustainability and proven performance 
[1,2]. Furthermore, drawing inspiration from a largely unused biological knowledge domain entails a higher 
probability of identifying out-of-the-box ideas. Other noteworthy advantages of biomimetic products are their 
enhanced marketability and financial savings through efficient use of energy and other resources. 
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These high expectations of bio-inspired products are currently not met with adequate methods and algorithms that 
enable designers to systematically identify candidate biological strategies for biomimetic design. Most existing 
biomimetic ideas currently originate from spontaneous inspiration. For example, George de Mestral, the inventor of 
Velcro, serendipitously observed the ability of the cocklebur to attach to the fur of his dog. This inspired him to study 
the phenomenon in detail and to develop the well-known innovation. Another way to integrate bio-inspiration into the 
innovation process is the employment of a multidisciplinary design team. This approach is expensive, and provides 
no guarantee for success as biologists are typically specialized and hence biased to their specific field of expertise. A 
third way of tapping into nature for inspiration is the use of a systematic BID (SBID) methodology, of which a number 
have been developed as explained in the next section. These approaches currently struggle with scalability and are 
proof-of-concepts with rather small biological databases compared to nature’s potential. 
As objective for the research underlying this paper, a scalable systematic BID (SSBID) ideation system is envisaged 
that leverages the world’s knowledge about nature by identifying those biological strategies interesting for a specific 
design problem. Currently about 1.7 million species are named, while the total number is expected to be between 5 
and 30 million [3]. Although today only a fraction of these 1.7 million identified organisms is studied in detail, there 
exist many sources, such as books, journals and online resources, where biological knowledge is documented. 
Considering the large work that lays ahead for biologists to completely describe and comprehend all of nature’s 
phenomena, these sources are expected to keep on growing. Therefore, this paper presents the core components of a 
SSBID ideation system, one that can integrate any number of biological strategies without difficulties scaling up. 
Central to the system is a conceptual abstraction level, inspired by TRIZ.  
 
Fig. 1. TRIZ analogy of the proposed system 
 
The Theory of Inventive Problem Solving (TRIZ) is based on the manual analysis of what TRIZ practitioners 
estimate to be around 40,000 inventive patents. By deductive reasoning, the applied specific inventive solutions were 
mapped to a small number of extracted abstract inventive principles. This specific to abstract mapping was the basis 
for a methodology and a set of tools for generating inventive solutions. TRIZ users rely on their experience and skills 
to map a specific problem to a more abstracted problem formulation. After applying the tools, TRIZ users map the 
obtained abstract solutions back to their specific situation. The arrows in the left part of Figure 1 illustrate this 
approach. To the right in the figure, one can see that the proposed BID system integrates an analogous abstraction 
level, where the specific technical problem is first abstracted into one or more Product Aspects [16]. Next, these PAs 
are linked to one or more Organism Aspects which form the abstract solution that leads to specific biological solutions. 
Sections 3 and 4 describe this approach in detail together with an example. 
2. Related Research 
For a detailed explanation of the relevant systematic BID (SBID) contributions, the authors refer to [4] where 
each approach is positioned in the following four SBID process steps: problem formulation, solution search, filter and 
analysis of alternatives and knowledge transfer. Here, a brief overview of the state-of-the-art in SBID is given, 
organized according to the type of required interactive work per biological strategy to integrate, as this is the focus of 
the contribution of this paper. From this point of view, related research can be organized into three groups: manual 
classification of biological strategies into a predefined classification scheme (1), manual model instantiation for each 
biological strategy (2) and manual result filtering (3).  
There are two contributions that require positioning each biological strategy into a classification scheme. One is 
Ask Nature, which places biological strategies in a functional, hierarchical taxonomy called the Biomimicry 
Taxonomy. The designer looking for bio-inspiration needs to formulate his or her design problem in this taxonomy. 
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For example, when looking for bio-inspiration for a robot that climbs walls, the problem should be formulated as move 
or stay put at the highest or group level in the biomimicry taxonomy, as move at the second or sub group level and as 
move on solids at the third or function level. Such Biomimicry Taxonomy indexes enable knowledge base searching. 
The other is BioTRIZ [5], which aims at integrating biological knowledge in the TRIZ methodology [6] by positioning 
the source domain information in the BioTRIZ contradiction matrix. This contradiction matrix has six parameters 
based on the mantra: things (substance, structure) do things (requiring energy and information) somewhere (in space, 
time). To identify bio-inspiration, the problem needs to be formulated into a classical TRIZ contradiction, which is 
then reformulated into a BioTRIZ contradiction. This BioTRIZ contradiction then leads the designer to inventive 
principles learned from the manual analysis of 2500 contradictions in 500 biological phenomena. 
The following three SBID approaches require the manual instantiation of detailed models for each biological 
phenomenon to be integrated in a structured knowledge base. To the best of our knowledge, such a methodology has 
currently been reported for Functional Basis models [9,10], for Structure-Behavior-Function (SBF) models [9] and 
for SAPPhIRE models of causality [10]. Model instantiation is a time-consuming manual task encompassing a detailed 
analysis of both the engineering and biological systems to express them on a common abstraction level in order to 
facilitate knowledge transfer. 
Finally, there are two methodologies that require extensive result filtering. A manual, iterative bio-inspiration 
search [11] starts from a functional keyword search; and, from the obtained results, extracts new biological keywords 
for future searches. In this way, biological search words, initially not known to be relevant to the problem, are 
identified. A contribution to automate the identification of biologically relevant search words [12] attempts to bridge 
the terminology gap between the engineering and biological domain by means of a systematic, semi-automatic search 
method that requires the design problem to be expressed in functional keywords; and then generates biological 
meaningful bridge verbs and text passages containing them. The method is iterative in nature, requiring interactive 
evaluation of numerous retrieved text fragments for each corpus document. Hence, the approach cannot be expected 
to scale to large biological corpora. 
All of the above methodologies entail interactive work proportional to the size of the biological database; and 
these methodologies hence cannot be expected to scale for the envisaged large repository. Table 1 gives an overview 
of the reported database sizes. Notably, two methodologies turned to social computing to scale the required manual 
classification or model instantiation, these are respectively AskNature and Biologue [13]. It is yet to be shown that 
crowdsourcing results in a SSBID system that integrates a significant portion of human knowledge about nature. 
The authors present a first SSBID system based on the above introduced AskNature tool in [14], where the time-
consuming task of manually positioning biological strategies in the Biomimicry Taxonomy is automated. Because of 
the current state of AskNature’s reference database, which has few reference strategies per Biomimicry Taxonomy 
category, this SSBID approach can, currently, only be validated on those Biomimicry Taxonomy classes with sufficient 
reference document support. The research presented in this paper details a second approach that does not require such 
interactively annotated reference documents, making it an improvement on the state-of-the-art in SSBID. 
 
 Table 1. Overview of existing database sizes and content 
3. System architecture 
The proposed system is depicted in Figure 2. Central are two conceptual representations, one for the technical and 
one for the biological domain, respectively Product Aspects and Organism Aspects. The process of generating PAs 
Method Size and Content Reference 
Bridge verbs 1 biological introductory handbook [12] 
SBF 40 SBF models of biological systems, of which 22 complete [15] 
Functional Basis 30 models of biological phenomena [7] 
SAPPhIRE 20 biomimetic examples (engineering and biological systems)  
100 biological strategies about motion in nature 
[10] 
AskNature 1531 detailed descriptions of biological strategies http://www.asknature.org/ 
BioTRIZ 2500 conflicts, from an analysis of 500 biological phenomena [5] 
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from a patent database is fully described in [17,18]. Analogously, OAs are generated from a database of biological 
strategies. Because OAs generation and the required preprocessing steps are inspired by PAs generation, these 
processes share quite some high-level similarity. Nevertheless, it is necessary to detail the different OAs generation 
steps in Sections 3.1 and 3.2 as some require a specific implementation. In Section 3.3, an algorithm for automated 
mapping between PAs and OAs is presented that allows the linking of biological solutions to technical problems.  
 
 
Fig. 2. System architecture 
3.1. Preprocessing 
There are five preprocessing steps that, together, transform the biological full-text corpus in a term-document 
matrix (TDM). The TDM is the corpus representation in the Vector Space Model (VSM) [18]. This algebraic model 
represents documents as vectors, where each dimension corresponds to a unique corpus word or feature; and each 
feature value corresponds to the importance of the word in the document. An overview of the subsequent preprocessing 
steps is shown in Fig. 3. 
 
Fig. 3. Preprocessing, from corpus to document-term matrix 
 
First, a standard Trigrams’n’Tags (TnT) tagger [19] annotates each biological text with Part-Of-Speech (POS) [20] 
information and only verbs, adverbs, adjectives and nouns are retained for further processing. For example, the 
sentence “The dog ate” would be annotated with the grammatical function of the words in the sentence, e.g. “The 
(determiner) dog (noun) ate (verb).”, and only the terms dog and ate are retained.  After this step, corpus documents 
are treated as bags of words, meaning that their content is represented as an unordered set of words, ignoring word 
order and lexical relationships.  
Second, WordNet-based lemmatization [21] reduces each remaining term, assisted with its associated POS tag, to 
its lemma. Lemmatization also eliminates all terms that are not inflections of WordNet lemmas. It is an important 
preprocessing step since it summarizes the document vectors and hence the final TDM. For example: the term 
swimming occurring 8 times in a document can be linked to the term swims occurring 4 times in the same document 
through the association of both terms with the lemma swim, and the frequencies of the two features swimming and 
swims can be summed to 12 for the feature swim. From here on, the concept term will refer to lemmas, in order to 
enable the use of standard terminology like term-document matrix, instead of lemma-document matrix.   
Next the occurrences of organism names in the texts are filtered to avoid that the resulting structure from the OAs 
generation process would represent parts of the Linnaean taxonomy. Filtering organism names is comparable with 
filtering words related to products in [17] as in both approaches inter-document links are removed to bring out structure 
relevant for design-by-analogy. Omitting organism name filtering can cause, for example, a strong but undesirable 
link between a sample document discussing the strong turtle bites and a reference document detailing turtle shields. 
Organism name detection is performed by LINNAEUS [22], an open source species name identification system. Its 
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database, containing only names at species-level, is expanded to include all scientific and common organism names 
of the National Center for Biotechnology Information (NCBI) taxonomy. As biological strategies often contain 
mentions of ranks higher than the species level, all 26 biological ranks are included. 
In the fourth filtering step, stop words [23] are removed, as they do not represent relevant document content. 
Examples of stop words are the, and, a, that, was, etc. The full list used in the proposed system can be consulted in 
the above reference. Finally, manual filtering identifies those terms in the corpus dictionary that are interesting for 
knowledge transfer from the biological source domain to the technical target domain. This step retains only 30% of 
the lemma dictionary. For example, the most frequently occurring verb-lemmas that are discarded are: show, suggest, 
determine, find, compare, occur and measure; while the most frequently occurring retained verb-lemmas are: remove, 
reach, see, collect, carry, feed and hold. Manual filtering is important for processing efficiency and noise reduction 
during OAs generation; and is performed on each of the above mentioned Part-Of-Speech categories. 
3.2. Organism Aspect Generation 
The term-document matrix obtained from preprocessing is a matrix where each element Aij represents the number 
of times the term i occurs in document j. This matrix is weighted with a Term Frequency Inverse Document Frequency 
(tf-idf) scheme [24] and normalized to account for different document text lengths. The OAs generation process is 
depicted in Figure 4. 
 
Fig. 4. Organism Aspect generation process 
 
The tf-idf weighted term-document matrix is subjected to Singular Value Decomposition (SVD) [25,26]. This 
analysis allows extracting a predefined number of Principle Components (PCs), of which the first principal component 
is the linear dimension oriented in such a way that it explains the maximum amount of variance in the data set. Each 
succeeding principal component represents as much of the remaining variability as possible, taken into account that 
all principal components are orthogonal to each other. This dimensionality reduction process results in two smaller 
matrices: a term-PC and a PC-document matrix. The authors currently calculate 300 principal components, which is 
an arbitrarily chosen number for proof-of-concept purposes. 
In a tf-idf weighted term-document matrix, each coordinate can be loosely interpreted as the number of times the 
term occurs in a document. These coordinates are expressed in correlated variables, as the number of times a term 
occurs in a certain document can be related to the number of times it occurs in other documents. For example, 
documents containing a high frequency of the term eating are more likely to contain terms like feeding or ingesting 
than random documents. 
In a term-PC matrix all terms are expressed in a smaller number of uncorrelated variables or principal components. 
Furthermore, it has been demonstrated [16,17] that Varimax rotation [27] facilitates the interpretability of the resulting 
principal components. After rotation, the PCs are called Organism Aspects (OAs) and represented by a number of 
ranked terms. These groups of ranked terms are manually interpreted to label the OAs. OAs generation results in a 
term-OA and an OA-document matrix that are the basis information structures for the functionalities described in 
Section 4. 
3.3. Mapping 
After having calculated a term-PA matrix as specified by Verhaegen et al. [17] and a term-OA matrix as explained 
in the previous section, both matrices can be multiplied with the term indices as common dimensions to obtain a PA-
OA matrix that expresses the similarity between the technical and biological concepts. This results in three different 
types of relationships between PAs and OAs. First, there are the (near) identical concepts, for instance both sets contain 
the concept fluorescence with is expressed by a high value in the PA-OA matrix. The automated mapping of (near) 
identical OAs still allows domain specific terminology to be mapped as it is not necessary that all the terms in the 
789 D. Vandevenne et al. /  Procedia Engineering  131 ( 2015 )  784 – 791 
(near) identical PA and OA fluorescence vectors are identical. Second, there are links between concepts in both 
domains that express a semantic relation. For example, other organism aspects strongly related to the product aspect 
fluorescence are spectral, reflectance, optical, etc. Here there is a cross domain bridge on the conceptual level as, for 
instance, the PAs fluorescence and illumination both have a strong link to the OA bioluminescence, or the PA drilling 
that has a strong link to the OA digging. Third, as can be expected, most potential links between PAs and OAs are 
meaningless, which results in a zero or near zero value in the PA-OA matrix.  Mapping links the concepts from the 
technical domain to the concepts in the biological domain and, hence, patents to biological papers and products to 
organisms. This enables the development of a number of functionalities explained in the next section.  
4. System Functionalities 
As illustrated by Figure 2, first the problem at hand needs to be formulated as a selection of one or more PAs. This 
process is facilitated by applying automated characterization of products with product aspects [17]. It is then up to the 
designer to select a subset of the suggested product aspects most relevant to his or her design problem. For example, 
for the product display, the following technical concepts are suggested in order: repeating/data transmission, text and 
illustration, color perception, illumination, vibrating, etc. Assume, for example, that one is looking for a new way to 
generate color on a display. For this problem, the product aspect color perception would be chosen. Next, as described 
in Section 3.3, automated mapping links organism aspects to the selected product aspect. The organism aspect 
suggestions of the system for the product aspect color perception are in decreasing order of importance: color, 
coloration, spectrum/reflectance, spectral, optical, illumination, etc. For the functionality illustration in the following 
subsections, the first organism aspect color is selected.  
4.1. Organism identification 
In order to identify the most relevant organisms from the corpus to the specific design problem, first, each biological 
document is associated with an organism. Executing the same mention detection algorithm, as described in Section 
3.1, with the document titles as input, results in the identification of the main organism the documents focus on. Next, 
the OA-document vector obtained from the organism aspect generation process can be transformed into an OA-
organism matrix by taking the average of the document vectors associated to each unique organism. From this OA-
organism matrix the most relevant organisms for a selected OA can be directly retrieved. The tool represents this list 
in a table format where each organism is represented by a picture, its name and the number of strategies associated 
with it in the database. As an example, Fig. 5 shows the highest ranking organisms for the OA color. 
 
Fig. 5. Illustration of organism identification for the OA color 
4.2. Strategy identification 
From the OA-document vector obtained from the organism aspect generation process, an ordered list of biological 
strategies can be directly extracted for a selected organism aspect by taking the highest values in the corresponding 
organism aspect row of the matrix. The top scoring strategies are illustrated by Figure 6 for the organism aspect color. 
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Strategies are presented with their title and focus organism. The user can select any strategy title and the corresponding 
abstract is shown together with a link to the full text. A similar list could have been generated for the organism aspect 
coloration, spectrum / reflectance, etc. As initial validation of the tool the authors observe that the ninth result for the 
organism aspect coloration is titled “Spectral reflectance and directional properties of structural coloration in bird 
plumage” and the second and fourteenth result for the organism aspect spectrum/reflectance are respectively titled 
“Glass scales on the wing of the swordtail butterfly Graphium sarpedon act as thin film polarizing reflectors” and 
“Anatomically diverse butterfly scales all produce structural colours by coherent scattering”. These titles point 
towards an already invented technology trademarked as mirasol which is inspired by how some species of birds and 
butterflies generate color. Therefore, for this case, the generated stimuli can be said to provide useful links likely to 
lead to a proven innovation. 
 
Fig. 6. Illustration of strategy identification 
4.3. In-text annotation 
In order to assist the user to identify the most relevant parts of text, the term-OA matrix, a product from the 
organism aspect generation process, is leveraged. For the selected organism aspect, the terms with the highest loading 
form the basis for automated annotation.  In titles, abstracts and full texts the inflections of those high-scoring terms 
are highlighted, as illustrated by Figure 6. This helps the user sift through the results. 
5. Conclusion 
The architecture of a TRIZ-inspired, scalable bio-ideation tool is presented together with a number of initial 
functionalities that help designers to retrieve biological systems relevant to his or her problem at hand. The proposed 
Scalable Systematic Biologically-Inspired Design (SSBID) system sets itself apart from the state-of-the-art by its 
inherent scalability, as no interactive work is required per biological strategy. Central to the approach are Product and 
Organism Aspects, an abstraction level that allows the user to navigate from a specific technical problem to specific 
biological solutions. In the near future, the authors will focus on database expansion, the development of more 
advanced functionalities to assist during the early stages of the Scalable Systematic Biologically-Inspired Design 
process and more elaborate validation of the bio-ideation tool’s performance.  
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