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THE PPW CONJECTURE IN CURVED SPACES
NICK EDELEN
Abstract. In Euclidean ([AB92]) and Hyperbolic ([BL07]) space, and the
round hemisphere ([AB01]), geodesic balls maximize the gap λ2−λ1 of Dirich-
let eigenvalues, among domains with fixed λ1. We prove an upper bound on
λ2−λ1 for domains in manifolds with certain curvature bounds. The inequality
is sharp on geodesic balls in spaceforms.
1. Introduction
In the ’90s Ashbaugh-Benguria [AB92] settled the following conjecture of Payne,
Polya and Weinberger.
Theorem 1.1 (PPW conjecture, [AB92]). Among all bounded domains in Rn, the
round ball uniquely maximizes the ratio λ2
λ1
of first and second Dirichlet eigenvalues.
Given a bounded domain Ω ⊂ Rn, the Dirichlet eigenvalues λi = λi(Ω) are
solutions to the PDE
(1) ∆u+ λiu = 0 in Ω, u = 0 on ∂Ω,
where ∆ denotes the usual Laplacian
∑
k ∂
2
k.
Physically the λi correspond to harmonics in a flat drum of shape Ω, so Theorem
1.1 says that one can tell whether a drum is circular by listening to only the first
two harmonics. As an aside we mention that Theorem 1.1 is very unstable: by
gluing balls of various radii together with thin strips, one can construct domains
with ratio λ2/λ1 arbitrarily close to the maximum, but which are far from being
circular.
Payne-Polya-Weinberger [PPW56] originally bounded the ratio λ2/λ1 by 3. Their
bound was subsequently improved by Brands [Bra64], de Vries [dV67], then Chiti
[Chi83], until Ashbaugh-Benguria proved the sharp inequality, building on the work
of Chiti and Talenti [Tal76]. For more history and references see [AB92].
If one considers the problem (1) for domains in a curved space M , with the
corresponding metric Laplacian, one is effectively considering harmonics on a drum
with tension. Benguria-Linde [BL07] extended the PPW conjecture to hyperbolic
space.
Theorem 1.2 (PPW for hyperbolic space, [BL07]). Among all bounded domains
in Hn with the same fixed first Dirichlet eigenvalue λ1, the geodesic ball maximizes
λ2.
In Rn the ratio λ2/λ1 is scale-invariant, but in other spaces the appropriate
inequality requires one to normalize competitors by λ1. Ashbaugh-Benguria [AB01]
also extended the PPW conjecture to the hemisphere in Sn.
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Theorem 1.3 (PPW for hemispheres, [AB01]). Among all bounded domains in
the hemisphere of Sn with the same fixed Dirichlet eigenvalue λ1, the geodesic ball
maximizes λ2.
In this paper we seek to prove a general upper bound, in terms of geometric
quantities, on the gap λ2 − λ1 for a bounded domain in a manifold M , and which
reduces to the inequalities 1.1, 1.2, 1.3 when M is a spaceform. The case of warped
product manifolds has been considered by Miker [Mik09] in her thesis, though we
find her result less geometrically intuitive.
Before stating our Theorem we introduce some notation. Given a Riemann-
ian manifold Mn, we write SectM , RicM for the sectional, Ricci curvatures (re-
specively). Given a bounded domain Ω ⊂ M , write |Ω|M for the n-dimensional
volume of Ω, |∂Ω|M for the (n− 1) Hausdorff measure of ∂Ω, and diam(Ω) for the
diameter of Ω, each taken with respect to M ’s Riemannian metric.
Let Nn(k) be the spaceform of constant sectional curvature k. Define the gen-
eralized sine function snk on R by
snk(r) =


1√
k
sin(
√
kr) k > 0
r k = 0
1√−k sinh(
√−kr) k < 0
.
The following isoperimetric inequality holds for any bounded domain Ω ⊂ Nn(k):
(2) |∂Ω|N ≥ An,k(|Ω|N ),
with equality iff Ω is a geodesic ball (see [Sch44]).
Fix (for the duration of this paper) Mn to be a complete, simply-connected
n-manifold with SectM ≤ k. Then for some α ≤ 1, M satisfies an isoperimetric
inequality
(3) |∂Ω|M ≥ αAn,k(|Ω|M )
for any bounded domain Ω. We assume throughout this paper that α > 0, which is
no real loss of generality as we only concern ourselves with a compact neighborhood
of Ω.
If k ≤ 0 then Ω has a closed geodesic convex hull, which we write as hullΩ. Using
elementary comparison geometry one can verify that diam(Ω) = diam(hullΩ).
If k > 0, we impose the condition on Ω that we can find some strongly convex
closed set, which we also write as hullΩ, containing Ω and satisfying the following
properties
A) diamΩ = diam(hullΩ) < min{ π
2
√
k
, injectivity radius of M},
B) |hullΩ|M < |N(k)|N(k)/2.
By strongly convex we mean that the minimizing geodesic connecting any two
points in hullΩ itself lies in hullΩ. We require A) so that the exponential function
expp is a diffeomorphism onto hullΩ, for any p ∈ hullΩ; we require B) so that we
can ultimately work in the hemisphere of N .
We extend Theorems 1.1, 1.2, 1.3 to prove the following inequality for the gap
λ2 − λ1.
Theorem 1.4. Let Ω be a bounded domain in Mn. If k > 0 let Ω be such that some
hullΩ exists. Let Bα,Ω be a geodesic ball in N
n(k), normalized so that λ1(Bα,Ω) =
α−2λ1(Ω).
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If Ric ≥ (n− 1)K on hullΩ, then
(4) λ2(Ω)− λ1(Ω) ≤
(
snK(diamΩ)
snk(diamΩ)
)2n−2
(λ2(Bα,Ω)− λ1(Bα,Ω)).
In particular, if k = K then the constant factor is 1, and the inequality is sharp on
geodesic balls.
On spaceforms (i.e. when k = K) Theorem 1.4 reduces to the sharp estimates in
[AB92], [BL07], [AB01]. In Hadamard manifolds we have a more explicit estimate,
due to the scaling of λi in R
n.
Corollary 1.5. Suppose k = 0, and Ω is a bounded domain in Mn so that RicM ≥
(n− 1)K on hullΩ. Then
λ2(Ω)
λ1(Ω)
− 1 ≤ 1
α2
(
sinh(
√−Kdiam(Ω))√−Kdiam(Ω)
)2n−2(
λ2(B
n
1 )
λ1(Bn1 )
− 1
)
.
Here Bn1 is the unit ball in R
n.
Remark 1.6. The constant factor in Theorem 1.4 is the ratio of areas of geodesics
spheres:
λ2(Ω)− λ1(Ω) ≤
( |∂BdiamΩ|N(K)
|∂BdiamΩ|N(k)
)2
(λ2(Bα,Ω)− λ1(Bα,Ω)).
Remark 1.7. We emphasize that in many cases α can be explicitly computed. If
k = 0, then Croke [Cro84] proved an isoperimetric relation
|∂Ω| ≥ cn|Ω|
n−1
n ,
where cn is given by an integral formula of trigonometric functions. If n = 4 then
in fact cn is the Euclidean constant, and so α = 1.
More generally, the Hadamard conjecture implies that if k ≤ 0, then α = 1.
The conjecture is known in the following case: n = 2, proved by Weil [Wei26] (for
k = 0), and Aubin [Aub76] (k < 0); n = 3, proved by Kleiner [Kle92]; n = 4,
proved by Croke [Cro84] when k = 0. Further, when n = 4 and k < 0, Kloeckner-
Kuperberg [KK13] proved that domains in M which are appropriately ”small” (in
a quantitative sense) satisfy the Hadamard conjecture. The problem is open for
general n.
If the metric gM is C
0-close to gN , then α can be written in terms of this bound.
Our approach follows [AB92], though subtleties arise in the presence of non-
constant curvature. We “symmetrize” a function defined on M to a function de-
fined on N(k). We prove a version of Chiti’s theorem for this notion of symmetriza-
tion, which requires a “sharp” form of Faber-Krahn for manifolds satisfying a weak
isoperimetric inequality (3). The constant term in Theorem 1.4 essentially results
from the fact that symmetrization does not anymore preserve symmetric functions
(Proposition 2.3).
We remark that our choice of test functions differ from [AB92] even when M =
N(k) = Rn. Unlike [AB92], we ultimately truncate all our functions to hullΩ, which
slightly changes the symmetrizations.
We are not sure whether the diameter or Ricci curvature assumptions are nec-
essary to obtain a gap bound like Theorem 1.4, though they are necessary in our
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proof. We mention that Benguria-Linde [BL06] showed that for geodesic balls in
hyperbolic space, the ratio λ2/λ1 is strictly decreasing in the radius.
I thank my advisor Simon Brendle for his advice and encouragement, and for
suggesting this problem. I also thank Benoit Kloeckner for pointing out an error
in an earlier version, and the referees for helpful comments, and for suggesting
Corollary 1.5.
2. Preliminaries
Given p ∈ M , and vectors v, w ∈ TpM , write v · w for the Riemannian inner
product, and |v| = √v · v for the length. expp : TpM → M denotes the the usual
Riemannian exponential map. If f : M → R is differentiable at p, then ∇f is the
gradient vector. We write ωn for the volume of the Euclidean unit ball in R
n.
For the duration of this paper Nn will denote Nn(k). We fix a q ∈ N = N(k),
and write rq(x) = distN (x, q). Given a function f : M → R+, define µf (t) = |f >
t|M . As usual we write sptf for the support of f .
Definition 2.0.1. Take a bounded domain D ⊂M , and a non-negative integrable
f : D → R+. Define the decreasing (resp. increasing) symmetrizations
SD,Nf : N → R+, SD,Nf : N → R+,
by the formulae
SD,Nf(x) = µ−1f (|Brq(x)(q)|N ),
SD,Nf(x) = µ
−1
f (max{|D|M − |Brq(x)(q)|N , 0}).
Let SND be the geodesic ball in N centered at q satisfying |SND|N = |D|M .
In casual terms the SD,Nf (resp. SD,Nf) is the decreasing (resp. increasing)
function of rq(x) fixed by the condition
|SD,Nf > t|N = |SD,Nf > t|N = |f > t|M ∀t > 0.
Both sptSD,Nf and sptSD,Nf are contained in the closure of S
ND.
Remark 2.1. The decreasing symmetrization is actually independent of D, so long
as D ⊃ sptf . In other words, if D′ ⊃ D, then SD,Nf ≡ SD′,Nf . However in the
definition of increasing symmetrization there is an ambiguity without specifying
the domain of definition: if f(x) = 0, do we count that towards the domain of f or
not?
Proposition 2.2. For any p ≥ 1, we have
||f ||Lp(D) = ||SD,Nf ||Lp(N) = ||SD,Nf ||Lp(N).
Proof. By Fubini’s theorem,∫
D
fp = p
∫ ∞
0
tp−1|f > t|Mdt
= p
∫ ∞
0
tp−1|SD,Nf > t|Ndt
=
∫
N
(SD,Nf)p.
The case of SD,Nf is verbatim. 
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Take a p ∈M , and define
mD,p(ρ) = |Bρ(p) ∩D|M .
Similarly, write mN (ρ) = |Bρ(q)|N .
Proposition 2.3. Suppose f : D → R+ is a decreasing function of rp(x) =
distM (x, p), then
SD,Nf(x) = f((m−1D,p ◦mN )(rq(x))).
If, on the other hand, f is increasing in rp, then
SD,Nf(x) = f((m
−1
D,p ◦mN )(rq(x))).
Proof. If f is decreasing in rp, then f
−1(t,∞) = Bρ(p) ∩D for some ρ = ρ(t), and
so µf (t) = mD,p(ρ(t)). Similarly, f is increasing then f
−1(t,∞) = D ∼ Bρ(p).
Now use the definition of SD,Nf , SD,Nf . 
Proposition 2.4. If f, g : D → R+, then∫
SND
(SD,Nf)(SD,Ng) ≤
∫
D
fg ≤
∫
SND
(SD,Nf)(SD,Ng).
Proof. By Fubini’s theorem, we obtain∫
D
fg =
∫ ∞
0
∫ ∞
0
|{f > s} ∩ {g > t}|Mdsdt
≤
∫ ∞
0
∫ ∞
0
min{|f > s|M , |g > t|M}dsdt
=
∫ ∞
0
∫ ∞
0
|{SD,Nf > s} ∩ {SD,Ng > t}|Ndsdt
=
∫
SND
SD,NfSD,Ng.
The penultimate equality arises because both SD,Nf , SD,Ng are decreasing func-
tions of rq (i.e. the upper level-sets are balls concentric about q). By the same
logic, since SD,Ng is an increasing function of rq,∫ ∞
0
∫ ∞
0
|{f > s} ∩ {g > t}|Mdsdt
≥
∫ ∞
0
∫ ∞
0
max{|f > s|M + |g > t|M − |D|M , 0}dsdt
=
∫ ∞
0
∫ ∞
0
|{SD,Nf > s} ∩ {SD,Ng > t}|Ndsdt. 
Proposition 2.5. For any β > 0,
SD,N (fβ) = (SD,Nf)β
and similarly for SD,Nf .
Proof. We have µfβ (t
β) = µf (t), and hence µ
−1
fβ
= (µ−1f )
β . 
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3. Faber-Krahn and Chiti
We need the following weak version of Faber-Krahn. The inequality (5) is a
standard argument, but we find that despite any sharpness of the isoperimetric
profile, we can still obtain a characterization of equality. Recall the definition (3)
of α.
Theorem 3.1 (weak Faber-Krahn). If Ω is a bounded domain in M , then
(5) λ1(Ω) ≥ α2λ1(SNΩ),
with equality if and only if
SΩ,Nu1 ≡ v1
where u1 is the first Dirichlet eigenfunction of Ω, and v1 the first Dirichlet eigen-
function on SNΩ, both normalized so that
||u1||L2(Ω) = ||v1||L2(SNΩ).
Proof. Write SNΩ = B = BR(q), and without loss of generality suppose ||u1||L2(Ω) =
||v1||L2(B) = 1, so of course ||SΩ,Nu1||L2(B) = 1 also. Let µ(t) = |u1 > t|M . For
ease of notation write A = An,k for the isoperimetric profile (2) of the model space
Nn(k), and λ1 = λ1(Ω).
We have, for a.e. t,
−µ′(t) ≥ |∂{u1 > t}|2M
(∫
{u1=t}
|∇u1|
)−1
≥ α2A(|u1 > t|M )2
(∫
{u1=t}
|∇u1|
)−1
= α2A(µ(t))2
(∫
u1>t
−∆u1
)−1
= α2A(µ(t))2
(
λ1
∫ µ(t)
0
µ−1(σ)dσ
)−1
,
and hence
(µ−1)′(s) ≥ −λ1
α2
A−2(s)
∫ s
0
µ−1(σ)dσ.
Since |B|N = |Ω|M , and u1 = 0 on ∂Ω, then SΩ,Nu1 has Dirichlet boundary
conditions. If SΩ,Nu1 6≡ v1, then
λ1(S
NΩ) <
∫
B
|∇SΩ,Nu1|2.
Writem(r) = |Br(q)|N , and observe that A(s) = m′(m−1(s)). Since SΩ,Nu1(r) =
µ−1(m(r)), we have
|∇SΩ,Nu1|2 =
[
(µ−1)′(m(r))m′(r)
]2
.
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Therefore, we calculate
λ1(S
NΩ) <
∫
B
((µ−1)′(m(r))m′(r))2
=
∫ R
0
((µ−1)′(m(r))m′(r))2m′(r)dr
≤ λ1
α2
∫ R
0
m′(r)2
A(m(r))2
|(µ−1)′|(m(r))
∫ m(r)
0
µ−1(σ)dσm′(r)dr
=
λ1
α2
∫ R
0
A(m(r))2
A(m(r))2
|(µ−1)′|(m(r))
∫ m(r)
0
µ−1(σ)dσm′(r)dr
≤ λ1
α2
∫ |B|
0
((−µ−1)′(s))
∫ s
0
µ−1(σ)dσds
=
λ1
α2
∫ R
0
µ−1(m(r))2m′(r)dr
=
λ1
α2
∫
B
(SNu1)
2
=
λ1
α2
. 
Suppose Bα,Ω is a ball in N , centered at q, with first eigenvalue λ1(Bα,Ω) =
λ1(Ω)/α
2, and first eigenfunction z. By the maximum principle and simplicity of
λ1, z is a decreasing function of rq. By Faber-Krahn above, λ1(Bα,Ω) ≥ λ1(SNΩ),
and hence B ⊂ SNΩ. Further, if B = SNΩ then necessarily z ≡ SNu1.
We obtain the following weak version of Chiti’s theorem [Chi83].
Theorem 3.2 (weak Chiti). Let Ω ⊂M be a bounded domain with first eigenvalue
λ1(Ω), and first eigenfunction u1. Let Bα,Ω = BR(q) be a ball in N with first eigen-
value λ1(Bα,Ω) = λ1(Ω)/α
2, and first eigenfunction z. Let u1 and z be normalized
so that
||u1||L2(Ω) = ||z||L2(Bα,Ω).
Then there is an r0 ∈ (0, R) so that
z ≥ SΩ,Nu1 on [0, r0]
z ≤ SΩ,Nu1 on [r0, R].
Proof. Let µ(t) = |u1 > t|M and ν(t) = |z > t|N . Write λ1 = λ1(Ω). Recall we had
(µ−1)′(s) ≥ −λ1
α2
A−2(s)
∫ s
0
µ−1(σ)dσ.
By repeating the proof of this with ν instead of µ, we obtain
(ν−1)′(s) = −λ1(Bα,Ω)A−2(s)
∫ s
0
ν−1(σ)dσ
= −λ1
α2
A−2(s)
∫ s
0
ν−1(σ)dσ.
The normalization implies s0 = sup{s ∈ (0, |B|N ) : µ−1(s) ≤ ν−1(s)} is defined
and positive. If s0 = |B|N , then since ν−1(|B|N ) = 0 and µ−1 is decreasing, we
necessarily have that |B|N = |Ω|M . Otherwise u1 would be zero on an open set,
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contradicting unique continuation. If |B|N = |Ω|M then by Theorem 3.1 SΩ,Nu1 ≡
z and the Theorem is vacuous.
So we can assume s0 ∈ (0, |B|N ). Clearly µ−1 ≥ ν−1 on [s0, |B|N ], and µ−1(s0) =
ν−1(s0). We show µ−1 ≤ ν−1 on [0, s0].
Suppose, towards a contradiction, that β = sup[0,s0]
µ−1
ν−1
> 1. Then we calculate,
for s ∈ [0, s0],
(βν−1 − µ−1)′(s) ≤ −λ1
α2
A−2(s)
∫ s
0
(βν−1 − µ−1)(σ)dσ ≤ 0.
And therefore
(βν−1 − µ−1)(s) ≥ (βν−1 − µ−1)(s0) = (β − 1)ν−1(s0) > 0
for any s ∈ [0, s0], contradicting our choice of β. The Theorem follows by choosing
r0 which satisfies |Br0(q)|N = s0. 
Corollary 3.3. If F : SNΩ→ R+ is a decreasing function of rq, then∫
SNΩ
(SΩ,Nu1)
2F ≤
∫
Bα,Ω
z2F
with Bα,Ω, z as in Theorem 3.2. If F is an increasing function of rq, then∫
SNΩ
(SΩ,Nu1)
2F ≥
∫
Bα,Ω
z2F.
Proof. Let r0 be as in Theorem 3.2. For F decreasing, we have that
(z2 − (SΩ,Nu1)2)(F − F (r0)) ≥ 0,
with support in SNΩ. Therefore we have∫
SNΩ
(z2 − (SΩ,Nu1)2)F ≥ F (r0)
(∫
B
z2 −
∫
SNΩ
(SΩ,Nu1)
2
)
= 0
having used Proposition 2.2. The case of F increasing follows similarly. 
4. Proof of Theorem
Fix (for the duration of this paper) Ω, B = Bα,Ω as in Theorem 3.2, so that
λ1(B) = λ1(Ω)/α
2. Take as before u1 for the first eigenfunction of Ω, and z the
first eigenfunction of B. We will sometimes abbreviate λi = λi(Ω).
If P : Ω → R is any Lipschitz function such that Pu1 is L2 orthogonal to u1,
then
(6)
∫
Ω
|∇P |2u21 ≥ (λ2(Ω)− λ1(Ω))
∫
Ω
P 2u21
by min-max (Pu1 has the right boundary conditions) and integration by parts. We
cook up a collection of good test functions Pi.
Write rp(x) = distM (p, x) = | exp−1p (x)|, and define σ(r) by the condition
|Bσ(r)(q)|N = |Br(p) ∩ hullΩ|M .
In the notation of Proposition 2.3, σ(r) = (m−1N ◦mhullΩ,p)(r).
Let h : R+ → R+ be a non-negative Lipschitz function with h(0) = 0. For a
given p ∈ hullΩ, define Pp : hullΩ→ TpM by
Pp(x) =
exp−1p (x)
rp
h(σ(rp)).
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Lemma 4.1. We can choose a p ∈ hullΩ so that ∫
Ω
Pp(x)u
2
1(x)dx = 0.
Proof. Define the vector field
X(p) =
∫
Ω
Ppu
2
1.
We show the integral curves of X define a mapping of hullΩ to itself. Since hullΩ
is convex and contained in the injectivity radius, hullΩ is topologically a ball, and
therefore X must have a zero by the Brouwer fixed point Theorem.
Take q 6∈ hullΩ, but near enough so expq is a diffeomorphism on hullΩ. Let
p ∈ hullΩ be the nearest point to p. By convexity, the vector exp−1p (q) defines a
supporting hyperplane for hullΩ at p. In other words,
exp−1p (hullΩ) ⊂ {v : v · exp−1p (q) ≤ 0}.
By definition of P , we deduce X(p) · exp−1p (q) ≤ 0 also.
Let φt(p) be the integral curves of X(p), and define the function
f(q) =
{
dist(q, hullΩ) q 6∈ hullΩ
0 else
.
Since X is Lipschitz we have by the above reasoning that
lim sup
t→0+
f(φt(p))− f(p)
t
≤ Cf(p),
and therefore f(φt(p)) = 0 if f(p) = 0. This shows φt maps hullΩ into itself. 
Choose an orthonormal basis {ei} of TpM . Define
Pi(x) = ei · Pp(x),
where we choose and fix p (as a function of h) as in Lemma 4.1. So
∫
Ω
Piu
2
1 = 0 for
each i, and by (6) we have∫
Ω
(
∑
i
|∇Pi|2)u21 ≥ (λ2 − λ1)
∫
Ω
(
∑
i
P 2i )u
2
1 = (λ2 − λ1)
∫
Ω
h2(σ(rp))u
2
1.
For ease of notation, in the following we will write g ≡ h ◦ σ and r ≡ rp, so that
Pi(x) = ei · exp−1p (x)g(r)/r. We calculate
d
ds
|s=0Pi(expp(v + sw)) =
d
ds
|s=0
(
ei · (v + sw)g(|v + sw|)|v + sw|
)
= ei · wg(|v|)|v| +
(ei · v)(v · w)
|v|
d
dr
|r=|v|
g(r)
r
.
Choose an orthonormal basis Ei at a fixed x = expp(v), such that E1 =
∂
∂r
.
Write
wj = (D expp |v)−1(Ej)
and since D expp is a radial isometry w1 =
v
|v| . We have
E1Pi = ei · v g(r)
r2
+ ei · v
(
g(r)
r
)′
EjPi = ei · wj g(r)
r
j > 1.
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Therefore∑
i
|∇Pi|2 =
∑
i
(E1Pi)
2 +
∑
j>1,i
(EjPi)
2
= r2
[
g(r)2
r4
+ 2
g(r)
r2
(
g(r)
r
)′
+
(
g(r)
r
)′2]
+
∑
j>1
|wj |2 g(r)
2
r2
= g′(r)2 +
g(r)2
r2
∑
j>1
|wj |2
≤ g′(r)2 + n− 1
sn2k(r)
g(r)2
having used Rauch’s theorem to deduce
1 = |D expp |v(wj)| ≥
snk(|v|)
|v| |wj |.
Recalling the definition g = h ◦ σ, we estimate for a.e. r ∈ rp(Ω),
g′(r)2 +
n− 1
sn2kr
g(r)2 = h′(σ(r))2σ′(r)2 +
n− 1
sn2kr
h(σ(r))2
≤ C21
(
h′(σ(r))2 +
n− 1
sn2kσ(r)
h(σ(r))2
)
where
(7) C1 = max
r∈rp(Ω)
{
σ′(r),
snk(σ(r))
snk(r)
}
.
We obtain
Theorem 4.2. For any Lipschitz h : R+ → R+ with h(0) = 0, we can choose a
point p ∈ hullΩ so that
(λ2(Ω)− λ1(Ω))
∫
Ω
u21h(σ(rp))
2 ≤ C21
∫
Ω
u21F (σ(rp)).
Here F (t) = h′(t)2 + n−1
sn2
k
(t)
h(t)2, and C1 as in (7).
Corollary 4.3. If h, p are as in Theorem 4.2, and h further satisfies:
(⋆)
{
h(r) is increasing
F (r) is decreasing
,
then
(λ2(Ω)− λ1(Ω))
∫
B
z2h(rq)
2 ≤ C21
∫
B
z2F (rq).
Here B and z are as in Theorem 3.2.
Remark 4.4. In Corollary 4.3 we have still not used the lower Ricci curvature
bound.
Proof. Extend u1 by 0 to be define on hullΩ, and recall that Remark 2.1 implies
(8) ShullΩ,Nu1 ≡ SΩ,Nu1.
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We calculate∫
Ω
u21F (σ(rp)) ≤
∫
SNhullΩ
(ShullΩ,Nu1)
2(Shull,N (F ◦ σ ◦ rp))
=
∫
SNΩ
(SΩ,Nu1)
2F (rq)
≤
∫
B
z2F (rq).
In the first line we used Proposition 2.4; in the second line we used Proposition 2.3,
the definition of σ(r), and (8); in the third we used Corollary 3.3.
Using the same Theorems in the same order, but since h is increasing, we have∫
Ω
u21h(σ(rp))
2 ≥
∫
SNhullΩ
(ShullΩ,Nu1)
2(Shull,N (h ◦ σ ◦ rp))2
=
∫
SNΩ
(SΩ,Nu1)
2h(rq)
2
≥
∫
B
z2h(rq)
2.
Now plug these calculations into Theorem 4.2. 
Proof of Theorem 1.4. Recall that Bα,Ω = BR(q) was the geodesic ball in N
n(k)
with first eigenvalue λ1(Bα,Ω) = λ1(Ω)/α
2, and z = z(rq) was its first eigenfunction.
Let J = J(rq) be the radial component of the second Dirchlet eigenfunction of B
(c.f. equation 2.11 of [AB92], section 3 of [BL07], section 3 of [AB01]).
Notice that when k > 0, the assumption |hullΩ|M < |N |N/2 implies SNΩ ⊃ B
lies in the hemisphere.
Define
h(t) =
{
J(t)
z(t) t ∈ [0, R)
lims→R− w(s) t ≥ R
Using Corollary 3.4 of [AB92] (if k = 0), Lemma 7.1 in [BL07] (if k < 0), or
Theorem 4.1 in [AB01] (if k > 0), we deduce that h(t) is increasing, and F (t) =
h′(t)2 + n−1
sn2
k
(t)
h(t)2 is decreasing.
We can therefore apply Theorem 4.3 to deduce
(λ2(Ω)− λ1(Ω)) ≤ C21 (λ2(Bα,Ω)− λ1(Bα,Ω)),
with C1 as in (7).
We show that
C1 ≤
|∂BdiamΩ|N(K)
|∂BdiamΩ|N(k)
.
For ease of notation write mℓ(r) = |Br|N(ℓ). All balls in M are centered at p, and
balls in N(k), N(K) are centered at q, q˜ (resp.).
Suppose Cp is a geodesic cone inM , centered at p, with solid angle γnωn in TpM .
If RicM ≥ (n − 1)K on Br ∩ Cp, then by the Bishop-Gromov volume comparison
we have
|∂Br ∩Cp|M ≤ γ|∂Br|N(K).
Conversely, choosing a linear isometry ι : TpM → TqN(k), take
C′p = (exp
N(k)
q ◦ι ◦ (expMp )−1)(Cp)
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to be a geodesic cone in N(k) with the same cone angle as Cp. Since SectM ≤ k
we have by Hessian comparision that
|Br ∩ Cp|M ≥ |Br ∩ C′p|N(k) = γ|Br|N(k).
Recall that σ(r) = m−1k (|Br(p) ∩ hullΩ|M ). Notice that
Br(p) ∩ hullΩ ⊃ Br(p) ∩ Cp
where Cp is a geodesic cone at p over ∂Br(p) ∩ hullΩ. Therefore
σ′(r) =
1
m′k(m
−1
k (|Br ∩ hullΩ|M ))
|∂Br ∩ hullΩ|M
≤ 1
m′k(m
−1
k (|Br ∩ Cp|M ))
|∂Br ∩ Cp|M
≤ 1
m′k(m
−1
k (γ|Br|N ))
γ|∂Br|N(K)
≤ |∂Br|N(K)|∂Br|N(k)
.
The last inequality follows because the isoperimetric profile An,k(s) = m
′
k(m
−1
k (s))
is concave. We elaborate. The last inequality is equivalent to
m′k(m
−1
k (s)) ≤
m′k(m
−1
k (γs))
γ
for any γ ∈ (0, 1]. But the RHS is a dilation of the graph of the LHS, hence the
inequality follows if the graph is concave. We calculate
(m′k ◦m−1k )′′ =
(m′k ◦m−1k )(m′′′k ◦m−1k )− (m′′k ◦m−1k )2
(m′k ◦m−1k )3
.
Since
(m′km
′′′
k − (m′′k)2)(r) = −(n− 1)n2ω2nsnk(r)2n−4 ≤ 0,
the graph is concave (here again we use that SNΩ lies in the hemisphere of N(k),
if k > 0).
We prove now the inequality
snk(σ(r))
snk(r)
≤ |∂Br|N(K)|∂Br|N(k)
.
Since σ(r) ≤ m−1k (mK(r)), it suffices to prove the inequality
mK(r) ≤ mk
[
sn−1k
(
m′K(r)
m′k(r)
snk(r)
)]
.
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We therefore calculate
mk
[
sn−1k
(
m′K(r)
m′k(r)
snk(r)
)]
= mk
[
sn−1k
(
snK(r)
(
snK(r)
snk(r)
)n−2)]
≥ mk
[
sn−1k (snK(r))
]
= nωn
∫ sn−1
k
(snK(r))
0
snk(ρ)
n−1dρ
= nωn
∫ r
0
snK(ρ)
n−1
√
1−KsnK(ρ)2
1− ksnK(ρ)2 dρ
≥ nωn
∫ r
0
snK(ρ)
n−1dρ
= mK(r),
using that sn′k(r)
2 = 1− ksnk(r)2. 
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