In this paper we describe a new method of calculation of master integrals based on the solution of systems of difference equations in one variable. An explicit example is given, and the generalization to arbitrary diagrams is described. As example of application of the method, we have calculated the values of master integrals for single-scale massive three-loop vacuum diagrams, three-loop self-energy diagrams, two-loop vertex diagrams and two-loop box diagrams. PACS number(s): 11.15.Bt General properties of perturbation theory 02.90.+p Other topics in mathematical methods in physics
In this paper we describe a new method of calculation of master integrals based on solution of difference equations. We introduce our method immediately by means of an example. Let us consider the integral
where
. By using integration-by-parts [1, 2] , one finds the recurrence relation (x − 1)J(x) − (x − 1 − D/2)J(x − 1) = 0 .
This recurrence relation is a first-order linear difference equation with polynomial coefficients for the function J. A solution of Eq.(2) can be written in the form of an expansion in factorial series
a s Γ(x + 1)
where µ, K, and a s are to be determined. By substituting the expansion (3) in the difference equation with the help of the Boole's operators [3] π and ρ, which allow one to rewrite Eq. 
The first coefficient, a 0 , can be determined by comparing the large-x behaviour of the series, J(x) ≈ µ x x K a 0 = x −D/2 a 0 , with the large-x behaviour of the integral (1)
from which one infers a 0 = 1. For large s the coefficients a s grow approximately as s!s D−1 , similarly to coefficients of asymptotic expansions in powers of 1/x, but with the big difference that the factorial growth is compensated by the gamma function in the denominator of Eq.(3), so that the generic term of the sum behaves as s D/2−1−x and the series turns out to be convergent for x > D/2. This is a general feature of expansions in factorial series. Furthermore, by using the recurrence relation (2) we can evaluate J(x) for values of x outside the domain of convergence of the expansion (3). Let us now consider the on-mass-shell integral
Combining identities obtained by integration-by-parts one finds the recurrence relation
where the function (1) appears in the right-hand side. This is a nonhomogeneous difference equation of second order. The general solution of this equation has the form
where I 1 and I 2 are solutions of the homogeneous equation (obtained by setting the righthand side of Eq.(7) to zero), η 1 and η 2 are arbitrary constants, and I 3 is a particular solution of the nonhomogeneous equation. As before, we look for solutions in the form of expansions in factorial series
where we set b
0 = 1. By substituting the expansions (9) and (3) in the difference equation one finds the values
and the recurrence relations between the coefficients b
wheres = s+D/2−1, and a i = b i = 0 for i < 0. As we will see immediately, the recurrence relation for b (2) s is not needed. The constants η 1 and η 2 can be determined by comparing the large-x behaviour of the series,
, with the large-x behaviour of I(x)
One finds that η 1 = √ π/2 and η 2 = 0, therefore the solution I 2 can be discarded. A numerical value of η 1 may be alternatively obtained from Eq.(8) evaluated at x = 0, in the form
Values of J(x), η 1 I 1 (x), I 3 (x) and I(x) calculated for D = 4 − 2ǫ are shown in Table 1 , with the first two terms of the expansion in ǫ; we also show the number of terms of the factorial series needed to obtain the results with 16 exact digits. Values for x ≤ 2 are obtained by using the recurrence relations (2) and (7) . We see that for small x the convergence is slow, so that it is convenient to evaluate the series forx ≫ 1, and to use repeatedly the recurrence relations in order to obtain J or I for the given value of x; note, however, that the recurrence relation (7) is unstable so that each application increases the error on I(x) of a factor |µ 1 /µ 2 | = 3, and therefore a value ofx too large is not convenient.
We mention here that there is an alternative way to represent the functions J, I 1 and I 3 by using the Laplace's transformation [3] :
where w and v j satisfy the differential equations
Now we want to generalize the method used above to the calculation of master integrals of arbitrary diagrams. Let us consider a diagram with N k loops, N d internal lines and L master integrals. Defined a particular order of the denominators D 1 , . . . , D N d , we group the master integrals in different sets, such that each set contains the master integrals B ml which have D m as first denominator:
. . , i n depend on m and l, and the numerators N ml in general contain products of powers of some irreducible scalar products involving the loop momenta, which cannot be simplified by algebraic identities with one of denominators. Integrals B m1 , B m2 , . . . , are ordered by increasing number of denominators and, for integrals with the same n, by increasing sum of powers of scalar products contained in N ml .
Changing the exponent of D m from 1 to x in each master integral, we define the "master functions"
In general, for each possible choice of D m equal to one of the denominators, a different function I ml is defined; but for x = 1 they all must have the same value I ml (1) = B ml . This fact is particularly useful for checking the consistency of the calculations. By combining by suitable algorithms [4] the identities obtained by integration-by-parts, for each value of m we build a system of linear difference equations in triangular form
satisfied by the functions I mj , with polynomial coefficients p il and q jkl , where the right-hand side of the l-th equation contains the functions from I m1 to I m,l−1 . The triangular structure is particularly useful for simplifying the numerical solution: the equations are solved one at a time, for l = 1, 2, . . . , L m ; when the equation for I ml has to be solved, all the functions I m1 , . . . , I m,l−1 in the right-hand side are already known. Therefore each single equation is similar to Eq.(2) or Eq. (7), with the difference that, for integrals more complicated than Eq.(6), the order of the equation and the degree of polynomials of coefficients are generally larger, and the right-hand side contains the sum of several contributions. The solution of each equation of the system (18) has the form
for integer values of x. Each solution I HO j (x) of the homogeneous equation, and the particular solution I N H (x) of the nonhomogeneous equation are expanded in factorial series
. A comparison between the large-x behaviours of the factorial series (20) and of the integral I ml (x) allows one to determine which constants η j are zero (because the corresponding values of µ j and K j are not compatible) and which must be calculated.
Let us now consider the large-x behaviour of the master function I ml (x). Choosing the momentum routing such that D m = k 
where f is given by
The path of radial integration ℓ is the straight line [0, ∞] for euclidean integrals. For non-euclidean integrals, in order to ensure a correct analytical continuation, the path ℓ must be deformed [5, 6] , turning around some singularities when the external momenta get over some values of threshold in the non-euclidean region; for example, considering a one-loop self-energy integral with m 1 = m 2 = 1, the path must be deformed if p 2 < −1. The integral (21) for large x receives contributions from a neighbourhood of the origin and from each singularity of the function f (k 2 1 ) which is on the path ℓ, turning points included. We consider here only the case where the path ℓ is not deformed and all the masses are non-zero, so that there is only the contribution from the origin. More general cases will be discussed elsewhere. Under this assumption and if, for simplicity, f (0) has a non-zero finite value, the large-x behaviour of the master function is given by
Only the solutions I f (0) is expressed by an integral over k 2 , . . . , k N k , belonging to a diagram with one loop less, obtained by setting k 1 = 0 in the original integral; it may be calculated by inserting an exponent in a denominator and building and solving new difference equations.
If the integral (17) contains N on-mass-shell denominators
, the large-x behaviour of I ml becomes
iff (0) 
where v HO and v N H j satisfy respectively homogeneous and nonhomogeneous differential equations obtained by substituting these integral representations in the difference equation; the differential equations are conveniently solved by expanding in power series the solutions around a number of points selected on the interval of integration. Now we consider the application of our method to the calculation of master integrals. Considered the number of master integrals and the complexity of the systems of difference equations for diagrams with two or more loops, the use of an automated tool is necessary. We have written on purpose a comprehensive program, called SYS, which automatically determines the master integrals of a diagram, builds the systems of difference equations and solves the systems numerically by using expansions in factorial series or integral representations. The program contains a simplified symbolic manipulator, used for solving the systems of integration-by-parts identities. Expansion in ǫ of the results is obtained by expanding everywhere in ǫ and by manipulating truncated series by means of the arithmetical routines implemented in the program; in this way all coefficients of expansions in ǫ are obtained in numerical form, divergent terms included. Very high-precision results (even 50-100 digits) can be easily obtained, as the calculation of master integrals is reduced to the sum of convergent factorial or power series in one variable.
For illustrating the power of our method, we have calculated the master integrals of the diagrams shown in Fig.1 for D = 4−2ǫ in the single-scale case, with all masses equal to one, with all the external lines on-mass-shell and, for box diagrams, the Mandelstam variables set to s = t = 1 and u = 2. The number of master integrals is 3, 3, 14, 21, 17, 6, 5, 11 and 11, respectively for the diagrams (a)-(i) (not counting subdiagrams which factorize, or with external lines united). The systems of difference equations between master functions generated by the program are formed with 44, 28, 245, 304, 362, 68, 81, 139 and 158 equations, respectively; at present the program makes no use of the symmetries due to the particular values of masses and momenta in order to simplify or reduce the number of the equations. Note that for each subdiagram there may be several different master functions, according to which denominator is raised to x. Use of Laplace's transformation is required for obtaining the master integrals (e), (g) and (i). As an example, the calculation from scratch of all the master integrals of the diagram (c), by using a precision of 38 digits, requested about 128 hours of CPU time on a 133 MHz Pentium PC; we stress that at this preliminary stage of development we directed our efforts to devise tests and cross checks rather than to speed up the program.
For brevity, we show here only the values of the master integrals with numerator equal to one, corresponding to the diagrams shown in figure, leaving the list of the remaining master integrals to a further more exhaustive paper [4] . As usual, the results have been normalized with the division by Γ ǫ ≡ Γ(1+ǫ) raised to the number of loops of the diagram. Of these results, only first two terms of Eq.(27) and the first term of Eq.(28) were already known [7, 8] . Remaining terms and other results are new.
In conclusion, in this work we have established a connection between recurrence relations obtained by integration-by-parts and difference equations. Using theory of difference equation we have developed a new method of calculation of master integrals which can be applied to diagrams with any topology and any number of loops. High-precision results expanded at will in ǫ can be obtained easily. We have demonstrated the actual validity of the method, as first application, by calculating master integrals in the single-scale case. Application of the method to different cases, for example diagrams with different masses, external momenta over threshold, or zero masses, which involves the solution of higherorder difference equations or more laborious determinations of large-x behaviours, will be described in future papers. Table 1 : Values of J(x), η 1 I 1 (x), I 3 (x) and I(x), and number of terms of the series.
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