Abstract-Just like its great success in solving many computer vision problems, the convolutional neural networks (CNN) provided new end-to-end approach to handwritten Chinese character recognition (HCCR) with very promising results in recent years. However, previous CNNs so far proposed for HCCR were neither deep enough nor slim enough. We show in this paper that, a deeper architecture can benefit HCCR a lot to achieve higher performance, meanwhile can be designed with less parameters. We also show that the traditional feature extraction methods, such as Gabor or gradient feature maps, are still useful for enhancing the performance of CNN. We design a streamlined 
INTRODUCTION
The handwritten Chinese character recognition (HCCR) problem has been extensively studied for more than 40 years
[1]- [7] .
Nevertheless, HCCR is still a challenge unsolved problem owing to its large scale vocabulary (say, as many as With the blooming of deep learning in recent years [12] , convolutional neural networks (CNN) brings about new break through technology for HCCR with great success [6] [11] [12] , narrowing the margin between these methods and human performance. The CNN, which was original developed in 1990s by LeCun [8] [9] , has been studied extensively in recent years. CNN has been extended using deeper architectures (c.f., [13] , better training technologies such as such as Dropout [15] and better nonlinear activation function such as ReLU [12] 
i EMj where f(.) is ReLU non-linearity activation function f ez ) = max(O,z), h; is bias. And pooling equation can be described in equation (2).
where do w n (.) is sum-sampling function to computer the max value of eachnxn region in x'-lmap. 
where e is model parameters,
The loss function of J(e) can be minimized by using stochastic gradient descent (SGD) algorithm, during the training process of CNN.
III. DESIGN OF TWO CNNs FOR HCCR
Inspired by the outstanding work of Krizhevsky et al. [12] and Szegedy et al. [13] , which won the first place at the [LSVRC-2012 contest and at the [LSVRC-2014 contest respectively, we designed two CNN architectures, named HCCR-AlexNet and HCCR-GoogLeNet for offline HCCR.
The HCCR-AlexNet takes the same architecture as [12] , which consists of eight weighted layers; the first five layers include three groups of convolutional layers and max-pooling layers as well as two single convolutional layers; the remaining three layers are fully connected layers, and the detail of HCCR AlexNet is depicted in Figure I .
Another CNN model we designed for HCCR follows the idea of GoogLeNet [13] , which was the winner of [LSVRC-2014 [17] . One significant characteristic of GoogLeNet is that it is designed very deep, while the network is 22 layers deep when counting only layers with parameters (or 27 layers if also count pooling layers). Another characteristic of GoogLeNet is that a new local Inception module was introduced to CNN. The basic idea of Inception module is to fmd the optimal local construction and to repeat it spatially. One of the main beneficial aspects of this architecture is that it allows for increasing the number of units at each stage significantly without an uncontrolled blow-up in computational complexity.
So that the CNN can be designed not only very deeply but also be efficiently trainable. Out model is shown in Figure 2 F(x,y; K, 6k) = I(x,y) * G(x,y; K, 6k)
where I(x,y) stands for input image, G(X,y; K,Ok) denotes
Gabor filter. The detail of Gabor filter is: 
X,y,K,uk - Moreover, gradient feature is proved to be effective in HCCR [20] [21] , we also apply gradient feature maps in the same way. The Sobel operator is used to computer the gradient value of each pixel in the input image on the x-axis and y-axis respectively, then we decompose each gradient value vector to eight direction. That is, after gradient feature extraction, we obtain 8 gradient feature maps, which are put into the input layer with the primary image. In addition, HoG is proposed as a good feature in computer vision [19] , so we also utilize HoG feature for HCCR. Figure 3 illustrate the Gabor, gradient, and HoG feature maps of a handwritten Chinese character "1'.7(" . Table I .
It can be seen that the recognition rate of Gabor+HCCR GoogLeNet was 96.35%, which is superior to Gradient+HCCR-GoogLeNet, HoG+HCCR-GoogLeNet and HCCR-GoogLeNet. This indicates clearly that the effectives of using Gabor feature maps can further improve the performance of GoogLeNet for HCCR. We also conducted an experiment using only 8-directional Gabor feature maps into the input layer without the origin input image bitmap, and the recognition rate in this case was 95.08%, demonstrating the valid representation for character just via Gabor feature maps.
Furthermore, we combined four and ten pre-trained HCCR GoogLeNet models, and we got a higher accuracy of 96.64%
and 96.74% respectively. This value IS estimated by us accordmg to the CNN parameters given by [6] VI. CONCLlJSION
In this paper, we present a new deep leaning model, HCCR previous best single and ensemble CNN models in terms of both accuracy and storage performance. The best testing error rate we achieved is 3.26%, which is a new state-of-the-art record to our best knowledge.
