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ABSTRACT 
The matrix equation fH(A)=XciiA*‘HAi= W, H >O, W > 0, is studied. In the 
case A*H + HA = W [H - A*HA = W], the controllability matrix of (A*, W) is used 
to determine the number of eigenvalues of A on the imaginary axis [on tbe unit 
circle]. As an application a result of Pthk on the critical exponent of the spectral 
norm is obtained. Estimates for tbe eigenvalues of A satisfying fH(A) = M are given, 
1. INTRODUCTION 
In this note we deal with the matrix equation 
n-1 
2 ciiA*‘HAi = W, 
- 
cji = cii ) 
i,i=O 
where A is a complex n X n matrix, H and W are hermitian, H > 0 (positive 
definite) and W > 0 (positive semidefinite). We focus (excepting the last 
section) on a semidefinite W. The case W >0 has been studied by Hill [5] in 
the more general setting of the inequality 
i ciiA: HA, > 0 
i,j=l 
with quasi-commutative A,, . . . ,AS. 
Special cases of (1) are the Lyapunov equation 
A*H+HA= W (2) 
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and the Stein equation [13] 
H- A*HA= W. (3) 
Our results on (3) will be applied to determine the critical exponent of the 
spectral norm. In the last section we establish inequalities for the eigenvalues 
of a matrix A satisfying (1) or (2). 
2. GENERAL THEOREMS 
We define 
and 
n-l 
&,(A)= 2 ciiA*"HAf 
i,i-0 
n-l 
f(A)= x CiiX’Ai. 
i,i=o 
(4 
As we assume cii = $, fH(A) is hermitian and f(h) is real. 
THEOREM 1. [5,7]. Zf A satisfies (1) with H > 0, then 
(a) W>O, (a’) W 20, (a”) W=O 
implies 
(b) f(A) >o, (b’) f(A) 2 0, (b”) f(X) = 0 
for each eigenvalue h of A. 
In order to determine the number of eigenvalues of A with f(A) = 0 we 
introduce the following concepts. 
DEFINITION [ll], The pair (A,B), where A is nX n and B is n X m, is 
called controllable if 
rank(B,AB,A2B ,..., A”-‘Z3)=n. 
The n X nm matrix S(A]B), the controllability matrix of (A, B), is defined by 
S(A]B)=(B,AB,A2B ,..., A”-%). 
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LEMMA 1. [4,11]. (A, B) is controllable if and only if 
rank(A-hZ,B)=n 
for each eigenvalue h of A. 
LEMMA 2. [12]. Zf V is hermitian and W= V2, then 
rankS(AIW)=rankS(AIV). 
THEOREM 2. Let A satisfy (1) with H >0 and W > 0. The following 
statements are equivalent: 
(a) f (h > 0 for each eigenvulue h of A. 
(b) The pair (A*, W) is controllable. 
Proof. 1 (b)=+l (a). Supp ose (A*, W) or-by Lemma 2-(A*, V) is not 
controllable; then by Lemma 1 there is a u #O and a K such that u*(A * - 
KZ)=O and u*V=O. Then u*fH(A)u=f(K)u*Hu=u*Wu=O, and from 
H > 0 we get f (K) = 0. By similar arguments we can show 1 (a)=+ 1 (b). n 
Given an additional condition on A Theorem 2 can be refined. 
THEOREM 3. Let r >/ 0 be the number of (not necessarily distinct) ei- 
genvalues h of A with f(x) = 0, and suppose that the elementary divisors 
corresponding to these eigenvalues are all linear. Zf A satisfies (1) with H > 0 
and W > 0, then 
r=n-rankS(A*IW). (5) 
Proof Put A_= HL/‘AH _ ‘I2 and 6’= H - ‘/‘WH -,li2; then (1) is 
equivalent to f,(A)= W, and rankS(A*JW)=rankS(A*I W). Thus without 
loss of generality we can assume H = Z in (1). 
Let h 1,. . . ,A, be the r eigenvalues of A with f (h,) = 0, and let ul,. . . ,u, be 
the corresponding eigenvectors, which exist by assumption. Then 
and 
wu, = 0, (A -h,Z)u,=O. 
The up’s are eigenvectors of the hermitian matrix W; hence they can be 
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chosen orthogonal. There exists a unitary U which transforms A and W into 
U*AU=diag(h,,...,A,)@Ai 
and 
u*wu= O O 
i 1 0 w; 
A, has no eigenvalue p with f( F) = 0. So by Theorem 2, f,(A,) = W, implies 
rankS(AT]W,)=n--r. As S(A*]W) and S(AF] W,) are of equal rank, (5) 
follows. n 
The assumption on the elementary divisors of A can not be dropped in 
and f(h) = ti as an example, 
f,(A)= i ; = W. 
( 1 
(5) is not satisfied, for there are two eigenvalues A of A with f(h) = 0, and 
rankS(A*] W)= 1. 
3. SPECIAL CASES 
There are two important special cases of Theorem 2 and 3. 
THEOREM 4. Let A satisfy 
(a) A*H+HA= W 1 (b) H-A*HA= W 
where H > 0 and W > 0. Then 
Reh>O, I IW(1 
for all eigenvalues h of A. Zf A has r > 0 eigenvalues with 
Reh=O, I IAI=L 
then the corresponding elementary divisors are linear and 
n- r=rankS(A*( W). 
Part (a) of Theorem 4 is also contained in [ 12, Corollary 4.11 or in [15]. It 
is known (see, e.g., [9] or [14]) that in (a) all eigenvalues of A on the 
imaginary axis have linear elementary divisors. Using a lemma of Givens on 
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the field of values of A, we can give a different proof of the linearity of those 
elementary divisors. 
LEMMA 3. (Givens [2]). Let the field of values F(A) of A be defined as 
F(A)={z]z=x*Ax,x*x=l}. 
Zf h is an eigenvalue of A lying on the boundary of F(A), then the 
elementary divisors corresponding to h are linear. 
Proof of Theorem 4. Again there is no loss of generality if we work with 
A*+A= W>O, (6) 
I-A*A= W>O. (7) 
If z=x*Ax, then (6) implies Re,z= i(z+z)= &r*(A*+A)x>O. So an ei- 
genvalue X of A with Reh=O is on the boundary of F(A) and Lemma 3 can 
be applied. Suppose now (7) holds. If ZEF(A), then ].$‘= (x*A*x)(x*Ax) 
< x*A*Ax for some x with x*x= 1. By (7), x*A*Ar < 1, and any eigenvalue 
h = eiq of A is on the boundary of F(A). 
Theorem 4b provides a new proof of the following result of Ptik. Let 
P(A) be the spectral radius and lIA 11 be the spectral norm of A, 
IlAll =m. n 
THEOREM 5 [lo]. Zf A is an n x n matrix with /iA II = 1, then 
llA”ll = 1 * p(A)=l. (8) 
Proof. From //All = 1 one may deduce (7) and p(A) < 1. We have to show 
that there is an eigenvalue X of A with IX]= 1. Because of (7) and Lemma 2, 
the rank of S(A *I V), V2 = W, will be studied. 
rankS(A*]V)=rank(V,A*V,...,A*“-‘V) 
=rank(W+A*WA+ .., +A*“-lWA”-l) 
=rank[(Z-A*A)+(A*A-A*2A2)+... +(A*“-‘A”-‘--A*“A”)] 
=rank(Z-A*“A”). 
IIA”Il=l implies that 1 is an eigenvalue of A*“A” or rank(Z-A*“A”)<n. 
Thus rank S(A*] W) < n, and by Theorem 4b at least one eigenvalue of A has 
modulus 1. 
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REMARK. The exponent n in (8) is “critical”, i.e., it cannot be replaced 
by a smaller one. Take the n X n matrix B = (i,i+ i) as an example [lo]. We 
have ]]B ]I = ]]B”-‘I] = 1 and p(B) < 1. 
4. INEQUALITIES 
In this section we give estimates for f(h), when h is an eigenvalue of A. 
THEOREM 6. Let M be hermitian and H >0, and let d, > . . * > d,, be the 
eigenvalues of H -‘n/l. Let f be defined as in (4), and X be an arbitrary 
eigenvalue of A. lf 
n-l 
x ciiA *‘HA i = M, Cii = “ii 
i,i=O 
holds. then 
d,, < f(h) < d, 
Proof Put 
then 
A^ = H’i2AH -i/a and G = H - ‘/2MH -i/a; 
n-l 
2 ciii*iii= G. 
i,i=O 
If x is an eigenvector of i corresponding to h, ir = hr, then 
or 
n-l 
x*x x .ciir;ixi= x*$x 
*i=l 
f(h)= *. 
(9) 
(10) 
(11) 
Since the eigenvalues of $ are those of H -li2GH ‘1’ = H -‘M, (9) follows 
from (11). n 
For the special case of the Lyapunov equation 
A*H+HA=M, H>O, (12) 
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Kalman and Bertram [6] obtained 
d,, < 2Reh < d,. 
For (12) a set of sharper inequalities can easily be derived from a theorem of 
Fan [l]. 
DEFINITION [3, p. 451. Let (x) = (x1,. . . J,) and ( y) = ( yl,. . . , y,) be two 
finite sequences of real numbers. We write 
(x l,...,xn)l(yl)...,~~), 
if (x) and ( y) can be arranged so as to satisfy the following three conditions: 
x,2-.* ax,, Yl ) ..* 2 Yn 
x1+ . . .XkQ Yl"" +yk, k=l,2,...,n-I 
x1+ . . ‘x”=yl+“.y,. 
LEMMA 4 [l, 81. If X, ,..., h, are the eigenvalues of A and aI,. . . ,a, are 
the eigenvalues of &(A* + A), then 
(Reh r,. . . ,Reh,)i(a,, . . . ,a,J. 
A ,. e 1 
(12) is equivalent to A* + i = M with A and M as in (10). From Lemma 4 
we get the immediately the following relations. 
THEOREM 7. If (12) holds, and A,,...,&, are the eigenvalues of A and 
d 1, . . . ,d,, the eigenvalues of H ~ ‘M, then 
(2Reh,,..., 2Rek)i(d,,...,d,) 
(-2Re&,,..., -2ReX,)i(-d,,,...,-d,). 
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