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Summary
Collisions between low energy electrons and inert 
gas molecules have been the subject of a great deal of study, 
both experimental and theoretical. Apart from the electron- 
hydrogen atom system, which presents particular experimental 
problems, the most tractable problem in theoretical atomic 
collision studies is probably the electron-helium atom system. 
An accurate experimentally determined cross-section for this 
system is therefore of great value as a test for the variety 
of theoretical approaches which have been used.
Whereas the momentum transfer cross-section for 
electrons in helium varies only slowly with energy, both 
neon and argon have strongly energy dependent cross-sections 
at low energies. In the case of neon the cross-section 
decreases rapidly near zero energy, while in argon it has a 
pronounced minimum at an energy of a few tenths of an 
electron volt. Although these general characteristics are 
well established, there is considerable disagreement among 
the experimental determinations of the cross-sections (see 
e.g. Golden 1966; Hoffmann and Skarsgard, 1969).
The analysis of accurately measured transport 
coefficients provides, at present, the most accurate method 
for determining the low energy collision cross-section in 
these gases. Drift velocities of electrons have therefore 
been measured in helium, neon and argon. The drift 
velocities, particularly in neon and argon, are extremely 
sensitive to the presence of molecular impurities. The 
levels of the significant impurities have been found to be 
less than a few ppm. Nevertheless, the residual uncertainty 
in the level of N impurity is the major source of error in 
the drift velocities. The overall accuracy of the drift 
velocities is better than 1%, 2% and 3% in He, Ne and Ar
respectively.
A recently published theory relating the drift 
velocity to the momentum transfer cross-section (Cavalieri 
and Sesta, 1968) has been used in an investigation which 
indicates that the theoretical basis of the analysis used 
to derive the cross-sections from the experimental data is 
reliable.
In addition to the accuracy of the experimental 
data, and the reliability of the analysis of the data, the 
accuracy of the cross-sections is determined by the 
sensitivity of the calculated drift velocities to the 
momentum transfer cross-section. When account is taken of 
this, the accuracies of the cross-sections in He, Ne and Ar 
are found to be better than 2%, 5% and 7% respectively.
The accuracy is equal to the best previous determination in 
the case of helium and provides an important extension of 
the cross-section to lower energies. In neon this method 
has not previously been used to determine the momentum 
transfer cross-section, while in argon, the use of more 
accurate transport data has yielded a higher accuracy than 
previous determinations. This work is reported in Part A of 
this thesis.
Drift velocities of electrons in gases are 
generally a function of the gas, the temperature and E/N, 
the ratio of electric field strength to molecular number 
density, but for a given value of E/N, not a function of E 
or N. Several authors have, however, reported departures 
from this relationship for which no theoretical explanation 
had been advanced until the recent work of Frommhold (1968). 
His hypothesis is that the linear decrease in drift velocity 
with density observed in several gases is due to the 
formation of temporary negative ions by the resonance 
capture of electrons in auto-ionizing states which occur 
at energies just below the threshold for rotational 
excitation of the molecules. On the basis of this hypothesis
predictions have been made about the density dependence 
of the drift velocities of electron swarms with different 
mean energies in normal and para-hydrogen, deuterium and 
helium. Extensive measurements reported in part B of this 
thesis show that the hypothesis qualitatively predicts the 
observed behaviour of drift velocity as a function of N 
and E/N in these gases and that, assuming that the cross- 
section for resonance capture is a 6-function, the 
behaviour observed in normal and para-hydrogen is explicable 
in terms of resonances associated with the J = 0 -*■ 2 and 
J = 1 -> 3 rotational transitions in these gases.
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PART A
CHAPTER 1
INTRODUCTION
A great variety of experimental techniques have been 
used to study collisions between electrons and gas molecules. 
Many of the techniques are especially suited to the 
examination of specific types of interactions or to the 
study of electrons with a particular range of energies. In 
the work to be presented here we will be concerned with 
electrons with energies from zero to a few electron volts 
(eV), and for the most part with the inert gases helium, 
neon and argon. In this situation only elastic encounters 
are possible. The following discussion is therefore made 
with particular emphasis on those techniques which have been 
used to investigate low energy elastic scattering.
1.1 General Techniques
1.1.1 Beam Techniques
Single collision or beam techniques have been used 
to study a great range of collision phenomena, including 
electron-molecule, ion-molecule and neutral-neutral 
collisions of various kinds. The techniques are direct in 
that each particle of one species makes at most one encounter 
with a particle of the other species. This condition 
generally ensures that the experimental observations lead to 
the cross-section for the process being studied without 
involved mathematical analysis.
2In a typical electron be am-s tatic gas experiment 
an essentially parallel monoenergetic beam of electrons is 
produced by an energy analyser. This beam, of known 
intensity, is passed through the target gas which is at a 
sufficiently low pressure, p, to ensure that there is 
negligible probability of an electron being removed from 
the beam by a collision, only to be returned to the beam or 
a collector by a second encounter. Measurement of the 
attenuation of the electron beam leads directly to the total 
scattering cross-section for electrons of this energy. 
Alternatively, measurements may be made of
(a) the angular dependence of the intensity of the 
scattered electron current, which leads to the differential 
total scattering cross-section,
(b) the energy spectrum of the scattered electrons, 
yielding total and/or differential cross-sections for 
excitation of either ordinary or metastable states,
(c) photon production from de-exciting molecules 
from which cross-sections for excitation and de-excitation 
of inelastic levels may be determined.
The work of Ramsauer (1921) established the beam 
technique for measuring the total and differential 
scattering cross-sections. The modifications and extensions 
of Ramsauer's technique are extensively discussed in the 
literature, for example in Massey, Burhop and Gilbody (1969) , 
McDaniel (1964) , Fite ( 1962) and Kuyatt (1968) .
In more recent times some major departures have been 
made from the electron beam-static gas conditions found in 
Ramsauer's experiment. Three of these will be briefly 
mentioned.
The range of beam experiments that can be performed 
has been greatly extended by the introduction of crossed-beam 
techniques (e.g. Fite and Brackmann, 1958). In such
3experiments the target particles are in the interaction 
region at the intersection of the beams for only a short 
time interval. This allows the use of many targets which for 
some reason (e.g. chemical instability, low vapour pressure) 
are not suitable for use in static target experiments. The 
precisely located interaction region in crossed-beam 
experiments is also helpful in angular scattering experiments 
of high resolution. The review by Fite ( 1962) , referred to 
above, describes several such experiments and a comprehensive 
discussion of techniques and the sources of error is to be 
found in the recent article of Bederson (1968).
The use of merging beams (Trujillo, Neynaber and 
Rothe, 1966), allows both species involved in the collision 
process under study to travel along a common axis in the 
same direction. This may produce quite low interaction 
energies from beams with relatively high laboratory energies. 
The technique overcomes two serious problems of other beam 
techniques at low energies, namely, decreased energy 
resolution and problems of space charge. The widely 
disparate masses of electrons and molecules make the 
technique rather less suitable for the study of electron- 
neutral interactions than for ion-neutral interactions, but 
the difficulties do not appear to be insuperable. Neynaber 
(1968) gives a review of the technique, the applications 
which have been made, and some projected developments.
Baldwin and Friedman (1967) have described an 
apparatus designed to overcome some of the problems of 
low energy beam experiments that are outlined below. In 
their apparatus the problem of producing an electron beam with 
known energy and small energy spread is avoided.
Electrons are produced intermittently at one end of 
the interaction region and are allowed to pass through this 
region to a multi-channel particle detector, each channel 
of which accepts only those electrons with a specific flight
4time. The count rate when the apparatus is evacuated is 
compared with that when it is filled with the target gas 
at known molecular density. Since each flight time defines 
an electron energy the attentuation of the count rate leads 
to the total cross-section for electrons of that energy.
There are still formidable problems associated with 
the method and only preliminary results have yet been 
published.
Despite the versatility of beam techniques, there 
are some difficulties in their application to the problem 
of determining absolute cross-sections of high accuracy, 
particularly for low energy particles. One of the most 
serious difficulties is the accurate determination of the 
number density in the interaction region. When the number 
density is inferred from the pressure the range of interest 
in a static gas experiment is 10-  ^ to 10"^ torr. The 
problems of measurement in this range are considered in some 
detail by Kieffer and Dunn (1966) and Barnett and Gilbody 
(1968). Even with maximum care it does not seem possible at 
present to make these pressure measurements with an 
accuracy of better than a few percent. In addition to this, 
in many experiments it is not easy to infer the gas molecular 
density from the pressure because of the presence of density 
gradients.
At low energies beam experiments are generally 
subject to difficulties in obtaining adequate beam intensity, 
leading to problems of detection because of low signal-to- 
noise ratios. In addition, the presence of stray fields and 
unknown contact potential differences make the determination 
of the beam energy very difficult.
Because of the difficulties mentioned above many 
beam experiments require normalization of the magnitude of 
the cross-section determined and, at low energies,
5calibration of the energy scale. Energy calibration 
requires knowledge of a resonance scattering phenomenon 
which occurs at an accurately known energy, for example, 
the resonance which occurs in helium scattering at 19.3eV 
(see e.g. Kuyatt, 1968, and references therein).
Unfortunately no process has been found which can be used 
to calibrate the energy scale satisfactorily for energies 
b elow, say, 2 e V .
Normalization of the cross-section requires a 
standard cross-section whose absolute value is accurately 
known. There are few cross-sections known with sufficient 
accuracy to be reliable standards. However, arguments will 
be advanced in Chapter 6 to show that the momentum transfer 
cross-section for electrons in helium derived in this work 
could be used as such a standard with an accuracy of 2% 
(Crompton, Elford and Jory, 1967; Crompton, Elford and 
Robertson, 1970).
Other problems associated with beam techniques are 
discussed in the references cited, particularly in "Methods 
of Experimental Physics" Vol. 7 Part A, where many authors 
deal in some detail with aspects of the subject.
1.1.2 Swarm Experiments
Beam experiments become increasingly difficult to 
perform with high accuracy at low electron energies. By 
contrast, swarm experiments are most easily carried out 
when the mean energy of the electrons is below a few electron 
volts. The basic characteristic of these experiments is 
that the electrons make a very large number of collisions 
as opposed to the single collision condition encountered 
in beam experiments. Two types of swarm experiment will be 
distinguished in the outline below, namely, afterglow
6experiments in which transient properties are observed and 
d.c. swarm experiments in which static conditions prevail.
1 . 1.2.1 Afterglow Experiments
Whereas beam experiments have an effective lower 
energy limit of a few tenths of an electron volt, afterglow 
experiments are usually carried out under conditions 
designed to ensure that the species in the afterglow are 
in thermal equilibrium, i.e. the mean energies are less than 
about 0.04 e V .
Typically a slightly ionized plasma is formed, for 
example by microwave discharge, photoionization or high 
energy electron bombardment. The term afterglow is used 
to describe the plasma after ionization by the external 
source has ceased. In static experiments the afterglow is 
achieved simply by removing the external source of 
ionization, whereas in flowing afterglows the plasma is 
removed from the region of influence of the source of 
ionization.
After some time the various species in the afterglow 
will come to equilibrium at the ambient temperature. It is 
usually when this condition has been reached that the 
characteristics of the afterglow are studied. The complex 
conductivity of the afterglow may be measured by microwave 
techniques. This measurement leads to the momentum transfer 
collision frequency, from which the momentum transfer 
cross-section is derived, and to the electron density. Mass 
spectra and both emission and absorption optical spectra 
have also been studied. These data give information on 
electron-ion recombination rates, ionization by metastable 
atoms, ambipolar diffusion rates and several other collision 
phenomena. Brown (1959) , Biondi (1968) and Fite (1968) 
discuss many of the investigations of afterglows and the 
results that have been obtained.
7The interpretation of afterglow experiments is often 
rather difficult. Conditions are far from the simple, 
monoenergetic , single collision ones which prevail in beam 
experiments. To obtain cross-sections from the measured 
quantities therefore requires the use of some unfolding 
technique. In addition, the number of species present and 
the variety of possible processes taking place simultaneously 
frequently complicate the analysis. Electrons, positive 
ions and neutrals will be present, but in addition, there 
may be various kinds of excited molecules, including 
metastables. In some experiments the presence of 
metastables has provided an energy source for a long time 
after the primary source of ionization has been removed, 
leading to very long thermalization times (Formato and 
Gilardini , 1959) .
Afterglow experiments cover part at least of the 
energy range of interest in this work. However, for 
electron-neutral collisions, afterglow experiments do not 
provide data of the same precision as d.c. swarm techniques, 
nor are they generally as easily interpreted.
1.1.2 . 2 D.C. Swarm Techniques
In these experiments the transport properties of 
electrons drifting and diffusing through a gas in a region 
of uniform field are measured. The experiments are carried 
out in static gas samples with high molecular densities 
and with electric field strengths which are sufficiently 
high to avoid the difficulties encountered with low fields 
in low energy beam experiments.
The quantities obtained from the experiments are 
transport coefficients describing the motion of a large 
number of electrons through the gas. Since these 
coefficients are macroscopic quantities describing the
8average motion of electrons it is an advantage to make the 
number of collisions made by each electron as large as 
possible .
In recent years techniques for measuring transport 
coefficients have been refined considerably. Clearer 
understanding of the factors limiting accuracy, together 
with improved technology, have allowed experimental data 
to be obtained with an accuracy of 1% (Lowke, 1963a; 
Crompton, Elford and Gascoigne, 1965; Elford 1966; Crompton, 
Elford and Jory, 1967) .
Increased accuracy in the measurement of transport 
coefficients has been accompanied by the application of 
high speed computing techniques to the problem of 
interpreting the measured quantities in terms of collision 
parameters, thereby overcoming many of the difficulties 
formerly hindering detailed interpretation. Earlier workers 
(e.g. Huxley and Zaazou, 1949; Crompton and Sutton, 1952) 
in their analyses of transport data were forced to assume 
that the cross-sections were constant over the energy 
range of the swarm, and that the electron energies were 
distributed according to a Maxwellian or Druyvesteyn 
distribution function. More recently these assumptions 
have become unnecessary, and from the transport coefficients 
energy dependent cross-sections have been determined 
(e.g. Frost and Phelps, 1962; Engelhardt and Phelps, 1963; 
Crompton, Elford and Jory, 1967; Crompton, Gibson and 
McIntosh, 1969).
In the molecular gases, even with detailed analysis, 
it is not always possible to deduce from the experimental 
data a unique set of cross-sections for all the processes 
which may occur (Crompton, Gibson and McIntosh, 1969;
Gibson, 1970) . Analysis is simpler in the monatomic gases, 
where, for low energy electrons, only elastic collisions
9occur. The accuracy of the energy dependent momentum 
transfer cross-sections derived in this situation is now 
primarily governed by the accuracy of the swarm data.
One of the great advantages of swarm techniques is 
that, with accurately known experimental parameters, it is 
frequently possible to measure transport coefficients for 
swarms with mean energies only a few percent higher than 
the thermal energy, which at 77°K is about O.OleV. Thus the 
lower limit of the range of energies which may be studied 
is considerably below that of beam experiments.
On the other hand, the energies of the electrons in 
the swarm are distributed about their mean value more 
widely than in beam experiments. This spread of energies 
necessitates the analysis referred to above and described 
in more detail in Chapter 5. This distribution of energies 
generally makes swarm experiments less satisfactory than 
beam experiments for the study of fine structure, although 
it has been shown (Crompton, Elford and Jory, 1967) that 
with sufficiently accurate transport data it should be 
possible to detect some fine structure. It is clear that 
beam and swarm techniques are complementary in several 
respects in atomic collision studies.
No resonance behaviour is expected at low energies 
in the inert gases. D.c. swarm methods therefore provide 
the most accurate means of determining low energy elastic 
scattering cross-sections (in fact momentum transfer 
cross-sections) in these gases. A major part of the work 
presented in this thesis concerns the application of d.c. 
swarm techniques to the determination of the momentum 
transfer cross-sections for low energy electrons in the 
inert gases helium, neon and argon.
Clearly, for a proper understanding of swarm 
experiments and their interpretation it is necessary to
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define both the macroscopic quantities measured, that is 
the transport coefficients, and the microscopic collision 
quantities, usually the cross-sections. It is then 
necessary to establish the relationships which allow the 
microscopic quantities to be deduced from the measured 
quantities.
In the remainder of this introduction electron- 
molecule collisions will be briefly discussed and the 
general properties of electron swarms will be introduced. 
Examination of the equations relating transport coefficients 
to collision cross-sections will be deferred until Chapter 5.
1.2 Electron-Molecule Collisions 
1.2.1 Classification of Collisions
When an electron and a gas molecule collide the total 
energy of the system is redistributed. The nature of the 
redistribution is the basis of classification of the 
collision.
In an elastic collision the total kinetic energy of 
the system is unaltered. There is some exchange of kinetic 
energy between the particles but no permanent change in the 
internal configuration of the molecule. The motion of the 
centroid of the system is unaffected.
When an inelastic collision occurs there is an 
overall decrease in the kinetic energy of the system 
accompanied by an increase in the internal energy of the 
molecule, or ionization. Collisions may also occur in which 
a molecule already in an excited state returns to a lower 
state and in doing so enhances the kinetic energy of the 
system. Such collisions are classified as collisions of the 
second kind or superelastic collisions.
It is appropriate to refer to another class of 
collisions in which the colliding particles form a temporary
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complex. After a period of time, which is long compared 
with the interaction time for a normal elastic or inelastic 
interaction, the complex spontaneously breaks up into two 
or more fragments. Such "resonances" are of importance in 
many collision phenomena (Bardsley and Mandl, 1968).
1.2.2 Collision Cross-Sections
This section is generally based on the work of 
Huxley (Huxley and Crompton, 1970) .
Consider two particles with masses m and M, positions 
r and R and velocities v and V.
The position of the centroid is
X  -  mr + MR m + M
and its velocity
dX
m + M (mv + MV)
The velocity of m relative to X is
v - G
(m + M) v - (mv + MV) 
m + M
m + M ) (v V)
M + m
where g = v - V is the velocity of m relative to M
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Likewise the velocity of M relative to X is
C M + m
- *
g
The total kinetic energy of the system 
= h mv2 + h MV2
= h (m + M) G2 + \ me2 + h MC2 .
Suppose m and M interact elastically so that the 
particles now have velocities v' and V' with
g ' = v ' - V '  etc.
The change in K.E. of the system, since G is unaffected, is
h (me2 + MC2 - me'2 - MC'2).
Writing M m Mr m + M and substituting for c, C, c' and C'
we have:-
change in K.E. = h m 2 \  %- +  2- " 2_  " £ _ 1r Lm M m  M J
M  / 2  . 2 nr (g - g z)
m + M
0 , since the collision is elastic
There fore g ' = g
c ' = c
and C  = C.
Since the speeds of the colliding particles with
respect to the centre of mass are unchanged in an elastic 
collision it is often convenient to use the centre of mass 
coordinate system and to regard the centre of mass as the 
fixed scattering centre for collisions.
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Consider a stream of particles, all with velocity c, 
travell ing through a region containing fixed scattering  
centres d i s t ributed with a density of N c entres/unit volume. 
Suppose the density of particles in the stream is n 
p a r t i c 1es/unit volume. The number of particles, dn^ , 
scatt ere d out of the stream by all processes from a volume 
element dx in time dt into an element of solid angle 
doo = sin0 d0 d0 is p r o p o r t i o n a l  to nN dx dt cdai (see
figure l a ) . Since the scattering processes are generally 
dependent on 0, 0 and c we may write
P (0 # 0 / c)
dn - --------------  n N c dt dx dto.s
The factor 4 tt is included simply for convenience when 
integrating. The total number of particles scattered out of 
dx into all angles in time dt is then
n s
7T 2 7T
nN cd t
o o
P ( © , 0, c) sin0 d 0 d0 .
4 7T
If, as is 
c , then
always assumed, the scattering is symmetrical about
7T
nN cdt dx
P ( 0/ c)
s i n0 d 0
= nN cd t dx q (c ) .
^■s
Suppose now that the particles in the stream are 
infinitely small and that the scattering centres are smooth 
rigid spheres of radius a. If N, a and dx are suffi c i e n t l y
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small to ensure that no target is shielded by another then 
the number of collisions in dx in time dt will be
2n = nN cdt di ttö . s
target.
In this case q = s
More generally
is the cross-section of the 
r p ( 0 , c) dco 
4 7T
has the dimensions of area and is defined as the total 
scattering cross-section.
p ( 6 / c)
The quantity -------- is the total differential
4 TT
scattering cross-section. When only elastic collisions 
p ( 0 , c )
occur q and --------  become the total elastic ands ---------------4 IT
differential elastic scattering cross-sections.
In swarm experiments, and transport studies generally,
the cross-section of interest is not the total elastic
scattering cross-section but the momentum transfer
cross-section q .m
In figure 1(b), if a particle of mass m is deflected 
through an angle 0, in the centre of mass system, its speed 
c is unchanged in this coordinate system and the loss of 
momentum in the direction of c is
me - me cos 0 = me (1 - cos 0) .
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The fraction of the mom e n t u m  in the forward 
dir ection lost in dx in time dt is
n N e> P ( 0,c)
4 TT
dto
= n N cdt dx q ^m
qm
(1 - cos 0) p (0, c) doo is the mo mentum
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transfer c r o s s - s e c t i o n . If p is independent of 0, that is,
if the scattering is isotropic, then = q g . More
usually, however, elastic scat tering is not isotropic and
the two cross-sections are not equal. They are obviously
related through the d i f f e rential cross-section. It will be
seen later that q is a rather more sensitive test of theorym
than q g and for tran sport calculations q^ is used directly, 
since it accounts for anisotropy in the scattering, whereas 
the use of q g would require a knowledge of the angular 
depende nce of the scattering.
In many cases scat tering may be due to any one of 
several collision processes. To each of these processes 
is assigned a cross - s e c t i o n  which essentially describes the 
p ro ba bi lity of this type of collision occurring.
Cr o s s - s e c t i o n s  are usually expressed in units of
2cm , 2ttaQ or where a is the Bohr radius, o
1.3 Swarm Charac t e r i s t i c s  
1.3.1 D i s t r i b u t i o n  Functions
In a swarm experiment we are concerned with a 
system consisting of a large number of molecules, usually 
of a single type, and a much smaller number of electrons.
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Pr ov id ed there is no electric field E acting on the system  
the mean energies of the electrons and the m o l ecules will 
be e q u a l ,
i .e . h MC 2 = h m e 2
where M and C are the mass and velocity of a m o l ecule and 
m and c those of an electron. The energies (or velocities) 
of both species are d i s t r ibuted according to the M a x w e l l i a n  
d is tr ib ution c orresponding  to the pre v a i l i n g  temperature. 
Thus, if the fraction of electrons with speeds b e t w e e n  c 
and c + dc is 4irc f(c) dc, then the velocity d i s t r i b u t i o n  
function is given by
f (c) = B ' 1 . 1
A similar expression holds for f(C) the velocity d i s t r i b u t i o n  
function for the molecules. T is the absolute temp e r a t u r e  
and k Bolt zmann's constant. The dist r i b u t i o n  function is 
no rm al ized by the relationship
/ 4ttc2 f(c) dc = 1 1.2
o
Iwhich determines B .
An alternative approach is to consider the 
dis tri bution of electron energies. If the fraction of
j,electrons with energies be tween e and e + de is e^ f(e) de 
then the energy d i s t r ibution function is given by
f (e) 1 .3
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The n o r m alizing relationship
0 0
1 £ ^  f ( £ ) d£ = 1 
0
defines A .
1 .4
I f E 0 the electrons will be accelerated b e t ween
collisions (acceleration = a = eE_ where e is the e l e c t r o n i c
m
c h a r g e ) . The mean energy of the electrons will be in c r e a s e d  
until a new e q u i l i b r i u m  is reached in which the mean rate 
of energy gain by the electrons from the field is equal to 
the mean rate of loss of energy by the electrons in 
collisions with gas molecules. Provided the electron 
density is very much smaller than the gas density the effect 
on the velocity d i s t r ibution of the molecules will be 
negligible. Thus, in the new equilibrium, the mean 
electron energy exceeds that of the molecules, i.e. 3kT/2, 
and the distr i b u t i o n  of electron energies is not in general 
a Ma xw ellian distribution.
Provided only elastic collisions occur the following  
ex pre ssi ons for f(c) and f(e) may be derived, which can be 
evalu ate d directly if qm is known as a function of c or e 
(e.g. Loeb, 1955; Huxley, 1960a).
f ( c ) = B e xp 1 .5
and f (£ )
o
The constants B and A are again d e t e rmined by making 
use of the n o r m a l i z i n g  relationships 1.2 and 1.4.
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1.3.2 Drift Velocity
If the electron density is uniform and E = 0, the
-Vmean electron velocity c is zero. When E J- 0, not only is 
the distribution function of electron speeds usually no 
longer Maxwellian and the mean energy of the electrons 
increased, but the mean velocity is no longer zero. The 
velocity of the centroid of the electron swarm is called 
the drift velocity W. An equivalent definition of drift 
velocity is W = S/T, where S is the total displacement of 
a single electron in the E direction in time T, T being 
very long compared with the mean free time. For electrons 
the drift velocity is generally very much smaller than the 
mean agitational speed.
1.3.3 Diffusion Coefficient
If the density of electrons in the gas is non- 
uniform rearrangement takes place which tends to remove 
the non-uniformity. This process is described in terms of 
the diffusion coefficient D . If the number density of 
electrons is n/unit volume then the net transport of electrons 
across any element of surface dS is
- D grad n . d ^ .
Diffusion occurs when E = 0, but the application of 
a field modifies the diffusion of charged particles such 
as electrons, through modification of the energy 
distribution function.
In the present work use will frequently be made of 
the transport coefficient D/y where y = W/E is the mobility 
of the electrons.
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1.3.4 The Parameter E/N
It has been known for many years that many 
characteristics of electron swarms in gases, including W 
and D/y , depend on the parameter E/N, but not usually on 
E or N provided E/N is constant. In most of the earlier 
literature E/p was used, where p, the pressure, was 
measured at some standard temperature. Throughout this 
work the unit of E/N used will be the Townsend (Huxley, 
Crompton and Elford, 1966).
- 17 21 Townsend (Td) = 1 0  V cm .
Comparison with data expressed as a function of E/p may 
readily be made through the relationship
- 2 -1 -1E/N (Td) = (1.0354 x 10 T) E/pT (V cm torr ).
1.4 Outline of the Investigation
As already mentioned in section 1.1.2.2, a major 
part of the work in this thesis is the determination of 
momentum transfer cross-sections for low energy electrons 
in the inert gases. In part A drift velocity measurements 
are reported for electrons in helium, neon and argon, from 
which the momentum transfer cross-sections are derived.
The errors involved in determining the drift velocities are 
considered in some detail. In addition, the recent work of 
Cavalieri and Sesta (1968) is used in an examination of the 
magnitude of errors likely to be introduced by assumptions 
made in the derivation of equations relating W to qm (e).
In part B, a second problem is examined. Several 
authors (e.g. Lowke, 1963a; Grünberg, 1967) have reported 
measurements of drift velocities in a number of gases in
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which a dependence on N as well as E/N was observed. 
Frommhold (1968) has shown that these observations could be 
explained if the gas molecules temporarily capture some of 
the colliding electrons, forming short-lived negative ions. 
The mechanism proposed depends on the existence of 
rotational excitation levels in the molecules and therefore 
allows predictions to be made about the behaviour to be 
expected in different gases and for electrons with different 
energies. The predictions are examined for normal and 
para-hydrogen, deuterium and helium and checked against 
experimental observations.
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CHAPTER 2
METHODS OF DRIFT VELOCITY MEASUREMENT
It is not intended in this chapter to make a 
comprehensive review of all the methods that have been 
employed to measure drift velocities. Rather reference 
will be made to several of the more commonly used methods 
in order to point out some of the advantages and 
disadvantages of each and to give the reasons for the use 
of the Bradbury-Nie1sen method used in this work. More 
exhaustive discussion may be found in Loeb (1955) Chapter 3, 
Lowke (1963 b) and McDaniel (1964) Chapter 11.
2.1 The Magnetic Deflection Method
This method does not measure W, but rather the
"magnetic drift velocity" W , . Nevertheless it is ofM
considerable historical significance in that it was used 
by Townsend and Tizard (1913) in what was a pioneering 
investigation of the motion of slow electrons in gases.
In the original apparatus (see also Townsend, 1948) 
electrons entered, through a rectangular slit, a region of 
uniform electric field E in the z direction and magnetic 
field B in the y direction. After drifting and diffusing 
the electrons were collected by an electrode, divided into 
two sections by a slit parallel to B. The value of B was 
adjusted until equal current fell on each part of the 
collector. Assuming that the motion of the centre of the 
stream is along the resultant of Ee and Be W then
(E/B) tan 0
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where 0 is the angle of deflection determined by the
separation of the source slit from the collector and the
position of the slit in the collector.
It has subsequently be shown (e.g. Huxley, 1940,
1960a) that W , measured by this method, is not the trueM
drift velocity W but is related to it through an equation 
of the form
where the parameter 4* , the "magnetic deflection coefficient"
(Frost and Phelps, 1962) is a function of the variation of
the momentum transfer cross-section with energy and the
energy distribution function.
In more recent times the method used to measure WwM
has been a modification of Townsend's method due to
Huxley (Huxley and Zaazou, 1949) . Measurement of W, and theM
deduction of 4^ when W has been independently measured
provide useful information in the determination of cross-
sections (see e.g. Frost and Phelps, 1962; Jory, 1965;
Creaser, 1967; Crompton, Elford and Jory, 1967).
Measurement of W is rather less accurate thanM
measurement of the other transport coefficients D/y and W 
(Crompton, Elford and Jory, 1967). Therefore, since it is 
necessary to know only one transport coefficient to determine 
the energy dependence of the momentum transfer cross-section 
in the inert gases, measurement of W is preferred in this 
case to measurement of Ww .
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2.2 Oscillographic Methods
Several methods are grouped together here, having 
in common the fact that the time dependence of a transient 
current is observed on an oscilloscope. Analysis of the 
oscilloscope trace leads to the drift velocity.
The apparatus of Hornbeck (1951) , which was similar 
to that used by Bowe (1960), is of simple design. The 
drift region is bounded by a pair of large, circular, 
parallel, metal electrodes. A pulse of U.V. light is 
allowed to strike the cathode, producing a burst of 
photoelectrons. These electrons drift to the anode where 
they are collected. The current pulse produced by the 
electrons while in the gap is amplified and viewed on an 
oscilloscope. If t^ and t^ are the times at which the
current reaches half its maximum value, the drift velocity 
is taken to be d/(t^ - t^) where d is the separation
between the electrodes. End effects may be accounted for 
by varying d.
A rather different approach, used by several authors 
(e.g. Herreng, 1943; Colli and Facchini, 1952), is to
produce a region of ionization between parallel plates by 
means of a pulsed, narrow beam of x-rays or a-particles, 
parallel to the electrodes. The electrons produced then 
drift to the anode producing a current which is observed 
on the oscillograph. The drift velocity is determined 
either by knowing the drift distance accurately (i.e. the 
distance from the plane of the ionizing beam to the anode) 
or by moving the position of the ionizing source a known 
distance and observing the difference in the length of the 
current pulses.
Still other methods have been used (e.g. Klema and 
Allen, 1950; Kirschner and Toffolo, 1952) to produce and 
study current pulses. Loeb (1955) chapter 3, reviews the 
measurements made using these techniques.
With all these methods the fundamental limitation to 
the accuracy obtainable is the accuracy with which time 
intervals can be measured from the oscillographic traces.
This accuracy appears to be poorer than that obtained by 
electrical shutter methods discussed below.
2.3 Single Electron, Time-of-Flight Methods
Stevenson (1952) originated a method which has been 
developed and used extensively for measurements of drift 
velocities and several other transport coefficients. In 
the original apparatus of Stevenson, electrons, produced by 
a beam of 3-particles, were generated just above the cathode 
of the drift tube which contained two holes. One hole led 
to a Geiger counter and the second to a region of uniform 
electric field. Electrons entering this second hole 
drifted to the anode which contained a grid, leading to a 
second counter, as nearly as possible identical to the first. 
When the counters were triggered by electrons produced by 
a single 3-particle, the time interval between the 
discharges in the counters gave the time of flight of the 
drifting electron.
Bortner, Hurst and Stone (1957) developed the method 
by improving the timing procedure and using a collimated 
a-particle source to produce the electrons. They measured 
drift velocities in a number of gases and claimed that the 
method yielded high, but unfortunately unstated, accuracy.
Subsequently, related types of apparatuses have been 
used in a sequence of studies at Oak Ridge National 
Laboratory (e.g. Hurst, O'Kelly, Wagner and Stockdale, 1963;
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Bortner and Hurst, 1958 ; Christophorou , Compton, Hurst and 
Reinhardt, 1965; Hurst and Parks, 1966; Wagner, Davis and 
Hurst, 1967). Several transport properties were determined 
from the observation of the time of flight of individual 
electrons. In its most sophisticated form (Hurst and Parks, 
1966; Wagner, et al ., 1967) it is claimed that the direct
time of flight method yields highly reproducible values for 
drift velocities. Nevertheless it has not been demonstrated 
that this method is as accurate as the most accurate 
electrical shutter methods. In addition the electronic 
equipment required is quite elaborate when compared with the 
apparatus described in the next chapter.
2.4 Electrical Shutter Methods
The prototype of these methods is due to Bradbury 
and Nielsen ( 1936) . Figure 2.1 illustrates the principle 
of the method. Electrons, produced by photo-electric 
emission in the original apparatus, drift through the gas 
under the influence of a uniform electric field to a 
collecting electrode. Two shutters, a distance h apart, 
are placed in the path of the electrons. Each shutter 
consists of a grid of parallel wires whose plane is 
perpendicular to the electric field. Alternate wires of
each grid are connected together.
A .c . voltages are applied to the two halves of 
each shutter, the voltages being of constant equal 
amplitude and exactly 180° out of phase. These voltages 
are superimposed onto the d.c. voltage required to maintain 
the uniformity of the field.
The effect of the first shutter is to divide the 
electron stream into a series of pulses. When the a.c. 
voltage is near zero electrons will pass through the 
shutter. At other times they will be swept onto the grid 
wires.
B R A D B U R Y -  NIELSEN  
M ETH O D
Electron
Source
• V V W W ^ Shutter
•V V W /V S Shutter
Collector
Figure 2.1
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The voltages applied to the second shutter are 
exactly in phase with those applied to the first and the 
action of the shutter is the same. However, it operates 
on a series of pulses produced by the first shutter rather 
than on a continuous current. If the pulses arrive at the 
second shutter when the applied a.c. voltage is at or near 
zero then electrons will pass through the shutter and be 
collected. Otherwise the current reaching the collector 
will be zero. In the original measurements the a.c. 
frequency was kept constant and the value of the d.c. field 
E, and hence the transit time of the electron pulses, was 
varied until the transmitted current was a maximum. 
Subsequently it has been usual to keep E constant and vary 
the a.c. frequency (e.g. Nielsen, 1936 ; Lowke , 1963a;
El ford, 1966).
If the shutter voltage is sinusoidal, with 
frequency f, then the shutters open with frequency 2 f.
A graph of current versus frequency will reveal a series of 
maxima occuring at integral multiples of some fundamental 
frequency fQ . From fQ and h the drift velocity may be 
determined, subject to some corrections discussed in the 
next s e c tion.
Before proceeding, consideration must be given to 
modifications of the Bradbury-Nielsen method which have 
been used by workers at the Westinghouse Research 
Laboratories. Pack and Phelps (1961) produced electron 
pulses directly by use of a pulsed ultra-violet light stiking 
a photo-cathode. The electron pulses travelled to a 
shutter which was operated in one of two modes. In the 
first mode the shutter was normally closed by a d.c. bias 
between the halves of the shutter. The bias was removed 
for short intervals thus opening the shutter. The time 
interval between the emission of the photo-electrons and
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the open ing of the shutter was varied until m a x imum 
tr an s m i s s i o n  was observed. The transit time to a second 
shutter at a greater distance from the cathode was 
simil arl y m e a sured and the drift velocity dete rmined from 
the distance between the shutters and the difference  
be tw ee n transit times to the shutters. This procedure was 
used to eliminate the influence of end effects at the 
cathode on the d e t e r m i n a t i o n  of W.
A possible source of error in this me thod and the 
conven tional B r adb u r y - N i e l s e n  method lies in the fact that 
when the shutters are closed the applied a.c. voltage 
pr odu ces  a region in which the d.c. field is distorted.
A second mode of o p e r ation of the shutters, also used by 
Pack and Phelps, is designed to reduce this effect. In 
this case the shutters are generally open and are closed 
only for short time intervals. Minima are then sought in 
the fr equenc y - c u r r e n t  curve, since the pulses will be 
col lected on the shutters if the pulse is at the shutter 
when it c l o s e s .
Under many conditions the conventional Bradbury- 
Nie lse n method is capable of d etermining fQ with an accuracy 
of about 0.2% (Elford, 1966; Crompton, Elford and Jory,
1967; Crompton and McIntosh, 1968). Values of fQ obtained 
using the modif i c a t i o n s  of Pack and Phelps have not been 
as accurate although this does not seem to indicate any 
fundamental defect in the methods. In the p r esent work an 
exper im ental check failed to detect end effects from field 
dis tor tion at the shutters.
When the B r a d b u r y - N i e l s e n  me thod is used, the 
exp er im ental para meters which determine the drift velocity, 
that is E, N and T, are all fixed and capable of being 
det er mi ned to a high degree of accuracy. The accuracy of
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the drift velocities measured also depends on the accuracy 
with which fQ is determined. The procedures required to 
achieve high accuracy in measuring f are well established, 
and the sources of error involved in determining W from the 
measured value of fQ seem to be well understood.
2 . 5 The Effect of Diffusion
In all the experimental procedures discussed it is 
apparent that the motion of the electron swarm cannot be 
described in terms of drift alone, but that account must 
also be taken of diffusion. The following discussion is 
generally in terms of the Bradbury-Nie1sen method, but much 
of it is obviously applicable to other drift velocity 
measurements. It will be seen below that the effect of 
diffusion is to introduce a slight density dependence of 
the apparent drift velocity w' = 2hf . The correction 
required to obtain W from w' is a function of (Nh)“l.
Although h is not easily varied, N can usually be made 
sufficiently large that corrections to w' are very small, 
w'is then essentially independent of N and equal to W.
The transport coefficients measured in all swarm 
experiments are identified with theoretically derived 
coefficients which in turn are related to the energy 
distribution function of the electrons. A complete theory 
of the Bradbury-Nielsen experiment requires the determination 
of the electron energy distribution function for an electron 
pulse by the solution of the Boltzmann transport equation 
(see Chapter 5) subject to the appropriate boundary 
conditions (Lowke, 1962, lists these conditions). No such 
complete theory exists although there is a considerable 
level of sophistication in current theories (e.g. Parker and 
Lowke, 1969).
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The problem has been approached from two points of 
view. A series of authors (Duncan, 1957; Lowke, 1962;
Burch, 1968) have examined the effects of some, at least, 
of the boundary conditions imposed by the shutters in the 
Bradbury-Nielsen experiment, under the assumption that the 
distribution of electron energies is independent of position 
within the pulse. The conclusion from these investigations 
is that the drift velocity as defined in Section 1.3.2 is 
related to fQ by an equation of the form
D/y D/y 1
w ' = 2 h f 0 = W ^ l  + C ---  ^  = W + C ---  -- ^ 2.1
V  V J V  E/N Nh s
where V is the d.c. voltage between the planes of the 
shutters and C is a constant. Lowke estimated a value of C 
between 3 and 5 depending on whether the electron pulses 
from the top shutter were considered as coming from an 
infinite plane or a point source. Burch used slightly 
different assumptions about the initial conditions and 
included the additional effect of back diffusion to the 
second shutter after the electron pulses have passed through 
it. He estimated that for most experimental conditions 
- 1 < C < 1 .
Recently a second approach has been used by Parker 
and Lowke (1969) in which the Boltzmann equation (see 
Chapter 5) is solved, allowing spatial dependence of the 
energy distribution function, but without the appropriate 
boundary conditions. The most significant outcome of this 
work has been the conclusion that diffusion parallel to 
the electric field may be greatly different from that 
perpendicular to the field (Lowke and Parker, 1969) . The 
coefficients used to describe diffusion in these directions
will be written D and D.L
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It is also shown by these authors that, for the
conditions assumed in the theory, a density dependent
correction of the type given in equation 2.1 should be
applied in determining W from f , provided D is replaced
by D and C is regarded as a function of E/N and the gas.L
In the gases used, apart from very low values of E/N, 
the ratio D /D is roughly independent of E/N (Lowke and
Xj
Parker, 1969) and equation 2.1 can be used as written.
At low values of E/N the correction is usually almost 
negligible. Several experimental investigations (e.g. 
Crompton, Hall and Macklin, 1957; Lowke, 1962; Crompton, 
Elford and Jory, 1967) have shown that a density dependence
Iof the form of equation 2.1 does exist in the values of W . 
However, the appropriate value of C to be used in 
determining W is not available from theory, since at present 
no theory accounts for all boundary conditions together 
with spatial dependence of the energy distribution function. 
The best procedure is to reduce the corrections by making 
Nh as large as possible and to choose the value of C which 
best removes hyperbolic dependence on N from the
Iexperimental values of W .
It should be stressed that in many cases, by using 
large values of N, the corrections are made less than 0.1%; 
in the worst cases encountered in this thesis the corrections 
are about 2%.
The work of Parker and Lowke shows that it is the 
longitudinal diffusion coefficient D which may be
Xj
determined in a Bradbury-Nie1sen experiment by measuring 
the resolving power appropriate to the peaks in the 
current-frequency curves (see also Wagner, Davis and Hurst, 
1967). Lowke (1963b) derived the relationship
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resolving power = — ( --------
4 v D log 2 L e
(Lowke and Rees, 1963; Elford, 1966) , where the resolving 
power is defined as - f^), and being the
frequencies at which the transmitted current is half its 
maximum value (at fQ ) . The measurement of resolving 
power has been used in this work to determine D /y in
f Xj
argon (see Chapter 4).
) 2 . 2
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CHAPTER 3
THE APPARATUS AND MEASUREMENT TECHNIQUES
3 . 1 General Considerations
In order to obtain drift velocities of high 
accuracy several requirements should be met. Obviously the 
pressure, temperature and electric field strength in the 
drift region must be accurately known. Furthermore, the 
shutters must be plane, they must introduce a minimum of 
field distortion to the electric field and must be separated 
by an accurately known distance.
The apparatus and measurement techniques used in 
this work are largely based on the work of Lowke (1963 a) 
and Elford (1966).
3 . 2 The Drift Tube
The drift tube used initially has been described by 
Crompton, Elford and McIntosh (1968). It will be 
designated as tube 5(a) because of the 5 cm nominal drift 
distance. During the course of the work two groups of 
modifications were made which will be described below.
3.2.1 Requirements
The electrode structure of the drift tube should 
provide a uniform electric field over the region through 
which the electrons travel. Crompton, Elford aryl Gascoigne 
(1965) have reported an extensive investigation into the 
design of a suitable electrode structure for swarm 
experiments. However, the need to meet two further
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requirements in the present work made it necessary to 
modify their design considerably.
It is well known that drift velocities in the inert 
gases are very sensitive to the presence of molecular 
impurities (see Chapter 4). It is therefore desirable to be 
able to bake the tube at moderate temperatures to reduce 
outgassing which could contaminate the gas samples used.
It is also desirable to measure drift velocities at low 
temperatures since the thermal energy, 3kT/2, sets a lower 
limit to the energy range of cross-sections which may be 
investigated. In addition, at low temperatures it is 
possible to make measurements at greater molecular densities. 
This is important in extending measurements to very low 
values of E/N. In part B the use of low temperatures will 
also be seen to be essential in allowing an adequate range 
of N to be used in investigating the density dependence of 
drift velocities.
The present tube was designed by Dr. M.T. Elford to 
meet these conditions.
3.2.2 The Electrode Structure
The initial form of the tube is shown in figure 3.1. 
The electrodes were of copper with a high degree of flatness 
and surface finish, and were separated by Pyrex spacers 
whose ends were ground flat and parallel. The whole 
assembly was mounted on ceramic tie rods.
Contact potential differences between the shutter 
planes can cause significant errors in the field when E is 
small. Gold was therefore vacuum deposited on the shutter 
wires in order to reduce these potential differences.
Electrical connections to the electrodes were made 
by thin constantan wires, which ran through Pyrex tubing
TUBE 5 a
R e f r i g e r a n t
Level
5 cm
Figure  3 .1
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within the envelope. The formation of conducting layers by 
condensation where the leads emerge from the apparatus can 
present a problem at low temperatures. To overcome this 
a skirt was attached to the stem of the Pyrex envelope.
The leads passed under the skirt, finally emerging through 
small holes ground in the top and sealed with silicone 
rubber. When working at liquid nitrogen or oxygen 
temperature the liquid level was raised until the end of the 
skirt was just submerged. This ensured that the leads were 
kept free of condensation.
3.2.3 Collecting Electrode
The collecting electrode was divided into two 
sections, a central disc of 1 cm diameter and an annulus of 
2 cm outside diameter. The two sections were separated by 
a gap of 0.025 cm. The annulus was separated from the 
surrounding guard electrode by a similar gap. The two 
sections of the collector could be connected separately 
to the electrometer.
3.2.4 Electrometer Leads
Each lead to the electrometer consisted of a spiral
1 "of constantan wound inside a Pyrex tube of about B diameter 
This tube was held inside another Pyrex tube of h" diameter 
byaseries of spiggots. These outer tubes formed part of the 
vacuum tube (see figure 3.1). The electrometer leads and 
the envelope, from the region of the collector, were coated 
outside with aquadag to reduce pick-up of extraneous signals
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3.2.5 Field Distortion
The electrode structure used was less ideal with 
regard to field uniformity than that developed by Crompton, 
Elford and Gascoigne (1965) (see section 3.2.2) . Some 
consideration was therefore given to the effect of field 
dis tortion.
Lowke (1963 a) has shown that drift velocity
measurements are rather insensitive to field distortion
provided the correct d.c. voltages are applied to the
shutters. This was confirmed during the course of checking
the operation of the apparatus. Quite large errors
deliberately introduced in the voltages applied to the guard
electrodes between the shutters produced only small changes
in the value of f observed. The effect of incorrecto
voltages applied to electrodes outside the intershutter 
region was quite negligible.
The insensitivity of the measured drift velocities 
to lack of field uniformity and field plots for the present 
guard structure (Crompton, Elford and McIntosh, 1968) 
indicate that non-uniformity of the field is not likely to 
be a significant source of error. This conclusion is 
substantiated by measurements reported in Chapter 4 which 
allow direct comparison with measurements made in a drift 
tube with better field uniformity (Crompton, Elford and 
Jory , 196 7).
3.2.6 The Shutters
The shutters, which were required to withstand both 
heating and cooling to liquid nitrogen temperature without 
distortion, consisted of 0.04 mm diameter nichrome wires 
separated by 0.4 mm. The wires were sealed under tension to
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a steatite ring of internal and external diameter 3.0 cm 
and 5.5 cm respectively by means of Pyroceram cement 
(Corning Glass Works Pty Ltd). The structure can be seen 
in figure 3.2.
3.2.7 Modifications to the Drift Tube
As mentioned in section 3.2 the tube was modified
twic e .
The first modification was made during the course 
of tracing the cause of a fault in the apparatus. The 
shutters were replaced with others of similar design and all 
the surfaces within the drift region were gold coated.
At the same time measurements were made to test the 
effect of changing the diameter of the hole through which 
the electrons enter the drift region, the diameter being 
increased from 2 mm to 10 mm. No significant change in the 
value of W was observed.
The electrometer leads were also replaced. The new 
leads consisted of an uncoiled constantan wire of 0.5 mm 
diameter firmly held in a Pyrex capillary tube, which did 
not now form part of the vacuum tube. This design was 
found to be subject to much less microphony than that used 
in tube 5 (a).
This modification will be distinguished as tube 5 (b).
A second and more substantial modification is 
illustrated in figure 3.3. The drift distance was extended 
from 5 cm to 10 cm by the insertion of additional guard 
rings of the same design. The aim of this alteration was 
to determine the magnitude of end effects which might have 
been present.
Another minor modification made at the same time was 
the replacement of the ceramic tie rods with others of 
insulated stainless steel.
Figure 3.2
A s TUBE 10
R e fr ig e ra n t
Level
10 cm
Figure 3 .3
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This modification will be called tube 10. The 
details of the electrode structure can be seen in figure 
3.4 and the complete tube is shown in figure 3.5.
3.2.8 The Drift Distance h
The distance between the shutter planes, h, must 
be accurately known if drift velocities are to be accurately 
measured. Any error in h is compounded in the
Idetermination of W as a function of E/N since both W and 
E depend directly on h.
Since a shutter consists of a set of wires of finite 
diameter separated by open regions there is some difficulty 
in defining the "plane" of a shutter and therefore the 
drift distance between the "planes". Two approaches have 
been made to this problem. Firstly, the physical distance 
between corresponding parts of the wires of the two 
shutters was measured, and secondly, a calibration procedure 
was adopted using "standard" drift velocities. Because the 
procedures used were slightly different for each tube the 
details are contained in Appendix 1. From the investigation 
reported there it is concluded that the appropriate value to 
be used for h is the measured length ± 0.15%.
3.3 The Electron Source
In all the measurements the electrons were produced 
by a radioactive source described by Crompton and McIntosh 
(1968). A silver coated foil of Americium 241 produced 
a-particles which caused volume ionization of the gas.
The foil was contained in a stainless steel cylinder in 
which a series of baffles prevented a-particles leaving the 
cylinder and entering the drift tube.
kJ
Figure  3 . 4
Figure 3.5
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Electrons were extracted from the cylinder by means 
of a variable voltage maintained between the source and the 
top electrode (pull-off voltage).
This source has two advantages over thermionic 
sources which have frequently been used. Firstly, it 
introduces no heat and therefore no thermal gradients within 
the tube. This is particularly significant at low 
temperatures where even small gradients can introduce 
significant errors. Secondly, at a given pressure the rate 
of electron production in the source is extremely stable, 
leading to a more stable current in the drift region than 
is obtained from a thermionic source.
3.4 The Vacuum System
Because of the need to keep outgassing levels as 
low as possible the vacuum system was manufactured to UHV 
specifications. The construction was of stainless steel 
and Pyrex, with all-metal taps.
An 8 1 sec 1 Vacion pump was included in the UHV 
section. The roughing section, which was isolated from 
the UHV section by a liquid nitrogen trap and a metal tap, 
was pumped by an Edwards 2SC20 rotary pump and a 8 1 sec--*-
Vacion pump. Figure 3.6 shows a block diagram of the 
vacuum system and figure 3.7 a photograph of the whole 
apparatus.
3.4.1 B ak e-Out
As pointed out above both the UHV system and the 
drift tube could be baked at moderate temperatures. Before 
measurements were begun the UHV system was baked at about 
2 0 0°C for several days. It was not subsequently baked
be tween runs.
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In general the drift tube itself was not baked before 
runs, because the danger of distorting the electrode 
structure seemed greater than the danger of contamination of 
the gas by outgassing from the tube. After assembly the tube 
was pumped for periods of several weeks before use and was 
rarely exposed subsequently to atmosphere.
The ultimate pressure of the UHV system and tube was 
-7less than 10 torr. In a period of 24 hours at room
-5temperature the pressure rise was less than 2 x 10 torr. 
Since the experiments were generally carried out at pressures 
above 100 torr the contamination from outgassing was less 
than 0.2 parts per million (ppm) per day. At 77°K and at 
higher pressures this rate was even smaller.
In Chapter 4 it will be shown that outgassing was 
not a significant source of contamination, and that adequate 
gas purity was maintained without rigorous outgassing 
procedures which carry with them the risk of introducing 
more serious experimental errors.
3.4.2 Gas Handling
The inert gases were admitted from high pressure 
cylinders attached by means of a Conflat flange directly to 
a Granville-Phillips UHV variable leak valve. This procedure 
avoided the use of regulators containing greases or 
elastomer materials which could be sources of contamination. 
One exception to this procedure will be detailed in Chapter 4 
when the results in neon are discussed.
A similar procedure was adopted with para-hydrogen 
except that the cylinders containing the gas were at 
pressures of only about 2 atmospheres.
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Normal hydrogen and deuterium were admitted through 
a heated silver-palladium osmosis tube. It is known that 
this method produces gas of very high purity (Young, 1963; 
Crompton, Elford and McIntosh, 1968) .
Detailed discussion of the purity of the gases will 
be deferred until Chapter 4 in which the results for each 
gas are presented.
3.5 Electrical Equipment
3.5.1 D .C . S upplies
The d.c. voltages applied to the electrodes were 
produced by a Keithley model 241 power supply with a rated 
accuracy of ± 0.05% and very high short-term stability.
The output of the power supply was applied to a resistor 
chain from which the voltage appropriate to each electrode 
was tapped off. The resistors were selected so that the 
voltages applied to the electrodes were within 0.1% of the 
correct values. Periodic checks showed no significant 
changes in the voltages.
The voltage between the shutter planes, which 
determines the value of E, was measured before each 
determination of f with one of two differential voltmeters, 
John Fluke models 891AR and 895A. The error in the d.c. 
voltage applied between the shutters is considered to be 
less than 0.05%.
Pull-off voltages (POV) were supplied by a separate 
stabilized power supply. The current entering the drift 
tube was controlled by this voltage. As far as possible the 
operating voltage was chosen to meet two conditions. In 
the first place the voltage was adjusted so that the 
current near the maximum in the current-frequency curve was
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of the order of 10 amp, thus ensuring that the
position of the maximum could be accurately determined.
Secondly, the voltage was chosen so that changes in the
transmitted current with POV were small. This ensured that
small fluctuations in POV produced negligible effect on the
current and therefore on f .o
3.5.2 E 1e c trome try
Currents reaching the collector were in the range 
- 11 - 1 310 to 10 amp and were measured by means of a Vibron
62A electrometer in conjunction with a 10^ '*' ohm resistor.
3.5.3 A .C . Voltage Operating the Shutters
The shutters were operated with sine wave signals 
throughout this work. Lowke (1963 a, b) has shown that, 
while many errors are se1f-cance11ing to first order, it 
is desirable that the following conditions are met as closely 
as possible;
(a) equal signals differing in phase by 180° 
should be applied to each half of the shutter,
(b) there should be no phase difference between 
corresponding voltages applied to each shutter,
(c) at peak voltage at least 80% of the current 
should be collected by the shutter wires,
(d) the amplitude of the signal should be 
independent of frequency.
Only (d) could not be easily met. The oscillator- 
amplifier combination used did not produce constant voltage 
over the whole frequency range. The signal applied to the 
shutters was therefore monitored with an oscilloscope.
The trace was expanded and only the peaks of the signals 
observed so that small changes in the peak to peak voltage
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could be detected. The frequency response of the 
oscilloscope was flat over the range of frequencies used. 
Small changes in the amplitude of the signal were 
corrected by adjusting the oscillator output.
The oscilloscope also served to monitor the wavef^r® 
of the a.c. signal when the amplitude or frequency was 
varied.
The oscillator used was a Hewlett-Packard model 2$3A 
audio oscillator with a frequency range of 50 Hz to 500 Klz • 
The amplifier was of conventional design and capable of 
producing undistorted signals at the shutters of up to 30 
volts peak to peak over the frequency range used. The 
amplifier superimposed a 50 Hz ripple of about 0.15V peak 
to peak on the a.c. shutter voltage. Consequently shut:e 
voltages of less than 5V peak to peak were not used, al"h>uf3hi 
when smaller voltages were used in tests it was found tia • 
the ripple introduced no significant error.
The a.c. voltages were super-imposed on the d.c. 
voltage through a resistance-capacitance network (figure 
3.8).
Two electronic counters, Hewlett-Packard models 
3734A and 5216A, each with an accuracy of ±1 count, were 
used to measure the frequency of the a.c. signal.
3.6 Pressure Measurement
Pressures were measured with a Texas Instrument;
0-500 torr quartz spiral manometer. The gauge was cali;r,te2dl 
against a CEC type 6-201 primary pressure standard.
Periodic re-calibration showed no change as great as 0. % 
even after the gauge had been baked. Measurements were m,de^  
at pressures close to calibration points. For pressure 
greater than 500 torr the reference section of the gaug
RESISTANCE CAPACITANCE  
N E T W O R K
C, = 0.047 / i F
C2 = 0.1 yUF
R = 120 K ohm
Figure 3.8
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was filled to a suitable pressure with nitrogen. The 
pressure in the reference section was stabilised with a 
6 litre insulated ballast volume. Temperature variations 
in the room were less than 1°K and in the ballast volume 
certainly less than this. The error in pressure 
measurements is considered to be less than 0.1% for pressures 
greater than 15 torr and less than 0.3% for pressures below 
15 torr.
3 . 7 Temperature Control and Measurement
Copper-constantan thermocouples, attached to the 
electrodes immediately below the top shutter and immediately 
above the lower shutter, were used to measure the 
temperature in the tube. (In tube 5 (a) the upper
thermocouple was inoperative).
For measurements at room temperature the tube was 
surrounded by a stainless steel jacket filled with 
distilled water up to a level about 5 cm below the Kovar 
seals. This provided temperature stability of better than 
0.1° K/hour.
For low temperature measurements liquid nitrogen or 
oxygen was contained in a stainless steel dewar surrounding 
the tube. The level of the liquid was kept constant 
automatically to about ±0.5 cm by means of a liquid level 
controller manufactured by Spembly Technical Products.
When the drift tube was at liquid nitrogen 
temperature, the temperature indicated by the thermocouples 
agreed to within 0.1°K with the calculated boiling point of 
the nitrogen, taking account of its purity and the prevailing 
atmospheric pressure. A calibrated hydrometer was used to 
measure the purity of the nitrogen which was always better 
than 99.5%. Tests carried out in tube 10 showed that even
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at pressures as low as 5 torr no thermal gradients could 
be detected in the tube during the course of measurements. 
Since a period of at least 12 hours elapsed between cooling 
the tube and beginning measurements, during which time the 
pressure in the apparatus was at least 100 torr, the gas 
was considered to be at the calculated boiling point of the 
nitrogen.
Over periods of several hours the thermocouple 
readings showed changes of less than 2yV (equivalent to 
0.12 K ) . Part of this variation was due to temperature 
fluctuations at the reference junction of the thermocouples.
No method was available to measure the purity of the 
liquid oxygen used in the low temperature measurements in 
argon. Consequently, no account could be taken of impurities 
in calculating the boiling point of the oxygen. However, 
the maximum impurity level stated by the suppliers (C.I.G.) 
was 0.4%, the chief component of which was argon. This level 
would alter the boiling point by less than 0.1%.
The error limits of 0.1, 0.2 and 0.3% placed on the
temperature measurements at room temperature, liquid 
nitrogen and liquid oxygen temperatures are considered 
cons e rvative.
3.8 Determination of fQ
For given values of E/N and T a graph of transmitted 
current I against the frequency f of the a.c. shutter 
voltage consists of a series of peaks, decreasing in 
amplitude with increasing f. The maxima occur at integral 
multiples of the fundamental frequency f . Figure 3.9 
shows two examples of such graphs, (a) showing more highly 
resolved peaks than (b). From the value of fQ , the drift 
velocity is determined as described in Chapter 2.
CURRENT— FREQUENCY
77°K
e/N  = 0.08 Td
77° K
E^J = 0.08Td
Figure 3.9
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The method used to determine f has been outlinedo
by Elford (1966). Measurements were made of the frequencies
on either side of f at which the current was some
arbitrary fraction of its maximum value I . The averagemax
of these two frequencies gave fQ . In general, measurements
were made for I at least 70% of I . In neon and argonmax
three determinations of f were made at each of two current 
peaks.
In the investigation reported in Part B it was 
necessary to make a large number of measurements in a short 
time. Therefore, provided the first two determinations of 
f agreed to better than 0.05%, the third was dispensed with. 
In addition, a check of agreement between peaks was made for 
only 10% of the measurements. These conditions applied to 
the measurements in the hydrogen gases and to those in 
helium at low values of E/N which were made in conjunction 
with these measurements.
3.9 The Effect on f of Variations in Shutter Voltage, 
Current and Pressure.
Checks were made to ensure that the observed values 
of f were independent of the amplitude of the shutter 
voltage. Particular care was taken when small amplitudes 
were used because of the 50 Hz ripple on the signal (see 
section 3.5.3). At almost all values of E/N in argon it 
was necessary to use large amplitudes to achieve adequate 
resolution of the peaks. Nevertheless, when the amplitude 
was varied no change in f was observed, indicating that the 
field distortion produced by the a.c. signal was not 
significantly changing the drift velocity.
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When the total current in the drift tube was altered 
by changing the POV no change in fQ was observed.
For most values of E/N measurements were made at 
several values of pressure over as wide a range as possible. 
This allowed the factor C of equation 2.1 to be estimated 
and provided a number of determinations of the drift 
velocity under different conditions.
3.10 D.C. Shutter Characteristics
The action of the shutters on the electron stream 
can be observed by applying a d.c. bias between the halves 
of one shutter while the second shutter has no bias applied. 
A graph of transmitted current as a function of d.c. 
voltage is known as a cut-off curve.
Figures 3.10(a) and (b) show two cut-off curves 
taken in helium at different values of E/N. It can be seen 
that the maximum in I occurs at zero bias and that the 
voltage required to cut off the electron stream is greater 
at the higher value of E/N. These characteristics are 
similar to those found in most gases.
In figures 3.10(c) and (d) two cut-off curves for 
neon at different values of E/N are shown, and in figure 
3.10(e) and (f) two curves for argon.
In the case of neon maximum transmission does not 
occur at zero bias at either value of E/N. When a small 
bias is applied fewer electrons are trapped by the shutter 
wires. This behaviour is evidently due to the fairly rapid 
increase in qm with energy. When higher bias voltages are 
applied transverse drift eventually ensures that all the 
electrons are trapped.
Similar behaviour is observed in argon at the 
higher value of E/N where, for energies above about 0.4 e V ,
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the behaviour of the momentum transfer cross-section of 
argon as a function of energy is qualitatively similar to 
that of neon.
At the lower value of E/N in argon maximum 
transmission occurs at zero bias, but a second maximum in 
the cut-off curve is observed at some higher bias value.
The sharp fall in transmission as the bias voltage is 
increased from zero is evidently due to the falling value 
of the cross-section as energy increases up to about 
0.2 eV. The secondary maximum is apparently due to the 
mean energy of the electrons passing through the Ramsauer 
minimum to energies where the cross-section increases with 
increasing energy.
When maximum transmission does not occur at zero 
bias voltage, the application of a sine-wave shutter voltage 
produces bi-modal pulses at the top shutter. Nevertheless, 
the graphs of transmitted current against frequency are 
similar to those obtained when maximum transmission is 
obtained at zero bias. For example, figure 3.9 (b) which
was taken in neon, shows the expected series of peaks at 
integral multiples of f . The fact that the value of f was 
found to be independent of the amplitude of the shutter 
voltage shows that the unusual shutter characteristics do 
not affect the value of W measured.
Pack and Phelps (1961) reported cut-off curves 
similar to figure 3.10(e) and (f) for argon, but observed 
normal behaviour in neon. The wider spacing of their grid 
wires would have reduced the effect of diffusion to the 
shutter wires on the electron stream and probably accounts 
for the different shutter characteristics observed in neon.
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3.11 Contact Potential Differences
Drift velocity measurements are sensitive to 
contact potential differences only when they introduce a 
significant error in the total potential difference between 
the shutter planes. Vacuum deposition of gold on the 
shutter wires should reduce the magnitude of these contact 
potential differences (Crompton, Elford and Gascoigne, 1965) , 
and no significant errors from this cause were observed 
provided the voltage between the shutter planes exceeded 
about 20 V. When a contact potential difference is present
Iit introduces a hyperbolic dependence of the observed W on 
E for a given value of E / N . The effect is similar to that 
due to diffusion (see section 2.5) and a correction can be
Imade if W is measured at several values of N (see section 
3.9).
3.12 Surface Effect at 77°K
It is known that electrons striking a metal surface 
can significantly alter the potential of the surface (e.g. 
Petit-Clerc and Carette, 1968) . An effect, apparently 
associated with the impact of electrons on the top shutter 
of the present drift tube, will be reported in this section. 
The effect was observed in tube 5(a) at 77°K and had the 
following characteristics:
(a) When measurements were begun at 77°K in H 2 in 
tube 5(a) with E = 5V cm-1 and p = 100 torr , it was found
Ithat over a period of several hours the value of W 
observed rose steadily, eventually becoming constant at a 
value almost 1% above that observed initially.
(b) Over the same period the cut-off curve of the 
top shutter became significantly broader while that of the 
lower shutter remained unaltered (see figure 3.11).
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(c) When a complete set of measurements was then
Imade it was found that the effect on W was not that 
normally associated with a contact potential difference.
IThe error in W did not scale correctly when E was doubled, 
either for the same value of N or for the same value of E/N.
(d) The magnitude of the effect was different in 
different gases. Measurements made in helium immediately 
after measurements in hydrogen showed about half the effect.
(e) The effect could be removed by warming the tube 
to room temperature when it could no longer be detected. 
However, on cooling the tube the behaviour was repeated.
In tubes 5(b) and 10 no rapid changes in w' with 
time at 77°K were observed, although over a six-week period 
at 77°K a similar but smaller change was observed in 
tube 5(b).
An apparently similar effect has been reported by 
Crompton, Elford and McIntosh (1968) in an apparatus which 
measured D/y for electrons, and by Creaser (1969) in an 
apparatus similar to the present one in which the mobilities 
of alkali ions were measured. Both these apparatuses and 
tube 5(a) had in common the fact that they had been used 
to make measurements with alkali ions, whereas tubes 5(b) 
and 10, in which the effect was absent or at least greatly 
reduced, had been used only with electrons. While this 
effect has only been reported in apparatus used with positive 
ions, the converse, that positive ion measurements cause 
the effect, has not been shown.
No further attempt was made to establish the cause 
of the effect because, except for a very few values of E/N, 
the effect was made insignificant by using sufficiently 
large values of E and N.
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CHAPTER 4
DRIFT VELOCITIES IN HELIUM, NEON AND ARGON
4.1 H e1ium
4.1.1 Introductory Discussion
Crompton, Elford and Jory (1967) have reported 
measurements of drift velocities in He at 293°K over a wide 
range of values of E/N, from which they deduced the momentum- 
transfer cross-section over the energy range from several 
electron volts to about 20 mi11i-e1ectron volts. (The 
limits of the energy range will be discussed further in 
Chapter 6). The measurements made at 77°K, reported in 
this section, were aimed at providing an independent 
determination of this cross-section and an extension of the 
energy range to lower values.
In all, six sets of measurements were made, at least 
one in each of the three drift tubes. In each set, for most 
values of E/N, measurements were made at three or more 
pressures. Small corrections, generally less than 0.1%, 
were made to w' to account for small deviations of E/N from 
the nominal values, caused by fluctuations in p, and 
deviations of T from the standard value of 76.8°K. Account 
was taken of the rate of change of W with E/N in making 
these corrections. Appendix 2 lists the observed values of
dW
d(E/N) x — which were used to make these corrections. W
The temperature 76.8°K was considered 'standard' becaüse it 
was close to the boiling point of nitrogen under the
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laboratory conditions. Deviations of T from the standard 
value not only affect E/N, but also have a direct effect on 
W, especially at small values of E/N where the mean energy 
of the molecules has a strong bearing on the mean energy 
of the swarm. Since deviations in T from 76.8°K were 
generally less than about 0.3% no corrections were made for 
this second effect.
In calculating E/N and w' account was taken of the 
0.2% decrease in h caused by the thermal contraction of the 
apparatus in going from room temperature to liquid nitrogen 
temperature.
IThe values of W shown in table 4.1 are mean values. 
For values of E sufficiently large to overcome the effects 
of contact potential differences and surface effects 
(i.e. E £ 10 Vcm“l) the deviations from the mean values
are generally less than ± 0.1%. The agreement between the 
measurements made with tube 10 and those made with tubes 
5(a) and (b) confirm the finding of Elford (1969) (See 
Appendix 1) that the measured values of W are independent 
of h in these drift tubes.
4.1.2 Corrections for Diffusion Effects
The values of W shown in table 4.1 as the lower 
entries were calculated by assuming a value of 1.5 for C 
in equation 2.1. This value was used by Crompton, Elford 
and Jory (1967) who found that it gave good agreement with 
their experimentally observed density dependence of w'. In 
the present measurements the corrections to W are generally 
less than 0.1%, the largest being about 0.25%. The values 
of D/y used were calculated using the cross-section given 
in Chapter 6, which agrees closely with that of Crompton, 
Elford and Jory (see section 2.5). The values of
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— are so small in most cases that even a change of 100%
in C would introduce a change of less than 0.1% in the 'best 
estimate' values of W.
4.1.3 Accuracy of the Drift Velocities
The sources of error in the drift velocities may 
conveniently be divided into three categories, namely, 
random errors in determining fQ , systematic errors in 
experimental parameters, and errors due to impurities in 
the gas samples. Each category will be considered in turn.
4.1 . 3.1 Random Errors
The 'best estimate' values of W shown in table 4.1 
were determined generally by considering only those 
measurements for which E > 10 Vcm- .^ For these values of 
E, deviations in W from the best estimate values are 
generally less than 0.1%. Only at the lowest two values of 
E/N , where small values of E were necessarily used, are 
random errors greater than this. For E/N = 0.008 Td the 
uncertainty in W due to scatter is ±0.4% and for E/N =
0.016 Td ±0.25%.
4.1.3 . 2 Systematic Errors
The details of measurement of the experimental 
parameters are given in Chapter 3 and will not be repeated 
here. Errors in V, p, h and T lead to errors in E/N, 
which in turn lead to errors in W. An error in h or C 
also directly affects W, while an error in T has a direct 
effect on W for low values of E/N. Table 4.2 lists the 
sources of systematic error and the estimated maximum
Dr
if
t 
Ve
lo
ci
ti
es
 
of
 E
le
ct
ro
ns
 
in
 H
el
iu
m 
at
 
76
 
Up
pe
r 
en
tr
ie
s 
ar
e 
W 
me
as
ur
ed
.
53
CD
-P m cn p» cn
cti '— — - — - — -
e m o ID cn
-P •H p- cn
Cfl -P cn m f" CO
CD cn • • • •
CQ w o o o o
O cn p* cn cn
O 00 p* id
rH cn cn p- p>
p- r- 00 CO
o o o o
o
m
i— i
o CN p- o CN in
o ■—1 o p> ID cn
CN rH p~ cn cn p~ p'
1 in m r- p* 00 00
u • • • • • •
a) o o o o o o
cn
s O
0 in S
u CN o—
IS
ts • m
o o i rH CO m rH p~ cn 00
G o o f" 10 o O ID ID cn cn
•H G. cn i— i <sT r- cn cn r- p-
e \ > cn cn m in p~ p- 00 00
p Q • • • • • • • •
<v o o o o o o o o
-p in
<u •
i— 1 o ID cn o ID cn cn IDo 10 ID o o ID ID cn cn
£ + p~ r" cn cn r- P'
cn cn m in p~ 00 00
<u rH • • • • • • • •
p V o o o o o o o o
s
U) o CN o (N o r- in 1— 1 00
(1) 1 o ID ID O o ID ID cn
•H m p* p' CO <n p~ p'
p - cn cn m in r- r- 00 00
-P 5 • • • • • • • •
G o o o o o o o o
CD
P o cn p- CN CN i—i ID
CD o m m o O p*
S 'U’ p~ r- cn cn p* p*
0 CO m m in 00 00
PI • • • • • • • •o o o o o o o o
oo f" ID p- m ID 1—1 cn
p- in m o o in
p~ r- cn cn p'cn cn in in p~ CO 00
o o o o o o o o
I
t m o ID rH
p Eh cn cn CO 00
p •~-- p> m cn i—1
0 o rH CN cn
-p 2 o O o o— \ • • • •
O W o o o o
0.
99
23
 
0.
99
19
 0
.9
91
2 
0.
99
10
 
0.
99
08
 
0.
99
15
 
0.
99
36
0.
99
21
 
0.
99
17
 
0.
99
09
 
0.
99
06
 
0.
99
03
 
0.
99
08
 
0.
99
21
 
0.
99
1(
1)
T
A
B
L
E
 
4
.1
 
(c
o
n
t'
d
)
5 4
0 )
-p
<0
e O 00 05 ID in CN
-P -H er» r - in 00 D
05 -p rH CN 00 in r -
CD tfi • • • • • •
PQ w i—1 rH i—i rH rH i—i
O CO H ■—i er» i—1 o 00 ID CO ID m 00 CN
O er» 0^ CO ID ID 00 00 l ' ' D D 00
■—1 rH rH CN CN oo 00 in in O ' 05
• • • • • • • • • • • • •
rH rH >~H rH r—1 rH r—1 rH rH rH rH rH rH
o
i n
rH
o rH o 05 00 cn 00 ID LO in 00 CN 05
o er» r - r - in in 00 00 r* r - ID D CN
CM rH rH CN CN c o 00 in in r*- 05
rH • • • • • • • • • • • • •
1 rH rH i—1 rH i—l rH rH i—1 rH rH rH 1—1 rH
a
CD
O (/) ID CO CN
in 00 00 ID D
CM e r-- O'
u • • • •
rH rH rH rH
s
in
O i o O 00 r - er» 00 in in in CN i—1 CO
o o CT» CT» l"- r* in uo 00 00 r - r - ID D CN
oo ■—i i—1 H CN CN ro 00 m in [■" 05
rH i—1 rH 1—1 rH i—i 1—1 rH rH rH rH rH rH
o o O 00 00 05 00 in in uo CN CN 05
o CT» er» f ' in in 00 00 r - ID D CN
rH rH CN CN ro 00 in in r - O'- 05
• « • • • • • • • • • • •
rH rH rH rH i—l rH rH rH i—i •H i—i i—1 i—1
o i—1 O 00 CO 05 05 ID in in in CN CN 05
o er» r - r-~ in in oo 00 r~ r" D D CN
in «H rH CN CN 00 00 in in f" 05
rH i—1 rH rH i—i rH rH rH rH i—i rH i—i i—1
o i—1 i—1 05 er» 05 05 ID D ID in 00 CN o
o CT» er» in in 00 00 r - D D 00
iD rH rH CN CN 00 00 in in O'- t"' 05
• • • • • • • • • • • • •
i—1 i—1 rH i—i i—i rH 1—1 i—1 rH i—i rH rH rH
O CM rH er» 05 o O ID D ID ID 00 00 o
o a> er» r* D ID 00 00 r* r-> D D 00
l"' rH rH CN CN 00 00 in in r-~ O' 05
i—1 rH rH rH rH rH rH rH rH rH 1—1 »—1 rH
II
TO r - CN r-* CN oo
U Eh KD D in in 00
u - in CO rH 05 in 05
0 in ID r* r - 05 rH
-P Z o O o o o r—1
— \ • • • • • •
a W o O o o o o
1
4
3
1
 
1
.9
3
0
 
1
.9
2
9
 
1
.9
2
8
 
1
.9
2
8
 
1
.9
2
7
 
1
.9
2
8
 
1
.9
2
9
 
1
.9
2
9
TA
BL
E 
4.
1 
(c
on
t'
d)
55
(D
p
03
s m in r H Ml*
p •H CD f- CD MT e'­
10 P CM CD 00 en
CD W • • a a a
CQ W CM CM CM CM CM
O O 00 00 CD CXl CDo vD r~ r' CD CD
1— 1 CM CM CD CD
. . . . . a
CM CM CM CM CM CM
o cd f'' m o m CD m 00 CM
in CD cD in m 00 r- r-
I— i CD CD 00 00 cn on r H
. . a a a a a a a
CM CM CM CM CM CM CM CM on
o r^ in CD Ml* CD -nT o COo CO CD r- CD CD CD CD
CM CM CM cD CD >— 1
1— 1 • • • • • •
1 CM CM CM CM CM CM on
u
Q)
O tfl CD in in CD o CD
in CO ID r- r- CD CD 00 CD
CM £ CM CM CD CD r H
ü • • • • • a a
— - CM CM CM CM CM CM on
?
ino i CD in ^  on in o in CM CO in m
o o CD CD r- CD CD o r- r- CD
on i— i CM CM <sT 'cf CD CD rH CO 00 on on r H
• • • . a a a a a a a
CM CM CM CM CM CM CM CM CM CM on
o ID in m O on r H CD CM
o cO CD r- un !■" r- CD
CM CM r H CO 00 <n cn 1— 1
. . . . a • a • a
CM CM CM CM CM CM CM CM on
o iD m o CM O MT on CMo cD CD o MT MT O' 0" CD
in CM CM CM 00 00 cn cn i— l
CM CM CM CM CM CM on
o o CM O on CM
o m r- r- CD
CD CM 00 CO CTi cn 1— 1
CM CM CM CM on
O O CM r H in ono O r-
r- on 00 CO cn cn
CM CM CM CM
II II
.— .
TS
Fh CO CD on u 1— 1 cn
u — ' CO CO 00 u CO cn
0 Cn on n- 0 r H mt
p 2 1— 1 CM CM p on on
s— \ • • a — a a
a H o o o a o o
39
76
 
3.
16
0 
3.
16
0 
3.
16
0 
3.
16
2 
3.
16
2 
3.
16
2 
3.
16
5 
3.
16
1
T
A
B
L
E
 
4
.1
 
(c
o
n
t'
d
)
56
<D
4->
fO
e o CM in m o CO
+> -H LD i—1 LD CO o o
w +J CTi r—1 p^ 00
a> • • • • • •
CQ w CO CO CO •xP
u
o
4-J
ft
t3
H
2
\
H
I—I
r^
o
r- cm
co ID
lo n
in io
a  o
c - <N
LO l o
I—I (Ti
(-- r-
o  o
CO
p^
m
o r—I
5
.3
4
0
 
5
.3
4
4
 
5
.3
5
2
 
5 
. 
3
4
4
T
A
B
L
E
 
4
.1
 
(c
o
n
t'
d
)
57
<D
4->
<XJ
CD CD
IT) CD
00
CD CO
g r-
-P  -H H* IT)
01 4-> CO iH
ÖJ m
(D W LO CD
o
-cr
rH r~ o in CM in m CD
CD r " in r - in o 00
00 CO r—( rH CT» 00
• • • • • • • •
m m CD CD CD CD CD CD
o
in
o
CD
CTi O'
m h*
oo oo
m m
in
i d  m
I—I rH
ID ID
o  r- 
r- in
cO CD
O O 
cd
I—I I—I
CD CD
O
CO
o
o
rH
u
o
+J
ft
T5
Eh
Z
\
w
I—I
m
I—I
O O 00
cn in oo
m f" cr>
I— 1 r H  1— I
58
magnitude of their effect on the best estimates of W given 
in table 4.1. In arriving at the limits shown it has been 
assumed that an error in E/N leads directly to the same 
fractional error in W. Since, for most values of E/N, the 
factor F (see section 4.1.1) is considerably less than 1 
the limits are considered conservative. The total 
uncertainty due to systematic errors is taken to be the 
arithmetic sum of the uncertainties from all sources.
Table 4.2
Sources of Systematic Error in Drift Velocities in Helium .
Source of Error Estimated Maximum Effect on W(%)
Voltage between shutters, V 0.05
Temperature, T 0.2
Pressure, p 0.1
Drift distance, h 0.3
Diffusion Correction, C 0.1
Total uncertainty in W due to systematic errors = 0.75%.
4.1 . 3 . 3 Errors Due to Impurities
In order to estimate the error due to impurities it 
is necessary to know both the level of impurities in the gas 
samples used and the sensitivity of W to these impurities.
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4.1 . 3.4 Measurement of Sensitivity to Impurities
From consideration of the specifications of the gas, 
and the outgassing impurities usually associated with a 
system of the kind used, the most likely impurities seemed 
to be hydrogen and nitrogen. Measurements were therefore 
made to determine directly the sensitivity of the drift 
velocities to these impurities. The measurements were 
carried out in tube 5(a) at 293°K and the results are shown 
in table 4.3.
Table 4.3
Experimental Determination of the Effect of Impurities 
on the Drift Velocities of Electrons in Helium at 293°K.
p = 500 torr
' -5 IE/N (Td) W x 10 (cm/sec) Percent change in W produced by
level of impurity
( 1 Pure' He)
0.01%H2 0.0 7% H 2 0.01%N2 0.0 7 %N 2
0.03035 0.6385 + 0.19 + 0.25 + 0.22 + 0.31
0.1214 1.623 + 0.06 + 0.37 + 0.06 + 0.12
0.2428 2.379 + 0.04 + 0.34 + 0.04 + 0.08
0.4250 3.173 + 0.06 + 0.35 + 0.03 + 0.16
0 . 6071 3.795 + 0.05 + 0.37 + 0.05 + 0.18
0.7285 4.151 + 0.05 + 0.43 + 0.05 + 0.19
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It is clear that at most values of E/N about 200 
ppm of either of these impurities would be required to 
produce a change of 0.1% in W. The situation is less clear 
at the lowest value of E/N, but the non-linearity of the 
apparent effect of the impurities suggests a small error in 
the value of W measured in 'pure' helium. Since the value 
of E was 5Vcm“  ^ and the current rather small, an error of 
0.1 - 0.2% would not be unreasonable. The calculations 
shown in the next section indicate that at higher values of 
E/N than those used in this experiment N 2 has a greater 
effect on W than that observed here.
4.1. 3.5 Calculation of the Sensitivity to Impurities
As a check on the sensitivity to impurities, 
calculations were made of the effect on W of specified 
levels of impurity. For the present purpose an approximation 
was made which simplified the calculations, although more 
exact calculations have previously been made of transport 
coefficients in a mixture of an inert gas and a molecular 
gas (Engelhardt and Phelps, 1964).
The effect of a molecular impurity on transport 
coefficients in an inert gas is due almost entirely to the 
inelastic collisions made by electrons with the impurity 
molecules. The energy lost by the electron in such a 
collision is, on the average, very much greater than that 
lost in an elastic collision. The effect of a relatively 
small number of inelastic collisions is therefore to alter 
the energy distribution function and reduce the mean energy 
of the electrons, usually with a consequent rise in W. The 
effect of elastic collisions with impurity molecules is very 
much smaller, and for low levels of impurity, can be 
neglected. The mixture may therefore be approximated by
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a model gas with the atomic weight and momentum transfer 
cross-section of helium and the inelastic and super-e1astic 
cross-sections of the impurity, multiplied by the 
fractional population of impurity molecules.
The method of computing transport coefficients in 
this model was that of Gibson (1970) who also provided the 
computer programme.
For calculation of the effect of H 2 impurities, 
cross-sections included were those for the J = 0 + 2 , 1 + 3 ,
2 + 4 , 3 + 5 rotational transitions and the V = O + 1
vibrational transition given by Crompton, Gibson and 
McIntosh (1969) and Gibson (1970) . The effect of J = 2 + 0 ,
3 + 1, 4 + 2 ,  5 + 3  s upe r-e 1 as t i c collisions was also
included.
It is considerably more difficult to model the 
effect of nitrogen impurities because many more inelastic 
and super-elastic transitions need to be considered. 
Engelhardt, Phelps and Risk (1964) have calculated the 
fractional power absorbed by different processes as a function 
of D/y in 1^ 2* For values of D/y<0.3 volt rotational 
excitations and elastic collisions are most significant, for 
0.3<D/y<2 volt vibrational excitations and for D/y>2 volt 
electronic excitations are dominant. The mean energies of 
the swarms used in the present experiments were not 
sufficiently high for electronic excitations of N 2 impurity 
molecules to be significant.
Over much of the range of D/y encountered in the 
present helium experiment a large fraction of the energy 
lost by electrons in collisions with N 2 impurity molecules 
would be absorbed by vibrational excitations. Calculations 
were therefore made with eight vibrational cross-sections 
included in the model. The cross sections were those used
6 2
by Engelhardt et al . which were based on the measurements 
of Schulz (1959, 1962, 1964).
For values of D/y<0.3 volt any accurate model 
would need to include the cross-sections for rotational 
excitations in N 2 * A large number of such cross-sections 
would be required and they are not well established. 
Engelhardt et al. used a continuous approximation due to 
Frost and Phelps (1962) for the rotational cross-sections 
for energies above 0.046 e V .
Since the purpose of the present calculations was 
to check the experimental observations, there seemed little 
to be gained by compounding the approximations in this way. 
Therefore no attempt was made to include the rotational 
cross-sections, and consequently the calculations are not 
significant at low values of E/N.
The results of the calculations are shown in table
4.4.
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Table 4.4
Calculated Effect of H 2 and N 2 Impurities on 
Drift Velocities in He at 293°K.
E/N(Td) — S —WxlO (cm sec ■*") Percent change in W produced by
'Pure H e ' level of impurity
0.01%H 2 0.07%H2 0.005%N2 0.01%N 2 0.0 7 %N
0.03035 0.6400 + 0.02 + 0.14 0.0 0.0 0.0
0.1214 1.622 + 0.05 + 0 . 36 0.0 0.0 0.0
0.2428 2.377 + 0.02 + 0.11 0.0 0.0 0.0
0.4250 3.170 + 0.06 + 0.41 0.0 0.0 + 0.02
0.6071 3 . 790 + 0.06 + 0.43 0.0 0.0 + 0.02
0.7285 4.149 + 0.07 + 0.46 0.0 0.0 + 0.02
1.821 6 . 540 + 0.45 + 0.86 + 4.32
It can be seen that the calculations agree well with 
the experiment in the case of H ^ impurities. For the 
reasons outlined above agreement between calculations and 
measurements would not be expected to be good for 
impurities at low values of E / N . The calculations suggest 
that at the highest values of E/N used in the experiments 
the change in W produced by N 2 impurities may be more than 
two orders of magnitude greater than the level of impurity.
4.1 . 3.6 Level of Impurity
The gas used was Matheson Research Grade helium.
An analysis was s upplied of the gas s amp1e from which the 
cylinder was filled. This showed 0.5 ppm N and smaller 
traces of H ^ and 0^. The level of impurity in the gas from
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the cylinder would be expected to be somewhat higher than 
this, but no analysis was available.
There is considerable evidence that the composition 
of the gas was not significantly altered after it entered 
the apparatus. As already stated in section 3.4.1 the 
measured rate of rise of pressure indicated negligible rate 
of contamination by outgassing. It was found that when a 
sample of helium was allowed to stand in tube 5(a) for 
several days the values of W remained constant to better 
than 0.1% provided E was sufficiently high to avoid 
difficulties with surface effects. As a further check, after 
a set of measurements at 77°K, tube 5(b) was baked at 175°C 
for 72 hours. A second set of measurements was then taken 
at 77°K. The values of W obtained were unchanged and within 
0.1% of those in table 4.1 for E sufficiently large.
As a final check a sample of 500 torr of helium was 
allowed to remain in the tube for 24 hours at room 
temperature, after which a sample was sealed off in a glass 
flask which had been previously out-gassed. The sample 
was subsequently mass spectrometrically analysed, by 
Mr. R. Whittem of the Australian Atomic Energy Commission.
The only significant impurity detected was 10 ppm of N^, 
and there was evidence that even this was largely due to the 
electron source of the mass spectrometer. In any case at 
most values of E/N this level of N 2 would alter W by less 
than 0.01% and in the worst case by 0.1%.
After summing the effects of random errors, 
systematic errors and errors due to impurities it is 
concluded that the drift velocities given in table 4.1 are 
correct to 1%.
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4.1.4 Comparison With Other Measurements
The only other determination of W in helium at 
77°K is due to Pack and Phelps (1961) , although there have 
been several other investigations at other temperatures. 
Figure 4.1 shows the values of W found in table 4.1 
plotted as a function of E/N, together with the values of 
Pack and Phelps (77°K and 300°K) (tabulated in Pack, Voshall 
and Phelps, 1962 a ) , Crompton, Elford and Jory (1967)
(293°K) and Bowe (1960) (293°K). The present values and
those of Crompton et al. are of comparable accuracy and 
are considered as complementary for the purpose of 
determining the momentum transfer cross-section. All the 
measured points lie within the thickness of the line in 
these two cases. The results of Pack and Phelps are in 
general agreement with the present ones for E/N<0.5 Td.
At higher values of E/N the values of Pack and Phelps are 
higher by up to 10%. Bowe's results lie systematically 
5-10% below those of Crompton et al., although Bowe has 
subsequently reported measurements within 2% of those of 
Crompton et al. (see Crompton, Elford and Jory, 1967).
Earlier measurements, all made at 293°K and not 
shown in figure 4.1, include those of Nielsen (1936) , Wahlin 
(1926) , and Loeb (1923) . Nielsen's results lie quite close 
to those of Crompton et a l ., while those of the other two 
authors are generally rather higher. This is not surprising 
when consideration is given to the formidable experimental 
problems encountered in these measurements, particularly in 
obtaining gas of adequate purity.
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4 . 2 Neon
4.2.1 Introductory Discussion
Although drift velocities of electrons in neon have 
been reported by several authors there have not been 
measurements of the same accuracy as the best available for 
helium.
Some experimental problems are rather greater for 
neon than for helium. For example, higher peak-to-peak 
shutter voltages are required to obtain adequate resolution 
of the current peaks, while at low values of E/N, even with 
zero a.c. shutter voltage, loss of electrons to the shutter 
wires by diffusion is so great that at room temperature it 
is difficult to measure drift velocities. However, 
although the a.c. shutter voltages used were as much as 20% 
of the d.c. voltage between the shutter planes, the drift 
velocities measured were found to be independent of the 
shutter voltage. The problem of excessive loss of 
electrons by diffusion was overcome by the higher number 
densities used when making measurements at 77°K.
Accurate drift velocities in neon are of 
considerable interest because the only attempt so far made to 
derive the momentum transfer cross-section from d.c. swarm 
data, using modern computing techniques, was not successful. 
Frost and Phelps (1964) reported that they were unable to 
determine a single cross-section which correctly predicted 
the drift velocity results of Pack and Phelps (1961), for 
E/N <0.03 Td at both 77°K and 300°K.
Measurements were therefore made at both 293°K and 
77°K with the range of E/N extended to the lowest possible 
value consistent with obtaining data of the required 
accuracy.
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4.2.2 Drift Velocities at 293°K
Three sets of measurements were made in tube 5(a) 
at 293°K. For two of these the gas used was Matheson 
Research Grade neon, while for the third set Precigaz N45 
neon was used. The Precigaz neon was contained in a 
cylinder at a pressure of 100 atmospheres. It was therefore 
necessary to use a regulator to reduce the pressure at the 
inlet flange to the variable leak valve. The regulator 
contained Kel-F which was regarded as a possible source of 
contamination. The regulator was therefore pumped for a 
long period, during which the outgassing rate fell to about 
the normal rate for the system, before gas was admitted to 
the tube through the regulator. It was found then that the 
values of W obtained in the three sets of measurements 
agreed with each other to within the experimental scatter, 
which was generally about 0.2%.
The results are contained in table 4.5.
4.2.3 Drift Velocities at 76.8°K
Two sets of measurements were made at 76.8°K using 
Matheson Research Grade neon. As stated in section 4.2.1 
it was rather easier to achieve adequate peak resolution and 
current at 77°K than at 293°K, thereby reducing the scatter 
on the measurements of W, particularly at low values of E/N. 
The results are shown in table 4.6.
4.2.4 Corrections for Diffusion Effects
Since neon has a small momentum transfer cross- 
section, especially at low energies, and a higher atomic 
weight than helium, the value of D/y rises more quickly 
with E/N in neon than in helium. Consequently the term
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Table 4.5
Drift Velocities of Electrons in Neon at 293°K.
Upper
Lower
E/N (Td)
entries
entries
700
are W measured.
are W determined from w' = W/O
10"^W(cm/sec) at p(torr) =
600 500 300 200
1.2D/y
i iL 1
V
Best
Estimate
0.01518 0.987
0.977 0.977
0.01821 1.060
1.050 1.050
0.02125 1.130 1.147
1.121 1.136 1.128
0.02428 1.193 1.197
1.183 1.186 1.184
0.02732 1.255 1 . 249
1.245 1.237 1.241
0.03035 1.313 1 . 314
1.303 1.303 1.303
0.04553 1.543 1.542
1.533 1.530 1.532
0.06071 1.734 1.736 1.736
1.723 1.724 1.722 1.723
0.09106 2.049 2.058 2.058
2.038 2.045 2.042 2.041
0.1214 2.311 2.315 2.319
2.299 2.301 2.303 2 . 301
0.1518 2.544 2.547 2 . 549
2.532 2.534 2.532 2.532
0.1821 2.755 2.757 2.760
2.743 2.743 2.743 2.743
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T a b l e  4 . 5  ( c o n t 1d )
E / N ( T d )
7 0 0
1 0  ~*W ( c m /  s  e  c  ) a t  
6 0 0  5 0 0
p ( t o r r ) =
3 0 0  2 0 0 B e s t
E s t i m a t e
0 , 2 1 2 5 2 . 9 5 2 2 . 9 5 3 2 . 9 5 6
2 . 9 3 9 2 . 9 3 8 2 . 9 3 9 2 . 9 3 9
0 . 2 4 2 8 3 . 1 3 2 3 . 1 3 3 3 . 1 3 5
3 . 1 1 9 3 . 1 1 7 3 . 1 1 7 3 . 1 1 8
0 . 2 7 3 2 3 . 3 0 0 3 . 3 1 0 3 . 3 0 4
3 . 2 8 6 3 . 2 9 4 3 . 2 8 5 3 . 2 8 8
0 . 3 0 3 6 3 . 4 6 3 3 . 4 6 5 3 . 4 6 9
3 . 4 4 9 3 . 4 4 9 3 . 4 5 0 3 . 4 4 9
0 . 3 6 4 3 3 . 7 6 3
3 . 7 4 3 3 . 7 4 3
0 . 4 2 5 0 4 . 0 2 5
4 . 0 0 4 4 . 0 0 4
0 . 4 5 5 3 4 . 1 5 0 4 . 1 6 3 4 . 1 6 3 4 . 1 8 3
4 . 1 3 5 4 . 1 4 5 4 . 1 4 1 4 . 1 3 8 4 . 1 4 0
0 . 4 8 5 7 4 . 2 7 5 4 . 2 9 4
4 . 2 5 4 4 . 2 5 7 4 . 2 5 5
0 . 5 4 6 4 4 . 5 1 1 4 . 5 1 2
4 . 4 7 8 4 . 4 7 0 4 . 4 7 4
0 . 6 0 7 1 4 . 7 2 1 4 . 7 2 3 4 . 7 3 2
4 . 7 0 1 4 . 7 0 0 4 . 6 9 2 4 . 6 9 9
0 . 7 5 8 9 5 . 2 0 4 5 . 2 0 8
5 . 1 7 8 5 . 1 6 7 5 . 1 7 3
0 . 9 1 0 6 5 . 6 2 0
5 . 5 7 6 5 . 5 7 6
1 . 0 6 2 5 . 9 9 3
5 . 9 4 7 5 . 9 4 7
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Table 4.5 (cont'd)
E/N(Td) 10“^W(cm/sec) at p(torr) =
700 600 500 300 200
1.214 6.320
6.272
1.336 6.591
6.542
1.821 7.898
7.813
2.003 8.613
8.491
Best
E s timate
6.272 
6.542 
7.813 
8.491
71
Table 4.6
Drift Velocities of Electrons in Neon at 76.8°K.
Upper entries are W measured. D/y
Lower entries are W determined from w' = W L + 1.2 ---\
V '
E/N(Td) 10 “*W ( cm/se c) at p (torr) =
700 500 200 150 Best
E s tima tes
0.001594 0.424 0.429
0.422 0.426 0.424
0.002390 0.511 0.513
0.509 0.510 0.509
0.003187 0.574 0.576
0.572 0.573 0.572
0.003984 0.629 0.631
0.627 0.628 0.627
0.004781 0.675 0.676
0.673 0.673 0.673
0.005578 0.714 0.719
0.712 0.716 0.713
0.006374 0.753 0.756 0.759
0.751 0.753 0.751 0.751
0.007171 0.788 0.792 0.793
0.786 0.789 0.785 0.786
0.007968 0.821 0.822 0.826
0.819 0.819 0.818 0.819
0.01195 0.956 0.958 0.961
0.954 0.955 0.953 0.954
0.01594 1.064 1.068 1.072
1.062 1.064 1.063 1.063
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Tab!e 4.6 (cont d)
E/N (Td) 10“ (cm/sec) at p(torr) =
700 500
0.01992 1.158 1.159
1.155 1.155
0.02390 1 . 239 1.241
1.236 1.237
0.03187 1.381 1.383
1.378 1.379
0.03984 1.503 1.505
1.500 1 . 501
0.04781 1.612 1.615
1.609 1.611
0.05578 1.712 1.714
1.709 1.710
0.06374 1.803 1.805
1.800 1.801
0.07171 1.889 1.890
1.886 1.886
0.07968 1.970 1.971
1.967 1.967
0.1195 2.323 2.325
2.320 2.321
0.1594 2.622
2.618
0.1992 2.889
2.884
0.2104 2.956
2.951
200 150 Best
Estimate
1 . 164
1.155 1.155
1. 246 1.245
1.237 1.233 1.236
1.388 1.386
1. 379 1.374 1.378
1.512 1.511
1.503 1.499 1.500
1.621 1.619
1.612 1.606 1.609
1.721 1.719
1.711 1.706 1.709
1.812 1.813
1.802 1.800 1.800
1.899 1.897
1 . 889 1.884 1.886
1.978 1.980
1.968 1.966 1.967
2.333 2.330
2.322 2.316 2.320
2.630 2.634
2.619 2.619 2.619
2.897 2.910
2.885 2.894 2.885
2.967 2.971
2.955 2.955 2.953
3.138 3.146
3.126 3.130 3.128
0.2390
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Table 4.6 (cont'd)
E/N (Td) 10 (cm/sec) at p(torr) =
700 500 200 150 Best
E s timate
0.3187 3.570 3.579
3 . 557 3.562 3 . 558
0.3984 3.932 3.955
3.918 3.936 3.925
0.4781 4.268 4.284
4.254 4.264 4.259
0.5259 4.450 4.470
4.435 4.450 4.440
0.5578 4.573
4.553 4 . 553
0.6374 4.842
4.821 4.821
in equation 2.1 is generally larger than for helium, 
and corrections for the effects of diffusion more 
significant. It was found that a value of C = 1.2 generally
Iremoved the slight density dependence in W . The values of 
W shown in tables 4.5 and 4.6 have been calculated from the
Imeasured values of W by applying this value of C everywhere. 
The values of D/y were calculated using the cross-section 
given in Chapter 6. Corrections were generally less than 
0.5%, the largest being 1%.
4.2.5 Random and Systematic Errors
The sources of systematic error are similar to 
those outlined in section 4.1.3.2 for helium. Table 4.7 
summarizes the error limits for neon, except those due to 
gas impurities. The random error for E/N<0.03 Td at 293°K 
was a little larger than that shown, rising to about 0.5%. 
These measurements were made specifically to investigate 
the problem reported by Frost and Phelps (1964) (see 
section 4.2.1). A larger error could be tolerated for this 
purpo s e .
Table 4.7
Random and Systematic Errors in Drift Velocities in Neon. 
Source of Error
Voltage between shutters V
Temperature T 
Pressure p 
Drift Distance h 
Diffusion Correction C 
Random Errors
Estimated Maximum Effect on Best 
E s timate of W (%)
2 9 3°K 7 7°K
0.05 0.05
0.1 0.2
0.1 0.1
0.3 0.3
0.3 0.3
0.2 0.1
Total estimated error excluding effect of impurities 1%.
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The total is arrived at by summing the effects of all the 
uncertainties. It has again been assumed that an error in 
E/N produces the same fractional error in W, that is, that 
F = 1 (see section 4.1.1) . Reference to Appendix 2 will 
show that F is generally much less than 1. The error limits 
are therefore conservative.
4.2.5 Errors Due to Impurities
The problem of estimating the effect of impurities 
was approached in a similar manner to that adopted for 
helium, with the expectation that drift velocities in neon 
would be more sensitive to impurities than those in helium. 
The question of outgassing was investigated first, then the 
sensitivity to various impurities was examined both 
experimentally and by calculation.
4 c 2.6.1 Contamination Due to Outgassing
An experimental check was made for the effect of 
outgassing on the observed values of drift velocity. A 
sample of 500 torr of neon was allowed to remain in tube 
5(a) at 293°K for a period of 2 weeks. During this time the 
drift velocity was measured periodically at several values 
of E/N. A small but steady rise in the drift velocities 
was observed, which was slightly more marked at higher 
values of E/N. Nevertheless the largest rate of change in 
W was less than 0.1% per day. It was again concluded that 
contamination by outgassing was not a significant source of 
error.
4.2.6.2 Measured Sensitivity to Impurities
The suppliers' specifications of the neon used in 
the experiments showed that the significant impurities were,
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in order of concentration, helium, nitrogen and hydrogen.
In view of the absence of inelastic transitions in helium 
in the energy range of interest, and the calculations 
reported in the next section, it was decided that measurement 
of the sensitivity to helium impurity was unnecessary. 
Measurements were made, however, with known levels of and
N 2  impurity .
Table 4.8 shows the results of measurements made at 
293°K. In view of the marked sensitivity to N 2  and the 
changes observed in the sensitivity with changing E/N , 
further measurements were made at 77°K. These results, shown 
in table 4.9 confirm that for E/N>0.2 Td drift velocities 
are very sensitive to the presence of N 2 . The difference 
between the sensitivity to N 2 observed at 293°K and 77°K at 
low values of E/N suggests that the effect at 293°K might 
have been caused by a condensable impurity introduced with 
the nitrogen.
Table 4.8
Measured Effect of Impurities on Drift Velocities in
Neon at 293°K.
E/N (Td ) 2 0 ppm
Change in
0.03 + 0.4
0.06 + 0.4
0.15 + 0.5
0.21
0.30 + 0.5
0.45 + 0.4
W ( %) Change in W(%)
+ 1 .0 
+ 0 .7 
+ 0 .5 
+ 2 .0 
+ 4.2 
+ 4 .6
0.60 + 5.2
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Table 4.9
Mea sured Effect of Ni t r o g e n  Impurities on Drift 
Velocities in Neon at 7 7 ° K .
4 . 2
E/N(Td)
0.016 
0.024 
0.04 
0.08 
0.12 
0.16 
0.24 
0.32
6 . 3 Calculated
Change in W (%)
< 0 .1 
< 0.1 
+ 0 .1 
+ 0 . 2 
+ 0 .3 
+ 0 .6 
+ 2 . 1 
+ 4.4
Sensitivity to
for 20 ppm N^
Impurities
( a ) He lium
The pr o b l e m  of helium impurities is obviously rather
dif ferent from that of mo l e c u l a r  impurities. To calculate
the effect of helium it was necessary to derive an
expression for the electron velocity dist r i b u t i o n  function
in a binary mixture of gases in which only elastic
collisions occur. The method given by Huxley (Huxley and
Crompton, 1962) was adapted to this problem. If the mixture
consists of a fraction x of A and (1-x) of B with atomic
weights M, and M and m o m entum transfer cross- sections A B
q (c) and q (c) respectively, then the velocity distribution  A B
function is given byc
f (c) B e xp
3 m c d c
Nmc q T (c))2 (1 + K ( c ) )M a M bM + KM A B + 3kT
4.1
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where qT (c) = xq^ (c) + (1-x) qß (c)
^ 1 A qB (c)and K (c) = - 1 j ------x y , \qA (O
The constant B is determined from the normalizing relationship, 
equation 1.2.
The equation relating W to f(c) for this case, again 
adapted from Huxley, is
4 tt
E ') f 2c d f (
3 J V >m  N ' J0 q m (c) n T d c
4 .2
Appendix 3 contains a derivation of equations 4.1
and 4.2.
Using the momentum-transfer cross-sections for 
helium and neon given in Chapter 6, W was evaluated for 
various concentrations of helium in neon. The results of 
the calculations are shown in table 4.10.
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Table 4.10
Calculated Effect of Helium Impurities on Drift 
Velocities in Neon at 77°K.
Level of He Impurity (ppm)
E/N(Td) 10 50 100 500
Change in W (%)
0.016 + 0.01 + 0.05 + 0.11 + 0 . 52
0.08 + 0.02 + 0.07 + 0.15 + 0 .74
0.03 + 0.01 + 0.08 + 0.16 + 0 . 78
0.24 + 0.02 + 0.07 + 0.14 + 0 . 71
0.64 + 0.02 + 0.08 + 0.15 + 0 . 75
Since the level of helium impurity in the neon used
was stated by the suppliers to be less than 30 ppm i t i s
clear that the effect of helium impurities is not 
signific ant.
(b ) Hydrogen and Nitrogen
Estimates of the effect of H ^ and N^ impurities were 
calculated in a manner similar to that described in section 
4.1.3.5. In the case of H the same cross-sections were 
included as in that section. The results of the 
calculations are shown in table 4.11.
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Table 4.11
Calculated Effect of H ^ Impurities on Drift 
Velocities in Ne (293°K).
Level of H ^ (ppm)
E/N (Td) 3 5 20
Change in W (%)
0.03 + 0.04 + 0.07 + 0.28
0.06 + 0.04 + 0.08 + 0.29
0.15 + 0.06 + 0.11 + 0.44
0.21 + 0.07 + 0.12 + 0.50
0.30 + 0.08 + 0.14 + 0.56
Taking into account the approximations in the 
calculations and uncertainty in the measurements the 
agreement between the experiment and the calculations is 
considered reasonable.
In calculating the effect of impurities two
models were used. The work of Engelhardt, Phelps and Risk 
(1964) on the analysis of electron transport coefficients 
in nitrogen suggests that the range of D/y encountered in 
the present work may be considered in three sections when 
dealing with this problem. In each section a large fraction 
of the energy lost by electrons in collisions with nitrogen 
impurities is absorbed by a single inelastic transition or 
group of transitions, namely the first vibrational 
transition, other vibrational transitions and electronic 
excitations.
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The regions dominated by the first vibrational 
transition and the electronic excitations are well separated 
so that these cross-sections were included together in the 
first model. Despite the high threshold energy for 
electronic excitations, the cross-sections for these 
processes were included for the following reasons.
If the threshold of an inelastic process is in the 
high energy tail of the energy distribution for the swarm 
a small increase in the mean electron energy causes a large 
increase in the fraction of the electron population able 
to excite the transition, leading to a rapid increase in 
the influence of the transition with E/N. The sudden onset 
of a large change in W with increasing E/N when N^ was 
present in Ne therefore seemed likely to be due to an 
inelastic process with a higher threshold and energy loss 
than the vibrational transitions, that is, electronic 
excitation.
The second model used included the first eight 
cross-sections for vibrational excitation. The cross-sections 
used were those given by Engelhardt, Phelps and Risk, (see 
section 4.1.3.5). The models are designated I and II in 
t ab 1e 4.12.
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T ab1e 4.12
Calculated Effect of Impurities on W in Ne( 293°K).
Level of Impurity (ppm)
E/N(Td) 1 10 20
Change in W (%)
I II 1 II 1 II
0.03 0.0 0.0 + 0.01 + 0.01 + 0.02 + 0.02
0.06 0.0 0.0 + 0.01 0.0 + 0.02 + 0.02
0.15 0.0 + 0.05 + 0.04 + 0.52 + 0.08 + 0.96
0.21 + 0.01 + 0.24 + 0.11 + 2.13 + 0.22 + 3.81
0.30 + 0.01 + 0.43 + 0.17 + 3.94 + 0.33 + 7.16
0.46 + 0.02 + 0.40 + 0.19 + 3.88 + 0.38 + 7.40
0.61 + 0.03 + 0.29 + 0.28 + 2.87 + 0.55 + 5.62
The qualitative agreement between model II and the 
experiment is good, although the calculated effects are 
rather larger than experimentally observed. There are 
several possible reasons for this. Error in the 
experimental impurity level is possible, but is unlikely to 
be of the required magnitude, excepting the possibility that 
the molecular gas is adsorbed on the clean surfaces of the 
apparatus. Some error in the cross-sections is possible but 
such errors are difficult to estimate. The complete neglect 
of rotational transitions has an unknown effect. The 
evidence is that these transitions are of little direct 
importance, since the effect of impurities is small in the 
energy range where rotational excitations are the dominant 
process in nitrogen. However, the inclusion of rotations 
could reduce the electron population of the swarm which is
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sufficiently energetic to excite vibrational excitations, 
thus reducing the effect of these transitions.
It is concluded that the vibrational excitations, 
apparently other than the first, are responsible for the 
extreme sensitivity of the measured drift velocities in 
neon to nitrogen impurities.
4.2.6.4 Level of Impurity
The level of impurity, particularly of ^ / is clearly
of considerable importance in determining the error limit
to be placed on the values of W given in tables 4.5 and 4.6.
An analysis supplied with the Precigaz neon indicated 5 ppm
N 0 and 1 ppm H 9 . The H level is sufficiently small to be 2 ^ 2
ignored. No analysis of the Matheson gas originally used 
was available. However, an assay was provided with a later 
cylinder of Matheson gas, used in fact for some of the 
measurements described in section 4.2.6.2. The drift 
velocities measured at 293°K in this sample agreed to 0.2% 
with those measured in the two previous samples and the 
level of N ^ was given as <5 ppm. Correspondence with the 
suppliers suggested, however, that the figure of 5 ppm may 
represent the lower limit of the detection system rather 
than the real concentration of N ^ in any of the gas samples. 
The close agreement between the drift velocities measured 
in the gas from three cylinders indicates that the N 2 level 
was the same in all three to about 1 ppm.
Recently the Matheson Gas Company has undertaken to 
make an analysis of a sample of the neon with an accuracy 
of 1 ppm for all impurities. Unfortunately, after a period 
of several weeks, the best information yet available is that 
the N 2  level is <4 ppm. The remaining uncertainty in the N ^ 
level introduces a 1% uncertainty in the values of W for
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E/N >0.2 T d .
Taking into account random and systematic errors 
and errors due to impurities the drift velocities shown in 
tables 4.5 and 4.6 are considered to be accurate to ± 1% 
for E/N <0.2 Td and to ± 2% for E/N >0.2 Td.
4.2.7 Comparison with Other Measurements
Figure 4.2 shows the measured values of W plotted as 
a function of E/N. Also shown are the results of Nielsen 
(1936) (2 9 3°K) , Bowe (1960) (293°K) and Pack and Phelps(1961) 
77°K, 300°K). All the present values of W lie within the
thickness of the continuous lines.
The dotted line shown for Nielsen's results is 
subject to some error because of difficulty in reading from 
the graph of his results. It is clear however that, at least 
at higher values of E/N, his results lie up to 20% above 
those measured here. At least part of this difference could 
be accounted for by scatter in Nielsen's data, but the 
increase in the disagreement between the measurements for 
E/N >0.2 Td suggests that some impurity in the gas used 
by Nielsen could be responsible. About 0.07% of N^ would 
be sufficient to produce this order of change in W.
As was the case for helium the results of Bowe lie 
about 5-10% below the present values. The disagreement 
therefore appears to be due to some systematic error in the 
measurements of Bowe. (See also Lowke , 1963 a; Frost and
Phelps, 1964) .
The results of Pack and Phelps (1961) are of 
particular interest because of the difficulty experienced 
by Frost and Phelps (1964) in obtaining a cross-section 
compatible with these data at both 77°K and 300°K (see 
section 4.2.1). It can be seen that there is general
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agreement with the present measurements over the common 
range of E/N, apart from E/N >0.5 Td where the results of 
Pack and Phelps are significantly higher. The present 
data at 293°K do not extend to as low values of E/N as 
those of Pack and Phelps, but do extend below E/N = 0.03 Td, 
the region in which Frost and Phelps were unable to achieve 
agreement between calculated and measured drift velocities 
with a single cross-section. An extension of the 
measurements to lower values of E/N at 293°K would have 
required very small values of E, with consequent difficulties 
with contact potential differences and large corrections for 
diffusion effects. The higher values of N possible at 
77°K reduce the problem of measurement at low values of E/N, 
and in any case, low temperature measurements generally 
allow the cross-section to be determined at lower energies 
( s ection 1 . 1 . 2 . 2) .
It can be seen that for E/N <0.01 Td the scatter on 
the data of Pack and Phelps is rather high, and increases 
with decreasing E/N. In Chapter 6 evidence will be 
presented which suggests that this scatter is the source of 
the problem experienced by Frost and Phelps in deriving the 
momentum transfer cross-section for neon.
4.3 Argon
4.3.1 Introductory Comment
Drift velocities in argon have been reported by many 
authors. Agreement has been far from good and, at best, 
the drift velocities could certainly not be said to be 
known to better than 10%.
To determine the momentum transfer cross-section 
with reasonable accuracy in the region of the Ramsauer
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minimum from drift velocity data it is necessary to measure 
W accurately for values of E/N <0.01 T d . Few measurements 
have been reported at such low values of E/N. It is easier 
to make these measurements at low temperature than at room 
temperature, and Pack and Phelps (1961) have reported 
measurements at 77°K. Since this temperature is below the 
freezing point of argon it is not possible to achieve high 
number densities, thus nullifying a major advantage of the 
use of low temperatures. Warren and Parker (1962) measured 
the ratio D/y at 87°K, the boiling point of liquid argon, 
where higher number densities are possible. It was decided 
to make the present measurements at the boiling point of 
liquid oxygen, 90°K, in order to use high values of N 
while reducing the possibility of complications due to 
effects such as dimer formation which might be expected to 
be worse at the boiling point of argon. No special 
difficulties were encountered with the use of liquid oxygen 
although the precaution of using ceramic chips in the dewar 
was taken to reduce the likelihood of super-heating. The 
boiling of the liquid was in fact quite smooth.
4.3.2 Drift Velocities at 89.6°K
IMeasurements of W were made over the range 0.002<E/N 
(Td)<0.9, at 89.6°K, the calculated boiling point of 
oxygen under the laboratory conditions (see section 3.7).
At this temperature the departure of argon from ideal gas 
behaviour is sufficiently large that corrections need to be 
applied in relating N to p. The values of p used were 
calibration points of the pressure gauge. The value of 
the second virial coefficient B(T) , measured by Holborn and 
Otto (1925) and quoted by Hirschfelder, Curtiss and Bird 
(1954) , was used to calculate N for each value of p at the
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prevailing temperature. The appropriate value of V was 
then applied to obtain the nominal values of E/N. Had this 
correction been neglected an error of about 0.7% would have 
resulted in the values of E/N at 800 torr. In helium and 
neon at 77°K the error introduced by departure from ideal 
gas behaviour is much less than 0.1% and has therefore been 
neglected. Likewise corrections for the third virial 
coefficient in argon are negligible at the pressures and 
temperature used.
It was found that at most very low values of E/N 
(i.e. E/N<0.01 Td) the resolving power of the peaks was
very low. This is due to the steeply falling momentum 
transfer cross-section at low energies which gives rise to 
a high value of D / y  (see equation 2.2 and Lowke and Parker
1j
1969) . In argon it has been shown (Lowke and Parker, 1969)
that the coefficients D/y and D / y  should differ greatlyL
from each other. Some measurements were made at 89.6 K of
the resolving power of the current peaks, from which D / yL
has been calculated. These results are given in Appendix 4
IThe small corrections to W which are necessary to 
account for fluctuations in p changed considerably with E/N 
because of the wide variation observed in the parameter F. 
The values given in Appendix 2 show that F<0.2 at high 
values of E/N while for E/N <0.005 Td F rises to a value 
greater than 2.
The values of W measured at 89.6°K are shown in
table 4.13.
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4.3.3 Drift Velocities at 293°K
4.3 . 3 . 1 Initial Measurements
Measurements were first made in tube 10 for 
0.01<E/N (Td) <1.0 using two samples from the same cylinder 
of Matheson Research Grade argon as used for the 89.6°K 
measurements. These results will be referred to as A.
As pointed out in section 3.8 it was necessary to use much 
larger a.c. shutter voltages in argon than for most gases.
In these measurements the peak to peak voltage was as much 
as 30% of the d.c. voltage between the shutters in the worst 
cases, which were at low values of E/N. This difficulty 
arises because the mean energy of the electrons rises very 
rapidly with E/N for small values of E/N (Warren and Parker, 
1962) . Neverthe 1sss, when the amplitude of the a.c. 
voltage was varied no change was observed in W ' .
For E/N > 0.1 Td no change greater than about 0.1% was 
observed in the values of W' when a sample of argon was 
allowed to remain in the tube for 2 days.
For E/N < 0.1 Td the values of w' were observed to 
decrease somewhat with time, the change being most 
pronounced at the lowest values of E/N. This suggested that 
an impurity in the gas was being adsorbed. The results for 
E/N > 0.1 Td are shown in table 4.14(a) .
4 . 3 . 3 . 2 Preliminary Calculations
The values of W measured at 89.6°K were used to make 
a preliminary calculation of q (e ) using the method to be 
described in section 6.1. In order to reach agreement 
between the calculated and measured values of W it was 
found necessary to make a "dip" in the cross-section for 
energies between 1 and 4eV.
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In addition, when this cross-section was used to 
calculate drift velocities at 293°K it was found that the 
calculated values were significantly below the measured 
values for E/N<0.1 T d . No adjustment could be found which 
would make the cross-section compatible with the drift 
velocities at both temperatures.
4 . 3 . 3 . 3 Subsequent Measurements
In view of the apparent incompatability in the drift 
data, a further set of measurements, to be distinguished 
as B, was made at 293°K using argon from a different 
cylinder of Matheson gas.
For E/N < 0.1 Td the new values of W were smaller than 
in run A and also showed a slight fall with time. When the 
decrease had apparently ceased, the values were significantly 
lower than run A. However, the results remained higher 
than the calculated values. The difference between the 
measured values strongly suggested that the incompatabi1ity 
of the drift velocity data at 89.6°K and 293°K for E/N<0.1 
Td was due to condensable impurities, rather than some 
defect in the analysis. In figure 4.3 the deviations of 
the experimental results of runs A and B from the 
calculated values are shown, for E/N<0.1 Td.
For E/N > 0.1 Td significant differences in the values 
of W were also observed. The values in set B were found 
to be up to 3^% lower than those of set A. The differences 
are shown in figure 4.4 as points.Curve A in this figure 
shows the effect of 6 ppm of determined from the
experimentally observed effect of N 2 impurity (to be 
reported in section 4.3.6.1) . Curve B shows the calculated 
effect of N ^ impurity (see section 4.3.6.2) . This curve 
has been normalized to give agreement at the maximum and
E/N (Td) 
Figure 4.3
AW %
E / n  (Td) 
Figure 4.4
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can be seen to be in very good agreement with the observed 
difference between runs A and B. It seems likely therefore 
that the gas used for measurements at 90°K and run A at 
293°K contained about 6 ppm more than that used for run B.
The results of this run for E/N>0.1 Td are shown in table 
4.14 (b). Consideration of the actual impurity concentrations
is reported in section 4.3.6.3.
4.3.4 Corrections for Diffusion Effects
The values of W  given in tables 4.13 and 4.14 show 
that, even with the longer drift tube and the relatively 
large values of N, the density dependence of W' is 
considerably larger for argon than for either neon or 
helium at most values of E/N. Corrections for diffusion 
effects are therefore more important than for these gases.
As for neon it was found that the value of C = 1.2 best 
removed the density dependence of W ' , and this value was 
therefore applied at all values of E/N. At many values of 
E/N the correction is less than 0.5%, but in some cases 
rises to more than 2%. The effect of an error in C therefore 
varies considerably with E/N. When this value of C is 
applied the values of W at different pressures are generally 
within ±0.15% of the best estimate. This suggests that C 
is not greatly in error, at least for those values of E/N 
at which the corrections are more significant.
4.3.5 Random and Systematic Errors
The sources of error are the same for argon as for 
helium and neon, but the magnitudes of the effects of 
various errors are rather different and in some cases vary 
considerably with E/N. The random errors are <±0.2% for most
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TABLE 4.14(b)
Drift Velocities of Electrons in Argon at 293°K. 
Upper Entries are W' measured.
Lower Entries are W determined from
p (torr)= 155.0 201.5 248.0 302.2 Best
E/N (Td) 10-5W (cm sec-'*')
E s timate
1.0 2.996 3.002
2.969 2.981 2.975
0.90 2.932 2.932 2.922
2.904 2.911 2.904 2.905
0.80 2.861 2.852
2.839 2.834 2.835
0.75 2.816 2.811 2.809
2.793 2.792 2.794 2.793
0.70 2.771 2.767
2.752 2.751 2.751
0.65 2.727 2.723
2 . 707 2.707 2.707
0.60 2.679 2.676
2.659 2.659 2.659
p (tor r) = 248.0 302.2 403.0 496.0
0.55 2.628 2.624 2.620
2.607 2.607 2.607 2.607
0.50 2.569 2.564
2 . 551 2.551 2.551
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TABLE 4.14(b) (cont'd)
p (torr) = 248.0 302.2 403.0 496.0 Best
E s timate
E/N(Td) 10"5w (cm sec"-1-)
0.45 2.507 2.502 2.488
2.489 2.489 2.477 2.485
0.40 2.437 2.434 2.419
2.418 2.420 2.407 2.415
0.35 2.359 2.354 2.340
2.339 2.339 2.328 2.335
p(torr)= 403.0 496.0 596.7 697.4
0 . 30 2.265 2.253 2.254
2.249 2 . 240 2.245 2 . 244
0.25 2.159 2.147 2.147
2.143 2.134 2.138 2.138
0.20 2.034 2.024 2.023
2.016 2.010 2.013 2.013
0.18 1.976 1.966 1.964
1.958 1.951 1.954 1.954
0 . 15 1.878 1.873 1.869
1.859 1.858 1.858 1.858
0 . 12 1.768 1.762 1.758
1.748 1.746 1.746 1.746
0.10 1.683 1.678 1.674 1.672
1.662 1.661 1.660 1.660 1.660
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values of E / N , but for the smallest values rise to about 
±1.0%. In addition, it is no longer satisfactory to estimate 
the effect on W of systematic errors in V, h, p and T by 
assuming that the factor F = 1 at all values of E/N, since 
for argon F varies by more than an order of magnitude; from 
less than 0.2 to more than 2. It will be shown below that 
the error due to possible contamination of the gas samples 
also varies considerably with E/N.
In view of the variation in the error limits the 
problem has been considered at each value of E/N and the 
estimated maximum error from various sources plotted in 
figure 4.5. The detailed information is contained in 
Appendix 5.
4.3.6 Errors Due to Impurities
As was the case for helium and neon, the stability 
of the measured values of W  in time showed that outgassing 
from the system was not a significant source of error.
The method of estimating errors due to impurities was 
therefore similar to that used for helium and neon, that is, 
the sensitivity to H^ and N 2 , the most significant 
impurities, was both measured and calculated.
4.3.6.1 Measured Sensitivity to Impurities
The procedure used was the same as that for neon. 
Measurements were made in argon samples which contained a 
known additional level of H 2 and N ^ . The results are shown 
in table 4.15.
The effect of N impurity is so marked that further 
measurements were made in the range of E/N with highest 
sensitivity using samples containing different levels of N^.
TTTT
W IN ARGO N 90° K
Random
Systematic
Impurities
Total
Error Limit %
I I I I I
E/N (Td) 
Figure 4.5
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The graphs of W' as a function of added N 2 , shown in figure 
4.6, are reasonably linear, the deviations being attributed 
to errors in fixing the impurity level. It is possible from 
the curves to determine the sensitivity of W  to 
impurities with reasonable accuracy, and if the level of 
contamination could be determined to, say, 1 ppm the values 
of W' could be corrected with only a small residual error.
TABLE 4.15
Measured Effect of H 2 and N 2 Impurities on
W in Ar ( 293°K) .
E/N (Td) Level of Impurity
20 ppm (H 2) 20 ppm (N2)
Change in W (%)
0.08 1.3 1.3
0.10 1.3 0.6
0.20 1.4 4.3
0 . 30 1. 2 8.5
0.40 1.0 11.0
0 . 50 1.1 11.6
0.60 
0.70
it was
In the course of measuring the 
found that in both "pure" argon
11.3 
10.5
effect of impurities 
, and in the gas
mixtures, for E/N<0.2 T d , the measured values of W' 
decreased with time, over a period of about 24 hours. At 
the same time, there was evidence of a background of 
negative ions, which also decreased with time. This
ARGON 293° K
Wx10 (cm sec1)
Added (ppm) 
Figure 4.6
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behaviour suggests the presence of traces of an impurity in 
the "pure" argon which was removed by adsorption on the 
tube surfaces, the most likely such impurity being water 
vapour (Lowke, 1963a; Lowke and Rees, 1963); (see also 
section 4.3.3).
It would not be surprising if a further region of 
E/N, below 0.08 Td, existed where W' was more sensitive 
to impurities, since the Ramsauer minimum has its greatest 
influence for E/N<0.01 Td. Adequate investigation of this 
possibility would have required measurements at 90°K. Since 
further liquid oxygen was not readily available it was 
decided to rely on a computational investigation of this 
region of low values of E/N. The agreement found between 
the measured and calculated sensitivity to H 2  impurities 
in all three gases indicates that this procedure is 
justified for the case of H^. Realistic calculations have 
not been possible for N impurities at low values of E/N. 
However the experimental evidence in all three gases is that, 
at low values of E/N, the sensitivity to H 2 is greater than 
to N 2 • The calculated sensitivity to H 2 was therefore 
regarded as an upper limit to the sensitivity to N^.
4.3.6.2 Calculated Sensitivity to Impurities
The same cross-sections were used to calculate the 
effect of H^ impurities as were used in the case of He and 
Ne. Model II of section 4.2.6.3, which included cross- 
sections for eight vibrational transitions, was used for 
N 2 impurities.
The results are shown in tables 4.16 and 4.17. It 
can be seen that in the case of H ^ the agreement between the 
measured and calculated effect of the impurity is good, 
whereas for N 2 the calculated effect, while qualitatively
104
showing the same dependence on E/N as observed
experimentally, is considerably larger. It seems likely, as 
pointed out in section 4.2.6.3, that the disagreement 
between the calculations and measurement is due to errors 
in the cross-sections used, to the neglect of rotational 
transitions in the calculations, or to adsorption of N 2 on 
the surface of the apparatus.
For values of E/N<0.08 Td the calculations show only 
a slight increase in sensitivity to H ^ impurities. There is, 
however, an unusual feature revealed by the calculations. 
Whereas the effect of the impurity is generally to raise the 
value of W, for E/N = 0.002 Td the calculated drift velocity 
is reduced by the addition of impurity. Calculations for 
90°K confirmed this pattern, in this case for E/N<0.006 Td. 
This feature is interpreted as being due to most of the 
electrons in the swarms at these values of E/N having 
energies below the Ramsauer minimum. Electrons causing 
inelastic transitions may be removed from an energy range 
with a small momentum transfer cross-section to one where 
qm is very much greater, thus reducing the speed with which 
the electrons drift through the gas.
TABLE 4.16
Calculated Effect of H 2 Impurities on W in Ar (293°K). 
E/N(Td) Level of Impurity (ppm)
3 5 20
0.002 -0.08
Change in W (% ) 
-0.14 -0.6
0.0035 + 0.23 + 0.37 + 1.4
0.0045 + 0.35 + 0.6 + 2 . 3
0.005 + 0.40 + 0.6 + 2.7
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T A B L E 4 . 1 6 ( c o n  t 'd )
E / N  (Td) L e v e l  of I m p u r i t y  (ppm)
3 5 20
C h a n g e i n  W (% )
0 . 0 0 6 + 0 . 3 4 + 0 . 6 + 2.3
0 . 0 0 8 + 0 . 3 9 + 0 .7 + 2.7
0 . 0 1 + 0 . 37 + 0 . 6 + 2 . 5
0 . 0 1 5 + 0 . 3 3 + 0 . 5 + 2 .2
0 . 0 2 + 0 . 3 0 + 0 . 5 + 2 .0
0 . 0 8 + 0 . 2 1 + 0 . 4 + 1 .4
0.1 + 0 . 2 0 + 0 . 3 + 1 .4
0 . 1 5 + 0 . 1 9 + 0 . 3 + 1. 3
0.2 + 0 . 1 8 + 0 . 3 + 1 . 3
0 . 3 + 0 . 1 7 + 0 . 3 + 1 . 2
0 .4 + 0 . 1 6 + 0 . 3 + 1. 1
0 . 5 + 0 . 1 5 + 0 . 3 + 1 .1
0 . 6 + 0 . 1 4 + 0 . 2 + 1 .0
0. 7 + 0 . 1 3 + 0 . 2 + 0 . 9
0 . 8 + 0 . 1 2 + 0 . 2 + 0 . 9
0 . 9 + 0 . 1 2 + 0 . 2 + 0 . 8
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TABLE 4.17
Calculated Effect of N 2  Impurities on W in Ar (293°
E/N (Td) Level of Impurity (ppm)
3 5 20
Change in W ( % )
0.05 0.0 + 0.01 + 0.08
0.15 + 0.6 + 1.0 + 3.5
0 . 20 + 1.6 + 2.6 + 8.6
0.30 + 2.9 + 4.7 + 16.1
0.40 + 3.1 + 5.1 + 18.2
0.50 + 2.9 + 4.7 + 17.5
0 . 6 + 2.5 + 4.1 + 15.7
0.7 + 2.2 + 3.9 + 13.8
0.9 + 1.6 + 2.6 + 10.3
4.3.6.3 Level of Impurity
The differences between the values of W observed in 
runs A and B (section 4.3.3) for E/N>0.1 Td are consistent 
with the gas used in run A having contained about 6 ppm more 
N 2  than that used for run B. Since this level of is
already in excess of the supplier's "typical analysis", it 
was expected that this would be close to the actual N 2  level.
As was the case with N e , the Matheson Gas Company is 
currently attempting to analyse a sample of the argon used 
for run A with an accuracy of 1 ppm. The presently available 
information is that the level of N 2 is below level of 
detection, estimated to be 4 ppm. This is somewhat less 
than the difference indicated experimentally between the N 2  
levels in the gases used for runs A and B. However, this 
estimate indicates that the N 2  level in the gas used in run B 
was very low.
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From the evidence available it is reasonable to 
estimate the N^ level in the gas used for run A at 6 ±
2 ppm, and the level in the gas used for run B at 0 - 2  ppm.
Although there was evidence, that the room 
temperature measurements were slightly affected by a 
condensable impurity, for E/N<0.1 T d , corrections could not 
be applied because the nature of the impurity was unknown.
The measured drift velocities at 89.6°K and run A 
at 293°K were corrected, using the information reported in 
sections 4.3.6.1 and 4.3.6.2 to obtain drift velocities for 
"nitrogen-free" argon. No corrections were applied to run B. 
The corrected values of W, shown in table 4.18, take account 
of both runs at 293°K.
The error limits shown in figures 4.5 and Appendix 5 
have been calculated on the basis of an uncertainty of 
2 ppm in the N level.
Several authors have reported measurements in argon 
to which known amounts of were added e.g. Klema and
Allen (1950) , Colli and Facchini (1952) , Kirschner and 
Toffolo (1952). This work established that quite low levels 
of N 2 have a marked effect on drift velocities above about 
0.2 Td. However, the lowest level of added N 2  for which 
results have been reported appears to be 0.1% (Colli and 
Facchini, 1952) which is sufficient to increase W by a 
factor of 2 at E/N = 0.2 Td. The effect of adding a few ppm 
of N 2 does not appear to have been reported previously and 
the sensitivity to these levels of impurity may not have 
been recognized. For instance, Pack and Phelps (1961) 
reported that the argon used by them had a mass spectrometric 
analysis showing less than 50 ppm impurity. However, had 
this level of N 2 been present it would have been sufficient 
to alter W by 25% for some values of E/N. The agreement
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TABLE 4.18
Drift Velocities for Electrons in Argon,
Corrected to Account for N 2 Impurities.
E/N (Td) 10 ** ^ W ( cm sec"''-)
89.6°K 2 9 3°K
1.0 2.976
0.9 2.917 2.906
0.8 2.845 2.834
0.75 2.793
0 . 70 2.762 2.751
0.65 2.722 2.707
0.60 2.671 2.659
0 . 55 2.618 2.606
0 . 50 2.559 2 . 550
0.45 2.500 2.486
0.40 2.428 2.415
0.35 2.353 2.336
0.30 2.257 2.243
0.25 2.154 2.139
0.20 2.024 2.013
0.18 1.990 1.956
0.15 1.872 1.859
0.12 1.761 1.748
0.10 1.679 1.660
For values of E/N<0.1 Td no corrections are
necessary to table 4.13
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between the present results and those of Pack and Phelps is 
considerably better than this, indicating that the level 
of N 2 in their argon was much less than 50 ppm.
Several investigations have been made in which heated 
calcium or barium was used to remove molecular impurities, 
e.g. Klema and Allen ( 1950) , Colli and Facchini (1952) , 
Kirschner and Toffolo (1952) , Bowe (1960) . At least in the 
last three mentioned cases there is evidence that the 
procedures used were effective to a large extent. It is 
not certain, however, that any of these procedures was 
completely successful in removing all the molecular 
impurities.
Until a method is available which can detect the 
nitrogen levels with greater accuracy this remains the most 
important source of error.
4.3.7 Discussion of the Results in Argon
In figure 4.7 the values of W are plotted as a 
function of E/N. The results at 293°K and 90°K cannot be 
distinguished on the graph because, even at the lowest value 
of E/N used at 293°K the difference between W at the two 
temperatures is ^1%. Even at this low value of E/N the 
electron energy distribution is dominated by the electric 
field.
The results of Pack and Phelps (1961) at 300°K can 
be seen to lie within about 10% of the present results at 
293°K over the common range of E/N and show scatter of about 
this magnitude. There are no other data at 90°K with which 
to make comparison. However, the results of Pack and 
Phelps at 77°K generally lie below the present 90°K results, 
illustrating the fact that in argon the drift velocities 
at low temperature are lower than those at higher
A
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temperatures for low values of E/N. For most gases the 
opposite behaviour is observed. The unusual behaviour in Ar 
is due to the fact that at the lower temperature, a greater 
fraction of the electrons have low energies, below the 
Ramsauer minimum, where the cross-section is relatively 
large, and drift relatively slower (see section 4.3.6.2).
In the range 0.005<E/N (Td)<0.01 there appears to be
a significant difference between the present data and those 
of Pack and Phelps. A single point in their 77°K results 
lies about 12% above the 90°K curve. This causes the 
curves through the two sets of data to cross, and produces 
a considerable difference in shape in the interesting region 
in which the slope of the curves changes quite abruptly.
Not only is the scatter on the present data considerably 
smaller than on the data of Pack and Phelps, but the fact 
that several points lie on a smooth curve in this region 
suggests that the curve through the 90°K data is correct.
The results of Bowe (1960) show rather less scatter 
than those of Pack and Phelps but are again a few 
percent below the present ones. Other measurements, not 
shown in figure 4.7, include those of Nielsen ( 1936) ( 293°K) ,
Colli and Facchini (1952) , Wagner, Davis and Hurst (1967) 
and Kirschner and Toffolo (1952) all of which agree with 
the present data to the limit of their accuracy. The 
results of Bortner, Hurst and Stone (1957) are about 20% 
higher than these, while even higher values reported by 
Klema and Allen (1950) and English and Hanna (1953) for 
E/N>0.6 Td have been attributed to impurities (see e.g.
Colli and Facchini, 1952 ; Bowe, 1960) .
Apart from discussions of the effects of impurities, 
usually in rather general terms, there has been little 
attempt by the authors mentioned above to assess the
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accuracy of the reported data. In most cases the scatter 
observed is at least as great as the total error limit 
placed on the present results. It is clear that systematic 
errors are usually a more serious source of error, but these 
have not generally been discussed. Errors due to impurities 
have been discussed at length already and must be considered 
at least as serious in other measurements as in the present 
case. It is therefore concluded that the drift velocities 
reported in this chapter represent the best available 
transport coefficients from which to derive momentum transfer 
cross-sections for these gases.
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CHAPTER 5
THE THEORETICAL BACKGROUND TO THE DETERMINATION 
OF CROSS-SECTIONS FROM TRANSPORT DATA
5.1 Outline
The relationship between W and q must be known ifm
the momentum transfer cross-section is to be derived from 
the data presented in Chapter 4. The purpose of this 
chapter is to survey briefly some of the investigations which 
have led to expressions connecting W and qm and to indicate 
some of the limitations which could be placed on the accuracy 
of derived cross-sections because of approximations which are 
made in these derivations. Although we are generally 
concerned here with the situation in which elastic 
collisions between electrons and gas molecules are the only 
ones of interest, the discussion will be generalized to 
include inelastic collisions which, when they occur, are of 
great significance to electron transport.
The many authors who have made theoretical studies 
of the motion of electrons in gases have usually adopted 
one of two approaches. The first method has been to look 
for a solution of the appropriate form of the Boltzmann 
equation, while the second has been to study the motion of 
a generic electron or group of electrons.
It is not possible to consider here either of these 
approaches in detail, or for the most general conditions. 
However, some comment will be made on those aspects of each 
which are of most significance to the present work. Two 
investigations based on a solution of the Boltzmann equation
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will be outlined. In addition some methods based on the 
study of the dynamics of the electronic motion will be 
briefly discussed.
5.2 The Boltzmann Equation
The Boltzmann equation is the basis of a good deal
of transport theory in gases. It has the form of a
continuity equation in phase space, describing the effect
of external forces and collisions on the velocity
distribution function of the species in the gas. McDaniel
(1964) , Chapter 2, and Wannier (1966) , Chapter 18, discuss
the assumptions which are implicit in the Boltzmann equation
and the limitations these place on its use. Probably the
most important are the condition that the interaction time
is short compared with the time between interactions and
the associated condition that collisions are binary.
Suppose that at time t the number of particles of
the i th species within the element of phase space dx dy dz
dcx dcv dc situated at the point (x, y, z, c , c , c )
1 z x y z
is F. (x, y, z, c , c , c , t) dx dy dz dc dc dc . Now i x y z  J x y z
if each particle experiences an acceleration a, then after
a time interval dt, provided there have been no collisions,
all the particles in the initial element of phase space,
and no others, will be in a new element (x + c^ dt, ---,
cx + a^ dt, ---). The number of particles in this element,
F (x + cx d t , ---, cx + a^ d t , --- , t + dt) dx dy dz dc^
dCy dcz , therefore equals the number in the initial element.
Now, if collisions are allowed, the number of 
particles in the two elements will be different, since 
particles will be deflected both into and out of the element.
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The net gain to the new element may be denoted
rdi£)
d t coll
dx dy dz dc dc dc dt .x y z
F . (xl c + a dt , x x
c , --- , t) fdx--dc --dcX ' J x z
t + dt) - F^ (x , --- ,
coll
d x - -d c - - d t . x
This eq uation reduces to
3 F
3 t
dF ._l
3 x — )  - ( ^ 0 -dt coll
5.2.1
Written in vector
vector (c , c , c ) and r x y z
equation 5.2.1 becomes
n o t ation where c is the velocity 
the p o s i t i o n  vector (x, y, z)
c . a .
3 t 3 r 3 c
5.2.2
coll
Equations 5.2.1 and 5.2.2 are stat ements of the 
Bol tz ma nn  equation (see, for example, Chapman and Cowling, 
1952, Chapter 3). The term on the right hand side, the 
collision term, is generally complicated, e s p e c i a l l y  if
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several types of collision must be accounted for. More 
serious is the fact that F. is a function of severali
independent variables. Methods of exact solution are not 
available for such an equation so that it is necessary to 
resort to approximations.
For the case of electrons of uniform density in a 
d.c. field of infinite extent the dependence of F^ on t and r 
is eliminated. The Boltzmann equation may then be written in 
terms of the distribution function f(c, 0) where 0 is the 
angle between E and c. This function is normalized by 
requiring that the integral of f(c, 0) over velocity space 
should be unity.
This simplified Boltzmann equation can be written
x
assuming E to be directed along the x axis.
5.2.3
5.3 Formulae for Drift Velocity
5.3.1 Expansion of the Distribution Function
Even for the simplified case of equation 5.2.3 an 
exact solution for f has not been found. It has been usual 
therefore to assume that the distribution function is almost 
spherical in velocity space, and to expand f, or in more 
general treatments F, in spherical harmonics of cos 0 
(e.g. Margenau, 1946; Holstein, 1946; Allis, 1956)
00
f = Yj f ^ P . (COS0)
1 =  0 1
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f° + cos 6 5.3.1
The series is almost always truncated at the first 
order term.
Now because of the o r t h o g o n a l i t y  of spherical 
harmonics, Allis (1956) gives, for any vector v,
/ v f d 4 tt
3
5.3.2
-Iwhere f has the direction of the polar axis of P . Averaging 
c over velocity space, and using equation 5.3.2 gives for 
the drift velocity
W 4 TT 
3
3c dc . 5.3.3
If the two term expansion of f given by equation  
5.3.1 is inserted into equation 5.2.3 and the collision term 
is de veloped a p propriately (see e.g. Holstein, 1946; Allis, 
1956) an equation for f^ in terms of f° is obtained, which 
when subs tituted into e q u ation 5.3.3 gives the following 
expressions for W.
ö
where f° is norm a l i z e d  by equation 1.2 or 1.4.
5.3.4
5.3.5
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The diffusion coefficient D can also be expressed in 
terms of f° (Allis, 1956) f as
1 m ic)
f°(c) dc
- -  (-)*■ /3N m J
e f ° ( e )
q (e )
de .
5.3.6
5.3.7
The problem now becomes one of evaluating t° , which 
will be discussed in section 5.4.
5.3.2 Free Path and Related Methods
Several authors have arrived at expressions for W by 
studying the motion of a single electron or class of electrons 
and making suitable averages. For a variety of reasons 
some of the results obtained either lack generality or contain 
errors. Cavalieri and Sesta (1968) have commented on some 
of these results (see also Davidson, 1954) . Nevertheless 
Huxley (1960 b) has shown that the so-called method of free 
paths, correctly applied, does yield an expression for W 
which is identical with equation 5.3.4. Huxley considers 
the motion of those electrons with speeds in the range 
c to c + dc over several successive free paths. The ratio 
of the mean displacement to the mean time of flight of these 
electrons is calculated, assuming only that the change in 
the speed of an electron during this motion is small, i.e. 
Ac<<c. The formula for the velocity of the centroid of this 
group of electrons is
w ( c)
1 Ee 
3 m
d
dc (vc)
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1 E e _ 2 A ( c)—  r — = —
3 m
d A ( c) _— 2— 1
d c
5.3.8
where A (c) m
transfer.
Nq ( c) m
the mean free path for momentum
The drift velocity of the entire electron population
is then
1 Ee _2A dA_ __ i __m + __i
3 m c d c
5.3.9
where the bar indicates an average over all speeds.
This expression for W may also be derived by 
integrating equation 5.3.4 by parts (Davidson, 1954) to give
-Ee
3m
4 c2 f°(c)
Nq
4 7T C 2 f° ( C) —
1 d ^c^
S j <
) d 0 }'
The first term is zero provided that f (c) -* 0 more rapidly
th an
2 2 c c
(--) 00 as c -»■ 00 , and that (--) -* 0 as c ->■ 0 .
. . W
Ee
3m
4tt c  ^ f ° ( c)
2 A dA
f__^ dc
hie ^ 2 A dA
V
Thus the assumptions (a) that Ac<<c and (b) that a 
two term expansion adequately represents the distribution 
function, are seen to be equivalent.
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Huxley (1960 a) has also derived equation 5.3.4 by 
a rather different method which combines some features of 
the free path method with a two term expansion of the 
distribution function.
Equation 5.3.8 was derived by Huxley (1960 b) by 
considering the subsequent motion of those electrons whose 
speed was c at some instant. It has been pointed out by 
Davidson (1954) that w(c) as given by this equation is not 
the mean velocity of those electrons with speed c at any 
instant. For this Davidson gives
1 eE 1 df°
w ' ( c) = - — ----  -- ---  . 5.3.10
3 mNq f° dcm
When integrated over all speeds equations 5.3.8 and 
5.3.10 give the same expression for W, the drift velocity of 
the whole swarm.
5.3.3 The Investigation of Parker and Lowke
Equations 1.5 and 1.6 (and 5.4.1 which follows) for 
f° have been derived on the assumption that the electron 
density is spatially uniform. It has been assumed, however, 
that f° , evaluated from these equations, can be used to 
calculate transport coefficients for situations in which 
density gradients are present. For instance, drift 
velocities, calculated using f° evaluated from these 
equations, have been compared with those observed in time- 
of-flight experiments, such as the present ones, in which 
there are significant electron density gradients, and it is 
well known that diffusion cannot be ignored (section 2.5).
Recently Parker and Lowke (1969) have solved the 
Boltzmann equation for conditions which more nearly 
approximate those found in a time-of-f1ight experiment.
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T h e i r  s o l u t i o n  is b a s e d  on the r e t e n t i o n  of the p o s i t i o n  and
—y  -y~time d e p e n d e n c e  of the d i s t r i b u t i o n  f u n c t i o n  f (c, r, t ) .
A two t e r m  e x p a n s i o n  for f is used, as in e a r l i e r  t r e a t m e n t s ,  
bu t  the e q u a t i o n s  for f° and f"*- are d i f f e r e n t  b e c a u s e  of the 
i n c l u s i o n  of g r a d i e n t s  in the s p a t i a l  c o o r d i n a t e s  and the 
r e t e n t i o n  of the time d e p e n d e n c e .
It is c o n c l u d e d  by P a r k e r  and L ow ke  that, n e g l e c t i n g  
end e ff ec t s,  the m o t i o n  of the c e n t r o i d  of an e l e c t r o n  
p u l s e  is a c c u r a t e l y  d e s c r i b e d  by e q u a t i o n  5.3.5 (to the
e x t e n t  that a two t e r m  e x p a n s i o n  of f is valid) and  t h a t  the
—yd i f f u s i o n  t r a n s v e r s e  to E is c o r r e c t l y  d e s c r i b e d  by
e q u a t i o n  5.3.7, bu t th at the d i f f u s i o n  in the d i r e c t i o n  of 
-yE m u s t  be d e s c r i b e d  by the d i f f u s i o n  c o e f f i c i e n t  D , w h e r eLi
. 11
o
w h e r e  and are c o n s t a n t s ,  and F^ is d e f i n e d  by an
e x p a n s i o n  of f° (Parker and Lowke, 1959).
An i m p o r t a n t  r e s u l t  of this a n a l y s i s  to the p r e s e n t  
w o r k  is the p r e d i c t i o n  t ha t  r e l a x a t i o n  of the e n e r g y  
d i s t r i b u t i o n  f u n c t i o n  a l s o  g iv es  rise to a r e l a t i o n s h i p  of 
the form  of e q u a t i o n  2.1 r e l a t i n g  the e f f e c t i v e  t r a n s i t  
time to the d r i f t  v e l o c i t y  (see s e c t i o n  2.5).
5.4 S o l u t i o n  of the E q u a t i o n  for f°
It was p o i n t e d  out in s e c t i o n  5 .3 .1  t hat  the two 
t e r m  e x p a n s i o n  of f a l l o w s  W to be e x p r e s s e d  in t erm s of 
f ° . In this s e c t i o n  we w i l l  b r i e f l y  c o n s i d e r  the s o l u t i o n  
of the e q u a t i o n  for f° .
D + C
q (e )m
+ C 2 W / £ 2 F 1 de 5 . 3
121
Holstein (1946) considered the B o l t zmann equation 
for the case of a high frequency a.c. electric field, taking 
into account both elastic and inelastic collisions, but 
ne gl ec ti ng the thermal motion of the molecules, and s u p e r ­
elastic collisions. This solution is therefore r estricted  
to high values of E/N where the effect of both of these 
factors is small. In addition it is assumed that the sum of 
the cro ss-sections for all inelastic processes is small 
compared with the mo m e n t u m  transfer cross-section. At about 
the same time Ma r g e n a u  (1946) dev e l o p e d  an equation for the 
case of an a.c. electric field, in which elastic collisions 
and the thermal motion of the mol e c u l e s  are accounted for, 
but inelastic and s u p e r -e 1 astic collisions are neglected. 
Sub seq ue ntly Frost and Phelps (1962) combined the work of 
Holst ei n and Mar g e n a u  and extended it to include the effect 
of s u p e r - e 1astic collisions. The equation they obtained 
for f° is
E 2 d / e df \ 2 m  , d s 2 , . df n(--  --) + -- NkT - (£ qm(£) -- )
3N de q (e ) de m
2 m N d
M de
C z 2 q (e) f°(e) ^V m J
f , k  N j r<£ + £ j k > f° (£ + £ j k > <Ij k <£ + £ j k > - e f 0 (E )q.k (£ )l
+ S Nk, j k (e - e.,) f°(e - e ) q (e - e ) - ef°(e)q, . (e)lDk 4 kj Dkj k •kj
0 5.4.1
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e th e electron energy in eV ,
N . 3 = the number density o f molecules in the j th
state,
£ jk = th e difference in internal energy between
th e j th and k th molecular states,
(e) = the cross-section for excitation from the
j th to the k th state,
qkj (e) = th e cross-section for the super- elastic
transition from the k th to the j th state,
and the other symbols have their previously defined meaning.
The symmetrical part of the distribution function,
f° , is normalized by the relationship 1.4. It should be noted
that equations 1.5 and 1.6 are in fact equations for f°
rather than f (see for example Davydov, 1935; Morse, Allis
and Lamar, 1935) for the case of elastic collisions only.
Equations 1.5 or 1.6 may be solved numerically in a
straightforward way provided q is known as a function ofm
e or c. However, the solution of equation 5.4.1 is by no 
means as simple, as is evidenced by the fact that no 
expression for f° can be written explicitly.
Each term in equation 5.4.1 can be identified with a 
process involved in the gain or loss of energy by the 
electrons. The first term is related to the energy gain from 
the electric field, the second and third to the gain and loss 
by elastic collisions with the gas molecules, and the fourth 
and fifth to the loss in inelastic collisions and the gain 
from super-elastic collisions respectively.
Except for very low values of E/N the contribution of 
super-e1astic collisions can usually be neglected. When 
these collisions are neglected Frost and Phelps (1962) 
solved equation 5.4.1 by the method of backward prolongation
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due to Sherman (1960) . When super-e1 astic collisions are 
not negligible this method is not satisfactory. This problem 
was also solved by Frost and Phelps, and has recently been 
further discussed by Gibson (1970) who developed a rapidly 
converging iterative method for solving equation 5.4.1 when 
the super-e1astic term is included.
5 . 5 The Method of Cavalieri and Sesta
5.5.1 Formula for Drift Velocity
It has always been assumed that the approximations 
made in deriving equations 5.3.4 and 5.3.5 are sufficiently 
valid that the resulting error in relating W to q^ is 
negligible. However, no quantitative estimate of the error 
has been made. In view of the accuracy with which it is 
now possible to measure the drift velocities it is 
appropriate to attempt to make such an estimate. Clearly 
the evaluation of higher order terms in the spherical 
harmonics expansion of f would allow an estimate to be made 
of the error involved in the present truncation at the first 
order term, but at present no calculations of higher order 
terms have been published in the range of E/N of interest
here. Lowke (private communication) has found that the
2effect on W of including f is quite negligible when only 
elastic scattering occurs. On the other hand Cavalieri and 
Sesta (1968, 1969) have developed a more rigorous free path
method which avoids the assumption that A c / c <<1. Since, 
as has already been shown in section 5.3.2, the assumptions 
made in the two approaches are equivalent, Cavalieri and 
Sesta's work can be used to estimate the errors resulting 
from the use of either first order theory.
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These authors considered the motion of those 
electrons which have speed c^ immediately after a collision. 
The theory is developed for the case of isotropic scattering, 
for which fQ (c ), the distribution function of velocities 
immediately after collisions, is isotropic. The "drift 
velocity" of the initially monoenergetic class of electrons 
with speed c q immediately after collision may be written
w (c ) = S(c ) / T(c ) 5.5.1o o o o
where S( cq ) is the mean path length in the direction of the
field before collision, and T(c q ) is the average time of
flight between collisions, the averages being taken over all
—>■initial angles 0^ between c and E.° o
Evaluation of S(c ) and T(c ) giveso o
r 1/ sin 0 / (c cos 0 +at) exp {-/ c(x)/A(x)dx}dt;d0o ° L o ° ° o
IT 00 t
I sin 9 I / exp {- / c(x)/A(x)dx}dt"l d0
0 o L 0 0 J °
5.5.2
2r (c cos 0 + ax) + (c sin 0 )o o o o
is the speed after time x of an electron with initial speed
c in the direction 9 ,o o
eE
a = —  and 
m
1
A(x) = A|~c(c , 0 , x ) l  = ------ , is the mean free path ofo o>-  ^N q (c)
an electron with speed c at time x.
w (c ) o o
where c
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The drift velocity of the entire swarm of electrons 
is given by
0 0
1 c w ( c ) f (c ) T (c ) d cq O o O o o  O O
C 00 2/ c T(c ) f (c ) dc
5 0  o 0 o 0
In the more general case of non-isotropic scattering
1equation 5.5.2 is modified by replacing X by X = --- , them Nq m
mean free path for momentum transfer.
Although Cavalieri and Sesta (1968) indicate how
fQ (c ) might be determined, the function has only been
evaluated for the case of constant collision frequency,
X/c = const, (Ballerio, Bonalumi and Cavalieri, 1969) ,
in which case f (c ) is Maxwellian. Cavalieri (1969 a) haso o
shown however that for A c / c <<1, f (c ) t (c ) can beo o o
replaced in equation 5.5.3 by T f° (c) where f° is the first
term in the usual expansion of f in spherical harmonics and
T is a normalizing constant. Clearly, this approximation is
least satisfactory for low values of c. Nevertheless its
use in equation 5.5.3 is expected to give a higher order
approximation to the drift velocity than is given by equation
5.3.4. Substituting into equation 5,5.3 and using the
normalization relation for f (c) giveso
00
r 2W ' = 4tt I c w (c)c 8 o f (c) dc . 5 .5,4
5.5.2 Estimation of Error
An estimate of the error involved in the use of
equation 5.3.4 may be obtained by evaluating w (c) and w^(c)
{c ~ c ) from equations 5.3.8 and 5=5.2 respectively,o
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and integrating the difference, w (c) - w ( c ) , over theo
distribution of electron speeds.
Although the numerical evaluation of w (c) presentso
no difficulty in principle, there are some computational 
problems which are outlined in Appendix 6. Tests which were 
applied to the computer programme developed to evaluate 
w q (c) are also discussed in this appendix.
In Chapter 6 these calculations will be considered 
as assessing the error limits appropriate to the momentum 
transfer cross-sections reported in that chapter.
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CHAPTER 6
THE MOMENTUM TRANSFER CROSS-SECTIONS - RESULTS 
FOR HELIUM, NEON AND ARGON
6.1 Procedure for Determining q  m
6.1.1 General Outline
The determination of q is begun by solving equationsm
1.6 and 5.3.4 for f and W using some assumed dependence of 
q^ on e (see e.g. Frost and Phelps, 1962, 1964; Crompton,
Elford and Jory, 1967). The calculated values of the drift 
velocities are then compared with the measured values and 
the cross-section adjusted to reduce the discrepancy between 
calculated and measured values. This procedure is repeated 
until the agreement between the calculated and measured drift 
velocities is of the order of the scatter on the experimental 
data.
Trial sets of q at about 50 values of e were chosen m
to begin the iterative process. The initial values do not 
affect the final result, although the number of iterations 
may be reduced if the first approximation is reasonably 
good. It is important, however, to choose the values of e 
so that the linear interpolation used in the computation 
does not introduce significant error. Particular care was 
needed in the case of argon because of the rapid changes in 
q^ with e. The energy points must be more closely spaced at 
low energies than at high so that the cross-section is 
adequately defined for low values of E/N where the range of 
energies strongly affecting W is smaller.
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The range of energies over which f° was evaluated was 
chosen so that at the highest energy the distribution 
function was at least eight orders of magnitude smaller than 
its maximum value. Checks were made to ensure that the 
calculated values of W were unaffected by an increase in 
the energy range.
In the selected range f° was calculated at from 300 
to 500 energies. In most cases 300 points provided a 
sufficiently fine mesh. However, at low values of E/N in 
argon it was necessary to increase the number of points 
because of the unusual form of the distribution functions 
(see section 6.6).
6.1.2 Adjustment of the Cross-Section
The criteria for deciding at what energies to adjust 
and the magnitude of the adjustment are not simple. An 
adjustment to at a particular energy changes the
calculated value of W over a range of values E/N, but by 
different amounts.
Two procedures were adopted to assist in making the
adjustments. Arbitrary changes were made to over small
ranges of energy and new values of W calculated. The range
of E/N for which the calculated values of W changed, and
the magnitude of the changes, served as a guide in adjusting
q . Examination of equation 5.3.4 shows, however, that W m
d qidepends not only on q but also on -—m de which is
significant for both neon and argon. The change in the 
calculated value of W is consequently not always proportional 
to the change in q^. In addition, the energy at which the 
integrand in equation 5.3.4 is a maximum was calculated for 
each value of E/N. This maximum indicated the energy at
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which W is most sensitive to changes in q . However, evenm
with these guides, a large number of iterations was required 
before the final cross-sections were arrived at.
6.2 Results in Helium
6.2.1 The Derived Cross-Section
The cross-section derived by Crompton, Elford and
Jory (1967) extrapolated to zero energy, was used as the
first approximation in determining q in helium. Since thism
cross-section was derived from transport data of high 
precision, and had a claimed accuracy of 2%, it was 
expected that little adjustment would be required. As 
already indicated in section 4.1.1 the present drift velocity 
data are considered to be complementary to those of Crompton 
et al. and the cross-section was derived taking both sets 
of data into consideration. The final cross-section is 
shown in table 6.1.
6.2.2 Energy Range of the Cross-Section
The mean energies of the swarms used in the
determination of q ranged from about 0.01 eV for the lowestm
value of E/N at 76.8°K to about 1.5 eV at the highest value 
of E/N used by Crompton et al. at 293°K. If the cross- 
section is changed by 2% for all energies the calculated 
drift velocities change by at least 1%, the error limit 
placed on the experimental data. At the lowest value of 
E/N this change is 1.6%. An accuracy claim of ±2% on the 
momentum transfer cross-section is therefore justified over 
the range of energies approximately bounded by the mean 
energies of the swarms at the limits of the range of 
measurement, provided the approximations in the theory
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TABLE 6.1
Momentum Transfer Cross -Section q (e ) m
for Electrons in H e1ium.
e (eV) 10 ( e ) ( cm2 )m e ( eV) 1016q (e) (. m
8.0 x 10-3 5.18* 2.5 x IO"1 6.27
9.0 5.19* 3.0 6.35
1.0 x io"2 5.21 4.0 6.49
1 . 3 5.26 5.0 6.59
1 . 7 5 . 31 6.0 6.66
2.0 5.35 7.0 6.73
2 . 5 5.41 8.0 6.77
3.0 5.46 9.0 6.82
4.0 5 . 54 1.0 x 10° 6.85
5.0 5.62 1 . 2 6.91
6.0 5.68 1.5 6.96
7.0 5.74 1.8 6.98
8.0 5.79 2.0 6.99
9.0 5.83 2.5 6.96
1.0 x io"1 5.86 3.0 6.89
1.2 5.94 4.0 6.60*
1 . 5 6.04 5.0 6.26*
1 . 8 6.12 6.0 6.01*
2.0 6 . 16
* These values ±5%, others ±2%
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introduce no additional error. However, the width of the 
energy distribution in a swarm makes the drift velocity 
sensitive to the momentum transfer cross-section for a 
range of energies on either side of the mean energy of the 
swarm. The energy limits which should be placed on the 
cross-section have therefore been examined in some detail.
The discussion below will be in terms of the lower limit, 
which depends on the measurements presented in this work, but 
the techniques apply equally well to the upper limit.
Two methods of fixing the limit were employed. The 
first consisted of moving a 2% step in the cross-section from 
zero energy until a 1% change in the calculated value of W 
at the lowest value of E/N was observed. Any deviation as 
large as 2% at a higher energy than this limit would have 
caused a disagreement between the calculated and measured 
values of W greater than the error limit placed on W and 
would therefore be corrected. Using this technique a claim 
of ±2% on q appears to be justified over the range 0.017 eV 
to 2 eV.
The second technique made use of the separation 
which may be effected between random and systematic errors. 
The 1% error limit placed on the drift velocity data is 
dominated by the systematic component. The lower limit of 
the range in which the cross-section can be derived with a 
given accuracy is obviously set by the accuracy of the 
measured value of W at the lowest value of E/N. This 
measurement, the least accurate of the set, has a 
"systematic error" of about 0.7% and a "random error" of 
about 0.4%. Systematic errors, since they affect all values 
of E/N approximately equally, will cause a vertical shift 
in the cross-section without significantly changing its 
shape. The 0.7% systematic error bar on W at the lowest
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value of E/N is equivalent to a 1% shift in q^. The 0.4%
random error bar may therefore account for a further 1%
error in q to make up the total error bar of 2%. To m
determine the energy limit, a 1% step in q^ was therefore
moved from zero energy until a 0.4% change in the
calculated value of W was observed. This technique
indicated that the values of q (e) given in table 6.1 arem
correct to ±2% in the range 0.01 eV to 3 eV. Above 3 eV and 
below 0.01 eV the accuracy falls to ±5%.
The second technique applied to the data of Crompton 
et al . shows that their cross-section may be considered 
accurate to ±2% for energies down to 0.03 e V . The extension 
to 0.01 eV achieved by use of the measurements at 77°K is 
significant in attempting to determine the scattering length, 
since it reduces the extrapolation required in estimating 
the cross-section at zero energy.
6.2.3 Estimate of the Effect of Approximations in Theory
In addition to the uncertainty in q^ (e) arising 
directly from the error bar on the measured values of W, an 
estimate can be given for the uncertainty introduced by the 
approximations made in the theory, discussed in Chapter 5.
The method used in estimating this error has been outlined 
in section 5.5.2.
The following very approximate argument was used 
to determine the value of E/N at which the difference between 
W^ (equation 5.5.4) and W (equation 5.3.4 or 5.3.9) might 
be expected to be greatest. Suppose the shape of the electron 
velocity distribution function is independent of the most 
probably velocity c^ (e.g. Maxwellian). The fraction of the 
electron population with speeds below c ' = kc , where k is
13 3
a constant, is then independent of c . The fractional 
change in speed of an electron with speed c' in travelling 
one mean free path, which is neglected in deriving 
equatio n 5.3.9, is prop o r t i o n a l  to ax/c'. It is therefore
E/N for which ax/c' is a
eE
2 2mNq (c 1)k c m a
1
q (C  )m
Assuming that q^ is i n d e p endent of c, which is very 
app rox im ately true of helium, ax/c' is a ma x i m u m  when 
E/N
---- is a maximum. Of the data used in deriving q this__ , mD/y
m a x i m u m  occurs at 3.64 Td at 293°K, the highest value of
E/N used by Crompton, Elford and Jory.
Calculations of w (c), w(c) and f°(c) were made ato
this value of E/N and figure 6.1 shows the fractional
differe nce (w (c) - w(c))/w(c) as a function of the electrono
energy. It can be seen that only about 6% of the electrons, 
those with energies below 0.4 e V , contribute to any 
diff ere nce be tween W and W. I n t e gration of the difference 
over the d i s t r ibution function shows that the error 
int rod uced by the assumption that Ac<<c is of the order of 
0 .1%.
A similar calculation p e r formed at the lowest value 
of E/N used in the experiments (0.008 Td) gave a slightly 
larger estimated error of 0.25%. This result is not
req ui re d to know the value of 
m a x i m u m .
ax eE
Now -- = ------------- —
c ' mNq (c 1 ) c 1m
E 1
oc —  m ----------
N D/y
Electron Popu lat ion (  %)
0 1 2 3 4 5 6 7 8 9
H E L I U M
€ ( e V )  
Figure 6.1
134
consistent with the approximate arguments given above, but 
the inconsistency has been attributed to rather less 
satisfactory integration in this case. In view of the 
approximate nature of the estimate the calculations were not 
extended.
The estimation relies on the use of an approximation
for f (c ) , which is least valid in the region where w (c) -o o o
w(c) is greatest. Nevertheless, it appears that even a
large error in the approximation for f (c ) T(c ) would noto o o
sufficiently alter the fraction of the electron population
with small velocities to produce a significant change in the
calculated value of W .c
6.2.4 Comparison Between Calculated and Measured Transport 
Coe f ficients
Table 6.2 shows the values of W calculated using the 
momentum transfer cross-section given in table 6.1 compared 
with the measured values (table 4.1 and Crompton, Elford 
and Jory, 1967). The agreement between calculated and 
measured values at 77°K is always better than 0.2% and 
generally better than 0.1%, while at 293°K the agreement is 
better than 0.5% at all values of E/N and generally better 
than 0.2%.
It is also useful to calculate transport coefficients
other than drift velocities, using the derived cross-section.
This allows comparison with experimental data not used in
the determination of q . Figure 6.2 shows a comparisonm
between calculated values of D/y at 77 K and 293°K and 
values measured by Crompton, Elford and Jory (1967) (293°K) 
and Warren and Parker (1962) (77°K and 300°K), both using
the Townsend-Huxley method. The agreement with Crompton 
et al. is better than 1%, and with Warren and Parker is
1 I TTTT
HELIUM
D/ / / i  (volt)
— Robertson (calculated)
+  Crompton, Elford & Jory 293°K  
o Warren & Parker 300°K  
•  " » 77°K
e / n  (Td)
Figure 6.2
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TABLE 6.2
Comparison Between Calculated and Measured Values 
of Drift Velocity in Helium.
7 7 °K 29 3°K
E/N ( Td) - 510 W (cm -1, sec ) E/N(Td) - 510 W (cm -1. s ec )
0.00795
Calc . 
0.346
Me as . 
0.346 0.01820
Calc.
0.420
Me as . 
0.418
0.01590 0.570 0.570 0.02124 0.479 0.477
0.02386 0.737 0.737 0.0243 0.535 0.533
0.03181 0.873 0.874 0.0273 0.589 0.586
0.03976 0.991 0.991 0.0303 0.640 0.637
0.04771 1.096 1.096 0.0364 0.736 0.733
0.05567 1.191 1.190 0.0455 0.867 0.863
0.06362 1.278 1.278 0.0546 0.984 0.980
0.07157 1.359 1.359 0.0607 1.056 1.052
0.07952 1.435 1.436 0.0759 1.221 1.217
0.09543 1.576 1.575 0.0910 1.368 1.365
0.1193 1.763 1.762 0.1214 1.623 1.620
0.1431 1.929 1.929 0.1517 1.843 1.840
0.1590 2.032 2.031 0.1820 2.038 2.036
0.1988 2.266 2.265 0.2124 2.215 2.213
0.2386 2.475 2.474 0.243 2.377 2.374
0.2783 2.665 2.665 0.273 2.529 2.526
0.3181 2.842 2.841 0.303 2.671 2.668
0.3499 2.974 2.974 0.364 2.932 2.932
0.3976 3.162 3.161 0.455 3.283 3.280
0.4771 3.449 3.450 0.546 3.597 3.595
0.5567 3.713 3.712 0.607 3.791 3 . 789
0.6362 3.957 3.955 0.759 4.235 4.232
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TABLE 6.2 (Cont'd)
E/N(Td) - 5 -110 W (cm sec ) E / N (Td) - 5 -110 W(cm sec )
Calc . Me as . Calc . Me as .
0.7157 4.187 4.185 0.910 4.634 4.630
0.7952 4.403 4.400 1.214 5.34 5.33
0.9543 4.806 4.803 1.517 5.97 5.97
1.193 5.352 5.344 1.820 6 . 54 6 . 55
1.431 5.848 5.847 2.124 7.07 7 . 07
1.590 6.158 6.157 2.43 7 . 58 7 . 57
1.750 6.455 6.456 2.73 8.07 8.07
1.988 6.881 6.886 3.64 9.47 9.47
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within the experimental scatter of a few percent, although
the calculated values are generally slightly higher than the
omeasured values at 300 K .
Figure 6.3 shows values of the product DN calculated 
at 293°K, compared with the data of Cavalieri (1969b) , who 
used an electron density sampling method. The agreement 
between the calculated and measured values is within 1%, 
over most of the range of E / N , the difference rising to 
about 3% for E/N>1 Td.
Calculations of the magnetic drift velocity have 
not been made. However, the present cross-section agrees 
so closely with that of Crompton, Elford and Jory that 
agreement with their experimental values of to within the 
experimental error of 3% is to be expected.
6.2.5 Comparison With Other Experimentally Determined 
Cross-Sections
The present cross-section agrees to better than 1% 
with that of Crompton, Elford and Jory (1967) , which in 
turn superseded that of Crompton and Jory (1965). In the 
subsequent discussion these will therefore be regarded as a 
single determination.
Derivations of q from d.c. swarm and afterglowm
measurements made prior to 1964 have been surveyed by Frost
and Phelps (1964). These earlier determinations depended
on assumptions regarding the form of f° and/or the energy
dependence of q (see section 1.1.2.2) which are no longer m
necessary. These data will therefore not be considered. 
Figure 6.4 shows the present cross-section (marked A) , 
together with two results of Frost and Phelps, one based on 
the drift velocity data of Pack and Phelps (1961) and 
Nielsen (1936) (marked B) and the other on the data of Bowe
a: o
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(1960) , for E/N > 0.1 Td , (marked C) . The differences between 
the curves reflect the differences between the drift velocity 
data on which they were based. Thus the lower drift 
velocities of Bowe give rise to a cross-section up to 20% 
higher than curve A. Curve B differs from the present 
results by about 15% at 3 eV but the disagreement becomes 
progressively smaller with decreasing energy and is 
systematically about 3% for energies below 0.6 eV.
For the reasons set out in Chapter 4 it is believed
that the drift velocity data used in the present
determination of q are the most accurate so far used andm
that the present cross-section is therefore the most 
accurate determined in this way.
It is also possible to compare the momentum transfer 
cross-section with cross-sections derived from measurements 
of the total elastic scattering cross-section. Three 
methods are available which allow this comparison.
Firstly, experimentally determined differential 
cross-section data may be used. Barbiere (1951) used the 
angular scattering measurements of Ramsauer and Kollath 
(1932) , the only such data available for low energy electrons 
in helium, together with the total scattering cross-section 
measurements of Ramsauer and Kollath (1929) to calculate 
the momentum transfer cross-section shown as B in figure 
6.5. Crompton, Elford and Jory (1967) used the same 
angular scattering data with the total scattering 
cross-section of Golden and Bändel (1965) to calculate curve 
C in figure 6.5.
Secondly, a total scattering cross-section may be
used in conjunction with theoretically derived angular
scattering data. The experimental of Golden and Bändel
(1965) has been used with the theoretical relationship
between q and q given by Callaway, La Bahn, Pu and m s
T T  I 11 i r I 1111 I I t i n I M  MI
HELIUM
( I I I I I I I I I I I I I I I I I I I I I
€  (eV)
Figure 6.5
A Robertson O Golden & Bändel — Callaway, LaBahn,
B Ram sauer&Kollath  — Barbiere Pu & D u x le r
C Golden & B ä n d e l—  " E Golden & B ä n d e l— Golden
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Duxler (1968) to give carve D in figure 6.5. The work of 
Golden and Bändel and Callaway et al. is probably the best 
available in each case and it can be seen that the shape of 
curve D closely resembles curve A but lies about 10% lower.
Thirdly, modified effective range parameters 
(O'Malley, 1963) , derived by curve-fitting to total cross- 
section data, may be used to calculate the momentum transfer 
cross-section. Golden (1966) applied this technique to the 
data of Golden and Bändel (1965) to derive curve E. This 
last method has the advantage that it allows extrapolation 
of the total cross-section to lower energies than can be 
experimentally achieved, allowing comparison over a wider 
range of energies. There are, however, some unsatisfactory 
aspects of the procedure which will be discussed in section 
6.2.7,
The differences between the curves in figure 6.5 may
arise from errors in the measurement of the cross-sections,
total, differential or momentum transfer, or from
inadequacies in the theoretical relationships used.
Systematic error in the drift velocities of the magnitude
required to give agreement between the present result
(curve A) and, say, curve D, is very unlikely (see Chapter 4).
Similarly the consistency of the cross-section with several
different transport coefficients (see section 6.2.4) suggests
that it is unlikely that errors in q will be found thatm
are of sufficient magnitude to reduce this discrepancy 
significantly.
6.2.6 Comparison With Theoretically Derived Cross-Sections
6.2.6.1 Experimentally Based Calculations
Consideration will be given first to two recent 
publications in which theoretical investigations have been
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based on experimental data. Hoeper , Franzen and Gupta 
(1968) used the differential scattering measurements of 
Ramsauer and Kollath (1932) to calculate the phase shifts 
of the first four partial waves. These phase shifts have 
been used to calculate the momentum transfer cross-section 
marked B in figure 6.6.
Bransden and McDowell (1969) have extended this 
technique by including considerably more experimental data 
in their fitting procedure. An assumed set of phase shifts 
was adjusted to give the best overall fit to experimental 
measurements of total, differential and momentum transfer 
cross-sections. These authors assigned an error limit of 
±10% to all the experimental data used, without discussion 
or justification. Their calculated momentum transfer 
cross-section differs by up to 15% from the present one, 
which is considerably outside the error limit discussed in 
section 6.2.2. This difference reflects differences within 
the experimental data used.
In the case of electron-helium scattering at low 
energies, derivations of phase shifts from experimental data 
would seem to be superceded since many calculations using 
theoretically derived interaction potentials are available. 
Cross-sections calculated from these interaction potentials 
may be compared directly with experiment. The most highly 
developed of these calculations give better agreement with 
the most precise experimental data in the low energy region 
than the cross-sections of either Hoeper et a l . or Bransden 
and McDowe11.
Some of the more recent of such calculations will be 
considered in the next section, although detailed discussion 
cannot be undertaken in this thesis.
Figure 6.6
A Robertson
B Hoeper, Franzen & Gupta  
C W ill iamson & M cD ow ell
D LaBahn & C a l law ay  
E Pu & Chang
F Callaway, LaBahn, Pu & Duxler
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6.2.6.2 Calculations Based on Interaction Potentials
In most cases the phase shifts of the first few 
partial waves are calculated, from which the total elastic 
and momentum transfer cross-sections may be readily 
determined from the relationships
, 4 tt ^
q = . — r- ) ?  (2£ + 1) s i n n 6.1
s  v  v 2 y  £ £
and
^ 4 7TC 72)2£ (£ 1) sin ( r) -  n + 1 6 .2
Since depends on the difference between phase
shifts it provides a rather more sensitive test of the 
calculated phase shifts than q .
The problem in theoretical calculations of low- 
energy electron-helium scattering is one of making good 
approximations to the solution of the many-body Schrödinger 
equation. In constructing an approximation, two important 
physical effects need to be accounted for, namely, the 
exchange effect and the polarization effect.
At small separations between the incident electron 
and the centre of the atom, that is, when the incident 
electron penetrates the electron cloud of the atom, the 
Pauli principle, or the fact that the electrons are 
indistinguishable, gives rise to exchange effects. The 
significance of exchange in calculations is well known 
(Morse and Allis, 1933), and is usually accounted for by 
making the wave function explicitly antisymmetric in the 
co-ordinates of the electrons.
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The polarization effect arises from the interaction 
between the field of the scattering electron and the atomic 
electrons. The electron cloud of the atom becomes distorted 
and in doing so gives rise to a potential which affects the 
incident electron.
It has frequently been assumed in calculations that, 
as an incident electron approaches an atom, the atomic 
electrons adjust instantaneously to its position, that is, 
that the effect of the incident electron is a function of 
its position only. This adiabatic approximation has been 
questioned (e.g. Mittleman, 1961; Pu and Chang, 1966), 
even for very low energy electrons, but nevertheless has 
been the basis of many calculations (e.g. La Bahn and 
Callaway, 1964; Bauer and Browne, 1964; Williamson and 
McDowell, 1965) . The results of Williamson and McDowell are 
shown in figure 6.6 (curve C) .
In a subsequent calculation to that mentioned above, 
La Bahn and Callaway (1966) included in their "dynamic- 
exchange" calculations specifically velocity dependent terms 
to account for non-adiabatic polarization effects. Curve D 
shows the results of this calculation, which are in 
excellent agreement with the present results (curve A) .
Pu and Chang (1966) also took account of non-adiabatic 
effects by using an optical potential calculation. Their 
calculation is shown as curve E. These two calculations 
established that the inclusion of non-adiabatic effects in 
the potential produces better agreement with the measured 
cross-s ection.
Since these calculations, Callaway, La Bahn, Pu and 
Duxler (1968) have used a different technique to derive the 
interaction potential. The specifically velocity dependent 
terms used by La Bahn and Callaway were replaced by central
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distortion terms derived by use of an optical potential.
The cross-section derived in this calculation, shown as 
curve F in figure 6.6, is about 5% below curve A and the 
earlier calculation of La Bahn and Callaway (1966).
Callaway et al. attribute this difference to changes in the 
exchange terms, which provide some difficulty in the later 
"extended polarization" calculation.
The first results of an expansion method of 
calculating the scattering phase shifts have been reported 
by Michels, Harris and Scolsky (1969). Results were 
obtained for two approximations representing the ground 
state target atom. Over the energy range of interest here 
the calculated cross-section was found to be insensitive to 
the approximation used for the target atom. The authors 
state that their results are "in close agreement" with those 
of Callaway et al., but at energies below 0.5 eV, it appears 
from their diagram that their cross section is about 10% 
below curve A, and about 5% below that of Callaway et al.
It is apparent that the two most recent calculations 
give a cross-section a few percent smaller than that derived 
here. A re-examination of the sources of systematic error 
in the experimentally derived cross-section, including the 
assumptions made in the theory used to analyze the data, 
revealed no reason to modify the 2% error limit placed on 
i t .
6.2.7 The Scattering Length
6.2.7.1 Graphical Extrapolation
Since the momentum transfer cross-section has been 
determined to an energy of 0.008 e V , a simple graphical 
extrapolation to zero energy is sufficiently accurate to
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determine directly the scattering length for electrons in
helium. The value is found to be 1.19a (a is the Bohro o
radius). The extrapolation is over such a small energy range 
that an overall error limit of ±2% is justified, assuming that 
there is no marked structure in the cross-section between 
0.008 eV and zero energy.
6.2 . 7 . 2 Modified Effective Range Theory
An alternative method of obtaining the scattering 
length is the use of modified effective range theory. The 
momentum transfer cross-section is given by this theory 
(O'Malley, 1963) as
q = 4tt j A ^ + (4Tr/5a ) a A k + (8/3a ) a k^ln (ka ) + C k ^ + —  "1m t o o o J
6 . 3
where k is the electron wave number and a is the electric
3polarizability (taken as 1.36 a^; see O'Malley, 1963) .
A and C are considered as adjustable parameters when fitting 
equation 6.3 by a least squares method to the experimental 
curve. The parameter A is the scattering length. The theory 
has generally been used previously as a means of obtaining 
A by extrapolating total cross-sections to zero energy from 
considerably higher energies than in the present case 
(O'Malley, 1963; Golden, 1966). However there seems to have 
been no investigation of the validity of the procedure, 
probably because the overlap in the ranges of energy over 
which the theory is expected to be valid and for which 
experimental data were available was too small.
The present cross-section extends to sufficiently 
low energies to allow the validity of the use of the modified 
effective range formulae to be investigated. Three different
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energy ranges were chosen and a fit made over each range in 
turn. The theory was then used to extrapolate the cross- 
section to energies outside the range fitted. The resultant 
curve, in both the fitted and extrapolated portions, and the 
value of A obtained were compared with those obtained 
experimentally.
The following energy ranges were considered:
(a) 0.008 eV < e < 0.1 eV
The value of A was found to be 1.18a when only thoseo
experimental points within this range were fitted.
(b) 0.008 eV < £ < 2 eV
Using this wider energy range a value of 1.19aQ was 
obtained for A, but the fitted curve deviated by up to 4% 
from the experimental cross-section. This deviation is 
greater than the estimated experimental error.
(c) 0.2 eV < e < 2 eV
In making a fit over this range the aim was to
establish how well the extrapolation towards zero energy
agreed with the experimental cross-section. Since beam
experiments do not extend to energies below about 0.2 eV
this energy range is typical of those used to calculate the
scattering length from the results of these experiments. It
was found that for e < 0.2 eV the extrapolated curve deviated
by up to 6% from the experimental one. The calculated value
of A was 1.21a .o
Figure 6.7 shows the calculated curves for the energy 
ranges (a), (b) and (c) above, together with the experimental
curve. The energy regions over which the fit was made are
TTTTTTTTTT TTTTT TTTT
HELIUM
MODIFIED EFFECTIVE RANGE FIT
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-----Fitted
------Extrapolated
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shown as continuous lines and the extrapolations as broken 
lines. It can be seen that, while the continuous lines fit 
the experimental data to a few percent, their shapes differ 
significantly from the experimental result. Michels (private 
communication) has independently calculated a value of 1.18aQ 
for the scattering length from the present cross-section for 
e < 0.2 e V .
A further check of the fitting procedure was made 
by applying it to the theoretically derived cross-section 
of Callaway, La Bahn, Pu and Duxler (1968) , for energies up 
to 2 eV. The fitted curve differed by up to 3% from that 
of Callaway et al. and gave a scattering length of 1.17aQ 
compared with 1.15a given by the authors.
It is apparent that considerable error may result
in extrapolating from, say, 0.2 eV to zero by using a least
squares fit to the modified effective range formulae. Such
extrapolations have been made to total elastic scattering
cross-sections for electrons in helium by Golden (1966) using
the data of Golden and Bändel (1965), and by O'Malley (1963)
using the data of Ramsauer and Kollath (1929, 1932).
Scattering lengths of 1.15a and 1.19a respectively, wereo o
obtained by these authors. The agreement between the 
present determination and that of O'Malley must be considered 
fortuitous in view of the investigation discussed above.
Frost and Phelps ( 1964) , by simple extrapolation of a 
cross-section derived from the analysis of swarm data, found 
a value of 1.18a for the scattering length, which is in 
good agreement with the present value.
147
6.3 Results in Neon
6.3.1 The Derived Cross-Section
The cross-section given by Massey and Burhop (1952) 
was used as the first approximation in the determination of 
the momentum transfer cross-section for electrons in neon. 
After making adjustments as described in section 6.1.2 the 
cross-section shown in table 6.3 was derived.
6.3.2 Error Limits and Energy Range of the Cross-Section
The methods used to determine the energy range and
error limits appropriate to the cross-section in neon were
the same as those used in the case of helium.
When the value of was changed by 2% at all energies
the calculated value of W was found to change by at least
0.75% at each value of E/N. The calculated values of W are
therefore rather less sensitive to changes in q in neonm
than in helium. The uncertainty of 1% in W for E/N<0.2 Td
produces an uncertainty in the derived cross-section of less
than 3% for energies below leV. The error limit of 2%
placed on W for E/N>0.2 Td corresponds to an uncertainty of
5% on q for energies greater than 1 eV.
Using the separation of the effects of random and
systematic errors, described in section 6.2.1, these error
limits were found to be valid for 0.04#; e ( eV) < 6.0 . Some
values of q for energies outside this range are included in m
table 6.3 because the calculated drift velocities are 
sensitive to the cross-section outside this range of 
maximum sensitivity.
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TABLE 6.3
Momentum Transfer Cross-Section
in Neon.
for Electrons
Energy (eV) q (cm2) (x lQ^k) m
0.03 0.469
0.04 0.504
0.05 0.536
0.06 0.566
0.07 0.601
0.08 0.636
0.09 0.669
0.10 0.701
0.12 0.754
0 . 15 0.828
0.18 0.893
0.20 0.930
0.25 1.018
0.30 1.091
0.40 1.225
0 . 50 1.321
0.60 1.402
0.70 1.472
0.80 1.528
0.90 1.580
1.00 1.619
1 . 20 1.685
1 . 50 1.753
1.80 1.793
2.00 1.815
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TABLE 6.3
*
(co n t 'd )
Energy (eV) q (cm ) (x 10 )m
2.50 1.860
3.00 1.906
4.00 1.984
5.00 2.070
6.00 2.144
7.00 2.213
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6.3.3 Estimate of the Effect of Approximations_in Theory
In the case of neon the momenturn transfer cross-
section varies considerably with energy at low energies.
The method used in section 6.2.3 to determine the value of
E/N in helium at which the difference between (equation
5.5.4) and W (equation 5.3.4 or 5.3.9) is a maximum therefore
cannot be applied to neon. Instead, the difference was
calculated at three values of E/N spanning the range of
values encountered in the experiments.
Figure 6.8 shows the fractional difference between
w ( c )  and w(c) (equations 5.5.2 and 5.3.8) as a function of
energy for the three values of E/N chosen. It can be seen
that the fractional differences are small, except very close
to c = 0, for the smaller two values of E/N. However, at
the highest value of E/N, the differences are as large as
50%. Nevertheless, when the difference w (c) - w(c) waso
integrated over the distribution function of electron 
velocities (see section 5.5.2) in all three cases the
fdifference between W and W was found to be less than 0.2%.c
6.3.4 Comp aris on Between Calculated and Measured Transport 
Coefficients
Table 6.4 shows a comparison between drift velocities 
calculated using the cross-section shown in table 6.3 and 
the values measured at 77°K and 293°K. The agreement is 
better than 0.3% at 77°K and 0.5% at 293°K for the values of 
E/N shown. The highest three values of E/N for which W was 
measured at 293°K have been excluded from the table. 
Approximate distribution functions, calculated for these 
values of E/N on the assumption that no inelastic collisions 
were occurring, revealed that a small fraction of the swarm
NE
ON
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TABLE 6.4
Comparison between Experimental and Calculated 
Drift Velocities in Neon.
E / N (Td)
7 7°K 
WMe as .
W x LO  ^
W calc.
( cm/s e Cc. ) 
E / N (Td)
2 9 3° K 
Wm e a s . - W calc,
0.00159 0.424 0.424 0.0152 0.977 0.977
0.00239 0.509 0.508 0.0182 1.050 1.055
0.00319 0.572 0.573 0.0213 1.128 1.125
0.00398 0.627 0.626 0.0243 1.184 1.188
0.00478 0.673 0.673 0.0273 1 . 241 1 . 245
0.00558 0.713 0.714 0.0304 1.303 1.301
0.00637 0.751 0.752 0.0455 1.532 1.534
0.00717 0.786 0.787 0.0607 1.723 1.725
0.00797 0.819 0.819 0.0911 2.041 2 . 040
0.01195 0.954 0.954 0.1214 2.301 2.304
0.01594 1.063 1.063 0.1518 2.532 2.538
0.01992 1.155 1.156 0.1821 2.743 2.750
0.02390 1.236 1.237 0.2125 2.939 2.946
0.03187 1.378 1.378 0.2428 3 . 118 3.128
0.03984 1.500 1.500 0.2732 3.288 3.298
0.04781 1.609 1.609 0.3036 3.449 3.458
0.05578 1.709 1.707 0.3643 3.743 3.752
0.06374 1.800 1.798 0.4250 4.004 4.018
0.07171 1.886 1.884 0.4553 4.140 4.143
0.07968 1.967 1.964 0.4857 4.255 4.262
0.1195 2.320 2.317 0 . 5464 4.474 4.486
0.1594 2.619 2.618 0.6071 4.699 4.696
0.1992 2.885 2.885 0.7589 5.173 5.165
1 5 2
TABLE 6 . 4  ( c o n t ' d )
E / N  ( T d )
7 7 ° K 
Wme a s  .
W x 1 0  5 
Wc a l c .
( c m / s e c . )  
E / N ( T d )
2 9 3 ° K 
W
me a s  . Wc a l c
0 . 2 1 0 4 2 . 9 5 3 2 . 9 5 5 0 . 9 1 0 6 5 . 5 7 6 5 . 5 7 8
0 . 2 3 9 0 3 . 1 2 6 3 . 1 2 6 1 . 0 6 2 5 . 9 4 7 5 . 9 4 9
0 . 3 1 8 7 3 . 5 5 8 3 . 5 5 3 1 . 2 1 4 6 . 2 7 2 6 . 2 8 9
0 . 3 9 8 4 3 . 9 2 5 3 . 9 2 2 1 . 3 3 6 6 . 5 4 2 6 . 5 4 2
0 . 4 7 8 1 4 . 2 5 9 4 . 2 4 8
0 . 5 2 5 9 4 . 4 4 0 4 . 4 2 8
0 . 5 5 7 8 4 . 5 5 3 4 . 5 4 2
0 . 6 3 7 4 4 . 8 2 1 4 . 8 0 9
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had energies above the threshold of the lowest inelastic 
transitions. Examination of the W - E/N curve (figure 4.2) 
shows a fairly marked increase in the slope of the curve in 
this region of E/N, indicating the onset of the influence of 
the inelastic collisions. Since insufficient data were 
available to attempt to examine the inelastic cross-sections, 
measurements at these values of E/N were simply excluded 
from the analysis.
Drift velocities were also calculated at very low 
values of E/N at 300°K. As pointed out in section 4.2.1, 
Frost and Phelps (1964) were not able to find a cross- 
section which was in agreement with the data of Pack and 
Phelps (1961) for E/N<0.03 Td at both 77°K and 300°K.
Figure 6.9 shows the experimental points of Pack and Phelps 
for low values of E/N, together with the curve representing 
values calculated using the present cross-section. It can 
be seen that the experimental points are distributed about 
the curve, although some of the points are more than 10% 
from the curve. Since the results of Pack and Phelps at 
77°K agree well with the present values, it appears that the 
difficulty in deriving a single cross-section was due to 
the scatter on the room temperature data.
Unfortunately experimental transport data, other than
drift velocities, are very limited. Values of D/y at 77°K
and 293°K, calculated using the cross-section given in
table 6.3 are shown in figure 6.10, together with values of
D /y at 293°K calculated by Lowke (private communication)L
using this cross-section. The only experimental data with 
which to compare the calculations appear to be the early 
measurements of D/y by Bailey (1924). It can be seen that 
the experimental results lie substantially below the 
calculated values. The gas used by Bailey was known to
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contain 1% helium and could well have contained traces of
molecular impurities sufficient to account for the
disagreement. The effect of molecular impurities is to
reduce D/y and calculations show that D/y in neon is even
more sensitive than W to H 9 and N impurities.
There have been several measurements of the thermal
diffusion coefficient of electrons in neon (see e.g.
Nelson and Davis, 1969, and references therein). Unfortunately,
the present determination of q does not extend tom
sufficiently low energies for realistic calculations of this 
coefficient to be made to effect a comparison.
6.3.5 Comparison with Other Experimentally Derived 
Cross-Sections
As was mentioned in section 4.2.1, modern computing
techniques have not previously been used to derive q form
electrons in neon from measured transport coefficients.
However, there have been several determinations by microwave 
techniques« In figure 6.11 the present cross-section is 
shown (curve A) together with the results of Chen (1964), 
Gilardini and Brown (1957) and Hoffmann and Skarsgard (1969). 
Curve B was calculated from the expression q^ = (0.107 +
5^ "“16 22.17e ) x 10 cm given by Chen and lies about 12% above
curve A. Curve C, showing the results of Gilardini and 
Brown, is within 10% of the present results, but the most 
recent results, those of Hoffmann and Skarsgard (curve D ) , 
lie up to 30% below curve A.
Using the same procedures as were used in the case 
of helium (see section 6.2.5) it is possible to calculate 
momentum transfer cross-sections from experimentally measured 
total elastic scattering cross-sections. Barbiere (1951) has 
used the data of Ramsauer and Kollath (1932) to calculate
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the curve marked B in figure 6.12. The values of (1 - cos 6) , 
where 8 is the scattering angle, calculated by Barbiere have 
also been applied to the recent total scattering measurements 
of Salop and Nakano (private communication), giving curve C. 
Values of (1 - cos 0) have also been calculated from the 
theoretical results of Thompson (1966) and applied to the 
scattering data of Ramsauer and Kollath (curve D) and Salop 
and Nakano (curve E ) . It can be seen that over most of the 
energy range each of these curves lies within about 10% of 
the present results (curve A ) . O'Malley (1963) has also 
calculated modified effective range parameters from Ramsauer 
and Kollath's results. The momentum transfer cross-section 
for energies less than 2 e V , calculated using these 
parameters, is in close agreement with curve A, but for the 
sake of clarity it is not shown in the figure.
6.3.6 Comparison With Theoretically Derived Cross-Sections
Whereas the literature contains a very large number 
of recent theoretical calculations of electron-helium 
collision cross-sections, there appears to have been only 
one recent calculation for electron-neon scattering.
Thompson (1966) used a method based on the polarized orbital 
method of Temkin (1957) to include the effect of 
polarization forces. The polarizability of neon determined 
in the calculations was less than the experimental value, 
indicating that only about 80% of the long range forces 
were included. In subsequent calculations Thompson (private 
communication) has more completely accounted for the 
polarization forces and derived the cross-section shown as B 
in figure 6.13. For energies greater than 0.2 eV the 
agreement between curve B and the present results (curve A) 
is very good. For energies smaller than 0.2 eV the
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calculations of Thompson lie significantly below the 
experimental results.
Also shown in this figure, as points, are the 
results of Hoeper, Franzen and Gupta's (1969) analysis of the 
differential scattering experiment of Ramsauer and Kollath. 
These points agree with the present results to about 5%.
6.3.7 Scattering Length
Since the momentum transfer cross-section for
electrons in neon is very small for energies near zero, even
at the lowest values of E/N used in the experiments the
mean energy of the swarms was several times the thermal
energy. Consequently the energy range covered in the
experiments does not extend to a sufficiently low value to
allow the scattering length to be determined with the same
accuracy for neon as for helium. In addition, q is rapidlym
changing in this energy range which makes accurate graphical 
extrapolation difficult. Application of a least squares 
fit to modified effective range formulae (O'Malley, 1963) 
of the cross-section for energies below 0.2 eV gives a value 
of 0.24aQ for the scattering length. This is to be compared 
with 0.24ao determined by O'Malley, 0.30aQ by Salop and 
Nakano and 0.20aQ by Hoffmann and Skarsgard, all using 
modified effective range theory. In view of the tests made 
of this technique in relation to the helium cross-section 
(see section 6.2.7.2), the value of the scattering length 
from the present results must be regarded as only approximate.
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6.4 Results in Argon
5.4.1 The Derived Cross-Section
The occurrence of the Ramsauer minimum in the 
momentum transfer cross-section in argon provides a problem 
of uniqueness in calculating q , which is not encountered 
in helium or neon. To ensure that the cross-section finally 
derived was independent of the initial approximation the 
cross-sections derived by Frost and Phelps (1964) from swarm 
measurements, and by Golden (1966) by the application of 
modified effective range formulae to the total elastic 
cross-section measurements of Golden and Bändel (1966) were 
both used as first approximations. From both starting 
points the cross-section shown in table 6.5 resulted, 
confirming that the final result is independent of the 
first approximation.
6.4.2 Error Limits and Energy Range of the Cross-Section
The sensitivity of the calculated drift velocities
to changes in q^ differed considerably with energy.
Consequently, the procedure used to determine the error limit
appropriate to this cross-section differed somewhat from
that used for the cross-sections in helium and neon. Instead
of making an overall change in q , a change of 5% was made
to sections of q in turn. The observed changes in them
calculated values of W are plotted in figure 6.14 as a
function of D/y. The bars shown above the curves indicate
the energy range over which the change in q was made.m
Two features of the curves are noteworthy. Firstly, 
at low values of D/y, the changes produced in W are very 
much larger than those produced at high values of D/y; that 
is, the cross-section is determined with greater accuracy
ARGON
Effect onW of 5% In c r e a se  in q
1 I I
Figure 6.14
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at low energies than at high energies if W can be determined 
with equal accuracy at all values of E / N . Secondly, when 
was increased at higher energies, while the calculated 
value of W decreased over the range of D/y most affected 
by the change, in another higher range of D/y the value 
of W increased slightly.
Taking into account the error bars appropriate to
the drift velocities in argon, an accuracy of about 3% can
be claimed for q for energies below about 0.15 eV. Form
energies above about 0.35 eV the error limit is about 7%, 
while in the intermediate region, that is the region of the 
minimum, the calculations indicate an error limit of 5%.
Using the procedures outlined in 6.2.2 the cross- 
section was found to be determined to the accuracy indicated 
between 0.025 eV and 4 e V .
6.4.3 Estimate of the Effect of Approximations in the Theory
When calculations were begun to evaluate w(c) and
w q (c ) (equations 5.3.8 and 5.5.2) two features were revealed
which had not been observed in the calculations in helium
and neon. Firstly, the values of w (c) and w (c) did noto
converge at a relatively low value of c, as was the case in 
the other two gases. Secondly, for a range of values of c 
corresponding to energies greater than the energy of the 
Ramsauer minimum, the value of w(c) was found to be 
negative. It can be seen from equation 5.3.8 that this will
a c2
-  rbe the case when
dc V is negative.
Examination of Huxley's (1960b) derivation of 
equation 5.3.8 shows that in assuming that Ac, the change 
of speed along a free path, is small, it is implicitly
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TABLE 6.5
Momentum Transfer Cross­
in A r g o n .
-S ection
Energy (eV) / 2. . . 1 6 .  q (cm ) (x 10 )m
0.015 3.48
0.02 3.03
0.025 2.72
0.03 2.43
0.04 2.02
0.05 1.70
0.06 1.46
0.07 1.22
0.08 0.947
0.09 0.684
0 . 10 0.520
0.12 0.355
0.15 0.231
0.17 0.184
0.20 0.151
0.25 0.144
0.30 0.178
0.35 0.243
0.40 0.323
0.50 0.514
0.65 0.808
0.80 1.06
1.00 1.37
1.20 1.66
1.50 2.01
1.70 2.27
2 .0 2.69
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TABLE
Energy (e V )
2 . 5
3 .0
4 .0
5 .0
6.5 (cont'd)
/ 2 . _ 1 6 . q (cm ) (x 10 )m__________________
3.23 
3.92 
5.68 
7 . 34
6.0 8.62
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dqm dqmassumed that --- Ac is small, and that ---  is constant
dc d c
in the vicinity of c. Both these assumptions will, of 
course, be valid for Ac sufficiently small, but in argon,
dqmfor which ---  is large, Ac must be much smaller than is
dc
necessary for helium and neon, before the first of these
additional conditions is met. Consequently w(c) and w^(c)
will need to be evaluated over a much greater fraction of
the energy distribution. A preliminary scan suggested that
several hundred minutes of computer time would be required
to evaluate the difference at each value of E/N. The
preliminary finding of Lowke (private communication) that
2the inclusion of the second order term f in the spherical 
harmonics expansion of the distribution function produces 
negligible change in the calculated value of W, holds for 
all values of E/N and any energy dependence of q^ for the 
case of elastic collisions. In view of this, and the small
I
differences between W and W observed in helium and neon,c
it was considered that the required computer time was not 
justified and the calculations in argon were discontinued.
6.4.4 Comparison Between Calculated and Measured Transport 
Coe fficients
In table 6.6 the drift velocities reported in 
Chapter 4 are compared with those calculated using the 
cross-section given in table 6.5. At both 90°K and 293°K 
the agreement is better than 0.5%, and generally of the 
order of 0.2%.
Figure 6.15 shows the values of D/y for electrons in 
argon at 90°K calculated using this cross-section, together 
with the experimental points of Warren and Parker (1962)
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measured at 77°K and 87°K, and of Townsend and Bailey (1922) •
at 288°K. The few points of Townsend and Bailey are in
reasonable agreement with the curve. The difference between
the experimental points of Warren and Parker and the curve
- 3for E/N<0.3 x 10 Td is largely accounted for by the
difference in temperature between 77°K and 90°K. However,
the calculated curve lies 10 to 20% below the experimental
points of Warren and Parker over most of the range of E/N ,
where differences in temperature are much less significant.
Other transport coefficients which have been
reported are D /y and W . Measurements of D /y are briefly -Li M
discussed in Chapter 4 and Appendix 4. The range of E/N
for which measurements of W are available (Townsend andM
Bailey, 1922) barely overlaps the range of the present
drift velocity measurements, and therefore calculations of
W have not been made.M
6.4.5 Comparison With Other Experimentally Derived 
Cross-Sections
In a series of papers from the Westinghouse Research 
Laboratories (Frost and Phelps, 1960; Engelhardt and Phelps, 
1964; Frost and Phelps, 1964) the momentum transfer cross- 
section for electrons in argon has previously been derived 
from experimental transport coefficients. The latest of 
these (Frost and Phelps, 1964) is shown as curve B in 
figure 6.16. It can be seen that this cross-section differs 
considerably from the present result (curve A ) .
Frost and Phelps considered several sets of 
experimental results in arriving at their cross-section, in 
contrast to the single set of data used in the present 
determination. However, over the energy range of present
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TABLE 6.6
Comparison Between Calculated and Measured Values
of Drift Velocities
9 0°K
E/N(Td) 10"5W(cm sec"1) E / N (Td)
in Argon.
2 9 3°K
-510 W (cm -1, sec )
Calc . Meas . Calc. Meas .
0.9 2.917 2.917 1.0 2.974 2.976
0.8 2.841 2.845 0.9 2.902 2.906
0.7 2 . 758 2.762 0.8 2.826 2.834
0.65 2.713 2.722 0.75 2.785 2.793
0.60 2.665 2.671 0.70 2.742 2 . 751
0.55 2.613 2.618 0.65 2.697 2.707
0.50 2.568 2.559 0.60 2.649 2.659
0.45 2.496 2.500 0.55 2.597 2.606
0.40 2.427 2.428 0.50 2.541 2.550
0.35 2.350 2.353 0.45 2.479 2.486
0 . 30 2.260 2.257 0.40 2.410 2.415
0.25 2 . 155 2.154 0.35 2.332 2.336
0.20 2.030 2.026 0.30 2.242 2.243
0.18 1.974 1.970 0.25 2.136 2.139
0.15 1 . 879 1.872 0.20 2.011 2.013
0.12 1.769 1 . 766 0.18 1.954 1.956
0.10 1.683 1.679 0.15 1. 858 1.859
0.08 1.584 1 . 580 0.12 1.747 1.748
0.06 1.466 1.465 0.10 1.660 1.660
0.05 1.398 1.396
0.04 1.321 1.319
0.03 1.232 1 . 230
0.02 1.124 1.125
0,015 1 .060 1.062
0 . 01 0.980 0.981
0.008 0.932 0.932
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T A B L E  6.6 (cont'd) 
9 0°K
E/N(Td) -5 -110 W (cm sec )
C a l c . M e a s .
0.006 0. 8 3 7  0 .83 9
0. 00 5 0. 7 3 1  0 .73 3
0.004 0. 53 3 0 . 5 3 4
0 . 00 35 0.406 0 .4 04
0. 0 03 0 0. 2 9 1  0 .2 90
0 . 0 0 2 5 0. 20 7 0 .20 7
0. 00 2 0. 1 5 2  0.151
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interest, the results of most importance to their work were 
the drift velocity measurements of Pack and Phelps (1961) 
and Errett (1951) and Warren and Parker's (1962) 
measurements of D/y . Use of Errett's results was previously 
made by Engelhardt and Phelps (1964) , but since the 
measurements analysed were made in mixtures of argon and 
hydrogen, an accurate knowledge of the momentum transfer 
cross-section and the appropriate inelastic cross-sections 
in H 2 is required before the momentum transfer cross- 
section for argon can be accurately determined. The 
accuracy of the rotational and vibrational cross-sections 
used by Engelhardt and Phelps has been questioned (Crompton, 
Gibson and McIntosh, 1969; Gibson,1970; Crompton, Gibson 
and Robertson, 1970) , and consequently some doubt must exist 
about the argon momentum transfer cross-section derived in 
this w a y .
Using only the drift velocity data of Pack and 
Phelps (1961) , Frost and Phelps (1960) had reported a cross- 
section which was in considerably better agreement with the 
present result than is curve B. The disagreement between 
curves A and B therefore results primarily from an apparent 
incompatability between the present drift velocity 
measurements and the D/y measurements of Warren and Parker.
As Frost and Phelps (1964) have pointed out, the
calculated values of D/y are about three times as sensitive
as the calculated values of W to changes in q in the energym
range from the minimum to about 0.7 e V , that is, the 
energy range in which there is the most serious disagreement 
between curves A and B. Nevertheless, the greater accuracy 
obtainable intrinsically in drift velocity measurements 
probably more than compensates for this smaller sensitivity. 
In addition, since the number densities used were rather 
low in many cases, Warren and Parker used very small voltages
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in order to obtain results for low values of D/y. Such low 
voltages can result in substantial error in the measured 
values of D/y if contact potential differences are present 
(Crompton, Elford and Gascoigne, 1965).
The calculated values of W are as sensitive as the 
values of D/y to changes in outside the range 
0 . 25<e(eV) <0.7.
The drift velocities calculated using curve B 
differ from the measured values by about 10% for 0.005<E/N 
(Td)<0.02. For E/N<0.005 Td the disagreement becomes as 
great as 20%, while for E/N>0.02 Td the agreement is better 
than 10%. Agreement with the drift velocities of Pack and 
Phelps is also generally to within about 10%.
Errors of about 10% (in some cases more) in the 
present values of W or 10-15% in Warren and Parker's values 
of D/y would be required to explain the differences between 
curves A and B. A careful examination of the sources of 
error in W has revealed no error likely to approach this 
magnitude. On the other hand, Crompton, Elford and McIntosh 
(1968) found disagreements of 15-20% between their values of 
D/y in H at 77°K and those of Warren and Parker, suggesting 
that errors of the required magnitude in argon are not 
completely unreasonable. Since the accuracy of the cross- 
sections depends finally on the accuracy of the transport 
data from which it is derived it is considered that the 
present result is to be preferred to that of Frost and Phelps.
Curve C of figure 6.16 shows the results of Golden 
(1966) who derived modified effective range parameters from 
the total scattering cross-section of Golden and Bändel 
(1966) and from these parameters calculated the momentum 
transfer cross-section. This curve obviously differs 
greatly from the present result and when used to calculate
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drift velocities gives values which differ by up to 80% 
from the experimental results.
At best, the range over which modified effective 
range theory may be applied in argon does not extend to 
energies greater than 0.3 eV (O'Malley, 1963). On the other 
hand, the beam measurements do not extend to energies much 
below 0.3 eV. In addition, at these low energies beam 
experiments are subject to many of the limitations 
discussed in section 1.1.1. In the particular case of argon 
a further complication arises since, at low energies, the 
usual assumption that changes in q^ are small within the 
energy spread of the beam is not valid. For instance, at 
0.1 eV a beam of 10 mV half-width would cover an energy 
range in which the cross-section changes by about 50%. A 
correct analysis would therefore require an unfolding 
technique, rather like that used in the present analysis of 
swarm data. This would involve the energy distribution 
within the beam, which is generally unknown.
In view of these problems it is not too surprising 
that the result of Golden's analysis differs greatly from 
curve A, and is evidently incompatible with transport data.
Also shown in figure 6.16 (curve D) is the result 
of Barbiere's (1951) analysis of Ramsauer and Kollath's 
(1932) data. Over the common range of energies this curve 
lies within about 10% of the present results. O'Malley's 
modified effective range calculations, also based on the 
results of Ramsauer and Kollath, is shown as curve E. In 
the vicinity of the minimum this curve agrees quite well 
with the present results, but at lower energies is much 
higher than the present result.
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6.4.6 Comparison With Theoretically Derived Cross-Sections
As was the case for neon, the only available 
theoretical cross-sections recently derived seem to be the 
calculations of Hoeper, Franzen and Gupta (1968) , based on 
the experimental work of Ramsauer and Kollath ( 1932) , and 
the results of Thompson (1966) calculated in the same manner 
as q^ in neon (see section 6.3.6). In figure 6.17 the 
results of Hoeper et a l . (shown as points) can be seen to be 
in quite good agreement with the present results. Compared 
with the rather good agreement between Thompson's calculations 
and experimental results in neon, the agreement between his 
calculations and the present results in argon is rather poor. 
Thompson has suggested that the polarization effects in his 
calculations may be overestimated at the higher energies, 
which would account for the disagreement in that range, but 
a region of even greater disagreement exists at low energies 
which is at present unexplained.
6.4.7 Scattering Length
Although the lower limit of the energy range of the
cross-section in argon is below that of neon, the rapid rate
of change of q^ with energy at low energies presents the
same difficulty in graphically extrapolating q^ to zero
energy. Application of modified effective range formulae
to the cross-section for energies below 0.2 eV gives a
value of -1.7aQ . This is a rather surprising result since,
although O'Malley's results (curve E of figure 6.16) and
Golden's results (curve C of figure 6.16) both differ
greatly from the present determination of q , they obtainm
values of -1.70a and -1.65a respectively for theo o
scattering length. However, the least squares fit of the
r, 
Fr
an
ze
n 
& 
G
up
ta
169
modified effective range formulae to the present cross-section 
is rather poor, and therefore the agreement between these 
determinations of the scattering length cannot be regarded as 
signific ant.
6.5 Uniqueness of the Cross-Sections
In deriving q for electrons in He and Ne the m
constraint was placed on the cross-sections that they should 
be smooth functions of energy, that is, it was assumed that
j  2d ^m--- — was small everywhere. It is clear that fine structure
d e
in q^ , if it occurs over a sufficiently narrow energy range,
will not affect the drift velocities sufficiently to be
detected in the analysis. However, there is no reason to
expect such fine structure in q in the energy range of thism
work, and no other smooth curve for q as a function ofm
energy could be found that produced agreement between the 
calculated and measured drift velocities.
In the case of argon,
a2q.
d e
is obviously not small
in the vicinity of the minimum and the condition of 
"smooth" variation is more difficult to apply. There are, 
nevertheless, several reasons for believing that, within 
the error limits given in section 6.4.2, the cross-section 
is uniquely determined from the drift velocities.
(i) The same final result for q (e) was reachedm
from two initial approximations to the cross-section.
(ii) When the 90°K data were used to determine
the cross-section, in order to reach agreement between the 
calculated and measured values of W, it was necessary to 
introduce a "dip" in the cross-section above 1 e V . This
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violated the condition of smoothness at an energy away from
the minimum. Since no alternative q (e) could be found tom
produce agreement this was the first indication that the 
results for E/N>0.1 Td were affected by nitrogen impurity, 
which was subsequently found to be the case (see sections 
4.3.3 and 4.3.6.3) .
(iii) The cross-section derived from the 90°K drift
data did not give agreement between the calculated values
and the original set of measured values of W for low values
of E/N at 293°K (see section 4.3.3.2) . No adjustment of
q (e) could be found which would fit both sets of data, m
These 293 K results were subsequently found to be affected 
by a condensable impurity.
(iv) Specific attempts were made to alter q (e) ,m
particularly in the vicinity of the Ramsauer minimum, but 
always the adjustments necessary to restore the fit to the 
measured value brought the cross-section back into agreement 
with that shown in table 6.5.
6.6 Distribution Functions
It is of some interest to examine the effect of the 
momentum transfer cross-section on the electron energy
odistribution functions. In figure 6.18 graphs of £ f (e)
are plotted for three values of E/N in each of the three
gases for which q has been determined. The values of E/Nm
have been chosen to span the range used in the experiments.
The effect of the rise in q with energy in neon, andm
especially in argon for energies above 0.25 e V , results in 
a relatively sharp fall in the high energy end of the curves 
in these gases. At low values of E/N in argon, the 
Ramsauer minimum produces unusual behaviour in that two
*5 Omaxima occur in the curves, and the value of £ f (e) falls 
only slowly with £ for energies below the minimum.
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Frost and Phelps (1964) have reported distribution
functions in argon displaying these characteristics.
Distribution functions for electrons in helium have
also recently been calculated by Elkomoss (1968). However,
these distribution functions are likely to be seriously in
error in many cases, because of several assumptions which
were made. Firstly, no account was taken of the thermal
motion of the molecules, which at low values of E/N
significantly affects f°(e) . Secondly, for some calculations
it was assumed that q (e) is constant for e<1.8 e V , at them
value appropriate to 1.8 e V . The present work shows that in
this range q changes by about 30%. This assumption will m
therefore introduce serious errors at low values of E/N. 
Thirdly, the effect of inelastic collisions has been 
neglected. This approximation is valid for E/N<5 Td , but 
for higher values of E/N (the calculations extend to E/N =
30 Td) inelastic collisions soon dominate the balance achieved 
between the energy gained by the electrons from the field 
and that lost in collisions, and therefore greatly affect the 
distribution functions.
6.7 Further Investigation of the Effect of Assumptions in 
the Theory
The calculations reported in sections 6.2.3 and 6.3.3 
together with the work of Lowke (private communication) 
mentioned in these sections and section 6.4.3, suggest that 
the theoretical basis for the analysis used in this work is 
sufficiently valid for the case of elastic collisions only, 
that no significant error in q^ results from the analysis 
itself. However, when inelastic collisions occur, the mean 
energy of an electron swarm may be quite low even when E/N 
becomes large. When this occurs many more electrons will
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be found with low initial speeds than would be the case for
the same value of E/N were inelastic collisions absent. It
is these low energy electrons which experience large changes
in speed between collisions, and are most likely to cause
errors to arise because of assumptions in the theory.
In order to obtain an estimate of the errors which
might arise in such circumstances w(c) and w (c) wereo
calculated for E/N = 30 Td in n - (exceeding the highest
value of E/N used by Crompton, Gibson and Robertson, 1970) .
The values of q (e) and f° (e) were those of Gibson (1970) . m
Figure 6.19 shows the curve of (w (c) - w(c))/w(c) as a
®  Ifunction of energy. When the difference between and W
was evaluated it was found to be 1.5% which is considerably 
greater than for any case observed in He or Ne.
It must be reiterated, however, that this figure 
can only be an estimate of the possible magnitude of the 
error introduced by the theory, since the distribution 
function of initial speeds has not been evaluated.
I
6.8 Concluding Remarks
In Chapter 1 it was pointed out that single collision 
experiments are not suitable for the measurement of 
electron-molecule collision cross-sections for energies below 
a few tenths of an electron volt. Two basic limitations are 
encountered, namely, difficulty in accurately establishing 
the energy of the electrons, and problems in determining the 
absolute magnitude of the cross-section.
Neither of these difficulties is encountered in swarm 
experiments. In particular, the time of flight of an 
electron pulse in a Bradbury-Nie1sen apparatus can be 
measured with very high accuracy for swarms with mean 
energies much below the lower limit of beam experiments.
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The most serious experimental problem in determining 
electron drift velocities in the inert gases has been shown 
to be the extremely high sensitivity of the measurements to 
the presence of molecular impurities. This sensitivity 
arises because of the effect on the electron energy 
distribution function of the relatively large energy losses 
in inelastic collisions between the electrons and impurity 
molecules. Beam measurements of elastic scattering cross- 
sections are much less sensitive to the presence of 
impurities since the energy loss in collisions is 
unimportant and only the total scattering cross-section of 
the impurities is of consequence. In Chapter 6 it has been 
shown that if the impurity levels are known and small, their 
effect on the drift velocity measurements can be accounted 
for and the residual error made quite small.
Two further problems arise in using swarm methods.
(i) The deconvolution necessary to derive q^ from 
the experimental results is indirect, and raises the 
question of the uniqueness of the cross-section. The 
evidence given in section 6.5 indicates that, within the 
accuracy of the determination, the derived cross-sections 
are unique. Apparent cases of non-uniqueness (e.g. Pack, 
Voshall and Phelps, 1962b) seem to be due to approximate 
analyses and/or lack of precision in the experimental data, 
rather than a weakness in the present type of analysis. In 
many cases the alternative cross-sections all lie within the 
error bounds which result from the experimental data.
(ii) The question of the validity of assumptions 
used in deriving the formulae relating W to q^ (e) has been 
suggested as a possible source of error. The calculations 
reported in Chapter 6, using the formula of Cavalieri and 
Sesta (1968), together with the independent work of Lowke
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in evaluating additional terms in the spherical harmonics
expansion of the distribution function, although not yet
completely conclusive, strongly suggest that the theory
introduces no significant error in the derived cross-sections.
The accuracy of the cross-sections is therefore determined
by the accuracy of the drift velocities and the sensitivity
of the calculated values of W to the values of q (e).m
Taking into account all the known sources of error, 
the accuracy appropriate to the drift velocities is 
generally better than 1% and, even in the worst cases, 
better than 3%. Particularly in the cases of neon and argon 
these drift velocities appear to provide data of higher 
accuracy than has previously been available for analysis.
The sensitivity of the calculated drift velocities 
to (e) varies considerably from one gas to another and,
particularly in the case of argon, from one energy range to 
another. Nevertheless the sensitivity is sufficiently high 
to allow the momentum transfer cross-sections to be 
determined with an accuracy of 2%, 5% and 7% for electrons
in He, Ne and Ar respectively.
The extension of the energy range of the cross-section 
in helium, with an accuracy equal to the best previous 
determination, provides additional confirmation of this 
cross-section and has been useful in determining the 
scattering length. In neon this is the first determination 
of using an analysis of d.c. swarm data, which seems to 
be the most accurate method for low energy electrons.
Previous determinations of the cross-section in argon have 
been based on experimental data which appear to be 
considerably less accurate than the present drift velocities. 
The cross-section derived here must therefore be considered 
more accurate than these.
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PART B 
CHAPTER 7
THE DENSITY DEPENDENCE OF DRIFT VELOCITIES OF LOW 
ENERGY ELECTRONS
7.1 Introductory Review
7.1.1 Early Experiments
Theoretical considerations show that, in general, 
drift velocities depend on the parameter E/N, but not 
independently on E or N (see equation 5.3.5). With the 
exception of the density dependence of the apparent drift 
velocity W' due to diffusion, discussed in sections 2.5 
and 5.3.3, it has also been found experimentally that drift 
velocities are generally density independent. There have, 
however, been some experiments reported in which drift 
velocities were found to show a density dependence differing 
from that indicated by equation 2.1.
Lowke (1963a) observed a linear dependence of W on p 
in N 2 at 77°K for low values of E/N, with changes of up to 
3% when p varied from 50 to 500 torr. Using pressures of up 
to 31,000 torr Grünberg (1967) observed changes of up to 20% 
in W in H^ and N^ at room temperature. Crompton, Elford 
and McIntosh (1968) also reported changes of up to 1.5% in 
W in deuterium at 77°K for a pressure range up to 500 torr, 
and a smaller change of about 0.5% for W in hydrogen for the 
same conditions. In para-hydrogen at 77°K Crompton and 
McIntosh (1968) found that W changed by up to 1% for 
pressures ranging up to 350 torr.
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7.1.2 The Hypothesis of F r o m mhold
The first attempt to give a c o mprehensive e xplanation 
for this obser v e d  density dependence of W was given by 
F r o mm ho ld (1968) . He showed firstly that W . the drift 
velocity at density N, could be r e p r e s e n t e d  by an equation 
of the form
W o
WN = ---------1 + aN
or, since aN is small, at least in the range of N used in 
the ex periments to be described here,
W = W (1 - a N ) 7.1N * o
where W q is the "zero density" drift velocity, and a is 
a co ef ficient depending on the energy d i s t r i b u t i o n  of the 
electron swarm, the gas and the temperature. F r o mmhold in 
fact defined a in terms of the gas press u r e  p, but a 
def ini tion in terms of N is used here (see section 1.3.4) .
Frommhold advanced the h y p o thesis that in some 
collisions electrons formed temporary negative ions with gas 
molecul es which a utoionize d after a mean lifetime T. which isl
long compared with the i n t e r action time in a normal collision, 
but usually short when compared with the mean free time of 
the electrons. The following simple argument shows that 
this hyp ot hesis leads to a density d e p e ndence of W of the 
form given by equation 7.1.
Suppose the frequency of f o r m ation of these 
temporary negative ions is v, then the mean drift velocity 
at density N will be
W = W (1 - v t ,) + W . VI.N e i l l 7 . 2
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where W and W. are the drift velocities of free electrons e l
and of negative ions respectively. Since W_^  and v x are
both very small the second term of equation 7.2 may be
neglected. If the formation of negative ions is a two body
process, v will be proportional to N. In addition is
likely to be sufficiently small that almost all the temporary
negative ions will autoionize before collision. The mean
lifetime of the negative ions is therefore independent of N,
except at very much higher densities than have been used
experimentally (Frommhold, 1968). Equation 7.2 therefore
shows the same linear decrease of W with N as observedN
experimentally.
7.1.3 More Recent Experiments
In the two years since the publication of Frommhold 1s 
hypothesis there have been several further reports of density 
dependent drift velocities. Huber (1968, 1969) reported
marked density dependence of W in ethane and propane. In 
CO 2 , Lehning (1968) found a dependence of W on N which was 
not linear. The measurements at 77°K in H ^ a n d  He, 
to be discussed in the next chapter, which were specifically 
designed to test predictions based on Frommhold's hypothesis, 
were reported in preliminary form by Crompton and Robertson 
(1969) . Lehning (1969) reported measurements in CH^ in which 
W was found to increase with increasing N, whereas, in all 
previously reported cases of density dependence, W had been 
found to decrease. Grünberg (1968, 1969) has reported
further measurements in H ^ , N , He and A r . In argon no 
density dependence was observed, while in H ^ and density
dependence was already known. The results of Grünberg in 
helium are of particular interest in that density dependence 
was observed in W for low values of E/N at room
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temperature and pressures above 8,000 torr. This was the 
first report of density dependent drift velocities in an 
inert gas, except at temperatures near the boiling point 
of helium (Levine and Sanders, 1967) . The measurements of 
Grünberg, Huber and Lehning, referred to above, were made 
with similar apparatus and with pressures up to many 
atmospheres .
More recently still, density dependence of W in 
another inert gas, xenon, has been reported (de Munare, 
Mambriani and Giusiano, 1970).
7.2 Resonance Scattering Hypothesis
In this section some further explanation will be 
given of the mechanism proposed by Frommhold, although 
no attempt will be made to give more than an approximate 
physical picture.
Suppose an electron at a large distance r from a 
molecule has kinetic energy e^, which is less than e^, the 
energy required to excite an inelastic transition in the 
molecule (see figure 7.1). Suppose that the potential 
function for the interaction, V(r), is initially attractive 
and, for simplicity, assume that as the electron approaches 
the molecule no energy is transferred to the molecule, that 
is, that a change in V(r) is translated directly into a 
change in the K.E. of the electron.
Between two values of the separation, r and r ,cl JO
the electron will have sufficient K.E. to excite the 
inelastic transition. However, if the transition is excited, 
the K.E. of the electron will be reduced by and will be
positive only for r^<r<r^. The electron therefore remains 
trapped until the excitation energy is regained and the 
resonance state autoionizes.
RESONANCE CAPTURE
Figure 7.1
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The quantum mechanical formalism describing these 
resonances has been developed by Feshbach (1958, 1962),
and the resonances are usually referred to as Feshbach or 
compound state resonances. They are characterized by a 
narrow width and occur at energies slightly below the 
excitation energy of the inelastic level with which they 
are associated.
In his explanation of density dependent drift 
velocities Frommhold has suggested the existence of 
Feshbach resonances associated with the rotational 
excitation levels of the molecules. This hypothesis was 
made as a consequence of a theoretical study by Kouri (1966) 
who discussed such resonances in an atom-rigid rotator 
system.
7 . 3 Predictions Based on Frommhold's Hypothesis
It is possible to predict qualitatively the 
dependence of W on N to be expected in the hydrogen gases 
(normal and para-hydrogen and deuterium) if resonances 
exist just below the rotational excitation thresholds in 
these gases.
At 77°K, nearly thermal swarms in normal and 
para-hydrogen will have very few electrons with energies 
approaching the threshold of the J = 0-+2 rotational 
excitation, 0.044 e V . The drift velocities of electrons 
in these gases would therefore be expected to be independent 
of N for very low values of E / N . As E / N , and the mean 
energy of the electron swarm, increases the number of 
electrons able to be trapped in a rotational resonance will 
increase rapidly leading to the onset of density dependence 
in W .
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At 77°K almost all molecules in para-hydrogen are 
in the J = O state, whereas in normal hydrogen only 25% 
of the molecules are in this state. (Transitions from odd 
to even states and vice-versa are forbidden by selection 
rules. Without the presence of a catalyst which enhances 
the reaction rate, the ratio of even to odd states remains 
at the high temperature limit of 1 : 3 for a very long time.)
The effect of a resonance associated with the J = 0 -*■ 2 
transition would therefore be expected to be four times as 
great in para-hydrogen as in normal hydrogen. On the other 
hand, any resonance associated with the J = 1 3 transition
(threshold 0.073 eV) will affect W in normal hydrogen but 
not in para-hydrogen. In summary, if, in hydrogen, a single 
resonance is associated with the J = 0 -* 2 transition, the 
values of a measured in n - should be approximately
one-quarter of those in p - H^; if a single resonance is 
associated with the J = 1 -*■ 3 transition, W should be 
independent of N in p - H 2 , but density dependent in n - H^; 
if resonances are associated with both transitions then the 
values of a measured in p - H 2 and n - H  ^  would be expected 
to differ, and show no simple relationship.
In D2 the threshold energies for rotational 
excitation are approximately half the equivalent energies in 
hydrogen, the lowest threshold (J = O ->• 2) occurring at 
0.022 eV. Therefore, if a rotational resonance is 
associated with this transition, even a thermal swarm at 
77°K contains a significant number of electrons that can be 
captured in the resonance state. It might be expected then 
that in D , W will be density dependent even for the lowest 
values of E / N .
Since helium is an atomic gas no rotational resonances 
are possible. Frommhold's hypothesis therefore predicts that 
W is independent of N in this gas.
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CHAPTER 8
DENSITY DEPENDENT DRIFT VELOCITIES. 
RESULTS IN NORMAL AND PARA-HYDROGEN, 
DEUTERIUM AND HELIUM AT 77°K.
8.1 Outline of the Experiment
In order to test the predictions, outlined in the
previous chapter, which follow from Frommhold's resonance
capture hypothesis, measurements of W were made at 77°K in
normal and para-hydrogen and in deuterium, for 0.008
< E/N (Td) < 0.4. The range of values of D/y covered in
these experiments was about 0.007 to 0.045 mV, which also
approximated the range of mean energies of the swarms. The
pressure range was from 50 to 700 torr , which is equivalent
18 - 3 2 0to a density range of 6 x 10 < N (cm ) £ 10
Measurements were also made in helium for the same conditions 
It was clear from the work of Lowke (1963a) ,
Crompton, Elford and McIntosh (1968) and Crompton and 
McIntosh (1967, 1968) that the changes to be expected in W
over the density range used were, at most, one or two percent 
It was therefore essential that scatter in the experimental 
data be kept very small, if the slope of W as a function of 
N was to be determined with reasonable accuracy. However, 
since the experiment was a comparative one, the effect of 
systematic error in T and h was eliminated. In addition, 
corrections for diffusion effects were generally much less 
than 0.1% and could be neglected, since they were 
approximately the same in each gas.
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Errors in p would also have affected the results 
approximately equally in all four gases and would therefore 
have been detected. It has already been shown in Chapter 4 
that in the case of helium random errors in W could 
generally be kept to less than 0.1%. This was also found to 
be the case in the hydrogen gases.
The most important results, to be presented in 
section 8.3, were taken in each of the four gases without 
bringing the apparatus (tube 5b) to room temperature 
between runs. This procedure was adopted to ensure that the 
conditions remained as nearly as possible the same for each 
gas .
Measurements of W were made at each value of p, first 
increasing p by adding fresh gas, then decreasing p by 
pumping gas out. Each complete set of measurements occupied 
about 48 hours, and only in the case of para-hydrogen was 
any difference detected between the values of W measured at 
the beginning and the end of the measurements. This 
difference was of the order of only 0.1% and was almost 
certainly due to a slight reconversion (about 1%) of 
para-hydrogen to ortho-hydrogen during the period of the 
experiment.
Since the observed changes in W were small, 
additional checks were made to ensure that instrumental 
effects were not significantly contributing to the measured 
density dependence. These will be discussed in section 8.4.
8.2 Preparation and Use of Para-Hydrogen
Before discussing the results of the experiments some 
description of the method of preparation of the p-H^ sarnPles 
is appropriate. In addition, since some problems were 
experienced with reconversion to normal hydrogen, these will 
be briefly discussed.
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8.2.1 Preparation of Para-Hydrogen
The apparatus used and the method of preparation of 
p -H 2 were very similar to those reported previously by 
Crompton and McIntosh (1968). The procedures were designed 
not only to produce complete conversion of the hydrogen, but 
also to keep impurities to a very low level.
Firstly two 25 litre stainless steel storage 
vessels, which had been thoroughly outgassed, were cooled 
with liquid nitrogen and filled with normal hydrogen (75% 
ortho- and 25% para-hydrogen) which had been purified by 
osmosis through a si1ver-pal1adium tube. The storage vessels 
were then closed and removed to a vacuum system to which the 
conversion chamber was attached. This chamber (see figure 
8.1) contained the catalyst, iron oxide, which had previously 
been activated by baking at 140°C for 24 hours at a 
pressure of less than 0.02 torr (Barrick, Weitzel and 
Connolly, 1954) .
In the presence of the catalyst the equilibrium 
ratio of ortho- to para-hydrogen at the prevailing 
temperature is reached quickly. At the temperature of 
liquid hydrogen (~ 20°K) the equilibrium mixture is almost
pure para-hydrogen.
The conversion process was begun by admitting 
hydrogen from the storage vessels to the conversion chamber 
to a pressure of several hundred torr. Liquid helium was 
then pumped through the heat-exchange coil. The temperature 
in the conversion system decreased until liquid hydrogen 
formed on the coil and dripped onto the catalyst. The 
supply of hydrogen was continued from the storage vessels 
until the pressure throughout the whole system (storage 
vessels + conversion chamber + connecting system) was 
uniform. The valves isolating the storage vessels from the
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system were then permanently opened and cooling continued 
until solid hydrogen was formed and the pressure was only a 
few torr , thus reducing the quantity of gaseous normal 
hydrogen which had not been in contact with the catalyst.
The flow of liquid helium was then reduced and evaporation 
was allowed to take place for some time before cooling was 
recommenced.
This cycle was carried out several times in order 
to achieve conversion of as much as possible of the 
hydrogen. On the final cycle, after solidification of the 
hydrogen, the conversion chamber was isolated and the 
remainder of the system and the storage vessels were pumped 
to remove any unconverted hydrogen. Finally, the conversion 
chamber was briefly pumped, to remove as much as possible of 
the remaining, possibly unconverted, hydrogen, without 
excessive loss of para-hydrogen by evaporation from the solid.
Since the p-H2 remained in contact with the catalyst 
during the final warm-up cycle, it was necessary to ensure 
that the catalyst remained at a sufficiently low 
temperature to ensure that no significant reconversion 
occurred. Several measures were adopted to see that the 
temperature of the catalyst remained below 20°K. Firstly, 
a sufficient flow of liquid helium was maintained through 
the cooling coil to ensure that, although there was a net 
rise in pressure, hydrogen was liquefying on the coil at 
all times. Secondly, a copper shield was connected to the 
bottom of the coil which reduced radiant heating of the 
catalyst. Thirdly, after the storage vessels had been 
filled, a significant quantity of liquid hydrogen remained 
in the conversion chamber. Since liquid was still being 
formed at the top of the catalyst and cold hydrogen was 
flowing through the catalyst the temperature of the catalyst 
is believed to have remained below 20°K throughout.
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Since pressures of 700 torr were required for the 
drift velocity experiment, it was necessary to fill the 
stainless steel vessels with para-hydrogen to pressures 
considerably above atmospheric. However, during the 
conversion process, it was necessary to keep the pressures 
in the glass conversion chamber and vacuum system below 
atmospheric. The required pressure in the storage vessels 
was achieved by cooling them with liquid nitrogen while 
they were filled to a pressure of 500 torr with p - H^.
On warmir^g to room temperature the pressure was about 1,400 
torr .
8.2.2 Reconversion of Para-Hydrogen
The rate of spontaneous reconversion of pure para- 
hydrogen to normal hydrogen at room temperature is very slow 
(Farkas, 1935) . However, a great variety of substances, 
particularly metals and metal oxides, act as catalysts for 
the conversion under certain circumstances (see e.g. Farkas).
It was found that the rate of conversion within the 
stainless steel storage vessels was quite slow. After a 
period of 10 weeks storage about 15% reconversion had 
occurred. Since the drift velocity measurements were 
usually made within four days of production of the para- 
hydrogen sample, the reconversion while in storage was 
negligible.
On the other hand, when the drift velocity experiments 
were first attempted, it was found that the rate of 
reconversion within the apparatus was about 10% per day, 
which was much too great to allow accurate determination of 
the density dependence of W. Exhaustive testing revealed 
that the rate of reconversion became almost negligible when 
an ionization gauge attached to the vacuum system, close
186
to the drift tube, was removed. The catalyst is believed 
to have been a film of metal or metallic oxide on the wall 
of the gauge (see e.g. Farkas). Following the removal 
of the gauge, reconversion of the p - H , as indicated by 
a change in the measured drift velocities, could barely be 
detected over a period of about 48 hours. Reference to 
table A 7 .1 in Appendix 7 will show that in p - H^, for E/N 
<0.08 T d , the value of W measured at a pressure of, say, 100 
torr is the same to 0.1% at the beginning and the end of 
the set of measurements, that is, over about 48 hours. In 
contrast, for E/N > 0.1 T d , a small, but consistent decrease
of about 0.1% is observed in the values of W over the same 
period. In this latter range of E/N, the value of W is 
sensitive to the ratio of ortho- to para-hydrogen in the 
sample (Crompton and McIntosh, 1968), and this small 
decrease in W is evidence of reconversion of about 1% of the 
p - H 2  during the experiment.
Although the value of W is itself quite a sensitive 
means of detecting changes in the ortho-para ratio, during 
the search for the cause of reconversion use was also made 
of a simple analyser based on a design by Grilly (1953) , and 
described by Crompton and McIntosh (1968).
8.3 Observed Density Dependence of W
8.3.1 General Features
The primary aim of these measurements was to 
determine the variation of W with N for a number of values 
of E/N at 77°K in each of the four gases p - H^, n - ,
D 2  and He under as nearly identical conditions as possible. 
The absolute values of W were considered to be of secondary, 
but by no means insignificant, importance. A very large
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number of individual sets of data were accumulated, but 
because of the comparative nature of the experiment, rather 
than average these data, a single set of measurements will 
be reported in detail. The particular set was chosen 
because it more completely covered the range of E/N of 
interest than other sets. The results of this set, which 
was taken in tube 5(b), are given in tables A 7 .1, A 7 .2,
A 7 .3 and A7.4 of Appendix 7.
In figure 8.2 curves are plotted which show the
fractional change in drift velocity, (W - W )/W , as ap o o
function of p for several values of E/N in each of the four 
gases. is the drift velocity at pressure p and is
determined by extrapolating the straight line through the 
points to zero pressure. It is clear that, at sufficiently 
high values of p (and therefore E ) , the points lie on 
straight lines. At low values of p, and E, the measured 
values of were found to be always higher than predicted
by the linear plot. This behaviour was common to all four 
gases. Further measurements, discussed in section 8.3.2, 
showed that, while the linear portion of the curves remained 
essentially unchanged, the upcurving at low values of E 
varied from run to run. This indicates that the effect was 
instrumental, and probably due to contact potential 
differences and/or low temperature surface effects (see 
sections 3.11 and 3.12).
The curves in figure 8.2 reveal the following 
important features:
(i) In p - the slope of the W-p curves initially
increases rapidly with increasing E/N, then changes only 
slowly.
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(ii) The slope of the curves in n - is zero at 
low values of E / N , then increases rapidly to a broad 
maximum.
(iii) The ratio of the slopes of the curves in
n - H 2  and p - is not constant as E/N changes, and is
clearly not generally 1 : 4 (see section 7.3).
(iv) In D 2  a slope is always present and decreases 
with increasing E/N,
(v) In He the slope is zero.
From the slopes of these and similar curves the 
values of a (equation 7.1) shown in tables 8.1, 8.2 and 8.3
were calculated. The values of D/y shown in these tables 
were taken from the measurements of Crompton and McIntosh 
(1968) and Crompton, Elford and McIntosh (1968) .
8.3.2 The Values of a at Low Values of E/N
At the few lowest values of E/N it was necessary to 
use low values of E, thus increasing the uncertainty 
involved in determining W. The values of a shown in brackets 
in tables 8.1 to 8.3 were therefore considered rather 
uncertain.
In all four gases, including helium, it was found 
that at the lowest one or two values of E/N the value of a 
appeared to increase sharply with decreasing E/N. This 
behaviour seemed likely to be instrumental in origin for 
several reasons. Firstly, in helium, at all other values 
of E/N, a was zero. Secondly, in both p - H^ and n - H^, 
apart from the lowest three values of E/N, as E/N ->■ 0 the 
value of a was found to decrease, reaching zero for several 
values of E/N in n - H ^ * For these smallest values of E/N,
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V a l u e s
T A B L E  8 . 1
of a in P a r a  H y d r o g e n  at 7 6 . 8 ° K
E / N  (Td) D / y ( m V ) 2 2 3a x 10 (cm )
0 . 0 0 7 9 5 2 7 . 6 (3.35)
0 . 0 1 5 9 0 9 . 0 (1.47)
0 , 0 2 3 8 6 10 . 5 (0.49)
0 . 0 3 1 8 1 1 1 . 7 0 . 3 1
0 . 0 3 9 7 6 1 2 . 9 0 . 4 0
0 . 0 4 7 7 1 1 3 . 8 0 . 6 8
0 . 0 5 5 6 6 1 4 . 6 0 . 8 6
0 . 0 6 3 6 2 1 5 . 4 1. 06
0 . 0 7 1 5 7 1 6 . 0 1 . 1 7
0 . 0 7 9 5 2 1 6 . 7 1 . 3 3
0 . 0 9 5 4 3 1 7 . 8 1 . 4 4
0 . 1 1 9 3 1 9 . 4 1 . 5 1
0 . 1 4 3 1 2 0 . 8 1 . 5 2
0 . 1 5 9 0 2 1 . 9 1 . 5 2
0 . 1 9 8 8 2 4 . 3 1 . 4 8
0 . 2 3 8 6 2 6 . 6 1 . 5 1
0 . 2 7 8 3 2 9 . 0 1 . 5 1
0 . 3 1 8 1 3 1 . 4 1 . 2 1
0 . 3 4 9 9 3 3 . 3 1 . 3 5
0 . 3 9 7 6 3 6 . 4 1 . 1 8
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T A B L E  8.2
V a l u e s  of a in N o r m a l  H y d r o g e n  at 7 6 . 8°K
E/N(Td) D/y(mV) 1ft22, 3.a x 10 (cm )
0 . 0 0 7 9 5 2 7.5 (4.00)
0 . 0 1 5 9 0 9.0 (1.14)
0 . 0 2 3 8 6 10.6 0.0
0 . 0 3 1 8 1 12.0 0.0
0 . 0 3 9 7 6 13.5 0.0
0 . 0 4 7 7 1 14.7 0.0
0 . 0 5 5 6 6 15.8 0 . 2 2
0 . 0 6 3 6 2 16.9 0.34
0 . 0 7 1 5 7 17.9 0.47
0 . 0 7 9 5 2 18.9 0 . 6 6
0 . 0 9 5 4 3 20.5 0.81
0.1 1 9 3 22.1 0 . 9 9
0 . 1 4 3 1 24.9 1 . 2 0
0 . 1 5 9 0 26.2 1 .33
0 . 1 9 8 8 29.3 1 . 2 8
0 . 2 3 8 6 32.1 1 . 3 0
0.2 7 8 3 33.9 1.37
0 . 3 1 8 1 37.6 1 . 4 6
0 . 3 4 9 9 39.8 1 . 4 1
0 . 3 9 7 6 43.2 1 .34
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TABLE 8.3
Values of a in D e u t e r i u m  at 76.8 o K
E/N(Td) D/li (mV) a x 2 2 310 (cm )
0.007952 7 . 3
0.01590 8.2
0.02386 9.1
0.03181 9.8
0.03976 10.5
0.04771 11.1
0.05566 11.8
0.06362 12.4
0.07157 13.0
0.07952 13.6
0.09543 14.9
0.1193 16.8
0.1431 18.7
0.1590 20.0
0.1988 23.4
0.2386 26.7
0.2783 30.5
0.3181 34.1
0.3499 37.1
0.3976 42.1
(5.01) 
(4.50) 
2.72 
2.84 
2.68 
2.61 
2.53 
2.27
2.24 
2.15 
1.95 
1.68 
1.56 
1.43
1.24 
1.05 
1.01 
0.93 
0.74 
0.76
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the value of a then sharply increased with decreasing E/N. 
Thirdly, with the fields used for these values of E/N, 
even at high pressures, upcurving was observed at higher 
values of E/N and lower pressures.
Consideration of all the data shows that in those 
sets in which upcurving is smallest, the apparent value of 
a is also smallest for low values of E/N, and is, in fact, 
close to zero in p - H , n - H ^ , and He. Because of the 
variability in the apparent value of a, the values of E/N 
for which a is shown in brackets in tables 8.1 to 8.3 will 
be excluded from further consideration. However, the 
possibility of density dependence in W for very low values of 
E/N is by no means excluded by these experiments.
8.3.3 Error Limits to the Values of a
Although the random error on most values of W in
tables A7.1 to A 7 .3 is less than 0.1%, and the absolute
values of W are considered accurate to better than 1%, the o
observed changes in W are so small that there is considerable 
uncertainty in determining the values of a. Error limits 
were estimated by assigning error bars of ± 0.1% to the values 
of W used in the determination of a, and measuring the 
highest and lowest slopes which could be drawn through the 
bars. Error limits on a determined in this way are obviously 
rather conservative. The values of a, with these error bars, 
are shown in figure 8.3 as a function of D/y for p - H ^ , 
n - H 2 and D . For those cases where a is near its maximum 
value, and the measurements of W extended over the whole 
range of pressure, the error bars are as small as ± 10%. 
However, in some cases, where these conditions were not met, 
the limits rise to as much as ± 50%.
cC (cm3)
•  P -H ,
DIjUL (mV) 
Figure 8 .3
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8.3.4 Reliability of the Results
Since the magnitude of the changes in W as a function 
of N was small, several procedures were adopted to establish 
the reliability of the values of a reported in tables 8.1 
to 8.3, and to reduce the likelihood of error due to 
spurious experimental effects.
(i) After completion of the set of measurements 
described in section 8.3.1, the drift tube was warmed to 
room temperature briefly, then cooled to 77°K and further 
measurements were made in n - H .
(ii) Tube 5(b) was baked at about 175°C for more 
than 72 hours, after which further measurements were made 
at 77°K in He and n - H .
(iii) The length of the drift tube was increased 
to give 10 cm drift length (tube 10) and further 
measurements were made at 77°K in He and n - H ^ to detect 
any dependence of the measured values of a on the drift 
dis tance h .
In addition a large number of independent sets of 
measurements had previously been made in tube 5(a).
Apart from results at a small number of very low 
values of E / N , already discussed in section 8.3.2, the 
values of a measured in all these additional experiments 
were in agreement with the values given in tables 8.1 to 
8.3, to within the accuracy indicated in figure 8.3.
8.4 Additional Results
Further drift velocities in the hydrogen gases have 
been measured for use in connection with two other problems 
of low energy electron scattering. Firstly, the data has 
been used in the determination of both momentum transfer
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and inelastic cross-sections in H and D (Gibson, 1970). 
Secondly, comparative data of high precision in normal and 
para-hydrogen have been used to examine the V = O -* 1 
vibrational cross-section in hydrogen, and in particular 
to investigate the dependence of the vibrational cross- 
section on the rotational state of the molecule. This 
problem is discussed fully by Crompton, Gibson and 
Robertson (1970). These investigations required drift 
velocities to be measured at 77°K in n - and p - for
E/N up to 26 Td and in D for E/N up to 10 T d . Measurements 
in n - H 2 at 293°K were also made for E/N < 26 Td. These 
results are tabulated in Appendix 7. Over the common ranges 
of E/N the results in p - H and D agree to about 0.5% 
with those of Crompton and McIntosh (1968) and Crompton, 
Elford and McIntosh (1968) respectively. Comparison of 
the present results in n - with those of Lowke (1963a) 
shows agreement to better than 1% at both 293°K and 77°K.
It is considered that the present results are accurate to 
± 1 % .
8.5 Estimation of Positions of Resonances
8.5.1 General Conclusions
It is clear from the results presented in section
8.3.1 that the observed density dependence of W in p - H , 
n - H 2 , D 2  and He is in qualitative agreement with the 
behaviour predicted on the basis of Frommhold's hypothesis. 
In addition, if rotational resonances are the correct 
explanation, some more specific conclusions can be reached 
immediately. Firstly, the existence of density 
dependence of W in p - H requires a resonance associated 
with the J = 0 2 transition. Secondly, since the values
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of a observed in n - H are greater than one-quarter of 
those in p - H ^ for most values of D/y, a second resonance
associated with the J = 1 3 transition is required.
Thirdly, since the value of a decreases with increasing D/y
is required in this gas. If no resonance was associated 
with this state, the variation of a with D/y produced by 
a resonance associated with a higher rotational excitation 
would be qualitatively similar to that observed in p - 
and n - H .
8.5.2 Method of Estimation of Resonant Energies
Since Feshbach resonances are known to be quite 
narrow, it is possible to make a rather more quantitative 
examination of the results in terms of Frommhold's 
hypothesis. Suppose the cross-section for formation of the 
resonance state is q^_(e) . The collision frequency for 
negative ion formation is then
in D 2 a resonance associated with the J = 0 -* 2 transition
oo
V = N / ( q (e ) e ^  f ( e ) de. r 8 .1
Assume, as a first approximation, that q^ (e) is a
6 - function q (e) = 6 (e - e ) .r r
Substitution into equation 7.3 gives
v = N
00
/ ef(e) 6 (e - e ) de 
n ro
r 8 . 2
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If the mean life time of the resonance state, T^,
is constant, examination of equations 7.1, 7.2 and 8.2
shows that a « e f (e ). For a single resonance with thisr r
assumed form of the cross-section, the variation of a with 
D/y is therefore the same as the variation with D/y of 
f (£r) at the resonant energy e^.
8.5.3 Resonances in
In p - H , where only a J = 0 -> 2 resonance need be
considered, distribution functions supplied by Dr. D.K.
Gibson (see Crompton, Gibson and McIntosh, 1969) , were
examined to find the value of s (= „) which gave ther 0 , 2  ^
best fit to the experimentally observed dependence of a on 
D/y. It was found that the fit was rather sensitive to the 
assumed value of e . Figure 8.4 shows that the curve
w  / Z
obtained for e = 3 7  meV was a significantly better fitU  / 4
than given by  ^ = 35 or 40 meV.
As stated above (section 8.5.1) the results in 
n - H 2 must be interpreted in terms of two resonances, 
associated with the J = 0 -* 2 and J = 1 -> 3 transitions.
The contribution of the J = 0 -*■ 2 resonance to a in n - H ^ 
can now be eliminated leaving the contribution of the 
J = 1 -> 3 resonance. In p - use has been made of the
relationship a = Kq f (e^ where is regarded as a
normalizing factor. The values of — • f (e ) (e = 3 7
t: U f \J f
meV) as a function of D/y were calculated from the 
distribution functions in n - (Gibson, 1970) , and
subtracted from the values of a in this gas. (The factor of 
1/4 takes account of the statistical weight of the J = 0 
state in n - H ^ ) . The resulting reduced a - D/y curve was
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then that corresponding to the J = 1 -* 3 resonance. The 
distribution functions in n - H were examined to find a 
second energy, e , for which f (e ) showed the same
-L f .J J. I D
dependence on D/y as shown by the reduced a. The best fit
was obtained for e = 6 0  meV. In figure 8.4 the fit to1 / J
K Othe experimental data in n - H ^ is a curve showing -—
3 K
f <e0, 2 > + — I  f (el, 3 > ' WhSre E0, 2 37 meV and e1, 3
= 60 m e V .
There is some discrepancy between the curves in 
figure 8.4 and the experimental points, at low values of 
D/y. Nevertheless, taking into account the error bars on 
the experimental data and the nature of the approximations 
made in determining the curves, the fit must be considered 
good .
8.6 Theoretical Studies of Rotational Resonances
It seems clear that the density dependence of W 
observed here in the hydrogen gases is associated with the 
rotational transitions in these molecules. This finding 
is in accord with Frommhold's (1968) hypothesis. However, 
the experiments cannot show whether or not the particular 
mechanism involved is a rotational resonance as suggested 
by Frommhold. If rotational resonances are the correct 
explanation, the analysis in section 8 .-5 shows that the 
experimental data in H are compatible with sharp 
resonances below the thresholds of the first two rotational 
transitions.
Possible rotational resonances have not yet been the 
subject of detailed theoretical study. Kouri (1968) has 
made a semi-empirical study of the position of resonances 
in H 2 and D , using a Morse interaction potential, and
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assuming that the position of one resonance is known from 
experiment (see also Kouri, Sams and Frommhold, 1969) .
Henry and Lane (1968), using a more realistic potential 
function were unable to find any resonances associated with 
the lowest two rotational transitions. However, they do 
not exclude the possibility ’that such resonances could 
exist, since the work of Kouri (1968) showed that the 
position of such a resonance is extremely sensitive to the 
shape of the potential function. It is clear that the 
question of the existence of the proposed resonances can 
only be resolved by an experiment in which they could be 
directly detected (Kouri, Sams and Frommhold, 1969) .
8.7 Alternative Explanations for Density Dependence
Several alternative explanations have been suggested 
for density dependence of drift velocities, some of which 
have been examined by Frommhold (1968) . The formation of 
dimers, e.g. (H^)^ ^nown to occur under the pressure
and temperature conditions of the present experiments (e.g. 
Watanabe and Welsh, 1964) . When dimer formation occurs the 
gas should be considered as a mixture for the purpose of 
calculating electron transport coefficients. Frommhold 1s 
work shows that the concentration of dimers is probably 
much too small to explain the observed values of a. In 
addition, the rapid changes in the value of a observed in 
the present experiments would require marked energy dependence 
of the momentum transfer cross-section of the dimers. This 
energy dependence would also be required to differ 
considerably between p - H , n - H and D .
An alternative explanation arises from the work of 
Kivel (1959a, b) and O'Malley (1963). For high densities 
it is suggested that the long range polarization forces
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are effectively screened because, when it is at a large 
distance from the nearest molecule, the electron interacts 
with several molecules simultaneously. This effect is 
expected to be most significant for low energy electrons,
1/3and to produce a dependence on N (Frost and Phelps, 1964) .
Frommhold incorrectly concludes that this effect should
always produce increasing W as N increases, but in any case,
the observed dependence of W on N and of a on D/y do not
agree with the predicted dependences.
More recently Legier (1970) has proposed an
alternative explanation for the observed density dependence
2 0 - 3of W. He points out that for N > 10 cm the wavelength
of an electron with "thermal energy" is comparable with the 
mean free path of the electron. For these conditions, 
rather than treat the gas as a system of discrete scattering 
centres, Legier regards it as a continuous medium with a 
complex refractive index for electron waves. The scattering 
of electrons is then regarded as a decay of the intensity 
of the electron wave. This theory of Legier seems to be 
successful in explaining the density dependence of W 
observed in several different experiments. In the next 
section, the predictions of the theory will be discussed 
further in relation to the available experimental data.
8.8 Concluding Discussion
Consideration will be given first to the present
results. As already stated, the observed behaviour of W as
2 0 -  3a function of N for N < 10 cm and D/y $ 50 meV in He, 
p - H 2 , n - H 2 and D is in agreement with Frommhold's 
theory in two important respects:
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(i) The observed density dependence is associated 
with rotational transitions, and
(ii) The a - D/y curves can be explained in terms 
of narrow resonances at energies below the rotational 
excitations, where Feshbach resonances, if present, might 
be expected to occur.
The theory of Legier indicates that the density 
dependence is a function of an "effective scattering length", 
which would be expected to be very similar in the three 
hydrogen gases , and certainly would not be expected to vary 
rapidly with energy for the low energy range encountered 
in these experiments. Legier's theory therefore does not 
seem to be consistent with the present results.
Part B of this thesis is concluded by considering 
the theories of Frommhold and Legier in relation to some 
other experiments. As well as the data in hydrogen, the 
available data in at 77°K (Lowke, 1963a) and 293°K 
(Grünberg, 1967, 1968) are also explicable in terms of
resonance capture of electrons, although not all of the 
resonances are associated with rotational transitions 
(Frommhold, 1968). Similarly de Munare et al. (1970) 
attribute the density dependence observed by them in xenon 
to temporary capture of electrons in the resonance below 
the first electronic excitation in that gas. On the other 
hand, Frommhold's hypothesis will obviously not explain 
the density dependence observed in helium (Grünberg, 1968, 
1969), or the increase in W with increasing N observed 
in CH^ (Lehning, 1969) .
The theory of Legier has not yet appeared in a 
complete form, but while not explaining the present result, 
it is as compatible as Frommhold's theory with the observed 
density dependence in H and N at room temperature
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(Grünberg, 1967, 1968). It is also in agreement with the 
room temperature results in He (Grünberg, 1968, 1969) and 
CH^ (Lehning, 1969) , neither of which are explained by 
Frommhold 1s theory. It is probably significant that all 
these were measured with densities considerably higher than 
encountered in the present experiments. Grünberg's 
results in He in particular, show no density dependence 
for p < 8,000 torr.
Density dependence of W in ethane and propane 
(Huber, 1969) has not been satisfactorily discussed in 
terms of either theory. The variety of excitation 
transitions available makes any study of resonances 
extremely difficult and the possibility of Ramsauer minima 
near zero energy provides some difficulty in determining the 
effective scattering length to be used in Legier 1s formalism. 
Similarly no attempt appears to have been made to explain 
the density dependence observed in CO^ (Lehning, 1968) . The 
observation by Grünberg (1968) that drift velocities in Ar 
at room temperature are independent of N is of some interest 
in examining Legier's theory. Since the scattering length 
is reasonably large and negative the drift velocities of 
low energy swarms might be expected to increase with 
increasing N. The explanation for Grünberg 1s failure to 
observe such a dependence might arise from the fact that, 
even at the lowest value of E/N used (0.06 T d ) , the mean 
energy of the electron swarms was much greater than thermal. 
In this case the electron wavelength would become small 
compared with the mean free path and Legier 1s homogeneous 
medium model may be inadequate.
It is clear that the theories of Frommhold and 
Legier are each able to explain some aspects of the density 
dependence observed in W under different conditions, and
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that each fails to explain certain other aspects. It seems 
likely that at least two mechanisms contribute to the 
observed density dependence under different conditions:
(i) A mechanism associated with inelastic 
transitions, such as suggested by Frommhold, may be 
responsible for the density dependence observed at 
relatively low densities, when single scattering theory 
may still validly be applied.
(ii) At higher densities multiple scattering 
effects as suggested by Legier, may cause density dependent 
drift velocities.
This view is supported by several features of the
experimental data. Firstly, Frommhold 1s theory is in
good agreement with the present results, for which 
2 0 -  3N < 10 cm , whereas Legier1s theory is not. Secondly,
Legier 1 s theory can explain the density dependence,
observed at higher densities, in He and CH^, which is not
explained by Frommhold 1s theory. Thirdly, in the case of
He, Frommhold's theory predicts no density dependence,
whereas Legier's theory predicts a decrease of W with
increasing N. The present results, and those of Grünberg
2 0 - 3(1968, 1969) for N < 3 x 10 cm , show no density
2 0 - 3dependence, whereas for N > 3 x 10 cm Grünberg found
2 0 - 3W decreasing with N. This density, 3 x 10 cm , may 
indicate the lowest density for which multiple scattering 
effects are significant.
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APPENDIX 1
The Drift Distance h.
Al . 1 Tube 5(a)
A 1.1. 1 Measured Value of h
The distance between the shutters was measured 
optically using a Cambridge reading microscope and found 
to be 5.006 ± 0.004 cm. After a period of more than two 
years during which the tube was in use the Pyrex envelope 
was opened and h remeasured using a different technique.
A vibrating wire probe was attached to a reading microscope. 
The probe was lowered until electrical contact was made 
with each of the shutters in turn. The difference between 
the readings gave the distance between the tops of the 
wires in the shutters. The value of 5.007 cm agreed very 
well with the earlier value.
A 1.1.2 Calibration of Drift Distance
Crompton, Elford and McIntosh (1968) , subsequently 
referred to as CEM, found it necessary to assume a length 
of 5.014 cm for this tube in order to achieve agreement 
between the drift velocities measured in this tube and those 
obtained from a tube which was longer and had a higher 
degree of field uniformity and was therefore considered to 
have higher precision. It is useful to compare data taken
Qin the present investigation in He at 293 K with measurements 
reported by Crompton, Elford and Jory (1967) (subsequently 
written CEJ), which were the most accurate available in 
this gas. Table A 1.1 shows measurements made at 500 torr
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and the corresponding values measured by CEJ . Two columns 
are shown for tube 5(a), one corresponding to the measured 
length of 5.006 cm and the other to the calibrated length of 
5.014 cm found by CEM. All the values have been corrected 
for diffusion errors by assuming C = 1.5 (equation 2.1), the 
value used by CEJ.
TABLE A1.1
Drift Velocities in Helium at 293°K, p = 500 torr.
E/N (Td) 10 ^W(cm sec )^
CEJ Tube 5(a) Tube 5(a)
(Standard) (h = 5.006cm) (h = 5.014cm)
0.0303 0.637 0.637 0.639
0.1214 1.620 1.617 1.621
0.2428 2.374 2.370 2.376
0.6071 3.789 3.783 3.792
It is apparent that the drift velocities obtained by
taking h to be the measured length are generally 0.1 - 0.2%
below those o f CEJ. On the other hand the correction made
by CEM is rather larger than i s necessary to bring the drift
velocities measured in tube 5(a) into agreement with those
of CEJ.
A1. 2 Standard Drift Velocities in Hydrogen
Elford (1969) has carried out an investigation into 
possible end effects in drift tubes and the question of 
calibration. His procedure and findings will be summarized.
Using a drift tube of nominal length 5 cm with 
shutters and electron source similar to the present tube,
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but with "thick" guard rings (Crompton, Elford and Gascoigne, 
1965) drift velocities in hydrogen and carbon dioxide were 
measured. The tube was then extended to 10 cm by inserting 
additional thick guard rings and the drift velocities re­
determined. No changes greater than about 0.1% were 
observed in the measured drift velocities. It was concluded 
that any length dependence of W is smaller than 0.1% for a 
change from 5 cm to 10 cm in drift distance in this type 
of drift tube. In addition the experiment provided a set 
of drift velocity data in H ^ at 293°K which could be used 
as a calibrating standard.
Unfortunately tube 5(a) had been dismantled and 
modified before these results were available, and the tube 
used by CEJ is now inoperative, thus preventing further 
checking of that apparatus.
A 1 . 3 Tube 5(b)
A 1 . 3.1 Measured Value of h
The vibrating metal probe and reading microscope 
were used to determine h in this tube as described in 
section Al.1.1. A value of 5.002 cm was obtained.
Al .3.2 Calibration of Drift Distance
Measurements were made in both hydrogen and helium 
in this tube to be used for calibration purposes. The 
measurements were compared with those of Elford described 
above and CEJ respectively. Table A1.2 shows the results 
in H 2 . Corrections for diffusion are so small that they 
have been ignored. Table A1.3 gives the results in He. In 
this case corrections for diffusion have been applied, with 
C = 1.5, as for the CEJ data.
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TABLE Al.2
Drift Velocities in Hydrogen at 2 9 3°K.
E/N(Td) p (torr) 10 5w (cm sec )
Tube 5(b)
(h = 5.002 cm)
Elford
0.1517 300 1.880 1.881
0 . 2124 300 2.430 2.433
0.303 300 3.134 3 . 140
0.364 300 3.541 3.548
0.1517 400 1.879 1.880
0.2124 400 2.429 2.431
TABLE A1.3
Drift Velocities in Helium at 2 9 3°K.
E/N(Td) -5 -110 W(cm sec )
Tube 5(b) CEJ
(h = 5.002 cm)
0.0303 0.639 0.637
0.1214 1.619 1.620
0.243 2.372 2.374
0.607 3.781 3.789
It is clear that the results in tube 5(b) are 0.1 
to 0.2% below both Elford and CEJ and agree to 0.1% with 
those obtained from tube 5(a) using the measured length of 
that tube.
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Al . 4 Tube 10
Al . 4.1 Measured Value of h
The technique for measuring the length of the tube 
was similar to that used for tube 5(b) except that the 
reading microscope was replaced by a Mitutoya Height Master 
and Taylor-Hobson Mitronic. The value of h obtained was 
10.004 cm .
A 1.4.2 Calibration of Drift Distance
Comparison was again made with the results of 
Elford and CEJ in H and He respectively at 293°K. The 
results from tube 10 are shown in tables Al.4 and Al . 5 , 
together with the "standard" values.
TABLE Al.4
Drift Velocities in Hydrogen at 293 K.
E/N(Td) p (torr) 10 ^W' (cm sec "* ’)
Tube 10 E1 ford
(h = 10.004 cm)
0.1517 300 1.881 1.881
0.2124 300 2.431 2.433
0.303 300 3.137 3.140
0.364 300 3.544 3.548
0.1517 400 1.880 1.880
0.2124 400 2.430 2.431
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TABLE Al.5
Drift Velocities in Helium at 293°K.
-5 -1E / N (Td) 10 W (cm sec )
Tube 10
(h = 10.004 cm)
CE J
0.0607 1.052 1.052
0.0910 1.363 1.365
0.1517 1.838 1.840
0.2124 2.210 2.213
0.303 2.666 2.668
The agreement between the measurements taken in 
tubes 5(b) and 10 confirm the finding of Elford that changes 
in W due to a change in h are less than 0.1%. As with the 
5 cm tubes the drift velocities measured in tube 10 are 
generally 0.1 to 0.2% below the standard values.
Al . 5 Conclusions
Since the drift velocities measured using all forms 
of the present apparatus are consistently of the order of 
0.1 - 0.2% below the standard values the use of a value of 
h approximately 0.1% above the measured value would be 
justified. However, such a change is so small that it was 
decided to use the measured values of h, but to place an 
error limit of 0.15% on these values thus more than accounting 
for the observed deviations from the standards.
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APPENDIX 2
Tables of the Factor F
dW (E/N)
In this appendix the factor F = --------  x
d(E/N) W
is tabulated for the gases used in the experiments . F is of
significance in two respects , namely, in making corrections
to W' to account for deviations of E/N from the nominal
values, and in determining the effect on W of systematic
errors in the experimental parameters which affect E/N .
TABLE A 2 .1
F a s  a Function o f E/N for Helium at 76. 8°K.
E/N(Td) F E/N(Td) F
7.95 x 10"3 0.75 2.783 0.48
1.59 x 10"2 0.69 3.181 0.48
2 . 386 0.62 3.499 0.48
3.181 0.58 3.976 0.48
3.976 0.56 4.771 0.48
4.771 0.54 5.567 0.48
5.567 0.54 6.362 0.48
6.362 0.53 7.157 0.47
7.157 0.52 7.952 0.48
7.952 0.51 9.543 0.48
9.543 0.50 1.193 x 10° 0.49
1.193 x 10_1 0.50 1.431 0.50
1.431 0.50 1.590 0.49
1.590 0.48 1.750 0.50
1.988 0.49 1.988 0.51
2 . 386 0.49
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TABLE A 2 . 2
F as a Function of E/N for Neon at 293°K and 76.8°K. 
29 3°K 7 6 . 8°K
E/N(Td) F E/N(Td) F
1. 51 8 X i o ' 2 0.45 1 .59 4 x i o " 3 0.46
1. 82 1 0.43 2.390 0.44
2 . 125 0.42 3 . 187 0 . 41
2.428 0.38 3.984 0.40
2.732 0.43 4 .78 1 0 .38
3.035 0.41 5 . 578 0.38
4. 553 0.41 6 .3 74 0.39
6. 07 1 0.41 7 .1 71 0.39
9. 10 6 0.42 7. 96 8 0.37
1.214 X i o " 1 0.43 1 .19 5 x 1 0 - 2 0 .38
1.518 0.44 1.594 0.38
1.821 0.44 1 .99 2 0.37
2.428 0.46 2 .39 0 0.37
2.732 0.45 3.187 0.38
3.036 0.45 3.984 0.38
3.643 0.44 4 .7 8 1 0 .39
4. 25 0 0.45 5 . 578 0.39
4.553 0.45 6 .3 74 0.39
4.857 0.44 7 .17 1 0 .40
5.464 0.45 7 .9 6 8 0.39
6. 07 1 0.44 1. 19 5  x i o " 1 0.42
7 . 589 0.42 1.594 0.43
9. 10 6 0.42 1.992 0.44
1.062 X 10° 0.41 2 .10 4 0.44
1. 214 0.42 2.390 0.44
1.336 0.49 3.187 0.45
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TABLE A2.2 (cont'd)
2 9 3°K 76.8°K
E / N (Td) F E/N(Td) F
1.821 x 10° 0.51 3.984 x 10_1 0.45
2.003 1 . 38 4.781 0.45
5 . 259 0.42
5.578 0.42
6.374 0.43
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TABLE A 2 .3
F as a Function of E/N for Argon at 293°K and 89.6°K.
2 9 3°K 89.6 °K
E/N(Td) Run A Run B
1.0 0.23 0.22
0.9 0.21 0.22 0.21
0.8 0.19 0.22 0.19
0.75 0.19 0.22
0.70 0.19 0.22 0.17
0.65 0.20 0.22 0.19
0.60 0.21 0.23 0.21
0.55 0.22 0.23 0.22
0.50 0.22 0.24 0.22
0.45 0.25 0.25 0.23
0.40 0.25 0.25 0.25
0 . 35 0.26 0.26 0.27
0.30 0.29 0.26 0.29
0.25 0.31 0.27 0.31
0.20 0.30 0.27 0.30
0.18 0.31 0.28 0.31
0.15 0.30 0.28 0.30
0.12 0.28 0.28 0.28
0.10 0.28 0.27 0.28
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TABLE A2.3 (cont'd)
E/N(Td) F (8 9.6 ° K )
0.08 0.27
0.06 0.26
0.05 0.26
0.04 0.25
0.03 0.24
0.02 0.21
0.015 0.20
0.01 0.21
0.008 0.31
0,006 0.54
0.005 1.04
0.004 1.71
0.0035 2.11
0.003 2.05
0.0025 1.68
0.002 1.31
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T A B L E  A 2 . 4
F as a F u n c t i o n of E / N  fo r n - H ^  at 2 9 3 ° K  a n d  76.. 8 ° K  .
29 3 ° K 76 . 8 ° K
E / N ( T d ) F E / N  (Td) F E / N  (Td) F
1 .0 0 . 3 8 7 . 9 5 3 x l 0 ” 3 0 . 8 3 5 . Ox 10 ~ 1 0 . 5 4
2 .0 0 . 4 4 1 . 5 9 0 x l 0 " 2 0 . 7 7 6 .0 0 . 5 0
4 . 0 0 . 5 0 2 . 3 8 6 0 . 7 2 7 . 0 0 . 4 7
6 . 0 0 . 5 4 3 . 1 8 1 0 . 6 9 8 . 0 0 . 4 5
8 .0 0 . 5 6 3 . 9 7 6 0 . 6 8 9 . 0 0 . 4 2
1 0 . 0 0 . 5 7 4 . 7 7 1 0 . 6 8 1 . 0 x 1 0 ° 0 . 3 6
1 2 . 0 0 . 5 7 5 . 5 6 7 0 . 6 8 2 . 0 0 . 4 0
1 4 . 0 0 . 5 9 6 . 3 6 2 0 . 6 8 4 . 0 0 . 4 8
1 6 . 0 0 . 5 9 7 . 1 5 7 0 . 6 9 6 . 0 0 . 5 3
1 8 . 0 0 . 5 9 7 . 9 5 2 0 . 6 9 8 . 0 0 . 5 5
2 0 . 0 0 . 59 9 . 5 4 3 0 . 6 9 1 . O x 10 1 0 . 5 7
2 2 . 0 0 . 6 1 1 . 1 9 3 x l 0 -1 0 . 7 0 1 . 2 0 . 5 7
2 4 . 0 0 . 6 3 1 . 4 3 1 0 . 7 0 1. 4 0 . 5 7
2 6 . 0 0 . 6 5 1 . 5 9 0 0 . 6 8 1 . 6 0 . 5 8
1 . 9 8 8 0 . 6 7 1 . 8 0 . 5 9
2 . 38 6 0 . 6 5 2 . 0 0 . 6 0
2 . 7 8 3 0 . 6 4 2 . 2 0 . 6 2
3 . 18 1 0 . 6 2 2. 4 0 . 6 2
3 . 4 9 9 0 . 6 0 2 . 6 0 . 6 2
3 . 9 7 6 0 . 5 7
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TABLE A2.5
F a s a Function of E/N for p- H 2 at 76.8°K.
E/N(Td) F E/N(Td) F
7.953 X 10~ 3 0.85 5.0
i—i ioi—iX 0 .
1.590 X 10" 2 0.80 6.0 0 .
2 . 386 0.75 7.0 0 .
3.181 0.73 8.0 0 .
3.976 0.73 9.0 0 .
4.771 0.74 1.0 X 10° 0 .
5.567 0.75 2 . 0 0 .
6.362 0.76 4.0 0 .
7.157 0.77 6.0 0 .
7.952 0.76 8.0 0 .
9.543 0.76 1.0
i—1orHX 0 .
1.193 X 10~ 1 0.75 1 . 2 0 .
1.431 0.74 1.4 0 .
1 . 590 0.71 1.6 0 .
1.988 0.69 1.8 0 .
2.386 0.65 2.0 0 .
2.783 0.62 2 . 2 0 .
3 . 181 0.59 2.4 0 .
3.499 0.57 2.6 0 .
3.976 0.52
48
44
41
38
36
30
35
46
52
55
56
56
57
58
58
60
61
62
62
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TABLE 2.6
F as a Function of E/N for D 2 at 7 6.8 ° K .
E/N (Td) F E/N(Td) F
7.953 X 10 -3 0.88 5.0 x 10 1 0 .
1.590 X 10 -2 0.85 6.0 0 .
2.386 0.83 7.0 0 .
3.181 0.81 8.0 0 .
3.976 0.79 9 .0 0 .
4.771 0.78 1.0
0of—iX 0 .
5 . 567 0.76 1.2 0 .
6.362 0.74 1.5 0 .
7.157 0.73 1.8 0 .
7.952 0.70 2.0 0 .
9.543 0.67 2 .5 0 .
1.193 X 10 -1 0.64 3 .0 0 .
1.431 0.61 4 .0 0 .
1.590 Q ,S7 5 .0 0 .
1.988 0.53 6 .0 0 .
2.386 0.49 7 .0 0 .
2 . 7 8 3 0 . 4 5 8 . 0 0 .
3 . 1 8 1 0 . 4 2 9 . 0 0 .
3 . 4 9 9 0 . 3 9 1. 0
rHOi—1X 0 .
3 . 9 7 6 0 . 37
33
30
28
28
28
29
32
37
41
43
46
48
51
51
52
53
54
54
54
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APPENDIX 3
THE ELECTRON VELOCIT Y DISTR I B U T I O N  FUNCTION 
IN A BINARY MIXTURE OF ATOMIC GASES
Only elastic collisions between electrons and 
mol ec ul es are considered, and the me thod is that of Huxley 
(Huxley and Crompton, 1962) .
Consider two extreme cases, firstly the case of
zero field and secondly the case of a strong field, in which
2 2 
h me >> h MC .
A . Zero Field
In this case the d i s t r i b u t i o n  will be M a x w e l l i a n
i . e . f ( c ) exp
df
dc
2mc
f(c) . ---
2kT
df
i.e. kT --  = - m c f. A3.1
dc
B . Strong Field
In this case the mean energy loss in a collision
be tw ee n an electron and a molecule of mass M is
2 2 m c
M
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Consider a binary gas mixture made up of a fraction
x of A with mass M and momentum transfer cross-sectionA
q (c), and (1 - x) of B with mass M and momentum transfer A B
cross-section q (c).
Let N , N and N be the number density of A, B and (A + B) ,
i.e. N a = x N, Nß = (1 - x) N.
Now the fraction of the total number of electron- 
molecule collisions which are made with A
N q A hA x q.
N q + N q A ^A B ^B x qA + (i - x) q B
1 + K ( c)
where K (c ) Vc)
VC)
and the fraction of collisions made with B 
K
K + 1
Therefore the mean energy transfer per collision, considering 
both A and B ,
QThe mean momentum transfer collision frequency = -—  whereA m
X (c) is the mean free path for momentum transfer. Now if m
dN^ is the number of electrons with speeds between c and c+dc 
then the balance between energy gained from the field
and energy lost in collisions gives
219
dN
2 2 m c
(1 + K)
1 K \ c
M M / XA B m
d N Ee c c x A3 . 2
w h e r e  is the m e a n  v e l o c i t y  of the e l e c t r o n s  in the
d i r e c t i o n  of the fi e l d  (see H u x l e y  and C r o m p t o n ,  1962) .
H u x l e y  and C r o m p t o n  hav e s h o w n  that 
cV 1 df
3 f dc
A3 . 3
Ee X
w h e r e  V
me
S u b s t i t u t i n g  into A 3 .2  g iv es  
2 2m e  /I K \ Ee
-----  ( —  + —  f —  =
1 + K ' M M ' m c VA B
V Ee df
dc
- 3 m c f
P ( c ) dc 
1
w h e r e  P (c )
1 + K
1 K
-----  + —
B
A . 34
E q u a t i o n s  A 3 . 1  and A 3 .4  are p a r t i c u l a r  c as es  of a 
g e n e r a l  e q u a t i o n
- 3 m c f (c ) = [3kT + v2) dfP (c)^ dc
w h i c h  i n t e g r a t e s  to give
f (c ) = A exp
3 me dc
3kT + ( V V P  (c) )o
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= A exp
cr 3 me dc
(E3kT + —  .
e 1 \ 2 (1 + K) M M A B)0 \ N m cqT /^ M +B KM,A
where qm T xqA + (1 - x) qB
and averaging equation A3.3
— 4 TT
W = ---
3
E
N
e
m
df
-- dc .
dc
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APPENDIX 4
THE MEASUREMENT OF D /y IN ARGON ATL 89.6°K
Using the method described in section 2.5
measurements were made of the resolving power of the current
peaks in argon at 89.6°K. In order to ensure that the
experimental conditions approach those for which the
theoretical relationship, equation 2.2, applies, the pulses
formed at the top shutter must approach 6-functions in
space. This is achieved by increasing the a.c. shutter
voltage until the resolving power of the peaks becomes
independent of a.c. shutter voltage. Examination of cut-off
curves (figure 3.10) shows that it is likely to be extremely
difficult to achieve 6-function pulses in argon. In
practice it was found that even with very large shutter
voltages the resolving power of the peaks could not be made
completely independent of the shutter voltage. The values
of D /y obtained are therefore likely to be higher than the L
correct values. In addition, with very high shutter 
voltages, the transmitted currents were rather small, thus 
reducing the accuracy of the measurements. The results are 
shown in table A4.1.
No other measurements at 90°K are available for
comparison, but in figure A4.1 the results are shown
together with those of Wagner, Davis and Hurst (1967)
measured at room temperature. Also shown in the figure
(curve B) are the values calculated by Lowke and Parker
(1969) for 77°K using the momentum transfer cross-section
of Engelhardt and Phelps (1964). The present cross-section
has also been used by Lowke (private communication) to
calculate values of D /y at 90°K also shown in the figureL
(curve A ) .
2 2 2
The experimental points appear to be in rather
better agreement with curve B than curve A. However, as
already stated, values of D / y  measured by this technique,
tend to be higher than the correct values (see also the
results of Crompton and Elford in He, quoted by Lowke and
Parker, 1969). It may therefore be at least as significant
that several experimental points lie somewhat below curve B.
Certainly the accuracy of the present measurements is not
adequate to provide any additional useful information in
determining the cross-section. They do, however, demonstrate
the marked difference between D /y and D/y in argon (LowkeL
and Parker, 1969). The results for D/y were calculated 
using the present cross-section.
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TABLE A4.1
D /y in Argon at 89.6°K,
1j
p = 500 torr
E/N (Td) Resolving Power D /y(volt)
1j
0.12 14.9 0.26
0.10 14.9 0.22
0.08 14.1 0.20
0.06 13.3 0.17
0.05 13.0 0.14
0.04 12.4 0.13
0.03 12.1 0.099
0.02 9.7 0.103
0.015 9.1 0.087
0.01 7.5 0.087
0.008 6.8 0.083
0.006 5.6 0.093
I I I 1111I I I 1111 I I 1111 I I 11 111
ARGON
Engelhardt  & Phelps 77 K
Robertson 90 K
•  Robertson 90 K 
a Wagner,  Davis & Hurst 293°K
I I I I I 11 I I I I 11 I I I
10
E/N (Td) 
Figure A 4.1
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APPENDIX 6
Numerical Evaluation of w (c )o o
A 6.1 Outline of the Problems
Consideration of equation 5.5.2 reveals two immediate
difficulties in evaluating w (c ) accurately. Firstly, ito o
is obviously necessary to use a sufficiently small mesh size
in both t and 0q to allow adequate accuracy in the
integrations. This requires evaluation of the integrands
for a large number of values of t and 6 . Secondly, theo
term c cos 0 changes sign at 0 = it . The numerator iso o o 2
therefore generally a difference between a positive and a
negative term. For a t << c cos 0 the difference may beo o
very small compared with either term.
A significant improvement in the integration over 0q 
was achieved by carrying the integration in two parts, from
TT 7T0 = 0 to — and from — to it . A table of cosines waso 2 2
evaluated and used for both parts, with opposite signs,
ensuring that the values of 0 used were symmetrical abouto
An additional but less serious problem was 
determining the range over which the time integral should 
be extended. Physically, those electrons which survive 
longest before collision experience the greatest curvature 
in their trajectories and therefore contribute most to the 
value of w^(c )• On the other hand the number of surviving 
electrons falls approximately exponentially with time. 
Extension of the time interval requires either evaluation of 
the integrand at more points, thus increasing the computer 
time, or widening the mesh size in time, thus reducing the
K)|
 =i
227
accuracy. In practice it was found that a sufficiently long 
time interval was given by considering the cross-section 
to be constant at the value corresponding to c^ and 
calculating the time for an electron with initial speed c q 
and 9q = 0 to travel a distance equal to nine "mean free 
paths". Even for a rapidly falling cross-section (i.e.
Argon below e = 0.2 eV) it was found that the value of the 
integrand in the t integral was negligible after this time.
The values of w (c ) were found to be independento o
of mesh size when the integrands were evaluated at 200 steps 
in t for 300 steps in 0 . However, round-off errors were
not negligible and double precision calculations were 
required.
Each evaluation of w^ (c q ) required approximately 8 
minutes computing time on an IBM system 360/50.
A6.2 Tests of Computer Programme
Several tests were applied to check the computer 
calculation.
(i) When the collision frequency is constant, i.e.
c q = const, w (c ) is easily evaluated as m o o
eE
w (c ) = -------o o mN q c m o
(Cavalieri and Sesta, 1968).
Values of w (c ) calculated by the computer programme o o
agreed with hand calculations to 0.1% for this case.
(ii) For small values of E/N and large c ,o
and w(c) are expected to be equal for c = c^ (see 
equation 5.3.8), since the approximation that A c << 
very good for these conditions.
w (c ) o o
c is
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For q = const, the values of w (c) and w(c) were m o
found to agree to 0.2% for low E/N and large c. Subsequently
the test was extended to a real gas, helium, with varying
q^ and, again for low E/N and large c, agreement between
w (c) and w(c) was better than 0.1%. o
(iii) The parameter E/N does not appear explicitly
in the expression for w (c ). E and N were thereforeo o
altered while E/N was held constant. No change was observed
in the calculated value of w (c ).o o
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APPENDIX 7
Tables of Drift Velocities of Electrons in 
p - H 2 , n - H 2 , D2 and He
Tables A 7 .1 to A 7 .4 are measurements of W' taken at 
77°K as a single set of measurements for comparative 
purposes (see Chapter 8). The upper entries represent 
results taken for p increasing and the lower for p 
decreasing. The values of were obtained by extrapolation 
of the straight lines discussed in Chapter 8 to zero pressure. 
Values of shown in brackets are subject to some error 
because of surface effects (see section 8.3.1).
Additional supplementary measurements are presented 
in the remaining tables.
Corrections for diffusion have not been applied to any 
of the tables, mainly because the chief interest was in the 
comparative results, but also because the corrections would 
be very small in almost all cases.
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TABLE A7.5
Drift Velocities in Para Hydrogen at 76.8°K for
E/N(Td)
4
0.5 < E/N(Td) < 26.0
W' x 10 ^(cm/sec) at p (torr) =
505 10 15 20
0.5 5.45 5.43 5.42
0.6 5.92 5.90 5.89
0.7 6.31 6.30 6.29
0.8 6.64 6.63 6.62
0.9 6.93 6.93 6.92
1.0 7 . 15 7.13 7.14 7.17
2.0 8.94 8.92 8.93
4.0 11.74 11.73
6.0 14.38 14.35
8.0 16.80 16.77 16.72
10.0 18.99 18.95
12.0 21.01 20.98
14.0 22.94 22.89
16.0 24.75 24.72
18.0 26.53 26.47
20.0 28.21 28.16
22.0 29.86
24.0 31.49
26.0 33.14
Note: Pressure readings below 15 torr have been
taken by extrapolating linearly from the 
nearest calibration point at 15.5 torr.
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TABLE A7.6
Drift Velocities in Normal Hydrogen at 76.8° 
0.5 < E/N(Td) < 26.0
E/N(Td)
4
W ' x - 510 (cm/sec) at p (torr)
5 10 15 20
0.5 4.88 4.87
0.6 5.36 5 . 35
0.7 5.77 5.76
0.8 6.13 6.12
0.9 6.45 6.44
1.0 6.74 6.73 6.72
2.0 8.71 8.70
4.0 11.64 11.62
6.0 14.33 14.29
8.0 16.75 16.73 16.66
10.0 18.94 18.90 18.86
12.0 20.97 20.94
14.0 23.10 22.86
16.0 24.71 24.68
18.0 26.48 26.43
20.0 28.15 28.13
22.0 29.83
24.0 31.47
26.0 33.09
Note: Pressure readings below 15 torr have been
taken by extrapolating linearly from the 
nearest calibration point at 15.5 torr.
for
50
4.86 
5.33 
5.75 
6.11 
6.43 
6.71
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TABLE A7.7
Drift Velocities in Deuterium at 76.8°K for 
0.5 < E/N(Td) < 10.0
- 5E / N (T d ) W 1 x 10 (cm/sec) at p (torr) =
5 10 15 20
0.5 4.80 4.80
0.6 5.08 5.07
0.7 5.31 5.30
0.8 5.51 5.50
0.9 5.69 5.69
1.0 5.87 5.86 5.86
1 . 2 6.20 6.19 6.19
1.5 6.70 6.69 6.68
1.8 7.19 7.18 7.17
2.0 7.51 7.50 7.50
2 . 5 8.30 8.29 8.28
3.0 9.06 9.05
4.0 10.45 10.44 10.42
5.0 11.71 11.69 11.67
6.0 12.86 12.84 12.81
7.0 13.93 13.91
8.0 14.96 14.92
9.0 15.91 15.89
10.0 16.83 16.81
Note : Pre sure readings below 15 torr have been
taken by extrapolating linearly from the
nearest calibrated point at 15.5 torr.
1
2
4
6
8
10
12
14
16
18
20
22
24
26
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TABLE A7.8
Drift Velocities in n - at 293°K for
1 < E / N (T d ) < 26
-5 -1W 1 x 10____ (cm sec )
20.15 15.50 10.0 5.0 4.0
6.236 6.247 6.262
8.379 8.386 8.408
11.47 11.47 11.50
14.15 14.16 14.19
16.55 16.60 16.69
18.80 18.91
20.82 20.91
22.78
24.65 24.75
26.43 26.43
28.13 28.17
29.74 29.87
31.44 31.50
33.06 33.10
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APPENDIX 8
Publications
(i) Crompton, R.W. and Robertson, A.G.
"The pressure dependence of the drift velocities 
of low energy electrons in H , and He at 77°K."
Bull. Am. Phys. Soc. , 1_£, 259 , 1969.
(ii) Crompton, R.W., Eiford, M.T. and Robertson, A.G.
"The momentum transfer cross-section for electrons 
in helium derived from drift velocities at 77°K."
Aust. J. Phys. (accepted for publication) 1970.
(iii) Crompton, R.W., Gibson, D.K. and Robertson, A.G.
"Vibrational excitation of H ^  by low energy 
electrons . "
Phys. Rev. (accepted for publication) 1970.
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