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Abstract
Let K/F be a quadratic extension of p-adic fields, σ the nontrivial element of the Galois
group of K over F , and ∆ a quasi-square-integrable representation of GL(n,K). Denoting
by ∆∨ the smooth contragredient of ∆, and by ∆σ the representation ∆ ◦ σ, we show that
representation ofGL(2n,K) obtained by normalized parabolic induction of the representation
∆∨⊗∆σ, is distinguished with respect to GL(2n, F ). This is a step towards the classification
of distinguished generic representations of general linear groups over p-adic fields.
Introduction
Let K/F be a quadratic extension of p-adic fields, σ the nontrivial element of the Galois group
of K over F , and ∆ a quasi-square-integrable representation of GL(n,K). We denote by σ again
the automorphism of M2n(K) induced by σ.
If χ is a character of F ∗, a smooth representation ρ of GL(2n,K) is said to be χ-distinguished if
there is a nonzero linear form L on its space V , verifying L(ρ(h)v) = χ(det(h))L(v) for all h in
GL(2n, F ) and v in V , we say distinguished if χ = 1. If ρ is irreducible, the space of such linear
forms is of dimension at most 1 (Proposition 11 of [F2]).
Calling ∆∨ the smooth contragredient of ∆ and ∆σ the representation ∆◦σ, we denote by ∆σ×∆∨
the representation of GL(2n,K), obtained by normalized induction of the representation ∆σ⊗∆∨
of the standard parabolic subgroup of type (n, n). The aim of the present work is to show that
the representation ∆σ ×∆∨ is distinguished.
The case n = 1 is treated in [H] for unitary ∆σ×∆∨, using a criterion characterizing distinction in
terms of gamma factors. In [F3], Flicker defines a linear form on the space of ∆σ×∆∨ by a formal
integral which would define the invariant linear form once the convergence is insured. Finally in
[F-H], for n = 1, the convergence of this linear form is obtained for ∆σ| |sK × ∆
∨| |−sK and s of
real part large enough when ∆ is unitary, the conclusion follows from an analytic continuation
argument.
We generalize this method here. The first section is about notations and basic concepts used in
the rest of the work.
In the second section, we state a theorem of Bernstein (Theorem 2.1) about rationality of solutions
of polynomial systems, and use it as in [C-P] or [Ba], in order to show, in Proposition 2.2, the
holomorphy of integrals of Whittaker functions depending on several complex variables.
The third section is devoted to the proof of theorem 3.1, which asserts that the representation
∆σ| |sK ×∆
∨| |−sK is distinguished when ∆ is unitary and Re(s) is in a neighbourhood of n.
In the fourth section, we extend the result in Theorem 4.2 to every complex number s. Our proof
relies decisively on a theorem of Youngbin Ok (Proposition 2.3 of the present paper), which is a
twisted version of a well-known theorem of Bernstein ([Ber], Theorem A).
We end this introduction by recalling a conjecture about classification of distinguished generic
representations:
Conjecture. Let m be a positive integer, and ρ a generic representation of the group GL(m,K),
obtained by normalized parabolic induction of quasi-square-integrable representations ∆1, . . . ,∆t.
It is distinguished if and only if there exists a reordering of the ∆i’s, and an integer r between 1
and t/2, such that we have ∆σi+1 = ∆
∨
i for i = 1, 3, .., 2r− 1, and ∆i is distinguished for i > 2r.
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We denote by η the nontrivial character of F ∗ trivial on the norms of K∗. According to
Proposition 26 in [F1], Proposition 12 of [F2], Theorem 6 of [K], and Corollary 1.6 [A-K-T], our
result reduces the proof of the conjecture to show that representations of the form ∆1 × · · · ×∆t
with ∆σi+1 = ∆
∨
i for i = 1, 3, .., 2r − 1 for some r between 1 and t/2, and non isomorphic
distinguished or η-distinguished ∆i’s for i > 2r are not distinguished whenever one of the ∆i’s is
η-distinguished for i > 2r. According to [M3], the preceding conjecture implies the equality of the
analytically defined Asai L-function and the Galois Asai L-function of a generic representation.
1 Notations
We denote by | |K and | |F the respective absolute values on K
∗, by qK and qF the respective
cardinalities of their residual field, by RK the valuation ring of K, and by PK the maximal ideal
of RK . The restriction of | |K to F is equal to | |
2
F .
More generally, if the context is clear, we denote by |M |K and |M |F the positive numbers
|det(M)|K and |det(M)|F for M a square matrix with determinant in K and F respectively.
We denote by Gn the algebraic group GL(n). Hence if π is a representation of Gn(K) for some
positive n, and if s is a complex number, we denote by π| |sK the twist of π by the character
|det( )|sK .
We call partition of a positive integer n, a family n¯ = (n1, . . . , nt) of positive integers (for a
certain t in N − {0}), such that the sum n1 + · · · + nt is equal to n. To such a partition, we
associate a subgroup of Gn(K) denoted by Pn¯(K), given by matrices of the form

g1 ⋆ ⋆ ⋆ ⋆
g2 ⋆ ⋆ ⋆
. . . ⋆ ⋆
gt−1 ⋆
gt

 ,
with gi in Gni(K) for i between 1 and t. We call it the standard parabolic subgroup associated
with the partition n¯. We denote by Nn¯(K) its unipotent radical subgroup, given by the matrices

In1 ⋆ ⋆
. . . ⋆
Int

 ,
and we denote it by Nn(K) when n¯ = (1, . . . , 1). We denote by Mn¯(K) the standard Levi sub-
group of matrices


g1
. . .
gt

 , with gi in Gni(K) for i between 1 and t.
Finally we denote by Pn(K) the affine subgroup of GL(n,K) given by the matrices
(
g ⋆
1
)
,
with g in GL(n− 1,K).
Let X be a locally closed space of an l-group G, and H closed subgroup of G, with H.X ⊂ X . If
V is a complex vector space, we denote by C∞(X,V ) the space of smooth functions from X to
V , and by C∞c (X,V ) the space of smooth functions with compact support from X to V (if one
has V = C, we simply denote it by C∞c (X)).
If ρ is a complex representation of H in Vρ, we denote by C
∞(H\X, ρ, Vρ) the space of functions
f from X to Vρ, fixed under the action by right translation of some compact open subgroup Uf
of G, and which verify f(hx) = ρ(h)f(x) for h ∈ H , and x ∈ X (if ρ is a character, we denote
this space by C∞(H\X, ρ). We denote by C∞c (H\X, ρ, Vρ) subspace of functions with support
compact modulo H of C∞(H\X, ρ, Vρ).
We denote by IndGH(ρ) the representation by right translation of G in C
∞(H\G, ρ, Vρ) and by
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indGH(ρ) the representation by right translation of G in C
∞
c (H\G, ρ, Vρ). We denote by Ind
′G
H(ρ)
the normalized induced representation IndGH((∆G/∆H)
1/2ρ) and by ind′GH(ρ) the normalized in-
duced representation indGH((∆G/∆H)
1/2ρ).
Let n be a positive integer, and n¯ = (n1, . . . , nt) be a partition of n, and suppose that we have a
representation (ρi, Vi) of GL(ni,K) for each i between 1 and t. Let ρ be the extension to Pn¯(K)
of the natural representation ρ1⊗ · · · ⊗ ρt of GL(n1,K)× · · · ×GL(nt,K), by taking it trivial on
Nn¯(K). We denote by ρ1 × · · · × ρt the representation Ind
′GL(n,K)
Pn¯(K)
(ρ).
2 Analytic continuation of Whittaker forms
If ρ is a generic representation of Gn(K), and ψ is a nontrivial character of K, trivial on F , then
for every W in the Whittaker model W (ρ, ψ) of ρ, by standard arguments, the following integral
is convergent for Re(s) large, and defines a rational function in q−sF :
I(0)(W, s) =
∫
Nn(F )\Pn(F )
W (p)|det(p)|F
s−1
dp.
By standard arguments again, the vector space generated by the functions I(0)(W, s), for W
in W (ρ, ψ), is a fractional ideal I(0)(π) of C[q
−s
F , q
s
F ], which has a unique generator which is an
Euler factor, independent of ψ, that we denote by LKF,(0)(ρ, s).
Similarly, if ρ′ is another generic representation of Gn(K), then for every W and W
′ in the
Whittaker models W (ρ, ψ) and W (ρ′, ψ−1), the following integral is convergent for Re(s) large,
and defines a rational function in q−sK , which has a Laurent series development in q
−s
K :
I(0)(W,W
′, s) =
∫
Nn(K)\Pn(K)
W (p)W ′(p)|det(p)|K
s−1
dp.
The vector space generated by the functions I(0)(W,W
′, s), is a fractional ideal of C[q−sK , q
s
K ],
which has a unique generator which is an Euler factor, independent of ψ, that we denote by
L(0)(ρ× ρ
′, s).
According to theorem 9.7 of [Z], there is a partition of n and quasi-square-integrable rep-
resentations ∆1, . . . ,∆t associated to it such that ρ is isomorphic to ∆1 × · · · × ∆t. The map
u = (u1, . . . , ut) 7→ q
u
K = (q
u1
K , . . . , q
ut
K ) defines an isomorphism of varieties between (DK)
t =
(C/ 2ipiln(qK)Z )
t and (C∗)t. We also denote by DF the variety (C/
2ipi
ln(qF )Z
) which the isomorphism
s 7→ q−sF identifies to (C
∗)t, and we denote by D the product (DK)
t ×DF .
Associate to u and ρ is the representation ρu = ∆1| |
u1
K × · · · ×∆t| |
ut
K . In their classical model,
for every representation ρu, the restrictions of the functions of the space of ρu to the maximal
compact subgroup GL(n,RK) of GL(n,K) define the same space Fρ, which is called the space
of flat sections of the series ρu. To each f in Fρ, corresponds a unique function fu in ρu. It
is known that for fixed g in GL(n,K) and f in Fρ, the function (u, s) 7→ |g|
s
Kρu(g)f belongs
to C[D] ⊗C Fρ. For every f in Fρ and u in (DK)
t, there is a function Wf,u = Wfu defined in
Section 3.1 of [C-P] in the Whittaker model W (ρu, ψ), such that Wf,u describes W (ρu, ψ) when
f describes Fρ. The space W
(0) is defined in [C-P] as the complex vector space generated by the
functions (g, u) 7→Wf,u(gg
′) for g′ in GL(n,K).
We will need a theorem of Bernstein insuring rationality of solutions of polynomial systems.
The setting is the following.
Let V be a complex vector space of countable dimension. Let R be an index set, and let Ξ be a
collection {(xr , cr)|r ∈ R} with xr ∈ V and cr ∈ C. A linear form λ in V
∗ = HomC(V,C) is said
to be a solution of the system Ξ if λ(xr) = cr for all r in R.
Let D be an irreducible algebraic variety over C, and suppose that to each d, a system Ξd =
{(xr(d), cr(d))|r ∈ R} with the index set R independent of d in D. We say that the family of
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systems {Ξd, d ∈ D} is polynomial if xr(d) and cr(d) belong respectively to C[D]⊗C V and C[D].
LetM = C(D) be the field of fractions of C[D], we denote by VM the spaceM⊗C V and by V
∗
M
the space HomM(VM,M).
The following statement is a consequence of Bernstein’s theorem, the discussion preceding it, and
its corollary in Section 1 of [Ba].
Theorem 2.1. (Bernstein) Suppose that in the above situation, the variety D is nonsingular and
that there exists a non-empty subset Ω ⊂ D open in the usual complex topology of D, such that for
each d in Ω, the system Ξd has a unique solution λd. Then the system Ξ = {(xr(d), cr(d))|r ∈ R}
over the field M = C(D) has a unique solution λ(d) in V ∗M, and λ(d) = λd is the unique solution
of Ξd on Ω.
In order to apply this theorem, we first prove the following proposition.
Proposition 2.1. Let ρ be a generic representation of Gn(K), there are t affine linear forms Li,
for i between 1 and t, with Li depending on the variable ui, such that if the Li(ui)’s and s have
positive real parts, the integral I(0)(W, s) =
∫
Nn(F )\Pn(F )
W (p)|det(p)|s−1F dp is convergent for any
W in W (ρu, ψ).
Proof. We recall the following claim, which is proved in the lemma of Section 4 of [F1].
Claim. Let τ be a sub-Pn(K)-module of C
∞(Nn(K)\Pn(K), ψ), such that for every k between
0 and n, the central exponents of the shifted derivatives τ [k] (see [Ber] 7.2) are positive (i.e.
the central characters of all the irreducible sub quotients of τ [k] have positive real parts), then
whenever W belongs to τ , the integral
∫
Nn(F )\Pn(F )
W (p)dp is absolutely convergent.
Applying this to our situation, and denoting by eρ the maximal element of the set of central
exponents of ρ (see Section 7.2 of [Ber]), we deduce that as soon as u is such that Li(u) = ui−eρ−1
has positive real part for i between 1 and t, and as soon as s has positive real part, the integral∫
Nn(F )\Pn(F )
W (p)|det(p)|s−1F dp converges for all W in W (ρu, ψ).
We now can prove the following:
Proposition 2.2. Let ρ be a generic representation of GL(n,K), for every f in Fρ, the function
I(0)(Wf,u, s) belongs to C(q
−u
F , q
−s
F ).
Proof. In our situation, the underlying vector space is V = Fρ and is of countable dimension
because ρ is admissible. The invariance property satisfied by the functional I(0), for Re(s) large
enouigh, is
I(0)(ρu(p)Wf,u, s) = |det(p)|
1−s
F I(0)(Wf,u, s) (1)
for f in Fρ, and p in Pn(F ).
From the proof of Theorem 1 of [K], it follows that out of the hyperplanes in (u, s) defined by
c
ρ
(j)
u
(t) = |t|
(n−j)(s−1)
F , where ρ
(j)
u is the representation of Gn−j(F ) called the j-th derivative of
ρu (see summary before Proposition 2.3 of [A-K-T]), for j from 1 to n, the space of solutions
of equation 1 is of dimension at most one. If we take a basis of (fα)α∈A of Fρ, the polynomial
family over the irreducible complex variety D = (DK)
t × DF of systems Ξ
′
d, for d = (u, s) ∈ D
expressing the invariance of I(0) is given by:
Ξ′d =
{
(ρu(p)ρu(gi)fα − |det(p)|
1−s
F ρu(gi)fα, 0),
α ∈ A, p ∈ Pn(F ), gi ∈ Gn(K)
}
Now we define Ω to be the intersection of the three following subsets of D:
• the intersection of the complements of the hyperplanes on which uniqueness up to scalar
fails,
• the intersection of the domains {Re(Li(u)) > 0} and {Re(s) > 0}, on which I(0)(Wf,u, φ, s)
is given by an absolutely convergent integral.
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The functional I(0) is the unique solution up to scalars of the system Ξ
′, in order to apply
Theorem 2.1, we add for each d ∈ D a normalization equation Ed depending polynomially on d.
This is done as follows.
From Proposition 3.4 of [M3], if F is a positive function in C∞c (Nn(K)\Pn(K), ψ), we choose aW
in W
(0)
ρ such that its restriction to Pn(K) is of the form W (u, p) = F (p)P (q
±u
K ) for some nonzero
P in P0. We thus have the equality I(0)(W,u, s) =
∫
Nn(F )\Pn(F )
F (p)|det(p)|s−1F dpP (q
±u). Call-
ing c the constant r
∫
Nn(F )\Pn(F )
F (p)|det(p)|s−1F dp, this latter equality becomes I(0)(W,u, s) =
cP (q±uK ).
Now asW is inW
(0)
ρ , it can be expressed as a finite linear combinationW (g, u) =
∑
k ρu(gα)Wfα,u(g)
for appropriate gα ∈ GL(n,K). Hence our polynomial family of normalization equations (which
is actually independent of s) can be written
E(u,s) =
{
(
∑
α
ρu(gα)fα, cP (q
±u
K )
}
.
We now call Ξ the system given by Ξ′ and E, it satisfies the hypotheses of Theorem 2.1, because
on the open subset Ω, the functional I(0)(,(u, s)) is well defined and is the unique solution of the
system for every (u, s) in Ω. We thus conclude that there is a functional I ′ which is a solution of
Ξ such that (u, s) 7→ I ′(Wf,u, s) is a rational function of q
±u
F and q
±s
F for f ∈ Fρ. We also know
from Theorem 2.1 that I ′(Wf,u, s) is equal to I(0)(W,u, s) on Ω. Hence I(0)(W,u, s) is equal to
the rational function I ′(Wf,u, s) when it is defined by a convergent integral for (u, s) in Ω, and
we extend it by I ′(Wf,u, s) for general (u, s) (and still denote it by I(0)(W,u, s)).
We now recall the following theorem of Youngbin Ok:
Proposition 2.3. ([Ok], Theorem 3.1.2 or Proposition 1.1 of [M2]) Let ρ be an irreducible
distinguished representation of Gn(K), if L is a Pn(F )-invariant linear form on the space of ρ,
then it is actually Gn(F )-invariant.
We also recall the proposition 2.3 of [M2].
Proposition 2.4. Let ρ be a generic representation of Gn(K), for any s ∈ C, the functional
Λρ,s : W 7→ I(0)(W, s)/L(0)(ρ, s) defines a nonzero linear form on W (ρ, ψ) which transforms by
| |1−sF under the affine subgroup Pn(F ).
For fixed W in W (ρ, ψ), the function s 7→ Λρ,s(W ) is a polynomial of q
−s
F .
3 Distinction of representations piσ| |sK × pi
∨| |−sK for unitary
pi, Re(s) near n
We denote by G the group GL(2n,K), by H its subgroup GL(2n, F ), by G′ the group GL(n,K)
and byM the groupMn(K). We denote by P the group P(n,n)(K), and byN the groupN(n,n)(K).
We denote by H¯ subgroup of G given by matrices of the form
(
A B
Bσ Aσ
)
, and by T¯ the sub-
group of H¯ of matrices
(
A 0
0 Aσ
)
, with A in G′.
We let δ be an element ofK−F whose square belongs to F , and let U be the matrix
(
In −δIn
In δIn
)
of G, andW the matrix
(
In
In
)
. One has UσU−1 =W and the groupH is equal to U−1H¯U .
Lemma 3.1. The double class PUH is opened in G.
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Proof. Call S the space of matrices g in G verifying gσ = g−1, which is, from Proposition 3. of
chapter 10 of [S], homeomorphic to the quotient space G/H by the map Q : g 7→ gσg−1. As
the map Q sends U on W , the double class PUH corresponds to the open subset of matrices(
A B
C D
)
in S such that det(C) 6= 0, the conclusion follows.
We prove the following integration formula.
Lemma 3.2. There is a right invariant measure dh˙ on the quotient space T¯ \H¯, and a Haar
measure dB on M , such that for any measurable positive function φ on the quotient space T¯\H¯,
then the integrals ∫
T¯\H¯
φ(h˙)dh˙
and ∫
M
φ
(
In B
Bσ In
)
dB
|In −BBσ|nK
are equal.
Proof. It suffices to show this equality when φ is positive, continuous with compact support in
T¯\H¯ . We fix Haar measures dt on T¯ and dg on H¯ , such that dh˙dt = dg. It is known that there
exists some positive function φ˜ with compact support in H¯ , such that φ = φ˜T¯ , which means that
for any h˙ in H¯, one has φ(h˙) =
∫
T¯
φ˜(tg)dt. One then has the relation∫
T¯\H¯
φ(h˙)dh˙ =
∫
H¯
φ˜(g)dg.
Now as H¯ is conjugate to H , there are Haar measures dA and dB on M such that dt is equal to
d∗A = dA|A|nK
, and the Haar measure on H¯ is described by the relation
d
(
A B
Bσ Aσ
)
=
dAdB∣∣∣∣
(
A B
Bσ Aσ
)∣∣∣∣
2n
F
=
dAdB∣∣∣∣
(
A B
Bσ Aσ
)∣∣∣∣
n
K
.
Hence we have
∫
T¯\H¯
φ(h˙)dh˙ =
∫
M×M φ˜
(
A B
Bσ Aσ
)
dAdB˛˛
˛˛
˛˛
0
@ A B
Bσ Aσ
1
A
˛˛
˛˛
˛˛
n
K
=
∫
M×M φ˜
[(
A
Aσ
)(
In A
−1B
(A−1B)σ In
)]
dAdB
|A|2nK |In−A
−1B(A−1B)σ |nK
as the complement of G′ is a set of measure zero of M (we recall that if M is in G′, one has
det
(
I M
Mσ I
)
=det
((
I M
Mσ I
)(
I
−Mσ I
))
=det
(
I −MMσ M
I
)
=det(I −MMσ)).
This becomes after the change of variable B := A−1B equal to∫
M×M
φ˜
[(
A
Aσ
)(
In B
Bσ In
)]
dA
|A|nK
dB
|In −BBσ|nK
which is itself equal to∫
G′×M
φ˜
[(
A
Aσ
)(
In B
Bσ In
)]
d∗A
dB
|In −BBσ|nK
.
The conclusion follows from the fact that φ˜T¯ is equal to φ.
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Theorem 3.1. Let n be a positive integer, and let π be a generic unitary representation of G′.
Then the representation πσ| |sK × π
∨| |−sK is a distinguished representation of G for s of real part
in a neighbourhood of n.
Proof. We denote by Πs the representation π
σ| |sK × π
∨| |−sK of G2n(K). Let V be the space of
the representation π (and πσ), and V ∨ be the space of its smooth contragredient π∨.
We first start with the following lemma:
Lemma 3.3. Any coefficient of the representation Πu is bounded for Re(u) near zero.
Proof of Lemma 3.3. From [Ber], as Π0 (resp. Π
∨
0 ) is unitary, we know that all its shifted deriva-
tives have positive central exponents. Actually, this latter property remains true for Πu (resp.
Π∨u ) for Re(u) in a neighbourhood of zero.
Realizing Πu in its Whittaker W (Πu, ψ), it is a consequence of [Ber], Theorem B (since Πu is
always irreducible for Re(u) near zero), and of Proposition 5.1 of the appendix, that any coef-
ficient of Πu is of the form g 7→
∫
Nn(K)\Pn(K)
Πu(g)W (p)W
′(p)dp, for W in W (Πu, ψ) and W
′
in W (Π∨u , ψ
−1). But then, from Cauchy-Schwartz inequality, we see that any coefficient of Πu is
bounded on Pn(K). Now because the central character of Πu is unitary, this implies that any
coefficient of Πu is bounded on the maximal parabolic subgroup Pn−1,1(K). This latter fact,
combined with the Iwasawa decomposition in Gn(K), and the smoothness of the coefficients,
implies that the coefficients of Πu are actually bounded on Gn(K).
We denote by L the linear form on V ⊗ V ∨ who sends the elementary tensor v⊗ v∨ to v∨(v),
it is clearly invariant under the group πσ ⊗ π∨(T¯ ).
Step 1.
We denote by ρs the representation P , which is the extension of π
σ| |sK ⊗ π
∨| |−sK to P by the
trivial representation of N(n,n)(K). Here for every s, the group P acts through the representation
ρs on V ⊗ V
∨.
As a function fs in the space C
∞
c (P\G,∆
−1/2
P ρs) of π
σ| |sK × π
∨| |−sK , verifies relation
fs
[(
A ⋆
0 B
)
g
]
=
|det(A)|
n/2+s
K
|det(B)|
n/2+s
K
πσ(A)⊗ π∨(B)f(g),
we deduce that the restriction to H¯ of the function Lfs : g 7→ L(fs(g)) belongs to the space
C∞(T¯\H¯), but its support modulo T¯ is generally not compact, we will show later that the space
of functions obtained this way contains C∞c (T¯\H¯) as a proper subspace. We must show that for
s = n+ u with u near zero, the integral
∫
T¯\H¯
|Lfs(h˙)|dh˙ converges.
Denoting by ηs the function on G
′ defined by ηs[
(
A1 X
A2
)
k] = ( |A1|K|A2|K )
s, For any complex
numbers t and u, the multiplication map fu 7→ ft+u = ηtfu is a vector space isomorphism between
C∞c (P\G,∆
−1/2
P ρu) and C
∞
c (P\G,∆
−1/2
P ρt+u).
In the following, all equalities will be formal, we will show that they have sense for t = n
and u near zero at the end of this step, by proving the absolute convergence of the considered
integrals. According to lemma 3.2, the integral
∫
T¯\H¯
|Lft+u(h˙)|dh˙ is equal to∫
M
|Lft+u |
(
In B
Bσ In
)
dB
|In −BBσ|nK
=
∫
M
ηRe(t)
(
In B
Bσ In
)
|Lfu |
(
In B
Bσ In
)
dB
|In −BBσ|nK
.
Now we suppose that Re(u) is near zero. We remind that the quantity |Lfu |
(
In B
Bσ In
)
is defined for B such that det
(
In B
Bσ In
)
6= 0, we claim that it is actually bounded by some
7
positive real number M .
Indeed the linear for v∨ : fu 7→ L(fu(I2n)) belongs to the smooth dual of Πu, and the coefficient
|Lfu |(g) which equals | < v
∨,Πu(g)fu > |, is bounded by Lemma 3.3
As before, we can suppose that B belongs to G′, hence the following decomposition holds(
In B
Bσ In
)
=
(
(−In +BB
σ)B−σ In
Bσ
)(
In
In
)(
In B
−σ
In
)
.
Denoting by η˜s the function g 7→ ηs(wg), we only need to look at the convergence of the
integral:
∫
M ηRe(t)
(
In B
Bσ In
)
dB
|In−BBσ|nK
=
∫
M (
|BBσ−In|K
|B|2K
)Re(t)η˜Re(t)
(
In B
−σ
In
)
dB
|In−BBσ|nK
=
∫
G′(
|In−BB
σ|K
|B|2K
)Re(t)η˜Re(t)
(
In B
−σ
In
)
|B|nKd
∗B
|In−BBσ |nK
=
∫
G′
(|In−C
−σC−1|K |C|
2
K)
Re(t)
|In−C−σC−1|nK
η˜Re(t)
(
In C
In
)
d∗C
|C|nK
=
∫
M
|CCσ − In|
Re(t)−n
K η˜Re(t)
(
In C
In
)
dC
We recognize here the function η˜ of 4. (3) of [J-P-S] (p.411). The following lemma and its
demonstration was communicated to me by Jacquet.
Lemma 3.4. (Jacquet) Let Φ0 be the characteristic function ofMn(RK), then from the Godement-
Jacquet theory of Zeta functions of simple algebras, the integral
∫
G′
φ0(H)|H |
u
Kd
∗H is conver-
gent for Re(t) ≥ n − 1, and is equal to 1/P (q−tK ) for a nonzero polynomial P . Then, for
Re(t) ≥ (n−1)/2, and g in G′, denoting by φ the characteristic function of Mn,2n(RK) (matrices
with n rows and 2n columns) one has
η˜t(g) = P (q
−2s
K )|g|
t
K
∫
G′
Φ[(H, 0)g]|H |2tKd
∗H.
Proof of the lemma. It is a consequence of the decomposition G′ = N−(n,n)(K)M(n,n)(K)G2n(RK)
(with N−(n,n)(K) the opposite of N(n,n)(K)), and of the fact that functions on both sides verify
the relation f [
(
A1
X A2
)
g] =
|A2|
t
K
|A1|tK
f(g), and are both equal to 1 on G2n(RK) (if d
∗H is
normalized so that the maximal compact subgroup G2n(RK) has measure 1).
Finally, we suppose moreover that Re(t) = n, hence we need to check the convergence of∫
M
η˜n
(
In C
In
)
dC =
∫
M
(P (q−2nK )
∫
G′
Φ[(H,HC)]|H |2nK d
∗H)dC
As the functions in the integrals are positive, by Fubini’s theorem, this latter is equal to:
P (q−2sK )
∫
G′
∫
M
Φ[(H,HC)]dC|H |2nK d
∗H
= P (q−2sK )
∫
G′
∫
M
Φ[(H,C)]dC|H |nKd
∗H
= P (q−2sK )
∫
M
∫
M
Φ[(H,C)]dC
which clearly converges.
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Hence we proved that the H-invariant linear form fs 7→
∫
T¯\H¯
Lfs(h˙)dh˙ on Πs was well defined
for Re(s) in a neighbourhood of n.
Step 2.
Suppose that the complex number s has real part greater than n. We are going to show that the
linear form Λ : fs 7→
∫
T¯\H¯
Lfs(h˙)dh˙ is nonzero. More precisely we are going to show that the
space of functions L(f) on T¯\H¯ for f in C∞c (P\G,∆
−1/2
P ρs), contain C
∞
c (T¯ \H¯).
According to Lemma 3.1 , the double class PUH is opened in G, hence the extension by zero out-
side PUH gives an injection of the space C∞c (P\PUH,∆
−1/2
P ρs) into the space C
∞
c (P\G,∆
−1/2
P ρs).
But the right translation by U , which is a vector space automorphism of C∞c (P\G,∆
−1/2
P ρs),
sends C∞c (P\PUH,∆
−1/2
P ρs) onto C
∞
c (P\PH¯,∆
−1/2
P ρs), hence C
∞
c (P\PH¯,∆
−1/2
P ρs) is a sub-
space of C∞c (P\G,∆
−1/2
P ρs).
Now restriction to H¯ defines an isomorphism between C∞c (P\PH¯,∆
−1/2
P ρs) and C
∞
c (T¯\H¯, ρs)
because ∆P has trivial restriction to the group T¯ . But then the map f 7→ L(f) defines a morphism
of H¯-modules from C∞c (T¯\H¯, ρs) to C
∞
c (T¯\H¯), which is surjective because of the commutativity
of the following diagram,
C∞c (H¯)⊗ Vρs
Id⊗L
−→ C∞c (H¯)
↓ ↓
C∞c (T¯ \H¯, ρs) −→ C
∞
c (T¯\H¯)
,
where the vertical arrows defined in Lemma 2.9 of [M1] and the upper arrow are surjective.
We thus proved that space of restrictions to H¯ of functions of L(f), for f in C∞c (P\G,∆
−1/2
P ρs),
contain C∞c (T¯ \H¯), hence Λ is nonzero and the representation π
σ| |sK × π
∨| |−sK is distinguished
for Re(s) near n.
4 Distinction of ∆σ ×∆∨ for quasi-square-integrable ∆
Now we are going to restrain ourself to the case of π a discrete series representation.
We recall if ρ is a supercuspidal representation of Gr(K) for a positive integer r. The representa-
tion ρ×ρ| |F×· · ·×ρ| |
l−1
F of Grl(K) is reducible, with a unique irreducible quotient that we denote
by [ρ| |l−1K , ρ| |
l−2
K , . . . , ρ]. A representation ∆ of the group Gn(K) is quasi-square-integrable if and
only if there is r ∈ {1, . . . , n} and l ∈ {1, . . . , n} with lr = n, and ρ a supercuspidal representation
of Gr(K) such that the representation ∆ is equal to [ρ| |
l−1
K , ρ| |
l−2
K , . . . , ρ], the representation ρ
is unique.
Let ∆1 and ∆2 be two quasi-square-integrable representations of Gl1r(K) and Gl2r′(K), of the
form [ρ1| |
l1−1
K , ρ1| |
l1−2
K , . . . , ρ1] with ρ1 a supercuspidal representation of Gr(K), and
[ρ2| |
l2−1
K , ρ1| |
l2−2
K , . . . , ρ2] with ρ2 a supercuspidal representation of Gr′(K) respectively, then if
ρ1 = ρ2| |
l2
K , we denote by [∆1,∆2] the quasi-square integrable representation [ρ1| |
l1−1
K , . . . , ρ2]
of G(l1+l2)r(K). Two quasi-square-integrable representations ∆ = [ρ| |
l−1
K , ρ| |
l−2
K , . . . , ρ] and
∆′ = [ρ′| |l
′−1
K , ρ
′| |l
′−2
K , . . . , ρ
′] of Gn(K) and Gn′(K) are said to be linked if ρ
′ = ρ| |k
′
K with k
′
between 1 and l, and l′ > l, or if ρ = ρ′| |kK , with k between 1 and l
′, and l > l′. It is known
that the representation ∆ × ∆′ always has a nonzero Whittaker functional on its space, and is
irreducible if and only if ∆ and ∆′ are unlinked.
We will need the following theorem.
Theorem 4.1. Let n1 and n2 be two positive integers, and ∆1 and ∆2 be two unlinked quasi-
square integrable representations of Gn1(K) and Gn2(K) respectively. If the representation ∆1 ×
∆2 of Gn1+n2(K) is distinguished, then either both ∆1 and ∆2 are distinguished, either ∆
∨
2 is
isomorphic to ∆σ1 .
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Proof. In the proof of this theorem, we will denote by G the group Gn1+n2(K) (not the group
G2n(K) anymore), by H the group Gn1+n2(F ), and by P the group P(n1,n2)(K).
As the representation ∆1 × ∆2 is isomorphic to ∆2 × ∆1, we suppose n1 ≤ n2. From Lemma
4 of [F4], the H-module π has a factor series with factors isomorphic to the representations
indHu−1Pu∩H((δ
1/2
P ∆1⊗∆2)
u) (with (δ
1/2
P ∆1⊗∆2)
u(x) = δ
1/2
P ∆1⊗∆2(uxu
−1)) when u describes
a set of representatives of P\G/H . Hence we first describe such a set.
Lemma 4.1. The matrices uk =


In1−k
Ik −δIk
Ik δIk
In2−k

, give a set of representatives
R(P\G/H) of the double classes P\G/H when k describes the set {0, . . . , n1} (we set u0 =
In1+n2).
Proof of Lemma 4.1. Set n = n1 + n2, the quotient set H\G/P identifies with the set of orbits
of H for its action on the variety of K-vectors spaces of dimension n1 in K
n. We claim that
two vector subspaces V and V ′ of dimension n1 of K
n are in the same H-orbit if and only if
dim(V ∩V σ) equals dim(V ′∩V ′
σ
). This condition is clearly necessary. If it is verified, we choose
S a supplementary space of V ∩ V σ in V and we choose S′ a supplementary space of V ′ ∩ V ′
σ
in V ′, S and S′ have same dimension. We also choose Q a supplementary space of V + V σ in
Kn defined over F (i.e. stable under σ, or equivalently having a basis in the space Fn of fixed
points of Kn under σ), and Q′ a supplementary space of V ′ + V ′
σ
in Kn defined over F , and
Q and Q′ have the same dimension. Hence we can decompose Kn in the two following ways:
Kn = (V ∩V σ)⊕ (S⊕Sσ)⊕Q and Kn = (V ′∩V ′
σ
)⊕ (S′⊕S′
σ
)⊕Q′. Let u1 be an isomorphism
between V ∩ V σ and V ′ ∩ V ′
σ
defined over F (i.e. u(vσ1 ) = u(v1)
σ for v1 in V ∩ V
σ), u2 an
isomorphism between S and S′ (to which we associate an isomorphism u3 between S
σ and S′
σ
defined by u3(v) = (u2(v
σ))σ for v in Sσ), and u4 an isomorphism between Q and Q
′ defined over
F . Then the isomorphism h defined by v1 + v2 + v3 + v4 7→ u1(v1) + u2(v2) + u3(v3) + u4(v4) is
defined over F , and sends V = S ⊕ V ∩ V σ to V ′ = S′ ⊕ V ′ ∩ V ′σ, hence V and V ′ are in the
same H-orbit.
If (e1, . . . , en) is the canonical basis of K
n, we denote by Vn1 the space V ect(e1, . . . , en1). Let k be
an integer between 0 and n1, the image Vk of Vn1 by the morphism whose matrix in the canonical
basis ofKn is


In1−k
1/2Ik 1/2Ik
−1/(2δ)Ik 1/(2δ)Ik
In2−k

 verifies dim(Vn1∩V σn1) = n1−k. Hence the
matrices


In1−k
1/2Ik 1/2Ik
−1/(2δ)Ik 1/(2δ)Ik
In2−k

 for k between 0 and n1 give a set of representa-
tives of the quotient set H\G/P , which implies that their inverses


In1−k
Ik −δIk
Ik δIk
In2−k


give a set of representatives of P\G/H .
We will also need to understand the structure of the group P ∩ uHu−1 for u in R(P\G/H).
Lemma 4.2. Let k be an integer between 0 and n2, we deduce the group P ∩ ukHu
−1
k is the
group of matrices of the form


H1 X X
σ M
A Y
Aσ Y σ
H2

 for H1 in Gn1−k(F ), H2 in Gn2−k(F ), A in
Gk(K), X in Mn1−k,k(K), Y in Mk,n2−k(K), and M in Mn1−k,n2−k(F ). It is the semi-direct
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product of the subgroup Mk(F ) of matrices of the preceding form with X, Y , and M equal to zero,
and of the subgroup Nk of matrices of the preceding form with H1 = In1−k, H2 = In2−k, and
A = Ik. Moreover denoting by Pk the parabolic subgroup of M(n1,n2)(K) associated with the sub
partition (n1 − k, k, k, n2− k) of (n1, n2), the following relation of modulus characters is verified:
δ2
P∩ukHu
−1
k |Mk(F )
= (δPkδP )|Mk(F ).
Proof of Lemma 4.2. One verifies that the algebra ukMn(K)u
−1
k consists of matrices having the
block decomposition corresponding to the partition (n1−k, k, k, n2−k) of the form


M1 X X
σ M2
Y A Bσ Y ′
Y σ B Aσ Y ′
σ
M3 X
′ X ′
σ
M4

,
the first part of the proposition follows. For the second part, if the matrix T =


H1
A
Aσ
H2


belongs to Mk(F ), the complex number δP∩ukHu−1k
(T ) is equal to the modulus of the automor-
phism intT of Nk, hence is equal to
|H1|
2k
F |A|
k−n1
K |H1|
n2−k
F |H2|
k−n1
F |A|
n2−k
K |H2|
−2k
F = |H1|
n2+k
F |A|
n2−n1
K |H2|
−k−n1
F .
In the same way, the complex number δPk(T ) equals
|H1|
k
K |A|
k−n1
K |A|
n2−k
K |H2|
−k
F = |H1|
2k
F |A|
n2−n1
K |H2|
−2k
F ,
and δPk(T ) equals (|H1|K |A|K)
n2)(|H2|K |A|K)
−n1) = |H1|
2n2
F |A|
n2−n1
K |H2|
−2n1
F .
The wanted relation between modulus characters follows.
A helpful corollary is the following.
Corollary 4.1. Let Pk be the standard parabolic subgroup of M(n1,n2)(K) associated with the
sub partition (n1 − k, k, k, n2 − k) of (n1, n2), Uk its unipotent radical, and Nk the intersection
of the unipotent radical of the standard parabolic subgroup of G associated with the partition
(n1 − k, k, k, n2 − k) and uHu
−1. Then one has Uk ⊂ NkN .
Proof of Corollary 4.1. It suffices to prove that matrices of the form


In1−k X
Ik
Ik
In2−k


and


In1−k
Ik
Ik Y
In2−k

 for Y andX with coefficients inK, belong to NkN . This is immedi-
ate multiplying on the left by respectively


In1−k X
σ
Ik
Ik
In2−k

 and


In1−k
Ik Y
σ
Ik
In2−k

.
Now if the representation ∆1×∆2 is distinguished, denoting ∆1⊗∆2 by ∆, then at least one
of the factors indHu−1Pu∩H((δ
1/2
P ∆)
u) admits on its space a nonzero H-invariant linear form. This
is equivalent to say that the representation induHu
−1
P∩uHu−1(δ
1/2
P ∆) admits on its space a nonzero
uHu−1-invariant linear form. From Frobenius reciprocity law, the space
HomuHu−1(ind
uHu−1
P∩uHu−1 (δ
1/2
P ∆), 1)
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is isomorphic as a vector space, to
HomP∩uHu−1 (δ
1/2
P ∆, δP∩uHu−1 ) = HomP∩uHu−1(δ
1/2
P /δP∩uHu−1∆, 1).
Hence there is on the space V∆ of ∆ a linear nonzero form L, such that for every p in P ∩uHu
−1,
and for every v in V∆, one has L(χ(p)∆(p)v) = L(v), where χ(p) =
δ
1/2
P
δP∩uHu−1
(p). As both δ
1/2
P
and δP∩uHu−1 are trivial on Nk, so is χ. Now, fixing k such that u = uk, let n belong to Uk, from
Corollary 4.1, we can write n as a product nkn0, with nk in Nk, and n0 in N . As N is included
in Ker(∆), one has L(∆(n)(v)) = L(∆(nkn0)(v)) = L(∆(nk)(v)) = L(χ(nk)∆(nk)v) = L(v).
Hence L is actually a nonzero linear form on the Jacquet module of V∆ associated with Uk. But
we also know that L(χ(mk)∆(mk)v) = L(v) for mk in Mk(F ), which reads according to Lemma
4.2: L(δ
−1/2
Pk
(mk)∆(mk)v) = L(v).
This says that the linear form L is Mk(F )-distinguished on the normalized Jacquet module
rMk,M (∆) (as Mk is also the standard Levi subgroup of M).
But from Proposition 9.5 of [Z], there exist quasi-square-integrable representations ∆′1 ofGn1−k(K),
∆′′1 and ∆
′
2 of Gk(K), and ∆
′′
2 of Gn2−k(K), such that ∆1 = [∆
′
1,∆
′′
1 ] and ∆2 = [∆
′
2,∆
′′
2 ], and
the normalized Jacquet module rMk,M (∆) is isomorphic to ∆
′
1 ⊗ ∆
′′
1 ⊗ ∆
′
2 ⊗ ∆
′′
2 . This latter
representation being distinguished by Mk(F ), the representations ∆
′
1 and ∆
′′
2 are distinguished
and we have ∆′2
∨
= ∆′′1
σ
. Now we recall from Proposition 12 of [F2], that we also know that
either ∆1 and ∆2 are Galois auto dual, or we have ∆
∨
2 = ∆
σ
1 . In the first case, the representations
∆1 and ∆2 are unitary because so is their central character, and if nonzero, ∆
′
1 and ∆
′′
2 are also
unitary. This implies that either ∆1 = ∆
′
1 and ∆2 = ∆
′′
2 (i.e. ∆1 and ∆2 distinguished), or
∆1 = ∆
′′
1 and ∆2 = ∆
′′
2 (i.e. ∆
σ
1 = ∆
∨
2 ). This ends the proof of Theorem 4.1.
We refer to Section 2 of [M3] for a survey about Asai L-functions of generic representations,
we will use the same notations here. We recall that if π is a generic representation of Gr(K) for
some positive integer r, its Asai L-function is equal to the product LKF,rad(ex)(π)L
K
F,(0)(π), where
LKF,rad(ex)(π) is the Euler factor with simple poles, which are the si’s in C/(
2ipi
ln(qF )
Z) such that
π is | |−siF -distinguished, i.e. the exceptional poles of the Asai L-function L
K
F (π). We denote by
LKF,ex(π) the exceptional part of L
K
F (π), i.e. the Euler factor whose poles are the exceptional
poles of LKF (π), occurring with order equal the order of their occurrence in L
K
F (π). If π
′ is
another generic representation of Gr(K), we denote by Lrad(ex)(π × π
′) the Euler product with
simple poles, which are the exceptional poles of L(π × π′) (see [C-P], 3.2. Definition). An easy
consequence of this definition is the equality L(π × π′) = L(0)(π × π
′)Lrad(ex)(π × π
′). A pole s0
of L(π×π′) is exceptional if and only π′∨ = | |s0Kπ, though only the implication (s0 exceptional⇒
π′∨ = | |s0Kπ) is proved in [C-P], the other implication follows from a straightforward adaptation
of Theorem 2.2 of [M2], using Theorem A of [Ber], instead of using Proposition 1.1 (which is
actually Ok’s theorem) of [M2].
We refer to Definition 3.10 of [M3] for the definition of general position, and recall from Definition-
Proposition of [M3], that if ∆1 and ∆2 are two square integrable representations of Gn1(K) and
Gn2(K), the representation ∆1|.|
u1
K × ∆2|.|
u2
K is in general position outside a finite number of
hyperplanes of ( C2ipi/Ln(qF )Z)
2 in (u1, u2).
We refer to Proposition 2.3 of [A-K-T] and the discussion preceding it for a summary about
Bernstein-Zelevinsky derivatives. We use the same notations, except that we use the notation
[ρ| |l−1K , . . . , ρ] where they use the notation [ρ, . . . , ρ| |
l−1
K ].
According to Theorem 3.6 of [M3], we have:
Proposition 4.1. Let m be a positive integer, and π be a generic representation of Gm(K) such
that its derivatives are completely reducible, the Euler factor LKF,(0)(π) (resp. L
K
F (π)) is equal
to the l.c.m. ∨k,iL
K
F,ex(π
(k)
i ) taken over k in {1, . . . , n} (resp. in {0, . . . , n}) and π
(k)
i in the
irreducible components of π(k).
An immediate consequence is:
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Corollary 4.2. Let m be a positive integer, and π be a generic representation of Gm(K) such
that its derivatives are completely reducible, the Euler factor LKF,(0)(π) (resp. L
K
F (π)) is equal to
the l.c.m. ∨k,iL
K
F,rad(ex)(π
(k)
i ) taken over k in {1, . . . , n} (resp. in {0, . . . , n}) and π
(k)
i in the
irreducible components of π(k).
Proof. Let s be a pole of LKF,ex(π
(k0)
i0
) for k0 in {1, . . . , n} and π
(k)
i0
a irreducible component of
π(k0). Either s is a pole of LKF,rad(ex)(π
(k0)
i0
), or it is a pole of LKF,(0)(π
(k0)
i0
), which from Proposition
4.1, implies that it is a pole of some function LKF,ex((π
(k′)
j ), for k
′ > k0 and π
(k′)
j a irreducible
component of π(k
′). Hence in the factorization LKF,(0)(π) = ∨k,iL
K
F,ex(π
(k)
i ), the factor L
K
F,ex(π
(k0)
i0
)
can be replaced by LKF,rad(ex)(π
(k0)
i0
), and the conclusion follows from a repetition of this argument.
The case of LKF (π) is similar.
This corollary has a split version:
Proposition 4.2. Let m be a positive integer, and π and π′ be two generic representations of
Gm(K) such that their derivatives are completely reducible, the Euler factor L
K
F,(0)(π× π
′) (resp.
LKF (π× π
′)) are equal to the l.c.m. ∨k,i,jL
K
F,rad(ex)(π
(k)
i × π
′(k)
j ) taken over k in {1, . . . , n} (resp.
in {0, . . . , n}), π
(k)
i in the irreducible components of π
(k), and π′
(k)
j in the irreducible components
of π(k).
Proof. It follows the analysis preceding Proposition 3.3 of [C-P], that one has the equality L(0)(π×
π′) = ∨k,l,i,jL
K
ex(π
(k)
i × π
′(k)
j ), and the expected statement is a consequence of the argument used
in the proof of Corollary 4.2.
If π is a representation of Gm(K) for some positive integer m, admitting a central character,
we denote by R(Π) the finite subgroup of elements s in C/(2iπ/Ln(qK)Z) such that π| |
s
K is
isomorphic to π.
A consequence of Corollary 4.2 and Theorem 4.1 is the following proposition:
Proposition 4.3. Let ∆ be a square-integrable representation of Gn(K), and t be a complex
number of real part near n, then the Euler factor LKF (Πt, s) equals L
K
F (∆
σ, s + 2t)LKF (∆
∨, s −
2t)L(∆σ × ∆σ∨, s), and the Euler factor LKF,(0)(Πt, s) equals
∏
si∈R(∆)
(1 − qsi−sK )L
K
F (∆
σ, s +
2t)LKF (∆
∨, s− 2t)L(∆σ ×∆σ∨, s).
Proof. We first show that for t near n, the representation Πt is in general position. According to
Definition 4.13 of [M3], since for such a t, Πt is irreducible, the representation will be in general
position if for each k between 1 and 2n, the central characters of the irreducible sub quotients
of Π
(k)
t have different central characters, and if for each i and j between 1 and 2n, the function
L((∆σ| |tK)
(i) × (∆σ∨| |−tK )
(j), s) has a pole in common, neither with LKF ((∆
σ | |tK)
(i), s), nor with
LKF ((∆
σ| |−tK )
(j), s). According to Corollary 4.4 and Remark 4.5 of [M3], the latter condition is
equivalent to the fact that the function L(∆σ| |tK ×∆
σ∨| |−tK , s) has a pole in common, neither
with LKF (∆
σ| |tK , s), nor with L
K
F (∆
σ∨| |−tK , s), and by invariance of the L-functions under σ, we
can remove it in the preceding expressions.
We start by proving the assumption on the central characters. Writing the discrete series rep-
resentation ∆ under the form Stl(ρ) = [ρ| |
(l−1)/2
K , . . . , ρ| |
(1−l)/2
K ] for a positive integer l and
a unitary supercuspidal representation ρ of Gm(K), with lm = n, from Proposition 9.6 of [Z],
the derivative Π
(k)
t is zero unless k is of the form mk
′ for k′ between 1 and l, in which case its
irreducible components are the
| |tK [ρ
σ| |
(l−1)/2
K , . . . , ρ
σ| |
(1−l)/2+i
K ]× | |
−t
K [ρ
∨| |
(l−1)/2
K , . . . , ρ
∨| |
(1−l)/2+k′−i
K ]
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for i between 0 and k′. The exponent of the central character of this representation is equal to
m[Re(t)(k′ − 2i) + (l − i)i/2 + (l + i− k′)(k′ − i)/2].
One the checks that for i′ 6= i, the two exponents are different for Re(t) near n.
Concerning the condition on the L functions, it follows from the proof of Proposition 4.16 in
[M3], that if L(∆| |tK × ∆
∨| |−tK , s) has a pole in common with L
K
F (∆| |
t
K , s), then one would
have ρσ∨ = ρ| |a+2tK for a an integer between −n and n, which is impossible because ρ has a
unitary central character and t is near n. We obtain a similar contradiction if we assume that
L(∆| |tK ×∆
∨| |−tK , s) has a pole in common with L
K
F (∆
σ∨| |tK , s).
Hence for t near n, the representation Πt is in general position.
Now from Corollary 4.2, we know that given the hypothesis of the proposition, the function
LKF (Πt, s) is equal to the l.c.m. ∨k1,k2/k1+k2≥1L
K
F,rad(ex)((∆
σ | |tK)
(k1) × (∆∨| |−tK )
(k2)). Writ-
ing the discrete series representation ∆ under the form Stl(ρ) = [ρ| |
(l−1)/2
K , . . . , ρ| |
(1−l)/2
K ] for
a positive integer l and a unitary supercuspidal representation ρ of Gm(K), with lm = n, the
representation (∆σ| |tK)
(k1) (resp. (∆∨| |−tK )
(k2))) is equal to zero unless there exists an integer
k′1 with k1 = mk
′
1 (resp. k
′
2 with k2 = mk
′
2), in which case it is equal to Stl−k′1(ρ
σ)| |
k′1/2+t
K (resp.
Stl−k′2(ρ
∨)| |
k′2/2−t
K ).
Suppose that the representations (∆σ| |tK)
(k1) and (∆∨| |−tK )
(k2)) are not zero (hence ki = mk
′
i
for a integer k′i), a complex number s0 is a pole of L
K
F,rad(ex)((∆
σ| |tK)
(k1) × (∆∨| |−tK )
(k2)) if
and only if the representation Stl−k′1(ρ
σ)| |
k′1/2+t
K ×Stl−k′2(ρ
∨)| |
k′2/2−t
K is | |
−s0
K -distinguished, i.e.
Stl−k′1(ρ
σ)| |
(k′1+s0)/2+t
K × Stl−k′2(ρ
∨)| |
(k′2+s0)/2−t
K is distinguished. But from Theorem 4.1, this
implies that k′1 and k
′
2 are equal to an integer k
′, (i.e. k1 = k2 = k), and that the image of
s0 + k
′ in C/(2iπ/Ln(qK)Z) belongs to the group R(Stl−k′(ρ)) = R(ρ) (in particular, we have
Re(s0 + k
′) = 0).
Conversely if this is the case, the representation Stl−k′(ρ
σ)| |
(k′+s0)/2+t
K × Stl−k′(ρ
∨)| |
(k′+s0)/2−t
K
which is equal to Stl−k′(ρ
σ)| |
(k′+s0)/2+t
K × Stl−k′(ρ
∨)| |
(−k′−s0)/2−t
K , is distinguished from Theo-
rem 3.1, as Re((k′ + s0)/2 + t) = Re(t) > n/2 ≥ (n− k)/2 for Re(t) near n.
Hence nontrivial Euler factors LKF,rad(ex)((∆
σ| |tK)
(k1) × (∆∨| |−tK )
(k2)) belong to one of the
three following classes:
1. LKF,rad(ex)((∆
σ | |tK)
(k1)) for k2 = n and k1 ≥ 0. In this case, if L
K
F,rad(ex)((∆
σ | |tK)
(k1)) is not
1, it is equal to LKF,rad(ex)(Stl−k′1(ρ
σ)| |
k′1/2+t
K ) for k1 = mk
′
1, and a pole s0 of this function
is such that Stl−k′1(ρ
σ)| |
(s0+k
′
1)/2+t
K is distinguished, hence considering central characters,
we have Re(s0) = −k
′
1 − 2Re(t) < −n.
2. LKF,rad(ex)((∆
∨| |−tK )
(k2)) for k1 = n and k2 ≥ 0. In this case, if L
K
F,rad(ex)((∆
σ | |tK)
(k2)) is not
1, it is equal to LKF,rad(ex)(Stl−k′2(ρ
∨)| |
k′2/2−t
K ) for k2 = mk
′
2, and a pole s0 of this function
is such that Stl−k′2(ρ
σ)| |
(s0+k
′
2)/2−t
K is distinguished, hence considering central characters,
we have Re(s0) = −k
′
2 + 2Re(t) > 0.
3. LKF,rad(ex)((∆
σ | |tK)
(k3)×(∆σ| |−tK )
(k3)) for k1 = k2 = k3 ≥ 1. In this case, if the Euler factor
is not 1, we know that we have Re(s0) = −k
′
3 for k
′
3 in {0, . . . , n/m} verifying k3 = mk
′
3,
or more precisely that the image of s0 + k
′
3 in C/(2iπ/Ln(qK)Z) belongs to the group
R(Stl−k′3(ρ)) = R(Stl−k′3(ρ
σ)). This is equivalent to the relation [∆σ∨
(k3)]∨ = | |s0K (∆
σ)(k3),
which is itself equivalent to the fact that s0 is a pole of Lrad(ex)(∆
σ(k3)×∆σ∨
(k3)) (see Th.
1.14 of [M3]), hence we have LKF,rad(ex)((∆
σ | |tK)
(k3) × (∆σ| |−tK )
(k3)) = Lrad(ex)(∆
σ(k3) ×
∆σ∨
(k3)).
14
In particular, two non trivial factors that don’t belong to the same class have no pole in
common. We deduce that the Euler factor LKF,(0)(Πt, s) is equal to
[∨k1L
K
F,rad(ex)((∆
σ | |tK)
(k1)][∨k2L
K
F,rad(ex)((∆
∨| |−tK )
(k2)][∨k3Lrad(ex)(∆
σ(k3) ×∆σ∨
(k3))]
for k1 ≥ 0, k2 ≥ 0 and k3 ≥ 1. The two first factors are respectively equal to L
K
F (∆
σ| |tK) and
LKF (∆
∨| |−tK ) according to Corollary 4.2, and the third factor is equal from Proposition 4.2 to
L(0)(∆
σ ×∆σ∨), which is itself equal to L(∆σ ×∆σ∨)/Lrad(ex)(∆
σ ×∆σ∨). We then notice that
s0 is an exceptional pole of L(∆
σ × ∆σ∨) if and only if its image in C/(2iπ/Ln(qK)Z) belongs
to R(∆), which implies the equality Lrad(ex)(∆
σ × ∆σ∨) = 1/
∏
si∈R(∆)
(1 − qsi−s). Hence we
deduce the equalities
LKF,(0)(Πt, s) = L
K
F (∆
σ| |tK , s)L
K
F (∆
∨| |−tK , s)[L(∆
σ ×∆σ∨, s)/Lrad(ex)(∆
σ ×∆σ∨, s)]
=
∏
si∈R(∆)
(1− qsi−sK )L
K
F (∆
σ| |tK , s)L
K
F (∆
∨| |−tK , s)L(∆
σ ×∆σ∨, s)
The second statement of the proposition follows, as tensoring by | |u the representation, is equiv-
alent to make a translation by 2u of the Asai L function.
As the function LKF (Πt, s) is equal to the product L
K
F,rad(ex)(Πt, s)L
K
F,(0)(Πt, s). It remains to
show that the function LKF,rad(ex)(Πt, s) is equal to the factor
∏
si∈R(∆)
1/(1 − qsi−sK ). But we
already know that it is equal to the product of the 1/(1− qsi−s)’s, for si’s such that Πt is | |
−si
F -
distinguished. As Πt is | |
−si
F -distinguished if and only if Πt| |
si/2
K = ∆
σ| |
t+si/2
K ×∆
∨| |
−t+si/2
K is
distinguished, Theorem 4.1 implies that if Πt is | |
−si
F -distinguished, either we have ∆
σ| |
t+si/2
K and
∆∨| |
−t+si/2
K distinguished (hence Galois-auto-dual), or we have (∆
σ | |
t+si/2
K )
σ = (∆∨| |
−t+si/2
K )
∨.
The first case cannot occur because quasi-square-integrable distinguished representations must
be unitary (because distinguished representations have unitary central character), and this would
imply Re(t + si/2) = Re(t − si/2) = 0, which would in turn imply Re(t) = 0. The second case
clearly implies that si belongs to R(∆). Conversely, if si belongs to R(∆), its real part is zero,
and it is immediate that the representation Πt| |
si/2
K verifies the hypothesis of Theorem 3.1. This
concludes the proof of the first statement.
Definition-Proposition 4.1. We denote by P(0)(Π, t, s) the element of C[q
±t
F , q
±s
F ] defined by
the expression
Q
si∈R(∆)
(1−qsi−s)
LKF (∆
σ,s+2t)LKF (∆
∨,s−2t)L(∆σ×∆∨,s)
. The expression P(0)(Π, t, 1) defines a nonzero
element of C[q±tF ], having simple roots. For any complex number t0, the expression P(0)(Π, t0, s)
defines a nonzero element of C[q±tF ], having an at most simple root at s = 1.
Proof. As the si’s have real part equal to zero, and as the function L(∆
σ × ∆σ∨, s) admits no
pole for Re(s) > 0 (see [J-P-S], 8.2 (6)), the constant c =
Q
si∈R(∆)
(1−qsi−1)
L(∆σ×∆σ∨,1) is nonzero. Hence the
zeros of P(0)(Π, t, 1) are the poles of L
K
F (∆
σ, 1+2t)LKF (∆
∨, 1−2t). From Proposition 3.1 of [M3],
the function LKF (∆
σ, 1 + 2t) has simple poles which occur in the domain Re(1 + 2t) < 0 whereas
the function LKF (∆
∨, 1 − 2t) has simple poles which occur in the domain Re(1 − 2t) < 0, hence
those two functions have no common pole, and there product have simple poles. The second part
is a consequence of the fact that the function LKF (∆
σ, s + 2t0) has simple poles, and if it has a
pole at 1, then Re(1 + 2t0) < 0, whereas L
K
F (∆
∨, s − 2t0) also has simple poles, and if it has a
pole at 1, then Re(1− 2t0) < 0, so that both cannot have a pole at 1 at the same time.
Lemma 4.3. For every f in FΠ, the expression P(0)(Π, t, s)I(0)(Wft , s) defines an element of
C[q±tF , q
±s
F ]. This implies that for fixed f in FΠ, the function I(0)(Wft , 1) is well defined and
belongs to C(qtF ), and for t0 in C, the function I(0)(Wft0 , s) is well defined and belongs to C(q
−s
F ).
Moreover the function I(0)(Wft , 1) has a pole at t0 in C, if and only if the function I(0)(Wft0 , s)
in C(q−sF ) has a pole at 1, in which case the couple (t0, 1) lies in a polar locus of the function
P(0)(Π, t, s). In this case the functions P(0)(Π, t, 1)I(0)(Wft , 1) and P(0)(Π, t0, s)I(0)(Wft0 , s) have
the same limit when t tends to t0 and s tends to 1, which is nonzero.
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Proof. Let f be in FΠ, the function P(0)(Π, t, s)I(0)(Wft , s) belongs to C(q
−t
F , q
−s
F ), hence it is the
quotient of two polynomials P (q−tF , q
−s
F )/Q(q
−t
F , q
−s
F ). If Q is not constant, we write Q(q
−t
F , q
−s
F )
under the form
∑
i∈I ai(q
−t
F )q
−is
F , with I a finite subset of Z, and the ai’s in C[X ]− {0}. There
are two real numbers α < α′ such that [α, α′] is a subset of a neighbourhood of n containing
no real part of a zero of the function t 7→ ai0(q
−t
F ), for i0 the minimum of i. As the functions
ai(q
−t
F ) are bounded for Re(t) ∈ [α, α
′], there is a real number r, such that for Re(t) ∈ [α, α′],
and Re(s) ≥ r, the function P(0)(Π, t, s)I(0)(Wft , s) is given by an absolutely convergent Laurent
development
∑
k≥n0
ck(t)q
−ks
F with ck in C[q
±t
F ]. Moreover if we choose [α, α
′] so that Πt satisfies
the hypothesis of Proposition 4.3 for Re(t) in [α, α′], then for fixed t with Re(t) in [α, α′], the
function P(0)(Π, t, s)I(0)(Wft , s) = I(0)(Wft , s)/L(0)(Πt, s) actually belongs to C[q
±s
F ]. Suppose
there were an infinite number of nonzero ck’s, then for t of real part in [α, α
′], and outside the
countable number of zeros of the ck’s, and Re(s) large, the Laurent development
∑
k≤n0
ck(t)q
−ks
F
would not be finite, a contradiction. Hence for f in FΠ, the function P(0)(Π, t, s)I(0)(Wft , s)
defines an element of C[q±tF , q
±s
F ].
Now the function I(0)(Wft , 1) defines an element of C(q
−t
F ) whose poles form a subset of the poles
of 1/P(0)(Π, t, 1), and for t0 in C, the function I(0)(Wft0 , s) defines an element of C(q
−s
F ) whose
poles form a subset of the poles of 1/P(0)(Π, t0, s).
For the final statement, if t0 is a pole of I(0)(Wft , 1), then it must be a zero of the function
P(0)(Π, t, 1), which is simple according to Definition-Proposition 4.1, as P(0)(Π, t, 1)I(0)(Wft , 1) is
polynomial, the pole t = t0 is also simple. Hence the function P(0)(Π, t, 1)I(0)(Wft , 1) has nonzero
limit when t tends to t0. As the function P(0)(Π, t, s)I(0)(Wft , s) belongs to C[q
±t
F , q
±s
F ], the
function P(0)(Π, t0, s)I(0)(Wft0 , s) tends to the same limit when s tends to 1. Conversely if 1 is a
pole of I(0)(Wft0 , s), then it must be a zero of the function P(0)(Π, t0, s), which is simple according
to Definition-Proposition 4.1, as P(0)(Π, t0, s)I(0)(Wft0 , s) is polynomial, the pole s = 1 is also
simple. Hence the function P(0)(Π, t0, s)I(0)(Wft0 , s) has nonzero limit when s tends to 1. As the
function P(0)(Π, t, s)I(0)(Wft , s) belongs to C[q
±t
F , q
±s
F ], the function P(0)(Π, t, 1)I(0)(Wft , 1) tends
to the same limit when t tends to t0.
Finally we can prove the main result.
Theorem 4.2. Let ∆′ be a quasi-square-integrable representation of Gn(K), then the represen-
tation ∆′σ ×∆′∨ of G2n(K) is distinguished.
Proof. Write ∆′ = ∆|.|uK , for ∆ a square-integrable representation, and u a complex number.
Denoting by Πt the representation ∆
σ|.|tK × ∆
∨|.|−tK , we know from Proposition 3.1 that Πt is
distinguished for Re(t) near n. Hence for Re(t) near n, we know from Proposition 2.4, that the
linear form Wft 7→ lim
s→1
I(0)(Wft , s)/L(0)(Πt, s) is nonzero and G2n(F )-invariant.
Suppose that t is in a neighbourhood of n such that Πt is in general position (the see proof
of Proposition 4.3), then the function 1/L(0)(Πt, s) is equal to P(0)(Π, t, s). But the function
P(0)(Π, t, 1), which is a nonzero polynomial in q
−t
F , has no zeros for Re(t) in some open subset
in a neighbourhood of n. From this we deduce that for Re(t) in this open subset, according to
Lemma 4.3, the functions s 7→ I(0)(Wft , s) and t
′ 7→ I(0)(Wft′ , 1) have respectively no pole at
s = 1 and t′ = t, and we have lim
s→1
I(0)(Wft , s) = lim
t′→t
I(0)(Wft′ , 1). Hence for Re(t) in this open
subset, if h belongs to G2n(F ) the two functions I(0)(Wft , 1) and I(0)(ρt(h)Wft , 1) coincide, but
as they are rational functions in q−tF , they are equal. Hence for f in the space of Π0, and h in
G2n(F ), the functions I(0)(Wft , 1) and I(0)(ρt(h)Wft , 1) are equal.
Suppose that for every f in the space of Π0, the function I(0)(ρt(h)Wft , 1) has no pole at t = u,
then according to Proposition 4.3, for every f in the space of Π0, the function I(0)(ρu(h)Wfu , s)
has no pole at s = 1, and if h is in G2n(F ), one has lim
s→1
I(0)(ρu(h)Wfu , s) = lim
t→u
I(0)(ρt(h)Wft , 1) =
lim
t→u
I(0)(Wft , 1) = lim
s→1
I(0)(Wfu , s). Hence we have aG2n(F )-invariant linear form fu 7→ lim
s→1
I(0)(Wfu , s)
on the space of Πu. Moreover, as Wfu describes the space W (πu, ψ) when fu describes the
space of Πu, and as the restrictions to Pn(K) of functions of W (πu, ψ) form a vector space
with subspace C∞c (Nn(K)\Pn(K), ψ), if we chooseWfu with restriction to Pn(K) positive and in
16
C∞c (Nn(K)\Pn(K), ψ), then we have I(0)(Wfu , 1) =
∫
Nn(F )\Pn(F )
Wfu(p)dp > 0, and the G2n(F )-
invariant linear form defined above is nonzero, hence Πu = ∆
′σ ×∆′∨ is distinguished.
Now if for some f in in the space of Π0, the function I(0)(ρt(h)Wfu , s) has a pole at s = 1, it is
a consequence of Lemma 4.3 that we have lim
s→1
P(0)(Π, u, s)I(0)(Wfu , s) is nonzero, and from the
same Lemma, we know that for every f in in the space of Π0, and h in G2n(F ), we have
lim
s→1
P(0)(Π, u, s)I(0)(ρu(h)Wfu , s) = lim
t→u
P(0)(Π, t, 1)I(0)(ρt(h)Wft , 1)
= lim
t→u
P(0)(Π, t, 1)I(0)(Wft , 1) = lim
s→1
P(0)(Π, u, s)I(0)(Wfu , s).
Hence in this case too, the representation Πu = ∆
′σ ×∆′∨ is distinguished.
5 Appendix
In this appendix, we prove a result that seems to be well-known (e.g. it is used in the proof of the
lemma of Section 4. in [F2]). However we couldn’t find a proof in literature. To do this we will
give in Proposition 5.3 and Theorem 5.1 a very precise description of the restriction of Whittaker
functions on Gn−1(K) to the standard maximal torus of Gn−1(K), refining Proposition 2.2 of
[J-P-S] and Proposition 2.6 of [C-P]. As for the proposition, these facts seem to be well-known,
but there seems to be a lack of references.
Proposition 5.1. Let π be a smooth submodule of finite length of C∞c (Nn(K)\Pn(K), ψ) such
that all of the central exponents of its shifted derivatives (see [Ber], 7.2.) are positive, then for
any W in π the following integral converges:∫
Nn(K)\Pn(k)
|W (p)|2dp.
Before proving this, we give a precise description of the behaviour near zero of the functions
t 7→W
(
tIj
In−j
)
, for t ∈ K∗, j between 1 and n, andW in π. This generalizes Proposition 2.6
of [C-P], where the case of W with g 7→ |g|
(n−j−1)/2
K W
(
g
In−j
)
projecting into an irreducible
submodule of π(n−j) (or equivalently where the case of completely reducible derivatives) is treated.
Let Φ− be the functor which to a Pn(K)-smooth module (π, V ), associates the Pn−1(K)-
smooth module
V
V (Un(K), ψ)
,
where Un(K) is the unipotent radical of Pn−1,1(K), and V (Un(K), ψ) is the vector subspace
spanned by the vectors π(u)v − ψ(u)v for v in V and u in Un(K). The action of Pn−1(K) on
Φ−(V ) is its natural action twisted by the character | |
−1/2
K . For V ⊂ C
∞
c (Nn(K)\Pn(K), ψ),
one sees that V (Un(K), ψ) is the kernel of the restriction map from C
∞
c (Nn(K)\Pn(K), ψ) to
C∞c (Nn−1(K)\Pn−1(K), ψ).
Applying this repeatedly, one sees (see [C-P] Proposition 2.2), one sees that a model of π(n−j−1) =
(Φ−)n−j−1(π), for π a submodule of C∞c (Nn(K)\Pn(K), ψ), is the space of functions of the form
g 7→ |g|
−(n−j−1)/2
K W
(
g
In−j
)
with g in Gj(K), andW in π, with Pj+1(K) acting by right translation (the twist by |g|
−(n−j−1)/2
K
appears because of the presence of the twist by |det( )|
−1/2
K in the definition of Φ
−, and g is in
Gj(K) because the quotient space Nj+1(K)\Pj+1(K) identifies with Nj(K)\Gj(K)).
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Now we introduce the functor Ψ− which to a Pn(K)-smooth module (π, V ), associates the
Gn−1(K)-smooth module
V
V (Un(K), 1)
,
where V (Un(K), 1) is the vector subspace spanned by the vectors π(u)v − v for v in V and u in
Un(K).
Then one shows ([C-P] Proposition 2.3) that when V is the space of π(n−j−1) with π a submodule
of C∞c (Nn(K)\Pn(K), ψ), then V (Un(K), 1) is the subspace of functions
g 7→ |g|
−(n−j−1)/2
K W
(
g
In−j
)
which vanish when the last row of g is in a nieghbourhood of zero (depending on W ).
By definition, the Gj(K)-module π
(n−j) = Ψ−(π(n−j−1)) = Ψ
−(Φ−)n−j−1(π) is the (n − j)-th
derivative of π, and the shifted derivative π[n−j] is equal to | |
1/2
K π
(n−j). It is known ([BZ] section
3), that the functor Φ− and Ψ− are exact and take representations of finite length to representa-
tions of finite length.
Hence when π satisfies the conditions of proposition 5.1, the Gj(K)-module π
(n−j) has finite
length. We are going to analyze the smooth representation of the center K∗ of Gj(K) on the
space E of τ = π(n−j). As E is a Gj(K)-module E of finite length, it has a filtration 0 = E0 ⊂
E1 ⊂ · · · ⊂ Er−1 ⊂ Er = E with Vi = Ei/Ei−1 irreducible Gj(K)-modules, on which K
∗ act
by the central character ci of the representation of Gj(K). We first show that we can reduce to
finite dimension.
Lemma 5.1. Any vector v of E lies in a finite dimensional K∗-submodule.
Proof. One proves this by induction on the smallest i such that Ei contains v. If this i is 1, the
group K∗ only multiplies v by a scalar, and we are done.
Suppose that the result is known for Ei, we take v in Ei+1 but not in Ei, then for every t in
K∗, the vector τ(t)v − ci(t)v belongs to Ei. By smoothness, the set {τ(u)v |t ∈ UK} is actually
equal to {τ(u)v |t ∈ P} for P a finite set of UK . The vector space generated by this set is
stabilized by UK , and has a finite basis v1, . . . , vm. Now the vector τ(πK)vl − ci(πK)vl belongs
to Ei, hence to a finite dimensional K
∗-submodule Vl of Ei. Finally the finite dimensional
V ect(v1, . . . , vm) + V1 + · · ·+ Vm is stable under πK and UK , hence K
∗, and contains v.
Each vector of E will thus belong to a subspace satisfying the statement of the following:
Proposition 5.2. If E′ is a non zero finite dimensional K∗-submodule of E, then E′ has a basis
B in which the action of K∗ is given by a matrix block diagonal matrix MatB(τ(t)) with each
block of the form:

c(t) c(t)P1,2(vK(t)) c(t)P1,3(vK(t)) . . . c(t)P1,q(vK(t))
c(t) c(t)P2,3(vK(t)) . . . c(t)P2,q(vK(t))
. . .
...
c(t) c(t)Pq−1,q(vK(t))
c(t)

 ,
for c one of the ci’s, q a positive integer depending on the block, and the Pi,j ’s being polynomials
with no constant term of degree at most j − i.
Proof. First we decompose E′ as a direct sum under the action of the compact abelian group UK .
Because E′ has a filtration by the spaces E′ ∩Ei, and that K
∗ acts on each sub factor as one of
the ci’s, the group UK acts on each weight space as the restriction of one of the ci’s. Now each
weight space is stable under K∗ by commutativity, and so we can restrict ourselves to the case
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where E′ is a weight-space of UK .
Again E′ has a filtration, such that K∗ acts on each sub factor as one of the ci’s (with all these
characters having the same restriction to UK), let’s say ci1 , . . . , cik , in particular, we deduce
that the endomorphism τ(πK ) has a triangular matrix in a basis adapted to this filtration, with
eigenvalues ci1(πK), . . . , cik(πK). As τ(πK ) is trigonalisable, the space E
′ is the direct sum its
characteristic subspaces, and again these characteristic subspaces are stable under K∗.
So finally one can assume that E′ is a characteristic subspace for some eigenvalue c(π) of τ(πK),
on which UK acts as the character c, where c is one of the ci’s.
Hence there is a basis B of E′ such that
MatB(c
−1(t)τ(t)) =


1 A1,2(t) A1,3(t) . . . A1,q(t)
1 A2,3(t) . . . A2,q(t)
. . .
...
1 Aq−1,q(t)
1


for any t in K∗, where the Ai,j ’s are smooth functions on K
∗. So we only have to prove that the
Ai,j ’s are polynomials of the valuation of K with no constant term.
We do this by induction on q.
It is obvious when q = 1. Suppose the statement holds for q−1, and suppose that E′ is of dimen-
sion q, with basis B = (v1, . . . , vq). Considering the two c
−1τ(K∗)-modules V ect(v1, . . . , vq−1)
and V ect(v1, . . . , vq)/V ect(v1) of dimension q− 1, we deduce that for every couple (i, j) different
from (1, q), there is a polynomial with no constant term Pi,j of degree at most j − i, such that
Ai,j = Pi,j ◦ vK . Now because c
−1τ is a representation of K∗, and because the Pi,j ◦ vK ’s vanish
on UK for (i, j) 6= (1, q), we deduce that A1,q is a smooth morphism from (UK ,×) to (C,+),
which must be zero because (C,+) has no nontrivial compact subgroups. From this we deduce
that A1,q is invariant under translation by elements of UK (i.e. A1,q(π
k
Ku) = A1,q(π
k
K) for every
U in UK).
Denote by M(k) the matrix MatB(c
−1τ(πkK )) for k in Z. One has M(k) = M(1)M(k − 1)
for k ≥ 1, which in implies A1,q(π
k
K) =
∑q−1
j=2 P1,j(1)Pj,q(k − 1) + A1,q(π
k−1
K ) + A1,q(πK) =
Q(k) + A1,q(π
k−1
K ) + A1,q(πK) for Q a polynomial of degree at most q − 2. This in turn implies
that A1,q(π
k
K) =
∑k−1
l=1 Q(l) + kA1,q(πK) = R(k) for R a polynomial of degree at most q − 1,
according to the theory of Bernoulli polynomials, for any k ≥ 0. The same reasoning for k ≤ 0,
implies A1,q(π
k
K) = R
′(k) for R′ a polynomial of degree at most q− 1, for any k ≤ 0. We need to
show that R = R′ to conclude.
We know that M(k) is a matrix whose coefficients are polynomials in k for k > 0 of degree less
that q − 1, we denote it P (k). The matrix M(k) has the same property for k < 0, we denote it
P ′(k). Moreover for any k ≥ 0 and k′ ≤ 0, with k + k′ ≥ 0, one has P (k + k′) = P (k)P ′(k′).
Fix k > q − 1, then the matrices P (k + k′) and P (k)P ′(k′) are equal for k′ in [1− q, 0], as their
coefficients are polynomials in k′ with degree at most q − 1, the equality P (k + z′) = P (k)P ′(z′)
holds for any complex number z′. Now fix such a complex number z′, the equality P (k + z′)
and P (k)P ′(z′) holds for any integer k > q − 1, and as both matrices have coefficients which are
polynomials in k, this equality actually holds for any complex number z, so that P (z+ z′) equals
P (z)P ′(z′) for any complex numbers z and z′.
As P (0) = Iq, we deduce that P and P
′ are equal on C, and this implies that R is equal to R′.
This proposition has the following consequence:
Proposition 5.3. Let π be a smooth submodule of finite length of C∞c (Nn(K)\Pn(K), ψ), and
let the c1, . . . , cr be the central characters of the irreducible sub factors of τ = π
(n−j). Then for
any function W in the space of π, there exist a function φ in C∞c (K) null at zero, functions φk,l
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in C∞c (K), complex polynomials Qk,l for k between 1 and r, and l between 1 and an integer nk,
such that one has W
(
tIj
In−j
)
= |t|
j(n−j)/2
K [
∑r
k=1 ck(t)[
∑nk
l=1 φk,l(t)Qk,l(vK(t))] + φ(t)].
Proof. We first remind that the function W˜ : g 7→ |g|
−(n−j−1)/2
K W
(
g
In−j
)
belongs to the
space of π(n−j−1). We denote by v its image in the space E of π
(n−j). From Proposition 5.2, the
vector v belongs to a finite dimensional K∗-submodule E′ of E, on which K∗ acts by a matrix
of the form determined in Proposition 5.2. We fix a basis B = (e1, . . . , eq) of E
′, and denote by
M(a) the matrix MB(τ(a)) (with τ(a) = π
(n−j)(aIj)), hence we have τ(a)el =
∑q
k=1M(a)k,lek
for each l between 1 and q.
Taking preimages E˜1, . . . , E˜q of e1, . . . , eq in π(n−j−1), we denote by E˜ the function vector


E˜1
...
E˜q

.
As the function |a|
−j/2
K π(n−j−1)(aIj)E˜l−
∑q
k=1M(a)k,lE˜k belongs to the kernel of the projection
from π(n−j−1) to π
(n−j) (the torsion by | |
−j/2
K comes from the fact that the projection from the
space of π(n−j−1) to π
(n−j) is an intertwining operator of Gj(K)-modules, if you take the twisted
action |g|
−1/2
K π(n−j−1) on the space of π(n−j−1)), there is a neighbourhood of zero in K
j, such
that this function vanishes on elements of Gj(K) with last row in this neighbourhood.
In particular, there existsNa such that the vector function |a|
−j/2
K π(n−j−1)(a)E˜−
tM(a)E˜ vanishes
on PNaK Ij .
This implies as in proof of Proposition 2.6. of [C-P], the following claim:
Claim. There is actually an N , such that for every t in PNK , and every a in RK−{0}, the vector
E˜(taIj) is equal to
tM(a).|a|
j/2
K E˜(tIj).
Proof of the claim. Indeed, if U is an open compact subgroup of UK , such that E˜ and the homo-
morphism a ∈ K∗ 7→M(a) ∈ Gq(C) are U invariant, and denoting by u1, . . . , us the representa-
tives of U/UK , we choose N to be max(Nu1 , . . . , Nuq , NpiK ). Then for t in P
N
K , and a = π
r
Kuiu in
RK (with u in U), we have E˜(taIj) = E˜(tπ
r
KuiIj) =
tM(ui).|ui|
j/2
K E˜(tπ
r
KIj) because tπ
r
K belongs
to PN+rK ⊂ P
N
K ⊂ P
Nui
K . But if r ≥ 1, again one has E˜(tπ
r
KIj) =
tM(πK).|πK |
j/2
K E˜(tπ
r−1
K Ij)
because tπr−1K belongs to P
N+r−1
K ⊂ P
N
K ⊂ P
NpiK
K , and repeating this step r− 1 times, we deduce
the equality
E˜(taIj) =
tM(ui)
tM(πK)
r
|ui|
j/2
K |πK |
rj/2
K E˜(tIj) =
tM(uiπ
r
K)|uiπ
r
K |
j/2
K E˜(t) =
tM(a)|a|
j/2
K E˜(tIj).
Denoting by t0 the scalar π
N
K , the previous claim implies that the vector E˜(t) is equal to
tM(t)|t|
j/2
K [
tM(t0)
−1
|t0|
−j/2
K E˜(t0Ij)] for t in P
N
K . Let’s then choose complex numbers x1, . . . , xq,
satisfying v = (x1, . . . , xq)

e1. . .
eq

, then there is an integerN ′ such that we have W˜ = (x1, . . . , xq)E˜
on PN
′
K Ij , and this in turns implies that if we put M = max(N,N
′), we have
W˜ (tIj) = (x1, . . . , xq)
tM(t)|t|
j/2
K V0
for any t in PMK , and V0 =
tM(t0)
−1
|t0|
−j/2
K E˜(t0Ij).
We recall that it is a classical fact that because W˜ is fixed by an open subgroup of Uj(K)
(π(n−j−1) being smooth) and transforms by ψ under left translation by elements of Nj(K), that
the function W˜ (tIj) vanishes when t is of large absolute value, the preceding equality implies
that there is a function φ in C∞c (K) vanishing in a neighbourhood of zero, such that W˜ (tIj) is
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equal to (x1, . . . , xq)
tM(t)|t|
j/2
K V0 + |t|
j/2
K φ(t) (as φ 7→ | |
j/2
K φ is a bijection of the set of functions
in C∞c (K) null at zero).
Finally, because the coefficients of tM(t) are of the form a polynomial in vK multiplied by a central
character ci, we deduce that there exist functions φk,l in C
∞
c (K), complex polynomials Qk,l for
k between 1 and r, and l between 1 and an integer nk, such that one has W
(
tIj
In−j
)
=
|t|
j(n−j)/2
K [
∑r
k=1 ck(t)[
∑nk
l=1 φk,l(t)Qk,l(vK(t))] + φ(t)].
A refinement of the proof of this proposition gives the following:
Theorem 5.1. Let π be a smooth submodule of finite length of C∞c (Nn(K)\Pn(K), ψ), and for
j between 1 and n − 1, let the c1,n−j, . . . , crj,n−j be the central characters of the irreducible sub
factors of τ = π(n−j). Then for any function W in the space of π, the function
W (t1, . . . , tn−1) =W


t1 . . . tn−1
t2 . . . tn−1
. . .
tn−2tn−1
tn−1
1


is a linear combination of functions of form
n−1∏
j=1
cij ,j(tj)|tj |
j(n−j)/2vK(tj)
mjφj(tj)
for ij between 1 and rj, positive integers mj, and functions φj in C
∞
c (K).
Proof. The proof is by induction on n.
Let W belong to the space of π, so that its restriction to Pn(K) belongs to the space of π(0),
following the beginning of the proof of the preceding proposition, we denote by v its image in
the space E of π(1). Again the vector v belongs to a finite dimensional K∗-submodule E′ of
E, on which K∗ acts by a matrix of the form determined in Proposition 5.2. We fix a basis
B = (e1, . . . , eq) of E
′, and denote by M(a) the matrix MB(τ(a)) (with τ(a) = π
(1)(aIn−1)),
hence we have τ(a)el =
∑q
k=1M(a)k,lek for each l between 1 and q.
Taking preimages E˜1, . . . , E˜q of e1, . . . , eq in π(0), we denote by E˜ the function vector


E˜1
...
E˜q

.
There is a neighbourhood of zero inKn−1, such that the function |a|
−(n−1)/2
K π(0)(a)E˜l−
∑q
k=1M(a)k,lE˜k
vanishes on elements of Gn−1(K) with last row in this neighbourhood. In particular, there exists
Na such that for every (t1, . . . , tn−2) in (K
∗)n−2, the vector function
|a|
−(n−1)/2
K π(0)(aIn−1)E˜(t1, . . . , tn−1)−
tM(a)E˜(t1, . . . , tn−1)
vanishes when tn−1 belongs to P
Na
K Ij (here by E˜(t1, . . . , tn−1), we mean
E˜


t1 . . . tn−1
t2 . . . tn−1
. . .
tn−2tn−1
tn−1
1


,
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hence π(0)(aIn−1)E˜(t1, . . . , tn−1) = E˜(t1, . . . , tn−1a)).
As in the proof of Proposition 5.3, we deduce that there is an integer N1, and an element
t0 of K
∗, such that for every (t1, . . . , tn−2) in (K
∗)n−2, the vector E˜(t1, . . . , tn−1) is equal to
tM(tn−1)|tn−1|
(n−1)/2
K [
tM(t−10 )|t0|
−(n−1)/2
K ]E˜(t1, . . . , tn−2, t0) for any tn−1 in P
N1
K .
If the image v of W in π(1) is equal to x1e1+ · · ·+ xqeq, there is also an integer N2, such that for
every (t1, . . . , tn−2) in (K
∗)n−2, the function W (t1, . . . , tn−1) − (x1, . . . , xq)E˜(t1, . . . , tn−1) van-
ishes when tn−1 belongs to P
N2
K . Hence taking N = (max(N1, N2), for any tn−1 in P
N
K , and any
(t1, . . . , tn−2) in (K
∗)n−2 the function W (t1, . . . , tn−1) is equal to
(x1, . . . , xq)
tM(tn−1)|tn−1|
(n−1)/2
K [
tM(t−10 )|t0|
−(n−1)/2
K ]E˜(t1, . . . , tn−2, t0).
But the functions | |
−k/2
K π(0)(t0In−1)E˜i belong to the smooth submodule of finite length Φ
−(π)
of C∞c (Nn−1(K)\Pn−1(K), ψ), so by induction hypothesis, the functions E˜(t1, . . . , tn−2, t0) are
sums of functions of the form
∏n−2
j=1 cij ,j(tj)|tj |
j(n−j)/2vK(tj)
mjφ′j(tj) for ij between 1 and rj ,
positive integers mj , and functions φ
′
j in C
∞
c (K). This in turn implies that the function
S(t1, . . . , tn−1) = (x1, . . . , xq)
tM(tn−1)|tn−1|
(n−1)/2
K [
tM(t−10 )|t0|
−(n−1)/2
K ]E˜(t1, . . . , tn−2, t0)
is also a sum of functions of the form
∏n−1
j=1 cij ,j(tj)|tj |
j(n−j)/2vK(tj)
mjφj(tj) for ij between 1
and rj , positive integers mj , and functions φj in C
∞
c (K).
Reminding that there is an integer N ′, such that for any (t1, . . . , tn−2) in (K
∗)n−2, and any tn−1
of absolute value greater than qN
′
K , both W (t1, . . . , tn−1) and S(t1, . . . , tn−1) are zero, we deduce
that the difference of the two functions is a smooth function φ(t1, . . . , tn−1) on (K
∗)n−1 which
vanishes when tn−1 has absolute value outside [q
−N
K , q
N ′
K ]. Moreover there is a compact subgroup
U of UK independent of (t1, . . . , tn−1) such that both functions (hence φ) are invariant when tn−1
is multiplied by an element of U . Denoting by (tα)α ∈ A a finite set of representatives of
{t |q−NK ≤ |tk|K ≤ q
N ′
K }/U,
this implies that φ(t1, . . . , tn−1) is equal to
∑
α ∈ A φ(t1, . . . , tn−2, tα)1tαU (tn−1), which we can
always write as
∑
α ∈ A φ(t1, . . . , tn−2, tα)|tn−1|
(n−1)/2φα(tn−1) with φα = | |
−(n−1)/2
K 1tαU in
C∞c (K) and null at zero.
Finally as each function φ(t1, . . . , tn−2, tα) is equal to W (t1, . . . , tα)− S(t1, . . . , tα), by induction
hypothesis again, it is a sum of functions of the form
∏n−2
j=1 cij ,j(tj)|tj |
j(n−j)/2vK(tj)
mjφ′′j (tj) for
ij between 1 and rj , positive integers mj , and functions φ
′′
j in C
∞
c (K), and the statement of our
proposition follows.
We are now able to prove Proposition 5.1.
Indeed, let W belong to the space of π as in the statement of Proposition 5.1, first we notice
the equality ∫
Nn(K)\Pn(K)
|W (p)|2dp =
∫
Nn−1(K)\Gn−1(K)
|W (g)|2dg.
Now the Iwasawa decomposition reduces the convergence of this integral to that of∫
An−1(K)
|W (a)|2∆Bn−1(K)(a)d
∗a.
Using coordinates (t1, . . . , tn−1) =


t1 . . . tn−1
t2 . . . tn−1
. . .
tn−2tn−1
tn−1
1


ofAn−1(K),
the function ∆Bn−1(K)(t1, . . . , tn−1) is equal to
∏n−1
j=1 |tj |
−j(n−j−1)
K .
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According to Proposition 5.1 the function |W (t1, . . . , tn−1)|
2 is majorized by a sum of functions
of the form
n−1∏
j=1
|ckj ,j |(tj)|clj ,j|(tj)|tj |
j(n−j)
K vK(tj)
mjφj(tj)
for ckj ,j and clj,j central characters of irreducible sub factors of π
(n−j), mj non negative integers,
and φj non negative functions in C
∞
c (K).
Hence our integral will converge if so do the integrals
∫
An−1(K)
n−1∏
j=1
|ckj ,j |(tj)|clj ,j |(tj)|tj |
j
KvK(tj)
mjφj(tj)d
∗t1 . . . d
∗tn,
i.e. if so does the integral
∫
K∗
|ckj ,j |(tj)|clj ,j |(tj)|tj |
j
KvK(tj)
mjφj(tj)d
∗tj for any j between 1 and
n− 1.
But our assertion on the central exponents of the shifted derivatives, insures that we have
|ckj ,j|(tj) = |tj |
r1
K and |clj ,j |(tj) = |tj |
r2
K , with r1 and r2 both strictly greater than −j/2, and
it is than classical that the integral
∫
K∗ |tj |
j−(r1+r2)
K vK(tj)
mjφj(tj)d
∗tj converges.
This proves Proposition 5.1.
References
[A-K-T] U. K. Anandavardhanan, A.C. Kable and R.Tandon, Distinguished representations and
poles of twisted tensor L-functions, Proc. Amer. Math. Soc., 132 (2004), No. 10, 2875-2883.
[Ba] W. Banks, A corollary to Bernstein’s theorem and Whittaker functionals on the metaplectic
group, Math. Res. Letters 5 (1998), 781-790
[Ber] J. N. Bernstein, P -invariant distributions on GL(N) and the classification of unitary rep-
resentations of GL(N) (non-archimedean case), Lecture Notes in Math., vol 1041, Springer-
Verlag, Berlin, (1983), 50-102.
[BZ] J. N. Bernstein and A.V. Zelevinsky, induced representations of reductive p-adic groups,
Ann.Sc.E.N.S., 1977.
[C-P] J. W. Cogdell, I.I. Piatetski-Shapiro, Derivatives and L-functions for GL(n), to appear in
The Heritage of B. Moishezon, IMCP.
[F1] Y. Flicker, Twisted tensors and Euler products, Bull. Soc. Math. France, 116 no.3, (1988),
295-313.
[F2] Y. Flicker, On distinguished representations, J. Reine Angew. Math., 418 (1991), 139-172.
[F3] Y. Flicker, Distinguished representations and a Fourier summation formula, Bull. Soc. Math.
France, 120 (1992), 413-465.
[F4] Y. Flicker, Appendix of On zeros of the twisted tensor L-function, Math. Ann., 297, (1993),
199-219.
[F-H] Y. Flicker and J. Hakim, Quaternionic distinguished representations, Amer. J. Math., 116,
(1994), 683-736.
[H] J. Hakim, Distinguished p-adic Representations, Duke Math. J., 62 (1991), 1-22.
[J-P-S] H. Jacquet, I. Piatetski-Shapiro, and J. Shalika, “Automorphic forms on GL(3)”, Annals
of Math. 109 (1979), pp. 169-258.
23
[J-P-S] H.Jacquet, I.I.Piatetskii-Shapiro and J.A.Shalika, Rankin-Selberg Convolutions, Amer. J.
Math., 105, (1983), 367-464.
[K] A. C. Kable, Asai L-functions and Jacquet’s conjecture, Amer. J. Math., 126, (2004), 789-
820.
[M1] N. Matringe, Distinguished principal series representations for GLn over a p-adic field,
Pacific J.Math., Vol. 239, No. 1, Jan 2009.
[M2] N. Matringe, Distinguished representations and exceptional poles of the Asai-L-function,
preprint, http://hal.archives-ouvertes.fr/hal-00299528/fr/, arXiv:0807.2748
[M3] N. Matringe, Conjectures about distinction and Asai L-functions of generic representa-
tions of general linear groups over local fields, http://arxiv.org/abs/0811.1410v2, to appear
in IMRN.
[Ok] Y. Ok, Distinction and Gamma factors at 1/2: Supercuspidal Case, Thesis, Columbia Uni-
versity (1997)
[S] J.-P. Serre, Corps locaux, 2nd ed., Publications de l’Universite de Nancago 8, Hermann, Paris,
1968.
[Z] A.V. Zelevinsky, induced representations of reductive p-adic groups II, Ann.Sc.E.N.S., 1980.
24
