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Abstract. We study the regularity at the positions of the (ﬁxed)
nuclei of solutions to (non-relativistic) multiconﬁguration equa-
tions (including Hartree–Fock) of Coulomb systems. We prove
the following: Let {ϕ1,...,ϕM} be any solution to the rank–M
multiconﬁguration equations for a molecule with L ﬁxed nuclei at
R1,...,RL ∈ R3. Then, for any j ∈ {1,...,M}, k ∈ {1,...,L},
there exists a neighbourhood Uj,k ⊆ R3 of Rk, and functions
ϕ
(1)
j,k,ϕ
(2)
j,k, real analytic in Uj,k, such that
ϕj(x) = ϕ
(1)
j,k(x) + |x − Rk|ϕ
(2)
j,k(x), x ∈ Uj,k .
A similar result holds for the corresponding electron density. The
proof uses the Kustaanheimo–Stiefel transformation, as applied in
[9] to the study of the eigenfunctions of the Schr¨ odinger operator
of atoms and molecules near two-particle coalescence points.
1. Introduction and results
We consider the Hamiltonian of a molecule with N non-relativistic
electrons and L (static) nuclei of (positive) charges Z1,...,ZL, ﬁxed at
R1,...,RL ∈ R3, given by
H = H(N,Z) =
N  
j=1
 
− ∆j + V (xj)
 
+
 
1≤i<j≤N
1
|xi − xj|
, (1)
V (x) = −
L  
k=1
Zk
|x − Rk|
. (2)
Here, xj ∈ R3 is the coordinate of the j’th electron and ∆j is the
Laplacian with respect to xj. The operator H acts on a dense subspace
of the N-particle Hilbert space HF =
 N
i=1 L2(R3;Cq) of antisymmetric
functions, where q is the number of spin states. More precisely, its
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operator domain is D(H) =
 N
i=1 W 2,2(R3;Cq) and its quadratic form
domain is Q(H) =
 N
i=1 W 1,2(R3;Cq) [16, 27]. Since spin is irrelevant
for the discussion in this paper, we let q = 1 from now on to simplify
notation. In the case most relevant for physics, namely electrons in a
molecule, q takes the value 2.
Let q be the quadratic form deﬁned by H, that is, for Ψ ∈ D(H),
q(Ψ,Ψ) =  Ψ,HΨ . Then, for Ψ ∈ Q(H), (with X = (x1,...,xN) ∈
R3N),
q(Ψ,Ψ) =
N  
j=1
 
R3N
|∇jΨ(X)|
2 dX (3)
+
 
R3N
  N  
j=1
V (xj) +
 
1≤i<j≤N
1
|xi − xj|
 
|Ψ(X)|
2 dX.
Here, ∇j is the gradient with respect to xj, and   ,   is the scalar
product in HF ⊂ L2(R3N). The quadratic form q is bounded from be-
low. The quantum ground state energy is the inﬁmum of this quadratic
form:
E
QM(N,Z) : = inf σHF(H)
= inf{q(Ψ,Ψ)|Ψ ∈ Q(H), Ψ,Ψ  = 1}. (4)
The Euler–Lagrange equation for the minimization problem (4) is
nothing but the (stationary) Schr¨ odinger equation,
HΨ = Eψ , Ψ ∈ D(H), (5)
with E ≡ EQM(N,Z). A ground state of the atom is a solution to
(5) for E = EQM(N,Z); excited states of the atom are solutions to (5)
with E > EQM(N,Z). Zhislin [29] proved the existence of both ground
states and (inﬁnitely many) excited states, when the total charge Z =  L
k=1 Zk satisﬁes N < Z + 1 (see also [11]). In particular, in this case
the inﬁmum in (4) is attained, i.e., minimizers exist. On the other
hand, Lieb [21, 22] proved that if minimizers exist, then N < 2Z + L.
Since, in practice (i.e., numerically), solving (4), or (5), is unfeasi-
ble for even relatively small N, various approximations to the problem
(4) have been developed; for a comprehensive discussion of approx-
imations in quantum chemistry, and an extensive literature list, we
refer to [18, 19]. We will not discuss the problems (4)–(5) further in
this paper, but rather investigate (in the spirit of [9]) the solutions
to the Euler–Lagrange equations for one of the most used approxima-
tions: The multiconﬁguration self-consistent ﬁeld method (MC-SCF)
(including Hartree–Fock theory). We now discuss this in more detail.ANALYTIC STRUCTURE OF SOLUTIONS TO MC-EQUATIONS 3
In the perhaps most well-known approximation, the Hartree-Fock
approximation, instead of minimizing the functional q in the entire
(linear) N-particle space HF (or rather, Q(H)), one restricts to wave-
functions Ψ which are pure wedge products, also called Slater determi-
nants:
Ψ(x1,...,xN) =
1
√
N!
det(ui(xj))
N
i,j=1 ≡ |u1 ...uN (x1,...,xN), (6)
with {ui}N
i=1 ⊂ W 1,2(R3), orthonormal in L2(R3) (called orbitals). No-
tice that this way, Ψ ∈ HF and  Ψ L2(R3N) = 1.
The Hartree–Fock ground state energy is the inﬁmum of the quadratic
form q deﬁned by H over such Slater determinants:
E
HF(N,Z) := inf{q(Ψ,Ψ)|Ψ ∈ SN}, (7)
SN =
 
Ψ = |u1 ...uN 
 
  ui ∈ W
1,2(R
3), (ui,uj) = δij
 
, (8)
where ( ,  ) is the scalar product in L2(R3). Clearly, EHF(N,Z) ≥
EQM(N,Z). In fact, strict inequality holds [17]. Inserting Ψ of the
form in (6) into (3) yields
E
HF(u1,...,uN) : = q(Ψ,Ψ)
=
N  
j=1
 
R3
 
|∇uj(x)|
2 + V (x)|uj(x)|
2 
dx (9)
+
 
R3
 
R3
ρ(x)ρ(y)
|x − y|
dxdy −
 
R3
 
R3
|γ(x,y)|2
|x − y|
dxdy,
where ρ is the density and γ is the density matrix of Ψ, given by
γ(x,y) =
N  
i=1
ui(y)ui(x) , ρ(x) = γ(x,x) =
N  
i=1
|ui(x)|
2. (10)
With EHF deﬁned this way, the minimization problem (7)–(8) can be
formulated as
E
HF(N,Z) = inf{E
HF(u1,...,uN)|(u1,...,uN) ∈ MN}, (11)
MN =
 
(u1,...,uN) ∈ [W
1,2(R
3)]
N  
  (ui,uj) = δij
 
. (12)
Both the energy functional EHF and the space MN are nonlinear, but
the orbitals {ui}N
i=1 depend only on x ∈ R3, whereas Ψ in (4) depends
on X ∈ R3N. It is this reduction in the dimension of the variables
which makes the problem (11)–(12) more tractable in pratice (i.e., nu-
merically) than (4).
The existence of minimizers(again, when Z > N−1) for the problem
(11)–(12) (these are not unique since EHF is not convex; see also below)4 S. FOURNAIS, M. AND T. HOFFMANN-OSTENHOF, AND T. Ø. SØRENSEN
was ﬁrst proved by Lieb and Simon [23]. The Euler–Lagrange equa-
tions of the problem (11)–(12) are the Hartree–Fock equations (HF–
equations),
 
− ∆ + V
 
ϕi(x) +
  N  
j=1
 
R3
|ϕj(y)|2
|x − y|
dy
 
ϕi(x) (13)
−
N  
j=1
  
R3
ϕj(y)ϕi(y)
|x − y|
dy
 
ϕj(x) = εiϕi(x) , 1 ≤ i ≤ N .
Here, the εi’s are the Lagrange multipliers of the orthonormality con-
straints in (12). Note that the naive Euler–Lagrange equations are
more complicated than (13), but since both the functional EHF in (9)
and the ortogonality constraints in (12) are invariant under unitary
transformations (that is, if (u1,...,uN) ∈ MN and (˜ u1,..., ˜ uN) =
U(u1,...,uN) for U an N ×N unitary matrix, then EHF(˜ u1,..., ˜ uN) =
EHF(u1,...,uN) and (˜ u1,..., ˜ uN) ∈ MN), the matrix of Lagrange mul-
tiplers due to (12) may be diagonalised without loss of generality, which
turns the Euler–Lagrange equations into (13).
In [23] it was also proved that if (ϕ1,...,ϕN) ∈ MN is a minimizer
of the problem (11)–(12) then {ϕ1,...,ϕN} satisﬁes (13); they are
called ground state solutions of (13). Lions [24] proved (also for Z >
N − 1) the existence of saddle points, namely, an inﬁnite sequence
{ϕ ϕ ϕn}n∈N = {ϕn
1,...,ϕn
N}n∈N of solutions of (13). (We refer to [20] for
a discussion of the relationship between these saddle points, and the
earlier mentioned excited states.) Note that (13) can be re-formulated
as
hϕ ϕ ϕϕi = εiϕi , 1 ≤ i ≤ N , (14)
with hϕ ϕ ϕ the Hartree-Fock operator associated to ϕ ϕ ϕ = {ϕ1,...,ϕN},
given by
hϕ ϕ ϕu =
 
− ∆ + V
 
u + Rϕ ϕ ϕu − Kϕ ϕ ϕu, (15)
where V is given by (2), Rϕ ϕ ϕu is the direct interaction, given by the
multiplication operator deﬁned by
Rϕ ϕ ϕ(x) :=
N  
j=1
 
R3
|ϕj(y)|2
|x − y|
dy (16)
and Kϕ ϕ ϕu is the exchange term, given by the integral operator
(Kϕ ϕ ϕu)(x) =
N  
j=1
  
R3
ϕj(y)u(y)
|x − y|
dy
 
ϕj(x). (17)ANALYTIC STRUCTURE OF SOLUTIONS TO MC-EQUATIONS 5
The equations (14) are called the self-consistent Hartree-Fock equa-
tions. If Ψ is a minimizer for the problem (7)–(8), then Ψ can be
written as Ψ = |ϕ1 ...ϕN  with the ϕi’s solving (14), with ε1 ≤ ε2 ≤
    ≤ εN < 0 the N lowest eigenvalues of the operator hϕ ϕ ϕ [23].
Remark 1.1. We note that Hartree originally [13] studied the simpler
equations
 
− ∆ + V
 
ϕi(x) +
  
j =i
 
R3
|ϕj(y)|2
|x − y|
dy
 
ϕi(x) = εiϕi(x), (18)
1 ≤ i ≤ N ,
called the Hartree equations (H–equations). He derived these without
going through a minimization in the variational principle, a reﬁnement
which is due to Slater [28]: Ignoring the Pauli principle, (18) are the
Euler–Lagrange equations for minimizing the functional
E
H(u1,...,uN) = q(Ψ,Ψ) (19)
over wavefunctions Ψ of the form
Ψ(x1,...,xN) =
N  
i=1
ui(xi) , ui ∈ W
1,2(R
3). (20)
Fock [5] and Slater [28] then independently realised how to introduce
the Pauli principle (by using Ψ’s of the form in (6)), which led to the
Hartree–Fock equations in (13).
In the multiconﬁguration self-consistent ﬁeld method (MC-SCF) one
aims to recover more generality on the wavefunction Ψ by minimizing
q(Ψ,Ψ) in (3) on ﬁnite sums of Slater determinants (see (6)) instead
of only on a single Slater determinant as in Hartree–Fock theory (of
course any Ψ ∈ Q(H) is an inﬁnite sum of Slater determinants). More
precisely, for M ≥ N, M,N ∈ N, the set of admissible wavefunctions is
limited to the Ψ’s which are linear combinations of Slater determinants
of length N, built out of M orbitals. The minimization problem then
becomes
E
MCSCF
M (N,Z) = inf{q(Ψ,Ψ)|Ψ ∈ S
M
N }, (21)
S
M
N =
 
Ψ =
 
I={i1<i2<   <iN}⊂{1,...,M}
cI|ui1 ...uiN 
 
  ui ∈ W
1,2(R
3), (22)
(ui,uj) = δij , cI ∈ C,
 
I
|cI|
2 = 1
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Note that SN = SN
N ⊂ SM
N , M ≥ N (see (8)). Also, clearly
E
HF(N,Z) = E
MCSCF
N (N,Z) ≥ E
MCSCF
M (N,Z) ≥ E
QM(N,Z). (23)
In fact, strict inequality holds also in the last inequality [12].
One can express the energy q(Ψ,Ψ) for Ψ ∈ SM
N as a (nonlinear)
functional of the cI’s and the ui’s (see [20, (6)]), but since this is some-
what complicated, and immaterial for our discussion, we shall refrain
from doing so here.
The existence of minimizers (provided Z > N − 1) for the problem
(21)–(22) was proved by Friesecke [11] (and for a related case by Le
Bris [17]). The corresponding Euler–Lagrange equations, called the
multiconﬁguration equations (MC equations), are
γi
 
− ∆ + V
 
ϕi +
M  
j,k,ℓ=1
 
Aijkℓ
 
R3
ϕk(y)ϕℓ(y)
|x − y|
dy
 
ϕj
=
M  
j=1
λijϕj , 1 ≤ i ≤ M , (24)
 
J={j1<j2<...<jN}⊂{1,...,M}
HIJcJ = EcI , I = {i1 < i2 <     < iN} ⊂ {1,...,M}.
(25)
The ﬁrst equation (24) is a system of M nonlinear partial diﬀeren-
tial equations. They are the Euler–Lagrange equations for the ϕi’s.
Here, the coeﬃcients γi > 0 and Aijkℓ ∈ C are explicit functions of
the cI’s, and the λij’s are Lagrange multipliers of the orthonormality
constraints on the ϕi’s in (22). The second equation (25) is an eigen-
value problem—the Euler–Lagrange equations for the cI. Here, the
coeﬃcients HIJ in the equations for the cI’s are explicit functions of
the ϕi’s, and E is the Lagrange multiplier of the normalisation con-
dition for the cI’s in (22). The details of this are immaterial for our
discussion; we refer to [20, 11]. For a derivation of these equations, see
[11, Appendix 1].
As in the case of the Hartree–Fock equations, the equations (24)–(25)
can be written in a more compact form:
 
( − ∆ + V )Γ + WΦ
 
  Φ = Λ   Φ, (26)
HΦ   c = Ec, (27)
where Φ = (ϕ1,...,ϕM)T and c = (cI) ∈ R(
M
N). Here, Λ = (λij)1≤i,j≤M,
and Γ and WΦ are M × M matrices (Γ constant, WΦ dependent onANALYTIC STRUCTURE OF SOLUTIONS TO MC-EQUATIONS 7
x ∈ R3), given in terms of the γi’s and the Aijkℓ’s in (24)–(25). Again,
we refer to [20] for more details.
The existence of saddle points, i.e., an inﬁnite sequence
{cn,,ϕ ,ϕ ,ϕn}n∈N = {(cI)n;ϕ
n
1,...,ϕ
n
M}n∈N
of solutions to (24)–(25) was proved by Lewin [20] (again, provided
Z > N − 1).
A natural mathematical question is to study the regularity prop-
erties of solutions to the multiconﬁguration equations (including the
Hartree–Fock equations). However, this question is also of practical
interest, since regularity properties of the solutions have inﬂuence on
the convergence properties of various numerical schemes. We refer to
[18, 19] for discussions on this.
It was proved in [23, Theorem 3.2] that if ϕ ϕ ϕ = {ϕ1,...,ϕN} is a
solution of the Hartree–Fock equations (14), then the ϕi’s are globally
Lipschitz continuous, i.e., ϕi ∈ C0,1(R3). This also holds for solutions
to the Hartree equations [23, Theorem 3.1] (see also [23, Remarks 4) p.
192]). The proof readily extends to solutions of the multiconﬁguration
equations. Note also that it was proved in [24] (for HF) and in [20] (for
MC) that the ϕi’s belong to W 2,p(R3) for all p ∈ [2,3) and consequently,
by the Sobolev inequality [2, Theorem 6 (ii)], to Cα(R3) for all α ∈
(0,1).
Furthermore, the ϕi’s are real analytic away from the positions of
the nuclei, i.e., ϕi ∈ Cω(R3 \ {R1,...,RL}). This was ﬁrst proved in
(the preprint version of) [20], for solutions to the multiconﬁguration
equations (24)–(25) (see also [12]); it was conjectured in [23], where
smoothness (ϕi ∈ C∞(R3 \ {R1,...,RL})) was proved. Note also that
if ϕ ϕ ϕ = {ϕ1,...,ϕN} is a solution to (14), and if ϕ satisﬁes hϕ ϕ ϕϕ = εϕ,
then ϕ has the same regularity properties as those of the ϕi’s discussed
above.
The main result of this paper is the following theorem, which com-
pletely settles the regularity properties at the positions R1,...,RL of
the nuclei of all solutions to the multiconﬁguration equations (24)–(25)
(including the Hartree–Fock equations (13)). We denote by B3(R,r) ⊂
R3 the ball of radius r > 0 with centre at R ∈ R3.
Theorem 1.2. Let {(cI);ϕ1,...,ϕM} be a solution to the multiconﬁg-
uration equations (24)–(25).
Then, for all j ∈ {1,...,M} and k ∈ {1,...,L}, there exist ε ≡
εj,k > 0 and real analytic functions ϕ
(1)
j,k,ϕ
(2)
j,k : B3(Rk,ε) → C, that is,8 S. FOURNAIS, M. AND T. HOFFMANN-OSTENHOF, AND T. Ø. SØRENSEN
ϕ
(1)
j,k,ϕ
(2)
j,k ∈ Cω(B3(Rk,ε)), such that
ϕj(x) = ϕ
(1)
j,k(x) + |x − Rk|ϕ
(2)
j,k(x) , x ∈ B3(Rk,ε). (28)
Remark 1.3.
(i) For simplicity of notation, we have stated everything only in the
spinless case. It will be obvious that the proof of Theorem 1.2
also works in the general case of spin q. It will also be clear
that the result also holds for solutions to the Hartree equations
(18).
(ii) The result of Theorem 1.2 immediately implies regularity re-
sults for the many-body wavefunction Ψ generated by (cI) and
{ϕ1,...,ϕM} (see (22)). For recent results on the regularity
properties of the true minimizer Ψ (i.e., for the problem (4))
and of excited states, we refer to [8, 9]. The proof of Theo-
rem 1.2 uses the Kustaanheimo–Stiefel transformation, as ap-
plied in [9] to study these eigenfunctions of the Schr¨ odinger
operator of atoms and molecules (that is, solutions to (5)) near
two-particle coalescence points.
Remark 1.4. Partial results on the asymptotic regularity at the posi-
tions of the nuclei of solutions to Hartree–Fock equations were recently
given in [4]; more precisely, estimates of the form
 
 ∂
β
xϕj(x)
 
  ≤ Cj,k,β,εj,k|x − Rk|
1−|β| , (29)
for |β| ≥ 1 and x ∈ B3(Rk,εj,k) for some εj,k > 0, were proved to hold
for certain solutions to the Hartree–Fock equations, obtained by the
so-called level-shifting algorithm [1]. We shall not discuss this in detail
here, but just point out that Theorem 1.2 implies that any solution to
the Hartree–Fock equations (and, more generally, to the multiconﬁgu-
ration equations) satisﬁes the estimate (29). This fact is relevant for
the study in [3] of the use of tensor product wavelets in the approxi-
mation of Hartree–Fock eigenfunctions. The result of Theorem 1.2 is,
however, much stronger than (29).
Theorem 1.2 immediately implies similar regularity properties for
the corresponding (electron) density. More precisely, for Ψ ∈ L2(R3N),
deﬁne ρ ≡ ρΨ by (recall that X = (x1,...,xN) ∈ R3N)
ρ(x) =
N  
j=1
 
R3N
|Ψ(X)|
2δ(x − xj)dX. (30)ANALYTIC STRUCTURE OF SOLUTIONS TO MC-EQUATIONS 9
For Ψ ∈
 N
i=1 L2(R3), this becomes
ρ(x) = N
 
R3N−3
|Ψ(x,x2,...,xN)|
2 dx2    dxN . (31)
For Ψ a Slater determinant, ρ was given in (10); for Ψ a product state
(see (20)), ρ is also given by (10), whereas for Ψ a linear combination
of Slater determinants of length N, built out of M functions (see (22)),
ρ becomes
ρ(x) =
M  
j=1
nj|ϕj(x)|
2, nj =
 
I∋j
cI
2 . (32)
Since, for any solution of (24)–(25), the orbitals are real analytic away
from the positions of the nuclei, the same holds for the corresponding
density ρ (i.e., ρ ∈ Cω(R3\{R1,...,RL})), deﬁned by (32) (since these
are ﬁnite sums). The following corollary to Theorem 1.2 completely
settles the regularity properties of ρ at the positions R1,...,RL of the
nuclei.
Corollary 1.5. Let {(cI);ϕ1,...,ϕM} be a solution to the multicon-
ﬁguration equations (24)–(25), and let ρ be the corresponding electron
density, given by (32).
Then for all k ∈ {1,...,M} there exist εk > 0 and real analytic
functions ρ1,ρ2 : B3(Rk,εk) → R (i.e., ρ1,ρ2 ∈ Cω(B3(Rk,εk))), such
that
ρ(x) = ρ1(x) + |x − Rk|ρ2(x) for all x ∈ B3(Rk,εk). (33)
Remark 1.6. Note that the corresponding question for the density
ρ (given by (31)) of the true minimizer of (4) as well as of excited
states—that is, solutions to (5)—remainsopen. In this case, the density
is known to be real analytic away from the positions of the nuclei
(i.e., ρ ∈ Cω(R3 \ {R1,...,RL})) (see [7]), and partial results on the
behaviour in the vicinity of the nuclei were obtained in [6, 10].
2. Proof of the main theorem
As mentioned in the introduction the proof of Theorem 1.2 is based
on the Kustaanheimo-Stiefel (KS) transform. We will ’lift’ the multi-
conﬁguration equations (24) to new coordinates using that transform.
The solutions to the new equations will be real analytic functions. By
projecting to the original coordinates we get the structure result in
Theorem 1.2. The latter fact was proved in [9] (see Proposition 2.1
below).10 S. FOURNAIS, M. AND T. HOFFMANN-OSTENHOF, AND T. Ø. SØRENSEN
The KS–transform K : R4 → R3 is deﬁned by
K(y) =


y2
1 − y2
2 − y2
3 + y2
4
2(y1y2 − y3y4)
2(y1y3 + y2y4)

 , y = (y1,y2,y3,y4) ∈ R
4 . (34)
It is a simple computation to verify that
|K(y)| :=  K(y) R3 =  y 
2
R4 =: |y|
2 for all y ∈ R
4 . (35)
Let f : R3 → C be any C2-function, and deﬁne, with K as above,
fK : R
4 → C , fK(y) := f(K(y)). (36)
Then for all y ∈ R4 \ {0}, (see [9, Lemma 3.1]),
(∆f)(K(y)) =
1
4|y|2 ∆fK(y). (37)
Proof of Theorem 1.2: We prove the theorem in the case k = 1. We
assume without loss of generality (make a linear transformation in R3)
that R1 ≡ 0 ∈ R3.
Assume {(cI);ϕ1,...,ϕM} solves the multiconﬁguration equations
(24)–(25). Deﬁne
φk,ℓ := (ϕkϕℓ) ∗
1
|   |
, k,ℓ ∈ {1,...,N}. (38)
Then (24) can be rewritten
γi
 
− ∆x + V
 
ϕi +
M  
j,k,ℓ=1
Aijkℓ φk,ℓ ϕj =
M  
j=1
λijϕj , 1 ≤ i ≤ M , (39)
− ∆xφk,ℓ = 4πϕkϕℓ , 1 ≤ k,ℓ ≤ M . (40)
Since V (x) = −
 L
k=1 Zk|x−Rk|−1 is real analytic on R3\{R1,...,RL},
(39)–(40) shows that {ϕi,φk,ℓ}i,k,ℓ is a solution of an analytic nonlinear
elliptic system of PDE’s on R3 \{R1,...,RL}. It follows (from [25, 26]
or the method in [15]) that {ϕi}i=1,...,M and {φk,ℓ}1≤k<ℓ≤M are real
analytic in R3\{R1,...,RL}. This is the standard proof that solutions
to the multiconﬁguration equations (24)–(25) are real analytic away
from the origin in R3 [20, 12].ANALYTIC STRUCTURE OF SOLUTIONS TO MC-EQUATIONS 11
Recall that R1 = 0 ∈ R3. Note that (39)–(40), (37), and (35) imply
that
γi
 
− ∆y + 4|y|
2VK
 
(ϕi)K +
M  
i,j,k,ℓ=1
Aijkℓ 4|y|
2(φk,ℓ)K(ϕj)K
− 4|y|
2
M  
j=1
λi,j(ϕj)K = 0, 1 ≤ i ≤ M , (41)
− ∆y(φk,ℓ)K = 16π|y|
2(ϕk)K(ϕℓ)K , 1 ≤ k,ℓ ≤ M , (42)
with VK,(ϕi)K, and (φk,ℓ)K deﬁned by (36).
Since the functions involved do not have the suﬃcient regularity for
(37) to be applied directly, the above deduction of (41)–(42) is slightly
incomplete. One can make a rigorous proof using Lemma A.1 and
Remark A.2 in Appendix A below. This was carried out in [9, pp. 6–7]
in a similar setting and details are therefore omitted here.
Since (using (35))
4|y|
2VK(y) = − 4Z1 −
L  
k=2
4Zk|y|2
|K(y) − Rk|
(43)
is real analytic in a neighbourhood of 0 ∈ R3 (recall (35)), (41)–(42)
shows that
{(ϕi)K,(φk,ℓ)K}1≤i,k,ℓ≤M (44)
is a solution of an analytic nonlinear elliptic system of PDE’s on some
ball B4(0,R) ⊂ R4. As before, it follows that
{(ϕi)K}1≤i≤M and {(φk,ℓ)K}1≤k,ℓ≤M (45)
are real analytic in B4(0,R) ⊂ R4. Proposition 2.1 below, proved in
[9], then implies the statement of Theorem 1.2. This ﬁnishes the proof
of the theorem. ￿
Proposition 2.1 ([9, Proposition 4.1]). Let U ⊂ R3 be open with
0 ∈ U, and let ϕ : U → C be a function. Let U = K−1(U) ⊂ R4, with
K : R4 → R3 from (34), and suppose that
ϕK = ϕ ◦ K : U → C (46)
is real analytic.
Then there exist functions ϕ(1),ϕ(2), real analytic in a neighbourhood
of 0 ∈ R3, such that
ϕ(x) = ϕ
(1)(x) + |x|ϕ
(2)(x). (47)12 S. FOURNAIS, M. AND T. HOFFMANN-OSTENHOF, AND T. Ø. SØRENSEN
Appendix A. The Kustaanheimo-Stiefel transform
The KS–transform turns out to be a very useful and natural tool for
the investigation of Schr¨ odinger equations with Coulombic interactions
(we refer to [9] for references on this). In particular (35) and the
following lemma are important for our proofs. Most of the facts stated
here are well-known (see e.g. [14, Appendix A]).
Lemma A.1 ([9, Lemma 3.1]). Let K : R4 → R3 be deﬁned as in (34),
let f : R3 → C be any C2-function, and deﬁne fK : R4 → C by (36).
(a) Then (37) holds:
(∆f)(K(y)) =
1
4|y|2 ∆fK(y). (48)
(b) Furthermore, let U = B3(0,r) ⊂ R3 for r ∈ (0,∞]. Then, for
φ ∈ C0(R3) (continuous with compact support),
 
K−1(U)
|φ(K(y))|
2dy =
π
4
 
U
|φ(x)|2
|x|
dx. (49)
In particular,
 
 |y|φK
 
 2
L2(K−1(U)) =
π
4
 φ 
2
L2(U). (50)
Remark A.2 ([9, Remark 3.2]). By a density argument, the isometry
(50) allows to extend the composition by K givenby (36) (the pull-back
K∗ by K) to a map
K
∗ : L
2(U,dx) → L
2(K
−1(U), 4
π|y|
2dy)
φ  → φK
in the case when U = B3(0,r),r ∈ (0,∞]. This makes φK well-deﬁned
for any φ ∈ L2(U). Furthermore, if φn → φ in L2(U), then, for all
g ∈ C∞(K−1(U)) (g ∈ C∞
0 (K−1(U)), if r = ∞),
lim
n→∞
 
K−1(U)
g(y)(φn)K(y)dy =
 
K−1(U)
g(y)φK(y)dy. (51)
This follows from Schwarz’ inequality and (50),
   
 
 
K−1(U)
g(y)
 
(φn)K(y) − φK(y)
 
dy
   
 
≤
  
K−1(U)
|g(y)|2
|y|2 dy
 1/2 
 |y|
 
(φn)K − φK
  
 
L2(K−1(U))
=
√
π
2
  
K−1(U)
|g(y)|2
|y|2 dy
 1/2
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Here the y-integral clearly converges since g ∈ C∞(R4) (g ∈ C∞
0 (R4),
if r = ∞).
Acknowledgement. This research was (partially) completed while
TØS was visiting the Institute for Mathematical Sciences, National
University of Singapore in 2008. SF is supported by the Danish Re-
search Council, the Lundbeck Foundation and by the European Re-
search Council under the European Community’s Seventh Framework
Programme (FP7/2007-2013)/ERC grant agreement n◦ 202859. TØS
is partially supported by The Danish Natural Science ResearchCouncil,
under the grant ‘Mathematical Physics and Partial Diﬀerential Equa-
tions’.
References
[1] Eric Canc` es and Claude Le Bris, On the convergence of SCF algorithms for the
Hartree–Fock equations, M2AN Math. Model. Numer. Anal. 34 (2000), no. 4,
749–774.
[2] Lawrence C. Evans, Partial Diﬀerential Equations, Graduate Studies in Math-
ematics, vol. 19, American Mathematical Society, Providence, RI, 1998.
[3] Heinz-J¨ urgen Flad, Wolfgang Hackbusch, and Reinhold Schneider, Best N-
term approximation in electronic structure calculations. I. One-electron reduced
density matrix, M2AN Math. Model. Numer. Anal. 40 (2006), no. 1, 49–61.
[4] Heinz-J¨ urgen Flad, Reinhold Schneider, and Bert-Wolfgang Schulze, Asymp-
totic regularity of solutions to Hartree–Fock equations with Coulomb potentials,
Math. Meth. Appl. Sci. (2008), published online, DOI:10.1002/mma.1021.
[5] Vladimir A. Fock, N¨ ahrungsmethode zur L¨ osung des quantenmechanischen
Mehrk¨ orperproblems, Z. Phys. 61 (1930), 126–148.
[6] Søren Fournais, Maria Hoﬀmann-Ostenhof, Thomas Hoﬀmann-Ostenhof, and
Thomas Østergaard Sørensen, Non-Isotropic Cusp Conditions and Regularity
of the Electron Density of Molecules at the Nuclei, Ann. Henri Poincar´ e 8
(2007), no. 4, 731–748.
[7] Søren Fournais, Maria Hoﬀmann-Ostenhof, Thomas Hoﬀmann-Ostenhof, and
Thomas Østergaard Sørensen, Analyticity of the density of electronic wave-
functions, Ark. Mat. 42 (2004), no. 1, 87–106.
[8] , Sharp Regularity Results for Coulombic Many-Electron Wave Func-
tions, Commun. Math. Phys. 255 (2005), no. 1, 183–227.
[9] , Analytic Structure of Many-Body Coulombic Wave Functions,
Commun. Math. Phys. (accepted for publication, 2008), (preprint
arXiv:0806.1004v1).
[10] Søren Fournais, Maria Hoﬀmann-Ostenhof, and Thomas Østergaard Sørensen,
Third Derivative of the One-Electron Density at the Nucleus, Ann. Henri
Poincar´ e 9 (2008), no. 7, 1387–1412.
[11] Gero Friesecke, The Multiconﬁguration Equations for Atoms and Molecules:
Charge Quantization and Existence of Solutions, Arch. Ration. Mech. Anal.
169 (2003), no. 1, 35–71.14 S. FOURNAIS, M. AND T. HOFFMANN-OSTENHOF, AND T. Ø. SØRENSEN
[12] , On the inﬁnitude of non-zero eigenvalues of the single-electron density
matrix for atoms and molecules, R. Soc. Lond. Proc. Ser. A Math. Phys. Eng.
Sci. 459 (2003), no. 2029, 47–52.
[13] Douglas R. Hartree, The wave mechanics of an atom with a non-Coulomb
central ﬁeld. Part I. Theory and methods, Proc. Camb. Phil. Soc. 24 (1928),
89–132.
[14] Bernard Helﬀer, Andreas Knauf, Heinz Siedentop, and Rudi Weikard, On
the absence of a ﬁrst order correction for the number of bound states of a
Schr¨ odinger operator with Coulomb singularity, Comm. Partial Diﬀerential
Equations 17 (1992), no. 3-4, 615–639.
[15] Keiichi Kato, New idea for proof of analyticity of solutions to analytic nonlinear
elliptic equations, SUT J. Math. 32 (1996), no. 2, 157–161.
[16] Tosio Kato, Perturbation theory for linear operators, Classics in Mathematics,
Springer-Verlag, Berlin, 1995, Reprint of the 1980 edition.
[17] Claude Le Bris, A general approach for multiconﬁguration methods in quantum
molecular chemistry, Ann. Inst. H. Poincar´ e Anal. Non Lin´ eaire 11 (1994),
no. 4, 441–484.
[18] , Computational chemistry from the perspective of numerical analysis,
Acta Numer. 14 (2005), 363–444.
[19] Claude Le Bris and Pierre-Louis Lions, From atoms to crystals: a mathematical
journey, Bull. Amer. Math. Soc. (N.S.) 42 (2005), no. 3, 291–363 (electronic).
[20] Mathieu Lewin, Solutions of the Multiconﬁguration Equations in Quantum
Chemistry, Arch. Ration. Mech. Anal. 171 (2004), no. 1, 83–114, (preprint
mp-arc: 02-243).
[21] Elliott H. Lieb, Atomic and Molecular Negative Ions, Phys. Rev. Lett. 52
(1984), no. 5, 315–317.
[22] , Bound on the maximum negative ionization of atoms and molecules,
Phys. Rev. A 29 (1984), no. 6, 3018–3028.
[23] Elliott H. Lieb and Barry Simon, The Hartree-Fock Theory for Coulomb Sys-
tems, Commun. Math. Phys. 53 (1977), no. 3, 185–194.
[24] Pierre-Louis Lions, Solutions of Hartree-Fock Equations for Coulomb Systems,
Commun. Math. Phys. 109 (1987), no. 1, 33–97.
[25] Charles B. Morrey, Jr., On the analyticity of the solutions of analytic non-
linear elliptic systems of partial diﬀerential equations. I. Analyticity in the
interior., Amer. J. Math. 80 (1958), 198–218.
[26] , Multiple Integrals in the Calculus of Variations, Die Grundlehren der
mathematischen Wissenschaften, Band 130, Springer-Verlag New York, Inc.,
New York, 1966.
[27] Michael Reed and Barry Simon, Methods of modern mathematical physics. II.
Fourier analysis, self-adjointness, Academic Press [Harcourt Brace Jovanovich
Publishers], New York, 1975.
[28] John C. Slater, A note on Hartree’s method, Phys. Rev. 35 (1930), 210–211.
[29] Grigorii M. ˇ Zislin, A study of the spectrum of the Schr¨ odinger operator for
a system of several particles (Russian), Trudy Moskov. Mat. Obˇ sˇ c. 9 (1960),
81–120.ANALYTIC STRUCTURE OF SOLUTIONS TO MC-EQUATIONS 15
(S. Fournais) Department of Mathematical Sciences, University of
Aarhus, Ny Munkegade, Building 1530, DK-8000 ˚ Arhus C, Denmark.
E-mail address: fournais@imf.au.dk
(S. Fournais on leave from) CNRS and Laboratoire de Math´ ematiques
d’Orsay, Univ Paris-Sud, Orsay CEDEX, F-91405, France.
(M. Hoﬀmann-Ostenhof) Fakult¨ at f¨ ur Mathematik, Universit¨ at Wien,
Nordbergstraße 15, A-1090 Vienna, Austria.
E-mail address: maria.hoffmann-ostenhof@univie.ac.at
(T. Hoﬀmann-Ostenhof) Institut f¨ ur Theoretische Chemie, W¨ ahringer-
strasse 17, Universit¨ at Wien, A-1090 Vienna, Austria.
(T. Hoﬀmann-Ostenhof, 2nd address) The Erwin Schr¨ odinger Interna-
tional Institute for Mathematical Physics, Boltzmanngasse 9, A-1090
Vienna, Austria.
E-mail address: thoffman@esi.ac.at
(T. Østergaard Sørensen) Department of Mathematical Sciences, Aal-
borg University, Fredrik Bajers Vej 7G, DK-9220 Aalborg East, Den-
mark.
E-mail address: sorensen@math.aau.dk