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Resumo
Neste trabalho, usa-se a teoria de conjuntos fuzzy para modelar incertezas nos paraˆmetros ou
na estrutura de grafos. Na primeira parte do trabalho, realizou-se um minucioso levantamento
bibliogra´fico e determinou-se os problemas a serem estudados, a saber, caminho mı´nimo fuzzy,
a´rvore geradora mı´nima fuzzy, emparelhamento fuzzy, casamentos esta´veis fuzzy, fluxo ma´ximo
fuzzy e problema de fluxo de custo mı´nimo fuzzy. Cada cap´ıtulo da segunda parte deste trabalho
apresenta a teoria, algoritmos e exemplos para cada um dos problemas estudados.
Abstract
We apply the fuzzy theory to model uncertainties arising in the parameters of a graph or in
its structure. In the first part of this work we performed a survey on the topic and determined
the problems to be studied, namely, fuzzy shortest path, fuzzy minimum spanning tree, fuzzy
matching, fuzzy marriage, fuzzy maximum flow and minimum cost flow problems. The second
part of this work comprises the theory, algorithms and examples for each one of the studied
problems.
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Cap´ıtulo 1
Introduc¸a˜o
Dentro da programac¸a˜o matema´tica cla´ssica existe uma grande quantidade de problemas
que podem ser representados na forma de redes, por exemplo: alocac¸a˜o, caminho mı´nimo, fluxo
ma´ximo, etc. com aplicac¸o˜es nas a´reas de energia, telecomunicac¸o˜es, computac¸a˜o, transporte,
manufatura, dentre outras. Em (Ahuja et al., 1993) e (Bazaraa et al., 1990) pode-se ter uma
ide´ia da importaˆncia deste tipo de abordagem, com algoritmos eficientes para resoluc¸a˜o dos
problemas citados anteriormente. Estes algoritmos sa˜o baseados nas propriedades da teoria de
grafos (Harary, 1972).
Normalmente, problemas reais teˆm associados uma se´rie de paraˆmetros como custo, capaci-
dades, demandas, que na˜o sa˜o naturalmente precisos. Ale´m disso, podem existir casos em que
nem a estrutura de grafos em si e´ precisa. Este fato faz com que uma modelagem sob o ponto
de vista da teoria de sistemas nebulosos seja muito atraente.
A introduc¸a˜o dos conceitos de programac¸a˜o matema´tica fuzzy remonta ao in´ıcio da teoria de
conjuntos fuzzy, proposta por Zadeh, em 1965. Na u´ltima de´cada, houve uma intensificac¸a˜o nos
estudos com a extensa˜o das teorias que envolvem a programac¸a˜o linear, na˜o-linear e inteira mista
para um ambiente impreciso e o desenvolvimento de novas a´reas como a da programac¸a˜o possi-
bil´ıstica. Em Inuiguchi e Ramik (2000) sa˜o descritos e classificados os problemas de programac¸a˜o
matema´tica fuzzy.
Com os trabalhos apresentados para o tratamento de problemas de programac¸a˜o matema´tica
fuzzy ao longo dos anos, foi constatado que as contribuic¸o˜es na˜o esta˜o associadas apenas a` gene-
ralizac¸a˜o da teoria ja´ consolidada. Diversos avanc¸os significativos e originais teˆm sido propostos.
Em contraste aos inu´meros trabalhos existentes utilizando a teoria de grafos cla´ssica, o estudo
dos grafos fuzzy ainda esta´ na sua fase inicial, tanto na parte teo´rica quanto em sua aplicac¸a˜o.
Isto se deve, em parte, ao fato de que a teoria de grafos, fluxos em redes e os problemas rela-
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cionados ser extensa; existem muitos problemas que podem ser tratados utilizando os conceitos
da teoria de grafos e de fluxos em redes. Outro motivo se deve a`s diferentes abordagens de um
problema de grafos fuzzy. Em um problema de grafos, podemos ter incertezas tanto na estru-
tura (no´s e/ou arcos) quanto nos paraˆmetros (custo, capacidade, demanda). Tambe´m, quanto
a` soluc¸a˜o dos problemas, foram encontrados diferentes formatos, dado o objetivo proposto em
cada trabalho.
Neste trabalho, pretende-se fazer um estudo sobre a teoria de grafos fuzzy proposta por
Rosenfeld (1975) e da extensa˜o de aplicac¸o˜es da teoria de grafos cla´ssica (crisp graphs) para a
teoria de conjuntos fuzzy, propondo novos algoritmos para estes problemas e para problemas de
fluxo em redes. A teoria de grafos fuzzy ja´ e´ mencionada em um trabalho de (Takeda, 1973), em
que a conectividade de um grafo fuzzy e´ estudada, mas no trabalho de Rosenfeld (1975) esta˜o
as principais definic¸o˜es de grafos fuzzy.
Um observac¸a˜o sobre a teoria de grafos fuzzy e´ a existeˆncia de outra a´rea de estudos sob o
nome de fuzzy graphs, com trabalhos voltados a a´rea de metamodelagem. Zadeh (Zadeh, 1997),
(Zadeh, n.d.) define grafos fuzzy como uma disjunc¸a˜o de produtos Cartesianos de conjuntos
fuzzy. Esta definic¸a˜o tambe´m se encontra presente em (Pedrycz e Gomide, 1998). Trabalhos
propostos por (Berthold e Huber, 1995), (Huber et al., 1996), (Tan et al., 1998) podem ser u´teis
para entender as aplicac¸o˜es destes conceitos nos estudos de aproximac¸o˜es relacionais de func¸o˜es.
Na primeira parte do trabalho, foi feito um estudo sobre a teoria de grafos fuzzy proposta
inicialmente por (Rosenfeld, 1975) e a extensa˜o da teoria de grafos cla´ssica (crisp graphs) para
a teoria de conjuntos fuzzy. Para isso, os principais trabalhos referente a teoria de grafos fuzzy
foram reunidos, estudados e comparados.
Na segunda parte, foram propostos algoritmos para problemas de grafos e para problemas
de fluxos em redes com estrutura do grafo fuzzy ou com paraˆmetros fuzzy. Durante o estudo
realizado na primeira parte do trabalho, estes problemas foram classificados pelo grau de incer-
teza e divididos em to´picos e cap´ıtulos. Alguns algoritmos ja´ haviam sido propostos, como o de
fluxos em redes por (Chanas et al., 1995) e o da a´rvore geradora mı´nima por (Chunde, 1996).
Para o caso do problema com estrutura de grafo fuzzy, os algoritmos foram baseados no algo-
ritmo geral proposto por (Delgado et al., 1990). Estes algoritmos foram tratados caso a caso,
definindo paraˆmetros e α-cortes que seriam utilizados na resoluc¸a˜o do problema, generalizando
e/ou oferecendo sugesto˜es aos algoritmos encontrados na literatura. Para o caso do problema
com estrutura do grafo crisp e paraˆmetros fuzzy, alguns ja´ haviam sido propostos, outros foram
desenvolvidos neste trabalho. Para ambos os casos, heur´ısticas e meta-heur´ısticas foram propos-
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tas para tratar algumas dificuldades que surgiram durante os estudos, tais como, dimensa˜o dos
problemas e do conjunto fuzzy soluc¸a˜o, grau de incerteza dos dados, etc.
No cap´ıtulo 2, sa˜o apresentados os conceitos sobre a teoria de conjuntos fuzzy necessa´rios
para a compreensa˜o do trabalho. No cap´ıtulo 3 sa˜o apresentados os conceitos sobre teoria
de grafos fuzzy propostos na literatura. No Cap´ıtulo 4 sa˜o apresentados os diferentes tipos
de problema de grafos fuzzy que podem ser obtidos e diferentes soluc¸o˜es. No Cap´ıtulo 5, e´
abordado o problema do caminho mı´nimo fuzzy. No Cap´ıtulo 6, e´ apresentado o problema da
a´rvore geradora mı´nima fuzzy. No Cap´ıtulo 7, sa˜o apresentados os problemas de emparelhamento
fuzzy, no caso o problema de designac¸a˜o e o problema do casamento esta´vel. No Cap´ıtulo 8, e´
apresentado o problema do fluxo ma´ximo. No Cap´ıtulo 9, e´ proposta uma abordagem para o
problema de fluxo de custo mı´nimo. Finalmente, no Cap´ıtulo 10, apresentamos as concluso˜es,
outros trabalhos que tratam de problemas com estrutura de grafos em que ja´ foram estudadas
incertezas e sugesto˜es de trabalhos futuros.
3
PARTE I: TEORIA
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Cap´ıtulo 2
Conceitos ba´sicos
Neste cap´ıtulo os conceitos ba´sicos da teoria fuzzy e da teoria de possibilidade sera˜o intro-
duzidos para melhor compreensa˜o desta tese. As refereˆncias (Dubois e Prade, 1980) e (Pedrycz
e Gomide, 1998) podem ajudar a aprofundar no estudo da teoria de conjuntos fuzzy.
2.1 Conjuntos fuzzy
Conjuntos sa˜o uma tentativa de organizar, resumir e generalizar conhecimento sobre obje-
tos. Neste sentido trabalhamos com uma dicotomia sobre um objeto pertencer ou na˜o a um
determinado conjunto. Esta dicotomia pode ser representada por uma func¸a˜o caracter´ıstica:
fA(x) =
{
1, se x ∈ A
0, se x 6∈ A
(2.1)
Por exemplo, considere o conjunto dos homens altos H = {x ∈ <|x ≥ 1, 80}. Algue´m com
1,79m na˜o pode ser considerado alto, ao passo que algue´m com 1,81m e´ seguramente alto.
Um subconjunto fuzzy A em X e´ definido por uma func¸a˜o de pertineˆncia µA que associa
cada ponto de X a um nu´mero real no intervalo [0,1], com o valor de µA em x representando o
grau de pertineˆncia de x em A. Enta˜o, quanto mais pro´ximo o valor de fA(x) estiver da unidade,
maior o grau de pertineˆncia de x em A.
Quando houver a necessidade de diferenciar entre os conjuntos cla´ssicos e os conjuntos fuzzy,
o conjunto com func¸a˜o caracter´ıstica com dois valores, 0 ou 1, sera´ chamado de conjunto cla´ssico
(ordina´rio ou crisp) ou simplesmente conjunto.
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H(x)
1,40 1,50 1,60 1,70 1,80 1,90 2,00
x
1
0
Figura 2.1: Exemplo de uma func¸a˜o caracter´ıstica cla´ssica
1,40 1,50 1,60 1,70 1,80 1,90 2,00
x
1
0
µH(x)
Figura 2.2: Exemplo de uma func¸a˜o de pertineˆncia
2.2 Tipos de func¸a˜o de pertineˆncia
Em princ´ıpio, qualquer func¸a˜o do tipo µS : X → [0, 1] descreve uma func¸a˜o de pertineˆncia
associada ao conjunto fuzzy S. Cada func¸a˜o tem diferentes propriedades e sua utilizac¸a˜o pode
ser determinada de acordo com o contexto do problema. Aqui, os principais tipos de func¸a˜o de
pertineˆncia sa˜o apresentados.
2.2.1 Func¸a˜o triangular
µS(x) =

0 se x < a
x−a
m−a se x ∈ [a,m]
b−x
b−m se x ∈ [m, b]
0, se x > b
(2.2)
sendo m o valor modal e a e b os limitantes inferior e superior, respectivamente.
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2.2.2 Func¸a˜o Γ
µS(x) =
{
0 se x ≤ a
1− exp{−k(x− a)2}, se x > a
(2.3)
com k > 0.
2.2.3 Func¸a˜o trapezoidal
µS(x) =

0 se x < a
x−a
m−a se x ∈ [a,m]
1 se x ∈ [m,n]
b−x
b−n se x ∈ [n, b]
0, se x > b
(2.4)
2.2.4 Func¸a˜o Gaussiana
S(x) = exp{−k(x−m)2} (2.5)
para k > 0.
2.3 Conceitos ba´sicos de conjuntos fuzzy
Aqui esta˜o alguns conceitos ba´sicos dos conjuntos fuzzy que sera˜o necessa´rios no decorrer do
texto:
Definic¸a˜o 2.3.1. Um conjunto fuzzy S e´ normal se sua func¸a˜o de pertineˆncia possui pelo menos
um valor tal que µS(xo) = 1.
Caso na˜o exista um valor x tal que o supremo da func¸a˜o de pertineˆncia seja igual a um,
enta˜o S e´ subnormal. O supremo e´ considerado a altura de S.
Definic¸a˜o 2.3.2. O suporte de um subconjunto fuzzy S, denotado por supp(S) e´ dado por:
supp(S) = {x ∈ X|µS(x) > 0}
ou seja, o suporte e´ formado pelos elementos que possuem valores de pertineˆncia na˜o-nulos.
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Definic¸a˜o 2.3.3. O nu´cleo de um conjunto fuzzy S e´ o conjunto de todos os elementos cujo
valor de pertineˆncia e´ igual a 1
nucleo(S) = {x ∈ X|µS(x) = 1}
Definic¸a˜o 2.3.4. Um conjunto fuzzy S e´ convexo se sua func¸a˜o de pertineˆncia e´ tal que
µS [λx1 + (1− λ)x2] ≥ min[µS(x1), µS(x2)]
para quaisquer x1 e x2 ∈ X e λ ∈ [0, 1].
2.4 Relac¸o˜es fuzzy sobre conjuntos fuzzy
Seja X um conjunto. Um subconjunto fuzzy de X possui uma func¸a˜o σ : S → [0, 1] que asso-
cia elementos x ∈ X a um grau de pertineˆncia, 0 ≤ σ(x) ≤ 1. Similarmente, uma relac¸a˜o fuzzy
sobre X e´ um subconjunto fuzzy de X×X, que possui uma func¸a˜o µ : S×X → [0, 1] que associa
cada par ordenado de elementos (x, y) a um grau de pertineˆncia 0 ≤ µ(x, y) ≤ 1. Nos casos
especiais onde σ e µ podem somente assumir valores 0 e 1, eles se tornam func¸o˜es caracter´ısticas
de um subconjunto ordina´rio de X e uma relac¸a˜o ordina´ria sobre X, respectivamente.
Se T ⊆ X e´ um subconjunto de X e R ⊆ X × X e´ uma relac¸a˜o sobre X, enta˜o R e´ uma
relac¸a˜o sobre T contanto que (x, y) ∈ R implique que x ∈ T e y ∈ T para todo x, y. Sejam τ e
ρ func¸o˜es caracter´ısticas de T e R, respectivamente. Enta˜o esta condic¸a˜o pode ser estabelecida
como
ρ(x, y) = 1 implica que τ(x) = τ(y) = 1, ∀x, y ∈ S
Podemos associar estas condic¸o˜es a`s func¸o˜es de pertineˆncia:
ρ(x, y) ≤ τ(x)
∧
τ(y), ∀x, y ∈ S
onde
∧
significa ı´nfimo.
Retomando o caso geral onde σ e´ um subconjunto fuzzy de S e µ uma relac¸a˜o fuzzy sobre
S, diz-se que µ e´ uma relac¸a˜o fuzzy sobre σ se
µ(x, y) ≤ σ(x)
∧
σ(y), ∀x, y ∈ S.
Em outras palavras, para µ ser uma relac¸a˜o fuzzy sobre σ, e´ necessa´rio que o grau de
pertineˆncia de um par de elementos nunca exceda o grau de pertineˆncia dos pro´prios elementos.
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Se pensarmos nos elementos como no´s em um grafo e os pares como os arcos (veja sec¸a˜o 3.1),
isto equivale ao requisito de que a forc¸a de um arco nunca exceda as forc¸as de seus no´s.
Proposic¸a˜o 2.4.1. (Rosenfeld, 1975) Para um dado subconjunto fuzzy σ de S, a relac¸a˜o mais
forte sobre S, ou seja, uma relac¸a˜o fuzzy sobre σ, e´ µσ, definida por
µσ(x, y) = σ(x)
∧
σ(y), ∀x, y ∈ S
Proposic¸a˜o 2.4.2. (Rosenfeld, 1975) Para uma dada relac¸a˜o fuzzy µ sobre S, o subconjunto
fuzzy mais fraco de S para o qual µ e´ uma relac¸a˜o fuzzy e´ σµ, definido por
σµ(x) = sup
y∈S
[µ(x, y)
∨
µ(y, x)], ∀x ∈ S
onde
∨
significa supremo.
Para algum limiar t, 0 ≤ t ≤ 1, o conjunto
σt = {x ∈ S|σ(x) ≥ t}
e´ um subconjunto de S e o conjunto
µt = {(x, y) ∈ S × S|µ(x, y) ≥ t}
e´ uma relac¸a˜o sobre S . Usando esta notac¸a˜o, podemos estabelecer:
Proposic¸a˜o 2.4.3. (Rosenfeld, 1975) Seja µ uma relac¸a˜o fuzzy sobre σ e seja 0 ≤ t ≤ 1. Enta˜o
µt e´ uma relac¸a˜o sobre σt .
2.5 Composic¸a˜o de Relac¸o˜es Fuzzy
Seja µ e ν relac¸o˜es sobre σ. Pela composic¸a˜o de µ e ν e´ entendido o conjunto µ ◦ ν definido
por
(µ ◦ ν)(x, z) = sup
y∈S
[µ(x, y)
∧
ν(y, z)], ∀x, z ∈ S
Outras definic¸o˜es de composic¸a˜o de relac¸o˜es fuzzy sera˜o discutidas a seguir. Esta definic¸a˜o
e´ chamada composic¸a˜o max-min.
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Proposic¸a˜o 2.5.1. (Rosenfeld, 1975) µ ◦ ν e´ uma relac¸a˜o fuzzy sobre σ.
E´ bem conhecido que a composic¸a˜o de relac¸o˜es fuzzy e´ associativa, isto e´, ∀µ, ν, ρ temos
µ ◦ (ν ◦ ρ) = (µ ◦ ν) ◦ ρ. Podemos enta˜o definir a poteˆncia de uma relac¸a˜o fuzzy como µ1 = µ;,
µ2 = µ ◦ µ;, µ3 = µ ◦ µ2 = µ ◦ µ ◦ µ e assim por diante. Tambe´m podemos definir
µ∞ = sup
k=1,2,...
µk.
Finalmente, e´ conveniente definir
µ0(x, y) = 0 se x 6= y
µ0(x, x) = σ(x)
para todo x, y ∈ S.
Proposic¸a˜o 2.5.2. (Rosenfeld, 1975) Para todo t, 0 ≤ t ≤ 1, temos (µ ◦ ν)t = µt ◦ νt.
Proposic¸a˜o 2.5.3. (Rosenfeld, 1975) Se µ ≤ ν e λ ≤ ρ, enta˜o µ ◦ λ ≤ ν ◦ ρ.
2.6 Reflexividade e Simetria
Seja µ uma relac¸a˜o fuzzy sobre σ. µ e´ reflexivo se
µ(x, x) = σ(x), ∀x ∈ S
Proposic¸a˜o 2.6.1. (Rosenfeld, 1975) Se µ e´ reflexivo, enta˜o temos que µ(x, y) ≤ µ(x, x) e
µ(y, x) ≤ µ(x, x), ∀x, y ∈ S
Proposic¸a˜o 2.6.2. (Rosenfeld, 1975) Se µ e´ uma relac¸a˜o fuzzy reflexiva sobre σ, enta˜o para
0 ≤ t ≤ 1 qualquer, µt e´ uma relac¸a˜o reflexiva sobre σt.
Corola´rio 2.6.1. (Rosenfeld, 1975) Se µ e´ reflexivo, µ ≤ µ ◦ µ.
Corola´rio 2.6.2. (Rosenfeld, 1975) Se µ e´ reflexivo, µ0 ≤ µ1 ≤ µ2 ≤ . . . ≤ µ∞.
Corola´rio 2.6.3. (Rosenfeld, 1975) Se µ e´ reflexivo, µ0(x, x) = µ1(x, x) = µ2(x, x) = . . . =
µ∞(x, x) = σ(x)
Diz-se que µ e´ sime´trico se µ(x, y) = µ(y, x) para todo x, y ∈ S. E´ claro que se µ e´ sime´trico,
µt tambe´m e´ para qualquer limiar t. Note que a propriedade de simetria na˜o depende da escolha
do subconjunto fuzzy σ, diferente da reflexividade.
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Proposic¸a˜o 2.6.3. (Rosenfeld, 1975) Se µ e ν sa˜o sime´tricos, enta˜o µ ◦ ν e´ sime´trico se, e
somente se, µ ◦ ν = ν ◦ µ.
Corola´rio 2.6.4. (Rosenfeld, 1975) Se µ e´ sime´trico, enta˜o todas as poteˆncias de µ tambe´m
sa˜o.
Estes u´ltimos resultados pertencem a qualquer definic¸a˜o de composic¸a˜o que e´ baseada em
operac¸o˜es comutativas em [0,1].
2.7 Teoria de Possibilidade
Seja um grafo G = (N,A) com custo associado c˜,∈ <n. Sejam dois nu´meros fuzzy T˜ 1 e T˜ 2,
T˜ 1 6= T˜ 2. Podemos dizer que T 1 tem um grau de possibilidade de ser menor do que T 2 dado
por (Okada, 2001):
w˜ = Poss(
∑
ij∈T 1
c˜ij ≤
∑
ij∈T 2
c˜ij) = supmin
u≤v
{µT 1(u), µT 2(v)} (2.6)
Esta equac¸a˜o tambe´m e´ estudada em (Dubois e Prade, 1980).
Para encontrar uma soluc¸a˜o fuzzy utilizando a teoria de possibilidade, ter´ıamos que encontrar
todas as soluc¸o˜es que possuem algum grau de possibilidade de ser a soluc¸a˜o o´tima e comparar
estas soluc¸o˜es para obter o grau de possibilidade de cada uma (Okada, 2001). O grau de
possibilidade e´ dado pela fo´rmula:
DT = min
Tk∈T
{Poss(
∑
ij∈Tk
cij ≤
∑
ij∈T
cij)} (2.7)
e o grau de possibilidade de cada arco e´ dado pela equac¸a˜o
Dij = max
Tk|ij∈Tk
{DTk} (2.8)
Isso torna o problema de dif´ıcil resoluc¸a˜o pois, ale´m de ter que enumerar todas as soluc¸o˜es,
a comparac¸a˜o entre elas torna o problema NP-completo.
Proposic¸a˜o 2.7.1. Sejam dois nu´meros fuzzy, normalizados, a˜ e b˜. Temos que, se
inf
u|µa˜(u)=1
{u} ≤ sup
v|µb˜(v)=1
{v}, enta˜o Poss(a ≤ b) = 1
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Prova: Seja a definic¸a˜o do grau de possibilidade entre dois nu´meros fuzzy:
Poss(a ≤ b) = sup
u≤v
{min{µa(u), µb(v)}}
Suponha que u = infu|µ(u)=1{u} e v = supv|µ(v)=1{v}, enta˜o u ≤ v e´ satisfeito. Com isso,
µa(u) = µb(v) = 1⇒ min{µa(u), µb(v)} = 1. Portanto, Poss(a ≤ b) = 1. 2
Teorema 2.7.1. Seja T 0 uma soluc¸a˜o do grafo crisp GC , com valores modais de G sendo os
custos do grafo crisp. Seja a soluc¸a˜o fuzzy T˜ ∗, associada a` soluc¸a˜o crisp T 0, com custo igual a
w˜∗ =
∑
ij∈T˜ ∗
c˜ij. Se T˜ ∗ for a soluc¸a˜o o´tima do problema, enta˜o Poss(
∑
ij∈T˜ ∗ c˜ij ≤
∑
ij∈T˜k c˜ij) = 1,
sendo T˜ k qualquer soluc¸a˜o em G.
Prova: Suponha que exista um T k tal que Poss(
∑
ij∈T ∗ cij ≤
∑
ij∈Tk cij) < 1. Pela proposic¸a˜o
2.7.1, temos que wc∗ > wck . Mas, como wc e´ o menor valor encontrado para o grafo GC , enta˜o
wc∗ ≤ wk chegando a uma contradic¸a˜o. Portanto, Poss(
∑
ij∈T ∗ cij ≤
∑
ij∈Tk cij) = 1. 2
Proposic¸a˜o 2.7.2. Sejam a˜ e b˜ dois nu´meros fuzzy. Se sup{supp{b˜}} < inf{supp{a˜}}, enta˜o
Poss(a ≤ b) = 0.
Prova: Seja um nu´mero fuzzy a˜. Temos que µ(u) = 0, se u 6∈ (a, a¯), onde a e a¯ sa˜o os
limitantes inferior e superior, respectivamente, do nu´mero fuzzy. Se u ∈ [a, a¯], enta˜o µ(u) ≥ 0.
Como b¯ = sup{supp{b˜}} < inf{{a˜}} = a, enta˜o
u ≥ a > b¯ ≥ v ⇒6 ∃v ∈ (b, b¯)|u ≤ v ⇒ µb˜(v) = 0
Portanto
min{µa˜(u), µb˜} = 0, ∀u, v ⇒ Poss(a ≤ b) = 0
2
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Cap´ıtulo 3
Conceitos em Grafos Fuzzy
Com base nos conceitos apresentados no Cap´ıtulo 2, vamos estabelecer os conceitos ba´sicos
referentes a` teoria de grafos fuzzy. Para ver os conceitos ba´sicos da teoria de grafos cla´ssica, veja
o Apeˆndice ?? ou, para um estudo mais aprofundado da teoria de grafos cla´ssica, veja (Ahuja
et al., 1993).
3.1 Grafos Fuzzy
Qualquer relac¸a˜o R ⊆ S×S sobre um conjunto S pode ser vista como definindo um grafo com
conjunto de no´s S e conjunto de arcos R. Similarmente, qualquer relac¸a˜o fuzzy µ : S×S → [0, 1]
pode ser considerada um grafo ponderado ou grafo fuzzy, onde o no´ x ∈ S tem peso σ(x) ∈ [0, 1]
e o arco (x, y) ∈ S × S tem peso µ(x, y) ∈ [0, 1]. Nesta e nas sec¸o˜es seguintes devemos utilizar
terminologia da teoria de grafos e introduzir analogias de diversos conceitos ba´sicos desta teoria.
Por questa˜o de simplicidade, consideraremos somente grafos na˜o-direcionados, isto e´, a relac¸a˜o
fuzzy e´ sime´trica. Com isso, todos os arcos podem ser vistos como pares na˜o ordenados de no´s.
Na˜o sera˜o considerados lac¸os, isto e´, arcos da forma (x, x). Poderemos assumir, se desejarmos,
que a relac¸a˜o fuzzy sera´ reflexiva.
Definimos G∗ = (σ∗, µ∗) como o grafo crisp associado ao grafo fuzzy G = (σ, µ) onde
σ∗ = {x ∈ S|σ(x) > 0} e µ∗ = {x, y ∈ S × S|µ(x, y) > 0}.
Formalmente, um grafo fuzzyG = (σ, µ) e´ um par de func¸o˜es σ : S → [0, 1] e µ : S×S → [0, 1],
onde para todo x, y ∈ S temos µ(x, y) ≤ σ(x)∧σ(y). O grafo fuzzy H = (τ, ν) e´ chamado um
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subgrafo fuzzy (parcial) de G se
τ(x) ≤ σ(x), ∀x ∈ S
e
ν(x, y) ≤ µ(x, y), ∀x, y ∈ S
Para qualquer limiar t, com 0 ≤ t ≤ 1, se σt = {x ∈ S|σ(x) ≥ t} e µt = {(x, y) ∈
S × S|µ(x, y) ≥ t}, enta˜o temos µt ⊆ σt × σt, fazendo com que (σt, µt) seja um grafo com o
conjunto de no´s σt e o conjunto de arcos µt.
Proposic¸a˜o 3.1.1. (Rosenfeld, 1975) Se 0 ≤ u ≤ v ≤ 1, enta˜o (σv, µv) e´ um subgrafo de
(σu, µu).
Prova: Seja (σv, µv)
σv = {x ∈ S|σ(x) ≥ v} e µv(x, y) = {(x, y) ∈ S × S|µ(x, y) ≥ v}
e (σu, µu)
σu = {x ∈ S|σ(x) ≥ u} e µu(x, y) = {(x, y) ∈ S × S|µ(x, y) ≥ u}
como v ≥ u, todos os elementos de (σv, µv) tambe´m pertencem a (σu, µu), ou seja, para todo
x ∈ σv, σ(x) ≥ v ≥ u⇒ x ∈ σu (σv(x) = σu(x), x ∈ σv) e para todo (x, y) ∈ µv, µ(x, y) ≥ v ≥
u⇒ (x, y) ∈ µu (µv(x, y) = µu(x, y), (x, y) ∈ µv).
Portanto
(σv, µv) ⊆ (σu, µu).
2
Proposic¸a˜o 3.1.2. (Rosenfeld, 1975) Se (τ, ν) e´ um subgrafo fuzzy de (σ, µ), enta˜o para qualquer
limiar t, 0 ≤ t ≤ 1, (τt, νt) e´ um subgrafo de (σt, µt).
Prova: Sendo (τ, ν) um subgrafo fuzzy de (σ, µ) temos
τ(x) ≤ σ(x), ∀x ∈ S
e
ν(x, y) ≤ µ(x, y), ∀(x, y) ∈ S × S
Seja (τt, νt) e (σt, µt). Temos
σ(x) ≥ τ(x) ≥ t, ∀x ∈ τt
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eµ(x, y) ≥ ν(x, y) ≥ t, ∀(x, y) ∈ νt
Portanto, (τt, νt) e´ um subgrafo fuzzy de (σt, µt) para 0 ≤ t ≤ 1. 2
Definic¸a˜o 3.1.1. (Rosenfeld, 1975) Seja (τ, ν) um subgrafo fuzzy de (σ, µ) . Enta˜o (τ, ν) e´ um
subgrafo gerador fuzzy de (σ, µ) se, e somente se, τ(x) = σ(x), ∀x.
Neste caso, os dois grafos teˆm o mesmo conjunto de no´s e diferem somente no grau de
pertineˆncia dos arcos.
Para algum subconjunto fuzzy τ de σ, isto e´, tal que τ(x) ≤ σ(x) para todo x, o subgrafo
fuzzy de (σ, µ) induzido por τ e´ o subgrafo fuzzy ma´ximo de (σ, µ) que tem o conjunto de no´s
τ . Evidentemente, este e´ justamente o grafo (τ, ν) , onde
ν(x, y) = τ(x)
∧
τ(y)
∧
σ(x, y), ∀x, y ∈ S
Consideraremos agora que o conjunto base S de um grafo fuzzy e´ sempre finito.
3.2 Caminhos e Conectividade
Um caminho ρ em um grafo fuzzy e´ uma sequ¨encia de no´s distintos x0, x1, . . . , xn tal que
µ(xi−1, xi) > 0, 1 ≤ i ≤ n; aqui n ≥ 0 e´ chamado de comprimento de ρ (nu´mero de arestas
que pertencem ao caminho). Pares consecutivos (xi−1, xi) sa˜o chamados de arcos do caminho.
A forc¸a de ρ e´ definida como
∧n
i=1 µ(xi−1, xi). Em outras palavras, a forc¸a de um caminho
e´ definida como sendo o peso do seu arco mais fraco. Se o caminho tem comprimento 0, e´
conveniente definir sua forc¸a como sendo σ(x0). Chamamos ρ um ciclo se x0 = xn e n ≥ 3.
Definic¸a˜o 3.2.1. (Rosenfeld, 1975)
1. (σ, µ) e´ um ciclo se, e somente se, (σ∗, µ∗) e´ um ciclo.
2. (σ, µ) e´ um ciclo fuzzy se, e somente se, (σ∗, µ∗) e´ um ciclo e @x ∈ µ∗ u´nico tal que
µ(x) = min{µ(y)|y ∈ µ∗}.
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Dois no´s que esta˜o unidos por um caminho (isto e´, o primeiro e o u´ltimo no´) sa˜o ditos
conectados. E´ evidente que conectividade e´ uma relac¸a˜o reflexiva e sime´trica, e que tambe´m e´
transitiva. De fato, x e y esta˜o conectados se, e somente se, µ∞(x, y) > 0. As classes equivalentes
de no´s sob esta relac¸a˜o sa˜o chamadas componentes conectados do grafo fuzzy dado; elas esta˜o
em seus subgrafos fuzzy conectados ma´ximos. Um caminho mais forte unindo quaisquer dois
no´s x, y tem forc¸a µ∞(x, y); podemos a`s vezes referir a este como sendo a forc¸a de conectividade
entre os no´s.
Proposic¸a˜o 3.2.1. (Rosenfeld, 1975) Se (τ, ν) e´ um subgrafo fuzzy de (σ, µ), enta˜o para todo
x, y ∈ S temos ν∞(x, y) ≤ µ∞(x, y).
Prova: Como conectividade e´ uma relac¸a˜o reflexiva e transitiva, temos pelo Corola´rio 2.6.3 que
µ = µk, k = 1, 2, . . .. Enta˜o
ν∞(x, z) = sup
k=1,2,...
νk(x, z) ≤ sup
k=1,2,...
µk(x, z) = µ∞(x, z), ∀x, z ∈ S
2
Pode-se definir a distaˆncia entre os no´s x e y como o comprimento do caminho mais forte e
mais curto entre estes no´s. Esta distaˆncia e´, de fato, sime´trica e definida positiva (pela definic¸a˜o
de uma grafo fuzzy, nenhum caminho de x para x pode ter mais forc¸a que σ(x), que e´ a forc¸a do
caminho de comprimento 0). Contudo, esta distaˆncia na˜o e´ triangular, como podemos observar
no exemplo da Figura 3.1 a seguir:
a
b
y
1
1
1
1/2
1/2
z
x
Figura 3.1: Caminhos entre os no´s x e z
Aqui, qualquer caminho de x para y ou de y para z tem forc¸a ≤ 12 , ja´ que eles devem conter
ou o arco (x, y) ou o (y, z). Assim, os caminhos mais curtos e mais fortes entre estes no´s teˆm
comprimento 1. Por outro lado, existe um caminho de x para z, passando por a e b, que tem
comprimento 3 e forc¸a 1. Assim d(x, z) = 3 > 1 + 1 = d(x, y) + d(y, z), neste caso.
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Uma melhor noc¸a˜o de distaˆncia em um grafo fuzzy pode ser definida como: para qualquer
ρ = (x0, . . . , xn) define-se o µ-comprimento de ρ como a soma dos inversos dos pesos dos arcos
de ρ, isto e´,
l(ρ) =
n∑
i=1
1
µ(xi−1, xi)
Se n = 0, definimos l(p) = 0. Obviamente, para n ≥ 1 temos l(p) ≥ 1. Para quaisquer dois
no´s x e y, podemos definir sua µ-distaˆncia δ(x, y) como o menor µ-comprimento de todos os
caminhos de x para y.
3.3 Clusters
Em grafos crisps existem diversos modos de definir clusters de no´s. Uma abordagem e´ chamar
o conjunto C de no´s de cluster de ordem k se
(a) Para todos os no´s x, y ∈ C temos d(x, y) ≤ k
(b) Para todos os no´s z 6∈ C temos d(z, w) > k para qualquer w ∈ C.
onde d(a, b) e´ o comprimento do caminho mais curto entre a e b. Em outras palavras, em um
cluster C de ordem K , todo par de no´s esta´ a um distaˆncia ma´xima de k de cada no´ e C e´
ma´ximo com respeito a esta propriedade, isto e´, nenhum no´ fora de C esta´ dentro da distaˆncia
k para todo no´ em C.
Quando k = 1, um k-cluster e´ chamado um clique, um subgrafo completo ma´ximo, isto e´,
um subgrafo ma´ximo em que cada par de no´s e´ unido por um arco. No outro extremo, seja
k →∞, um k-cluster torna-se um componente conectado, ou seja, um subgrafo ma´ximo no qual
cada par de no´s esta´ unido por um caminho (de qualquer comprimento).
Estas ide´ias podem ser generalizadas para grafos fuzzy como a seguir: em G = (σ, µ),
podemos chamar C ⊆ S um cluster fuzzy de ordem k se
inf
x,y∈C
µk(x, y) > sup
z 6∈C
( inf
w∈C
µk(w, z))
Note que C e´ um subconjunto crisp de S, na˜o um subconjunto fuzzy. Se G e´ um grafo crisp,
temos µk(a, b) = 0 ou 1 para todo a e b; por isso esta definic¸a˜o se resume a
(a) µk(x, y) = 1 para todo x, y ∈ C
(b) µk(w, z) = 0 para todo z 6∈ C e para algum w ∈ C
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De fato, os k−clusters obtidos usando esta definic¸a˜o sa˜o justamente cliques cla´ssicos em gra-
fos obtidos tolerando os limites da k-e´sima poteˆncia do grafo fuzzy dado. Seja C um k-cluster
fuzzy e seja infx,y∈C µk(x, y) = t. Se levarmos µk (e σ) a t, obteremos um grafo crisp no qual C
e´ agora um clique crisp.
3.4 Pontes e No´s de Corte
Seja G = (σ, µ) um grafo fuzzy e sejam x, y dois no´s distintos quaisquer, e seja G′ um
subgrafo fuzzy de G obtido pela retirada do arco (x, y), isto e´ G′ = (σ, µ′) onde
µ′(x, y) = 0;
µ′(x, y) = µ para todos os outros pares. (3.1)
Definic¸a˜o 3.4.1. (Rosenfeld, 1975). Um arco (x, y) e´ uma ponte fuzzy de G = (σ, µ) se
µ′∞(u, v) < µ∞(u, v) para algum u, v. Em outras palavras, (x, y) e´ uma ponte se a retirada
de (x, y) reduz a forc¸a de conectividade entre alguns pares de no´s.
Equivalentemente, (x, y) e´ uma ponte fuzzy se, e somente se, existem no´s u e v tais que (x, y)
e´ um arco pertencente a todos os caminhos mais fortes entre u e v.
Teorema 3.4.1. (Rosenfeld, 1975) As seguintes declarac¸o˜es sa˜o equivalentes
(a) (x, y) e´ uma ponte
(b) µ′(x, y) < µ(x, y)
(c) (x, y) na˜o e´ o arco mais fraco de nenhum ciclo
Prova: Se (x, y) na˜o e´ uma ponte, devemos ter µ′∞(x, y) = µ∞(x, y) ≥ µ(x, y). Assim (b)
implica (a). Se (x, y) e´ um arco mais fraco de um ciclo, enta˜o todos os caminhos envolvendo o
arco (x, y) podem ser convertidos em caminho que na˜o conte´m este arco, pelo menos ta˜o forte,
usando o resto do ciclo como um caminho de x para y; assim (x, y) na˜o pode ser uma ponte,
portanto (a) implica (c). Se µ′∞(x, y) ≥ µ(x, y), existe um caminho de x para y na˜o envolvendo
(x, y), que tem forc¸a ≥ µ(x, y) e este caminho junto com (x, y) forma um ciclo no qual (x, y) e´
o arco mais fraco. Assim (c) implica em (b). 2
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Observac¸a˜o 3.4.1. (Sunitha e Vijayakumar, 1999) Seja G = (σ, µ) um grafo fuzzy tal que o
grafo crisp associado seja um ciclo e seja t = min{µ(u, v)| µ(u, v) > 0}. Enta˜o todos os arcos
(u, v) tal que µ(u, v) > t sa˜o pontes fuzzy de G.
Seja w qualquer no´, e seja G∗ o subgrafo fuzzy de G obtido pela retirada do no´ w, isto e´, G∗
e´ o subgrafo induzido por σ∗, onde
σ∗(w) = 0
σ∗ = σ para todos os outros no´s.
Definic¸a˜o 3.4.2. (Rosenfeld, 1975). Um no´ e´ um no´ de corte fuzzy de G = (σ, µ) se
µ∗∞(u, v) < µ∞(u, v)
para algum u, v (diferente de w). Em outras palavras, se a remoc¸a˜o deste no´ reduz a forc¸a de
conectividade entre alguns pares de outros no´s.
Equivalentemente, w e´ um no´ de corte fuzzy se, e somente se, existem u, v distintos de w
tais que w pertenc¸a a todos os caminhos mais fortes entre u e v.
Teorema 3.4.2. (Sunitha e Vijayakumar, 1999) Seja G = (σ, µ) um grafo fuzzy tal que o grafo
crisp associado G∗ = (σ∗, µ∗) seja um ciclo. Enta˜o um no´ e´ um no´ de corte fuzzy de G se, e
somente se, este e´ um no´ comum a duas pontes fuzzy.
Prova: Seja w um no´ de corte fuzzy em G. Enta˜o existem u e v, distintos de w, tais que w
esta´ em todos os caminhos mais fortes entre u e v. Mas sendo G∗ : (σ∗, µ∗) um ciclo, existe
somente um caminho mais forte entre u e v contendo w e, pela Observac¸a˜o 3.4.1, todos estes
arcos sa˜o pontes fuzzy. Enta˜o w e´ um no´ comum de duas pontes fuzzy. Inversamente, seja w um
no´ comum de duas pontes fuzzy (u,w) e (w, v). Enta˜o ambos (u,w) e (w, v) na˜o sa˜o os arcos
mais fracos de G (Teorema 3.4.1). Tambe´m o caminho de u e v que na˜o conte´m os arcos (u,w)
e (w, v) tem forc¸a menor que µ(u,w)
∧
µ(w, v). Portanto w e´ um no´ de corte fuzzy. 2
Teorema 3.4.3. (Sunitha e Vijayakumar, 1999) Se w e´ um no´ comum de pelo menos duas
pontes fuzzy, enta˜o w e´ um no´ de corte fuzzy.
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Prova: Sejam (u1, w) e (w, u2) duas pontes fuzzy. Enta˜o existem u e v tais que (u1, w) pertence
a todos os caminhos mais fortes entre u e v. Se w e´ distinto de u e v, segue que w e´ um no´ de
corte fuzzy. A seguir, suponha que u ou v seja o no´ w; com isso (u1, w) esta´ em todo caminho
mais forte de u−w ou (w, u2) esta´ em todo caminho mais forte de w e v. Se poss´ıvel, suponha
que w na˜o seja um no´ de corte fuzzy. Enta˜o entre todos os pares de no´s existe pelo menos
um caminho mais forte que na˜o conte´m w. Em particular, existe pelo menos um caminho mais
forte ρ, unindo u1 e u2 que na˜o conte´m w. Este caminho junto a (u1, w) e (w, u2) forma um ciclo.
Caso 1: Se u1, w, u2 na˜o e´ um caminho mais forte, enta˜o claramente ou (u1, w) ou (w, u2) ou
ambos tornam-se os arcos mais fracos do ciclo, o que contradiz que (u1, w) e (w, u2) sa˜o pontes
fuzzy.
Caso 2: Se u1, w, u2 tambe´m e´ um caminho mais forte unindo u1 a u2, enta˜o seja µ∞(u1, u2) =
µ(u1, w)
∧
µ(w, u2) a forc¸a de ρ. Portanto arcos de ρ sa˜o pelo menos ta˜o fortes como µ(u1, w)
e µ(w, u2), o que implica que (u1, w), (w, u2) ou ambos sa˜o os arcos mais fracos do ciclo, o que
novamente e´ uma contradic¸a˜o. 2
x
u
v
0.5
0.5
1.0
1.0 0.7
0.7 w
Figura 3.2: Exemplo para no´s de corte e pontes fuzzy
Observac¸a˜o 3.4.2. (Sunitha e Vijayakumar, 1999) A condic¸a˜o do teorema acima na˜o e´ ne-
cessa´ria. Na Figura 3.2, w e´ um no´ de corte fuzzy (Definic¸a˜o 3.4.2); (u,w) e (v, x) sa˜o as u´nicas
pontes fuzzy.
Observac¸a˜o 3.4.3. (Sunitha e Vijayakumar, 1999) No seguinte grafo fuzzy (Figura 3.3), (u1, u2)
e (u3, u4) sa˜o as pontes fuzzy e nenhum no´ e´ um no´ de corte fuzzy. Isto e´ uma diferenc¸a signi-
ficativa da teoria de grafos cla´ssica.
Teorema 3.4.4. (Sunitha e Vijayakumar, 1999) Se (u, v) e´ uma ponte fuzzy, enta˜o µ∞(u, v) =
µ(u, v).
20
u2u1
u3 u4
0.5
0.4 0.4
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Figura 3.3: Exemplo de um grafo sem no´s de corte fuzzy
Prova: Suponha que (u, v) e´ uma ponte fuzzy e que µ∞(u, v) excede µ(u, v). Enta˜o existe um
caminho mais forte entre u e v com forc¸a maior que µ(u, v) e todos os arcos deste caminho mais
forte teˆm forc¸a maior que µ(u, v). Agora, este caminho junto com o arco (u, v) formam um ciclo
no qual (u, v) e´ o arco mais fraco, contradizendo o fato de (u, v) ser uma ponte fuzzy. 2
Observac¸a˜o 3.4.4. (Sunitha e Vijayakumar, 1999) O inverso do teorema acima na˜o e´ verda-
deiro. A condic¸a˜o para o inverso ser verdadeiro e´ discutido no Teorema 3.5.6.
G e´ chamado na˜o-separa´vel (um bloco) se ele na˜o possui no´s de corte. Mostraremos que
um bloco pode ter pontes (isto na˜o poderia acontecer para grafos na˜o-fuzzy). Por exemplo na
Figura 3.4
x
y
1
1
2
1
2
z
Figura 3.4: Exemplo de um grafo na˜o separa´vel
o arco (x, y) e´ uma ponte, ja´ que sua retirada reduz a forc¸a de conexa˜o entre x e y de 1 para 12 .
Contudo, e´ fa´cil verificar que nenhum no´ deste grafo fuzzy e´ um no´ de corte.
Se entre todos os pares de no´s x e y de G existem dois caminhos mais fortes que sa˜o disjuntos
(exceto pelos pro´prios x, y), G e´ evidentemente um bloco. Isto e´ ana´logo ao “se” do teorema de
grafos na˜o fuzzy de que G e´ um bloco (com pelo menos treˆs no´s) se, e somente se, todos pares
de no´s de G pertencem a um ciclo comum. O “somente se”, por outro lado, na˜o pertence ao
caso fuzzy, como o exemplo dado mostra.
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Teorema 3.4.5. (Bhattacharya, 1987) Seja G = (σ, µ) um grafo fuzzy onde S e´ o conjunto de
no´s. Enta˜o, ou µ(x, y) = e´ constante para todo x, y ∈ S ou G tem pelo menos uma ponte.
Prova: A primeira possibilidade e´ apresentada no seguinte exemplo. Seja S = {x, y, z} e
definimos µ(x, y) = µ(x, z) = µ(z, y) = 0.5 e σ : S → [0, 1]. Neste grafo fuzzy, como os arcos
possuem mesmo peso, enta˜o removendo qualquer arco na˜o ha´ reduc¸a˜o na forc¸a de conectividade
entre quaisquer pares de no´s.
Agora considere o caso em que µ(x, y) na˜o e´ constante para todos os arcos de G. Escolha um
arco (x0, y0) tal que µ(x0, y0) e´ um ma´ximo no conjunto de todos os poss´ıveis valores de µ(x, y)
para x, y ∈ S. Enta˜o µ(x0, y0) > 0 e existe pelo menos algum arco (u, v) distinto de (x0, y0)
tal que µ(u, v) < µ(x0, y0). Supomos que (x0, y0) seja uma ponte de G. Se removermos (x0, y0)
enta˜o a forc¸a de conectividade entre x0 e y0 no subgrafo fuzzy obtido e´ decrescida. Em outras
palavras
µ′(x0, y0) < µ(x0, y0).
Portanto, usando o Teorema 3.4.1, (x0, y0) e´ uma ponte de G. 2
Corola´rio 3.4.1. (Bhattacharya, 1987) Em um grafo fuzzy G = (σ, µ) para o qual µ na˜o e´ um
mapeamento constante, um arco (x, y) para o qual µ(x, y) e´ ma´ximo, e´ uma ponte de G.
Observac¸a˜o 3.4.5. (Bhattacharya, 1987) O inverso do Corola´rio 3.4.1 na˜o e´ verdade. Por
exemplo, considere o grafo fuzzy mostrado na Figura 3.5. Aqui µ(x, y) = 0.75 e µ′(x, y) = 0.5.
Enta˜o removendo o arco (x, y) reduzimos a forc¸a de conectividade entre os no´s x e y. Por-
tanto (x, y) e´ uma ponte mas vimos que µ(x, y) na˜o e´ um ma´ximo.
x
0.75
0.5
0.5
0.9 wz
y
Figura 3.5: Um grafo em que µ(x, y) na˜o e´ o ma´ximo apesar de (x, y) ser uma ponte
Analisando o Teorema 3.4.5 e´ natural perguntar se todo grafo fuzzy tem pelo menos um no´
de corte. A resposta e´ na˜o como os exemplos a seguir mostram.
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Exemplo 3.4.1. (Bhattacharya, 1987) Seja S = {x, y, z}, µ : S × S → [0, 1] definido por
µ(x, y) = 1, µ(y, z) = 0.5, µ(x, z) = 0.5 e µ e´ sime´trico com σ : S → [0, 1]. Enta˜o G = (σ, µ)
na˜o tem no´s de corte.
Exemplo 3.4.2. (Bhattacharya, 1987) O exemplo 3.4.2 e´ um grafo fuzzy que e´ um “triaˆngulo”.
Enta˜o podemos perguntar se existe um grafo fuzzy com mais de treˆs no´s e que seja um bloco?
Para construir um exemplo, seja S = {x, y, z, w, u} e µ(x, y) = 1, µ(y, u) = 0.5; µ(u, x) =
1, µ(x,w) = 0.5, µ(w, z) = 1, µ(z, x) = 0.5 e seja µ sime´trico e um a escolhido de forma
arbitra´ria. E´ fa´cil checar que µ2(u, v) = 1, µ3(u, v) = 1, . . . , µ∞(u, v) = 1. Contudo µ′∞(u, v) =
0.5. Enta˜o usando o Teorema 3.4.1 temos que o arco (u, v) e´ uma ponte. E´ fa´cil verificar que
este grafo fuzzy na˜o possui no´s de corte.
u
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2
Figura 3.6: Grafo fuzzy com mais de um no´ de corte
Exemplo 3.4.3. (Bhattacharya, 1987) Aqui sera´ dado um exemplo de um grafo fuzzy com mais
de um no´ de corte. Considere o grafo fuzzy apresentado na Figura 3.6. Neste grafo fuzzy temos
que µ∞(x, u) = 0.9. Se o no´ w e´ removido enta˜o a forc¸a de conectividade entre x e u e´ igual a
0.25. Portanto w e´ um no´ de corte. E´ fa´cil ver que y e´ um no´ de corte mas z na˜o e´.
3.5 Florestas e A´rvores
Lembramos que um grafo crisp que na˜o possui ciclos e´ chamado de ac´ıclico ou uma floresta.
Uma floresta conectada e´ chamada de a´rvore. Chamamos um grafo fuzzy de floresta se o grafo
consistindo de arcos na˜o nulos e´ uma floresta, e uma a´rvore se este grafo e´ tambe´m conectado.
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Definic¸a˜o 3.5.1. (Rosenfeld, 1975) Um grafo fuzzy G = (σ, µ) e´ chamado de floresta fuzzy
se ele tem um subgrafo gerador fuzzy F = (σ, ν) que e´ uma floresta, onde para todos os arcos
(x, y) que na˜o esta˜o em F (ou seja, tal que ν(x, y) = 0), temos µ(x, y) < ν∞(x, y). Em outras
palavras, se (x, y) ∈ G mas 6∈ F , existe um caminho em F entre x e y cuja forc¸a e´ maior que
µ(x, y). Uma floresta e´ uma floresta fuzzy.
Por exemplo, os grafos da Figura 3.7 sa˜o florestas fuzzy
1
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2
Figura 3.7: Exemplos de Floresta Fuzzy
pois a retirada dos arcos com grau de pertineˆncia igual a 12 de qualquer um dos grafos resulta
em um subgrafo gerador fuzzy ac´ıclicos e os caminhos entre os no´s possuem forc¸a igual a 1.
Contudo, os subgrafos da Figura 3.8 na˜o sa˜o florestas fuzzy:
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Figura 3.8: Exemplos de grafos que na˜o sa˜o florestas
pois a retirada de um ou mais arcos com grau de pertineˆncia igual a 12 fornece um subgrafo
gerador fuzzy cujos caminhos entre os no´s e´ igual a 12 .
Se G e´ conectado, enta˜o F tambe´m e´ (todos os arcos de um caminho em G tambe´m esta˜o em
F , ou podem ser desviados para F ). Neste caso, chamamos G uma a´rvore fuzzy. Os exemplos
de florestas fuzzy dados acima sa˜o todos a´rvores fuzzy.
Note que se substituirmos < por ≤ na definic¸a˜o 3.5.1, enta˜o ate´ o grafo da Figura 3.9 seria
uma floresta fuzzy, ja´ que possui subgrafos tais como mostrado na Figura 3.10.
Teorema 3.5.1. (Rosenfeld, 1975) G e´ uma floresta fuzzy se, e somente se, em qualquer ciclo
de G existe um arco (x, y) tal que µ(x, y) < µ′∞(x, y), onde µ′ denota retirada do arco (x, y) de
G.
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Figura 3.9: Exemplo de florestas fuzzy
1
1
Figura 3.10: Subgrafos resultantes da figura anterior
Prova: Para ver “se”, seja (x, y) um arco que pertence a uma ciclo, possui a propriedade do
teorema acima e para o qual µ(x, y) e´ o menor. (Se na˜o ha´ ciclos, G e´ uma floresta e esta
parte ja´ esta´ demonstrada). Se retirarmos (x, y), o subgrafo resultante satisfaz a propriedade
de caminho de uma floresta fuzzy. Se ainda existirem ciclos neste grafo, podemos repetir o
processo. Note que a cada esta´gio, nenhum arco previamente retirado e´ mais forte que o arco
que deve ser retirado no momento. Portanto, o caminho garantido pela propriedade do teorema
envolve somente arcos que ainda na˜o foram retirados. Quando na˜o houver mais ciclos, o subgrafo
resultante e´ uma floresta F . Seja (x, y) um arco que na˜o pertenc¸a a F . Enta˜o (x, y) e´ um dos
arcos que foram eliminados no processo de construc¸a˜o de F , e existe um caminho de x para y que
e´ mais forte que µ(x, y) e que na˜o envolve (x, y) nem qualquer dos arcos retirados previamente.
Se este caminho envolve arcos que foram retirados posteriormente, este pode ser desviado usando
um caminho de arcos ainda mais fortes. Se o caminho ainda utilizar arcos que foram eliminados,
existe um caminho mais forte, e assim por diante. Este processo eventualmente estabiliza com
um caminho consistindo somente de arcos pertencentes a F . Enta˜o G e´ uma floresta fuzzy.
No outro sentido, se G e´ uma floresta fuzzy, seja ρ um ciclo qualquer. Enta˜o algum arco
(x, y) de ρ na˜o pertence a F . Portanto, pela definic¸a˜o de uma floresta fuzzy, temos µ(x, y) <
ν∞(x, y) ≤ µ′∞(x, y), o que provaria o “somente se”. 2
Note que se G e´ conectado, enta˜o F constru´ıda na primeira parte da prova tambe´m o sera´,
ja´ que em nenhum passo da construc¸a˜o havera´ a desconexa˜o.
Proposic¸a˜o 3.5.1. (Rosenfeld, 1975) Se existe no ma´ximo um caminho mais forte entre quais-
quer dois no´s de G, enta˜o G deve ser uma floresta fuzzy.
25
Prova: Se na˜o, pelo teorema 3.5.1, haveria um ciclo ρ em G tal que, para todos os arcos (x, y)
de ρ, ter´ıamos µ(x, y) > µ′∞(x, y). Portanto, o pro´prio (x, y) constituiria um caminho mais
forte de x para y. Se escolhermos (x, y) para ser o arco mais fraco de ρ segue que o resto de ρ e´
tambe´m um caminho mais forte de x para y, o que seria uma contradic¸a˜o. 2
O inverso da Proposic¸a˜o 3.5.1 e´ falso. G pode ser uma floresta fuzzy e ainda ter mu´ltiplos
caminhos mais fortes entre no´s. Isto e´ devido a` forc¸a de um caminho ser dada pelo arcos mais
fracos, e enquanto este arco pertencer a F , existe pouca restric¸a˜o sobre os outros arcos. Por
exemplo, o grafo fuzzy da Figura 3.11
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Figura 3.11: Exemplo de floresta fuzzy
e´ uma floresta fuzzy. Aqui F consiste de todos os arcos exceto (a, y). Os caminhos mais fortes
entre x e y teˆm forc¸a igual a 14 , devido ao arco (x, a). Tanto x, a, b, y quanto x, a, y sa˜o caminhos,
onde o primeiro pertence a F e o segundo na˜o.
Proposic¸a˜o 3.5.2. (Rosenfeld, 1975) Se G e´ uma floresta fuzzy, os arcos de F sa˜o pontes de
G.
Prova: Se um arco (x, y) na˜o esta´ em F certamente na˜o e´ uma ponte, ja´ que µ(x, y) <
ν∞(x, y) ≤ µ′∞(x, y). Por outro lado, seja (x, y) um arco pertencente a F . Se ele na˜o for
uma ponte, ter´ıamos um caminho ρ de x para y, na˜o envolvendo (x, y) de forc¸a ≥ µ(x, y). Este
caminho deve envolver arcos que na˜o esta˜o em F , ja´ que F e´ uma floresta e na˜o possui ciclos.
Contudo, por definic¸a˜o, qualquer arco (ui, vi) pode ser substitu´ıdo por um caminho ρi em F
de forc¸a > µ(x, y). Agora, ρi na˜o pode envolver (x, y) ja´ que todos seus arcos sa˜o estritamente
mais fortes que µ(u, v) ≥ µ(x, y). Portanto substituindo cada (ui, vi) por ρi, podemos construir
um caminho em F de x para y que na˜o envolva (x, y) resultando em um ciclo em F , o que e´
uma contradic¸a˜o. 2
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Por esta u´ltima proposic¸a˜o, se G e´ uma floresta fuzzy, sua floresta geradora F e´ u´nica.
Teorema 3.5.2. (Sunitha e Vijayakumar, 1999) Se G : (σ, µ) e´ uma a´rvore fuzzy e G∗ : (σ∗, µ∗)
na˜o e´ uma a´rvore, enta˜o existe pelo menos um arco (u, v) em µ∗ para o qual µ(u, v) < µ∞(u, v).
Prova: Se G e´ uma a´rvore fuzzy, enta˜o por definic¸a˜o existe um subgrafo gerador fuzzy F : (σ, ν),
que e´ uma a´rvore e µ(u, v) < µ∞(u, v) para todo arco (u, v) que na˜o pertence a F . Tambe´m
temos que ν∞(u, v) ≤ µ∞(u, v) pelo Lema 3.2.1. Portanto µ(u, v) < µ∞(u, v) para todo (u, v)
que na˜o pertence a F e, por hipo´tese, existe pelo menos um arco (u, v) que na˜o pertence a F , o
que completa a prova. 2
Definic¸a˜o 3.5.2. (Bhutani, 1989). Um grafo completo fuzzy e´ um grafo fuzzy G : (σ, µ) tal que
µ(u, v) = σ(u)
∧
σ(v) para todo u e v.
Lema 3.5.1. (Bhutani, 1989). Se G e´ um grafo fuzzy completo, enta˜o µ∞(u, v) = µ(u, v).
Lema 3.5.2. (Bhutani, 1989). Um grafo completo fuzzy na˜o possui no´s de corte.
Observac¸a˜o 3.5.1. (Sunitha e Vijayakumar, 1999) O inverso do lema 3.5.1 na˜o e´ verdadeiro
(Figura 3.12a). Tambe´m, um grafo completo fuzzy pode ter uma ponte fuzzy (Figura 3.12b).
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Figura 3.12: (a) e (b): Grafos completos fuzzy
Teorema 3.5.3. (Sunitha e Vijayakumar, 1999) Se G : (σ, µ) e´ uma a´rvore fuzzy, enta˜o G na˜o
e´ completo.
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Prova: Seja G um grafo completo fuzzy. Enta˜o, µ∞(u, v) = µ(u, v) para todo u, v (Lema
3.5.1). Sendo G uma a´rvore fuzzy, µ(u, v) < ν∞(u, v) para todo (u, v) 6∈ F . Portanto,
µ∞(u, v) < ν∞(u, v), contradizendo o Lema 3.5.1. 2
Teorema 3.5.4. (Sunitha e Vijayakumar, 1999) Se G e´ uma a´rvore fuzzy, enta˜o os arcos de F
sa˜o as pontes fuzzy de G.
Teorema 3.5.5. (Sunitha e Vijayakumar, 1999) Se G e´ uma a´rvore fuzzy, enta˜o os no´s internos
de F sa˜o os no´s de corte de G.
Prova: Seja w qualquer no´ de G que na˜o seja um no´ terminal de F . Enta˜o pelo Teorema 3.5.4,
este e´ o no´ comum a pelo menos dois arcos de F os quais sa˜o pontes fuzzy de G e, pelo Teorema
3.4.3, w e´ um no´ de corte fuzzy. Tambe´m, se w e´ um no´ terminal de F , enta˜o w na˜o e´ um no´ de
corte fuzzy pois sena˜o existiria um caminho entre u, v distintos de w para o qual w pertencesse
a todos os caminhos mais fortes e um destes caminhos certamente esta´ em F . Mas se w e´ um
no´ terminal de F , isto na˜o seria poss´ıvel. 2
Corola´rio 3.5.1. (Sunitha e Vijayakumar, 1999) Um no´ de corte fuzzy de uma a´rvore fuzzy e´
o no´ comum de pelo menos duas pontes fuzzy.
Teorema 3.5.6. (Sunitha e Vijayakumar, 1999) G : (σ, µ) e´ uma a´rvore fuzzy se, e somente
se, sa˜o equivalentes
1. (u, v) e´ uma ponte fuzzy
2. µ∞(u, v) = µ(u, v).
Prova: Seja G : (σ, µ) uma a´rvore fuzzy e seja (u, v) uma ponte fuzzy. Enta˜o µ∞(u, v) = µ(u, v)
(Teorema 3.4.4). Agora, seja (u, v) um arco em G tal que µ∞(u, v) = µ(u, v). Se G∗ e´ uma
a´rvore, enta˜o claramente (u, v) e´ uma ponte fuzzy; caso contra´rio, segue do teorema 3.5.2 que
(u, v) ∈ F e (u, v) e´ uma ponte fuzzy (Teorema 3.5.4). 2
Observac¸a˜o 3.5.2. (Sunitha e Vijayakumar, 1999) Para uma a´rvore fuzzy G, o subgrafo gera-
dor F e´ u´nico (Teorema 3.5.4). Segue da prova do teorema que F nada mais e´ do que a a´rvore
geradora ma´xima T de G.
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Teorema 3.5.7. (Sunitha e Vijayakumar, 1999) Um grafo fuzzy e´ uma a´rvore fuzzy se, e
somente se, ele tem uma u´nica a´rvore geradora ma´xima.
Observac¸a˜o 3.5.3. (Sunitha e Vijayakumar, 1999) Para um grafo fuzzy que na˜o e´ uma a´rvore
fuzzy existe pelo menos um arco em T que na˜o e´ uma ponte fuzzy e arcos que na˜o esta˜o em T e
na˜o sa˜o pontes fuzzy de G. Esta observac¸a˜o leva ao seguinte teorema.
Teorema 3.5.8. (Sunitha e Vijayakumar, 1999) Se G : (σ, µ) e´ um grafo fuzzy com σ∗ = S e
|S| = p enta˜o G tem no ma´ximo p− 1 pontes fuzzy.
Teorema 3.5.9. (Sunitha e Vijayakumar, 1999) Seja G : (σ, µ) um grafo fuzzy e seja T a a´rvore
geradora ma´xima de G. Enta˜o os no´s terminais de T na˜o sa˜o no´s de corte fuzzy de G.
Corola´rio 3.5.2. (Sunitha e Vijayakumar, 1999) Todo grafo fuzzy tem pelo menos dois no´s que
na˜o sa˜o no´s de corte fuzzy.
Definic¸a˜o 3.5.3. (Nair e Cheng, 2001)
1. (σ, µ) e´ uma a´rvore se, e somente se, (supp(σ), supp(µ)) e´ uma a´rvore.
2. (σ, µ) e´ uma a´rvore fuzzy se, e somente se, (σ, µ) tem um subgrafo gerador fuzzy (τ, ν) o
qual e´ uma a´rvore tal que ∀(u, v) ∈ supp(µ)\supp(ν), µ(u, v) < ν∞(u, v), isto e´, existe
uma caminho em (σ, ν) entre u e v cuja forc¸a e´ maior que µ(u, v).
Definic¸a˜o 3.5.4. (Nair e Cheng, 2001)
1. (σ, µ) e´ um ciclo se, e somente se, (supp(σ), supp(µ)) e´ um ciclo.
2. (σ, µ) e´ um ciclo fuzzy se, e somente se, (supp(σ), supp(µ)) e´ um ciclo e 6 ∃(x, y) ∈ supp(µ)
u´nico tal que µ(x, y) =
∧{µ(u, v)|(u, v) ∈ supp(µ)}.
Exemplo 3.5.1. (Nair e Cheng, 2001) Sejam S = {u, v, w, s, t} e X = {(u, v), (u,w), (v, w), (w, s),
(w, t), (s, t)}. Seja σ(x) = 0.9 para todo x ∈ S e seja µ o subconjunto fuzzy de X definido por
µ(u, v) = 0.4, µ(u,w) = µ(v, w) = µ(w, s) = µ(w, t) = µ(s, t) = 0.9. Enta˜o (σ, µ) na˜o e´ nem um
ciclo fuzzy, nem uma a´rvore fuzzy (Figura 3.13).
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Figura 3.13: Figura do exemplo 3.5.1
Exemplo 3.5.2. (Nair e Cheng, 2001) Seja S = {w, u, v} e X = {(w, u), (w, v), (u, v)}. Seja
σ(x) = 0.8 para todo x ∈ S e µ e µ′ subconjuntos fuzzy de X definido por µ(w, u) = µ(w, v) = 0.8,
µ(u, v) = 0.2 e µ′(w, v) = 0.8, µ′(w, u) = µ′(u, v) = 0.2. Enta˜o (σ, µ) e´ uma a´rvore fuzzy, mas
na˜o e´ uma a´rvore e na˜o e´ um ciclo fuzzy enquanto (σ, µ′) e´ um ciclo fuzzy, mas na˜o uma a´rvore
fuzzy.
Teorema 3.5.10. (Nair e Cheng, 2001) Seja (σ, µ) um ciclo. Enta˜o (σ, µ) e´ um ciclo fuzzy se,
e somente se, (σ, µ) na˜o e´ uma a´rvore fuzzy.
Teorema 3.5.11. (Nair e Cheng, 2001) Se ∃ α ∈ (0, 1] tal que (supp(σ), µα) e´ uma a´rvore, µα
um α-corte, enta˜o (σ, µ) e´ uma a´rvore fuzzy. Inversamente, se (σ, µ) e´ um ciclo e (σ, µ) e´ uma
a´rvore fuzzy, enta˜o ∃ α ∈ (0, 1] tal que (supp(σ), µα) e´ uma a´rvore.
Ilustrando o Teorema 3.5.11
Exemplo 3.5.3. (Nair e Cheng, 2001) Seja S = {s, t, u, v, w} e X = {(s, t), (s, u), (t, u), (u, v),
(u,w), (w, v)}. Seja σ(x) = 0.7 para todo x ∈ S e seja µ um subconjunto fuzzy de X definido por
µ(s, t) = 0.4, µ(s, u) = µ(t, u) = 0.5, µ(u, v) = 0.6 e µ(u,w) = µ(w, v) = 0.7. Enta˜o 6 ∃q ∈ (0, 1]
tal que (supp(σ), µq) e´ uma a´rvore. Contudo (σ, µ) e´ uma a´rvore fuzzy.
Exemplo 3.5.4. (Moderson e Nair, 1996a) Sejam V = {w, u, v} e X = {(w, u), (w, v), (u, v)}.
Seja σ = δV e µ e µ′ subconjuntos fuzzy de X definido por µ(w, u) = µ(w, v) = 1, µ(u, v) = 12
e µ′(w, u) = 1, µ′(w, v) = µ′(u, v) = 12 . Enta˜o G = (σ, µ) e´ uma a´rvore fuzzy, mas na˜o e´ uma
a´rvore e na˜o e´ um ciclo fuzzy, ao passo que (σ, µ′) e´ um ciclo fuzzy, mas na˜o uma a´rvore fuzzy.
Teorema 3.5.12. (Moderson e Nair, 1996a) Seja G = (σ, µ) um ciclo. Enta˜o (σ, µ) e´ um ciclo
fuzzy se, e somente se, G = (σ, µ) na˜o e´ uma a´rvore fuzzy.
Prova: Suponha que G = (σ, µ) e´ um ciclo fuzzy. Enta˜o ∃ arcos distintos x1, x2 ∈ µ∗ tal
que µ(x1) = µ(x2) = min{µ(y)|y ∈ µ∗}. Se (σ, ν) e´ qualquer a´rvore geradora de G = (σ, µ)
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(Rosenfeld, 1975), enta˜o µ∗ − ν∗ = {(u, v)} para algum u, v ∈ V desde que G = (σ, µ) e´ um
ciclo. Portanto G = (σ, µ) na˜o e´ uma a´rvore fuzzy. Inversamente, suponha que G = (σ, µ)
na˜o e´ uma a´rvore fuzzy. Como G = (σ, µ) e´ um ciclo, temos que ∀(u, v) ∈ µ∗ que (σ, ν) e´ um
subgrafo gerador fuzzy de G = (σ, µ) , que e´ uma a´rvore, e ν∞(u, v) ≤ µ(u, v), onde ν(u, v) = 0
e ν(y) = µ(y) ∀y ∈ µ∗\{(u, v)}. Portanto µ na˜o atinge min{µ(y)|y ∈ µ∗} unicamente. Portanto
G = (σ, µ) e´ um ciclo fuzzy. 2
Teorema 3.5.13. (Moderson e Nair, 1996a) Se ∃q ∈ (0, 1] tal que (σ∗, µq) e´ uma a´rvore, enta˜o
G = (σ, µ) e´ uma a´rvore fuzzy. Inversamente, se G = (σ, µ) e´ um ciclo e G = (σ, µ) e´ uma
a´rvore fuzzy, enta˜o ∃q ∈ (0, 1] tal que (σ∗, µq) e´ uma a´rvore.
Prova: Suponha que q exista. Seja ν o subconjunto fuzzy de X tal que ν = µ sobre µq e
ν(x) = 0 se x ∈ X\µq. Enta˜o H = (σ, ν) e´ um subgrafo gerador fuzzy de G = (σ, µ) tal que
(σ, ν) e´ uma a´rvore fuzzy ja´ que (σ∗, ν∗) e´ uma a´rvore. Suponha que (u, v) ∈ X e (u, v) 6∈ νq.
Enta˜o ∃ um caminho entre u e v de forc¸a ≥ q > µ(u, v). Enta˜o G = (σ, µ) e´ uma a´rvore fuzzy.
Pelo caminho inverso, notamos que desde que G = (σ, µ) e´ um ciclo e uma a´rvore fuzzy, ∃ x ∈ µ∗
u´nico tal que µ(x) = min{µ(y)|y ∈ µ∗}. Seja q tal que µ(x) < q ≤ min{µ(y)|y ∈ µ∗\{x}}. Enta˜o
(σ∗, µq) e´ uma a´rvore. 2
Exemplo 3.5.5. (Moderson e Nair, 1996a) Seja V = {s, t, u, v, w} e X = {(s, t), (s, u), (t, u), (u, v), (u,w), (w, v)}.
Seja σ = δV e seja µ subconjuntos fuzzy de X definidos por µ(s, t) = 14 , µ(s, u) = µ(t, u) =
3
8 , µ(u, v) =
1
2 , e µ(u,w) = µ(w, v) = 1. Enta˜o 6 ∃q ∈ (0, 1] tal que (σ∗, µq) e´ uma a´rvore.
Contudo G = (σ, µ) e´ uma a´rvore fuzzy.
Definic¸a˜o 3.5.5. (Moderson e Nair, 1996a) Seja E um subconjunto de µ∗.
1. {xµ(x)|x ∈ E} e´ um conjunto de corte de G = (σ, µ) se, e somente se, E e´ um conjunto de
corte de (σ∗, µ∗).
2. {xµ(x)|x ∈ E} e´ um conjunto de corte fuzzy de G = (σ, µ) se, e somente se, ∃u, v ∈ σ∗
tal que µ
′∞(u, v) < µ(u, v), onde µ′ e´ o subconjunto fuzzy de X definido por µ′ = µ sobre
µ∗\E e µ′(x) = 0 ∀x ∈ E, isto e´, a remoc¸a˜o de E de µ∗ reduz a forc¸a de conectividade
entre alguns pares de no´s de G = (σ, µ) .
Quando E e´ um conjunto singleton, um conjunto de corte e´ chamado de ponte e um conjunto
de corte fuzzy e´ chamado de uma ponte fuzzy.
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Nossa definic¸a˜o de ponte fuzzy coincide com a definic¸a˜o de ponte em (Rosenfeld, 1975). O
seguinte exemplo e´ um grafo fuzzy G = (σ, µ) que na˜o possui pontes fuzzy e onde µ na˜o e´ uma
func¸a˜o constante.
Exemplo 3.5.6. (Moderson e Nair, 1996a) Sejam V = {t, u, v, w} e X = {(t, u), (u, v), (v, w), (w, t), (t, v)}.
Seja σ = δV , µ(u, v) = µ(u, v) = µ(v, w) = µ(w, t) = 1 e µ(t, v) = 12 . Enta˜o µ na˜o e´ constante,
mas G = (σ, µ) na˜o possui uma ponte fuzzy uma vez que a forc¸a de conectividade entre quaisquer
pares de no´s de G = (σ, µ) resulta em 1, mesmo apo´s a remoc¸a˜o de um arco.
Teorema 3.5.14. (Moderson e Nair, 1996a) Sejam V = {v1, . . . , vn} e C = {v1v2, v2v3, . . . , vn−1vn,
vnv1}, n ≥ 3.
1. Suponha que µ∗ ⊇ C e que ∀vjvk ∈ µ∗ −C, µ(vj , vk) < max{µ(vivi+1)|i = 1, . . . , n}, onde
vn+1 = v1. Enta˜o ou µ e´ uma constante sobre C ou G = (σ, µ) e´ uma ponte fuzzy.
2. Suponha que 0 6= µ∗ ⊂ C. Enta˜o (σ, µ) teˆm uma ponte.
Prova:
1. Suponha que µ na˜o e´ constante sobre C. Seja vh, vh+1 ∈ C tal que µ(vh, vh+1) =
max{µ(vi, vi+1)| i = 1, . . . , n}. Ja´ que µ na˜o e´ constante sobre C, a forc¸a do caminho
C − {vhvh+1} ente vh e vh+1 e´ estritamente menor que µ(vh, vh+1). A forc¸a de qualquer
outro caminho P entre vh e vh+1 e´ tambe´m estritamente menor que µ(vh, vh+1) ja´ que P
deve conter um arco de µ∗\C. Portanto (vh, vh+1)µ(vh,vh+1) e´ uma ponte fuzzy.
2. Imediato.
2
Teorema 3.5.15. (Moderson e Nair, 1996a) Suponha que a dimensa˜o do espac¸o do ciclo de
(σ∗, µ∗) seja1 (Harary, 1972). Enta˜o G = (σ, µ) na˜o tem uma ponte fuzzy se, e somente se,
G = (σ, µ) e´ um ciclo e µ e´ uma func¸a˜o constante.
Prova: Suponha que este na˜o e´ o caso de G = (σ, µ) e´ um ciclo e µ e´ uma func¸a˜o constante.
Se G = (σ, µ) na˜o e´ um ciclo, enta˜o ∃ um arco x ∈ µ∗ que na˜o e´ parte do ciclo. Enta˜o xµ(x) e´
uma ponte e portanto uma ponte fuzzy. Suponha que G = (σ, µ) e´ um ciclo, mas µ na˜o e´ uma
func¸a˜o constante. Seja x ∈ µ∗ tal que µ(x) e´ maximal. Enta˜o xµ e´ uma ponte fuzzy. Inversa-
mente, suponha que G = (σ, µ) e´ um ciclo e µ e´ uma func¸a˜o constante. Enta˜o a remoc¸a˜o de
um arco vivi+1 resulta em um caminho u´nico ente vi e vi+1 de forc¸a igual a µ(vivi+1). Portanto
(vivi+1)µ(vivi+1) na˜o e´ uma ponte fuzzy. 2
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3.6 Cliques Fuzzy
Definic¸a˜o 3.6.1. (Nair e Cheng, 2001) Seja G um grafo fuzzy sobre S e H = (τ, ν) um subgrafo
induzido por T ⊆ S. Enta˜o H e´ um clique se (supp(τ), supp(ν)) e´ um clique e H e´ um clique
fuzzy se H e´ um clique e todo ciclo em (τ, ν) e´ um ciclo fuzzy.
Exemplo 3.6.1. Seja S = {u, v, w} e X = {(u, v), (u,w), (w, v)}. Seja σ(x) = 1 para todo x ∈ S
e seja ρ um subconjunto fuzzy de X definido por µ(u, v) = 0.7, µ(u,w) = 0.5 e µ(w, v) = 0.8.
Seja T o mesmo que S. Portanto H = (τ, ν) e´ igual a G =(σ, µ) . Claramente, u, v, w e´ um
ciclo; mas na˜o um ciclo fuzzy. Portanto H e´ um clique, mas na˜o um clique fuzzy.
Exemplo 3.6.2. Seja S = {u, v, w} e X = {(u, v), (u,w), (w, v)}. Seja σ(x) = 1 para todo
x ∈ S e seja µ o subconjunto fuzzy de X definido por µ(u, v) = µ(u,w) = 0.5 e µ(w, v) = 0.8.
Seja T igual a S. Enta˜o H = (τ, ν) e´ igual a G = (σ, µ). Claramente, u, v, w e´ um ciclo e
tambe´m e´ um ciclo fuzzy. Portanto H e´ um clique e um clique fuzzy.
Exemplo 3.6.3. Seja S = {s, u, v, w} e X = {(s, u), (s, v), (s, w), (u, v), (u,w), (w, v)}. Seja
σ(x) = 1 para todo s ∈ S e seja µ um subconjunto fuzzy de X definido por µ(s, u) = 0.5, µ(s, v) =
µ(s, w) = 0.8, µ(u, v) = 0.6, µ(u,w) = 0.8 e µ(v, w) = 0.5. Seja T igual a S. Portanto H = (τ, ν)
e´ o mesmo que G = (σ, µ). Claramente, s, u, v, w e´ um ciclo, mas na˜o um ciclo fuzzy. Portanto
H e´ um clique, mas na˜o um clique fuzzy.
Exemplo 3.6.4. Seja S = {s, u, v, w} e X = {(s, u), (s, v), (s, w), (u, v), (u,w), (w, v)}. Seja
σ(x) = 1 para todo s ∈ S e seja µ um subconjunto fuzzy de X definido por µ(s, u) = 0.5, µ(s, v) =
0.8, µ(s, w) = 0.7, µ(u, v) = 0.5, µ(u,w) = 0.5 e µ(v, w) = 0.7. Seja T o mesmo que S. Portanto
H = (τ, ν) e´ o mesmo que G = (σ, µ). Claramente todo ciclo e´ um ciclo fuzzy. Portanto H e´
um clique e um clique fuzzy.
Teorema 3.6.1. (Nair e Cheng, 2001) Seja G um grafo fuzzy sobre S e H = (τ, ν) um subgrafo
induzido por T ⊆ S. Enta˜o H e´ um clique fuzzy se, e somente se, todo ciclo de comprimento 3
em H e´ um ciclo fuzzy.
Prova: Assuma que H e´ um clique fuzzy. Por definic¸a˜o todo ciclo e´ um ciclo fuzzy e com isso
todo ciclo de comprimento 3 e´ tambe´m um ciclo fuzzy.
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Assuma que todo ciclo de comprimento 3 e´ um ciclo fuzzy. Vamos provar agora, por
induc¸a˜o, que todo ciclo de tamanho ≥ 3 e´ um ciclo fuzzy. Todo ciclo de comprimento 3
e´ um ciclo fuzzy por suposic¸a˜o. A hipo´tese de induc¸a˜o e´ que todo ciclo de tamanho n e´
um ciclo fuzzy. Seja x0, x1, . . . , xn, xn+1 qualquer ciclo de comprimento n + 1 em H. Como
H e´ um clique, x0, x1, . . . , xn e´ um ciclo de tamanho n em H e com isso e´ um ciclo fuzzy
em H. Por isso existe pelo menos dois arcos, ditos e1 e e2 no ciclo fuzzy x0, x1, . . . , xn tal
que µ(e1) = µ(e2) =
∧{µ(e)|e e´ um arco em x0, x1, . . . , xn}. Agora, xn, xn+1, x0 e´ um ciclo
fuzzy e portanto existe pelo menos dois arcos, ditos e3 e e4 no ciclo fuzzy xn, xn+1, x0 tal
que µ(e3) = µ(e4) =
∧{µ(e)|e e´ um arco em xn, xn+1, x0}. Primeiro, consideramos o caso de
um dos arcos e1 ou e2 e´ igual a um dos arcos e3 e e4. Neste caso, sem perda de genera-
lidade, assume-se que e1 = e3. Enta˜o e2 e e4 sa˜o arcos em x0, x1, . . . , xn, xn+1 e µ(e2) =
µ(e4) =
∧{µ(e)|e e´ um arco em x0, x1, . . . , xn, xn+1}. Portanto o resultado desejado. Se este
na˜o for o caso, note que todos os quatro arcos e1, e2, e3, e4 sa˜o arcos em x0, x1, . . . , xn, xn+1 e
µ(e1) = µ(e2) =
∧{µ(e)|e e´ um arco em x0, x1, . . . , xn, xn+1} ou µ(e3) = µ(e3) = ∧{µ(e)|e e´
um arco em x0, x1, . . . , xn} e´ verdade. 2
Lema 3.6.1. (Nair e Cheng, 2001) Seja G um grafo fuzzy sobre S e H = (τ, ν) um subgrafo
induzido por T ⊆ S. Enta˜o todo ciclo de comprimento 3 em H e´ um ciclo fuzzy se, e somente
se, para quaisquer treˆs ve´rtices, x, y, z em H tal que os arcos (x, y) e (y, z) esta˜o em Ht implica
(x, z) esta´ em Ht para todo 0 ≤ t ≤ 1.
Definic¸a˜o 3.6.2. (Nair e Cheng, 2001) Um subgrafo H de um grafo G e´ chamado de uma unia˜o
disjunta de cliques se V (H), o conjunto de no´s de H, pode ser particionado em H1,H2, . . . , Hk tal
que ∀x, y ∈ V (H), (x, y) e´ um arco em H se, e somente se, {x, y} ⊆ Hi para algum i, 1 ≤ i ≤ k.
Lema 3.6.2. (Nair e Cheng, 2001) Seja G um grafo fuzzy sobre S e H = (τ, ν) um subgrafo
induzido por T ⊆ S. Enta˜o H e´ uma unia˜o disjunta de cliques se, e somente se, para quaisquer
treˆs no´s x, y, z em H tal que os arcos (x, y) e (y, z) esta˜o em H implica que (x, z) esta´ em H.
Prova: Seja H uma unia˜o disjunta de cliques e seja a partic¸a˜o de no´s correspondentes H1, H2,
. . . , Hk. Seja x, y, z qualquer treˆs no´s em H tal que os arcos (x, y) e (y, z) esta˜o em H. Enta˜o
{x, y} ⊆ Hi e {y, z} ⊆ Hj para 1 ≤ i, j ≤ k. Ja´ que y ∈ Hi
⋂
Hj , Hi e´ o mesmo que Hj .
Portanto {x, z} ⊆ Hj . 2
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Inversamente assume-se que H e´ um subgrafo de um grafo G tal que dados quaisquer treˆs
no´s x, y, z em H, se arcos (x, y) e (y, z) sa˜o arcos em H enta˜o (x, z) e´ um arco de H. Seja
x1, x2, . . . , xn um caminho maximal em H. Alega-se que x1, x2, . . . , xn e´ um clique em H.
Para provar nossa alegac¸a˜o, tudo o que temos que provar e´ (xi, xj) e´ um arco de H, onde
1 ≤ i < j + 1 ≤ n. Uma vez que (xi, xi+1) e (xi+1, xi+2) sa˜o arcos em H, (xi, xi+2) e´ um arco
em H. Se j = i+ 2, ja´ esta´ provado. Caso contra´rio, usamos o fato que (xi, xi+2) e (xi+2, xi+3)
sa˜o arcos de H para concluir que (xi, xi+3) e´ um arco de H. Se j = i+ 3, ja´ esta´ demonstrado.
Caso contra´rio, repetindo o uso do argumento acima podemos mostrar que (xi, xi+p) e´ um arco
em H e j = i+ p.
Teorema 3.6.2. (Nair e Cheng, 2001) Seja G um grafo fuzzy sobre S e H = (τ, ν) um subgrafo
induzido por T ⊆ S. Enta˜o H e´ um clique fuzzy se, e somente se, todo conjunto de corte de H
e´ uma unia˜o disjunta de cliques.
Prova: H e´ um clique fuzzy ⇔ todo ciclo de comprimento 3 em H e´ um ciclo fuzzy (pelo
Teorema 3.6.1) ⇔ para quaisquer treˆs no´s x, y, z em H tal que os arcos (x, y) e (y, z) esta˜o em
Ht implica (x, z) esta´ em Ht, 0 ≤ t ≤ 1 (pelo Lema 3.6.1)⇔ todo conjunto de corte de H e´ uma
unia˜o disjunta de cliques (pelo Lema 3.6.2). 2
3.7 Ciclos fuzzy e cociclos fuzzy
Assumimos durante toda esta sec¸a˜o que (σ∗, µ∗) e´ conectado e que µ∗ = X (Harary, 1972).
Definic¸a˜o 3.7.1. (Moderson e Nair, 1996a) Seja (σ, ν) um subgrafo gerador fuzzy de (σ, µ) que
e´ uma a´rvore. Se (σ, νf ) e´ uma a´rvore fuzzy que ν ⊆ νf ⊆ µ, νf = µ sobre ν∗f , e 6 ∃ uma a´rvore
fuzzy (σ, ν ′) tal que νf ⊂ ν ′ ⊆ µ e ν ′ = µ sobre ν ′∗, enta˜o (σ, νf ) e´ chamada de a´rvore geradora
fuzzy de (σ, µ) com respeito a ν.
Claramente dado (σ, ν) e (σ, µ) da Definic¸a˜o 3.1.1, (σ, νf ) existe. Nota-se que (σ, ν) e´ uma
subgrafo gerador fuzzy de (σ, νf ).
No Exemplo 3.5.6, seja ν, νf e ν ′f subconjuntos fuzzy de X definidos a seguir: ν = µ sobre
{(t, u), (t, v), (t, w)} e ν(w, v) = ν(u, v) = 0, νf = µ sobre {(t, u), (t, v), (t, w), (u, v)} e ν(w, v) =
0, νf = µ sobre {(t, u), (t, v), (t, w), (w, v)} e ν ′f (u, v) = 0. Enta˜o ambos (σ, νf ) e (σ, ν ′f ) sa˜o
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a´rvores geradoras de (σ, µ) com respeito a ν. Isto e´, dado ν, νf na Definic¸a˜o 3.7.1 na˜o e´
necessariamente u´nica.
Considere o grafo fuzzy (σ, µ) do Exemplo 3.5.4. Defina o subconjunto fuzzy ν de X por
ν(w, u) = ν(w, v) = 1 . Desde que G = (σ, µ) na˜o e´ um ciclo fuzzy, a adic¸a˜o de (u, v) 1
2
para
(σ, ν) na˜o cria um ciclo fuzzy. Este fato motiva a seguinte definic¸a˜o de um chord fuzzy.
Definic¸a˜o 3.7.2. (Moderson e Nair, 1996a) Seja (σ, ν) um subgrafo gerador fuzzy de G = (σ, µ)
, o qual e´ uma a´rvore. Seja x ∈ µ∗.
1. xµ(x) e´ um chord de (σ, ν) se, e somente se, x 6∈ ν∗, isto e´, x e´ um chord de (σ∗, µ∗)
(Harary, 1972).
2. xµ(x) e´ um chord fuzzy de (σ, νf ) se, e somente se, x 6∈ ν∗f .
Exemplo 3.7.1. (Moderson e Nair, 1996a) Seja V = {s, t, u, v, w} e X = {(w, s), (w, t), (w, u), (w, v), (s, t), (u, v)}.
Definimos os subconjuntos fuzzy σ de V e µ, ν de X por σ = δV e µ = δX sobre X − {(w, u)}
e µ(w, u) = 12 , ν = δY , onde Y = X − {(w, s), (w, u)}. Enta˜o νf = µ sobre X − {(w, s)}
e νf (w, s) = 0. Tambe´m (w, s)1 e (w, u) 1
2
sa˜o chords de (σ, ν) e (w, s)1 e´ um chord fuzzy de
(σ, νf ). Se definirmos o subconjunto fuzzy ν ′ de X por ν ′ = νf sobre ν∗f e ν
′(w, s) = t onde
0 < t < 1, enta˜o (σ, ν ′) e´ uma a´rvore fuzzy tal que νf ⊂ ν ′. Contudo, ν ′ 6= µ sobre ν ′∗.
Definic¸a˜o 3.7.3. (Moderson e Nair, 1996a) Seja (σ, ν) um subgrafo gerador fuzzy de (σ, µ) ,
que e´ uma a´rvore
1. Seja ν ′ um subconjunto fuzzy de X. Enta˜o (σ, ν ′) e´ uma co-a´rvore de (σ, ν) se, e somente
se, ∀x ∈ µ∗, ν ′(x) = 0 se ν(x) > 0 e ν ′(x) = µ(x) se ν(x) = 0.
2. Seja ν ′f um subconjunto fuzzy de X. Enta˜o (σ, ν
′
f ) e´ a co-a´rvore de (σ, v
′
f ) se, e somente
se, ∀x ∈ µ∗, ν ′f (x) = 0 se νf (x) > 0 e ν ′f (x) = µ(x) se νf (x) = 0.
Seja (σ, ν ′) uma co-a´rvore de (σ, ν) , onde (σ, ν) e´ um subgrafo gerador fuzzy de (σ, µ) , que
e´ uma a´rvore. Enta˜o (σ∗, ν ′∗) e´ uma co-a´rvore de (σ∗, ν∗) ja´ que ν ′∗
⋂
ν∗ = 0, ν′∗
⋃
ν∗ = µ∗ e
(σ∗, ν∗) e´ uma a´rvore.
Definic¸a˜o 3.7.4. (Moderson e Nair, 1996a) Seja (σ, ν) um subgrafo gerador fuzzy de (σ, µ) ,
que e´ uma a´rvore e seja x ∈ µ∗.
1. Seja (σ, ν ′) uma co-a´rvore de (σ, ν) . Enta˜o xµ(x) e´ um twig de (σ, ν ′) se, e somente se,
ν ′(x) = 0.
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2. Seja (σ, ν ′f ) uma co-a´rvore de (σ, νf ). Enta˜o xµ(x) e´ um twig fuzzy de (σ, ν
′
f ) se, e somente
se, ν ′f (x) = 0.
Exemplo 3.7.2. (Moderson e Nair, 1996a) Seja (σ, µ) , (σ, ν) e (σ, νf ) subgrafos fuzzy do Exem-
plo 3.7.1. Seja (σ, ν ′) a co-a´rvore de (σ, ν) e seja (σν ′f ) a coa´rvore de (σ, νf ). Enta˜o os twigs de
(σ, ν ′) sa˜o (s, t)1, (w, t)1, (w, v)1 e (u, v)1. Os twigs fuzzy de (σ, ν ′f ) sa˜o (s, t)1, (w, t)1, (w, v)1, (u, v)1
e (w, u) 1
2
.
Definic¸a˜o 3.7.5. (Moderson e Nair, 1996a) Seja x ∈ X. Enta˜o x e´ chamado excepcional em
G se, e somente se, ∃ um ciclo C ⊆ X tal que x ∈ C e x e´ u´nico com respeito a µ(x) =
min{µ(y)|y ∈ C}. Seja E = {x ∈ X|x e´ excepcional}. Chamamos µE um subconjunto fuzzy de
X definido por µE = µ sobre X − E e µE(x) = 0 ∀x ∈ E.
Seja S − µ = {xt|x ∈ µ∗, t ∈ (0, 1]}. Seja a adic¸a˜o de elementos de µ∗ mo´dulo 2 (Harary,
1972). Enta˜o ∀xt, ys ∈ Sµ, xt + ys = (x + y)r, onde r = min{t, s}. Claramente (Sµ,+) e´ um
semigrupo comunicativo com identidade 01. Se S e´ um conjunto de singletons fuzzy, definimos
foot(S) = {x|xt ∈ S}.
Temos que
∑
²i(xi)µ(xi)+
∑
²′i(xi)µ(xi) =
∑
(²i+ ²′i)(xi)µ(xi), ²i(xi)µ(xi) = (xi)µ(xi) se ²i = 1
e ²(xi)µ(xi) = (xi) = 0 se ²i = 0, ²i, ²
′
i ∈ Z∈, . Lembramos que
∑
²i(xi)µ(xi) = (
∑
²ixi)m, onde
m = mini{µ(xi)}.
Definic¸a˜o 3.7.6. (Moderson e Nair, 1996a)
1.
∑
²i(xi)µ(xi) e´ um 1-chain com fronteira 0 em (σ, µ) , onde xi ∈ µ∗ se, e somente se, µ²ixi
e´ uma 1-chain com fronteira 0 em (σ∗, µ∗) ((Harary, 1972),p.37).
2.
∑
²i(xi)µ(xi) e´ um 1-chain com fronteira 0 fuzzy em (σ, µ) , onde (xi ∈ µ∗E) se, e somente
se,
∑
²ixi e´ um 1-chain com fronteira 0 em (σ∗, µ∗E).
Um 1-chain com fronteira 0 (fuzzy) em (σ, µ) e´ chamado um cycle vector fuzzy.
Definic¸a˜o 3.7.7. (Moderson e Nair, 1996a)
1.
∑
²i(xi)µ(xi) e´ um co-fronteira de (σ, µ) onde xi ∈ µ∗, se, e somente se,
∑
²ixi e´ uma
co-fronteira de (σ∗, µ∗).
2.
∑
²i(xi)µ(xi) e´ uma co-fronteira de (σ, µ) , onde xi ∈ µ∗E se, e somente se,
∑
²ixi e´ uma
co-fronteira de (σ∗, µ∗E).
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S′ ⊆ Sµ e´ chamado um cociclo (fuzzy) de (σ, µ) se, e somente se, foot(S′) e´ um cociclo de
((σ∗, µ∗E))(σ
∗, µ∗).
Definic¸a˜o 3.7.8. (Moderson e Nair, 1996a)
1. O conjunto de todos os cycle vectors (fuzzy) de (σ, µ) e´ chamado de conjunto ciclo (fuzzy)
de (σ, µ) .
2. O conjunto de todos as co-fronteiras (fuzzy) de (σ, µ) e´ chamado de cociclos (fuzzy) de
(σ, µ) .
Os seguintes exemplos mostram que o ciclo fuzzy, ciclo, cociclo fuzzy e conjunto de cociclos
na˜o sa˜o e na˜o necessariamente geram espac¸os vetoriais sobre Z2.
Exemplo 3.7.3. (Moderson e Nair, 1996a) Seja V = {t, u, v, w} e X = {(t, u), (u, v), (v, w), (w, t), (t, v)}.
Definimos os subconjuntos fuzzy σ de V e µ de X a seguir: σ = δV , µ(t, u) = µ(u, v) =
1, µ(v, w) = µ(w, t) = 12 e µ(t, v) =
1
4 . Enta˜o o conjunto de ciclos e´ {(t, u)1 + (u, v)1 +
(t, v) 1
4
, (v, w) 1
2
+ (w, t) 1
2
+ (t, v) 1
4
, (t, u)1 + (u, v)1 + (v, w) 1
2
+ (w, t) 1
2
, 0 1
4
, 0 1
2
}. O conjunto de
ciclos fuzzy e´ {(t, u)1 + (u, v)1 + (v, w) 1
2
+ (w, t) 1
2
, 0 1
2
}. O conjunto de cociclos e´ {(t, u)1 +
(t, v) 1
4
+ (w, t) 1
2
, (u, v)1 + (t, v) 1
4
+ (v, w) 1
2
, (t, u)1 + (u, v)1, (v, w) 1
2
+ (w, t) 1
2
, (w, t) 1
2
+ (t, v) 1
4
+
(u, v)1, (t, u)1 + (t, v) 1
4
+ (v, w) 1
2
, (w, t) 1
2
+ (t, u)1 + (u, v)1 + (v, w) 1
2
, 0 1
4
, 0 1
2
}. O conjunto cociclo
fuzzy e´ {(t, u)1+(w, t) 1
2
, (u, v)1+(v, w) 1
2
, (t, u)1+(u, v)1, (v, w) 1
2
+(w, t) 1
2
, (w, t) 1
2
+(u, v)1, (t, u)1+
(v, w) 1
2
, (w, t) 1
2
+ (t, u)1 + (u, v)1 + (v, w)12 , 0 12 }. O conjunto deciclos e o conjunto de cociclos
na˜o sa˜o e na˜o geram o espac¸o de vetores sobre (Z)∈ por causa da presenc¸a de 0 1
2
e 0 1
4
. Note
tambe´m que no conjunto de ciclos, ((t, u)1 + (u, v)1 + (t, v) 1
4
) + ((v, w) 1
2
+ (w, t) 1
2
+ (t, v) 1
4
) =
(t, u)1+(u, v)1+(v, w) 1
2
+(w, t) 1
2
+0 1
4
6= (t, u)1+(u, v)1+(v, w) 1
2
+(w, t) 1
2
. O conjunto dos ciclos
fuzzy e´ um espac¸o vetorial sobre Z∈ neste exemplo. O conjunto dos cociclos fuzzy na˜o e´ ume
espac¸o vetorial sobre Z∈ uma vez que ((v, w) 1
2
+(w, t) 1
2
)+((w, t) 1
2
+(t, u)1+(u, v)1+(v, w) 1
2
) =
(t, u)1 + (u, v)1 + 0 1
2
6= (t, u)1 + (u, v)1.
Exemplo 3.7.4. (Moderson e Nair, 1996a) Seja V, σ,X como no Exemplo 3.7.3. Seja X ′ =
X
⋃{uw}. Definimos o conjunto fuzzy µ′ de X ′ por µ′ = µ sobre X e µ′(u,w) = 18 . Enta˜o o
conjunto dos ciclos fuzzy e o conjunto dos cociclos fuzzy de (σ, µ′) coincide com o conjunto dos
ciclos e o conjunto dos cocilos de (σ, µ) do Exemplo 3.7.3, respectivamente.
Seja CS(σ, µ) , FCS(σ, µ) , CoS(σ, µ) e FCoS(σ, µ) denotando os conjuntos dos ciclos, dos
ciclos fuzzy, dos cociclos e dos cociclos fuzzy de (σ, µ) , respectivamente.
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Mostraremos agora qua apesar de CS, FCS, CoS e FCoS na˜o serem necessariamente espac¸os
vetoriais sobre Z2 , eles esta˜o bem pro´ximo. De fato, e´ claro que os seguintes resultados que os
conceitos de twigs (fuzzy) e chords (fuzzy) introduzidos aqui tera˜o consequeˆncias similares aos
de suas contrapartidas no caso crisp.
Claramente, CS, FCS, CoS, FCoS sa˜o subconjuntos de Sµ. Seja S um subconjunto de Sµ.
Seja 〈S〉 denotando a interesecc¸a˜o de todos os subsemigrupos de Sµ que conte´m S. Enta˜o
〈S〉 e´ o menor subsemigrupo de Sµ que conteˆm S. Seja S+ = {(x1)t1 + . . . + (xn)tn |(xi)ti ∈
S, i = 1, . . . , n, n ∈ N}, onde N denota o conjunto dos inteiros positivos. Enta˜o S+ e´ um
subsemigrupo de Sµ.
Teorema 3.7.1. (Moderson e Nair, 1996a) 〈CS〉 = (CS)+ = CS⋃{xa + 0b| xa ∈ CS, 0b ∈
(CS)+}. 〈CS〉 teˆm 0m como sua identidade, onde m = max{b| 0b ∈ (CS)+}.
Prova: Uma vez que (CS)+ e´ um subsemigrupo de Sµ que contem CS, 〈CS〉 ⊆ (CS)+. Contudo,
esta´ claro que 〈CS〉 ⊇ (CS)+ ja´ que 〈CS〉 e´ pro´ximo a +. Portanto 〈CS〉 = (CS)+. Obviamente
〈CS〉 ⊇ CS⋃{xa +0b|xa ∈ CS, 0+b ∈ (CS)+}. Agora foot(CS) e´ um espac¸o vetorial sobre Z2
(Harary, 1972). Seja zt, ys ∈ CS. Enta˜o z + y ∈ foot(CS). Tambe´m zt + ys = (z + y)r, onde
r = min{t, s}. agora zt = (u1, v1)t1 + . . . + (un, vn)tn e ys = (p1, q1)s1 + . . . + (pm, qm)sm , onde
(ui, vi), (pj , qj) ∈ X, i = 1, . . . , n e j = 1, . . . ,m. Seja I = {(ui, vi)|i = 1, . . . , n}
⋂{(pj , qj)|j =
1, . . . ,m}. Suponha que I 6= ∅. Rearranjando os termos na respresentac¸a˜o de zt e ys se ne-
cessa´rio, temos zt + ys = (u1v1)t1 + . . .+ (ui−1vi−1)ti−1 + (p1, q1)s1 + . . .+ (pj−1, qj−1)sj−1 + 0b,
onde 0b = (ui, vi)ti+ . . .+(un, vn)tn+(pj , qj)sj+ . . .+(pm, qm)sm , b = min{ti, . . . , tn, sj , . . . , sm}
e I = {(ui, vi), . . . , (un, vn)} = {(pj , qj), . . . , (pm, qm)}. Agora (u1, v1) + . . . + (ui−1, vi−1) +
(p1, q1) + . . . + (pj−1, qj−1) ∈ foot(CS) ja´ que foot(CS) e´ um espac¸o vetorial sobre Z2 .
Tambe´m (z + y)a = (u1, v1)t1 + . . . + (ui−1, vi−1)ti−1 + (p1, q1)s1 + . . . + (pj−1, qj−1)sj−1 , onde
a = min{t1, . . . , ti−1, s1, . . . , sj−1}. Agora (z + y)r + 0b = (z + y)a + 0b. Com isso zt + ys ∈
CS
⋃{a+0b| xa ∈ CS, 0b ∈ (CS)+}. Isto e´, a soma de quaisquer dois elementos de CS esta´ em
CS
⋃{a+0b| xa ∈ CS, 0b ∈ (CS)+}. O caso onde I = ∅ e´ similar. 2
Corola´rio 3.7.1. (Moderson e Nair, 1996a) 〈FCS〉 = (FCS)+ = FCS⋃{xa + 0b|x − a ∈
FCS, 0b ∈ (FCS)+}. 〈FCS〉 teˆm 0m como sua identidade, onde m = max{b|0b ∈ (FCS)+}.
Prova: FCS e´ o conjunto dos ciclos de (σ, µE). 2
De modo similar, obtemos os dois seguintes resultados.
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Teorema 3.7.2. (Moderson e Nair, 1996a) 〈CoS〉 = (CoS)+ = CoS⋃{xa+0b| xa ∈ CoS, 0b ∈
(CoS)+}. 〈CoS〉 teˆm 0m como sua identidade, onde m = max{b| 0b ∈ (CoS)+}.
Definic¸a˜o 3.7.9. (Moderson e Nair, 1996a) O posto do ciclo de (σ, µ) , escrito m(σ, µ) , e´
definido como
m(σ, µ) = max{
n∑
i=1
ti|(xi)ti ∈ CS, i = 1, . . . , n, {x1, . . . , xn} e´ a base para foot(CS)}.
O posto do ciclo fuzzy de (σ, µ) , escrito fm(σ, µ) e´ defindo pelo posto do ciclo de (σ, µE).
Se {x1, . . . , xn} e´ uma base para foot(CS) tal que m(σ, µ) =
∑n
i=1 ti, onde (xi)ti ∈ CS, i =
1, . . . , n enta˜o {x1, . . . , xn} e´ chamada de base ciclo de 〈CS〉. Se {x1, . . . , xn} e´ uma base
para foot(FCS(σ, µ)) tal que fm(σ, µ) =
∑n
i=1 ti, onde (xti) ∈ FCS(σ, µ), i = 1, . . . , n enta˜o
{x1, . . . , xn} e´ chamada de base de ciclo fuzzy de 〈CS(σ, µ)〉.
Teorema 3.7.3. (Moderson e Nair, 1996a) Seja {x1, . . . , xn} uma base ciclo de 〈CS〉. Enta˜o
∀xt ∈ CS, existe um reordenamento de x1, . . . , xn tal que xt = (x1)t1 + . . . + (xm)tm, m ≤ n,
onde ti = µ(xi), i = 1, . . . ,m.
Prova: Como {x1, . . . , xn} e´ uma base para foot(CS), existe um reordenamento de x1, . . . , xn
tal que x = x1 + . . . + xm, m ≤ n. Suponha que t > min{t1, . . . , tm}. Enta˜o existe um ti, i =
1, . . . ,m tal que t > ti. Agora x 6∈ 〈{x1+ . . .+xn}\{xi}〉. Portanto ({x1+ . . .+xn}\{xi})
⋃{x}
e´ uma base para foot(CS). Contudo, isto contradiz a hipo´tese de que {x1, . . . , xn} e´ uma
base ciclo de 〈CS〉 ja´ que t > ti. Portanto t ≤ min{t1, . . . , tm}. Agora x = u1v1 + . . . +
urvr, onde uivi ∈ X, i = 1, . . . , r. Portanto xt = (u1v1)a1 + . . . + (urvr)ar e (x1)t1 + . . . +
(xm)tm = (u1v1)a1 + . . . + (urvr)ar + 0a para algum a ∈ (0, 1], onde µ(uivi) = ai, i = 1, . . . , r
e min{t1, . . . , tm} = min{a1, . . . , ar, a}. Agora min{a1, . . . , ar, a} ≤ min{a1, . . . , ar} = t ≤
min{t1, . . . , tm} = min{a1, . . . , ar, a}. Portanto t = min{t1, . . . , tm} e enta˜o xt = (x1)t1 + . . . +
(xm)tm . 2
Corola´rio 3.7.2. (Moderson e Nair, 1996a) Seja {x1, . . . , xn} uma base de ciclos fuzzy de
〈CS(σ, µ)〉. Enta˜o ∀xt ∈ FCS(σ, µ), existe um reordenamento de x1, . . . , xn tal que xt = (x1)t1+
. . .+ (xm)tm , m ≤ n, onde ti = µ(xi), i = 1, . . . ,m.
Prova: FCS e´ o conjunto de ciclos de (σ, µE) e o posto do ciclo fuzzy de (σ, µ) e´ o posto do
ciclo de (σ, µE). 2
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Definic¸a˜o 3.7.10. (Moderson e Nair, 1996a) O posto do cociclo de (σ, µ) escrito mc(σ, µ) e´
definido como
mc(σ, µ) = max
{
n∑
i=1
ti|(xi)ti ∈ CoS, i = 1, . . . , n, {x1, . . . , xn} e´ uma base para foot(CoS)
}
.
O posto dos cociclos fuzzy de (σ, µ) , escrito fmc(σ, µ) e´ definido como posto do ciclo (σ, µE).
Se {x1, . . . , xn} e´ uma base para foot(CoS) tal que mc(σ, µ) =
∑n
i=1 ti, onde (xi)ti ∈ CoS, i =
1, . . . , n enta˜o {x1, . . . , xn} e´ chamado uma base cociclo de 〈CoS〉. Se {x1, . . . , xn} e´ uma base
para foot(FCoS(σ, µ)) tal que fmc(σ, µ) =
∑n
i=1 ti onde (xi)ti ∈ FCoS(σ, µ), i = 1, . . . , n
enta˜o {x1, . . . , xn} e´ chamada de base de cociclos fuzzy de 〈CS(σ, µ)〉.
De modo similar, obtemos os dois seguintes resultados:
Teorema 3.7.4. (Moderson e Nair, 1996a) Seja {x1, . . . , xn} uma base de cociclos de 〈CoS〉.
Enta˜o ∀xt ∈ CoS, existe um reordenamento de x1, . . . , xn tal que xt = (x1)t1 + . . . + (xm)tm,
m ≤ n onde ti = µ(xi), i = 1, . . . ,m.
Corola´rio 3.7.3. (Moderson e Nair, 1996a) Seja {x1, . . . , xn} uma base de cociclos fuzzy de
〈CS(σ, µ)〉. Enta˜o ∀xt ∈ FCS(σ, µ) existe um reordenamento de x1, . . . , xn tal que xt = (x1)t1+
. . .+ (xm)tm, m ≤ n onde ti = µ(xi), i = 1, . . . ,m.
3.8 Me´trica em Grafos Fuzzy
Uma definic¸a˜o elegante de uma me´trica em um grafo fuzzy foi dado em (Rosenfeld, 1975). Se
ρ e´ um caminho consistindo de no´s x0, x1, . . . , xn em um grafo fuzzyG = (σ, µ), o µ -comprimento
de ρ e´ definido por
l(ρ) =
n∑
i=1
µ(xi−1, xi)−1 (3.2)
Se n = 0 enta˜o l(ρ) e´ escolhido ser igual a zero. Agora para dois no´s x, y ∈ G, a µ -distaˆncia
δ(x, y) e´ definida como sendo o mı´nimo dos µ -comprimentos de todos os caminhos que unem x
a y.
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Proposic¸a˜o 3.8.1. (Rosenfeld, 1975) δ(x, y) e´ uma me´trica.
Prova:
(a) δ(x, y) = 0 se e somente se x = y, ja´ que l(p) = 0 se, e somente se, ρ tem comprimento 0.
(b) δ(x, y) = δ(y, x) ja´ que o reverso de um caminho e´ um caminho e µ e´ sime´trico.
(c) δ(x, z) ≤ δ(x, y)+δ(y, z), ja´ que a concatenac¸a˜o de um caminho de x para y com um caminho
de y para z e´ um caminho de x para z e l e´ aditivo para concatenac¸a˜o de caminhos.
2
A seguir, vamos introduzir algumas definic¸o˜es baseadas nesta me´trica. Suponha que G =
(σ, µ) e´ um grafo fuzzy com S sendo o conjunto de no´s. A excentricidade e(v) de um no´ v ∈ S
e´ definida como sendo o ma´ximo de todas as µ -distaˆncias δ(v, w) para todos w ∈ S. Um cen-
tro de um grafo fuzzy conectado e´ um no´ cuja excentricidade e´ mı´nima. O raio de um grafo
fuzzy conectado e´ o mı´nimo de todas as excentricidades dos no´s do grafo fuzzy. Estas definic¸o˜es
sa˜o analogias fuzzy das definic¸o˜es correspondentes na teoria de grafos (crisp) com importantes
aplicac¸o˜es em telecomunicac¸o˜es. Usando o fato de que δ e´ uma me´trica, o resultado seguinte e´
obtido facilmente e portanto omitimos os detalhes.
Proposic¸a˜o 3.8.2. (Bhattacharya, 1987) Para um grafo fuzzy conectado, temos
raio(G) ≤ diametro(G) ≤ 2× raio(G). (3.3)
Exemplo 3.8.1. (Bhattacharya, 1987) Considere o grafo definido no Exemplo 3.4.1. Temos
δ(x, y) = 1, δ(x, z) = 2, δ(y, z) = 2. Portanto e(x) = e(y) = e(z) = 2 e todos os no´s do grafo
sa˜o centros. Observamos que este grafo na˜o possui no´s de corte.
Exemplo 3.8.2. (Bhattacharya, 1987) Considere o grafo definido no Exemplo 3.4.2. Observa-
mos que e(x) = 5 = e(w) = e(u) e e(z) = 4. Portanto z e´ o centro deste grafo. Observamos
tambe´m que este grafo na˜o possui no´s de corte.
Dos Exemplos 3.8.1 e 3.8.2 e tambe´m procurando obter um resultado padra˜o da teoria de
grafos crisp, pode ser tentado conjecturar que para um grafo fuzzy G, um centro na˜o pode ser
um no´ de corte de G. Contudo, o seguinte exemplo mostra que isto na˜o e´ verdade em geral.
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Exemplo 3.8.3. (Bhattacharya, 1987) Considere o grafo fuzzy dado na Figura 3.14. Aqui
µ(x, u) = 0.9, µ′∞(x, u) = 0.25. Enta˜o w e´ um no´ de corte. Contudo w e´ tambe´m um centro
uma vez que e(w) = 4, e(u) = 4, e(y) = 7, e(x) = 6, e(z) = 7, e(v)˜5.111.
y
wz
u
v
1
0.9
1
x
1
6
1
3
1
4
1
3
1
2
1
2
Figura 3.14: Exemplo de centro em um grafo fuzzy
3.9 Grupos fuzzy de um grafo fuzzy
O objetivo desta sec¸a˜o e´ obter uma analogia fuzzy de um resultado ba´sico na teoria de grafos
onde dado um grafo, pode-se associar um grupo em um caminho natural.
Definic¸a˜o 3.9.1. (Bhattacharya, 1987) Seja G = (σ, µ) um grafo fuzzy com S como conjunto
subjacente. Um mapeamento φ : S → S e´ um morfismo de G se
µ(φ(x), φ(y)) ≥ µ(x, y) ∀x, y ∈ S (3.4)
σ(φ(x)) ≥ σ(x) ∀x ∈ S (3.5)
Proposic¸a˜o 3.9.1. (Bhattacharya, 1987) Dado um grafo fuzzy G = (σ, µ) seja G∗ o conjunto
de todos os morfismos de G. Se φ, ψ sa˜o dois elementos em G∗, seja φ ◦ψ denotando o produto
usual do mapeamento φ, ψ. Enta˜o (G∗, ◦) e´ um semigrupo.
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Prova: Se φ, ψ sa˜o dois elementos de G∗ enta˜o para x, y ∈ S temos
µ((φ ◦ ψ)(x), (φ ◦ ψ)(y))
= µ(φ(ψ(x)), φ(ψ(y)))
≥ µ(ψ(x), ψ(y)), usando 3.4
≥ µ(x, y), usando 3.4
Novamente, para x ∈ S temos
σ((φ ◦ ψ)(x)) ≥ σ(ψ(x)) ≥ σ(x),
usando 3.5. Por isso φ ◦ ψ ∈ G∗. O fato e´ associado diretamente da propriedade padra˜o do
conjunto produto (set-theoretic product) de dois mapeamentos. Portanto (G, ∗) e´ um semigupo.
2
Corola´rio 3.9.1. (Bhattacharya, 1987) Com a mesma hipo´tese da Proposic¸a˜o 3.9.1, seja e :
S → S um mapeamento definido por e(s) = s para todo x ∈ S. Enta˜o e ∈ G∗ e para todo φ ∈ G∗
temos
(i) φ ◦ e = φ = e ◦ φ
(ii) λ(φ) ≥ λ(e)
Portanto e serve como o elemento identidade do semigrupo (G∗, ◦).
Mostramos agora como associar um grupo´ide fuzzy com qualquer grafo fuzzy em um caminho
natural.
Proposic¸a˜o 3.9.2. (Bhattacharya, 1987) Seja G = (σ, µ) um grafo fuzzy e G∗ o conjunto de
todos os morfismos de G. Definimos um mapeamento λ :→ [0, 1] por
λ(φ) = sup{µ(φ(x), φ(y)) : (x, y) ∈ S × S} (3.6)
para todo φ ∈ G∗. Enta˜o λ e´ um subgrupo´ide sobre G∗.
Prova: Pela Proposic¸a˜o 3.9.1, (G∗, ◦) e´ um semigrupo´ide. Seja φ, ψ ∈ G∗. Enta˜o
λ(φ ◦ ψ) = sup{µ(φ ◦ ψ(x), φ ◦ ψ(y)) : (x, y) ∈ S × S}
≥ sup{µ(ψ(x), ψ(y)) : (x, y) ∈ S × S}, usando 3.4
= λ(φ), usando 3.4
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Portanto, temos
λ(φ ◦ ψ) ≥ λ(ψ)
Consequentemente, λ(φ ◦ ψ) ≥ λ(φ)∧λ(ψ). Portanto λ e´ um subgrupo´ide sobre G∗. 2
O conceito de morfismo de um grafo fuzzy e´ estendido a seguir.
Definic¸a˜o 3.9.2. (Bhattacharya, 1987) Seja G = (σ, µ) um grafo fuzzy com S como o conjunto
subjacente (o conjunto de no´s de G). Uma designac¸a˜o (one-to-one) , um mapeamento φ : S → S
e´ um automorfismo de G se
µ(φ(x), φ(y)) = µ(x, y) ∀x, y ∈ S (3.7)
σ(φ(x)) = σ(x) ∀x ∈ S (3.8)
A prova do resultado seguinte e´ similar a prova da Proposic¸a˜o 3.9.1 e omitiremos os detalhes.
Proposic¸a˜o 3.9.3. (Bhattacharya, 1987) Seja G∗ o conjunto de todos os automorfismos de um
grafo fuzzy G = (σ, µ) . Enta˜o G∗ e´ um grupo sob o conjunto produto de mapeamentos como a
operac¸a˜o bina´ria.
No resultados seguinte mostramos como associar um grupo fuzzy com grafo fuzzy.
Teorema 3.9.1. (Bhattacharya, 1987) Seja G = (σ, µ) um grafo fuzzy e G∗ o grupo de todos
os automorfismos de G. Definimos um mapeamento τ : G∗ → [0, 1] por
τ(φ) = sup{µ(φ(x), φ(y)) : (x, y) ∈ S × S} (3.9)
para todo φ ∈ G∗. Enta˜o τ e´ um grupo fuzzy sobre G∗.
Prova: Notamos que a definic¸a˜o de τ dado por 3.9 e´ ideˆntica a definic¸a˜o de λ dada por 3.6
na construc¸a˜o do subgrupo´ide fuzzy. Uma vez que φ ∈ G∗, usando 3.7, a equac¸a˜o 3.9 pode ser
expressa como:
τ(φ) = sup{µ(x, y) : (x, y) ∈ S × S} (3.10)
De (3.10) se φ, ψ ∈ G∗, enta˜o
τ(φ ◦ ψ) ≥ τ(φ)
∧
τ(ψ)
45
eτ(φ−1) = τ(φ).
Portanto τ e´ um grupo fuzzy sobre G∗. 2
Observac¸a˜o: A motivac¸a˜o por tra´s do Teorema 3.9.1 e´ induzir o grupo´ide fuzzy λ definido
sobre G∗ a um grupo fuzzy impondo algumas condic¸o˜es extras sobre a definic¸a˜o de morfismo de
um grafo fuzzy e obter uma definic¸a˜o plaus´ıvel do automorfismo de um grafo fuzzy. Contudo,
se for tentado uma definic¸a˜o mais fraca de automorfismo como dada aqui, enta˜o o conjunto
dos automorfismos definidos formam um grupo. Consequentemente na˜o e´ poss´ıvel construir um
grupo fuzzy fora disso.
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Cap´ıtulo 4
Problemas de grafos fuzzy e suas
soluc¸o˜es
Quando citamos um problema de grafos fuzzy, a caracter´ıstica fuzzy do problema pode ser
encontrada em diversos n´ıveis: da estrutura do grafo (no´s e arcos) aos paraˆmetros associados
ao grafo. Ainda quando considera-se fluxo em uma rede, pode-se associar uma incerteza a este
valor. Tambe´m com relac¸a˜o a` soluc¸a˜o destes problemas existem diferentes formatos apresentados
na literatura, dependendo do objetivo do decisor.
Durante a pesquisa bibliogra´fica realizada foram encontrados dois tipos principais de proble-
mas de grafos fuzzy, que estaremos apresentando neste cap´ıtulo. Para outras abordagens, (Blue
et al., 1997) propo˜e uma taxonomia, mas os tipos de problemas relatados podem ser reduzidos
aos dois casos que iremos descrever. Quanto a`s soluc¸o˜es, estas sera˜o apresentadas para cada
tipo de problema, dados nas sec¸o˜es que seguem.
4.1 Problemas com estrutura do grafo crisp e paraˆmetros fuzzy
Este e´ o problema mais citado na literatura. Sa˜o problemas em que a estrutura do grafo e´
bem conhecida e os paraˆmetros associados sa˜o representados por nu´meros fuzzy. Sa˜o va´rios os
exemplos, principalmente considerando custo ou tempo como nu´meros fuzzy (vide Figura 4.1).
O caminho mı´nimo com custo fuzzy e´ o problema de grafos com paraˆmetros fuzzy mais
estudado. Para conhecer melhor a bibliografia sobre este problema, veja as Sec¸o˜es 5.2 e 5.3,
respectivamente.
47
w˜2 w˜5
w˜8
w˜3
w˜4
w˜6
w˜7
w˜1
Figura 4.1: Exemplo de grafo com paraˆmetros fuzzy
Problemas em que a capacidade dos arcos e´ um nu´mero fuzzy sa˜o os problemas de fluxos em
redes. No problema de fluxo ma´ximo e´ associado um grau de confiabilidade da soluc¸a˜o dado o
fluxo nos arcos (vide Cap´ıtulo 8) para fluxos com valores inteiros ou cont´ınuos. Este problema
foi bastante estudado por Chanas (1987) que pode ser visto na Sec¸a˜o 8.1. Um problema mais
complexo envolve paraˆmetros fuzzy tanto na capacidade dos arcos quanto nos custos associados,
que e´ o caso do problema de fluxo de custo mı´nimo. Este estudo pode ser encontrado no Cap´ıtulo
9.
Os problemas da a´rvore geradora mı´nima e de emparelhamento podem ter seus paraˆmetros
fuzzy, embora ate´ o momento poucos estudos foram encontrados na literatura. Neste trabalho
foram realizados estudos nos Cap´ıtulos 6 e 7.
Quanto a` soluc¸a˜o, de modo geral, aquela proposta por (Bellman e Zadeh, 1970) e´ a mais
utilizada para o problema de grafos com paraˆmetros fuzzy e sera´ definida na pro´xima sec¸a˜o. Aqui
tambe´m sera´ apresentada abordagem adotada por Okada (2001) para o problema do caminho
mı´nimo com paraˆmetros fuzzy e que sera´ a refereˆncia a` nossa proposta de soluc¸a˜o para os
problemas de mesma natureza.
4.1.1 Abordagem de Bellman e Zadeh, 1970
O trabalho de Bellman e Zadeh (1970), traz as seguintes definic¸o˜es:
Definic¸a˜o 4.1.1. (Bellman e Zadeh, 1970)Assumindo que sa˜o dados um objetivo fuzzy (C) e
restric¸o˜es fuzzy (R) em um espac¸o de alternativas X, enta˜o, C e R combinam para formar uma
decisa˜o, D, que e´ um conjunto fuzzy resultante da intersecc¸a˜o de C e R. Em s´ımbolos
D = C
⋂
R
e µD = µC
∧
µR.
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A Figura 4.2 e´ um exemplo desta definic¸a˜o.
µ
x
restric¸o˜es
decisa˜o
objetivo
Figura 4.2: Exemplo de um gra´fico do modelo de Bellman e Zadeh
Portanto, considerando uma decisa˜o o´tima, temos:
µDmax = max
xv
{µC(xv)
∧
µR(xv)}
onde xv e´ uma soluc¸a˜o fact´ıvel para o problema em grafos. Na Figura 4.2, dada a func¸a˜o de
pertineˆncia µD formada pela intersecc¸a˜o das func¸o˜es de pertineˆncia das restric¸o˜es (µR) e do
objetivo (µC), o valor calculado para ser a decisa˜o o´tima e´ dado pelo valor modal. Na literatura
e´ comum encontrar trabalhos que tratam os problemas sob esta abordagem.
4.1.2 Abordagem de Okada, 2001
Seja, por exemplo, um problema de a´rvore geradora mı´nima com paraˆmetros fuzzy (Cap´ıtulo
6), isto e´, em um grafo G com custos fuzzy c˜ij . Temos que encontrar uma a´rvore geradora tal
que o custo seja mı´nimo. Seja o exemplo da Figura 4.3:
l˜ = (68, 80, 93)
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Figura 4.3: Exemplo de uma rede fuzzy
onde os nu´meros (a, a, a¯) sa˜o nu´meros triangulares fuzzy. Temos, por um trabalho encontrado
para este problema (Chang e Lee, 1999), que a soluc¸a˜o e´ dada pela a´rvore apresentada na Figura
4.3 para o caso pessimista, otimista e neutro. Basicamente, cada caso e´ baseado em nos valores
a, a e a¯ que representam o nu´mero fuzzy. Este trabalho calcula um valor crisp associado ao
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nu´mero fuzzy para cada caso, e com isso obte´m treˆs problemas crisps que sa˜o resolvidos atrave´s
de algoritmos cla´ssicos. Apesar de ter sido encontrado apenas um trabalho para o caso do
problema da a´rvore geradora mı´nima, diversos trabalhos sa˜o apresentados com a proposta de
encontrar a melhor soluc¸a˜o para outros problemas com paraˆmetros fuzzy baseando-se em uma
ordenac¸a˜o dos valores. Vamos tomar as a´rvores geradoras mostradas na Figura 4.4:
3
1
2 4
5 3
1
2 4
5 3
1
2 4
5
(70,85,98) (95,115,130) (70,90,103)(a) (b) (c)
Figura 4.4: Exemplo de a´rvores geradoras para a Figura 4.3
Estas foram constru´ıdas a partir da rede G dada na Figura 4.3. Agora, observe os compri-
mentos fuzzy associados em comparac¸a˜o a` soluc¸a˜o obtida na mesma Figura 4.3:
68 80 93 10398 130115
(c)(a) (b)
Figura 4.5: Comprimento das a´rvores dadas na Figura 4.4
E´ fa´cil ver que o comprimento fuzzy associado a (b) e´ maior do que o custo da soluc¸a˜o
encontrada previamente por (Chang e Lee, 1999), mas as outras a´rvores teˆm um considera´vel
valor de possibilidade de ser menor do que a soluc¸a˜o encontrada. Para o caso do problema da
a´rvore geradora mı´nima, a soluc¸a˜o na˜o e´ determinada pelo n´ıvel de satisfac¸a˜o, ou pelo n´ıvel de
violac¸a˜o de determinada restric¸a˜o, mas por uma comparac¸a˜o entre as poss´ıveis soluc¸o˜es. Neste
caso, devolver apenas a soluc¸a˜o de menor custo com maior grau de satisfac¸a˜o, dada alguma
ordenac¸a˜o, poderia ser vista como perda de informac¸a˜o. Um conjunto soluc¸a˜o onde cada a´rvore
geradora (ou caminho entre dois no´s) possui um grau de pertineˆncia associado ao conjunto pode
ser muito proveitoso ao decisor.
Com base neste fato, os algoritmos para os problemas da a´rvore geradora mı´nima fuzzy e
do caminho mı´nimo fuzzy foram constru´ıdos de modo a fornecer todo o conjunto soluc¸a˜o para
o problema (T = {T iµi , i = 1, . . . , n}, ou seja uma a´rvore T i com grau de pertineˆncia µi ao con-
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junto soluc¸a˜o). Tambe´m foi constru´ıdo o algoritmo para o caso do fluxo ma´ximo com estrutura
e soluc¸a˜o crisp, mas com capacidade fuzzy. A construc¸a˜o destes algoritmos e´ intuitivamente
simples, mas com dificuldades intr´ınsecas que veremos a seguir.
Chanas (1987), Okada e Soper (2000), Okada (2001) utilizam a teoria de possibilidade
(Zadeh, 1978) para calcular a pertineˆncia de determinada soluc¸a˜o para o caminho mı´nimo .
(Blue et al., 1997) tambe´m faz o uso desta teoria, embora na˜o explicite isso em seu trabalho.
Para construir a soluc¸a˜o do problema ter´ıamos que:
1. encontrar todas as soluc¸o˜es candidatas (a´rvores, caminhos, emparelhamento, etc.) e;
2. calcular o valor de possibilidade entre as soluc¸o˜es encontradas.
O item 1 ja´ e´ um problema combinatorial. Apo´s resolver este problema ainda teremos que
compara´-los para calcular o grau de possibilidade de cada candidato a participar da soluc¸a˜o:
um nu´mero que pode ser computacionalmente invia´vel de calcular.
Portanto, os algoritmos devem ser constru´ıdos de modo a evitar ca´lculos desnecessa´rios,
por exemplo tentando construir apenas as soluc¸o˜es que possuem valor de possibilidade na˜o-
nula adotando testes de corte da soluc¸a˜o com base em propriedades de cada problema e/ou
ordenando a forma de comparac¸o˜es para que uma soluc¸a˜o que possua valor de possibilidade nula
seja descartada previamente. Ale´m disso, podemos considerar formas de armazenamento das
informac¸o˜es, dentre outros detalhes que facilitariam a resoluc¸a˜o do problema.
Mesmo com estes procedimentos, os algoritmos mostraram serem fortemente influenciados
pela incerteza dos dados, como ja´ havia sido constatado em Okada e Soper (2000) para o
problema do caminho mı´nimo com paraˆmetros fuzzy. Mesmo com os cortes dos elementos
que possuem valor de possibilidade nulo (por consequ¨eˆncia, pertineˆncia nula), se a incerteza dos
dados for significativa, o nu´mero de soluc¸o˜es sera´ alto e sera´ um fator complicante no ca´lculo do
conjunto de soluc¸o˜es. Um exemplo utilizado por Okada e Soper (2000) sera´ visto no Cap´ıtulo
5. Ao buscar o menor caminho entre Boston e Los Angeles tendo nu´meros trapezoidais com
platoˆ de 20% e desvio de 10%, ter´ıamos 653 caminhos mı´nimos com grau de pertineˆncia igual
a 1. Mesmo que existam 2, 52 × 1015 elementos candidatos para este problema e que apenas
1, 14× 10−4% fac¸am parte da soluc¸a˜o, ainda assim a incerteza acentua a parte combinatorial e
torna os algoritmos na˜o eficientes para estes casos.
Para viabilizar a obtenc¸a˜o de uma soluc¸a˜o, mesmo que aproximada, foram estudadas algumas
heur´ısticas e metaheur´ısticas que utilizassem as caracter´ısticas do problema. Considerando que
todas as soluc¸o˜es podem participar da soluc¸a˜o geral do problema, se o valor de possibilidade for
na˜o nulo, temos que:
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• na˜o estamos interessados em um u´nico elemento, mas em um conjunto;
• pensando em termos dos valores de possibilidade para os arcos (Okada, 2001), os elementos
que possuem os maiores valores de possibilidade sa˜o os mais significativos;
• a diversidade dos elementos analisados e´ importante para garantir uma soluc¸a˜o mais
pro´xima da o´tima.
Com base nestas caracter´ısticas, foi implementado um algoritmo gene´tico (Michalewicz, 1996)
utilizando trabalhos encontrados na literatura para problemas com restric¸o˜es. Mas ainda en-
contramos problemas:
• Criar e manter a diversidade da populac¸a˜o.
• Codificac¸a˜o de alguns problemas, como o caminho mı´nimo : tamanho do cromossomo na˜o
seria fixo.
Os resultados para estes problemas teˆm sido animadores e sera˜o analisados nos respectivos
cap´ıtulos. Um apeˆndice com os conceitos ba´sicos de algoritmos gene´ticos se encontra no final
deste trabalho (Apeˆndice B).
4.2 Problemas com estrutura de grafos fuzzy
Neste caso o grafo G˜ = (N˜ , A˜) na˜o e´ bem conhecido. Valores de pertineˆncia sa˜o associados
aos arcos (i, j) ∈ A˜ e/ou aos no´s i ∈ N˜ , como descrito na definic¸a˜o de Rosenfeld (1975). No
Cap´ıtulo 3, as propriedades de um grafo fuzzy sa˜o estudadas.
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Figura 4.6: Exemplo de um grafo com estrutura fuzzy
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Para este tipo de problema, o trabalho de Delgado et al. (1990) e´ um dos mais importantes
pois estabelece um algoritmo fundamental para os problemas de grafos em que os conjuntos de
no´s e arcos sa˜o conjuntos fuzzy.
Outros trabalhos foram baseados em (Delgado et al., 1990), dentre eles o de Chanas et al.
(1995) para o problema do fluxo o´timo em estrutura de grafos fuzzy, que foi utilizado para
resolver um problema de transporte. Tambe´m foi encontrado um trabalho para o problema da
a´rvore geradora mı´nima por Chunde (1996). Na Sec¸a˜o a seguir, o algoritmo fundamental de
Delgado et al. (1990) e´ apresentado.
4.2.1 O trabalho de Delgado et. al, 1990
Seja G˜ = (σ, µ) um grafo fuzzy. σ e´ a func¸a˜o de pertineˆncia associada ao conjunto de no´s N
e µ e´ a func¸a˜o de pertineˆncia associada ao conjunto de arcos A, sendo que o valor de pertineˆncia
de um arcos (i, j) na˜o pode exceder o valor de pertineˆncia dos no´s i e j, ou seja µij ≤ σi
∧
σj
(Rosenfeld, 1975).
Seja um α-corte de G˜ definido por Gα = (Nα, Aα). O grafo resultante e´ um grafo crisp onde
Nα = {i ∈ N |σi ≥ α}
Aα = {(i, j) ∈ A|µij ≥ α}
Como os conjuntos de no´s e arcos sa˜o finitos, enta˜o um grafo fuzzy possui um nu´mero finito de
α-cortes. De fato, existem uma sequ¨eˆncia de valores A = {α1, . . . , αk} para os quais os α-cortes
na˜o mudam nestes intervalos:
G1 : I1 = (0, α1]
G2 : I2 = (α1, α2]
...
Gk : Ik = (αk−1, αk]
Portanto, se para cada α-corte for resolvido um problema (crisp), a soluc¸a˜o encontrada sera´
o´tima para todo o intervalo Iα.
Esta e´ a ide´ia principal do artigo e converge para um algoritmo que pode ser aplicado para
qualquer problema em um grafo fuzzy:
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O algoritmo fundamental de Delgado et. al, 1990
Para p = 1 ate´ k, fac¸a:
Calcule a soluc¸a˜o utilizando Gαp para
∀(i, j) ∈ Aαp ; cij(β); ∀β ∈ Ip
como func¸a˜o custo.
No artigo, considera-se a func¸a˜o custo cij associada ao grafo dependente do da func¸a˜o de per-
tineˆncia. Em outros problemas, a func¸a˜o custo pode ser constante.
A soluc¸a˜o fuzzy dada por este algoritmo pode ser apresentada de duas formas:
1. A soluc¸a˜o fuzzy pode ser um conjunto
S = {Si
αi
, i = 1, . . . , k}
onde Si e´ a soluc¸a˜o do problema com valor de pertineˆncia αi ao conjunto soluc¸a˜o.
2. A soluc¸a˜o fuzzy pode ser um subgrafo F = (τ, ν), sendo que
νij = max
(i,j)∈Sk
{αk}
e
τi = max
j∈N
{νij
∨
νji}
ou seja, o valor de pertineˆncia de um arco no subgrafo F e´ igual ao da soluc¸a˜o com o maior
valor de pertineˆncia que conte´m este arco e o valor de pertineˆncia do no´ e´ igual ao maior
valor de pertineˆncia dos arcos incidentes.
O primeiro tipo de soluc¸a˜o fuzzy sera´ utilizado nesta dissertac¸a˜o.
O algoritmo fundamental de Delgado et al. (1990) sera´ adaptado e analisado para cada
problema nos cap´ıtulos a seguir. Este algoritmo tambe´m sera´ analisado em relac¸a˜o ao tamanho
do conjunto soluc¸a˜o e, para este caso, heur´ısticas sera˜o propostas em cada cap´ıtulo.
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PARTE II:
ALGORITMOS
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Cap´ıtulo 5
Problema de Caminhos Mı´nimos
Fuzzy
Este e´ um dos problemas mais antigos e mais importantes da teoria de grafos/fluxos em
redes pois existe uma grande variedade de aplicac¸o˜es (telecomunicac¸o˜es, transporte, etc.), pos-
sui algoritmos eficientes (por exemplo, Djikstra, Floyd, Ford) e pode ser usado como base para
estudos mais complexos. Em (Gondran e Minoux, 1986), (Goldbarg e Luna, 2000), (Wilson e
Watkins, 1990), e (Ahuja et al., 1993), podem ser obtidas mais informac¸o˜es sobre o problema
cla´ssico e seus algoritmos.
5.1 Definic¸a˜o do problema do caminho mı´nimo cla´ssico
Seja um grafo G = (N,A) com m no´s e n arcos e paraˆmetro cij associado aos arcos. Esse
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cij
Figura 5.1: Exemplo de um problema de caminho mı´nimo
57
paraˆmetro pode ser interpretado como comprimento, custo ou tempo para percorrer um deter-
minado arco (i, j). O comprimento de um caminho P do grafo G e´ dado por: lP =
∑
(i,j)∈P
cij .
O problema do caminho mı´nimo pode consistir em:
• encontrar o caminho de menor comprimento (ou custo) no grafo entre o no´ 1 e o no´ m
(os no´s podem ser ordenados de forma conveniente). No exemplo dado na Figura 5.1 foi
encontrado o caminho mı´nimo entre o no´ 1 e o no´ 6.
• Encontrar um caminho mı´nimo entre um no´ e todos os outros no´s.
• Encontrar um caminho mı´nimo entre todos os no´s.
Neste trabalho devemos estudar os dois primeiros problemas.
Como em (Ahuja et al., 1993), as seguintes suposic¸o˜es sa˜o feitas:
1. O grafo G possui um caminho de um no´ a todos os outros no´s.
2. O grafo na˜o possui ciclos negativos, isto e´, cij > 0.
3. O grafo e´ direcionado.
5.1.1 Formulac¸a˜o do problema do caminho mı´nimo
Considerando o grafo G descrito na Sec¸a˜o 5.1, seja
xij =
{
1, se (i, j) ∈ P
0, (i, j) 6∈ P
O problema do caminho mı´nimo (de um no´ origem a um no´ destino) pode ser formulado como
um problema de fluxos em redes:
Min
∑
(i,j)∈A
cijxij (5.1)
s.a.
∑
j:(i,j)∈A
xij −
∑
k:(k,i)∈A
xki =

1 se i = 1
0 se 2 ≤ i ≤ m− 1
-1 se i =m
(5.2)
xij ≥ 0, ∀(i, j) ∈ A (5.3)
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sendo que a restric¸a˜o (5.3) foi relaxada devido a`s propriedades de unimodularidade e conservac¸a˜o
de fluxo do problema (Bazaraa et al., 1990).
Os algoritmos na˜o sa˜o derivados do me´todo Simplex (Bazaraa et al., 1990). Muitas vezes, o
problema dual associado:
Max w1 − wm (5.4)
s.a. wi − wj ≤ cij i, j = 1, 2, . . . ,m (5.5)
wi irrestrito i = 1, 2, . . . ,m (5.6)
e´ utilizado na resoluc¸a˜o, como no algoritmo de Djikstra (Goldbarg e Luna, 2000).
5.2 O problema de caminho mı´nimo fuzzy e os estudos encon-
trados na literatura
Para problemas com a estrutura e paraˆmetros bem definidos (crisp), existem algoritmos
que encontram o caminho de menor custo (ou comprimento) de forma eficiente (Ahuja et al.,
1993). Contudo, e´ comum encontrarmos problemas onde os paraˆmetros e/ou a pro´pria estrutura
possuem incertezas. Por exemplo, em um roteiro de viagem, o tempo de translado de uma cidade
(no´) i a uma cidade j pode ser considerado um paraˆmetro sujeito a incertezas: congestionamento,
condic¸o˜es da rodovia, condic¸o˜es clima´ticas, disposic¸a˜o do motorista, etc. Da mesma forma, se
imaginarmos a seguranc¸a de uma conexa˜o em uma rede, uma determinada conexa˜o pode ter um
custo mais atrativo que outra, mas a primeira pode ser mais insta´vel que a segunda.
Portanto, um problema pode ter diferente n´ıveis de incerteza. Existem dois problemas que
sa˜o citados pela maioria dos trabalhos encontrados na literatura:
1. A estrutura do grafo e´ bem definida (grafo crisp) e os paraˆmetros associados sa˜o nu´meros
fuzzy. E´ o mais estudado.
2. O comprimento do caminho pode ser um nu´mero fuzzy e cada arco do grafo tem um valor
de pertineˆncia, isto e´, a cada no´ e arco existe um conjunto fuzzy associado.
No exemplo da Figura 5.2, temos um grafo em que os arcos possuem comprimento fuzzy. Por
exemplo, no arco (1, 2) temos que o comprimento e´ igual a c˜12 = { 20,8 , 30,3}, ou seja o arco (1, 2)
tem comprimento 2 com valor de pertineˆncia 0,8 ou tem comprimento 3 com pertineˆncia 0,3.
59
01 02
03 04
c˜13
c˜12
c˜34
c˜24
˜c12 = { 20.8 , 30.3},
˜c13 = { 10.5 , 20.6 , 30.2},
˜c24 = { 10.2 , 20.3} e
˜c34 = { 10.2 , 20.8}.
Figura 5.2: Exemplo apresentado para a aplicac¸a˜o dos algoritmos de Ford e o de Floyd em um
grafo com paraˆmetros fuzzy
Para o segundo caso, apenas os trabalhos de (Delgado et al., 1990) e (Klein, 1991) apresen-
tam teoria e propostas de resoluc¸a˜o. Mesmo assim, os algoritmos sa˜o gene´ricos, isto e´, foram
desenvolvidos para qualquer problema em grafos e devem ser adaptados a cada problema.
Ja´ o primeiro caso possui uma literatura significativa, sendo o trabalho de (Dubois e Prade,
1980) uma das primeiras refereˆncias. Este faz uma extensa˜o de dois algoritmos cla´ssicos do
problema do caminho mı´nimo (algoritmos de Floyd e de Ford-Bellman) para a teoria fuzzy. No
entanto, os resultados obtidos em ambos os estudos podem fornecer um comprimento sem um
caminho associado. Veja o exemplo proposto em (Malik e Moderson, 2001):
Exemplo 5.2.1. (Malik e Moderson, 2001) Seja uma rede fuzzy (Figura 5.2) tendo o no´ 1 como
origem e o no´ 4 como destino. Usando programac¸a˜o dinaˆmica temos:
f˜(4) = {0
1
},
f˜(3) = { ˜c34 + f˜(4)},
= { 1
0.2
,
2
0.8
}+ {0
1
}
= { 1
0.2
,
2
0.8
}.
f˜(2) = { 1
0.2
,
2
0.3
}
f˜(1) = m˜in{ ˜c12 + f˜(2), ˜c13 + f˜(3)}
= { 4
0.2
,
5
0.3
,
6
0.3
,
7
0.2
}
O caminho 1− 2− 4 possui comprimento { 50.2 , 60.3 , 70.3} e o caminho 1− 3− 4 teˆm comprimento
{ 40.2 , 50.5 , 60.6 , 70.2}. Portanto na˜o existe caminho de comprimento { 40.2 , 50.3 , 60.3 , 70.2} do no´ 1 ao no´
4. Note tambe´m que nenhum caminho tem valor de pertineˆncia 0.3 para o comprimento 5.
No caso, o problema do algoritmo e´ o uso dos operadores de mı´nimo fuzzy e de soma fuzzy
(Cap´ıtulo 2).
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Em (Klein, 1991) o problema verificado por Dubois e Prade pode ser contornado com o uso
de dominaˆncia de conjuntos fuzzy ao inve´s do operador de mı´nimo fuzzy. Com isso determina-se
o comprimento mı´nimo (geralmente igual a zero) e ma´ximo que pode alcanc¸ar um caminho e
trabalha-se com este valor em um algoritmo de programac¸a˜o dinaˆmica.
Um caso especial do problema do caminho mı´nimo fuzzy e´ tratado em (Okada e Gen, 1993)
e (Okada e Gen, 1994), com o uso de intervalos no lugar de comprimento dos arcos e conceitos
de ordenac¸a˜o parcial destes. Uma generalizac¸a˜o do algoritmo de Djikstra e´ utilizado em ambos
trabalhos.
(Lin e Chern, 1993) propo˜em um algoritmo para o problema do caminho mı´nimo utilizando
programac¸a˜o linear fuzzy, parametrizac¸a˜o e partic¸a˜o do problema, mostrando como obter uma
func¸a˜o de pertineˆncia para esta soluc¸a˜o.
Ja´ (Chang e Lee, 1999) se baseiam na resoluc¸a˜o do problema do caminho mı´nimo por pro-
gramac¸a˜o dinaˆmica como em (Klein, 1991). O trabalho utiliza um me´todo de ordenamento de
nu´mero fuzzy (OERI) e utiliza me´todos cla´ssicos com base no valor resultante deste ordena-
mento. Ate´ este ponto, os trabalhos visam encontrar um caminho com menor comprimento
fuzzy.
Os trabalhos que tratam do conjunto fuzzy de soluc¸o˜es sa˜o mais recentes. Em (Okada e
Soper, 2000) utiliza-se uma relac¸a˜o de ordenac¸a˜o de nu´meros fuzzy e resolve um problema de
caminho mı´nimo multiobjetivo. Um me´todo baseado em n´ıveis de possibilidade de caminhos
foi utilizado para reduzir o conjunto de soluc¸o˜es, formado por caminhos Pareto-o´timos, isto e´,
caminhos na˜o dominados. Em (Chanas, 1987), alguns conceitos da teoria de possibilidade ja´
sa˜o utilizados como um me´todo para encontrar um u´nico caminho mı´nimo com comprimento
fuzzy. (Okada, 2001) desenvolveu um algoritmo, considerando o problema de caminho mı´nimo
fuzzy (sendo um grafo crisp com paraˆmetros fuzzy), considerando os outros artigos estudados
anteriormente mais o trabalho de (Yager, 1986), baseado na teoria de possibilidade. Introduz
o conceitos de grau de possibilidade de um arco pertencer a um caminho mı´nimo. (Blue et al.,
2002) e´ baseado no trabalho (Blue et al., 1997) onde e´ encontrado um valor de corte para limitar
o nu´mero de caminhos a serem analisados. No trabalho mais recente, uma modificac¸a˜o do
algoritmo dos k-caminhos mı´nimos (crisp) e´ utilizada para encontrar os caminhos com algum
grau de possibilidade de ser o caminho mı´nimo, em tempo polinomial.
Neste cap´ıtulo, os algoritmo recentes do problema do caminho mı´nimo com paraˆmetros fuzzy
sera˜o analisados e um algoritmo modificado, baseado no estudo feito, sera´ proposto. Ainda para
o problema do caminho mı´nimo com paraˆmetros fuzzy sera´ proposto um algoritmo gene´tico para
tentar tratar a complexidade do problema. Para o caso do problema do caminho mı´nimo em
um grafo fuzzy, o algoritmo proposto em (Delgado et al., 1990) sera´ adaptado ao problema e
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algumas heur´ısticas sera˜o propostas.
5.3 Caso I: grafo crisp e paraˆmetro fuzzy
Como foi visto na sec¸a˜o anterior, para este caso, a estrutura do problema e´ bem definida e o
custo (c˜ij) associado e´ fuzzy. Com isso, o comprimento de um caminho e´ um nu´mero fuzzy (=∑
(i,j)∈P c˜ij). Este tipo de problema e´ o que encontra o maior nu´mero de aplicac¸o˜es, visto que
os paraˆmetros associados podem ser relacionados com grandezas subjetivas.
Os algoritmos estudados (ver Sec¸a˜o 5.2) apresentam formatos de soluc¸a˜o diferentes. Nos
artigos iniciais como em (Dubois e Prade, 1980), (Chanas, 1987) e (Klein, 1991) podemos ob-
servar que a soluc¸a˜o deste problema foi proposta apenas como uma extensa˜o do caso crisp, ou
seja, apenas encontra um caminho (crisp) com comprimento fuzzy, tratado como caminho cr´ıtico
(Bellman e Zadeh, 1970). Com isso, perde-se informac¸o˜es valiosas sobre caminhos que poderiam
ter um grau de pertineˆncia ao conjunto de caminhos mı´nimos (ver sec¸a˜o 4.1.2).
Os trabalhos mais recentes, (Okada e Soper, 2000), (Okada, 2001) e (Blue et al., 2002),
apresentam como soluc¸a˜o:
1. um conjunto fuzzy de caminhos, ou seja, caminhos crisps cada qual com um grau de
possibilidade de ser o caminho mı´nimo;
2. um caminho mı´nimo fuzzy, ou seja, um subgrafo fuzzy onde cada arco tem um grau de
possibilidade de pertencer ao caminho mı´nimo.
Para ambos os casos citados, o problema resultante e´ NP-completo. As pro´prias definic¸o˜es do
grau de possibilidade do caminho e do arco determinam que todos os caminhos entre os no´s
de origem e destino sejam conhecidos para o ca´lculo do grau de possibilidade. (Okada, 2001)
reconhece a limitac¸a˜o da abordagem neste ponto e sugere melhorias pelo desenvolvimento da
teoria na parte de estrutura dos dados e te´cnicas de comparac¸a˜o.
Para ter uma soluc¸a˜o completa do problema do caminho mı´nimo fuzzy, calcular o grau de
possibilidade de cada arco/caminho e´ uma proposta atraente. O uso da teoria de possibilidade
ja´ foi proposta por (Chanas, 1987) mas apenas para encontrar o caminho cr´ıtico fuzzy. Ja´ em
(Okada, 2001) a teoria foi utilizada efetivamente para encontrar a soluc¸a˜o. (Blue et al., 2002),
embora na˜o esteja expl´ıcito, tambe´m desenvolve trabalho neste mesmo campo. Em ambos os
casos, foram observadas propriedades do problema que permitem cortes como, por exemplo, dos
caminhos com grau de possibilidade nulo ou de caminhos com grau de possibilidade inferior a
um determinado α-corte .
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A seguir, vamos apresentar o algoritmo mais recente de (Okada, 2004) e propor alterac¸o˜es
para melhorar a sua eficieˆncia.
5.3.1 O estudo de Okada (2001 e 2004)
O algoritmo de (Okada, 2004) se baseia no me´todo das mu´ltiplas etiquetas, operac¸o˜es pelos
conjuntos de α-n´ıveis e pelos Teoremas 5.3.1 e 5.3.2 dados abaixo:
Teorema 5.3.1. Se existe um caminho p ∈ P1r tal que Dp < α sobre G(r), enta˜o Dp⋃ p′<α
para qualquer p′ ∈ Prn sobre G(N,A), onde p
⋃
p′ estabelece uma concatenac¸a˜o de caminhos. 2
O Teorema 5.3.1 estabelece que, se durante a construc¸a˜o de um caminho for constatado que
ele possui valor de possibilidade menor do que α, enta˜o o caminho do no´ 1 ate´ o no´ n utilizando
este trecho tera´ valor de possibilidade menor do que α. Veja o pro´ximo teorema:
Teorema 5.3.2. Para um dado α ∈ [0, 1], seja A1 = {(i, j) ∈ A|Dij ≥ α} um conjunto de arcos
sobre G(N,A) e seja A2 = {(i, j)| ∈ A′|Dij ≥ α} um conjunto de arcos sobre G = (N,A′) onde
A′ = A− {(i, j)|Dij < α}. Enta˜o A1 = A2. 2
Neste caso, o Teorema 5.3.2 mostra que se o objetivo e´ procurar caminhos com possibilidade
maior do que α, enta˜o retirar os arcos que possuem grau de possibilidade estritamente menor
do que α na˜o interfere na busca.
No caso do me´todo das mu´ltiplas etiquetas, vamos definir alguns paraˆmetros. Seja um grafo
G = (N,A). Seja uma lista de etiquetas [i, k] denotada Lr onde [i, k] significa o no´ precedente
de r na k-e´sima etiqueta na lista Li. O caminho do no´ 1 ao no´ r pode ser composto voltando
atrave´s das etiquetas das listas. O nu´mero de caminhos distintos do no´ 1 ao no´ r e´ dado por
|Lr|. Seja o exemplo da Figura 5.3:
06
03
05
04
0201
Figura 5.3: Exemplo da listas de etiquetas
63
A lista de etiquetas do no´ 1 e´ igual a L1 = [−,−], pois 1 e´ o no´ inicial. Para o no´ 2 temos
L2 = {[1, 1]}, ou seja o no´ 1 e´ o no´ precedente do no´ 2. Da mesma forma L3 = {[2, 1]} e
L4 = {[2, 1]}, o no´ 2 e´ o no´ precedente e a primeira etiqueta (e u´nica) de L2 foi selecionada para
as listas L3 e L4. Para o no´ 5 temos L5 = {[2, 1], [3, 1], [4, 1]}. Finalmente, para o no´ 6 (destino):
L6 = {[5, 1], [5, 2], [5, 3]}, o no´ 5 e´ o u´nico no´ precedente do no´ 6, mas existem treˆs etiquetas;
a etiqueta [5, 1] de L6 indica a primeira etiqueta da lista L5, no caso [2, 1], a etiqueta [5, 2] se
refere a` segunda etiqueta da lista L5, [3, 1] e a etiqueta [5, 3] se refere a terceira etiqueta da lista
L6, [4, 1]. Como |L6| = 3, temos treˆs caminhos poss´ıveis entre o no´ 1 e o no´ 6. De fato, estes
caminhos sa˜o: 1 → 2 → 5 → 6, 1 → 2 → 3 → 5 → 6 e 1 → 2 → 4 → 5 → 6. A composic¸a˜o
destes caminhos pode ser feita utilizando as etiquetas das listas previamente determinadas. Por
exemplo, tomando a primeira etiqueta de L6: {6, [5, 1], 5, [2, 1], 2, [1, 1], 1} constru´ımos o primeiro
caminho. Os outros caminhos sa˜o constru´ıdos da mesma forma.
Portanto, o algoritmo das mu´ltiplas etiquetas constro´i todos os caminhos entre o no´ origem
e todos os outros no´s. Comparando estes caminhos obte´m-se o conjunto fuzzy soluc¸a˜o. Mas
o nu´mero de caminhos constru´ıdos e a comparac¸a˜o entre estes caminhos tornam o problema
NP-completo. Para isso, Okada (2004) enunciou os teoremas e propoˆs a utilizac¸a˜o do conceito
de α-n´ıveis. Para um determinado α-n´ıvel, se um caminho de um no´ 1 a um no´ r, 1 < r < m,
tiver valor de possibilidade menor do que α, enta˜o a etiqueta referente a este caminho e´ re-
tirado (Teorema 5.3.1). O Teorema 5.3.2 garante que a retirada dos arcos na˜o deve interferir
na busca pelos caminhos com valor de possibilidades maiores do que α. Esta combinac¸a˜o de
conceitos garante a reduc¸a˜o no nu´mero de caminhos a serem constru´ıdos e, portanto, compa-
rados. O algoritmo proposto por (Okada, 2004) e´ descrito em dois procedimentos dados a seguir.
5.3.2 O algoritmo de Okada (2001 e 2004): CM-OK04
Procedimento 01:
Passo 0: (Definir paraˆmetros) Estabelec¸a um nu´mero de partic¸o˜es h ∈ Z+ que dividira´ o
intervalo [0, 1].
Dij ← 0, ∀(i, j) ∈ A
A′ ← A.
Passo 1: Para o paraˆmetro α = 1h ,
2
h , . . . , 1, repita o passo 2 e 3.
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Passo 2: Execute o procedimento 02 com o paraˆmetro α.
Passo 3: (Eliminar arcos) A′ ← A′ − {(i, j)|(i, j) ∈ A′, Dij < α}
Passo 4: Devolva Dij para todo (i, j) ∈ A. FIM
O procedimento 1 e´ responsa´vel por definir o α-n´ıvel (Passo 0) e eliminar os arcos do sub-
grafo utilizado na pro´xima iterac¸a˜o (passo 3), utilizando o resultado do Teorema 5.3.2. Vejamos
o procedimento 2:
Procedimento 02:
Passo 0: Para o paraˆmetro α, atualize (l˜ij)α (∀(i, j) ∈ A′).
Passo 1: L1 ← [−,−]. Lj ← ∅, j = 1, 2, . . . , n.
Passo 2: Para r = 2, . . . , n repita os passo 3, 4 e 5.
Passo 3: Para j ∈ Br, L′j ← Lj e i em todo [i, k] ∈ L′j e´ substitu´ıdo por j.
Lr ←
⋃
j∈Br
L′j
Passo 4: Se |Br| = 1 (r teˆm somente um no´ precedente), enta˜o retorne ao passo 2. Sena˜o va´
para o passo 5.
Passo 5: Para cada par de etiquetas [is, ks] e [it, kt] ∈ Lr, construa os caminhos ps e pt respec-
tivamente utilizando as listas ate´ chegar ao no´ 1. Se Poss(
∑
(i,j)∈ps lij ≤
∑
(i,j)∈pt lij) < α,
enta˜o Lr ← Lr − [is, ks].
Passo 6: Dij ← α, ∀(i, j) ∈ p, p ∈ Pα1n. Volte ao procedimento 01.
No procedimento 2, o passo 3 constro´i a lista de um no´ i concatenando as listas dos no´s Lj
precedentes ao no´ i, colocando j no campo do no´ precedente ao no´ i e colocando no segundo
campo a posic¸a˜o daquela etiqueta na lista Lj . No passo 5, e´ utilizado o Teorema 5.3.1, em que se
o subcaminho tiver possibilidade menor do que α esta etiqueta e´ descartada, pois o caminho do
no´ 1 ao no´ n tera´ possibilidade menor do que α. Com isso, o nu´mero de comparac¸o˜es diminui.
No trabalho de (Okada, 2001) e´ constatado que o passo 5 do procedimento 2, que trata da
construc¸a˜o e comparac¸a˜o de caminhos precisa ser mais estudado, pois e´ o passo que consome
quase todo o tempo computacional.
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5.3.3 O estudo de Blue et al. (2002)
Em (Blue et al., 1997) (e (Blue et al., 2002)) e´ realizada uma taxonomia sobre a incerteza
em um grafo e propostos alguns algoritmos para resolver o problema em grafos fuzzy. No caso
dos algoritmos, a ide´ia principal e´ a determinac¸a˜o de um valor de corte para o descarte dos
comprimentos fuzzy que possuem valor de pertineˆncia nulo ao conjunto soluc¸a˜o (veja Cap´ıtulo
4). O ca´lculo do corte κ e´ realizado considerando caminhos na˜o-interativos, isto e´, todos os arcos
sa˜o considerados no ca´lculo, diferente do trabalho de (Okada, 2004) em que os arcos em comum
entre dois caminhos sa˜o retirados dos ca´lculos. Dado o grafo crisp G com comprimentos iguais
a cij = sup{supp{c˜ij}}, (i, j) ∈ A, temos que o valor do corte e´ dado pela resoluc¸a˜o do problema
crisp:
κ = min
p∈P1n
{lp} = min
p∈P1n
{
∑
(i,j)∈p
cij}
onde p e´ um caminho pertencente ao conjunto de caminhos do no´ 1 ao no´ n, P1n. Como o
trabalho na˜o utiliza a teoria de possibilidade, foi elaborado uma proposic¸a˜o que demonstra que
este corte e´ va´lido para esta dissertac¸a˜o (Proposic¸a˜o 2.7.2, Cap´ıtulo 2). Os autores tambe´m
citam que o conjunto de caminho interativos na˜o nulos e´ um subconjunto pro´prio dos caminhos
na˜o-interativos na˜o nulos na maioria das vezes, o algoritmo faria as comparac¸o˜es praticamente
com os caminhos que va˜o participar da soluc¸a˜o.
Um exemplo do corte proposto e´ dado na Figura 5.4. Os nu´meros fuzzy trapezoidais sa˜o
avaliados em seus valores ı´nfimos e supremos do conjunto suporte supp{c˜ij}. O menor supremo
e´ tomado como valor de corte κ. Qualquer nu´mero fuzzy em que o ı´nfimo seja maior do que κ
pode ser descartado. Para o exemplo, o supremo do nu´mero fuzzy (a) foi escolhido e, dado este
valor para κ, o nu´mero fuzzy (c) deve ser retirado do conjunto soluc¸a˜o.
(a)
κ
(c)(b)
Figura 5.4: Comparac¸a˜o dos comprimentos fuzzy
Em (Blue et al., 1997) sugere-se procurar um algoritmo adequado para gerar os caminho
e aplicar o teste de corte antes de efetuar a comparac¸a˜o dos caminhos para determinac¸a˜o dos
valores de pertineˆncia. Em Blue et al. (2002), cita-se o uso de um algoritmo modificado do
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algoritmo proposto em (Eppstein, 1994), mas a modificac¸a˜o sugerida na˜o e´ apresentada no
trabalho. O algoritmo de (Eppstein, 1994) deve encontrar os k-caminhos mı´nimos em tempo
polinomial.
5.3.4 O estudo de Okada e Soper, 2000
Neste estudo, o conjunto soluc¸a˜o procurado e´ o dos caminhos na˜o dominados, isto e´, Pareto-
o´timas. A seguinte asserc¸a˜o define o conceito de dominaˆncia fuzzy:
Asserc¸a˜o 5.3.1. (Okada e Soper, 2000) Sejam a˜ = (a, a, a¯) e b˜ = (b, b, b¯) dois nu´meros fuzzy.
Enta˜o a˜ - b˜ (a˜ domina b˜) se, e somente se, as seguintes desigualdades ocorrerem: a ≤ b, a ≤ b
e a¯ ≤ b¯.
Seja o exemplo da Figura 5.5. Seja a˜ = (a, a, a¯) o nu´mero fuzzy (a) da figura, b˜ = (b, b, b¯) o
nu´mero fuzzy (b) e c˜ = (c, c, c¯) o nu´mero fuzzy (c). Notamos que b˜ 6- c˜ pois b ≤ c, b ≤ c mas
(a) (c)(b)
Figura 5.5: Exemplo de dominaˆncia de nu´meros fuzzy
b¯ > c¯. No entanto, a˜ domina tanto b˜ quanto c˜ pela Asserc¸a˜o 5.3.1. Para compreender a utilizac¸a˜o
do conceito de dominaˆncia para a construc¸a˜o do conjunto fuzzy de soluc¸o˜es associa-se a a uma
soluc¸a˜o crisp otimista, a¯ a uma soluc¸a˜o crisp pessimista e a a uma soluc¸a˜o neutra ou indiferente
((Lin e Chern, 1993) e (Chang e Lee, 1999)) . Se tambe´m adotarmos tais conceitos, podemos
pensar que uma soluc¸a˜o que domina outra soluc¸a˜o por ter melhor resultado em qualquer um dos
problemas otimista, pessimista ou indiferente.
Este estudo tambe´m considera o grau de possibilidade como nos estudos anteriores das
Sec¸o˜es 5.3.1 e 5.3.3. O algoritmo proposto tambe´m considera os α-n´ıveis e utiliza o me´todo das
mu´ltiplas etiquetas como em (Okada, 2004), mas a etiqueta conte´m mais informac¸o˜es, devido
ao teste de dominaˆncia. A lista neste algoritmo e´ dado por:
Lr = {[l˜, (i, k)]j} (5.7)
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onde l˜ e´ o comprimento do subcaminho do no´ 1 ao no´ r, i e´ o no´ precedente ao no´ r; k e´ a
posic¸a˜o da etiqueta correspondente na lista Li, e j e´ a identificac¸a˜o da etiqueta para o no´ r.
Para apresentar o algoritmo, o conceito de ordem lexicogra´fica precisa ser definida:
Definic¸a˜o 5.3.1. Segundo (Okada e Soper, 2000), sejam a˜ = (a, a, a¯) e b˜ = (b, b, b¯) dois nu´meros
fuzzy. Enta˜o a˜ e´ lexicograficamente menor do que b˜ se um dos seguintes casos for verdadeiro:
a < b
a = b e a < b
a = b e a = b e a¯ < b¯
Com isso, temos os conceitos ba´sicos para compreender o algoritmo proposto por (Okada e
Soper, 2000), dado na sec¸a˜o a seguir.
5.3.5 O algoritmo de Okada e Soper, 2000: CM-OS00
Passo 0: Associe a etiqueta [0˜, (−,−)]1 ao no´ 1. Fac¸a o ponteiro associado a esta etiqueta
pertencer ao conjunto tempora´rio, T ← (1, 1), e associe o conjunto vazio ao conjunto
permanente, P ← ∅.
Passo 1:(Selec¸a˜o das etiquetas)
(i) Se T = ∅, va´ para o Passo 4. Caso contra´rio, entre todos os ponteiros tempora´rios,
determine o lexicograficamente menor. Seja esta a k-e´sima etiqueta associada com o
no´ i.
(ii) Retire o ponteiro do conjunto tempora´rio e associe-o ao conjunto permanente
T ← T − {(i, k)} e P ← P
⋃
{(i, k)}
Passo 2: (procure novas etiquetas e teste a dominaˆncia) Para cada no´ j ∈ N tal que (i, j) ∈ A,
execute os passos (i), (ii) e (iii)
(i) Determine as distaˆncias fuzzy:
d˜l(p1j) = d˜k(p1i)
⊕
l˜ij
onde d˜l(p1j) e´ a distaˆncia do no´ 1 ao no´ j, segunda a etiqueta l, e l˜ij e´ o comprimento
do arco (i, j).
⊕
e´ uma soma fuzzy.
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(ii) Seja [d˜l(p1i), (i, k)]l a nova etiqueta, fac¸a T ← T
⋃{(j, l)}
(iii) Confira a dominaˆncia de todos as etiquetas tempora´rias do no´ j
• Para cada d˜u(p1j) tal que (j, u) ∈ T
⋃
P , se d˜l(p1j) Â d˜u(p1j), descarte a l-e´sima
etiqueta do no´ j e o ponteiro correspondente de T e encerre a parte (iii).
• Para cada d˜u(p1j) tal que (j, u) ∈ T , se d˜l(p1j) ≺ d˜u(p1j), descarte a u-e´sima
etiqueta e o ponteiro correspondente (j, u) de T .
• Caso contra´rio, na˜o ha´ nada a ser feito.
Passo 3: Volte ao Passo 1.
Passo 4: Encontre os caminhos na˜o dominados do no´ 1 ao no´ m. FIM.
5.3.6 Uma proposta de melhoria no algoritmo de Okada
Utilizando algumas propriedades de (Okada e Soper, 2000) e (Blue et al., 2002), espera-se
melhorar a eficieˆncia do algoritmo de (Okada, 2001) com as seguintes modificac¸o˜es:
1. Utilizando o corte proposto por (Blue et al., 2002), os caminhos com valor de possibilidade
nulo podem ser eliminados sem a necessidade de construc¸a˜o deste para comparac¸a˜o. O
Passo 3 do procedimento 2 do algoritmo de Okada pode ser alterado, incluindo este teste.
2. Guardando o grau de possibilidade de um caminho ser menor que o outro junto a etiqueta
elimina a necessidade do ca´lculo em cada α-corte. O valor do grau de possibilidade de
cada arco tambe´m sera´ preciso, na˜o aproximado como em (Okada, 2001).
3. Para que as propostas de melhoria dos itens anteriores se tornem efetivas, um modelo de
etiqueta, [(i, k), l˜, w], semelhante ao utilizado em (Okada e Soper, 2000) e´ introduzido no
algoritmo, sendo:
(i, k): i e´ o no´ predecessor de r e k e´ a posic¸a˜o desta etiqueta na lista Li.
l˜: comprimento fuzzy do caminho P entre o no´ 1 e o no´ r dado por esta etiqueta.
w: grau de possibilidade do caminho dado por esta etiqueta ser o caminho mı´nimo entre
o no´ 1 e o no´ r.
4. A comparac¸a˜o feita no passo 5 do procedimento 2 pode ser feita de modo a reduzir pelo
menos a` metade os ca´lculos realizados ate´ o momento, observando os valores modais (Pro-
posic¸a˜o 2.7.1, Cap´ıtulo 2). Isto tambe´m pode incentivar cortes de um caminho antes que
este fac¸a muitas comparac¸o˜es com outros caminhos.
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Com base nas afirmac¸o˜es feitas, propomos um algoritmo modificado, baseado no algoritmo de
Okada, descrito a seguir:
5.3.7 Algoritmo modificado (CM-OK04MOD):
Passo 0: (Preparar os paraˆmetros) Calcule κ = min
P¯∈G¯
(lP¯ ), κ ∈ <n, sendo ki o valor de corte em
cada no´ i. Seja α dado.
Passo 1: (Inicializar) Fac¸a: L1 = {[(−,−), 0˜, 1]}
Passo 2: Para r = 2, . . . , n repita os Passos 3, 4 e 5.
Passo 3: (Gerar etiquetas e eliminar caminhos com Dp = 0) Para j ∈ Br, fac¸a:
Seja L′j ← Lj . Para cada i em [(i, k), l˜, w] ∈ L′j , fac¸a
• Atualize l˜← l˜⊕ aij .
• Se inf{supp{l˜}} > kj , fac¸a L′j ← L′j − {[(i, k), l˜, w]}.
Caso contra´rio, substitua i por j na etiqueta
Lr ←
⋃
j∈Br L
′
j .
Passo 4: (Verificar necessidade de comparac¸a˜o) Se |Br| = 1 (r tem somente um no´ precedente),
enta˜o retorne ao Passo 2. Caso contra´rio va´ ao Passo 5.
Passo 5: (Verificar Dp em caminhos interativos) Ordene as etiquetas em ordem na˜o decrescente
do valor modal de l˜. Para s = 1 ate´ |Lj | − 1, fac¸a:
• construa o caminho Ps por [(is, ks), l˜s, ws]
• Para t = |Lj | ate´ 2, fac¸a:
– componha o caminho Pt de [(it, kt), l˜t, wt]
– Calcule w¯ = Poss(
∑
(i,j)∈ps lij ≤
∑
(i,j)∈pt lij)
– Se w¯ = 0 ou w¯ < α enta˜o Lr ← Lr − [(is, ks), l˜s, ws].
Caso contra´rio, ws ← min{ws, w¯}.
Passo 6: (Ca´lculo do grau de possibilidade de cada arco) Seja Ln e Dij = 0, (i, j) ∈ A. Para
cada etiqueta [(is, ks), l˜s, ws], fac¸a:
• Reconstrua o caminho Ps
• Para cada arco (i, j) de Ps: Dij = max{Dij , ws}.
Retorne D.
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Observac¸a˜o: O corte feito pelo α-corte foi mantido para o caso em que o decisor preferir uma
soluc¸a˜o em que somente os arcos com possibilidade maior do que α participem.
5.3.8 Complexidade do algoritmo proposto
Como no algoritmo de Okada, deve existir apenas um arco entre dois no´s e que para um arco
(i, j), i < j, o grafo com maior nu´mero de arcos e´ dado na Figura 5.6:
01 02 03 04  n
Figura 5.6: Grafo ma´ximo para o algoritmo de Okada modificado
em um total de m(m−1)2 arcos para m no´s. Considerando o pior caso, em que todos os caminhos
possuem possibilidade na˜o nula, temos:
i = 2 → P2 = 1
i = 3 → P3 = 2
i = 4 → P4 = (P1 + P2) + P3 = P3 + P3 = 4
i = 5 → P5 = (P1 + P2 + P3) + P4 = P4 + P4 = 8
...
...
...
i = m → Pm = 2× Pm−1 = 2m−2
definindo P1 = 1. Portanto, um problema com m no´s pode ter ate´ 2m−2 caminhos. O nu´mero
de comparac¸o˜es por no´ i e´ igual a Pi(Pi − 1) pois temos que comparar um caminho com todos
os outros. Enta˜o, o nu´mero de comparac¸o˜es que devem ser realizadas do no´ 2 ao no´ n e´ dada
pela func¸a˜o:
F =
n∑
i=2
Pi(Pi − 1) =
n−2∑
i=0
2i(2i − 1)
O nu´mero de operac¸o˜es realizadas a cada comparac¸a˜o sera´ feita F vezes, desconsiderando
ainda o tempo que e´ utilizado para montar os subcaminhos para comparac¸a˜o. Isto seria feito
em cada α-corte pelo me´todo de (Okada, 2001).
No caso do algoritmo modificado, para o caso mais complexo, a questa˜o combinatorial
tambe´m na˜o e´ contornada, mesmo que o nu´mero de comparac¸o˜es seja no ma´ximo metade da
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realizada por (Okada, 2001). A complexidade e´ verificada nos exemplos dados a seguir devido
ao grau de incerteza dos dados e ao tipo de problema.
Para calcular o nu´mero de caminhos e de comparac¸o˜es para problemas gerais sejam:
Bi: lista dos no´s que antecedem o no´ i.
pj: nu´mero de caminhos do no´ 1 ao no´ j.
rj: nu´mero de comparac¸o˜es realizadas entre os caminhos do no´ 1 ao no´ j.
O ca´lculo do nu´mero de caminhos pode ser feito da seguinte forma:
pj =
∑
i∈Bj
pi, p1 = p2 = 1, i = 2, . . . , n
com pj sendo o maior nu´mero de caminhos que podem ser encontrados, desconsiderando os
cortes. O nu´mero de comparac¸o˜es e´ baseado no nu´mero de caminhos, na equac¸a˜o dada abaixo:
rj = pj × (pj − 1)
sendo rj o nu´mero ma´ximo de comparac¸o˜es, tambe´m desconsiderando a ordenac¸a˜o e os cortes
propostos.
5.3.9 Proposta de um algoritmo gene´tico (CM-AG) para o problema de ca-
minho mı´nimo com paraˆmetro fuzzy
Amotivac¸a˜o para a proposta de um algoritmo gene´tico reside na complexidade dos algoritmos
estudados nas sec¸o˜es anteriores. A dimensa˜o e a incerteza do problema interferem no tamanho
do conjunto fuzzy de soluc¸o˜es (Okada e Soper, 2000). Nestes casos, um algoritmo gene´tico que
encontre um bom subconjunto soluc¸a˜o e´ uma opc¸a˜o atraente.
Os algoritmos para o problema cla´ssico de caminho mı´nimo sa˜o eficientes e assim, na˜o incen-
tivam o uso de heur´ısticas na resoluc¸a˜o. Com isso, na˜o foram encontrados heur´ısticas ou meta-
heur´ısticas que inspirassem a construc¸a˜o do algoritmo gene´tico. Em um algoritmo gene´tico, a
escolha da codificac¸a˜o e´ importante para garantir a boa representac¸a˜o de um candidato a soluc¸a˜o
fact´ıvel do problema. Outros fatores como os operadores e os paraˆmetros tambe´m devem ser bem
estudados. Aqui vamos apresentar uma primeira sugesta˜o de algoritmo gene´tico para tratar este
problema. Para facilitar a compreensa˜o desta sec¸a˜o, algumas definic¸o˜es e conceitos necessa´rios
sobre algoritmos gene´ticos sa˜o apresentados no Apeˆndice B.
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Codificac¸a˜o: A codificac¸a˜o utilizada retrata o caminho de forma mais direta: cada bit e´ do
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01
caminho 1
caminho 2
caminho 3
caminho 4
caminho 5
Figura 5.7: Exemplo de codificac¸a˜o para o problema do caminho mı´nimo fuzzy
no´ visitado sendo que os arcos sera˜o dados por (bit(i + 1) → bit(i), i = 1, . . . , r − 1),
com r o nu´mero de arcos que compo˜e o caminho (r = 1, . . . ,m, m = |N |). Por exemplo,
na Figura 5.7, o caminho 1 conte´m os arcos {(1, 3), (3, 5)}, o caminho 2 conte´m os arcos
{(1, 2), (2, 3), (3, 5)} e assim por diante.
Recombinac¸a˜o (crossover): e´ feito pela unia˜o das informac¸o˜es (no´s visitados) contidas nos
dois cromossomos escolhidos (caminhos-pais). Com isso sa˜o escolhidos os no´s que fara˜o
parte do filho somente dentre os no´s pertencentes a esta unia˜o.
01
02 04
0503
01
02 04
0503
01
02 04
0503
01
02 04
0503
Figura 5.8: Exemplo de crossover para o problema do caminho mı´nimo fuzzy
Mutac¸a˜o: neste procedimento, um no´ do caminho e´ proibido e um novo trecho sera´ constru´ıdo
usando preferencialmente arcos que fazem parte do subcaminho a ser descartado.
01
02 04
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0503
Figura 5.9: Exemplo de mutac¸a˜o para o problema do caminho mı´nimo fuzzy
Inicializac¸a˜o: Parte da populac¸a˜o inicial e´ dada como uma mutac¸a˜o do melhor caminho en-
contrado utilizando o caminho mı´nimo do grafo crisp G∗ associado ao grafo fuzzy proposto,
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com custo dos arcos igual ao ı´nfimo valor modal dos custos fuzzy. O restante e´ constru´ıdo
escolhendo, de forma aleato´ria, os no´s predecessores ate´ chegar ao no´ 1.
Selec¸a˜o: A nova populac¸a˜o e´ formada pelos filhos gerados durante a recombinac¸a˜o e a mutac¸a˜o,
uma parte dos melhores indiv´ıduos da populac¸a˜o anterior e o restante da nova populac¸a˜o
sera´ escolhido aleatoriamente.
Fitness: A medida de avaliac¸a˜o calcula a possibilidade do caminho ser menor que o melhor
caminho encontrado em um procedimento realizado previamente no algoritmo gene´tico.
O algoritmo gene´tico segue o esquema apresentado no Apeˆndice B.
5.3.10 Exemplos nume´ricos
Vamos utilizar o exemplo dado em (Okada e Soper, 2000) em que deve ser encontrado um
caminho entre Boston e Los Angeles, usando como base o mapa de tempos de percurso entre as
cidades (Apeˆndice C, Tabela C.2). O nu´mero fuzzy associado sera´ trapezoidal com 20% de platoˆ
e 10% de desvio. Outros exemplos sera˜o de uma rede o´ptica italiana (italia1)(Ali et al., 2000)
(Apeˆndice C, Tabela C.1) e o exemplo descrito na Figura 5.10, CMex. A cada arco da Figura
5.10, um nu´mero triangular fuzzy esta´ associado.
l˜ = (68, 80, 93)
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(30, 40, 45)
1
2 4
53
(08, 10, 12)
(12, 15, 18)
Figura 5.10: Exemplo de uma rede fuzzy:CMex
As comparac¸o˜es sera˜o feitas entre o algoritmo implementado por (Okada, 2001) e o algoritmo
modificado (alg-M) proposto. A comparac¸a˜o com o trabalho de (Okada e Soper, 2000) na˜o sera´
feita pois este algoritmo encontra os caminhos na˜o dominados e na˜o todo o conjunto fuzzy.
Como nos algoritmos das Sec¸o˜es 5.3.2 e 5.3.7 o ponto cr´ıtico e´ o nu´mero de comparac¸o˜es
realizadas entre os subcaminhos e entre os caminhos, estes dados sera˜o comparados.
Nota-se na Tabela 5.1 que, para casos em que poucos caminhos participam da soluc¸a˜o do
problema, as modificac¸o˜es propostas diminuem consideravelmente o nu´mero de comparac¸o˜es e,
em consequ¨eˆncia, o tempo computacional. Para problemas em que muitos caminhos participam
74
exemplo
CMex
italia1
CM-OK04 tempo (s)
127 0,8900
2414 1,8820
CM-OK04MOD tempo (s)
14 0,0400
658 0,4910
Tabela 5.1: Nu´mero de comparac¸o˜es realizadas nos testes com os exemplos CMex e italia1
da soluc¸a˜o (vide Tabela 5.2), apenas a modificac¸a˜o proposta referente a ordenac¸a˜o das etiquetas e
a comparac¸a˜o ordenada destes surte efeito, reduzindo em cerca de 50% o nu´mero de comparac¸o˜es.
Observando o nu´mero de comparac¸o˜es realizadas pelo algoritmo de (Okada, 2001) e o algoritmo
modificado, CM-OK04MOD , vide Tabela 5.2, nota-se que o nu´mero de comparac¸o˜es cresce a`
medida que que os caminhos va˜o sendo constru´ıdos. Mas este valor ainda esta´ muito abaixo do
nu´mero de comparac¸o˜es que deveriam ser feitas entre 42.167.110 caminhos poss´ıveis entre o no´ 1
e o no´ 70 com ate´ 2.5225×1015 comparac¸o˜es durante o processo (1.55×1015 so´ em comparac¸o˜es
entre os caminhos do no´ 1 ao no´ 70, o restantes sa˜o comparac¸o˜es entre os subcaminhos dos
outros no´s), para α = 0.
m Ma´ximo CM-OK04 % CM-OK04MOD %
10 30 6 20 3 10
20 7108 324 4,56 54 0,76
30 1, 51× 106 6.145 0,41 508 3, 36× 10−3
40 1, 17× 108 26.846 2, 83× 10−4 3.307 2, 83× 10−4
50 1, 83× 1010 141.205 7, 72× 10−5 13.631 7, 45× 10−5
60 1, 66× 1012 660.520 3, 98× 10−5 62.702 3, 78× 10−6
70 2, 52× 1015 10.264.377 4, 07× 10−7 677.037 2, 69× 10−8
Tabela 5.2: Comparac¸o˜es feitas no exemplo da rede americana
No exemplo da rede americana, 653 caminhos possuem o grau de possibilidade ma´ximo
(Poss = 1) sendo realizadas 1.097.559 comparac¸o˜es no algoritmo modificado (utilizando α = 1
como valor de corte) para encontra´-los. Isso e´ resultado da incerteza dos valores associados. Em
(Okada e Soper, 2000) ja´ foi estudado a influeˆncia da incerteza dos comprimentos no nu´mero de
caminhos que participam da soluc¸a˜o. Para o caso de caminhos na˜o-dominados, (Okada e Soper,
2000) fornece oito caminhos, sendo que apenas um com possibilidade igual a 1 e´ apresentado
como soluc¸a˜o para o problema da rede americana. Para o decisor, uma filtragem da soluc¸a˜o
pode ser muito u´til, neste caso.
Para este mesmo problema, com tempo descrito por nu´meros triangulares fuzzy, ou seja,
sem flat e com desvio de 10%, o nu´mero de comparac¸o˜es realizadas diminui drasticamente para
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2.672.536 comparac¸o˜es para o algoritmo de Okada e 1.093.446 comparac¸o˜es no algoritmo modi-
ficado. Uma amostra da dependeˆncia do tamanho do conjunto soluc¸a˜o sob a incerteza dos dados.
O algoritmo gene´tico procura gerar um subconjunto relevante de soluc¸o˜es fact´ıveis do pro-
blema, uma vez em que ele pode apresentar dificuldades em encontrar todo o conjunto soluc¸a˜o.
Para ilustrar, seja o problema da rede rodovia´ria americana. Esta rede possui 42.167.110 cami-
nhos poss´ıveis entre os no´s 1 e 70 com um ma´ximo de 2, 52× 1015 comparac¸o˜es necessa´rias pelo
algoritmo exato. O conjunto soluc¸a˜o, para custos representados por nu´meros fuzzy triangula-
res com espalhamento de 10% em relac¸a˜o ao valor modal, possui 632 caminhos. O algoritmo
gene´tico foi executado por cinco vezes e em nenhum caso se encontrou todo o conjunto soluc¸a˜o.
Apesar da populac¸a˜o manter sua diversidade, a dificuldade de encontrar caminhos com valor de
possibilidade baixo interfere na construc¸a˜o do conjunto soluc¸a˜o. Em compensac¸a˜o, os caminhos
com alto grau de possibilidade sa˜o fa´ceis de encontrar. Para este problema, os caminhos com
grau de possibilidade acima de 0,6 foram encontrados corretamente. Observando os valores de
possibilidade dos arcos, os caminhos com grau de possibilidade abaixo de 0,2 sa˜o aqueles mais
dif´ıceis de obter.
Apesar das dificuldades mencionadas, o algoritmo gene´tico e´ atraente uma vez que os ca-
minhos com maior grau de possibilidade sa˜o obtidos em tempo computacional reduzido. No
exemplo da rede rodovia´ria americana, o resultado foi obtido em aproximadamente 120 segun-
dos, que e´ muito menor do que o observado no algoritmo modificado (alg-M), 3157 segundos, em
me´dia. Portanto, estamos tentando alguma sofisticac¸a˜o na questa˜o da diversidade da populac¸a˜o
inicial. Outra melhoria na aproximac¸a˜o do algoritmo e´ no ca´lculo do fitness. Sera´ considerado
um subconjunto dos melhores caminhos fuzzy encontrados para a comparac¸a˜o ao inve´s do ca-
minho de grau ma´ximo. Assim, pretende-se obter valores de possibilidade mais pro´ximos aos
encontrados pelo algoritmo exato.
5.4 Caso II: o problema do caminho mı´nimo em um grafo fuzzy
Neste caso a estrutura do problema na˜o e´ bem definida. Para cada no´ e para cada arco
estara˜o associadas func¸o˜es de pertineˆncia σ : N → [0, 1] e µ : N ×N → [0, 1] respectivamente,
sendo que:
µ(i, j) ≤ σ(i)
∧
σ(j)
ou seja, o grau de pertineˆncia do arco (i, j) na˜o pode ser maior que o grau de pertineˆncia
dos respectivos no´s. Para cada arco temos associado um valor de pertineˆncia e um custo, que
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tambe´m pode ser um nu´mero fuzzy.
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σ2
σ5σ4
σ6σ3
Figura 5.11: Exemplo de um problema de caminho mı´nimo fuzzy
O caminho entre o no´ 1 e o no´ m tera´ um comprimento l1m e um valor de pertineˆncia
associado igual a do arco de menor pertineˆncia (Rosenfeld, 1975), ou seja:
µP1m =
∧
(i,j)∈P1m
µij = min
(i,j)∈P1m
µij
sendo P1m um caminho do no´ origem 1 ao no´ destino m e µP1m o seu valor de pertineˆncia. Como
de µP1m em um grafo com estrutura fuzzy depende de seu arco mais fraco, podemos pensar em
resolver este problema utilizando α-cortes. Para simplificar o problema, vamos considerar que
o custo dos arcos sa˜o valores crisp.
A ide´ia de utilizar os α-cortes para construir o conjunto soluc¸a˜o foi proposta inicialmente
por (Delgado et al., 1990) para um algoritmo fundamental que fosse utilizado para qualquer
problema em grafo fuzzy. Na pro´xima sec¸a˜o ele sera´ adaptado ao problema de caminho mı´nimo
e analisado.
5.4.1 Algoritmo proposto por Delgado et. al, 1990
Aqui, a ide´ia do trabalho (Delgado et al., 1990) sera´ apresentada adaptada ao problema do
caminho mı´nimo.As propriedades que garantem a otimalidade do problema esta˜o apresentadas
no trabalho citado.
Seja o grafo suporte G∗ = (N∗, A∗) associado ao grafo fuzzy G˜ = (σ, µ) (isto e´, cujos arcos
tenham graus de pertineˆncia estritamente maiores do que zero: σi > 0 e µij > 0, i, j ∈ N e
(i, j) ∈ A). Resolvendo o problema em G∗, obtemos um caminho mı´nimo Pα0 , com um valor de
pertineˆncia α0, definido pelo seu arco mais fraco. Este caminho possui o menor comprimento
poss´ıvel tanto no grafo fuzzy G˜ quanto no grafo crisp associado Gα0 . Para obter um caminho
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com maior grau de pertineˆncia, podemos considerar o grafo crisp resultante do conjunto de corte
abaixo:
Aα1 = {(i, j) ∈ A|µij > α0} (5.8)
onde Aα1 e´ um conjunto de arcos crisp. Enta˜o, o grafo crisp Gα1 : (N,Aα1) associado pode ser
resolvido por meio de algoritmos cla´ssicos para obter um caminho, Pα1 , com grau de pertineˆncia
maior do que Pα0 , mas tambe´m com comprimento maior. Este procedimento gera um conjunto
de caminhos P= {Pα0α0 ,
Pα1
α1
, . . . ,
Pαq
αq
}, sendo o caminho Pαi associado ao seu valor de pertineˆncia
αi, i = 1, . . . , q e q a u´ltima iterac¸a˜o do algoritmo que possui um caminho entre o no´ origem e
o no´ destino.
Com base na observac¸a˜o acima, podemos construir o conjunto soluc¸a˜o calculando o caminho
mı´nimo para cada conjunto de corte determinado pelo grau de pertineˆncia do caminho mı´nimo
do n´ıvel anterior. Abaixo apresentamos o algoritmo adaptado de DVV90CM:
Algoritmo para caminho mı´nimo fuzzy: DVV90CM
Passo 0: Seja um grafo fuzzy G = (σ, µ) com custo cij , (i, j) ∈ A. Seja k = 0; α0 = 0. Seja o
conjunto suporte G∗ = {(i, j) ∈ A|µij > 0}.
Passo 1: Resolva o problema em G∗ e seja P o caminho mı´nimo. Fac¸a:
Pk ← P
lk ←
∑
(i,j)∈P
cij
αk ←
∧
(i,j)∈P
µij = min
(i,j)∈P
{µij}
onde αk e´ o valor de pertineˆncia do caminho. Va´ ao Passo 2.
Passo 2: Retire os arcos com valor de pertineˆncia ≤ αk do grafo. Fac¸a k ← k + 1. Se o grafo
apresentar componentes na˜o conectados → FIM. Caso contra´rio volte ao Passo 1.
5.4.2 Complexidade do algoritmo
Com o algoritmo proposto acima, a complexidade do algoritmo dependera´ do algoritmo crisp
escolhido para a resoluc¸a˜o. Considere um grafo fuzzy com m no´s e n arcos. Como o algoritmo
acima faz uso dos α-cortes, no pior caso sera˜o necessa´rios n−m+ 1 iterac¸o˜es do algoritmo. A
ordem de complexidade do algoritmo sera´ de O((n−m)Ok), onde Ok e´ a ordem de complexidade
do algoritmo crisp para o grafo resultante utilizado na iterac¸a˜o k.
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5.4.3 Exemplo Nume´rico
Seja o exemplo dado na Figura 5.12:
[20,0.9]
[10,0.5]
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01
[35,1.0]
[40,0.2]
[2
5,0
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[10,1.0]
[3
0,0
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04 02
01
03 05
04
[40,0.2]
[10,0.5]
[c,   ]α
Figura 5.12: Exemplo de um grafo fuzzy e primeira soluc¸a˜o
onde c e´ o custo do arco e α e´ o valor de pertineˆncia do arco. Para o conjunto suporte temos a
soluc¸a˜o dada. Este caminho mı´nimo possui comprimento igual a 50 e grau de pertineˆncia igual
a 0, 2. Enta˜o descartamos os arcos com pertineˆncia menor ou igual a 0,2. Com o novo subgrafo
encontramos uma nova soluc¸a˜o, procedemos um novo corte ate´ o subgrafo ser desconexo (Figuras
5.13, 5.14 e 5.15):
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Figura 5.13: Comprimento = 70, α = 0, 5
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Figura 5.14: Comprimento = 75, α = 0, 8
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Figura 5.15: Grafo Desconexo ⇒ FIM
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5.4.4 Algumas heur´ısticas para o problema do caminho mı´nimo em um grafo
fuzzy
No caso de um grafo denso ou completo e com grande variac¸a˜o nos valores de pertineˆncia dos
arcos, o procedimento pode ser muito caro em termos computacionais e o conjunto de soluc¸o˜es
pode ser muito grande e pouco u´til ao decisor. Propomos algumas formas de contornar este
problema, encontrando apenas um determinado caminho, ou um subconjunto de caminhos:
Heur´ıstica 1: Resolver para um valor de confiabilidade escolhido pelo usua´rio (H1): Escolher
um grau de pertineˆncia e resolver o problema, encontrando apenas um caminho como
soluc¸a˜o (Passo 1 do algoritmo da Sec¸a˜o 5.4.1).
Heur´ıstica 2: Reduc¸a˜o do nu´mero de intervalos (H2): O usua´rio pode determinar o nu´mero
ma´ximo de partic¸o˜es para o α-corte . Sendo assim, o passo 1 teria a seguinte alterac¸a˜o
αk ← max{min{k ∗ δ, 1}, αk−1}
com δ = 1p e p > 0 o nu´mero de partic¸o˜es do intervalo. Observando sempre o maior
valor entre a pro´xima iterac¸a˜o e a iterac¸a˜o atual garante que na˜o sejam feitos ca´lculos
desnecessa´rios em intervalos que na˜o possuem caminhos diferentes dos ja´ calculados.
Heur´ıstica 3: Soluc¸a˜o com melhor relac¸a˜o (valor de pertineˆncia)×(comprimento do caminho)
(H3): Utilizar um procedimento proposto por (Chunde, 1996) para o problema da a´rvore
geradora mı´nima onde ele balanceia a pertineˆncia da a´rvore proposta e o seu custo total.
O problema seria modelado como:
Min g(P )
s.a. g(P ) = F (P )c(P )
F (P ) =
∨
(i,j)∈P
(1− µij) (5.9)
c(P ) =
∑
(i,j)∈P
cij
P ∈ P(N )
onde F (P ) =
∨
(i,j)∈P (1 − µij) =
∧
(i,j)∈P µij e´ o valor de pertineˆncia do caminho P e
c(P ) seu custo. Este procedimento na˜o reduz o nu´mero e iterac¸o˜es do algoritmo proposto
na sec¸a˜o 5.4.1, mas o caminho apresentado como soluc¸a˜o por este modelo deve considerar
comprimento e pertineˆncia associados, de modo que o balanc¸o seja o melhor poss´ıvel.
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O nu´mero de iterac¸o˜es seria o mesmo que o algoritmo proposto, ja´ que e´ necessa´rio conhecer
o conjunto de caminhos poss´ıveis e sua pertineˆncia. A ide´ia e´ escolher o caminho que possui
menor comprimento e maior confiabilidade.
5.4.5 Encontrar o caminho com maior valor de pertineˆncia: CM-Max
Ainda para o caso de um grafo denso de grandes dimenso˜es em que o conjunto de soluc¸o˜es
fuzzy pode ser de pouca utilidade, pode-se tentar obter apenas o caminho mais confia´vel, ou seja,
o caminho de maior pertineˆncia ao conjunto fuzzy de soluc¸o˜es. Considerando os conceitos de
grafos fuzzy, este e´ um algoritmo para encontrar o caminho mais forte entre dois no´s (Cap´ıtulo
3).
Neste sentido, o algoritmo de Bellman-Ford-Moore (Goldbarg e Luna, 2000) modificado sera´
utilizado para encontrar a soluc¸a˜o. Ao inve´s de usar o comprimento do caminho para calcular
o comprimento mı´nimo, usaremos para encontrar o maior valor de pertineˆncia, µij , ou o menor
complemento da pertineˆncia: (1− µij).
Seja mkj = [i, µsj ] a etiqueta associada ao no´ j, onde i e´ o no´ predecessor e µsj e´ a pertineˆncia
encontrada para o caminho entre o no´ origem s e o no´ j. k designa a iterac¸a˜o.
Passo 0: Seja um grafo G : (N,A), µij o valor de pertineˆncia do arco (i, j). Fac¸a m0s ← [0, 1] e
m0j ← [−, 1], j ∈ N , j 6= s. Fac¸a k ← 1.
Passo 1: Fac¸a:
• mk+1j ← min{mkj ,maxi {min{m
k
i , µij}}}, i 6= j, s, j ∈ N .
• k ← k + 1.
Se mk−1j ≡ mkj , ∀j ∈ N , enta˜o FIM. Caso contra´rio, repita o Passo 1.
Dado um no´ i, o algoritmo atualiza os valores das etiquetas referentes ao no´ predecessor
que faz parte do caminho com maior grau de pertineˆncia (ou caminho mais forte) e o grau de
pertineˆncia deste caminho. Quando na˜o houver mais atualizac¸o˜es, o procedimento e´ encerrado
e o valor do caminho de maior confiabilidade de um caminho do no´ origem s ate´ o no´ destino t
e a todos os outros no´s, e´ devolvido ao decisor.
81
5.5 Exemplos nume´ricos
Seja o exemplo encontrado no artigo de (Okada e Soper, 2000) em que considera-se o mapa
rodovia´rio dos Estados Unidos. O problema e´ encontrar o menor caminho entre Boston e Los
Angeles (mapa do exemplo no Apeˆndice C). O digrafo associado G possui 70 no´s e 210 arcos.
Os algoritmos foram implementados no Matlab v6.1. Os valores de pertineˆncia foram gerados
de modo aleato´rio, com distribuic¸a˜o uniforme, para cada teste realizado.
Teste rotas µ¯ DVV90CM CM-Max
1 09 0,6217 0,1200 0,0300
2 05 0,5579 0,1200 0,0200
3 02 0,3578 0,0900 0,0200
4 06 0,6337 0,1200 0,0500
5 11 0,6320 0,1800 0,0300
Tabela 5.3: Testes realizados para o exemplo de Okada e Soper, 2000
Na Tabela 5.3 temos a quantidade de rotas encontrada pelo algoritmo DVV90CM, o maior valor
de pertineˆncia encontrado dentre as rotas, os tempos de execuc¸a˜o (em segundos) do algoritmo
exato (DVV90CM) e do algoritmo de maior pertineˆncia (CM-Max). Como apenas os valores
de pertineˆncia do arco variaram nos testes da tabela 5.3, nota-se a influeˆncia destes valores no
nu´mero de rotas encontradas entre o no´ 1 (Boston) e o no´ 70 (Los Angeles).
Os resultados das heur´ısticas, para o problema da Tabela C.2, esta˜o nas tabelas 5.4, 5.5 e
5.6
Teste µ¯ TH1
01 0,5645 0,0400
02 0,5509 0,0600
03* 0,3578 0,0400
04 0,6377 0,0700
05 0,5297 0,0800
Tabela 5.4: Heur´ıstica 1: Resolver para um valor de α = 0, 5. Teste 3: α = 0, 3
Na heur´ıstica 3, tabela 5.6, escolhe-se a melhor relac¸a˜o (confiabilidade)×(comprimento).
Para os testes 03, 04 e 05, foi escolhido o caminho com maior pertineˆncia encontrada. Para os
teste 01 e 02 foram escolhidos caminhos intermedia´rios , isto e´, estes caminhos devem ter um
comprimento menor o suficiente para compensar a confiabilidade, segundo o crite´rio adotado.
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Teste rotas µ¯ TH2
01 02 0,4159 0,0200
02 02 0,4663 0,0300
03 02 0,3578 0,0200
04 02 0,4701 0,0300
05 02 0,4326 0,0200
Tabela 5.5: Heur´ıstica 2: Determinar o nu´mero ma´ximo de partic¸o˜es: p = 3
Teste µ¯ TH3
01 0,5888 0,1300
02 0,4663 0,1250
03 0,3578 0,0900
04 0,6337 0,1200
05 0,6320 0,1900
Tabela 5.6: Heur´ıstica 3: Soluc¸a˜o com melhor relac¸a˜o (valor de pertineˆncia)×(comprimento do
caminho)
Para observar o comportamento das heur´ısticas e dos algoritmos propostos, foram gerados
dois grafos, G500 e G1000, G = (N,A), tal que (i, j) ∈ A → i < j, i, j ∈ N , custo dos arcos
cij ∈ [0, 100] e valor de pertineˆncia aleato´rio µij ∈ [0, 1]. O grafo G500 possui 500 no´s e 34.032
arcos. O grafo G1000 possui 1000 no´s e 135.597 arcos. Os testes 01, 02 e 03 da tabela 5.7 sa˜o
referentes ao grafo G500 e os testes 04, 05 e 06 referentes ao grafo G1000, para diferentes valores
Teste rotas µ¯ Te Tm
01 14 0,9781 43,2520 12,5980
02 09 0,9698 33,2780 18,1760
03 17 0,9720 50,2120 11,6560
04 09 0,9885 181,7720 75,3890
05 12 0,9672 174,1500 89,2790
06 14 0,9879 461,3240 93,3440
Tabela 5.7: Testes com os grafos G500 e G1000
de pertineˆncia. Sa˜o dados o nu´mero de rotas, o maior grau de pertineˆncia obtido e o tempo de
execuc¸a˜o (em segundos) dos algoritmos DVV90CM e CM-Max.
Pode-se notar a influeˆncia do tamanho dos grafos e dos paraˆmetros associados. O algoritmo
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que calcula o caminho com maior confiabilidade, CM-Max, necessita de menos da metade do
tempo para encontrar a soluc¸a˜o, mas o algoritmo DVV90CM encontra todo o conjunto soluc¸a˜o.
Cabe ao decisor escolher o algoritmo que melhor atende suas necessidades.
Escolhendo os testes realizados com o grafo G1000 para testar as heur´ısticas, temos as tabelas
5.8, 5.9 e 5.10:
Teste µ¯ TH1
04 0,9272 3,1840
05 0,9054 2,7040
06 0,9010 2,6940
Tabela 5.8: Heur´ıstica 1: Resolver para um valor de confiabilidade escolhido: α = 0, 9
Teste rotas µ¯ TH2
04 04 0,9272 140,6720
05 03 0,8615 115,1860
06 05 0,9010 213,4970
Tabela 5.9: Heur´ıstica 2: Determinar o nu´mero ma´ximo de partic¸o˜es: p = 5
As heur´ısticas apresentadas na Tabela 5.8 e 5.9 na˜o encontraram o caminho de maior confia-
bilidade, mas obtiveram seus resultados em tempo reduzido comparado aos algoritmos propostos
anteriormente. Observando a Tabela 5.8 verificamos que o tempo e´ consideravelmente inferior
aos outros algoritmos testado. E´ realizado apenas um α-corte e o caminho e´ encontrado atrave´s
do algoritmo de Dijkstra. Mas o resultado e´ condicionado a` escolha deste α-corte, o que pode
ser dif´ıcil dependendo do problema. Ja´ pelos dados da heur´ıstica 2, o tempo e´ reduzido, mas o
tempo computacional e´ dependente da quantidade ma´xima de caminhos que se deseja obter.
Teste µ¯
04 0,9815
05 0,6161
06 0,9879
Tabela 5.10: Heur´ıstica 3: Soluc¸a˜o com melhor relac¸a˜o (valor de pertineˆncia)×(comprimento do
caminho)
Para a heur´ıstica 3, encontramos a segunda maior pertineˆncia para o teste 04, o menor valor
de pertineˆncia dentre os caminhos do teste 05 e o maior valor de pertineˆncia para o teste 06, o
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que nos faz observar que o caminho a ser escolhido pela heur´ıstica depende da variac¸a˜o do custo
e da relac¸a˜o observada entre valor de pertineˆncia e comprimento do caminho.
Como cada algoritmo apresentado neste trabalho possui caracter´ısticas pro´prias e atende a
uma determinada necessidade de soluc¸a˜o, cabe ao decisor observar qual deles e´ mais apropriado
para seu uso.
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Cap´ıtulo 6
A´rvore Geradora Mı´nima Fuzzy
Neste cap´ıtulo, a incerteza sera´ considerada em dois casos: no primeiro caso a estrutura
do grafo e´ crisp e os paraˆmetros sa˜o nu´meros fuzzy e no segundo caso temos que encontrar
uma a´rvore geradora mı´nima em um grafo fuzzy. A resoluc¸a˜o do primeiro caso sera´ baseada na
teoria de possibilidade (Zadeh, 1978), de forma a encontrar todo o conjunto soluc¸a˜o fuzzy do
problema. Sera˜o propostos um algoritmo para a soluc¸a˜o o´tima e um algoritmo gene´tico para
tentar contornar a questa˜o da complexidade do problema. Para o segundo caso, os algoritmos
encontrados na literatura sera˜o estudados e, com base nas observac¸o˜es feitas, melhorias sera˜o
propostas.
6.1 Introduc¸a˜o
O problema da a´rvore geradora mı´nima aparece em uma se´rie de aplicac¸o˜es, ou como um
subproblema destas. Um exemplo e´ a instalac¸a˜o de linhas telefoˆnicas (ou ele´tricas) entre um
conjunto de localidades utilizando a infra-estrutura das rodovias com o menor uso de material.
Outros problemas (ana´lise de clusters, armazenamento de informac¸o˜es, dentre outros) tambe´m
podem ser tratados por esta modelagem, que possui eficientes algoritmos como Kruskal, Prim e
Sollin (Ahuja et al., 1993).
Nos problemas reais, paraˆmetros como tempo e capacidade associados podem ter naturezas
incertas. Portanto, estes problemas podem ser estudados e resolvidos sob a o´tica de conjuntos
fuzzy (Zadeh, 1965). Se considerarmos a seguranc¸a de uma rede de telecomunicac¸o˜es, as incer-
tezas tambe´m podem estar associadas a estrutura. Tambe´m neste caso, a teoria de conjuntos
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fuzzy pode ser associada como foi feito inicialmente por (Rosenfeld, 1975).
Na Sec¸a˜o 6.1.1 faremos uma definic¸a˜o do caso cla´ssico e de suas condic¸o˜es de otimalidade e
na Sec¸a˜o 6.1.2 sera˜o apresentados os estudos encontrados na literatura sobre a incerteza associ-
ada a problemas da a´rvore geradora mı´nima. Na Sec¸a˜o 6.2 e´ estabelecido o problema da a´rvore
geradora mı´nima com paraˆmetros fuzzy. Nas sec¸o˜es 6.2.3 e 6.2.4 sera˜o apresentados os conceitos
necessa´rios para a construc¸a˜o de um algoritmo exato e um algoritmo gene´tico para o problema
da a´rvore geradora mı´nima com paraˆmetros fuzzy. Para o problema da a´rvore geradora mı´nima
em um grafo fuzzy, a Sec¸a˜o 6.3 estuda os algoritmos encontrados na literatura e propo˜e outros
algoritmos e heur´ısticas.
6.1.1 Definic¸a˜o do caso cla´ssico
Seja G = (N,A) um grafo conectado com m no´s e n arestas com custo cij associado a` cada
aresta (cij ≥ 0). O problema consiste em construir uma a´rvore geradora de menor custo entre
todos os no´s (vide Figura 6.1).
01 02 03
04 05 06 07
08 09 10
01 02 03
04 05 06 07
08 09 10
8 7
4 11 13 9 12
11
14 10 9
17 13 5 6 2 10
3 12
8 7
4 9
9
2
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Figura 6.1: Exemplo de um problema da a´rvore geradora mı´nima
Uma a´rvore geradora T ∗ e´ uma soluc¸a˜o o´tima para o problema se, e somente se, satisfaz as
seguintes condic¸o˜es:
Corte: Para toda aresta da a´rvore (i, j) ∈ T ∗, temos que cij ≤ ckl para toda aresta (k, l)
contido no corte formado pela retirada de um aresta de (i, j) de T ∗.
Caminho: Para toda aresta (k, l) ∈ G, (k, l) 6∈ T ∗, temos que cij ≤ ckl para cada aresta (i, j)
contido no caminho em T ∗ que conecta o no´ k ao no´ l.
Para o caso cla´ssico, o problema da a´rvore geradora mı´nima possui eficientes algoritmos de
resoluc¸a˜o, como por exemplo o algoritmo Kruskal, de Prim e o algoritmo de Sollin. O Cap´ıtulo
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13 de (Ahuja et al., 1993) possui um estudo sobre este problema.
6.1.2 Estudos encontrados na literatura
Foram encontrados dois trabalhos tratando do problema da a´rvore geradora mı´nima fuzzy.
Cada um estuda um caso diferente: o de grafo crisp com paraˆmetros fuzzy e o de grafo fuzzy
com paraˆmetros crisp.
Em (Chunde, 1996), a estrutura considerada tem no´s crisp (isto e´ σ(i) = 1, ∀i ∈ N) e
arestas com graus de pertineˆncia associados (isto e´, µij ∈ [0, 1], ∀(i, j) ∈ A). Sa˜o propostos treˆs
algoritmos considerando algumas situac¸o˜es da rede, sem considerar o custo das arestas como
nu´meros fuzzy.
(Chang e Lee, 1999) analisaram os problemas da a´rvore geradora mı´nima, PERT e de cami-
nho mı´nimo, utilizando algoritmos cla´ssicos e um me´todo proposto pelos autores (OERI), para
o ordenamento de nu´meros fuzzy em problemas de redes. Este resolve o problema utilizando
um algoritmo crisp para obter a soluc¸a˜o.
Nas pro´ximas sec¸o˜es novos algoritmos sera˜o propostos com base nos estudos destes trabalhos
e do Cap´ıtulo 4.
6.2 Caso I: problema com grafo crisp e paraˆmetros fuzzy
No problema da a´rvore geradora mı´nima com o grafo crisp e paraˆmetros fuzzy, temos que o
custo (ou comprimento) associado a cada aresta e´ um nu´mero fuzzy. Veja o exemplo da Figura
6.2 em que o custo associado a cada aresta e´ um nu´mero triangular fuzzy (c, c, c¯):
l˜ = (68, 80, 93)
(2
7
,
3
0
,
3
3
)(30, 35, 40)
(2
0
,
2
5
,
2
8
)
(18, 20, 23)
3
1
2 4
5
(30, 40, 45)
1
2 4
53
(08, 10, 12)
(12, 15, 18)
Figura 6.2: Exemplo de um problema da a´rvore geradora mı´nima com paraˆmetros fuzzy
A soluc¸a˜o T ∗ encontrada pelo algoritmo proposto por (Chang e Lee, 1999) (tambe´m na Figura
6.2) fornece a mesma a´rvore para os treˆs casos considerados no trabalho citado: indiferente,
89
otimista e pessimista. Basicamente, o caso otimista e´ baseado no valor c, o caso pessimista e´
baseado no valor c¯ e o caso indiferente no valor modal c. O me´todo OERI proposto no trabalho
propo˜e um ca´lculo, ponderado, semelhante ao do centro de massa.
Agora, vamos considerar as a´rvores geradoras da Figura 6.3:
3
1
2 4
5 3
1
2 4
5 3
1
2 4
5
(70,85,98) (95,115,130) (70,90,103)(a) (b) (c)
Figura 6.3: a´rvores geradoras
sendo que (a) tem comprimento (70, 85, 98), (b) (70, 90, 103) e (c) (95, 115, 130).
(a) (b) (c)
68 80 93 13011598 103
Figura 6.4: Comparac¸a˜o dos comprimentos fuzzy
Com base na observac¸a˜o da Figura 6.4, percebemos que na˜o existe possibilidade da a´rvore
geradora (c) ser custo menor do que a soluc¸a˜o encontrada previamente na Figura 6.2. Ja´ para
as a´rvores (a) e (b) existe uma possibilidade para que cada uma destas a´rvores seja menor do
que a soluc¸a˜o encontrada. Podemos dizer enta˜o que existem va´rios graus de possibilidade de
uma a´rvore pertencer ao conjunto soluc¸a˜o do problema. (Blue et al., 2002) e (Chanas, 1987)
entendem este valor como o grau de pertineˆncia desta soluc¸a˜o no conjunto fuzzy de soluc¸o˜es.
Nossa proposta e´ trabalhar com a teoria de possibilidade (Zadeh, 1978) para tratar a soluc¸a˜o
deste problema. Dois pontos de vista sera˜o considerados:
1. Encontrar a a´rvore geradora mı´nima fuzzy de maior grau de possibilidade (extensa˜o do
caso crisp).
2. Encontrar uma soluc¸a˜o parcial, isto e´, um conjunto de a´rvores, cada uma com um grau
de possibilidade de ser a a´rvore geradora mı´nima (fuzzy) em relac¸a˜o a` soluc¸a˜o de grau
ma´ximo.
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6.2.1 Parte 1: Encontrar a a´rvore geradora mı´nima com custo fuzzy de maior
grau de possibilidade
Para obter a a´rvore geradora com maior grau de possibilidade de ser a a´rvore geradora
mı´nima devemos observar as propriedades referentes a comparac¸a˜o de nu´meros fuzzy. Utilizando
a Proposic¸a˜o 2.7.1 no Cap´ıtulo 2, podemos determinar qual a a´rvore geradora mı´nima com
maior grau de possibilidade. Esta proposic¸a˜o diz que pela comparac¸a˜o dos valores modais
de dois nu´meros fuzzy podemos verificar qual deles tem o valor de possibilidade igual a 1.
Enta˜o o nu´mero fuzzy com menor valor modal deve ser associado a soluc¸a˜o com maior grau de
possibilidade. Com isso, resolvendo o problema crisp associado (grafo G e custo igual ao valor
modal do custo fuzzy), encontraremos a a´rvore geradora de maior valor de possibilidade de ser
a a´rvore geradora mı´nima.
O teorema 2.7.1 pode ser interpretado como uma extensa˜o da abordagem crisp do problema
da a´rvore geradora mı´nima e resolve o primeiro caso a ser estudado.
6.2.2 Parte 2: Encontrar o conjunto fuzzy de soluc¸o˜es do problema da a´rvore
geradora mı´nima com custo fuzzy
Para a construc¸a˜o da a´rvore geradora fuzzy devemos obter todas as a´rvores geradoras com
algum grau de possibilidade de ser a a´rvore geradora mı´nima. Enumerar a´rvores geradoras
torna o problema na˜o polinomial (Sec¸a˜o 4.1.2). De fato, o nu´mero de a´rvores geradoras em
um grafo completo com m no´s e´ da ordem de mm−2 (Julstrom e G.R.Raidl, 2002). Portanto,
deve desenvolver te´cnicas que promovam um corte no espac¸o de soluc¸o˜es e evitem ca´lculos
desnecessa´rios durante este processo.
Para tentar resolver estas questo˜es, sera´ utilizada a a´rvore geradora mı´nima fuzzy de maior
grau de possibilidade (parte 1, Sec¸a˜o 6.2.1) para gerar as outras a´rvores. Com isso deve-se
privilegiar a construc¸a˜o das a´rvores geradoras com grau de possibilidade na˜o nulo, isto e´, que
possuem alguma chance de serem a a´rvore geradora mı´nima, pois as a´rvores que possuem partes
em comum costumam ter maiores graus de possibilidade (Okada e Soper, 2000).
Seja o exemplo da Figura 6.2. O grafo G apresentado tem como soluc¸a˜o a a´rvore geradora
T ∗. Usando o crite´rio de otimalidade baseado no conjunto de corte [S, S¯], podemos obter outras
a´rvores geradoras. Por exemplo, retirando a aresta (3, 4) temos treˆs arestas pertencentes ao
conjunto de corte (Figura 6.5):
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[S,S]={(1,3),(2,3),(4,5)}
 02
01
 04
 05 03
_
S={1,2,4}
S={3,5}
_
Figura 6.5: Arcos que podem substituir a aresta (3,4)
Cada aresta que pode substituir a aresta (3, 4) cria uma nova a´rvore geradora. Cada uma das
treˆs poss´ıveis a´rvores geradoras esta˜o representadas na Figura 6.6, com seus respectivos custos
fuzzy:
l˜ = (80, 100, 115) l˜ = (70, 85, 98) l˜ = (77, 90, 103)
1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
Figura 6.6: A´rvores criadas pelas substituic¸a˜o da aresta (3,4) na a´rvore T ∗
Portanto, se retirarmos k arestas (k = 1, . . . , n− 1) da a´rvore T ∗, podemos encontrar outras
a´rvores geradoras. Quando k = n−1, todos as arestas de T ∗ sera˜o retirados. Enta˜o resolvemos o
problema com o novo grafo G′ = G−T ∗ e continuamos a enumerac¸a˜o a partir de T ′, comparando
as novas a´rvores com T ∗ ate´ a enumerac¸a˜o completa das a´rvores, quando |A| < |N | − 1.
Podemos calcular a possibilidade de cada uma destas a´rvores serem menores do que T ∗ du-
rante o processo de construc¸a˜o das a´rvores geradoras. Por exemplo, quando retiramos a aresta
(3, 4) na Figura 6.5, encontramos treˆs arestas que va˜o construir outras treˆs a´rvores. Quando for
feito o ca´lculo da possibilidade de uma destas ser menor que T ∗, o ca´lculo sera´ feito apenas entre
a aresta (3, 4) e cada aresta do corte, segundo definic¸a˜o de possibilidade dada por (Okada, 2001).
Portanto, o ca´lculo de possibilidade sera´ realizado entre os k arestas que diferenciam a a´rvore
geradora T ∗ e as demais a´rvores.
A construc¸a˜o das a´rvores pode ser orientada de forma que o descarte das a´rvores que na˜o
fara˜o parte do conjunto soluc¸a˜o (possibilidade nula) sejam facilitadas. Usando o teste de corte
proposto em (Blue et al., 2002) para o caso de caminho mı´nimo, podemos descartar a´rvores
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geradoras com as seguintes caracter´ısticas:
sup{supp{l˜T¯ }} < inf{supp{l˜Tk}}, ∀Tk ∈ T
onde T¯ e´ a a´rvore encontrada a partir do grafo crisp G¯ (c¯ij = sup{supp{c˜ij}}, (i, j) ∈ A) e T e´
o conjunto de a´rvores geradoras de G. Esta caracter´ıstica esta´ demonstrada na Proposic¸a˜o 2.7.2.
Uma sugesta˜o para que o descarte seja feito de modo mais eficiente, no momento em que
o nu´mero de arestas for igual a k = |N | − 1, a pro´xima a´rvore geradora a ser a base para a
enumerac¸a˜o de outras sera´ calculada a partir de G (cij = inf{supp{c˜ij}}). A a´rvore geradora
fuzzy T composta pelos mesmas arestas da soluc¸a˜o crisp de G sera´ comparada a T ∗. Caso esta
a´rvore seja descartada pelo crite´rio de corte dado acima, enta˜o todas as a´rvores geradoras que
ainda na˜o foram enumeradas tambe´m sera˜o descartadas.
As ide´ias apresentadas nas sec¸o˜es 6.2.1 e 6.2.2 sa˜o a base para o algoritmo que sera´ proposto
na pro´xima sec¸a˜o.
6.2.3 Algoritmo AGMCF:
Este algoritmo esta´ separado em treˆs procedimentos. O primeiro e´ o programa principal:
Procedimento 1:
Passo 0: (Iniciar os paraˆmetros) Encontre a a´rvore geradora mı´nima fuzzy T ∗ associada a
soluc¸a˜o do grafo crisp GC com custo crisp cij = infµij(u)=1{u}. Fac¸a δ = sup{supp{l˜T ∗}}.
Passo 1: (Encontrar a´rvores com arestas coincidentes a T ∗) Para k = 1 ate´ k = |N | − 2, fac¸a:
• Para cada k arestas da a´rvore T ∗ (estes k arestas ∈ R′, conjunto das arestas retirados
da a´rvore), execute o procedimento 2.
Passo 2: (Encontrar a´rvores sem arestas coincidentes com T ∗) Fac¸a:
1. A1 ← A− T ∗. Seja G1 = (N,A1).
2. Encontre T1 atrave´s da resoluc¸a˜o do grafo crisp G1 com custo cij = inf{supp{c˜}}.
3. Se na˜o houver mais a´rvores geradoras ou se inf{supp{l˜T1}} > δ, enta˜o FIM. Caso
contra´rio, para k = 1 ate´ |N | − 2, fac¸a:
• Para cada k arestas da a´rvore T1 (estes k arestas ∈ R′), execute o procedimento
3.
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Procedimento 2: (Construir as a´rvores geradoras e calcular a possibilidade)
Passo 0: (Inicializac¸a˜o dos paraˆmetros) Sejam k, T e R′ dados. Fac¸a l˜′ ←∑(i,j)∈R′ c˜ij .
Passo 1: (Comparac¸a˜o entre arestas) Para cada k arestas (s, t) ∈ [S, S¯] (estas k arestas ∈ R′′)
que na˜o formam ciclo com (T −R′), fac¸a:
• l˜′′ ←∑(i,j)∈R′′ c˜ij
• Se inf{l˜T− l˜′+ l˜′′} > δ, enta˜o descarte esta a´rvore. Caso contra´rio, w ← Poss(l′′ ≤ l′).
• Fac¸a Dij ← max{Dij , w}, (i, j) ∈ R′′.
Passo 2: Caso na˜o existam mais a´rvores geradoras a serem formadas, volte ao Passo 1 do
procedimento 1.
A diferenc¸a entre o segundo e o terceiro procedimentos e´ o ca´lculo da possibilidade (Equac¸a˜o
2.6). O segundo procedimento considera as a´rvores interativas, e usa o ca´lculo da possibilidade
definido por (Okada, 2001). O terceiro procedimento usa o ca´lculo cla´ssico de (Dubois e Prade,
1980).
Procedimento 3: (Construir as a´rvores geradoras e calcular a possibilidade)
Passo 0: (Inicializac¸a˜o dos paraˆmetros) Sejam k, T , l˜T ∗ e R′ dados. Calcule l˜T .
Passo 1: (Comparac¸a˜o com a a´rvore geradora mı´nima fuzzy T ∗) Para cada k arestas (s, t) ∈
[S, S¯] (estes k arestas ∈ R′′) que na˜o formam ciclo com (T −R′), fac¸a:
• Calcule l˜′′ ← l˜T −
∑
(i,j)∈R′ c˜ij +
∑
(i,j)∈R′′ c˜ij
• Se inf{l˜′′} > δ, enta˜o descarte esta a´rvore. Caso contra´rio, w ← Poss(l′′ ≤ lT ∗).
• Fac¸a Dij ← max{Dij , w}, (i, j) ∈ T .
Passo 2: Caso na˜o existam mais a´rvores geradoras a serem formadas, volte ao passo 2 proce-
dimento 1.
Mesmo com os testes de corte previsto no algoritmo, a enumerac¸a˜o das a´rvores que fara˜o
parte da soluc¸a˜o ainda torna o problema de dif´ıcil resoluc¸a˜o. No algoritmo temos que escolher
os subconjuntos de arestas a serem retirados e quais grupos podem substituir cada um destes
subconjuntos. Isto faz com que o problema ainda seja combinatorial.
De fato, o nu´mero de a´rvores geradoras e´ da ordem de mm−2, m = |N | (Raidl e Julstrom,
2001) em um grafo completo. No exemplo da Figura 6.2, com 05 no´s e 07 arestas, existem 21
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a´rvores geradoras. Em um grafo completo com 05 no´s temos 125 a´rvores. Se for observado o
fato de que a soluc¸a˜o e´ composta por a´rvores com maior grau de possibilidade, pode-se propor
uma heur´ıstica para encontrar uma soluc¸a˜o aproximada satisfato´ria para o problema. Neste
contexto, um algoritmo gene´tico sera´ constru´ıdo com base nas caracter´ısticas do problema e da
soluc¸a˜o.
6.2.4 Um algoritmo gene´tico para o problema da a´rvore geradora mı´nima
com paraˆmetros fuzzy
Com base nos estudos realizados nas Sec¸o˜es 6.2.1 e 6.2.2, temos que o problema da a´rvore
geradora mı´nima com paraˆmetros fuzzy possui as seguintes caracter´ısticas:
1. Um conjunto fuzzy de soluc¸o˜es em que cada a´rvore geradora possui uma possibilidade de
ser a a´rvore geradora mı´nima.
2. Necessidade de avaliar uma grande quantidade de a´rvores geradoras para construc¸a˜o do
conjunto fuzzy de soluc¸o˜es.
3. As a´rvores geradoras pertencentes ao conjunto soluc¸a˜o normalmente tem arestas em co-
mum (Okada e Soper, 2000).
Estas caracter´ısticas levaram a proposta de desenvolver um algoritmo gene´tico (Apeˆndice B)
para tentar encontrar uma boa soluc¸a˜o para o problema proposto. A populac¸a˜o e´ formada
por indiv´ıduos (para este problema, as a´rvores geradoras) que evoluem por meio de operadores
de reproduc¸a˜o, que geram novos indiv´ıduos (caracter´ıstica 2) que herdam determinadas carac-
ter´ısticas dos indiv´ıduos-pais (caracter´ıstica 3). Procurando um subconjunto fuzzy de soluc¸o˜es,
a medida de adaptac¸a˜o (tambe´m conhecido como func¸a˜o de fitness) e´ utilizada de forma a privi-
legiar a reproduc¸a˜o dos indiv´ıduos com maior valor de fitness (no caso, o valor de possibilidade
da a´rvore geradora ser a a´rvore geradora mı´nima).
Este algoritmo foi baseado nos estudos (Raidl e Julstrom, 2001) e (Julstrom e G.R.Raidl,
2002) para o problema da a´rvore geradora mı´nima com restric¸o˜es de capacidade.
Codificac¸a˜o: Cada cromossomo representa uma a´rvore geradora. Seja um grafo G : (N,A)
e seja m = |N |. Uma a´rvore geradora e´ representada por m − 1 arestas, que conectam
todos os no´s e na˜o formam ciclos. Um cromossomo representando uma a´rvore geradora
possui enta˜o m−1 genes, cada gene conte´m a informac¸a˜o de qual aresta pertence a a´rvore
geradora (Figura 6.7, as arestas esta˜o numeradas para facilitar a visualizac¸a˜o).
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Figura 6.7: Exemplo de um cromossomo representando uma a´rvore
Inicializac¸a˜o: As arestas na˜o podem ser selecionadas de forma aleato´ria pois isto pode resultar
em um subgrafo desconexo. Este e´ um caso em que o geno´tipo (cromossomo) e´ influenciado
pelas caracter´ısticas desejadas (feno´tipo) ao indiv´ıduo. Portanto, a inicializac¸a˜o e´ feita com
uma adaptac¸a˜o do algoritmo de Kruskal: o algoritmo adaptado na˜o ordena as arestas pelo
custo, pelo contra´rio, escolhe as arestas de forma aleato´ria para formar a a´rvore geradora.
Recombinac¸a˜o: Esta operac¸a˜o escolhe dois indiv´ıduos da populac¸a˜o, T1 e T2, como os pais
e constro´i um subgrafo T = (N,T1
⋃
T2). Uma nova a´rvore e´ obtida deste subgrafo T a
partir do algoritmo adaptado de Kruskal utilizado na inicializac¸a˜o (Figura 6.8).
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Figura 6.8: Recombinac¸a˜o de duas a´rvores
Mutac¸a˜o: apo´s a escolha de um indiv´ıduo (a´rvore geradora), um determinado nu´mero de bits
(arestas) do indiv´ıduo sa˜o proibidos de pertencer ao novo indiv´ıduo. Outras arestas sa˜o
escolhidas para substitu´ı-las, sem que haja a formac¸a˜o de ciclos. (Figura 6.9).
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Figura 6.9: Mutac¸a˜o em uma a´rvore
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Outras informac¸o˜es:
• O valor do fitness (medida de adaptac¸a˜o do indiv´ıduo ao meio) de cada cromossomo
e´ o grau de possibilidade deste ser menor que a a´rvore geradora mı´nima de maior
grau de possibilidade (ver Sec¸a˜o 6.2.1).
• A escolha dos indiv´ıduos na recombinac¸a˜o e na mutac¸a˜o e´ feita em parte pela roleta
e em parte de forma aleato´ria.
• A nova populac¸a˜o e´ formada pelas a´rvores geradoras formadas pela recombinac¸a˜o
(40%), por mutac¸a˜o (20%) e por indiv´ıduos escolhidos da populac¸a˜o anterior, via
roleta e de forma aleato´ria.
• A diversidade da populac¸a˜o e´ importante para tentar fazer uma cobertura ampla do
nosso espac¸o de busca. Por isso a taxa de mutac¸a˜o tem um valor maior que o utilizado
em algoritmos gene´ticos convencionais.
A atualizac¸a˜o do grau de possibilidade de cada aresta durante as gerac¸o˜es da populac¸a˜o e´
realizada cada vez que um novo indiv´ıduo e´ criado, pela seguinte fo´rmula:
Dij = max
ij∈u
{Dij , fitness(u)} (6.1)
sendo u um novo indiv´ıduo que contem a aresta (i, j). No final das gerac¸o˜es, D fornecera´ o grau
de possibilidade de cada aresta pertencer a` a´rvore geradora mı´nima.
A estrutura do algoritmo gene´tico e´ dado na sec¸a˜o abaixo:
6.2.5 Algoritmo gene´tico AGMCF-AG:
Passo 0: Criar a populac¸a˜o inicial, com K indiv´ıduos, pelo me´todo de Kruskal adaptado. Seja
P a populac¸a˜o. Calcule o valor do fitness de cada indiv´ıduo.
Passo 1: Para I = 1 ate´ GER ou quando na˜o houver mudanc¸as em D em um determinado
nu´mero de gerac¸o˜es, fac¸a:
1. Selecione uma percentagem dos indiv´ıduos de P para recombinac¸a˜o, proceda a operac¸a˜o
e aloque os novos indiv´ıduos na populac¸a˜o intermedia´ria (Pi).
2. Selecione uma percentagem dos indiv´ıduos de P para a mutac¸a˜o, proceda a operac¸a˜o
e aloque os indiv´ıduos na Pi.
3. Selecione o melhor indiv´ıduo da P e sorteie os restantes dos indiv´ıduos que devem
completar a Pi.
97
4. Fac¸a P ← Pi. Calcule o valor do fitness de cada indiv´ıduo de P .
5. Atualize Dij (Equac¸a˜o 6.1).
Passo 2: Devolva D ao decisor.
6.2.6 Testes e ana´lises
Utilizando o exemplo dado anteriormente (Figura 6.2), temos a soluc¸a˜o de grau ma´ximo
com comprimento (68, 80, 93). O algoritmo proposto na Sec¸a˜o 6.2.3, AGMCF, analisou as 15
das 20 a´rvores geradoras (por exemplo, as da Figura 6.3), excluindo a a´rvore de ma´ximo grau
de possibilidade. As cinco a´rvores restantes na˜o foram consideradas por terem os valores de
possibilidade nulos. Por ser um exemplo pequeno, com poucos indiv´ıduos, o algoritmo gene´tico
AGMCF-AG encontrou a soluc¸a˜o em todos os testes realizados com populac¸a˜o de 10 indiv´ıduos
em 50 gerac¸o˜es.
A soluc¸a˜o do problema e´ dada na Figura 6.10. Os valores apresentados sobre cada aresta
sa˜o os graus de possibilidade das arestas:
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Figura 6.10: Soluc¸a˜o do problema
Em (Ali et al., 2000) encontramos uma rede o´ptica de telecomunicac¸o˜es com as respectivas
distaˆncias entre as cidades. Considerando os custos fuzzy como nu´meros triangulares do tipo
LR com valor modal igual ao comprimento das arestas e desvio de 10% em relac¸a˜o a este valor
(Tabela C.1,no Apeˆndice C), chega-se a` seguinte soluc¸a˜o (Tabela 6.1) para o algoritmo AGMCF
e do gene´tico AGMCF-AG.
Ambos os algoritmos foram implementados emMATLAB 6.1. O tempo gasto com o AGMCF-
AG foi insignificante (aproximadamente 70 segundos) em relac¸a˜o ao algoritmo AGMCF (em dias)
e a soluc¸a˜o do algoritmo gene´tico esta´ a 97,72% em me´dia do resultado o´timo (variando entre
94,64% e 99,01% do o´timo, em 10 execuc¸o˜es do programa). Foram analisadas cerca de 4000
a´rvores pelo algoritmo gene´tico em um conjunto de soluc¸o˜es que tem como limitante superior
2, 2×1011 candidatos, considerando as combinac¸o˜es de arestas a serem retirados e as combinac¸o˜es
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Arestas AGMCF AGMCF-AG
1 0,5251 0,5192
2 1,0000 1,0000
3 0,2188 0,1704
4 1,0000 1,0000
5 0,8718 0,8718
6 1,0000 1,0000
7 1,0000 1,0000
8 1,0000 1,0000
9 1,0000 1,0000
10 1,0000 1,0000
11 1,0000 1,0000
12 0,6032 0,6032
Arestas AGMCF AGMCF-AG
13 0,4615 0,4586
14 0,7674 0,7674
15 1,0000 1,0000
16 0,5550 0,5395
17 1,0000 1,0000
18 1,0000 1,0000
19 0,3919 0,3750
20 0,3498 0,3243
21 1,0000 1,0000
22 1,0000 1,0000
23 1,0000 1,0000
24 0,6565 0,6565
Arestas AGMCF AGMCF-AG
25 1,0000 1,0000
26 0,6753 0,6753
27 0,2714 0,2714
28 0,1731 0,0664
29 1,0000 1,0000
30 0,3056 0,2829
31 0,1404 0,1084
32 1,0000 1,0000
33 1,0000 1,0000
34 1,0000 1,0000
35 1,0000 1,0000
36 1,0000 1,0000
Tabela 6.1: Graus de possibilidade obtidos pelos algoritmos o´timo e gene´tico para a rede Ita´lia
das arestas candidatos a substitu´ı-los. Em um grafo completo com o mesmo nu´mero de no´s,
ter´ıamos cerca de 1, 3× 1025 poss´ıveis a´rvores geradoras.
Contudo, o resultado pode ser melhorado. Pode-se implementar te´cnicas que garantam a
diversidade da populac¸a˜o e fac¸am uma explorac¸a˜o mais eficiente do espac¸o de busca no caso do
algoritmo gene´tico.
Algumas caracter´ısticas dos resultados do algoritmo AGMCF, como a necessidade de uma
maior troca de arestas para se obter uma melhoria, ao inve´s de apenas uma troca considerada
na mutac¸a˜o cla´ssica do algoritmo gene´tico, nos leva a considerar te´cnicas mais recentes de
computac¸a˜o natural, como as te´cnicas de sistemas imunolo´gicos artificiais (Silva, 2001) para
tentar obter uma soluc¸a˜o mais pro´xima a soluc¸a˜o o´tima do problema. Outra caracter´ıstica,
a de evitar a´rvores com grau de possibilidade nula atrave´s dos cortes ou da busca em regio˜es
pro´ximas da a´rvore geradora de maior grau de possibilidade para a gerac¸a˜o de novas a´rvores
tambe´m podem ser levados em considerac¸a˜o para a gerac¸a˜o da populac¸a˜o inicial.
6.3 Caso II: O problema da a´rvore geradora mı´nima em um
grafo fuzzy
Seja um grafo fuzzy G(σ, µ), sendo σ a func¸a˜o de pertineˆncia associada a conjunto de no´s
N e µ a func¸a˜o de pertineˆncia associada a`s arestas A. Como foi visto no Cap´ıtulo 3, temos que
µij ≤ σi
∧
σj , (i, j) ∈ A e i, j ∈ N , ou seja, o valor de pertineˆncia de um arco (ou aresta) ao
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grafo na˜o pode ser maior que o valor de pertineˆncia dos no´s que que esta arco (ou aresta) esta´
associado (Rosenfeld, 1975). Os custos associados ao grafo fuzzy tambe´m podem ser nu´meros
fuzzy, mas neste trabalho consideraremos o custo crisp.
Uma a´rvore geradora, T , obtida em um grafo fuzzy deve ter um custo cT =
∑
(i,j)∈T cij e um
valor de pertineˆncia associado igual ao menor valor de pertineˆncia de uma aresta pertencente a T :
µT = min
(i,j)∈T
µij . Este valor de pertineˆncia pode ser interpretado como um valor de confiabilidade
da a´rvore geradora. Isto pode ser va´lido em uma situac¸a˜o em que o valor de pertineˆncia de cada
aresta diz respeito a seguranc¸a de uma conexa˜o em uma rede o´ptica, por exemplo.
Com isso, quando resolvemos o problema da a´rvore geradora mı´nima em um grafo fuzzy,
obtemos um conjunto fuzzy em que cada elemento do conjunto e´ uma a´rvore geradora mı´nima
com um grau de pertineˆncia ao conjunto. Um algoritmo fundamental para problemas em grafos
fuzzy e´ proposto em (Delgado et al., 1990). Neste trabalho, adaptamos o algoritmo fundamental
para o problema da a´rvore geradora mı´nima (Sec¸a˜o 6.3.1). Em (Chunde, 1996), temos outro
estudo encontrado na literatura que aborda algumas heur´ısticas para tratar o conjunto fuzzy
de soluc¸o˜es. As ide´ias principais deste artigo esta˜o apresentadas na Sec¸a˜o 6.3.2. A seguir, com
base nas observac¸o˜es feitas sobre estes algoritmos, apresentamos duas propostas nas sec¸o˜es 6.3.3
e 6.3.4. Alguns exemplos sobre estes algoritmos sa˜o apresentados na Sec¸a˜o 6.3.6.
6.3.1 A adaptac¸a˜o do algoritmo de Delgado et. al., 1990
A ide´ia ba´sica do algoritmo de (Delgado et al., 1990) e´ a utilizac¸a˜o dos α-cortes para ob-
ter cada a´rvore geradora mı´nima do conjunto fuzzy de soluc¸o˜es. O algoritmo fundamental de
(Delgado et al., 1990), esta´ na Sec¸a˜o 4.2.1. As noc¸o˜es sobre α-cortes e outros conceitos da teoria
de conjuntos fuzzy esta˜o no Cap´ıtulo 2. Neste trabalho, todos os no´s tem valor de pertineˆncia
igual a 1.
Iniciamos com o conjunto suporte G∗ (G∗ : (N,A∗)|µij > 0, ∀(i, j) ∈ A) do grafo G. Sendo
o conjunto suporte um conjunto crisp, a soluc¸a˜o (T0) do problema baseado em G∗ e´ encontrada
por meio de um me´todo cla´ssico. Com isso, temos:
α0 = min
(i,j)∈T0
µij
C0 =
∑
(i,j)∈T0
cij
e o grau de pertineˆncia da a´rvore (α0) e´ obtido observando o valor de pertineˆncia das arestas
que foram selecionadas para a a´rvore geradora mı´nima. O custo C0 e´ o menor valor encontrado
para o grafo G.
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Para obter as outras a´rvores geradoras com diferentes valores de pertineˆncia, devemos retirar
os arcos com µij ≤ α0, isto e´, deve-se proceder um α-corte no conjunto de arestas A. Com isso,
temos um novo subgrafo de G (G∗1), que deve ser conectado. Resolvendo G∗1, outra a´rvore
geradora mı´nima T1 e seu grau de pertineˆncia α1 sera˜o encontrados. Observe que:
α0 < α1 < . . . < αk < αk+1 < . . . < αR
C0 ≤ C1 ≤ . . . ≤ Ck ≤ Ck+1 ≤ . . . ≤ CR
onde R e´ a u´ltima iterac¸a˜o com o grafo conectado. Quando o subgrafo resultante na˜o e´ mais
conectado, o procedimento termina e o conjunto de soluc¸o˜es e´ apresentado ao decisor. A seguir,
a adaptac¸a˜o do algoritmo de (Delgado et al., 1990), baseado nestes conceitos, e´ apresentado.
Algoritmo DVV90AGM:
Passo 0: Seja um grafo fuzzy G = (σ, µ) com custo cij > 0 para (i, j) ∈ A. Seja k = 0; α0 = 0.
Passo 1: Encontre o conjunto obtido pelo α-corte. Resolva o problema crisp associado. Seja T
a a´rvore geradora mı´nima encontrada. Fac¸a:
Tk ← T (6.2)
Ck ←
∑
(i,j)∈T
cij
αk ←
∧
(i,j)∈T
µij = min
(i,j)∈T
(µij)
onde αk e´ o valor de pertineˆncia da a´rvore Tk com custo Ck.
Passo 2: Retire as arestas com valor de pertineˆncia ≤ αk do grafo. Fac¸a k ← k + 1 Se o grafo
apresentar componentes na˜o conectados → FIM. Caso contra´rio volte ao Passo 1.
Complexidade do algoritmo
Neste caso, tambe´m teremos a complexidade do algoritmo dependendo do algoritmo crisp
proposto e do nu´mero de arestas do problema. Considerando o algoritmo de Kruskal, a ordem de
complexidade do problema e´ de O(m+n log n) (Ahuja et al., 1993). No pior caso, o procedimento
devera´ ter n−m+ 1 iterac¸o˜es, ou seja, o algoritmo deve retirar apenas um aresta por vez, ate´
chegar a uma a´rvore geradora. Portanto, a complexidade deste algoritmo sera´ da ordem de
O((n−m)(m+ n logn)).
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A maior dificuldade do algoritmo DVV90AGM e´ a possibilidade de que o conjunto fuzzy
soluc¸a˜o ter uma grande dimensa˜o e, com isso, ter pouca utilidade ao decisor. Neste sentido o
trabalho de (Chunde, 1996) propo˜e duas heur´ısticas para o problema da a´rvore geradora mı´nima.
6.3.2 O trabalho de Chunde, 1996
Para tentar contornar a dificuldade encontrada no algoritmo DVV90AGM (Delgado et al.,
1990), Chunde (1996) propoˆs realizar apenas uma iterac¸a˜o do algoritmo DVV90AGM, em um
α-corte mais conveniente (heur´ıstica CH96a). Neste caso, o decisor escolhe um determinado grau
de confiabilidade e para este valor e´ obtida a a´rvore geradora mı´nima correspondente. Outra
proposta encontrada em (Chunde, 1996), resolve o seguinte problema (heur´ıstica CH96b):
Min g(T )
s.a. g(T ) = F (T )c(T )
F (T ) =
∨
(i,j)∈T
(1− µij) (6.3)
c(T ) =
∑
(i,j)∈T
c(i, j)
T ∈ τ(N)
em uma tentativa de equacionar a confiabilidade da a´rvore, µij , e o seu custo total, c(T ), atrave´s
de g(T ). Como o interesse e´ encontrar uma soluc¸a˜o com mı´nimo custo e ma´xima pertineˆncia, o
complementar da pertineˆncia µT foi utilizada. τ(T ) e´ o conjunto de a´rvores geradoras. Basica-
mente ele tambe´m calcula as mesmas a´rvores geradoras mı´nimas que a proposta na Sec¸a˜o 6.3.1,
mas determina a que tiver a melhor relac¸a˜o entre o custo da soluc¸a˜o encontrada e o seu valor
de pertineˆncia, segundo crite´rio proposto pelo autor.
6.3.3 Proposta 01: encontrar a a´rvore geradora fuzzy com maior grau de
pertineˆncia
Como, em geral, o custo total da a´rvore geradora mı´nima aumenta com o seu valor de
pertineˆncia, propomos encontrar a soluc¸a˜o com o maior valor de pertineˆncia poss´ıvel. Com
isso, o decisor tem dispon´ıvel a soluc¸a˜o mais confia´vel. Por outro lado, tendo os dois valores de
pertineˆncia extremos, ditos α0 e αR, pode-se optar por uma partic¸a˜o conveniente do problema,
sabendo da sua monotonicidade. O limitante inferior e´ encontrado tomando o grafo G∗ onde
µij > 0.
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Seja G : (σ, µ) um grafo fuzzy. Sejam σ e µ os valores de pertineˆncia dos no´s e arestas
do grafo, respectivamente. Consideramos µij = µji > 0. A proposta do algoritmo e´ encontrar
as arestas de maior pertineˆncia de cada no´ do grafo (Passo 1) e tomar o menor dentre estes
valores de cada no´ como o valor para o corte (Passo 2). Caso o grafo resultante seja na˜o
conectado, procuramos a aresta de maior pertineˆncia que una estas partes (Passo 3). Com este
procedimento, tambe´m sabemos o valor de pertineˆncia da soluc¸a˜o antes de resolveˆ-lo. Caso o
usua´rio queira apenas saber o valor ma´ximo de pertineˆncia, o u´ltimo passo e´ dispensa´vel.
Algoritmo proposto para obter a a´rvore geradora mı´nima com maior valor de per-
tineˆncia (MAX-α):
Passo 1: Para cada i ∈ N fac¸a βi ← max
j:(i,j)∈A
{µij}
Passo 2: Seja α = min
i∈N
{βi}. Construa um grafo G′ sendo
N ′ ← N
A′ ← {(i, j) ∈ A|µij ≥ α}
Passo 3: Enquanto existirem componentes na˜o conectadas em G′, fac¸a:
Encontre a aresta (p, q) ∈ A de maior valor de pertineˆncia, µpq, que ligue duas componentes
na˜o conectadas em G′. Enta˜o, fac¸a
A′ ← A′
⋃
{(i, j)|µpq ≤ µij ≤ α}
α← min{α, µpq}
Passo 4: Resolva o problema da a´rvore geradora mı´nima para G′ por meio de um algoritmo
cla´ssico (Prim ou Kruskal). Se o problema tiver custos fuzzy, utilize algoritmo adequado.
Complexidade do algoritmo
Este algoritmo teria a sua complexidade pro´xima a do algoritmo de Prim, da ordem de
O(m+ n logn) (Ahuja et al., 1993), dependendo de como sa˜o implementados os passos 1 e 4.
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6.3.4 Proposta 2: Heur´ıstica para obter um subconjunto fuzzy de soluc¸o˜es
Uma proposta corrente para os problemas em grafos fuzzy e´ a determinac¸a˜o do nu´mero de
partic¸o˜es, h, pelo decisor. Com isso os α-cortes seriam previamente conhecidos e o nu´mero de
soluc¸o˜es no subconjunto fuzzy seria limitado a h. Uma variante que propomos e´ a inclusa˜o de um
teste que evita o ca´lculo desnecessa´rio em um α-corte. Caso a a´rvore geradora obtida em uma
iterac¸a˜o k tenha uma pertineˆncia δ > αk+1, enta˜o o valor de αk+1 ← δ. Tambe´m, o intervalo a
ser dividido esta´ entre [0, αR] e na˜o entre [0,1].
6.3.5 Heur´ıstica (FMST-H1)
Passo 0: Seja um grafo fuzzy G = (σ, µ) com custo cij > 0, (i, j) ∈ A. Encontre a soluc¸a˜o
de ma´xima pertineˆncia (MAX-α). Seja h o nu´mero de partic¸o˜es dado pelo decisor. Seja
αi = i.αRh , i = 1, . . . , h. Fac¸a k = 0 e va´ para o passo 2.
Passo 1: Enquanto αk 6= αR execute os passos 2, 3 e 4.
Passo 2: Resolva o problema crisp associado. Seja T a a´rvore geradora mı´nima encontrada.
Fac¸a:
Tk ← T (6.4)
Ck ←
∑
(i,j)∈T
cij
αk ←
∧
(i,j)∈T
µij = min
(i,j)∈T
(µij)
onde αk e´ o valor de pertineˆncia da a´rvore Tk com custo Ck.
Passo 3: Se αk > αk+1, fac¸a αk+1 ← αk e k ← k + 2. Caso contra´rio, fac¸a k ← k + 1. Retire
as arestas com valor de pertineˆncia menor ou igual a αk do grafo. Se o grafo apresentar
componentes na˜o conectados, enta˜o finalize o programa e devolva o conjunto de soluc¸a˜o
ao decisor. Caso contra´rio volte ao Passo 1.
6.3.6 Exemplos e ana´lises
Seja o grafo apresentado na Figura 6.1 com os seguintes valores de pertineˆncia para suas
arestas:
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aresta µij aresta µij aresta µij aresta µij
(1,2) 0,80 (2,6) 0,60 (5,6) 0,60 (6,10) 0,50
(1,4) 0,20 (3,6) 0,70 (5,8) 0,40 (7,10) 1,00
(1,5) 0,60 (3,7) 0,90 (5,9) 0,90 (8,9) 0,60
(2,3) 0,50 (4,5) 0,75 (6,7) 1,00 (9,10) 0,80
(2,5) 0,90 (4,8) 1,00 (6,9) 0,90
Tabela 6.2: Pertineˆncia das arestas no grafo G
A a´rvore geradora apresentada junto ao grafo na Figura 6.1 e´ a que possui menor custo, c0 =
53 , mas tambe´m menor pertineˆncia, α0 = 0, 20. Retirando as arestas com valor de pertineˆncia
menor ou igual a α0, obtemos uma outra a´rvore T1 = {(1, 2), (2, 3), (2, 6), (4, 5), (5, 9), (6, 7), (6, 9)
(6, 10), (8, 9)} que difere de T0 somente pela troca da aresta (1, 4) por (4, 5), mas faz com que o
custo aumente para c1 = 63 e o valor de pertineˆncia de T1 para α1 = 0, 50. Se retirarmos as ares-
tas com valor de pertineˆncia menor ou igual a α1, obtemos T2 = {(1, 2), (2, 6), (3, 7), (4, 5), (5, 9)
(6, 7), (6, 9), (7, 10), (8, 9)}, com custo c2 = 75 e valor de pertineˆncia α2 = 0, 60. Para k = 3:
T3 = {(1, 2), (2, 5), (3, 7) (4, 5), (4, 8), (5, 9), (6, 7), (6, 9), (7, 10)}com c3 = 93 e α3 = 0, 75 e esta e´
a a´rvore geradora mı´nima de maior grau de pertineˆncia, pois a retirada da aresta com pertineˆncia
igual a torna o grafo desconexo.
Este exemplo e´ pequeno para aplicar as heur´ısticas, mas podemos verificar o funcionamento
do algoritmo para obter a a´rvore geradora mı´nima de maior valor de confiabilidade. Seja β =
{0.8, 0.9, 0.9, 1.0, 0.9, 1.0, 1.0, 1.0, 0.9, 1.0} sendo βi o maior valor de pertineˆncia entre as arestas
incidentes no no´ i. Enta˜o o valor de corte e´ igual a α = mini{βi} = 0.8. Montando um subgrafo
com as arestas com valor de pertineˆncia maior que o valor de corte, notamos que existem
duas componentes no subgrafo, uma englobando os no´s 4 e 8 e a outra com os no´s restantes.
Tomando as arestas que conectam estas duas componentes, temos que a aresta (4, 5) com valor
de pertineˆncia µ4,5 = 0, 75 e´ a aresta com maior valor de pertineˆncia. Acrescentando as arestas
que possuem valor de pertineˆncia entre 0,75 e 0,80 obtemos um subgrafo em que apenas a a´rvore
geradora mı´nima com maior valor de pertineˆncia esta´ contida.
Considere agora um grafo completo com 10 no´s. As Tabelas C.3 e C.4 no apeˆndice C
apresenta os dados deste grafo sendo que a primeira e´ referente ao valor de pertineˆncia das
arestas e a segunda aos custos.
No caso, o custo foi gerado aleatoriamente no Matlab v6.1, com valores entre 5 e 10, Os
valores de pertineˆncia tiveram o mesmo procedimento, com valores entre 0 e 1, distribu´ıdos uni-
formemente. Utilizando ao algoritmo DVV90AGM (Delgado et al, 1990) obtemos um conjunto
fuzzy de soluc¸o˜es com 13 a´rvores que sa˜o apresentadas com seus respectivos custos e valores de
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pertineˆncia.
A´rvore geradora mı´nima custo pertineˆncia
1 {(1, 7), (4, 7), (1, 3), (1, 6), (5, 6), (5, 8), (2, 4), (3, 10)(4, 9)} 50 0,0579
2 {(1, 7), (4, 7), (1, 6), (5, 6), (5, 8), (2, 4), (4, 9), (5, 10), (3, 10)} 50 0,1509
3 {(1, 7), (4, 7), (1, 6), (6, 8), (5, 8), (2, 4), (4, 9), (5, 10), (3, 10)} 50 0,1934
4 {(1, 7), (4, 7), (2, 4), (4, 8), (5, 8), (6, 8), (4, 9), (5, 10), (3, 10)} 50 0,2987
5 {(1, 7), (4, 7), (2, 4), (4, 8), (5, 8), (6, 8), (4, 9), (2, 3), (3, 10)} 51 0,3529
6 {(1, 7), (4, 7), (2, 4), (4, 8), (5, 8), (6, 8), (4, 9), (3, 8), (3, 10)} 52 0,3704
7 {(1, 7), (4, 7), (2, 4), (4, 8), (6, 8), (4, 9), (5, 7), (3, 8), (3, 10)} 53 0,4966
8 {(4, 7), (2, 4), (4, 8), (6, 8), (4, 9), (5, 7), (1, 5), (3, 8), (3, 10)} 55 0,5681
9 {(4, 7), (2, 4), (4, 9), (5, 7), (6, 9), (6, 8), (1, 5), (3, 8), (3, 10)} 55 0,6449
10 {(6, 8), (6, 9), (4, 9), (2, 4), (2, 7), (5, 7), (1, 5), (3, 8), (3, 10)} 56 0,7027
11 {(2, 4), (2, 7), (4, 9), (5, 7), (6, 9), (1, 5), (1, 8), (3, 8), (3, 10)} 61 0,7271
12 {(2, 4), (2, 7), (4, 9), (5, 7), (6, 9), (1, 5), (3, 7), (3, 10), (3, 8)} 61 0,7468
13 {(2, 7), (5, 7), (1, 5), (2, 9), (4, 9), (6, 9), (3, 7), (3, 10), (3, 8)} 63 0,8180
Tabela 6.3: Conjunto de soluc¸o˜es, seus custos e valores de pertineˆncia
Se aplicarmos o algoritmo para obter a soluc¸a˜o de maior confiabilidade, teremos como
β = {0.9501, 0.9568, 0.8939, 0.9318, 0.8381, 0.9797, 0.8998, 0.8385, 0.9797, 0.9883}, portanto α =
0, 8381. Para este valor, existem treˆs compontentes: a formada pelos no´s 1 e 5; a formada pelos
no´s 2, 4, 6, 7 e 9 e a componente formada pelos no´s 3, 8 e 10. Observando as arestas que podem
conectar estas componentes, temos a aresta (3,7) com valor de pertineˆncia igual a 0,8216. Colo-
cando as arestas que possuem valor de pertineˆncia entre 0,8216 e 0,8381 obtemos um subgrafo
que possui duas componentes conectadas, uma formada pelos no´s 1 e 5 e a outra com os no´s
restantes. Novamente, encontramos a aresta (5,7) com pertineˆncia 0,8180. Agregando as arestas
com valores de pertineˆncia entre 0,8180 e 0,8216 obtemos um subgrafo conectado que e´ a pro´pria
a´rvore geradora mı´nima com pertineˆncia igual a 0,8180.
Considerando a heur´ıstica CH96a, basta saber o valor de confiabilidade escolhido pelo decisor
e efetuar uma iterac¸a˜o do algoritmo DVV90AGM para este valor de corte. Para o CH96b,
considerando os valores da Tabela 3, temos que a a´rvore 13 e´ a escolhida pela heur´ıstica com
que possui a melhor relac¸a˜o entre confiabilidade e custo. Para a heur´ıstica proposta neste
trabalho, a partic¸a˜o depende do decisor. Se for escolhido h = 3, teremos um subconjunto com
quatro a´rvores geradoras. Para o problema das Tabelas C.3, C.4 e 6.3 seriam as a´rvores 1, 4, 8 e
13 da Tabela 6.3; com seus respectivos custos e valores de pertineˆncia. Para partic¸o˜es maiores,
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o subconjunto sera´ mais bem representado.
Para um problema maior, com um grafo completo de 100 no´s e 4.950 arestas, o conjunto
sera´ consideravelmente maior. Gerando de forma aleato´ria os valores de pertineˆncia e custos,
como no problema de 10 no´s anterior, obtemos um conjunto com cerca de 191 a´rvores geradoras
mı´nimas. Os valores de pertineˆncia das a´rvores do conjunto variam entre 0,0016 e 0,9580. Neste
caso justifica-se o uso de heur´ısticas para reduc¸a˜o da quantidade de informac¸a˜o ao decisor ou a
obtenc¸a˜o apenas da a´rvore de maior valor de pertineˆncia. Os dados de entrada e das soluc¸o˜es
na˜o devem ser apresentados pelo grande volume de informac¸o˜es.
As heur´ısticas e algoritmos tratados para o problema da a´rvore geradora mı´nima em um
grafo fuzzy na˜o devem ser comparados, pois cada um tem um objetivo diferente. E´ interessante
que o decisor tenha todos dispon´ıveis para utilizar aquele que for mais conveniente para o tipo
e tamanho de problema a ser resolvido.
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Cap´ıtulo 7
Problemas de emparelhamento
fuzzy: designac¸a˜o e casamento
esta´vel
Os problemas de emparelhamento possuem um conjunto variado de aplicac¸o˜es (ver Sec¸a˜o
2 do Cap´ıtulo 12 de (Ahuja et al., 1993)) e normalmente sa˜o problemas combinatoriais que
podem ser resolvidos considerando sua estrutura de grafos. Os exemplos mais comuns envolvem
a melhor associac¸a˜o entre pessoa/trabalho, ma´quina/tarefa, profissional/hora´rio de trabalho
dentre diversos outros problemas nos quais necessitem associar pares de objetos de dois conjuntos
distintos.
Neste trabalho, vamos estudar o problema de designac¸a˜o fuzzy e o problema do casamento
fuzzy. O problema de designac¸a˜o sera´ estudado para o caso em que a estrutura de grafos e´ crisp
e os paraˆmetros sa˜o fuzzy e o caso da estrutura de grafos fuzzy. No caso do casamento esta´vel
sera´ apenas apresentado o problema com estrutura de grafos fuzzy estudado por (Nair, 2000).
7.1 Definic¸a˜o do caso cla´ssico
Dado um grafo G = (N,A), um emparelhamento e´ um subgrafo com a propriedade de que
dois arcos nunca sa˜o incidentes no mesmo no´. Sujeito a certas restric¸o˜es, o problema e´ encontrar
uma combinac¸a˜o fact´ıvel que otimize algum objetivo como, por exemplo, minimizar o custo total
dos arcos na soluc¸a˜o.
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Figura 7.1: Exemplo de um problema de emparelhamento
O problema de designac¸a˜o cla´ssico e´ um problema de emparelhamento perfeito, onde o grafo
e´ bipartido (isto e´, existem dois conjuntos de no´s, N1 e N2 com |N1| = |N2| = m, N1
⋂
N2 = ∅
e N1
⋃
N2 = N) e a combinac¸a˜o deve ser de tal forma que cada no´ em N1 tenha associado
exatamente um no´ em N2. O custo desta combinac¸a˜o deve ser mı´nimo.
Outro tipo de emparelhamento, chamado de problema do emparelhamento ma´ximo (ou se-
gundo Ahuja et al. (1993), cardinality problem) corresponde a encontrar o emparelhamento com
o maior nu´mero de no´s.
Outra variante do problema do emparelhamento e´ o problema do casamento esta´vel. Neste
caso, temos subconjuntos N1 e N2, representando os conjuntos de homens e mulheres, onde cada
homem tem uma lista de prefereˆncia dentre o grupo de mulheres e as mulheres tambe´m tem suas
listas de prefereˆncia dentre o grupo de homens. Um emparelhamento fact´ıvel (ou um casamento
esta´vel) dos dois grupos ocorre quando nenhum par prefere os parceiros do outro casal ao inve´s
do atual e vice-versa. O objetivo e´ encontrar o casamento esta´vel entre os dois grupos.
Para estes problemas crisps, foram desenvolvidos algoritmos que utilizam a estrutura de
grafos e resolvem estes problemas combinatoriais em tempo computacional fact´ıvel, como por
exemplo, o Me´todo Hu´ngaro (Ahuja et al., 1993).
7.1.1 Estudos encontrados na literatura sobre os problemas de emparelha-
mento fuzzy
(Herrera et al., 1994) foi um dos primeiros trabalhos encontrados para o problema de de-
signac¸a˜o cujos paraˆmetros apresentam incertezas. A proposta foi de tentar resolver o problema
por meio de algoritmos gene´ticos (Apeˆndice B) utilizando varia´veis lingu¨´ısticas (Cap´ıtulo 2).
Neste caso, o trabalho foi conceitual, na˜o apresentando implementac¸o˜es ou exemplos.
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Nair (2000) resolve o problema do casamento esta´vel fuzzy. Considera que o arco que liga uma
“mulher” de N1 a um “homem” de N2 possui um valor de pertineˆncia associado, representando
o interesse de uma mulher por aquele pretendente. O problema e´ encontrar o casamento esta´vel
de maior grau de pertineˆncia.
Em (Lin e Wen, 2004), o problema de designac¸a˜o com paraˆmetros fuzzy e´ tratado por meio
de programac¸a˜o linear fraciona´ria. Neste trabalho, os nu´meros fuzzy associados podem ser
discretos e na˜o-normalizados. O objetivo e´ encontrar uma soluc¸a˜o que maximize a func¸a˜o que
descreve o grau de satisfac¸a˜o do decisor, baseado no crite´rio de Bellman e Zadeh (Sec¸a˜o 4.1.1).
Em (Bershtein e Dziouba, 2000), o objetivo e´ encontrar em um grafo fuzzy a melhor partic¸a˜o
do conjunto de no´s N . Este trabalho na˜o sera´ analisado, pois assumiremos que o grafo bipartido
e´ dado.
Nas pro´ximas sec¸o˜es, sera˜o apresentados os estudos realizados neste trabalho sobre o pro-
blema de designac¸a˜o com paraˆmetros fuzzy (Sec¸a˜o 7.2) e o problema de designac¸a˜o em um grafo
fuzzy (Sec¸a˜o 7.3). Na Sec¸a˜o 7.4 sera´ apresentado o problema do casamento esta´vel proposto por
(Nair, 2000).
7.2 Caso I: Problema de designac¸a˜o com estrutura do grafo
crisp e custo fuzzy
Dado um grafo bipartido G = (N,A) = (N1, N2;A), temos que o problema da designac¸a˜o
cla´ssico pode ser formulado como:
Min z =
∑
(i,j)∈A cijxij
s.a.
∑
j∈N2 xij = 1 i ∈ N1, (i, j) ∈ A∑
i∈N1 xij = 1 j ∈ N2, (i, j) ∈ A
xij ∈ {0, 1} (i, j) ∈ A
onde
xij =
{
1, o emparelhamento e´ feito
0, caso contra´rio
O objetivo e´ minimizar o custo total z, sujeito a` restric¸a˜o de que cada no´ i ∈ N1 esteja designado
a apenas um outro no´ j ∈ N2.
Neste primeiro estudo, os custos associados ao problema sa˜o nu´meros fuzzy c˜ij , (i, j) ∈ A.
O grafo e´ cla´ssico, isto e´, o valor de pertineˆncia associado aos no´s e arcos e´ unita´rio.
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Este problema pode ser baseado no mesmo procedimento para a construc¸a˜o do algoritmo
para o problema da a´rvore geradora mı´nima com paraˆmetros fuzzy (Cap´ıtulo 6, Sec¸a˜o 6.2). No
caso, temos que a designac¸a˜o com maior grau de possibilidade tambe´m e´ encontrada atrave´s da
soluc¸a˜o do problema crisp associado utilizando o ı´nfimo do valor modal do custo fuzzy como
custo do problema crisp baseado na Proposic¸a˜o 2.7.1 e no Teorema 2.7.1.
Para gerar as outras soluc¸o˜es com seus graus de possibilidade seguiremos os mesmos passos
do problema da a´rvore geradora mı´nima, com a diferenc¸a que a verificac¸a˜o da factibilidade da
designac¸a˜o e´ muito mais fa´cil do que no problema da a´rvore geradora mı´nima , como podemos
ver na Figura 7.2:
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Figura 7.2: Exemplo de construc¸a˜o de soluc¸o˜es para o problema
Para este problema e´ necessa´rio apenas verificar a existeˆncia ou na˜o de um determinado arco.
Na˜o existe a necessidade de verificar a conectividade do subgrafo. Com isso, podemos adaptar
o algoritmo de a´rvore geradora mı´nima no algoritmo dado a seguir.
7.2.1 Algoritmo proposto para o problema de designac¸a˜o com paraˆmetros
fuzzy: PD-PF
Procedimento 1:
Passo 0: (Inicializar os paraˆmetros) Encontre a soluc¸a˜o do problema de designac¸a˜o H∗ as-
sociada a soluc¸a˜o do grafo crisp GC = (N,A) com custo lij = infµij(u)=1{u}. Fac¸a
δ = sup{supp{l˜H∗}}.
Passo 1: Para k = 1 ate´ k = |N | − 2, fac¸a:
• Para cada k arcos da soluc¸a˜o H∗ (estes k arcos ∈ R′), execute o procedimento 2.
Passo 2: Fac¸a:
112
1. A1 ← A−H∗. Seja G1 = (N,A1).
2. EncontreH1 atrave´s da resoluc¸a˜o do grafo crispG1 = (N,A1) com lij = inf{supp{l˜ij}}.
3. Se na˜o houver mais soluc¸o˜es ou se inf{supp{l˜H1}} > δ, enta˜o FIM. Caso contra´rio,
para k = 1 ate´ |N | − 2, fac¸a:
• Para cada k arcos de H1 (estes k arcos ∈ R′), execute o procedimento 2.
Procedimento 2: (Construir as designac¸o˜es e calcular a possibilidade)
Passo 0: (Inicializac¸a˜o dos paraˆmetros) Sejam k, H e R′ dados. Fac¸a l˜′ ←∑(i,j)∈R′ c˜ij .
Passo 1: (Comparac¸a˜o com os arcos do corte) Para cada k arcos (s, t) ∈ [S, S¯] (estes k arcos
∈ R′′), fac¸a:
• l˜′′ ←∑(i,j)∈R′′ c˜ij
• Se inf{l˜H − l˜′ + l˜′′} > δ, enta˜o descarte esta designac¸a˜o. Caso contra´rio, w ←
Poss(l′′ ≤ l′).
• Fac¸a Dij ← max{Dij , w}, (i, j) ∈ R′′.
Passo 2: Caso na˜o existam mais associac¸o˜es a serem formadas, volte ao procedimento 1.
7.2.2 Algoritmo gene´tico para o problema de designac¸a˜o com paraˆmetros
fuzzy
Como no problema da a´rvore geradora mı´nima, este problema e´ de dif´ıcil soluc¸a˜o e o uso de
heur´ısticas e/ou meta-heur´ısticas e´ atraente. Enta˜o, para este problema tambe´m sera´ proposto
um algoritmo gene´tico (Apeˆndice B).
A seguir sa˜o descritos os componentes do nosso algoritmo gene´tico:
Codificac¸a˜o: Para um grafo bipartido G : (N1, N2, A), com m = |N1| = |N2| e n = |A| , temos
que o cromossomo possui m genes. O ı´ndice de cada gene e´ igual a um no´ de N1 e o valor
contido neste gene e´ igual ao no´ em N2. Pelo exemplo da Figura 7.3, o no´ 1 e´ designado
ao no´ 6, o no´ 2 ao no´ 8, o no´ 3 ao no´ 5 e o no´ 4 ao no´ 7. A designac¸a˜o e´ va´lida desde que
(i, j) ∈ A, para todos os arcos envolvidos. Se o grafo bipartido for completo, enta˜o na˜o ha´
necessidade de verificar a existeˆncia do arco.
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Figura 7.3: Codificac¸a˜o de uma soluc¸a˜o
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Figura 7.4: Inicializac¸a˜o
Inicializac¸a˜o: pode ser realizada utilizando permutac¸o˜es dos valores dos no´s, desde que com-
provem a existeˆncia dos arcos pertencentes ao indiv´ıduo
Crossover: Para este caso, o crossover OX para o problema do caixeiro viajante e´ atraente (ver
Apeˆndice B). Neste caso, temos dois indiv´ıduos, P1 e P2. Copia-se um trecho do indiv´ıduo
P1 e completamos com a sequ¨encia dos no´s do indiv´ıduo P2, desde que existam os arcos.
Sena˜o procede-se nova tentativa de combinac¸a˜o dos dois indiv´ıduos.
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Figura 7.5: Crossover
Mutac¸a˜o: Neste caso, um ou mais arcos sa˜o proibidos e outra combinac¸a˜o e´ encontrada, alea-
toriamente ou atrave´s do algoritmo Hu´ngaro
Outras informac¸o˜es:
• A medida de adaptac¸a˜o, ou valor de fitness, e´ calculada como o valor de possibilidade
da soluc¸a˜o ser menor do que a melhor soluc¸a˜o encontrada.
• O tamanho da populac¸a˜o e o nu´mero de gerac¸o˜es deve ser testado para diferentes
tamanhos de problema, levando em considerac¸a˜o a dimensa˜o deste.
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Figura 7.6: Mutac¸a˜o
• A selec¸a˜o dos indiv´ıduos para reproduc¸a˜o e´ feita de forma aleato´ria, em uma tentativa
de manter a diversidade da populac¸a˜o.
• A nova populac¸a˜o e´ formada pelos filhos de crossover e mutac¸a˜o, pelos melhores
indiv´ıduos e por indiv´ıduos escolhidos de forma aleato´ria.
Para o caso de um grafo bipartido completo, a abordagem proposta nesta sec¸a˜o se comporta
bem, pois todas as configurac¸o˜es poss´ıveis do cromossomo sa˜o via´veis. No caso do grafo na˜o
possuir todos os arcos, enta˜o deve-se estudar outras codificac¸o˜es ou a criac¸a˜o de arcos artificiais.
No segundo caso, adiciona-se arcos ao grafo para torna´-lo completo, mas estes arcos possuem
valores de custo (ou outro paraˆmetro) que o torna pouco atraente para a soluc¸a˜o. No caso de
um problema de minimizar os custos de designac¸a˜o, por exemplo, este arco artificial teria um
valor muito superior aos dos arcos originais do grafo.
7.2.3 Exemplos e testes
Como primeiro exemplo, seja o grafo da Figura 7.2 com os seguintes custos fuzzy:
Em um problema com 04 pares de no´s, temos 16 (n!) tipos de designac¸o˜es poss´ıveis. Neste
exemplo, 04 emparelhamentos tem um grau de possibilidade na˜o-nulo de ser a designac¸a˜o com
menor custo. Utilizando o procedimento descrito na Sec¸a˜o 7.2.1, a soluc¸a˜o com maior grau
de possibiidade, D1 = 1, teˆm a designac¸a˜o M1 = {(1, 8), (2, 7), (3, 6), (4, 5)} com peso fuzzy
(125, 150, 170). Usando um valor de corte igual a σ = 170, eliminamos os outros candidatos.
As outras treˆs designac¸o˜es com algum grau de possibilidade de ser a soluc¸a˜o com menor peso
sa˜o: M2 = {(1, 5), (2, 7), (3, 6), (4, 8)} com grau de possibilidade igual a D2 = 0.8889 , M3 =
{(1, 8), (2, 6), (3, 7), (4, 5)} com D3 = 0.8750 e M4 = {(1, 5), (2, 6), (3, 7), (4, 8)} com grau de
possibilidade igual a D4 = 0.7500. Para um problema pequeno como este, o algoritmo gene´tico
encontrou o conjunto soluc¸a˜o em todas as tentativas.
Para testar tambe´m o algoritmo gene´tico, recorremos a um exemplo constru´ıdo aleatoria-
mente com 10 pares de no´s. Os paraˆmetros fuzzy sa˜o nu´meros fuzzy triangulares com 10% de
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arcos pesos
(1,5) (40,45,50)
(1,6) (100,105,110)
(1,7) (95,100,105)
(1,8) (25,30,35)
(2,5) (45,50,55)
(2,6) (50,55,60)
(2,7) (10,15,20)
(2,8) (95,100,105)
arcos pesos
(3,5) (80,90,100)
(3,6) (50,60,65)
(3,7) (20,25,35)
(3,8) (70,75,80)
(4,5) (40,45,50)
(4,6) (80,90,100)
(4,7) (90,95,100)
(4,8) (30,35,40)
Tabela 7.1: Peso dos arcos
espalhamento em torno do valor modal. O problema possui 10! = 3.628.800 poss´ıveis empare-
lhamentos. Para problemas deste porte, construir todo o conjunto soluc¸a˜o e´ uma tarefa muito
dif´ıcil. O algoritmo gene´tico foi testado para diferentes combinac¸o˜es dos paraˆmetros (tamanho
da populac¸a˜o, crossover, mutac¸a˜o e nu´mero de gerac¸o˜es). O que podemos observar e´ que o
conjunto fuzzy de soluc¸o˜es e´ diretamente dependente destes paraˆmetros. Para ilustrar, vamos
observar dois casos: o primeiro com a populac¸a˜o de 2 × n (n e´ o nu´mero de pares de no´s) e
100 gerac¸o˜es e o segundo caso com n2 indiv´ıduos na populac¸a˜o. As Figuras 7.7 e 7.8 mostram
os valores de possibilidade da populac¸a˜o ao longo da gerac¸a˜o e o valor do melhor fitness e do
fitness me´dio da populac¸a˜o, respectivamente para o primeiro exemplo. Para o segundo exemplo,
os mesmo dados esta˜o dispon´ıveis nas Figuras 7.9 and 7.10.
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Figura 7.7: Valor de possibilidade da populac¸a˜o no primeiro caso
O primeiro teste encontrou 450 designac¸o˜es diferentes com grau de possibilidade na˜o nulo,
dentre 820 verificados. O segundo teste avaliou 4014 designac¸o˜es e encontrou 2104 com grau de
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Figura 7.8: Melhor fitness e me´dia da populac¸a˜o para o primeiro caso
0 10 20 30 40 50 60 70 80 90 100
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Figura 7.9: Valor de possibilidade da populac¸a˜o para o segundo caso
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Figura 7.10: Melhor fitness e me´dia da populac¸a˜o para o segundo caso
possibilidade na˜o nulo. Mantendo a diversidade da populac¸a˜o, podemos obter mais indiv´ıduos.
7.3 Estudo II: o problema da designac¸a˜o em um grafo fuzzy
O problema da designac¸a˜o com graus de pertineˆncia associado a seus no´s e arcos na˜o tem
o mesmo tratamento dos estudos vistos anteriormente. O algoritmo proposto na Sec¸a˜o 6.3
basicamente:
1. verifica a maior pertineˆncia dos arcos ligados a um dado no´;
2. toma o menor dentre estes valores para fazer um α-corte gerando um grafo G′;
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3. verifica se o grafo resultante e´ conexo;
4. resolve o problema crisp associado.
Neste tipo de problema, na˜o e´ necessa´rio verificar a conectividade do grafo resultante, pois
a escolha do n´ıvel de corte α garante as conexo˜es necessa´rias para a resoluc¸a˜o do problema. Se
houvesse um no´, p, sem arco de conexa˜o com o grafo G′ resultante, enta˜o os arcos que incidem
sobre p deveriam possuir grau de pertineˆncia menor que o corte escolhido, o que na˜o e´ poss´ıvel
pois α-corte e´ escolhido como o menor valor entre maiores pertineˆncias de cada no´. O que deve
ser observado e´ que apenas a determinac¸a˜o do α-corte na˜o garante encontrar um problema crisp
associado que tenha soluc¸a˜o como no caso do problema da a´rvore geradora mı´nima e problema
do caminho mı´nimo .
O α-corte garante que cada no´ de N1 e cada no´ de N2 tenham arcos incidentes. Mas os
emparelhamentos entre os no´s pode na˜o ser fact´ıvel. Por exemplo, na Figura 7.11:
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Figura 7.11: Exemplo de um grafo bipartido e o grafo G′ resultante do α-corte (α = 0.6)
Um grupo dos treˆs primeiros no´s de N1 tem somente os mesmos dois no´s de N2 para o empare-
lhamento, logo na˜o existe soluc¸a˜o para este grafo.
Considerando o problema do casamento esta´vel e o estudo de (Nair, 2000), pois o problema
de designac¸a˜o e´ um emparelhamento completo, podemos nos valer do Teorema 7.4.1, apresen-
tado na Sec¸a˜o 7.4, para propor o seguinte algoritmo:
Algoritmo de Delgado et. al, (1990) adaptado para o problema de designac¸a˜o:
PD-DVV90
Passo 1: Fac¸a
βi ← max
j∈N2
{µij}; i ∈ N1
γj ← max
i∈N1
{µij}; j ∈ N2
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α = min{min
i∈N1
{βi}, min
j∈N2
{γj}}
α¯← 1 e A′ ← ∅.
Passo 2: Construa um grafo G′ sendo
N ′ ← N
A′ ← A′⋃{(i, j) ∈ A|α ≤ µij ≤ α¯}
va´ ao passo 3.
Passo 3: Caso exista algum k, 1 ≤ k ≤ n tal que um dado conjunto de k no´s de N1 incida em
um conjunto menor do que k no´s de N2 (Teorema 7.4.1), enta˜o fac¸a
βi ← max
j∈N2|µij<α
{µij}; i ∈ N1
γj ← max
i∈N1|µij<α
{µij}; j ∈ N2
α = min{min
i∈N1
{βi}, min
j∈N2
{γj}}
α¯← α e volte ao passo 2. Caso contra´rio, va´ ao passo 4.
Passo 4: Resolva o problema de designac¸a˜o para G′ por meio de um algoritmo cla´ssico.
O passo 1 garante que todos os no´s, de N1 e N2 tera˜o um arco associado. O passo 2 constro´i
o grafo referente a soluc¸a˜o com maior pertineˆncia. O passo 3 verifica se o grafo constru´ıdo no
passo 2 teˆm soluc¸a˜o e o passo 4 resolve o problema crisp referente ao grafo G′.
Novamente, este algoritmo e´ interessante para saber a soluc¸a˜o de maior pertineˆncia em grafos
com uma variac¸a˜o grande de valores de pertineˆncia e com um nu´mero relativamente grande de
arcos.
7.4 Problema do casamento esta´vel
O problema de casamento esta´vel corresponde a seguinte pergunta: se existe um conjunto de
mulheres, cada qual conhecendo alguns homens, sob quais condic¸o˜es todas as mulheres poderiam
casar com um homem que elas conhecem?
Como (Nair, 2000) cita em seu trabalho, este problema pode ser visto como um problema
de emparelhamento completo dos conjuntos de N1 mulheres e de N2 homens , cuja condic¸a˜o e´
apresentada no seguinte Teorema.
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Teorema 7.4.1. (Condic¸a˜o de Hall) Uma condic¸a˜o necessa´ria e suficiente para uma soluc¸a˜o
do problema de casamento esta´vel envolvendo n garotas e´ que cada conjunto de k garotas cole-
tivamente conhec¸am pelo menos k garotos para 1 ≤ k ≤ n.
Aqui apresentaremos a teoria e o algoritmo proposto por (Nair, 2000) para o caso do problema
do casamento esta´vel fuzzy: se existe um conjunto finito de garotas, sendo que cada uma gosta
de va´rios garotos com va´rios graus de escolha, sob quais condic¸o˜es poderiam todas as garotas
casar com os garotos que elas mais gostam?
Para tal problema, Nair propoˆs as seguintes definic¸o˜es:
Definic¸a˜o 7.4.1. Um grafo fuzzy G : (N,σ, µ) e´ um grafo bipartido fuzzy se o conjunto de
no´s N e´ uma unia˜o disjunta dos conjuntos N1 e N2 tal que, ∀x ∈ N1, ∀y ∈ N2, µxy ≥ 0 e
∀x ∈ N1, ∀y ∈ N2, µyx = 0.
Usando G = (N1, N2, σ, µ) para representar um grafo bipartido fuzzy, temos:
Definic¸a˜o 7.4.2. Seja G = (N1, N2, σ, µ) um grafo bipartido fuzzy. Um emparelhamento com-
pleto fuzzy de N1 para N2 e´ uma func¸a˜o bijetora f : N1 → N2 tal que µ(x, f(x)) > 0, ∀x ∈ N1.
Definic¸a˜o 7.4.3. Seja G = (N1, N2, σ, µ) um grafo bipartido fuzzy. Um α-emparelhamento
completo fuzzy de N1 para N2 e´ uma func¸a˜o bijetora f : N1 → N2 tal que µ(x, f(x)) ≥ α, ∀x ∈
N1.
Proposic¸a˜o 7.4.1. Seja G = (N1, N2, σ, µ) um grafo bipartido fuzzy. Existe um α-emparelhamento
completo fuzzy de N1 para N2 se, e somente se, Gα tem um emparelhamento completo de N1
para N2.
Isto nos leva a` seguinte Proposic¸a˜o:
Proposic¸a˜o 7.4.2. Seja G = (N1, N2, σ, µ) um grafo bipartido fuzzy. Existe um emparelha-
mento completo fuzzy de N1 para N2 se, e somente se existe um α > 0 tal que Gα tem um
emparelhamento completo de N1 para N2.
Considerando que a soluc¸a˜o do problema de ma´ximo emparelhamento completo fuzzy tem
fator α¯, tal que para todos os α’s que fornecem soluc¸a˜o ao problema α ≤ α¯, temos:
Teorema 7.4.2. Seja G = (N1, N2, σ, µ) um grafo bipartido fuzzy. Enta˜o sa˜o equivalentes
1. Existe um emparelhamento completo fuzzy de N1 para N2 em G.
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2. Existe um ma´ximo emparelhamento completo de N1 para N2.
3. Existe α > 0 tal que Gα satisfaz a condic¸a˜o necessa´ria e suficiente do Teorema 7.4.1.
(Nair, 2000) propo˜e um algoritmo para encontrar o ma´ximo emparelhamento completo fuzzy
que satisfaz as condic¸o˜es do problema.
Algoritmo (Nair, 2000):
Entrada: n : nu´mero de “mulheres”;
m: nu´mero de “homens”;
M : matriz fuzzy sendo Mij o valor associado pela garota i ao homem j.
Sa´ıda: α: ma´ximo fator de emparelhamento completo. Se α = 0, enta˜o o problema na˜o tem
soluc¸a˜o.
f : emparelhamento completo ma´ximo
Passo 1: Ordene os valores encontrados na matriz M . Seja α1 < α2 < . . . < αr. Fac¸a α0 = 0.
Passo 2: Encontre αk = mini{maxj{Mij}}
Passo 3: α← αk
Enquanto α > 0
Se a condic¸a˜o de Hall (Teorema 7.4.1) e´ falsa para Gα enta˜o
k ← k − 1
α← αk
sena˜o α = 0 Fim.
fim do enquanto.
Se α = 0 Fim do algoritmo.
Passo 4: Para cada i fac¸a
B[i]← {j|M [i, j] ≥ α}
Seja I = {1, 2, . . . , n}
Enquanto I 6= ∅
Escolha o i com menor nu´mero de elementos
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Seja j ∈ B[i] tal que Mij e´ ma´ximo na linha i.
Fac¸a f(i)← j
I = I − {i}
Para cada i ∈ I fac¸a
B[i]← B[i]− j
fim do enquanto.
7.4.1 Exemplo nume´rico
Seja um problema com 5 meninas (A1 a A5) e 6 meninos (B1 a B6). A matriz M e´ dada
abaixo:
M =

B1 B2 B3 B4 B5 B6
A1 0,1 0,2 0,3 0,5 0 1
A2 0,5 0 0 0,6 0,7 0,4
A3 0,4 0,6 0,7 0,6 0 0
A4 0,5 0 0 0 0,9 1
A5 0 0,3 0,7 0,4 0,2 0,4

O menor valor na˜o-nulo contido em M e´ igual a 0,1 (elemento m11). Considerando G0,1:
1 1 1 1 0 1
1 0 0 1 1 1
1 1 1 1 0 0
1 0 0 0 1 1
0 1 1 1 1 1

E´ fa´cil verificar que o Teorema 1 confirma a existeˆncia de um emparelhamento completo em
G0,1. Para encontrar o ma´ximo emparelhamento completo emG, calculamos: mini{maxj{Mij}} =
min{1; 0, 7; 0, 7; 1; 0, 7} = 0, 7 Para G0,7:
0 0 0 0 0 1
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 0 1 1
0 0 1 0 0 0

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Neste caso, na˜o existe um emparelhamento completo. Para as mulheres A1, A2 e A4 existem
somente dois homens dispon´ıveis: B5 e B6. Enta˜o, calcula-se o conjunto de corte para o valor
de pertineˆncia menor: 0,6. 
0 0 0 0 0 1
0 0 0 1 1 0
0 1 1 1 0 0
0 0 0 0 1 1
0 0 1 0 0 0

Para o valor de pertineˆncia igual a 0,6 existe um emparelhamento completo: A1 com B6, A5
com B3, A4 com B5, A2 com B4 e A3 com B2. Este e´ o ma´ximo emparelhamento completo.
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Cap´ıtulo 8
Fluxos Ma´ximo Fuzzy
Uma rede e´ um grafo direcionado, capacitado e sem lac¸os onde existe fluxo para atender as
necessidades dos no´s. Associando a cada arco (i, j) da rede um valor u(i, j) que corresponde a`
capacidade do arco, podemos definir uma func¸a˜o φ(i, j) que corresponde ao fluxo do arco. Esta
func¸a˜o satisfaz a`s seguintes restric¸o˜es:
1. φ(i, j) ≥ 0, isto e´, o fluxo e´ na˜o negativo em cada arco;
2. φ(i, j) ≤ u(i, j): fluxo na˜o excede a capacidade do arco;
3. satisfaz a regra de conservac¸a˜o de fluxo, ou seja, o fluxo que entra em um no´ mais o
localmente gerado e´ o mesmo que sai mais o localmente consumido.
Os objetivos de um problema de fluxos em redes podem ser:
• obter o fluxo ma´ximo φ0 da rede;
• obter o fluxo de custo mı´nimo na rede, C =
∑
(i,j)∈A
cijxij , de modo a atender a uma
demanda pre´-determinada entre dois no´s, etc.
Outras definic¸o˜es e a teoria envolvida relativa ao assunto podem ser vistas em (Bazaraa
et al., 1990) e (Ahuja et al., 1993).
O problema com estrutura crisp e capacidade fuzzy leva em considerac¸a˜o o fluxo que o decisor
considera aceita´vel e a toleraˆncia a` violac¸a˜o deste fluxo. Neste trabalho pretende-se apresentar
o conjunto de soluc¸a˜o do problema do fluxo ma´ximo com paraˆmetros fuzzy e fluxo cont´ınuo sem
que o decisor necessite definir o fluxo aceita´vel previamente.
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A seguir, vamos apresentar a teoria e os algoritmos propostos para os casos discutidos do
problema do fluxo ma´ximo fuzzy. Na Sec¸a˜o 8.1 e´ feita uma revisa˜o bibliogra´fica sobre este to´pico.
Na Sec¸a˜o 8.2 e´ apresentada a definic¸a˜o do problema de fluxo ma´ximo com capacidade fuzzy.
Sera˜o apresentadas as definic¸o˜es e o algoritmo proposto por (Chanas e Kolodziejczyk, 1984) e
(Chanas e Kolodziejczyk, 1986) para o problema considerando a incerteza e a informac¸a˜o do
decisor. Na Sec¸a˜o 8.2.6 sera´ apresentada uma nova abordagem do problema, um novo algoritmo
exato e um algoritmo aproximado. Finalmente, na Sec¸a˜o 8.2.8 sera´ apresentada o algoritmo
proposto por (Chanas et al., 1995) para o problema de fluxo ma´ximo com a estrutura do grafo
fuzzy.
8.1 Revisa˜o Bibliogra´fica
(Kim e Roush, 1982) desenvolvem a teoria de fluxo fuzzy, apresentando condic¸o˜es necessa´rias
e suficientes para um fluxo o´timo, por meio de definic¸o˜es sobre matrizes fuzzy. O problema
tratado possui estrutura crisp e, a cada arco da rede, os limitantes inferior e superior do fluxo
na rede sa˜o nu´meros fuzzy.
Em (Chanas e Kolodziejczyk, 1982), (Chanas e Kolodziejczyk, 1984) e (Chanas e Kolodzi-
ejczyk, 1986), os autores desenvolvem os conceitos de fluxo fuzzy e fluxo ma´ximo fuzzy. Em
(Chanas e Kolodziejczyk, 1982) o grafo tem estrutura crisp e os arcos teˆm capacidade fuzzy, isto
e´, os arcos teˆm uma func¸a˜o de pertineˆncia associada ao fluxo, dependente da capacidade. Em
(Chanas e Kolodziejczyk, 1984), o problema do fluxo ma´ximo e´ novamente abordado para o caso
do fluxo ser um nu´mero real fuzzy. As capacidades inferior e superior teˆm pertineˆncias associ-
adas. A teoria foi desenvolvida para o fluxo inteiro fuzzy em (Chanas e Kolodziejczyk, 1986),
com suporte teo´rico necessa´rio e exemplos do algoritmo proposto.
(Peng e Juang, 1993) trabalha com um problema onde a cada arco esta˜o associadas uma
capacidade (crisp) e uma pertineˆncia do fluxo. O trabalho propo˜e um algoritmo para o pro-
blema do fluxo ma´ximo em grafos com estrutura fuzzy, onde o objetivo e´ encontrar a ma´xima
pertineˆncia associada a um fluxo v. Apresenta um exemplo do algoritmo.
Em (Chanas et al., 1995) os trabalhos desenvolvidos em (Chanas e Kolodziejczyk, 1982),
(Chanas e Kolodziejczyk, 1984), (Chanas e Kolodziejczyk, 1986) e (Delgado et al., 1985) sa˜o
reunidos para definic¸a˜o do problema de fluxo fuzzy, rede fuzzy e o problema de transporte fuzzy.
O Cap´ıtulo 3 do livro de (Malik e Moderson, 2001) foi totalmente dedicado a` teoria de rede
fuzzy, ao problema do fluxo ma´ximo fuzzy e redes de Petri fuzzy. Os artigos citados acima sobre
fluxo ma´ximo esta˜o presentes no livro e sa˜o tambe´m as refereˆncias em relac¸a˜o ao problema de
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fluxo ma´ximo fuzzy (inteiro e real) e as definic¸o˜es sobre fluxo (aceita´vel) fuzzy.
8.2 Problema do Fluxo Ma´ximo Fuzzy
Como vimos na Sec¸a˜o 8.1, quase todas as refereˆncias sobre a teoria de fluxos em redes
fuzzy, propo˜em algoritmos para a resoluc¸a˜o do problema do fluxo ma´ximo fuzzy. Aqui vamos
apresentar parte relevante da teoria ja´ formulada e os algoritmos propostos.
8.2.1 Definic¸a˜o do caso cla´ssico
Seja uma rede com m no´s e n arcos atrave´s do qual o fluxo de um determinado objeto devera´
passar. Cada arco devera´ ter um limitante inferior (normalmente, lij = 0) e superior uij na sua
capacidade. Na˜o ha´ custos envolvidos no fluxo. O objetivo deste problema e´ determinar qual o
fluxo ma´ximo v0 que pode passar de um no´ s ao no´ t da rede.
01 04
03
02
v
u12 u24
u23
u13 u34
Figura 8.1: Exemplo de um problema do fluxo ma´ximo
O problema do fluxo ma´ximo pode ser modelado como
Max v
s.a.
∑
j:(i,j)∈A
xij −
∑
j:(i,j)∈A
xji =

v, i = s
0, ∀i ∈ N − {s, t}
−v i = t
(8.1)
0 ≤ xij ≤ uij (i, j) ∈ A
8.2.2 Algumas definic¸o˜es do caso do problema com capacidade fuzzy
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Podemos associar uma func¸a˜o de satisfac¸a˜o ao atendimento de um certo fluxo
µS(v) =

1 se v > v0
L(v0, v1; v) se v1 ≤ v ≤ v0
0 se v < v1
(8.2)
sendo L(v0, v1; v) uma func¸a˜o linear tal que L(v0, v1; v0) = 1 e L(v0, v1; v1) = 0. O valor de
µS(v) mostra o grau de satisfac¸a˜o do usua´rio com o fluxo v.
Cada restric¸a˜o de capacidade xvij ≤ uij pode ser associada a um conjunto fuzzy C(i, j) de
func¸a˜o de pertineˆncia:
µS(xv) =

1; se xvij < uij
L¯(uij , u¯ijxvij); se uij ≤ xvij ≤ u¯ij
0 se xvij > u¯ij
(8.3)
onde µij(xv) fornece o grau de confianc¸a da satisfac¸a˜o da restric¸a˜o xvij ≤ uij .
O problema pode ser reduzido a encontrar um fluxo que maximize o valor da func¸a˜o de
pertineˆncia µD(xv) em uma decisa˜o fuzzy da forma de (Bellman e Zadeh, 1970) (vide 4.1.1) D,
onde:
D =
⋂
(i,j)∈A
Cij
⋂
S (8.4)
µD(xv) = µC(xv)
∧
µS(xv) (8.5)
µC(xv) =
∧
(i,j)∈A
µij(xij) (8.6)
µC(xv) denota o grau de satisfac¸a˜o simultaˆnea das restric¸o˜es de capacidade em todos os arcos
da rede e µS o grau de satisfac¸a˜o do objetivo dado pelo decisor.
Definic¸a˜o 8.2.1. Um fluxo x∗v e´ chamado de fluxo ma´ximo se
x∗v = maxxv
µD(xv)
Definic¸a˜o 8.2.2. Um fluxo xv com o maior v dentre outros fluxos ma´ximos e´ chamado de fluxo
o´timo.
Lema 8.2.1. Se xv e´ um fluxo o´timo na rede G com capacidade C, C(i, j) = uij, enta˜o para
qualquer caminho p do no´ origem s ao destino t
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(i) existe um arco (i, j) ∈ p tal que µij(xij) = µD(xv)
(ii) existe um arco reverso (j, i) ∈ p para o qual xji = 0.
Teorema 8.2.1. Se xv e´ um fluxo o´timo na rede G com capacidade C, existe um corte (X, X¯)
na rede satisfazendo as seguintes condic¸o˜es:
(i) (i, j) ∈ A, i ∈ X, j ∈ X¯ ⇒ µij(xij) = µD(xv),
(ii) (i, j) ∈ A, i ∈ X¯, j ∈ X ⇒ µij(xij) = 0
8.2.3 Grafo crisp e capacidade do arco fuzzy: fluxo ma´ximo com valores
inteiros
Nesta parte, sera´ discutido o problema de fluxos em redes com valores inteiros. Discusso˜es
mais detalhadas podem ser vistas em (Chanas e Kolodziejczyk, 1986) e (Malik e Moderson, 2001).
Lema 8.2.2. Se xv e´ o fluxo o´timo, enta˜o para qualquer caminho de s para t temos:
(i) existe um arco (i, j) tal que µij(xij + 1) < µD(xv) ou
(ii) existe um arco (j, i) ∈ ←−p para o qual xji = 0
onde ~p e ←−p sa˜o conjuntos de arcos forward e backward no caminho p, respectivamente.
Teorema 8.2.2. Se xv e´ um fluxo o´timo, enta˜o existe na rede um corte (X, X¯) tal que que as
seguintes propriedades valem:
(i) (i, j) ∈ A, i ∈ X, j ∈ X¯ ⇒ µij(xij + 1) < µD(xv)
(ii) (i, j) ∈ A, i ∈ X¯, j ∈ X ⇒ xij = 0
Lema 8.2.3. As seguintes relac¸o˜es valem:∨
xv
µD(xv) =
∨
z∈N
{µC(x¯z)
∧
µS(z)}
onde µC(x¯z) =
∨
xz∈V (z) µC(xz) e V (z) = {xv|v = z}.
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Segue do Lema 8.2.3 que para encontrar um fluxo o´timo, e´ suficiente considerar cada V (z), z ∈
N , somente para o fluxo x¯z ∈ V (z) que satisfaz as condic¸o˜es da melhor forma.
Algoritmo (Chanas e Kolodziejczyk, 1986):
Passo 1: Encontre o fluxo ma´ximo xw no sentido crisp na rede S assumindo capacidades dos
arcos iguais a uij , (i, j) ∈ A. Seja µC(xv) = 1. Se µS(v) = 1, enta˜o xv e´ o´timo FIM. Caso
contra´rio va´ ao passo 2.
Passo 2: Seja xv um fluxo corrente. Determine um caminho p entre s e t e maximizando o
valor da expressa˜o
µp(xv) = ((
∧
(i,j)∈~p
µij(xij + 1))
∧
(
∧
(i,j)∈←−p
µij(xij − 1)))→ max
onde ~p e ←−p sa˜o conjuntos de arcos forward e backward no caminho p, respectivamente.
Assumindo que se xij = 0, enta˜o µij(xij − 1) = −1. Se µD(xv) > µp(xv) enta˜o xv e´ o´timo,
FIM. Caso contra´rio va´ ao passo 3.
Passo 3: Fac¸a xv ← xv+1. xv+1 e´ o fluxo obtido pela adic¸a˜o de uma unidade no fluxo xv no
caminho p (adicionando uma unidade dos arcos forward e subtraindo uma unidade dos
arcos backward). Volte ao passo 2.
8.2.4 Grafo crisp e capacidade do arco fuzzy: fluxo inteiro com restric¸o˜es
inferior e superior de capacidade
Cada restric¸a˜o de capacidade lij ≤ xvij ≤ uij pode ser associado com um conjunto fuzzy
C(i, j) de func¸a˜o de pertineˆncia:
µR(xv) =

0 se xij < lij
Ll(lij , lij , xij) se lij ≤ xvij < lij
1 se lij ≤ xvij < uij
Lr(uij , u¯ijxvij) se uij ≥ xvij ≥ u¯ij
0 se xvij > u¯ij
(8.7)
onde lij < lij e u¯ij > uij sa˜o as toleraˆncias admiss´ıveis para as capacidades inferior e superior,
respectivamente.
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Como no problema anterior, este pode ser reduzido a encontrar um fluxo que maximize o
valor de pertineˆncia µD(xv) em uma decisa˜o fuzzy, como nas equac¸o˜es 8.4, 8.5 e 8.6, sendo
µij(xij) e´ da forma 8.7.
As propriedades estabelecidas podem ser vistas em (Chanas e Kolodziejczyk, 1986) e (Malik
e Moderson, 2001). Abaixo apresentamos o algoritmo desenvolvido para este caso.
Algoritmo (Chanas e Kolodziejczyk, 1986):
Passo 1: Determine o fluxo ma´ximo x1v na rede assumindo fluxo nos arcos xij ∈ [lij , u¯ij ]. Subs-
titua x¯1v ← x1v e va´ ao passo 2.
Passo 2: Determine o caminho p da origem s ao destino t com respeito a x¯1v. Gere o fluxo
x2v+1 adicionando uma unidade no fluxo x
1
v no caminho p. Se µC(x¯
1
v) ≥ µpC(x¯1v), enta˜o fac¸a
x¯2v+1 ← x2v+1 e va´ ao passo 5. Caso contra´rio va´ ao passo 3.
Passo 3: Determine na rede um arco (k, r) para o qual µkr(x2kr) = µC(x
2
v+1) =
∧
(i,j)(x
2
ij).
Se x2kr < lkr, enta˜o determine um caminho p de r para k de maior habilidade com respeito
a x2v+1 e va´ ao passo 4.
Se lkr ≤ x2kr ≤ ukr, enta˜o substitua x¯2v+1 e va´ ao passo 5.
Se x2kr > ukr, enta˜o determine um caminho p do no´ k ao r de maior habilidade com respeito
a x2v+1 e va´ ao passo 4.
Passo 4: se µkr(x2kr) ≥ µpC(x2v+1), enta˜o substitua x¯2v+1 ← x2v+1 e va´ ao passo 5. Caso contra´rio,
transforme o fluxo x2v+1 no ciclo formado pelo arco (k, r) e o caminho como a seguir:
x2ij
{
x2ij + 1 se (i, j) ∈ ~p
x2ij − 1 se (i, j) ∈ ←−p
(8.8)
x2kr
{
x2kr + 1 se x
2
kr < lkr
x2kr − 1 se x2kr > ukr
(8.9)
e va´ ao passo 3.
Passo 5: confira se a condic¸a˜o µD(x¯1v) ≥ µD(x2v+1) e´ va´lida. Caso seja, enta˜o o fluxo x¯1v e´
o´timo, FIM. Caso contra´rio, substitua x¯1 ← x¯2v+1 e va´ ao passo 2.
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8.2.5 Grafo crisp e capacidade do arco fuzzy: fluxo cont´ınuo
Este problema foi desenvolvido em (Chanas e Kolodziejczyk, 1984). O fluxo e as capacidades
dos arcos sa˜o nu´meros fuzzy.
Um intervalo de fluxos admiss´ıveis no arco (i, j) ∈ A na˜o e´ dado pelo intervalo [bij , cij ], mas
na forma de um intervalo fuzzy, denotado por Cij . O valor µij(xij) para um dado arco xij pode
ser considerado tanto como o grau de satisfac¸a˜o da restric¸a˜o de capacidade fuzzy pelo fluxo no
arco xij como a possibilidade de realizac¸a˜o do fluxo xij no arco (i, j).
O objetivo a ser alcanc¸ado sera´: a partir de um fluxo determinado pelo usua´rio v, encontrar
o grau de satisfac¸a˜o para aquele valor S. Em resumo, o problema pode ser reduzido a uma
decisa˜o fuzzy, utilizando as equac¸o˜es 8.4, 8.5 e 8.6
Definic¸a˜o 8.2.3. Um conjunto fuzzy V sobre < com a func¸a˜o de pertineˆncia µV (v) =
∨
xv
µC(xv)
e´ chamada uma capacidade fuzzy da rede.
Definic¸a˜o 8.2.4. A capacidade fuzzy do corte (X, X¯) e´ o nu´mero fuzzy C(X, X¯) definido como:
(i) para uma rede como restric¸a˜o de capacidade inferior e superior:
C(X, X¯) =
∑
(i,j)∈−−−−→(X,X¯)
Cij −
∑
(i,j)∈←−−−−(X,X¯)
Cij
(ii) para um rede com capacidade superior
C(X, X¯) =
∑
(i,j)∈−−−−→(X,X¯)
Cij
Teorema 8.2.3. Seja W o conjunto de todos os cortes na rede e I o conjunto fuzzy tal que
µI(x) =
∨
v µV (v), ∀x ∈ <. Enta˜o a seguinte relac¸a˜o vale:
V = I
⋂
(
⋂
(X,X¯)∈W
C(X, X¯))
As propriedades estabelecidas da˜o base para o seguinte algoritmo:
Algoritmo (Chanas e Kolodziejczyk, 1984):
Passo 1: Determine o fluxo real ma´ximo xw e o respectivo corte mı´nimo (X, X¯) na rede com
capacidade uij . Se µR(w) = 1, enta˜o xw e´ o´timo. Caso contra´rio, va´ ao passo 2.
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Passo 2: Determine o nu´mero fuzzy C(X, X¯) e coordenadas (v, p) do ponto de intersecc¸a˜o das
func¸o˜es µC(X,X¯) e µR. Se p = 0, enta˜o o problema na˜o e´ poss´ıvel, FIM. Caso contra´rio, va´
ao passo 3.
Passo 3: Determine o fluxo ma´ximo xw e o respectivo corte mı´nimo (X, X¯) em G com capaci-
dades upij . Se µD(xw) = p e w = v, enta˜o o fluxo xw e´ o´timo. Caso contra´rio, va´ ao passo
2.
8.2.6 Proposta de algoritmo para o problema de fluxo ma´ximo com capaci-
dade do arco fuzzy
Vamos considerar que o decisor na˜o possui conhecimento pre´vio da rede e que na˜o pode
opinar sobre o fluxo aceita´vel para o problema. Um algoritmo sera´ desenvolvido tal que µG na˜o
toma parte no algoritmo. Todo conjunto de soluc¸o˜es sera´ apresentado ao decisor. Portanto, na˜o
encontraremos um α-n´ıvel com a soluc¸a˜o o´tima, mas a soluc¸a˜o o´tima para cada α-n´ıvel.
Seja o seguinte exemplo (Malik e Moderson, 2001):
s t
2
1
(4,20)
(5,45)
(7.5,9)
(8.5,12.5)
(4,8.5)
Figura 8.2: Exemplo de um problema do fluxo ma´ximo com capacidade fuzzy com (cij , uij)
Os cortes essenciais deste exemplo sa˜o [X, X¯]1 = ({s}, {1, 2, t}), [X, X¯]2 = ({s, 2}, {1, t}),
[X, X¯]3 = ({s, 1, 2}, {t}) e [X, X¯]4 = ({s, 1}, {2, t}) com C[X, X¯]1 = (9, 65), C[X, X¯]2 =
(12.5, 32.5), C[X, X¯]3 = (16, 21.5) e C[X, X¯]4 = (16.5, 62.5).
Observe o gra´fico da Figura 8.3 referente ao valores dos cortes essenciais:
10 20 30 40 50 60 70
C[X, X¯]1C[X, X¯]2C[X, X¯]3 C[X, X¯]4
Figura 8.3: Valores dos cortes essenciais do exemplo
O algoritmo de (Chanas e Kolodziejczyk, 1984) analisa os valores dos treˆs primeiros cortes,
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que sa˜o aqueles que determinam o conjunto soluc¸a˜o do problema. Como podemos notar pelo
gra´fico da Figura 8.3, o corte (1) e´ o corte mı´nimo para valores de fluxos que variam de [0,14.4)
com pertineˆncia entre 1 e 0.9. O corte essencial (2) determina o corte mı´nimo no intervalo
[14.4,17.33) e possui graus de pertineˆncia 0.9 a 0.76. O corte (3) determina o corte mı´nimo entre
[17.33,21.5] com pertineˆncia variando de 0.76 a 0.
Chanas e Kolodziejczyk (1984) afirmam que o nu´mero ma´ximo de cortes essenciais em uma
rede e´ igual a 2m−2. Um algoritmo deve ser feito de modo a tomar apenas aqueles que fazem
parte da soluc¸a˜o. Intuitivamente, o conjunto de soluc¸a˜o sera´ constru´ıdo adicionando-se os cortes
essenciais ao conjunto; fazendo-se testes nas intersecc¸o˜es dos valores dos cortes, ate´ que todos
os cortes significativos estejam contidos no conjunto soluc¸a˜o S.
Sejam os seguintes paraˆmetros:
c˜ij = (cij , uij): custo fuzzy tal que
µij(u) =

1, se u ≤ cij
R(u; c˜ij), se cij ≤ u ≤ uij
0, se u > uij
onde R(u; c˜ij) uma func¸a˜o monotoˆnica decrescente.
C[X, X¯]: soma das capacidades fuzzy dos arcos que pertencem ao corte essencial [X, X¯].
P : conjunto com as intersecc¸o˜es dos valores dos cortes essenciais.
S: conjunto com todos os cortes essenciais que possuem grau de pertineˆncia na˜o nulo para
algum valor de fluxo v.
Vamos apresentar agora o algoritmo proposto para o problema:
Algoritmo proposto para o problema de fluxo ma´ximo com capacidade fuzzy: FF-
MAX
Passo 0: Seja c˜ij = (cij , uij), S = ∅ e P = ∅. Resolva o problema G1 para cij (α = 1) e G0
para uij (α = 0). Va´ para o passo 1.
Passo 1: Se [X, X¯]1 = [X, X¯]0, enta˜o
S ← [X, X¯]1
e encerre o algoritmo. Caso contra´rio, encontre o ponto de intersecc¸a˜o r do valores de
corte C[X, X¯]1 e C[X, X¯]0. Fac¸a ,S ← S
⋃{[X, X¯]0, [X, X¯]1}, P ← P ⋃{(r, v)} e va´ ao
passo 2.
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Passo 2: Enquanto P 6= ∅, execute o passo 3. Caso contra´rio, encontre os intervalos para cada
corte mı´nimo e encerre o programa.
Passo 3: Fac¸a P ← P − {(r, v)}. Sejam os valores crisp de capacidade (c˜ij)r para cada arco
da rede. Encontre o corte mı´nimo [X, X¯]r para este problema. Se C[X, X¯]r = v, volte ao
passo 2. Caso contra´rio, fac¸a:
S ← S
⋃
{[X, X¯]r}
encontre os pontos de intersecc¸a˜o s de C[X, X¯]r comparando com todos os cortes essenciais
pertencentes a S. Para novo s encontrado, fac¸a:
P ← P
⋃
{(s, v)}
e volte ao passo 2.
O algoritmo proposto encontra todos os cortes que participam da soluc¸a˜o do problema. Os
intervalos dados pelo grau de pertineˆncia em que cada conjunto essencial predomina e´ calculada
da seguinte forma:
(r, r¯) = (max
βi<r
{βi},min
βi>r
{βi})
com βi sendo os pontos de intersecc¸a˜o do valor de corte C[X, X¯]r com os outros valores perten-
centes a S.
Contudo, este conjunto pode ter um tamanho indeseja´vel ao decisor. A complexidade do
algoritmo e´ dependente do nu´mero de conjuntos de corte da rede (ate´ 2m−2 cortes). Nos casos
mais complexos na˜o podemos garantir a eficieˆncia do algoritmo. Neste caso, apresenta-se aqui
um algoritmo aproximado semelhante aos algoritmos propostos para o caso de estrutura fuzzy
(Delgado et al., 1990).
Ale´m dos paraˆmetros apresentados anteriormente, os seguintes paraˆmetros sa˜o necessa´rios:
α¯: valor de pertineˆncia mı´nimo que o fluxo pode assumir.
H: nu´mero de partic¸o˜es do intervalo [α¯, 1]
Heur´ıstica para o problema de fluxo ma´ximo: FFMAX-H
Passo 1: Seja S = ∅. Seja tambe´m α¯ e H. Para α = α¯ + i ∗ h, h = 1−α¯H−1 , i = 0, . . . ,H − 1
execute o passo 2.
Passo 2: Seja (c˜ij)α o valor crisp da capacidade do arco (i, j) com pertineˆncia α. Resolva o
problema de fluxo ma´ximo crisp. Fac¸a:
S ← S
⋃
{[X, X¯]α}
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e retorne ao passo 1.
Passo 3 Devolva S.
Enta˜o, para cada α-n´ıvel teˆm-se um conjunto de corte essencial. O nu´mero de conjuntos
[X, X¯] sera´, no ma´ximo, igual ao nu´mero de partic¸o˜es do problema. Portanto, H e o algoritmo
utilizado para resolver o problema em cada n´ıvel determinam a complexidade deste procedi-
mento.
8.2.7 Exemplo
No exemplo da Figura 8.2 temos uma rede com paraˆmetros fuzzy que gera quatro conjuntos
de corte, como descrito na Sec¸a˜o 8.2.6. Vamos considerar o algoritmo proposto por (Chanas e
Kolodziejczyk, 1984), o algoritmo proposto neste trabalho e o algoritmo aproximado.
10 20 30 40 50 60 70
C[X, X¯]1C[X, X¯]2 C[X, X¯]4C[X, X¯]3
G[v0, v1]
0
µ(u)
u
1,00
0,75
0,50
0,25
Figura 8.4: Cortes essenciais, regia˜o o´tima e valor de satisfac¸a˜o proposto por Chanas (1984)
Por Malik e Moderson (2001), os passos do algoritmo de (Chanas e Kolodziejczyk, 1984) sa˜o:
Passo 1: Fluxo ma´ximo real v = 9 e corte mı´nimo [X, X¯] = ({s}, {1, 2, t}). µD(9) = 0. Enta˜o
va´ ao passo 2.
Passo 2: C[X, X¯] = (9, 65). Ponto de intersecc¸a˜o (v, r) = (19.62, 0.81). Como r = 0.81 6= 0,
va´ ao passo 3.
Passo 3: crs1 = 7.04, c
r
s2 = 12.6, c
r
12 = 4.86, c
r
1t = 7.78, c
r
2t = 9.26. Fluxo ma´ximo para c
r
ij ,
w = 16.3. [X, X¯] = ({s, 2}, {1, t}). µD(16.3) = 0 6= 0.81 e w = 16.3 6= 19.62 = v, enta˜o va´
ao passo 2.
Passo 2: C[X, X¯] = (12.5, 32.5), (v, r) = (19.32, 0.66) e r = 0.66 6= 0, enta˜o va´ ao passo3.
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Passo 3: crs1 = 9.44, c
r
s2 = 13.6, c
r
12 = 5.53, c
r
1t = 8.01, c
r
2t = 9.86. Fluxo ma´ximo para c
r
ij ,
w = 17.87. [X, X¯] = ({s, 1, 2}, {t}). µD(17.87) = 0 6= 0.66 e w = 17.87 6= 19.32 = v, enta˜o
va´ ao passo 2.
Passo 2: C[X, X¯] = (16, 21.5), (v, r) = (18.93, 0.467) e r = 0.467 6= 0, enta˜o va´ ao passo3.
Passo 3: crs1 = 12.54, c
r
s2 = 26.32, c
r
12 = 8.3, c
r
1t = 10.63, c
r
2t = 18.93. Fluxo ma´ximo para
crij , w = 18.93. [X, X¯] = ({s, 1, 2}, {t}). µD(18.93) = 0.467 = r e w = 18.93 = v. FIM. O
fluxo e´ o´timo.
Os passos do algoritmo proposto neste trabalho sa˜o:
Passo 0: S = ∅, P = ∅. Soluc¸a˜o para o problema G1: w = 9 e [X, X¯]1 = ({s}, {1, 2, t}).
Soluc¸a˜o para o problema G0: w = 21.5 e [X, X¯]0 = ({s, 1, 2}, {t}). Va´ para o passo 1.
Passo 1: Como [X, X¯]0 6= [X, X¯]1, enta˜o a intersecc¸a˜o entre C[X, X¯]0 = (16, 21.5) e C[X, X¯]1 =
(9, 65) e´ igual a r = 0.8614 com v = 16.7623. S ← S⋃{[X, X¯]0, [X, X¯]1}, P ← P ⋃{(r, v)}
e va´ ao passo 2.
Passo 2: Como P = {(r, v)}, va´ ao passo 3.
Passo 3: P ← P − {(r, v)}, com r = 0.8614. Sejam crs1 = 6.2176, crs2 = 10.5440, cr12 =
4.6237, cr1t = 7.7079 e c
r
2t = 9.0544, enta˜o w = 15.2720 e [X, X¯]0.8614 = ({s, 2}, {1, t})
e C[X, X¯]0.8614 = (12.5, 32.5). Como w¡v=16.7623, enta˜o os pontos de intersecc¸a˜o de
[X, X¯]0.8614 com os elementos de S sa˜o r0 = 0.7586 com v0 = 17.3280 e r1 = 0.9028 com
v1 = 14.4432. Enta˜o S = {[X, S¯]0, [X, X¯]1, [X, X¯]0.8614} e P = {(r0, v0), (r1, v1)}. Volte ao
passo 2.
Passo 2: Como P 6= ∅, va´ ao passo 3.
Passo 3: P ← P − {(r0, v0)}. A soluc¸a˜o da rede com c0.7586ij e´ igual a w = 17.3280. Como
w = v0, enta˜o volte ao passo 2.
Passo 2: Como P 6= ∅, va´ ao passo 3.
Passo 3: P ← P − {(r1, v1)}. A soluc¸a˜o da rede com c0.9028ij e´ igual a w = 14.4432. Como
w = v0, enta˜o volte ao passo 2.
Passo 2: Como P = ∅, [X, X¯]0 e´ o corte mı´nimo no intervalo [9, 14.4432) com graus de
pertineˆncia entre [1, 0.9028), [X, X¯]0.8614 e´ o corte mı´nimo no intervalo [14.4432, 17.3280)
com graus de pertineˆncia ente [0.9028, 0.7586) e o corte [X, X¯]0 e´ o corte mı´nimo no
intervalo [17.3280, 21.5) com graus de pertineˆncia entre [0.7586, 0] .Fim do algoritmo.
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Para o algoritmo aproximado, com um nu´mero de partic¸o˜es do intervalo, H = 6, que encontre
os treˆs cortes com α¯ = 0, temos enta˜o
Passo 1: Seja S = ∅, α¯ = 0 e H = 6. Para α = 0 (i=0), va´ ao passo 2.
Passo 2: Seja (c˜ij)0 = uij . A soluc¸a˜o do problema e´ [X, X¯]0 = ({s, 1, 2}, {t}) e v = 21.5.
Enta˜o S ← ({s, 1, 2}, {t}). Volte ao passo 1.
Passo 2 com α = 0.2 Seja (c˜ij)0.2 = (16.8, 37, 7.6, 8.7, 11.7), a soluc¸a˜o do problema e´ [X, X¯]0.2 =
({s, 1, 2}, {t}) e v = 20.4. Enta˜o S ← S⋃{({s, 1, 2}, {t})}. Volte ao passo 1.
Passo 2 com α = 0.4 Seja (c˜ij)0.2 = (13.6, 29, 6.7, 8.4, 10.9), a soluc¸a˜o do problema e´ [X, X¯]0.4 =
({s, 1, 2}, {t}) e v = 19.3. Enta˜o S ← S⋃{({s, 1, 2}, {t})}. Volte ao passo 1.
Passo 2 com α = 0.6 Seja (c˜ij)0.2 = (10.4, 21, 5.8, 8.10, 10.1), a soluc¸a˜o do problema e´
[X, X¯]0.6 = ({s, 1, 2}, {t}) e v = 18.2. Enta˜o S ← S
⋃{({s, 1, 2}, {t})}. Volte ao passo
1.
Passo 2 com α = 0.8 Seja (c˜ij)0.2 = (7.2, 13, 4.9, 7.8, 9.3), a soluc¸a˜o do problema e´ [X, X¯]0.4 =
({s, 2}, {1, t}) e v = 16.5. Enta˜o S ← S⋃{({s, 2}, {1, t})}. Volte ao passo 1.
Passo 2 com α = 1.0 Seja (c˜ij)0.2 = (4, 5, 4, 7.5, 8.5), a soluc¸a˜o do problema e´ [X, X¯]1 =
({s}, {1, 2, t}) e v =. Enta˜o S ← S⋃{({s}, {1, 2, t})}.
Passo 3: Devolva S = {({s, 1, 2}, {t}), ({s, 2}, {1, t}), ({s}, {1, 2, t})}.
O algoritmo de Chanas e Kolodziejczyk (1984) encontra a melhor soluc¸a˜o para a informac¸a˜o
fornecida pelo decisor e devolve o fluxo no n´ıvel encontrado. O algoritmo proposto neste trabalho
encontra os cortes que formam a regia˜o da soluc¸a˜o e a devolve ao decisor, que pode utilizar uma
informac¸a˜o mais completa para suas avaliac¸o˜es da rede. O algoritmo aproximado pode ser
usado para casos mais complexos. No exemplo dado acima ele na˜o se mostrou eficiente, pois foi
necessa´rio um nu´mero de partic¸o˜es, H, elevado em relac¸a˜o ao nu´mero de cortes que realmente
participam da soluc¸a˜o para encontrar o politopo completo. Contudo, se o decisor precisar de uma
informac¸a˜o em um problema de grande porte, pode-se primeiro aplicar o algoritmo aproximado
para definir uma regia˜o aproximada e estabelecer um objetivo mais fact´ıvel com o espac¸o de
soluc¸a˜o e aplicar o algoritmo de (Chanas e Kolodziejczyk, 1984).
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8.2.8 Caso II: Estrutura do grafo fuzzy
O caso estudado para um problema com estrutura fuzzy foi o problema de transporte fuzzy
(Chanas et al., 1995). Neste problema ele faz definic¸o˜es sobre fluxo fuzzy, sobre o problema do
fluxo ma´ximo fuzzy em uma rede de transporte fuzzy. A seguir, apresentaremos as informac¸o˜es
relevantes deste trabalho para a resoluc¸a˜o de um problema de fluxo ma´ximo com a estrutura do
grafo fuzzy.
8.2.9 Definic¸a˜o de fluxo fuzzy
Para definir fluxo em um grafo fuzzy sera´ necessa´ria a teoria desenvolvida em (Delgado
et al., 1985).
Definic¸a˜o 8.2.5. Define-se n´ıvel de conectividade, C(G), de um grafo fuzzy G = (σ, µ) como:
C(G) = min{µ∞ij |i, j ∈ N ; i 6= j}
G e´ conectado se, e somente se, C(G) > 0. E´ fa´cil ver que Gα e´ conectado, no sentido crisp,
∀α ∈ (0, C(G)]. Isto e´, C(G) e´ o limitante superior dos n´ıveis de pertineˆncias correspondentes
aos α-cortes .
Definic¸a˜o 8.2.6. A func¸a˜o cicloma´tica e´ uma aplicac¸a˜o hG(.) em (0, 1] para o conjunto de
inteiros na˜o-negativos tais que ∀α ∈ (0, 1], hG e´ o nu´mero cicloma´tico de Gα. Isto e´, denota-se
por nα, mα e pα o nu´mero de no´s, arcos e compenentes conectados (no sentido fraco) de Gα,
enta˜o
hG(α) = mα − nα + pα
(Chanas et al., 1995) definem algumas propriedades para as definic¸o˜es acima e chega a seguinte
definic¸a˜o de fluxo em um grafo fuzzy:
Definic¸a˜o 8.2.7. Considerando o grafo fuzzy G com C(G) > 0 e n arcos com func¸o˜es de
pertineˆncia na˜o nulos, qualquer vetor <n φ e´ um fluxo em G se, e somente se, ∃α ∈ (0, C(G)]
tal que φ e´ um fluxo em Gα.
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Se φ e´ um fluxo em Gα, enta˜o e´ um fluxo para qualquer Gβ, β ≤ α. Portanto, φ e´ um fluxo no
n´ıvel α se este e´ o ma´ximo valor de pertineˆncia para o qual φ e´ dito ser um fluxo. Denota-se φ/α.
Com isso, podemos definir o conjunto fuzzy de fluxos Φ ∈ G como
Φ =
⋃
α
φ/α
8.2.10 O problema do fluxo ma´ximo em um grafo fuzzy
Considerando as definic¸o˜es sobre fluxo fuzzy da Sec¸a˜o 8.2.9 anterior, pode-se definir o pro-
blema do fluxo ma´ximo em um grafo fuzzy.
Considerando uma rede de transporte fuzzy G = (σ, µ) com capacidade associada kv(.),
definimos o fluxo ma´ximo para G como o seguinte subconjunto fuzzy de A, Ω:
∀φ/A(φ) > 0,Ω(φ) =
{
A(φ), se ∀ξ/A(ξ) ≥ A(φ)⇒ φ0 ≥ ξ0
0, caso contra´rio.
(8.10)
o problema e´, enta˜o encontrar o conjunto fuzzy Ω.
Propriedade 8.2.1. Seja ξα ∀α ∈ (0, 1], o conjunto de fluxo obtido pela resoluc¸a˜o do problema
do fluxo ma´ximo em Gα com capacidade kv(α). O valor do fluxo ma´ximo e´ dado por Ξ =
⋃
α ξα.
Com base na propriedade acima e utilizando os algoritmos para grafos fuzzy como nos
Cap´ıtulos anteriores, podemos resolver este problema. A definic¸a˜o 8.2.6 define os intervalos
em que sera˜o calculados os n´ıveis de soluc¸a˜o do problema.
Algoritmo (Chanas et al., 1995):
Para l = 1, . . . , s fac¸a
Calcule o fluxo o´timo em Gη1 usando
∀v ∈ Uη1 , kv(β) ∈ (ηl−1, ηη1)
como func¸a˜o de capacidade.
A aplicac¸a˜o deste algoritmo e o exemplo podem ser encontrados em (Chanas et al., 1995).
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Cap´ıtulo 9
Problema de fluxo de custo mı´nimo
fuzzy
Este e´ o u´ltimo problema estudado neste trabalho. E´ um dos principais problemas em fluxos
em redes. Aqui a incerteza pode ocorrer em mais de um paraˆmetro. Para estudar o problema
crisp temos as seguintes refereˆncias: (Ahuja et al., 1993), (Bazaraa et al., 1990) e (Goldbarg e
Luna, 2000).
9.1 Introduc¸a˜o
O problema de fluxo de custo mı´nimo (PFCM) consiste em atender, com custo mı´nimo, a
demanda em uma rede, dada a oferta de recursos e a restric¸a˜o de capacidade dos arcos. Os
problemas de caminho mı´nimo (Cap´ıtulo 5) e fluxo ma´ximo (Cap´ıtulo 8) sa˜o casos especiais do
PFCM.
Seja uma rede G = (N,A) com custo cij associado a cada unidade de fluxo, xij , que passa
pelo arco (i, j) ∈ A. Para cada arco (i, j), temos uma capacidade mı´nima lij e ma´xima uij . Para
cada no´ temos um paraˆmetro bi, sendo que se:
bi > 0, enta˜o o no´ e´ um centro produtor. Exemplo: uma fa´brica.
bi = 0, enta˜o este e´ um no´ de transbordo. Exemplo: um armaze´m.
bi < 0, enta˜o o no´ e´ de consumo. Exemplo: clientes.
Considera-se que
∑
i∈N bi = 0, isto e´ a` quantidade total de demanda e´ igual a quantidade de
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mate´ria-prima dispon´ıvel nos no´s fonte. Este problema pode ser modelado da seguinte forma:
Min z =
∑
(i,j)∈A
cijxij (9.1)
s.a.
∑
(k,i)∈A
xki −
∑
(i,k)∈A
xik = bi, ∀i ∈ N (9.2)
lij ≤ xij ≤ uij , (i, j) ∈ A (9.3)
sendo que a Equac¸a˜o (9.1) e´ a func¸a˜o objetivo do problema (minimizar o custo total do fluxo
na rede), a restric¸a˜o (9.2) e´ referente a conservac¸a˜o de fluxo em cada no´ e (9.3) e´ a restric¸a˜o de
capacidade dos arcos. Nesta u´ltima restric¸a˜o vamos considerar, sem perda de generalidade, que
lij = 0.
Existem va´rios algoritmos desenvolvidos para a resoluc¸a˜o do PFCM. Alguns mais conhecidos
sa˜o o me´todo simplex para redes e o algoritmo Out-of-Kilter, que esta˜o descritos em (Bazaraa
et al., 1990). Existem outros que podem ser estudados em (Ahuja et al., 1993), sendo alguns
deles algoritmos polinomiais.
Para o caso fuzzy, foi encontrado apenas um trabalho para o PFCM. (Shih e Lee, 1999) fazem
uma adaptac¸a˜o do me´todo Hu´ngaro para encontrar uma soluc¸a˜o para o problema de fluxo de
custo mı´nimo fuzzy, utilizando programac¸a˜o possibil´ıstica, para problemas com mu´ltiplos n´ıveis.
Neste caso, o problema resultante a ser resolvido e´ crisp.
9.1.1 Considerac¸o˜es sobre a incerteza no problema de fluxo de custo mı´nimo
Considerando a estrutura do problema crisp, temos que a matriz de incideˆncia no´-arco, A,
e´ crisp. Para satisfazer as restric¸o˜es de conservac¸a˜o de fluxo nos no´s, a varia´vel xij tambe´m e´
considerada crisp. Os demais paraˆmetros a seguir podem ser tratados como valores incertos:
cij : o custo pode ser representado por um nu´mero fuzzy. E´ o estudo mais frequ¨ente para
problemas em grafos com paraˆmetros fuzzy.
uij : pode-se permitir uma toleraˆncia na capacidade dos arcos, associada a uma func¸a˜o de
pertineˆncia. Um estudo com capacidades fuzzy dos arcos ja´ foi realizada para o problema
de fluxo ma´ximo (Chanas, 1987).
bi: a oferta e demanda nos no´s pode na˜o ser precisa. Este tipo de estudo ainda na˜o foi
encontrado na literatura e na˜o vai ser tratado neste trabalho. A incerteza nestes valores
implicaria em rever a restric¸a˜o de conservac¸a˜o de fluxo da rede pois o fluxo pode ser um
nu´mero fuzzy. Ainda na˜o e´ poss´ıvel fazer este tipo de estudo baseados nos trabalhos atuais.
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Neste cap´ıtulo, os dois paraˆmetros a serem estudados, cij e uij , podem apresentar incerteza
nos valores. Isto nos leva a observar a relac¸a˜o entre eles. Uma soluc¸a˜o deste problema que atende
a demanda na rede sem violar a capacidade dos arcos (isto e´, grau de pertineˆncia do fluxo igual a
1) pode apresentar um alto custo. Por outro lado, havendo uma violac¸a˜o na capacidade podemos
ter uma soluc¸a˜o fact´ıvel com grau de pertineˆncia igual a α, α ∈ [0, 1], e um custo menor.
Primeiro, um estudo considerando separadamente cada varia´vel foi realizado com intuito
de observar o comportamento individual. A partir destas observac¸o˜es, um algoritmo geral e´
proposto.
9.2 Problema de fluxo de custo mı´nimo com incerteza na capa-
cidade dos arcos
Considere o problema cla´ssico apresentado na Sec¸a˜o 9.1, mas com a capacidade dos arcos
desta rede representadas por nu´meros fuzzy u˜ij como na Figura 9.1:
uij u¯ij
0
1
u
µ(u)
Figura 9.1: Capacidade fuzzy de um arco
Nesta figura, podemos observar que o uso de um arco por um fluxo (crisp) tem associado um
grau de pertineˆncia µij(u), u ∈ [0, u¯ij ] e µij(u) ∈ [0, 1]. No caso de u ≤ uij o valor de pertineˆncia
e´ igual a 1 e pode ser considerado como no caso crisp.
Para obter uma soluc¸a˜o fact´ıvel, segundo algum grau de pertineˆncia, primeiro temos que
proceder um estudo sobre a incerteza em relac¸a˜o a` capacidade nos arcos. Neste caso, o tra-
tamento na˜o e´ o mesmo fornecido pelo problema de fluxo ma´ximo, pois o objetivo aqui e´ de
atender a uma demanda conhecida na rede e na˜o de descobrir qual o maior fluxo que a rede
suporta. Portanto, a observac¸a˜o dos conjuntos de corte na˜o se aplica aqui.
No entanto, se procedermos α-cortes podemos encontrar soluc¸o˜es com graus de pertineˆncia
iguais a α. Isto e´, o problema aceita violar a capacidade de determinados arcos, mas a soluc¸a˜o
tem grau de pertineˆncia α, ou um grau de confiabilidade, no conjunto de soluc¸o˜es o´timas. Para
cada α-corte , resolve-se um problema crisp por meio de algoritmos conhecidos. Com isso teremos
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um conjunto de soluc¸o˜es, sendo que a medida em que se reduz o custo, tambe´m se reduz o grau
de confiabilidade no atendimento do fluxo na soluc¸a˜o. Este racioc´ınio segue a do trabalho de
(Delgado et al., 1990) para problemas com grau de pertineˆncia associados aos no´s e arcos de um
grafo e pode ser visto na Sec¸a˜o 4.2.
Isto nos leva a um algoritmo simples para construc¸a˜o do conjunto de soluc¸o˜es, similar ao
caso do problema com estrutura de grafos fuzzy.
9.2.1 Algoritmo proposto para o problema de fluxo de custo mı´nimo com
capacidade fuzzy: PFCM01
Passo 0: Seja um grafo G = (N,A) com custo cij , (i, j) ∈ A e capacidade fuzzy u˜ij . Defina o
nu´mero de partic¸o˜es do intervalo h. Para αk = kh , k = 1, . . . , h, execute o passo 1:
Passo 1: Resolva o problema crisp associado com uij = (u˜ij)α. Seja F a soluc¸a˜o encontrada
para o problema de fluxo de custo mı´nimo. Fac¸a:
Fk ← F (9.4)
Ck ←
∑
(i,j)∈F
cij
αk ←
∧
(i,j)∈F
µij = min
(i,j)∈F
(µij)
onde αk e´ o valor de pertineˆncia da soluc¸a˜o Fk com custo Ck. Volte ao passo 0.
9.3 Problema de fluxo de custo mı´nimo com custo dos arcos
fuzzy
Neste caso, o custo associado a cada arco e´ um nu´mero fuzzy. Este problema na˜o e´ ta˜o
fa´cil de se analisar quanto os outros, pois na˜o temos conjunto de corte como no problema de
fluxo ma´ximo (veja Cap´ıtulo 8) e a ana´lise do valor de possibilidade do problema e´ diferente
do observado por (Okada, 2004), em que a interatividade dos arcos das soluc¸o˜es fact´ıveis e´
analisada.
Neste caso, teremos um fluxo associado a cada arco, que pode na˜o ser igual para cada soluc¸a˜o
a ser comparada. Isso torna mais complexo o ca´lculo do grau de possibilidade para cada arco,
pois este valor pode ser dependente do fluxo.
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No caso de considerarmos todo o conjunto de arcos por onde passa o fluxo soluc¸a˜o (fact´ıvel) do
problema e na˜o cada parte deste conjunto, seria uma comparac¸a˜o de nu´meros fuzzy simples, como
realizada utilizando o valor de possibilidade dado pela func¸a˜o de (Dubois e Prade, 1980), descrita
na equac¸a˜o 2.6 e procedendo como nos cap´ıtulos anteriores. Mas como tratar a interatividade
das soluc¸o˜es neste caso? E´ poss´ıvel fazer isso?
Vamos observar um exemplo da Figura 9.2:
01
02
03
04
(2,4)
(3,2)
(3,1)
(4,3)
(1,2)
(1,4) (0,1,2)
(-3,-2,-1)
(-2,-1,0)
(0,1,2)
(4,5,6)
(2,3,4)
custoarco
0
1
2
-3
5
2
2
5
3
5
uij
bi
Figura 9.2: Exemplo de um problema de fluxo de custo mı´nimo
com uij a capacidade de cada arco, bi a capacidade de cada no´ e c˜ij o comprimento fuzzy dado
na tabela ao lado do exemplo, sendo que o comprimento e´ um nu´mero triangular fuzzy. Sejam
algumas soluc¸o˜es fact´ıveis encontradas, apresentadas na Figura 9.3:
0401
03
02
2
3
C=(8,13,18)
01 04
02
03
2
C=(−2,5,12)
1
22
04
02
01
2
1
2
03
C=(−4,1,6)
Figura 9.3: Soluc¸o˜es do problema anterior: (a), (b), (c)
Podemos notar pelos custos do fluxo resultante, C, que existe um valor de possibilidade de
cada um ser a melhor soluc¸a˜o. Mas os fluxos nos arcos sa˜o diversos.
Neste trabalho, a princ´ıpio vamos considerar o ca´lculo do valor de possibilidade do modo
na˜o interativo. Com isso, nosso problema resume-se a encontrar as soluc¸o˜es fact´ıveis, visto que
os algoritmos desenvolvidos para o problema de fluxo de custo mı´nimo encontram uma soluc¸a˜o
fact´ıvel no final da execuc¸a˜o.
Para obter soluc¸o˜es fact´ıveis, vamos trabalhar com as capacidades dos arcos para desviar
fluxo para rotas alternativas. Com isso, pretendemos enumerar todas as soluc¸o˜es poss´ıveis. A
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partir de uma soluc¸a˜o crisp baseada em valores modais (ver Cap´ıtulo 4), vamos tentar obter
outras soluc¸o˜es fact´ıveis para construc¸a˜o do conjunto soluc¸a˜o fuzzy. Em cada arco desta soluc¸a˜o
crisp, tenta-se desviar o fluxo para outras sub-rotas. Quando isto na˜o for poss´ıvel, pro´ıbe-se este
arco de sofrer outras alterac¸o˜es e tomamos outro arco da soluc¸a˜o para repetir o procedimento
ate´ que na˜o exista arco para tentar desviar o fluxo.
9.3.1 Algoritmo
Seja um grafo G = (N,A) com custo c˜ij , (i, j) ∈ A e capacidade uij . Seja α dado.
Passo 0: Resolva o problema crisp associado sendo cij = minµcij (u)=1 u. Seja Fmax a soluc¸a˜o
do problema. Fac¸a S ← {Fmax1 } e F¯ ← Fmax
Passo 1: Verifique quais arcos de F¯ , na˜o proibidos, possuem xij = uij e dentre eles, qual possui
a menor capacidade. Tente desviar uma unidade de fluxo para outro caminho. Calcule o
valor de possibilidade entre esta nova soluc¸a˜o F com Fmax. Se o valor de possibilidade, β,
for maior do que α, enta˜o fac¸a S ← S⋃{Fβ } e uij ← uij − 1 e F¯ ← F . Caso contra´rio,
pro´ıba este arco de sofrer alterac¸a˜o em sua capacidade e va´ para o passo 2:
Passo 2: Atribua o valor original de capacidade aos arcos proibidos. Se ainda houver arcos
que podem sofrer alterac¸o˜es em sua capacidade, volte ao Passo 1. Caso contra´rio, FIM.
9.4 Confiabilidade vs. Otimalidade do conjunto
Nos casos anteriores, cada paraˆmetro foi estudado separadamente. Quando observa-se a in-
certeza na capacidade, verifica-se que o conjunto soluc¸a˜o encontrado possui soluc¸o˜es em que o
fluxo nos arcos teˆm confiabilidade dada pelo valor de pertineˆncia no conjunto. Quando estuda-
mos o custo fuzzy dos arcos, verificamos que o fluxo assume um valor de possibilidade de ser a
soluc¸a˜o com menor custo fuzzy.
Quando estamos em um problema em que tanto a capacidade quanto o custo sa˜o nu´meros
fuzzy, enta˜o no Passo 1 do algoritmo proposto na Sec¸a˜o 9.2.1, ao inve´s de resolver o problema
crisp, resolve-se o problema fuzzy. Neste caso, como seria a relac¸a˜o entre a confiabilidade da
soluc¸a˜o e a otimalidade? No caso, pode-se utilizar o valor de pertineˆncia em relac¸a˜o a` capacidade
dos arcos como valor de corte para o conjunto soluc¸a˜o. Assim, para um valor de confiabilidade
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mais alto, o conjunto de soluc¸o˜es seria mais reduzido tambe´m. Outras abordagens podem ser
estudadas.
9.4.1 Algoritmo proposto para o problema de fluxo de custo mı´nimo com
custo fuzzy: PFCM02
Passo 0: Seja um grafo G = (N,A) com custo c˜ij , (i, j) ∈ A e capacidade u˜ij . Defina o
nu´mero de partic¸o˜es do intervalo h. Para αk = kh , k = 1, . . . , h, execute o passo 1:
Passo 1: Resolva o problema com custos fuzzy, capacidade igual a (uij)α, e valor de corte
do conjunto soluc¸a˜o igual a α utilizando o algoritmo da Sec¸a˜o 9.3.1. Seja F a soluc¸a˜o
encontrada para o problema de fluxo de custo mı´nimo. Fac¸a:
F˜k ← F˜ (9.5)
C˜k ←
∑
(i,j)∈F˜
c˜ij
αk ←
∧
(i,j)∈F˜
µij = min
(i,j)∈F˜
(µij)
onde αk e´ o valor de confiabilidade da soluc¸a˜o F˜k com custo C˜k. Fac¸a k ← k + 1
9.4.2 Exemplo
Vamos tomar o exemplo da Figura 9.2. Se calcularmos o problema crisp, com custo dos arcos
igual ao valor modal (vide Cap´ıtulo 4), a primeira soluc¸a˜o da Figura 9.3(a) e´ obtida como soluc¸a˜o
de maior grau de possibilidade.
C=(2,7,12)
03
04
02
01
1
1
1
1
1
02
01
2
11
03
2
0401
02
04
03
1
1
1
2
C=(−1,4,9)C=(3,9,15)
Figura 9.4: Outras soluc¸o˜es do exemplo: (d),(e) e (f)
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Neste exemplo, ao tentarmos retirar o arco (1, 4), percebemos que na˜o existe soluc¸a˜o fact´ıvel
que na˜o use este arco. Enta˜o, passamos a observar outro arco (3, 2). Retirando uma unidade
de fluxo deste arco e desviando, obtemos outra soluc¸a˜o, dada na Figura 9.4(d) e (e). Desviando
duas unidades de fluxo obtemos a terceira soluc¸a˜o da Figura 9.3 (c). Passando para o arco
(2, 4); retirando uma unidade de fluxo obtemos a Figura 9.4(f) e se retirarmos as duas unidades
de fluxos, obte´m-se a segunda soluc¸a˜o da Figura 9.3(b). Neste exemplo, na˜o existem outras
soluc¸o˜es. Em problemas maiores, deve-se observar soluc¸o˜es que na˜o utilizam os arcos da soluc¸a˜o
de maior grau de possibilidade para verificar o grau destas soluc¸o˜es.
O grau de possibilidade das soluc¸o˜es apresentadas serem a soluc¸a˜o de custo mı´nimo e´ dada
na tabela 9.1
(a) (b) (c) (d) (e) (f)
D 1,0000 0,0000 0,6667 0,4000 0,2727 0,7000
Tabela 9.1: Grau de possibilidade de cada soluc¸a˜o
Neste tipo de problema, calcular o grau de pertineˆncia de cada arco pertencente a uma
soluc¸a˜o requer cuidados, pois a estes arcos esta˜o associados fluxos. Este tipo de abordagem sera´
tratada em trabalhos futuros. Uma das opc¸o˜es poss´ıveis e´ a determinac¸a˜o do grau de pertineˆncia
do fluxo em um arco, ao inve´s de calcular o grau de pertineˆncia do arco na soluc¸a˜o.
O problema de fluxo de custo mı´nimo ainda esta´ em fase inicial de estudo, visto a dificuldade
em se tratar os diferentes paraˆmetros associados. Os algoritmos aqui sugeridos sa˜o apenas via´veis
para problemas pequenos, mas sugerem algumas questo˜es que podem ser estudadas.
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Cap´ıtulo 10
Concluso˜es e trabalhos futuros
Neste trabalho, estudou-se alguns tipos de incerteza nos problemas cla´ssicos de grafos e fluxos
em redes, do ponto de vista dos algoritmos e da teoria associada. Foi realizado um levantamento
bibliogra´fico e os trabalhos relevantes foram estudados e comentados no decorrer deste trabalho.
Os problemas abordados: caminho mı´nimo (Cap´ıtulo 5), a´rvore geradora mı´nima (Cap´ıtulo 6),
emparelhamento (Cap´ıtulo 7), fluxo ma´ximo (Cap´ıtulo 8) e fluxo de custo mı´nimo (Cap´ıtulo 9),
foram discutidos e os seus algoritmos foram apresentados, melhorados e/ou desenvolvidos.
Para o problema do caminho mı´nimo fuzzy, Cap´ıtulo 5, foi feita uma revisa˜o bibliogra´fica
sobre os trabalhos desenvolvidos e os algoritmos mais relevantes foram descritos. Uma modi-
ficac¸a˜o do algoritmo de Okada (2001) para o problema de caminho mı´nimo com custo fuzzy foi
apresentada, visando a reduc¸a˜o no nu´mero de comparac¸o˜es de soluc¸o˜es e o descarte de caminhos
que na˜o participam do conjunto soluc¸a˜o. Para o problema de caminho mı´nimo em que a estru-
tura de grafos e´ fuzzy, foi apresentada uma adaptac¸a˜o do algoritmo fundamental proposto por
(Delgado et al., 1990) para o problema. Ale´m disso, heur´ısticas para encontrar subconjuntos
de soluc¸o˜es e uma heur´ıstica para encontrar o caminho com maior grau de pertineˆncia foram
propostos.
No Cap´ıtulo 6, o problema da a´rvore geradora mı´nima foi estudado. O algoritmo para o
problema com paraˆmetros fuzzy foi desenvolvido, considerando o trabalho de (Okada, 2001)
para construir o conjunto soluc¸a˜o do problema. Para este problema, tambe´m foi proposto um
algoritmo gene´tico para encontrar um conjunto soluc¸a˜o aproximado. Para o problema com
estrutura do grafo fuzzy, foi apresentado o trabalho de (Delgado et al., 1990) e (Chunde, 1996).
Algumas heur´ısticas foram propostas, dentre elas a que encontra a a´rvore geradora com maior
grau de pertineˆncia.
Em relac¸a˜o aos problemas de emparelhamento, Cap´ıtulo 7, os algoritmos exato e gene´tico
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para o problema de designac¸a˜o foram desenvolvidos neste trabalho, baseados em observac¸o˜es
feitas para o problema da a´rvore geradora mı´nima. O problema do casamento esta´vel foi es-
tudado por (Nair, 2000) e apresentado neste trabalho como um dos problemas que podem ser
abordados em emparelhamento.
Chanas (1987) desenvolveu uma se´rie de trabalhos referente ao problema de fluxo ma´ximo,
em que incertezas sa˜o associadas tanto a` capacidade quanto a` estrutura do grafo. No Cap´ıtulo
8, sa˜o apresentados os algoritmos mais relevantes da literatura. Um algoritmo exato e uma
heur´ıstica foram desenvolvidos, considerando que na˜o existe a informac¸a˜o do grau de satisfac¸a˜o
do decisor. Para o problema em que a estrutura do grafo e´ fuzzy, o trabalho de (Chanas
et al., 1995) e´ descrito.
Finalmente, para o problema de fluxo de custo mı´nimo foi desenvolvido, no Cap´ıtulo 9, um
algoritmo para encontrar o conjunto soluc¸a˜o do problema, considerando custo e/ou capacidade
fuzzy. Dada a dificuldade em se tratar um problema em que dois paraˆmetros sa˜o fuzzy, apenas
problemas pequenos podem ser tratados pelo algoritmo descrito.
A incerteza pode estar em diversos n´ıveis, a soluc¸a˜o requisitada pelo decisor pode ser diversa,
dependendo das suas necessidades. Os algoritmos exatos apresentados podem ser aprimorados
atrave´s de melhorias na programac¸a˜o e no estudo da comparac¸a˜o dos candidatos a` soluc¸a˜o.
No entanto, as heur´ısticas e meta-heur´ısticas abordadas em cada Cap´ıtulo mostraram-se
atraentes. Considerando o tipo de soluc¸a˜o requerida e o tamanho do problema, as heur´ısticas
apresentam uma soluc¸a˜o aproximada em um tempo computacional significativamente reduzido.
Um estudo sobre a diversidade da populac¸a˜o inicial nos algoritmos gene´ticos deve ser realizado
em trabalhos futuros para garantir uma explorac¸a˜o mais eficiente do espac¸o de soluc¸a˜o. Tambe´m
pode ser feito um estudo para outras te´cnicas heur´ısticas ou meta-heur´ısticas, notadamente os
algoritmos meme´ticos para obter as melhores soluc¸o˜es do conjunto soluc¸a˜o fuzzy (Buriol, 2000) e
das te´cnicas de sistemas imunolo´gicos artificiais (Silva, 2001). Por exemplo, selec¸a˜o clonal, tendo
em vista que o operador de mutac¸a˜o foi o mais eficiente nos algoritmos gene´ticos implementados.
Outros problemas tambe´m podem ser estudados sob a teoria de conjuntos fuzzy:
Problemas de clustering: com trabalhos iniciais feitos por (Yeh e Bang, 1975), mas existem
algoritmos eficientes para este problema considerando redes neurais fuzzy ao inve´s de
utilizar sua estrutura de grafos.
problemas de transporte: veja exemplo em (Chanas et al., 1995).
problemas de multicommodity, dentre outros.
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estes sera˜o objeto de trabalhos futuros, com o desenvolvimento pre´vio da teoria necessa´ria para
viabilizar o estudo destes problemas.
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Apeˆndice A
Noc¸o˜es sobre a Teoria de Grafos
Neste apeˆndice, apresentamos os conceitos ba´sicos da teoria de grafos necessa´rio para a
compreensa˜o deste trabalho. Para um estudo mais completo, sugerimos o Cap´ıtulo 2 de (Ahuja
et al., 1993) e os cap´ıtulos subsequ¨entes com os problemas relativos a grafos. Outras refereˆncias
utilizadas neste trabalho para os conceitos da teoria de grafos e os seus algoritmos sa˜o: (Harary,
1972), (Bazaraa et al., 1990), (Wilson e Watkins, 1990) e (Goldbarg e Luna, 2000).
Para facilitar o uso, os to´picos esta˜o organizados em ordem alfabe´tica.
Arco: um par ordenado (i, j) sendo i o no´ de origem do arco e j o no´ de destino. Neste caso,
se aij e´ um arco , enta˜o aij 6= aji (Figura A.1).
ji
Figura A.1: Exemplo de um arco (i, j)
Aresta: um par na˜o ordenado {i, j}. Neste caso, se aij e´ uma aresta, temos necessariamente
que aij = aji (Figura A.2).
i j
Figura A.2: Exemplo de uma aresta {i, j}
A´rvore: um subgrafo conectado e sem ciclos.
A´rvore geradora: Seja um grafo G = (N,A). Uma a´rvore geradora e´ um subgrafo gerador
de G que na˜o possui ciclos (Figura A.3).
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Figura A.3: Exemplo de uma a´rvore geradora
A´rvore geradora mı´nima: Seja G = (N,A) um grafo e cij > 0 os custos dos arcos (ou
arestas). Uma a´rvore geradora mı´nima e´ uma a´rvore geradora, T , com menor custo total
C =
∑
(i,j)∈T
cij . Veja Figura 6.1, no Cap´ıtulo 6.
Cadeia: uma sequ¨eˆncia na˜o orientada de no´s e arestas, sem repetic¸o˜es de no´s (Figura A.4).
1 43
2
Figura A.4: Exemplo de uma cadeia
Caminho: uma sequ¨eˆncia orientada de no´s e arcos, sem repetic¸o˜es de no´s (Figura A.5).
1
43
2
Figura A.5: Exemplo de um caminho
Capacidade de um arco (ou aresta): sa˜o valores referentes a quantidade mı´nima (lij) e
ma´xima (uij) de fluxo (xij) que pode ser transportada pelo arco (ou aresta).
Ciclo: um cadeia fechada (Figura A.6).
1
3
2
Figura A.6: Exemplo de um ciclo em um grafo
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Circuito: uma caminho fechado (Figura A.7).
4
1
2
3
Figura A.7: Exemplo de um circuito em um grafo
Clique: um grafo onde existe um arco conectando cada par de no´s.
Componente: e´ um subgrafo conectado de G que na˜o e´ subgrafo pro´prio de nenhum outro
subgrafo de G.
Conjunto de corte [X, X¯]: Seja um grafo G = (N,A). Seja X ⊂ N e X¯ = N − X.
[X, X¯] = {(i, j) ∈ A|i ∈ X, j ∈ X¯}, ou seja, um conjunto de corte e´ formado pelos arcos
que conectam X a X¯ (Figura A.8).
X={3,5,6}
X={1,2,4}
_
_
6
4 5
32
11
2 3
54
6
[X,X]={(2,3),(2,5),(4,5)}
Figura A.8: Exemplo de um conjunto de corte [X, X¯]
Custo de um arco: Para um problema de grafos e´ o valor associado ao escolher uma aresta
(ou arco) para a soluc¸a˜o de um problema. Se um fluxo estiver associado ao grafo, e´ o valor
associado para se passar uma unidade de fluxo nesta aresta (ou arco), desde que na˜o viole
a capacidade deste.
Floresta: um grafo desconexo sendo que todas as suas componentes sa˜o a´rvores (Figura A.9).
Fluxo: e´ uma maneira de se enviar objetos, pessoas, etc. sobre arestas (ou arcos) de um no´s
para outro do grafo. Associamos nu´meros aos no´s e arcos (ou arestas) de um grafo, nor-
malmente designando uma capacidade (mı´nima e ma´xima) destes no´s e arcos (ou arestas).
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Figura A.9: Exemplo de floresta
Grafo: ou rede. Um par de conjuntos N e A, na˜o vazios, finitos sendo que N e´ o conjunto de
no´s e A e´ o conjunto de arcos (ou arestas) tal que para (i, j) ∈ A (ou {i, j} ∈ A), enta˜o
i, j ∈ N .
OBS: Alguns autores na˜o fazem distinc¸a˜o entre estes dois conceitos. Outros admitem que
o conceito de rede pressupo˜e a presenc¸a de fluxo.
Grafo bipartido: Seja um grafo G = (N,A). O grafo e´ bipartido se N = N1
⋃
N2 tal que
N1
⋂
N2 = ∅, |N1| = |N2| = n e para (i, j) ∈ A, temos que i ∈ N1 e j ∈ N2 (Figura A.10).
N 21 N
Figura A.10: Exemplo de um grafo bipartido
Grafo completo: um grafo onde existe um arco (ou aresta) conectado cada par de no´s do
grafo. Neste caso, temos para um grafo com n no´s, C2n =
n(n−1)
2 arcos (ou arestas) (Figura
A.11).
Figura A.11: Exemplo de grafo completo
Grafo conectado: um grafo (ou rede) e´ conectado se sempre existe um caminho (ou cadeia)
ligando qualquer par de no´s. Caso contra´rio o grafo e´ dito desconectado. Um grafo e´ dito
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fortemente conectado se existe um caminho ligando dois no´s quaisquer. Se existe uma
cadeia ligando dois no´s quaisquer, enta˜o o grafo e´ dito fracamente conectado.
1 2 3321
Figura A.12: Exemplo de grafo fortemente e fracamente conectado
Grafo misto: um grafo G = (N,A) onde A e´ um conjunto de arcos e arestas (Figura A.13).
Figura A.13: Exemplo de um grafo misto
Grafo na˜o orientado: um grafo G = (N,A) onde A e´ um conjunto de arestas. Veja Figura
A.11.
Grafo orientado (digrafo): um grafo G = (N,A) onde A e´ um conjunto de arcos. Veja
Figura A.14.
Grau de um no´: se refere ao nu´mero de arcos (ou arestas) incidentes no referido no´. Na
Figura A.11, todos os no´s tem o mesmo grau 3.
Lac¸o: um arco (ou aresta) em que os no´s de origem e destino do arco sa˜o os mesmo, ou seja
(i, j), i = j (Figura A.14).
1
4
3 2
Figura A.14: Exemplo de um lac¸o em um grafo orientado
No´: tambe´m conhecidos como ve´rtices ou pontos. Um dos conjuntos que caracterizam um
grafo.
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No´-folha: ou no´ terminal. No´ com grau 0 ou 1. Na Figura A.15, os no´s s e t sa˜o no´s terminais,
ou no´s folhas.
No´-interno: qualquer no´ que na˜o seja um no´-folha.
No´ origem: Em um problema de fluxos em redes, um no´ de origem e´ um no´ capacitado. Se
bi e´ o paraˆmetro referente a capacidade do no´ i, enta˜o bi > 0. Esta´ associado ao depo´sito,
a` mate´ria-prima, etc. Na Figura A.15, o no´ s e´ um no´ destino.
No´ destino: Em um problema de fluxos em redes, um no´ de destino e´ um no´ capacitado. Se bi
e´ o paraˆmetro referente a capacidade do no´ i, enta˜o bi < 0. Esta´ associado ao consumidor,
a demanda, etc. Na Figura A.15, o no´ t e´ um no´ destino.
No´ de transbordo: Em um problema de fluxos em redes, um no´ de transbordo e´ um no´ na˜o
capacitado. Se bi e´ o paraˆmetro referente a capacidade do no´ i, enta˜o bi = 0. Na Figura
A.15, os no´s 1, 2, 3 e 4 sa˜o no´s de transbordo (Figura A.15).
b=0
1
23
4
s t
b=3 b=−3
b=0
b=0 b=0
Figura A.15: Exemplo de no´s capacitados
Rede: vide grafo.
Subgrafo: G′ = (N ′, A′) do grafo G = (N,A) e´ um sugrafo se N ′ ⊆ N e A′ ⊆ A.
Subgrafo gerador: e´ um subgrafo onde N ′ ≡ N (Figura A.16).
G’G
Figura A.16: Exemplo de um sugrafo gerador
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Apeˆndice B
Noc¸o˜es sobre algoritmos gene´ticos
Neste apeˆndice, temos algumas noc¸o˜es de algoritmos gene´ticos. A intenc¸a˜o aqui na˜o e´ a de
produzir um texto completo sobre algoritmos gene´ticos, apenas disponibilizar a informac¸a˜o dos
conceitos utilizados nesta dissertac¸a˜o, de modo a facilitar a compreensa˜o dos algoritmos. Estas
informac¸o˜es foram extra´ıdas das notas de aulas em (Gudwin e Zuben, 2000). Para um estudo
mais aprofundado, veja em (Michalewicz, 1996).
Desenvolvido inicialmente por Holland (Holland, 1992) nos anos 60, os algoritmos gene´ticos
foram desenvolvidos para estudar formalmente os fenoˆmenos de adaptac¸a˜o, naturais ou arti-
ficiais, com o propo´sito de importar estes mecanismos de adaptac¸a˜o para ambientes compu-
tacionais. Nesta e´poca, os cientistas da computac¸a˜o ja´ estudavam sistemas evolutivos com o
objetivo e utiliza´-los como uma ferramenta de otimizac¸a˜o em problemas de engenharia (Gudwin
e Zuben, 2000).
Um algoritmo gene´tico e´ considerado um me´todo fraco (um me´todo gene´rico aplicado em um
ambiente gene´rico) que deve ser utilizado apenas quando me´todos fortes (me´todos gene´ricos em
ambientes espec´ıficos) e/ou espec´ıficos (me´todos espec´ıficos em ambientes espec´ıficos) falham.
Embora na˜o garantam eficieˆncia total na obtenc¸a˜o da soluc¸a˜o, geralmente garantem uma boa
aproximac¸a˜o. Outra caracter´ıstica e´ que os algoritmos gene´ticos operam em problemas na˜o-
lineares, na˜o estaciona´rios e problemas com explosa˜o combinato´ria de candidatos a soluc¸a˜o,
uma grande vantagem em relac¸a˜o a outras te´cnicas (Gudwin e Zuben, 2000).
As regras de evoluc¸a˜o sa˜o simples: as espe´cies evoluem aleatoriamente (via operadores de
mutac¸a˜o, recombinac¸a˜o e outros), estando sujeitas a` selec¸a˜o natural sob recursos limitados. Os
indiv´ıduos mais adaptados sobrevivem e se reproduzem, propagando seu material gene´tico a`s
pro´ximas gerac¸o˜es.
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Para facilitar a leitura desta dissertac¸a˜o, os conceitos foram organizados em ordem alfabe´tica,
como em um pequeno glossa´rio:
Alelos: dois genes que se encontram nas mesmas posic¸o˜es de dois cromossomos e sa˜o res-
ponsa´veis por uma determinada caracter´ıstica.
Codificac¸a˜o: em algoritmos gene´ticos, consiste na determinac¸a˜o da estrutura do cromossomo.
Os algoritmos gene´ticos cla´ssicos adotam a codificac¸a˜o bina´ria, isto e´, cada gene (bit) pode
assumir valores 0 ou 1. Outras codificac¸o˜es sa˜o a inteira e a real. Respectivamente, nestas
codificac¸o˜es valores inteiros ou reais sa˜o associados a cada bit. No caso da codificac¸a˜o
mista, mais de um tipo de codificac¸a˜o devem estar combinados em um cromossomo.
Cromossomo: estrutura nucleoprote´ica formada por uma cadeia de DNA, sendo a base f´ısica
dos genes nucleares, os quais esta˜o dispostos linearmente. Em algoritmos gene´ticos, um
cromossomo haplo´ide (apenas uma cadeia de DNA representa o cromossomo) geralmente
corresponde a uma cadeia de bits que representa um candidato a` soluc¸a˜o do problema.
gene
1 0 0 0 1 11
Figura B.1: Exemplo de cromossomo com codificac¸a˜o bina´ria
Feno´tipo: e´ a manifestac¸a˜o do geno´tipo no comportamento, fisiologia e morfologia do in-
div´ıduo, como um produto de sua interac¸a˜o com o ambiente.
Func¸a˜o de avaliac¸a˜o (fitness): medida que avalia a capacidade de adaptac¸a˜o e de reproduc¸a˜o
de um indiv´ıduo.
Genes: blocos funcionais de DNA, os quais codificam uma prote´ına espec´ıfica. No caso do
algoritmo gene´tico, um gene corresponde a um u´nico bit, ou enta˜o a um pequeno bloco de
bits adjacentes que codificam um elemento particular da soluc¸a˜o candidata.
Gerac¸a˜o: Em algoritmos gene´ticos, uma iterac¸a˜o que consiste: selec¸a˜o para reproduc¸a˜o, a
reproduc¸a˜o e a selec¸a˜o para a nova populac¸a˜o.
Genoma: conjunto de todos os cromossomos que compo˜e o material gene´tico do organismo.
Geno´tipo: representa o conjunto espec´ıfico de genes do genoma. Nesta caso, indiv´ıduos com o
mesmo genoma sa˜o ditos terem o mesmo geno´tipo. Em algoritmos gene´ticos, uma soluc¸a˜o
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potencial de um dado problema pode ser codificada na forma de uma ou mais cadeias
cromossoˆmicas.
Mutac¸a˜o: um erro ocorrido durante a reproduc¸a˜o que causa a mudanc¸a de um determinado
alelo por outro. Em algoritmos gene´ticos, uma pertubac¸a˜o na informac¸a˜o contida em um
determinado gene. Dentre os operadores de mutac¸a˜o temos:
Mutac¸a˜o aleato´ria: Escolhe-se um indiv´ıduo, sorteia-se a percentagem de genes que
sera˜o trocados e sorteia-se um valor para os genes, dentro do intervalo permitido pelo
alelo.
01 110001 0 1 1100
Figura B.2: Exemplo de mutac¸a˜o simples
Mutac¸a˜o indutiva: Semelhante a` mutac¸a˜o aleato´ria, so´ que o valor a ser sorteado para
o alelo e´ somado ao valor atual do alelo, na˜o substitu´ıdo.
2,5
+∆
1,3 0,00,51,51,01,22,51,2 1,0 0,00,51,50,8
Figura B.3: Exemplo de mutac¸a˜o indutida em um cromossomo com codificac¸a˜o real
Populac¸a˜o: conjunto de indiv´ıduos. Em algoritmos gene´ticos existem duas abordagens em
relac¸a˜o a populac¸a˜o. Na abordagem Michigan, a populac¸a˜o como um todo e´ a soluc¸a˜o
do problema. Na abordagem Pittsburgh, cada indiv´ıduo da populac¸a˜o corresponde a uma
soluc¸a˜o do problema.
1 0 0 0 1 0 1 1 1
indivíduos
0 0 0 0 0 0 1 0 0
1 0 1 1 0 0 0 0 0
1 1 0 0 0 0 1 1 0
0 0 0 1 1 0 0 0 0
1 1 1 1 1 1 1 1 1
1 0 1 0 1 0 1 0 1
0 0 0 1 1 1 0 1 0
Figura B.4: Exemplo de uma populac¸a˜o de oito indiv´ıduos
Recombinac¸a˜o (crossover): consiste na troca aleato´ria de material gene´tico entre dois cro-
mossomos. Existem alguns tipos de recombinac¸a˜o, dentre eles:
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Crossover simples (de um ponto): Escolhe-se dois indiv´ıduos da populac¸a˜o, determina-
se o ponto de corte e efetua-se o crossover trocando as duas partes posteriores ao ponto
de corte.
Filho 1
Pai 2
Pai 1
ponto de corte
Filho 2
Figura B.5: Exemplo de um crossover de um ponto
Crossover de dois pontos: Escolhe-se dois indiv´ıduos da populac¸a˜o, determina-se dois
pontos de corte e efetua-se o crossover trocando as partes do cromossomo entre os
pontos de corte.
Filhos
Pontos de corte
Figura B.6: Exemplo de um crossover de dois pontos
Crossover uniforme: Escolhe-se dois indiv´ıduos da populac¸a˜o e efetua-se o crossover
trocando alguns alelos entre os dois indiv´ıduos.
Pais Filhos
Figura B.7: Exemplo de um crossover de dois pontos
Crossover OX: Utilizado no problema do Caixeiro Viajante (Buriol, 2000), com a co-
dificac¸a˜o inteira. Escolhe-se dois indiv´ıduos da populac¸a˜o, copia-se um trecho de um
dos indiv´ıduos e o restante do cromossomo do novo indiv´ıduo e´ preenchido com as
informac¸o˜es do outro indiv´ıduo, na mesma sequeˆncia evitando valores repetidos nos
genes.
01
05 08030601020407
02 0107050806
0504
0403
0807 060302
Trecho selecionado
Trecho selecionado
Figura B.8: Exemplo de um crossover OX com codificac¸a˜o inteira
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Reproduc¸a˜o: pode ser assexuada. Neste caso, a informac¸a˜o gene´tica e´ transmitida sem
alterac¸o˜es aos novos indiv´ıduos, salvo mutac¸o˜es ocorridas durante a reproduc¸a˜o. No caso da
reproduc¸a˜o sexuada, a informac¸a˜o de dois indiv´ıduos pais sa˜o combinadas para a formac¸a˜o
de um novo indiv´ıduo.
Roulette Wheel (Roleta): uma te´cnica de selec¸a˜o, em que a probabilidade de um cromossomo
ser escolhido e´ diretamente proporcional ao seu valor na func¸a˜o de fitness.
Selec¸a˜o: Geralmente a selec¸a˜o e´ utilizada para escolher os indiv´ıduos para a pro´xima gerac¸a˜o.
Os mecanismos mais comuns para a selec¸a˜o sa˜o:
Elitista: sa˜o selecionados uma percentagem dos melhores indiv´ıduos da populac¸a˜o in-
termedia´ria.
Aleato´ria salvacionista: o melhor indiv´ıduo da populac¸a˜o intermedia´ria e´ selecionado
para a nova gerac¸a˜o e os indiv´ıduos restantes sa˜o escolhidos aleatoriamente.
Aleato´ria na˜o-salvacionista: a nova gerac¸a˜o e´ escolhida aleatoriamente da populac¸a˜o
intermedia´ria.
por Diversidade: sa˜o selecionados os indiv´ıduos mais diversos na populac¸a˜o inter-
media´ria, a partir do melhor indiv´ıduo.
Bi-classista: Sa˜o selecionados os P% melhores indiv´ıduos e os (100 − P )% piores in-
div´ıduos.
por Torneio: dois indiv´ıduos sa˜o escolhidos aleatoriamente. Um nu´mero aleato´rio r,
entre 0 e 1 e´ gerado. Se r < k (k um paraˆmetro dado) o melhor dos indiv´ıduos e´
escolhido. Sena˜o o outro e´ escolhido.
Steady-State: a populac¸a˜o original e´ mantida, com a excessa˜o de alguns indiv´ıduos
menos adaptados.
B.1 Um esboc¸o do algoritmo gene´tico utilizado neste trabalho
Aqui apresentamos um esquema ba´sico do algoritmo gene´tico utilizado nesta dissertac¸a˜o.
Para cada problema, este algoritmo e´ adaptado: como gerar os indiv´ıduos da populac¸a˜o inicial
e nos valores dos paraˆmetros associados; operadores de mutac¸a˜o e recombinac¸a˜o; a taxas de
mutac¸a˜o e recombinac¸a˜o, percentagem de selec¸a˜o de indiv´ıduos para reproduc¸a˜o e para a nova
gerac¸a˜o, etc.
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Passo 0: Criar a populac¸a˜o inicial, com K indiv´ıduos, segundo o crite´rio adotado para cada
problema. Seja P a populac¸a˜o. Calcule o valor do fitness de cada indiv´ıduo.
Passo 1: Para I = 1 ate´ GER ou quando na˜o houver mudanc¸as em D em um determinado
nu´mero de gerac¸o˜es, fac¸a:
1. Selecione uma percentagem dos indiv´ıduos de P para recombinac¸a˜o, proceda a operac¸a˜o
e aloque os novos indiv´ıduos na populac¸a˜o intermedia´ria (Pi).
2. Selecione uma percentagem dos indiv´ıduos de P para a mutac¸a˜o, proceda a operac¸a˜o
e aloque os indiv´ıduos na Pi.
3. Selecione o melhor indiv´ıduo da P e sorteie os restantes dos indiv´ıduos que devem
completar a Pi.
4. Fac¸a P ← Pi. Calcule o valor do fitness de cada indiv´ıduo de P .
5. Atualize Dij (Equac¸a˜o 6.1).
Passo 2: Devolva D ao decisor.
indivíduos p/
Melhor indivíduo
antiga
R
E
P
R
O
D
U
Ç
Ã
O
indivíduos p/
INICIAL
POPULAÇÃO
NOVA POPULAÇÃO
INTERMEDIÁRIA
POPULAÇÃO
S
E
L
E
Ç
Ã
O
população
parte da
mutação
crossover
Figura B.9: Exemplo de um algoritmo gene´tico
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Apeˆndice C
Dados dos exemplos utilizados
C.1 Ali et al., 1999
Arcos l c u
01-Bolzano-Milano 126 140 154
02-Bolzano-Verona 99 110 121
03-Bolzano-Trieste 189 210 231
04-Milano-Verona 99 110 121
05-Milano-Torino 85 95 105
06-Milano-Genova 81 90 99
07-Verona-Venezia 81 90 99
08-Verona-Bolgano 85 95 105
09-Venezia-Trieste 76 85 94
10-Venezia-Bolgano 85 95 105
11- Torino-Genova 81 90 99
12-Genova-Bolgano 117 130 143
13-Genova-Firenze 135 150 165
14-Genova-Pisa 108 120 132
15-Bolgano-Firenze 49 55 61
16-Bolgano-Ancona 180 200 220
17-Firenze-Pisa 54 60 66
18-Firenze-Peragia 99 110 121
Arcos l c u
19-Firenze-Roma 162 180 198
20-Pisa-Roma 171 190 209
21-Ancona-Pescara 117 130 143
22-Peragia-Pescara 153 170 187
23-Peragia-Roma 108 120 132
24-Roma-Cagiliari 410 460 506
25-Roma-Napoli 162 180 198
26-Pescara-Napoli 180 200 198
27-Pescara-Bari 243 270 297
28-Napoli-Bari 189 210 231
29-Napoli-Potenza 81 90 99
30-Napoli-Palermo 271 310 241
31-Napoli-Catamin 315 350 385
32-Bari-Potenza 90 100 110
33-Cagiliari-Palermo 378 420 462
34-Potenza-Catanzaro 180 200 220
35-Catanzaro-Catamin 189 210 231
36-Palermo-Catamin 135 150 165
Tabela C.1: Distaˆncias entre as cidades da rede o´ptica italiana (em km)
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Bolzano
Milano
Genova
Torino
Pisa
Roma
Cagiliari
Palermo
Catamin
Catanzaro
Trieste
Bolgano
Venezia
Pesacara
Ancona
Napoli
Bari
Potenza
Peragia
Firenze
Verona
Figura C.1: Rede o´ptica italiana
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C.2 Okada e Soper, 2000
5
3
1
4
6
2
8
9
11
10
13
7
12
14
15
16
17
1819
24
20
21
23
22
25
26
27
28
29
30
32
31
33
34
35
36
38
37
39
4044
42
43
4145
46
49
48
50
51
52
53
54
55
56
58
57
59
60
61
62
63
64
65
66
67
68
70
69
47
Boston
Los Angeles
Figura C.2: Mapa dos Estados Unidos
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no nd t
1 2 206
1 3 259
1 4 349
2 3 186
2 4 220
2 9 354
3 5 109
3 9 456
3 12 451
3 13 602
3 23 875
4 10 137
4 11 512
5 6 127
5 12 368
6 7 126
6 8 239
6 12 277
6 14 437
6 17 461
6 22 623
6 26 850
7 8 120
7 14 380
7 15 305
7 17 364
7 18 778
8 15 293
8 17 406
9 11 58
9 13 229
9 21 317
10 11 297
10 20 600
11 20 547
no nd t
11 21 275
12 13 154
12 14 272
12 22 350
13 14 332
13 21 196
13 22 295
13 23 366
13 31 412
13 40 814
14 17 311
14 22 238
14 24 646
14 25 304
14 26 409
15 17 234
15 16 200
16 17 258
16 18 280
16 24 396
17 18 491
17 24 299
17 26 491
18 19 80
18 24 419
19 24 347
19 27 124
20 21 420
20 29 528
20 30 514
20 31 589
20 32 540
20 37 510
20 39 725
21 22 328
no nd t
21 23 328
21 31 335
22 23 137
22 25 120
22 24 577
22 33 418
23 25 133
23 31 216
23 33 290
24 26 300
24 28 178
24 27 329
24 34 497
24 36 622
25 26 206
25 33 319
26 28 228
26 31 550
26 33 372
26 34 247
27 28 356
27 35 494
28 34 276
28 35 289
28 36 413
29 37 193
29 38 485
30 31 114
30 32 96
31 32 172
31 33 355
31 40 408
31 41 606
32 37 402
32 39 324
no nd t
32 40 346
33 34 348
33 39 664
33 40 438
33 41 306
33 46 427
33 47 398
33 49 385
34 35 230
34 41 551
34 46 158
35 36 211
35 46 311
35 49 494
36 48 436
36 49 594
37 38 351
37 39 174
37 42 304
38 43 143
39 40 283
39 42 456
39 44 445
39 50 282
39 53 685
39 56 1045
40 41 232
40 44 162
41 44 216
41 45 91
41 46 448
41 47 442
42 43 188
42 50 288
42 51 613
no nd t
42 52 232
43 51 429
43 52 490
44 45 194
44 50 208
44 53 695
44 54 594
44 56 646
44 55 810
45 47 342
45 56 634
45 57 857
46 47 398
46 49 385
47 49 247
47 55 311
47 56 754
48 49 289
48 58 902
49 55 436
49 58 708
50 53 414
51 59 572
52 53 457
52 59 997
52 60 832
53 54 345
53 60 730
53 61 884
54 56 114
54 61 516
55 56 508
55 57 346
55 58 498
56 57 536
no nd t
56 60 953
56 61 596
56 63 902
57 58 320
57 61 744
57 62 556
57 63 692
57 69 1309
57 70 950
58 62 485
59 60 239
59 64 644
59 66 899
60 61 599
60 64 377
60 65 569
61 63 517
61 65 409
61 68 602
62 63 344
62 70 455
63 68 532
63 70 346
64 65 445
64 66 341
64 67 419
65 66 592
65 67 520
65 68 503
66 67 208
67 68 799
67 69 766
68 69 263
68 70 601
69 70 452
Tabela C.2: Tempo (t,minutos) de percurso entre dois no´s (cidades) no e nd
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C.3 Um grafo fuzzy completo com 10 no´s
no´ 1 2 3 4 5 6 7 8 9 10
1 0,6154 0,0579 0,0153 0,8381 0,1934 0,4966 0,7271 0,7948 0,1365
2 0,3529 0,7468 0,0196 0,6822 0,8998 0,3093 0,9568 0,0118
3 0,4451 0,6813 0,3028 0,8216 0,8385 0,5226 0,8939
4 0,3795 0,5417 0,6449 0,5681 0,8801 0,1991
5 0,1509 0,8180 0,3704 0,1730 0,2987
6 0,6602 0,7027 0,9797 0,6614
7 0,5466 0,2714 0,28844
8 0,2523 0,4692
9 0,0648
10
Tabela C.3: Tabela com os valores de pertineˆncia das arestas no grafo G
no´ 1 2 3 4 5 6 7 8 9 10
1 2 6 10 7 6 5 10 9 8
2 7 6 7 9 6 9 8 8
3 10 9 7 10 8 8 6
4 7 9 5 6 6 8
5 5 6 5 9 6
6 10 5 6 8
7 6 9 8
8 8 8
9 8
10
Tabela C.4: Tabela com os custos (pesos) das arestas no grafo G
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