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The advent of Behavioral Big Data (BBD) has 
profoundly impacted research ethics. At the same time, 
academic disciplines with no experience in human 
subjects research increasingly make use of BBD 
datasets. In this first-of-its-kind study, we evaluate 
Taiwan academic researchers’ knowledge and 
awareness of data ethics using a series of four BBD-
based hypothetical research scenarios. We uncover 
several data ethics blind spots affecting academic 
researchers. Through the results of this research we 
hope to strengthen academic researchers’ data ethics 
awareness and knowledge in the context of BBD, and 
provide suggestions for improving the ethics training 
of academic researchers conducting BBD studies. We 
also contribute a re-conceptualization of data ethics 
encompassing both traditional human subjects 
research ethics and new paradigms for the regulation 
of personal data, such as the General Data Protection 
Regulation (GDPR).  
1. Introduction  
The new realm of big data has made large and rich 
micro-level data on the behaviors, actions and 
interactions of individuals available to governments, 
industry, and researchers in diverse academic fields 
[1-3]. The resulting Behavioral Big Data (BBD) is not 
only generated by large organizations, such as 
telecommunications, retail, government, financial 
institutions and insurance companies. BBD is also 
generated ubiquitously in online platforms, social 
media, wearable technologies, and mobile apps. BBD 
captures human actions and interactions, self-reported 
opinions, thoughts, and feelings pertaining to day-to-
day life [4]. Consequently, BBD has impacted 
academic research in almost every discipline, from 
natural sciences, engineering, life sciences, and 
management, to the arts & humanities [5] and 
challenges orthodox epistemologies across disciplines 
[6]. The advent of BBD research has been paralleled 
by the emergence of entirely new questions in the 
realm of research ethics [7-9]. For example, the 
Facebook Social Contagion Experiment [10], which 
involved manipulating the digital environment of 
several hundred thousand unwitting participants in a 
large-scale field experiment, raised ethical questions 
about informed consent and scale [11], stirring public 
outcry [12]. Recent far-reaching legislation on how 
personal data may be collected, processed, and used – 
such as the 2018 General Data Protection Regulation 
(GDPR) of the European Union (EU) – adds the 
further conundrum of legal compliance to research 
ethics in studies involving BBD [13].  
In the present article, our major concern lies with 
the ethical problems posed by the collection, analysis, 
and other uses of Behavioral Big Data in academic 
research. A subset of research ethics, we subsume 
these data-specific human subjects research ethics 
issues under the term data ethics, which is defined as 
follows [14]: “A new branch of ethics that studies and 
evaluates moral problems related to data (including 
generation, recording, curation, processing, 
dissemination, sharing and use), algorithms 
(including artificial intelligence, artificial agents, 
machine learning and robots) and corresponding 
practices (including responsible innovation, 
programming, hacking and professional codes).” 





In the context of data ethics in BBD research, we 
are motivated by two major issues raised in the recent 
literature. First, there are concerns about the 
pertinence of traditional research ethics paradigms – 
embodied in institutional review through IRB and 
notions of informed consent, beneficence, respect for 
persons, and justice – and the often unforeseen and 
indirect privacy harms to subjects (and classes of 
subjects) that can arise during secondary analyses of 
data [4, 15]. There exist several conceptual gaps in 
how established human subjects research ethics 
principles should be applied in the context of BBD 
research [16]. 
A second issue is the degree to which BBD 
research even constitutes human subjects research. As 
Metcalf and Crawford [7] note, researchers in the 
precursor disciplines of data science (e.g., statistics 
and computer science) have tended to view BBD as a 
substrate for testing systems, not the object of interest 
in itself. As a result, data ethics considerations have 
historically not played a major role in those fields. In 
this vein, ethicality has been identified as one of the 
major problems of research for academia and industry 
using Big Data [e.g., 17, 18, 19]. 
Given this growing importance of research ethics 
in the context of BBD studies, the objective of the 
present article is to empirically investigate whether, 
and to what extent, academic researchers might exhibit 
data ethics blind spots. Broadly, ethical blind spots 
refer to a lack of awareness and/or knowledge 
impairing the capacity to recognize the ethical 
implications of a situation [20]. Towards this goal of 
revealing data ethics blind spots, we conducted a 
survey consisting of BBD research scenarios 
involving 431 academic researchers. Our findings 
shed light on the challenges faced by academic 
researchers conducting BBD studies. While the 
existing literature has proposed a number of ethical 
challenges innate to the conduct of BBD studies [e.g., 
4, 7, 8, 15, 16, 21], to our knowledge the present 
research is the first to empirically examine the ethical 
awareness and knowledge of researchers in a 
Behavioral Big Data context. In addition to shedding 
light on ethical blind spots of researchers conducting 
these studies, we hope our findings will help higher 
education institutions and policy makers on how to 
improve research training for the BBD era.  
2. Literature Review 
2.1. Research ethics in BBD studies 
Data ethics, the overarching principle under 
which we subsume research ethics in studies involving 
BBD, encompasses the ethical problems presented by 
the collection and processing of large datasets in 
scientific research [14]. As people interact with real 
and virtual environments, they leave traces of their 
behavior in manifold instances, leading to the 
generation and collection of ever-increasing amounts 
of behavioral data [22]. BBD is different from 
Inanimate Big Data (IBD), which is collected on 
objects and products, as the behavioral aspect relates 
to human actions and interactions, self-reported 
opinions, thoughts, and feelings that pertain to 
people’s day-to-day life [4].  
A closer examination of the pertinent human 
subjects research regulation, namely the  Common 
Rule [23], further substantiates this interpretation of all 
BBD research constituting human subjects research: 
“Human subject means a living individual about 
whom an investigator […] conducting research: 
Obtains information […] through intervention or 
interaction with the individual, and uses, studies, or 
analyzes the information […]; or obtains, uses, 
studies, analyzes, or generates identifiable private 
information […].” 
If indeed BBD research is human subjects 
research, then the foundational principles of ethical 
research, espoused in the 1947 Nuremberg Code, the 
1964 Helsinki Declaration, the 1979 Belmont Report, 
and various locally applicable national laws and 
guidelines, apply to BBD studies. In other words, a 
researcher conducting a BBD study would need to 
consider the same issues and dilemmas involved in 
designing a “small data” lab or field study involving 
human participants [4]. 
In addition to human subjects research regulation 
in the realm of academia, BBD studies are also subject 
to the legal regulation of personal data in the form of 
local and global regulations and rules, for example the 
GDPR. The European Union's GDPR, which took 
effect on May 25, 2018, not only holds institutions 
within the EU accountable for the collection and 
processing of personal data, but equally applies to non-
EU institutions when the personal data concerned is 
about European Union residents (referring to anyone 
physically located in the EU irrespective of their 
immigration status). The monetary sanctions for non-
compliance with the GDPR are severe [24]. The 
applicability of the GDPR varies depending on the 
data in question: for example, it does not apply to 
anonymous data, and utilizing pseudonymous data 
lawfully collected by a data controller and 
subsequently shared with a researcher is subject to 
fewer storage and processing restrictions. Nonetheless 
it is essential to emphasize that when the researcher is 
the data controller – who by design would intervene 
and interact with data subjects during BBD studies – 
the GDPR applies equally to research purposes [13].  
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In sum, the practice of ethical research in the era 
of BBD and its concomitant notion of data ethics 
therefore comprise two main subfields, namely the 
existing array of human subjects research guidelines 
and new legal regulation of data, such as the GDPR. 
2.2. The increasing importance of data ethics 
Breaches of data ethics increasingly carry far-
reaching implications for authors and institutions 
alike. For instance, the journal Management Science 
has adopted a data provenance policy [25] which 
states: “Recently, we have seen a few submitted papers 
that raise legal and ethical questions. For example, 
papers that apply scraped data from a variety of 
websites, some of which ban such practice; or papers 
that use fake accounts to generate data. In response to 
these developments, Management Science has 
modified its data provenance policy. Beyond the 
formal wording of the policy, it is important to clarify 
its intent. The objective of the policy is for authors to 
not use data obtained by means that materially harms 
individual, business, public sector, or societal 
interests.” 
Academic and professional bodies are also 
following this trend. One example is the recently-
updated ethics code of the Association for Computing 
Machinery (ACM) [26], which states: “Computing 
professionals should only use personal information for 
legitimate ends and without violating the rights of 
individuals and groups. This requires taking 
precautions to prevent re-identification of anonymized 
data or unauthorized data collection, ensuring the 
accuracy of data, understanding the provenance of the 
data, and protecting it from unauthorized access and 
accidental disclosure.” Here again, the concepts of 
data provenance and protecting the rights of societal 
sectors found in the aforementioned Management 
Science policy are echoed. 
These revised ethics guidelines of journals as well 
as learned and professional societies are an indication 
of the growing sensitivity surrounding data ethics 
across academic disciplines and communities. Data 
ethics is no longer only a desirable notion in literature, 
but has also emerged as a vital consideration for 
researchers seeking to publish their BBD studies.  
2.3. Data ethics blind spots 
The physiological blind spot is the part of the 
retina where the axons of the ganglion cells converge 
to form the optic nerve. The blind spot is insensitive to 
visual stimulation, and the brain compensates for this 
insensitivity based on surrounding details and 
information from the other eye, leaving us 
perceptually unaware of the process [27-29].  
Figuratively, ethical blind spots refer to a lack of 
awareness and/or knowledge impairing the capacity to 
recognize the ethical implications of a situation [20]. 
Ethical blind spots pose a serious hazard, as they not 
only denote a failure to perceive ethical problems, but 
one also remains unaware of this failure [30]. They 
are, in effect, unknown unknowns. In other words, a 
researcher exhibiting data ethics blind spots might 
engage in unethical conduct without ever knowing, 
potentially harming human subjects along the way.  
The existing literature has identified ethicality as 
a major challenge for BBD research [18]. And while 
the revised ethics guidelines of journals and 
professional societies are an indication of the growing 
importance placed upon data ethics, they are in no way 
a guarantee for the ethical conduct of researchers 
conducting BBD studies. These guidelines are often 
general in their claims [e.g., 26, 31], or only address a 
single very specific instance of unethical behavior [25, 
32]. Others are concerned with the implications of 
research for society outside the lab once research 
results are disseminated, but not with what happens 
with data inside the lab during the research [e.g., 33, 
34]. The immediate positive effect of these guidelines 
and professional codes on researchers’ behavior is thus 
unclear.  
We therefore posit that academic researchers 
conducting BBD research will exhibit blind spots 
reflecting the ethical challenges innate to BBD 
research as a category of human subjects research. 
Specifically, the extant conceptual literature has 
identified the application of existing human subjects 
research guidelines to BBD as one major challenge [4, 
15]. That is, academic researchers might not know 
how to apply these established guidelines to BBD 
research, or might not even be aware that they are 
conducting human subjects research involving real 
humans. At the same time, researchers in disciplines 
now using data science methodologies, such as 
computer science, statistics, mathematics, engineering 
[7, 15], or physics [34], are often not experienced in 
traditional social science research and the ethics of 
conducting research on and with human subjects. 
Indeed, prior research has shown that “many people 
treat unidentified individuals (and in particular 
statistical individuals) as fictional characters” [35]. 
Lastly, prominent moral philosophers have warned 
against the “objectifying” effects of statistical 
abstraction on our sense of moral duties towards 
individuals [36, 37]. 
A further area susceptible to potential ethical 
blind spots pertains to the new legal regulation of 
personal data. The GDPR, enacted in May 2018, has 
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far-reaching implications for industry and academic 
researchers utilizing BBD [13]. While the GDPR is a 
European Union regulation, it has a potentially global 
reach. Non-EU-based researchers may thus be 
unaware of how the GDPR applies to their studies, if 
they are even aware of the GDPR at all. 
2.4. Awareness and knowledge 
Ethical behavior is the culmination of a multistage 
process that begins with the awareness of ethical 
problems [38]. Awareness refers to the ability to 
recognize ethical problems when conducting research 
[39, 40]. In other words, ethical research behavior is 
conditional on the researcher being aware of the 
ethical implications of a proposed study. In this vein, 
awareness is a commonly measured construct in 
studies pertaining to the ethical conduct of research 
[e.g., 41, 42]. In addition, awareness for ethical issues 
in research among academia is an outcome desired by 
policy makers [43]. 
Beyond awareness of the ethical implications, a 
researcher also requires a working knowledge of 
research ethics guidelines to ultimately engage in the 
ethical conduct of research [44]. Knowledge is a 
routinely-measured construct in empirical studies to 
assess the effectiveness of research ethics training 
[e.g., 45, 46, 47], as well as to examine the adherence 
to principles of research ethics within a population of 
academic researchers [e.g., 48, 49].  
3. Methodology 
3.1. Scenario approach 
Ideally, we would study academic researchers’ 
data ethics in situ, not simply assess their data ethics 
knowledge and awareness. Nevertheless, it is not 
practically feasible to observe researchers in the field 
to measure the extent to which they engage in 
behaviors deemed appropriate in data ethics. 
Furthermore, experimentally manipulating situations 
to observe researchers’ reactions would not be 
ethically acceptable (e.g., offer researchers knowingly 
hacked datasets in the treatment condition and non-
hacked datasets in the control, and compare the 
proportions of researchers in the disciplines that agree 
to do research using the hacked datasets).  
In consideration of these constraints, we selected 
the scenario approach. The scenario approach is often 
the favored approach to measure research ethics 
knowledge, awareness, and perceptions of researchers 
and IRB committee members in the biomedical field 
[e.g., 50, 51, 52], business and management [e.g., 53], 
social and behavioral sciences [e.g., 54], and 
engineering fields [e.g., 55]. 
3.2. Scenario Development 
We assessed respondents’ data ethics awareness 
and knowledge through four original research 
scenarios with a total of nine iterations. Iterations are 
modified version of a scenario in which ethically 
relevant details are modified. Each of the scenarios 
described the conduct of a hypothetical academic 
researcher facing a BBD-related data ethics dilemma.   
Each scenario iteration was followed by a 5-point 
Likert scale question and an open-ended question. 
Harris, et al. [56] provide a rationale for this approach: 
they argue that the act of thinking through an ethical 
dilemma can better equip one to deal with similar such 
situations in the future. Knowledge was measured 
through agreement with positive statements, such as 
“Professor Lin needs to apply for IRB review before 
she can use the data in her research” or “the GDPR 
applies to the proposed study.” The preceding 
statements acted as proxies for knowing that a 
proposed study constituting human subjects research, 
or that the GDPR applies, respectively, as well as 
“doing the right thing.” Awareness was measured 
through the open-ended item, which served to provide 
respondents with the opportunity to detail their ethical 
reasoning. 
As data ethics in the era of BBD consists of both 
human subjects research guidelines and new data 
regulation such as the GDPR, and keeping with the 
blind spots we intend to shed light on, we have devised 
the scenarios (Table 1) to address both these 
constituents of data ethics. English and Chinese 
language versions of the full scenarios and iterations 
are available from the authors. 
3.3. Sample selection 
Study participants were recruited from a list of 
circa 1,700 academics in Taiwan, who had attended 
institutional research workshops and participated in 
higher education peer-evaluations commissioned by 
the Ministry of Education in Taiwan within the 
previous 10 years. The list included faculty of all 
academic ranks (i.e., assistant, associate and full 
professors, and research fellows) and disciplines 
affiliated with Taiwanese higher education institutions 
engaged in research. Given the qualitative components 
of our survey, the possibility of invalid responses, and 
the exploratory nature of this study, all 1,700 
academics on our list were invited. 
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Table 1. Summary of BBD research scenarios and iterations. 
Scenario Iteration Data Ethics Issues Ethics Dimension(s) 
1. Prisoner data 1 Public data released by government; vulnerable 
population; identifiable subjects 
Existing human subjects research guidelines 
2 Public data of unknown source; vulnerable 
population; identifiable subjects 
Existing human subjects research guidelines 
3 Public data of unknown source; vulnerable 
population; identifiable subjects; GDPR 
Existing human subjects research guidelines, 
new legal regulation of data 
2. Reddit.com marketing 
research 
1 Observational studies on online platforms Existing human subjects research guidelines 
2 Intervention studies on online platforms Existing human subjects research guidelines 
3 GDPR (subjects located in EU) New legal regulation of data 
4 GDPR (subjects located outside of EU, 
researchers located in EU) 
New legal regulation of data 
3. Leaked hospital data 1 GDPR (EU citizen outside of EU uses non-EU 
data for research) 
New legal regulation of data 
4. Hacked dating app 1 Hacked dataset Existing human subjects research guidelines 
3.4. Data collection 
We collected data in a four-month period from 
June 2nd to August 6th, 2019 using a computer-
administered survey instrument in Chinese. The 
present research has received approval through an 
institutional ethics review (IRB) at National Tsing Hua 
University. 
4. Results 
4.1. Descriptive statistics 
We collected a total of 431 responses. 157 
participants (36.4%) were female. 93 (21.6%) 
respondents were affiliated with biomedical and life 
science departments, 143 (33.2%) were affiliated with 
social science, management, and economics 
departments, and 83 (19.3%) were affiliated with other 
departments, such as humanities and arts. 88 (20.4%) 
were affiliated with departments in the precursor 
disciplines of data science, such as computer science, 
physics, statistics, mathematics, or engineering [7, 15], 
and other fields not trained in behavioral science 
methods [4]. These fields represent the Science, 
Technology, Engineering and Mathematics (STEM) 
disciplines except for those biomedical and life 
sciences routinely trained in human subjects research 
ethics. We refer to these fields as inanimate STEM, or 
ISTEM in short. 24 (5.5%) respondents did not provide 
information on their academic discipline. 
4.2. Data ethics awareness and knowledge 
The results of our scenario-based survey assessing 
the data ethics knowledge (scale items) and data ethics 
awareness (open-ended items) are presented as 
follows. We converted our 5-point scale Likert scales 
into incorrect, unsure, and correct (Incorrect [1, 2]; 
unsure [3]; correct [4, 5]; scales were flipped as 
needed to reflect the correctness sequence). Figure 1 
presents the responses to all scenarios and iterations. 
As shown in Figure 1, the results varied. While over 
50% of respondents answered correctly in seven out of 
nine iterations, participants exhibited high levels of 
uncertainty on several iterations, and for two iterations 
we recorded a majority of incorrect responses (S2_I1; 
S3_I1). A linear regression indicated that results did 
not correlate with academic discipline, location of 
doctoral training, prior ethics training, gender, or prior 
BBD research experience. 
Furthermore, respondents exhibited varying 
view-points, which indicates varying degrees of 
awareness. While respondents who answered correctly 
on the scale items measuring knowledge generally also 
demonstrated awareness for the issues underlying their 
correct response, we observed a sizeable number of 




Figure 1. Data ethics knowledge. 
5. Discussion  
Our survey measuring data ethics knowledge and 
awareness revealed a number of blind spots related to 
BBD research. These blind spots pertain to both the 
application of existing research ethics guidelines to the 
BBD context, as well as the new legal regulation of 
data. 
Publicly available data. One blind spot concerns 
the potential identifiability of subjects in publicly 
available data. That is, the data allows for the 
identification of subjects either directly or through 
identifiers linked to the subjects’ data. An ancillary 
blind spot is related to the recognition of vulnerable 
populations in publicly available data.  
Open data initiatives worldwide have led to a 
proliferation of datasets released by governments, 
ranging from census data and fiscal information to sex 
offender registries and parole data. As academics can 
obtain these datasets easily and typically free of charge, 
they present themselves as ideal opportunities to 
conduct BBD research. While in most cases such 
public data does not require IRB review, publicly 
available data on subjects belonging to vulnerable 
populations and/or that allows for subject 
identification is not exempt from ethics review [57]. 
While our survey revealed that almost three quarters 
of respondents knew this and were aware of the data 
being comprised of prisoners as well as allowing for 
subject identification, 18% did not know this and 
another 9% of respondents were unsure in their 
response. In other words, more than a quarter of 
academic researchers surveyed would conduct 
research using publicly available data on vulnerable 
populations or that allows for subject identification 
without grasping the ethical implications involved. 
Vulnerable populations go beyond the incarcerated. 
Consider that in 2017 more than half of children aged 
8 or younger in the United States used mobile apps 
[58], and 61% of 14-year-olds in France had Snapchat 
accounts in 2018 [59]. Given the ongoing and ever-
increasing popularity of using public data in BBD 
research, this finding highlights an ethical blind spot 
not to be overlooked. 
Seeing the humans in the data. Another blind 
spot concerns interaction with subjects on online 
platforms. Field experiments are a common and 
increasing trend in BBD research [e.g., 60]. While 
about two thirds of respondents correctly identified 
interaction with and manipulation of online platform 
users as human subjects research requiring IRB review, 
20% and 16% did not or were unsure. BBD field 
experiments often include gifting features or non-
tangible virtual objects as the manipulation. However, 
the non-tangible virtual quality of the manipulation in 
scenario 1 iteration 2 (i.e., virtual currency) was by a 
number of respondents given as the rationale why they 
did not see any potential ethical issues in the scenario. 
In other words, our findings imply that the virtualness 
and intangibility of interactions with subjects in BBD 
can cloud the researcher’s awareness that they are 
dealing with an actual human being. This echoes 
findings in the existing literature. For instance, the 
treatment of MTurk workers recruited for experiments 
is described as “the equivalent of undergraduate 
students happy to participate in research for free 
pizza”, who are only identified by a worker ID, 
stripping away “everything that makes a human a 
person, such as their beliefs, attributes, and 
experiences” [61]. Moreover, Żuradzki [35] found that  
“many people treat unidentified individuals (and in 
particular statistical individuals) as fictional 
characters.” A major blind spot is therefore that the 
researcher may not see the humans in the data. 
Legal regulation of data. A further blind spot 
relates to the legal regulation of data. Survey 
respondents were not knowledgeable and aware of key 
GDPR concepts as they relate to the conduct of BBD 
studies. While most participants knew that the GDPR 
applies to subjects located in the EU, only little more 
than half knew that the GDPR also applies when only 
the researcher is located in the EU. More than half of 
participants did not know that the citizenship of either 
researcher or subjects is entirely irrelevant for the 
applicability of the GDPR. Given that we collected 
data in the Summer of 2019, a year after the enactment 
of the GDPR, our findings imply that little is known in 
academia about a central piece of data legislation with 
a potentially global reach beyond the European Union. 
Chilling effects for BBD research. While the 
preceding blind spots highlight potentially unethical 
conduct of researchers, a lack of knowledge can also 
lead to the opposite, i.e., researchers falsely assuming 
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a proposed study constitutes human subjects research 
and thus requires IRB review. Only 24% of 
respondents knew that observational studies on 
publicly accessible online platforms do not require 
ethics review as observational of nonidentified 
persons in a public setting is not defined as human 
subjects research under the Common Rule. Conversely, 
60% of participants responded incorrectly, and 15% 
were unsure. In other words, a large number of 
participants assumed a higher standard of ethics 
scrutiny than what is actually required. Such false data 
ethics perceptions can then lead to chilling effects. 
That is, researchers incorrectly assume a proposed 
research is unethical or could be scrutinized during 
IRB review. Fearing bureaucratic effort applying for 
review and possible rejection, researchers thus do not 
conduct the proposed research. This chilling effect of 
ethics review through IRB is a common theme in 
critiques of the current state of human subjects 
research ethics review [62].  As a consequence, society 
and academia could lose the opportunity to benefit 
from potentially valuable research. 
6. Conclusion 
6.1 Theoretical contributions 
The present research assessed the data ethics 
awareness and knowledge of academic researchers 
through research scenarios. The scenario-based 
approach has been utilized for research ethics training 
and assessment in multiple fields. To our knowledge, 
the present study is the first to apply a BBD-relevant 
scenario-based survey approach. Therefore, the 
present research contributes to the development of 
instruments to measure research ethics. Our study also 
provided rich insights into the moral reasoning of 
respondents in the new realm of BBD. 
The challenges and hazards of data ethics and 
studies involving BBD have been discussed in the 
conceptual literature [e.g., 4, 7, 8, 15, 21]. We 
contribute to this stream with the first empirical study 
shedding light on the ethical blind spots of academic 
researchers. Our results affirm a number of 
propositions in the conceptual literature, such as the 
fundamental difficulty of transferring existing 
guidelines into new BBD research situations.  
Our research also contributes to the understanding 
of ethical blind spots in human subjects research. The 
findings of our survey indicate that blind spots not 
only enable potentially unethical behavior, but can 
also lead to chilling effects, where researchers 
mistakenly believe a proposed study is unethical or 
requires a tedious review process. 
6.2 Policy implications 
Our study has revealed a number of data ethics 
blind spots. At the same time, we did not find that 
ethics training led to better performance in our 
scenarios. Ethics training is increasingly compulsory 
for researchers and students; higher education 
institutions invest substantial resources in 
implementing training curricula. Our results suggest 
higher education decision makers must begin to 
include BBD-relevant content in ethics training 
curricula. 
This need is underlined not only by the potential 
lapses revealed through our survey, but also to the 
chilling effect on research activity if researchers 
incorrectly assume a proposed research is unethical 
and thus do not pursue it. Thus, in addition to 
augmenting research ethics curricula for BBD 
relevance, decision makers need to better inform 
researchers about the review process and what types of 
research are exempt or qualify for an expedited review 
to avoid chilling effects on benign and useful BBD 
research activity. 
Related to the IRB review process is a further 
aspect, namely, that of IRB members. While the 
specific composition of IRBs varies by jurisdiction, 
they generally include a number of academic 
researchers affiliated with the higher education 
institution in question or academia in general. 
Therefore, the data ethics blind spots revealed in our 
study affect the conduct of research, as much as they 
affect the review of research. Promoting data ethics 
among academic researchers is thus also an issue of 
quality control for the IRB process. 
6.3 Limitations and future research 
As with any empirical research, this study suffers 
from a number of methodological limitations. While 
we have focused on academic researchers, we note that 
BBD is also generated and used by firms and other 
organizations with far-reaching effects on society as a 
whole, as well as individuals. Our findings might not 
be generalizable to such contexts, and this poses an 
important and interesting direction for future research. 
The institutionalization of research ethics in the 
United States, goes back 70 years, whereas in most 
East Asian contexts this institutionalization is still 
developing [63]. Taiwan may be an outlier in this 
regard. Formal ethics review became mandatory for 
biomedical research in 2002 and for all other 
disciplines conducting research involving human 
subjects in 2007 [64]. More recently, research ethics 
has been added to the rating criteria for publicly 
funded research projects [65], and in 2019 the Ministry 
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of Science and Technology in Taiwan added research 
guidelines for ethical AI research [66]. Thus, the 
institutionalization of research ethics in Taiwan can be 
seen as fairly well-entrenched. Outside of Taiwan, 
however, our results might not be generalizable across 
all countries and territories in East Asia. We envision 
future research to take into consideration the 
experiences of academic researchers in other regions 
and contribute to a better understanding of ethical 
blind spots across countries. As a useful extension of 
our research we envision a replication in other 
countries and cultural settings. 
Another limitation concerns the generality of our 
survey questions. Rather than asking the specific 
consequence GDPR applicability would have on the 
use of a dataset, we only asked respondents whether 
the GDPR applied at all or not. In other words, the 
present study is limited in that we only measured 
whether respondents were aware of the GDPR’s very 
existence and its applicability to the scenario. The 
GDPR is a complex legal framework: asking for 
specific consequences would have exceeded our focus 
on the notion of data ethics in general. Given its global 
reach and the serious potential consequences for 
violations [13], the knowledge of GDPR principles 
and what they mean for the use of data in studies 
require further examination among the wider 
population of academic researchers. We therefore 
envision future research to go beyond the mere 
applicability of the GDPR and to focus more on the 
content of its principles. 
In sum, the present research is the first empirical 
study on data ethics blind spots of academic 
researchers. We hope the present study helps academic 
researchers to become more aware of potential data 
ethics challenges, and aids higher education decision 
makers in augmenting existing research ethics 
curricula. 
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