In this paper, we prove that an isotropic complex symmetric α-stable random measure (0 < α < 2) can be approximated by a complex process constructed by integrals based on the Poisson process with random intensity.
Stroock [] proved that when n → ∞, the law of U n converges weakly in the Banach space C([ 
We will prove under certain conditions, when θ ∈ (, π) ∪ (π, π), that the law of X θ n converges weakly in C([, ], C) to the law of isotropic complex SαS random measure.
The rest of the paper is organized as follows. First we give preliminaries and the main result, then we present some lemmas, including proving the tightness and identification of the limit law, to prove the main result.
Preliminaries and the main result
Now we give some preliminary definitions and the main result.
Definition . ([]
) Let (  , F  , P  ) be a probability space. Suppose that A is a nonnegative random variable on the probability space (  , F  , P  ). Let ( , F, P) = (  ×  , F  × F  , P  × P  ) be the underlying probability space of this paper. Let N = {N(t), t ≥ } be a counting process on ( , F, P) satisfying the following assumptions:
(a) When A >  is given, N is a Poisson process on (  , F  , P  ) with intensity The main idea of the proof of the theorem is that, when N α = {N α (t), t ∈ [, ∞)} is a Poisson process with random intensity A, the process X θ n /
√
A converges weakly to complex Brownian motion independent of A. Then, according to the idea of [], we need to check that if θ ∈ (, π) ∪ (π, π), the family P θ n is tight and the law of all possible weak limits of P θ n is the law of a complex Brownian motion. We split the proof of Theorem . into two parts. We first prove the tightness of the process X θ n and then identify the limit law of the process X θ n . In this paper, K denotes a positive constant independent of n, it may change value from one expression to another.
Proof of tightness We give an auxiliary process
For any n ≥ , we have
and
Proof Without loss of generality, we assume s < t. Then
where
Using the independence increments of the Poisson process, we obtain
where · denotes the modulus of the complex number. It is easy to obtain
Next we calculate B  . Considering the fact that
By the independence increments of the Poisson process, we have
Then we obtain that
This completes the proof.
Lemma . The set of laws of {X
Proof To prove the tightness, we have to prove that the law corresponding to the real part and the imaginary part of the process X θ n is tight. In fact, it is almost sure that Y θ n () =  for all n ≥ . Lemma . and Theorem . of [] show that the set of the law of the real part and the imaginary part of the process {Y 
Because A is a finite positive random variable, then there exists a bounded set N ε such that
Observe that the set ε := {af ; a ∈ N ε , f ∈ S ε } is compact in C([, ], R). Then, combining () and (), for any n ≥ , we have
Then, combining () and (), we obtain that, for any ε > , the real part of the process
Using a similar idea, we obtain that, for any ε > , the imaginary part of the process X θ n has
Identification of the limit law
} be a subsequence of {P θ n } weakly convergent to some probability P θ . If θ ∈ (, π) ∪ (π, π), when A >  is given, then the canonical process Z = {Z t (X n ) =: X n (t)} is a complex Brownian motion under the probability P θ , that is, the real part and the imaginary part of the process are two independent Brownian motions with respect to the probability space (  , F  , P  =  with respect to the probability space (  , F  , P  ). Next, we first prove the martingale property and then prove the quadratic variations and covariation; these proofs are similar to the proof in [] . Here, we give a sketch of the proof with some lemmas.
Let θ ∈ (, π) ∪ (π, π), in order to prove that under P θ the real and imaginary parts of the canonical process Z are martingales with respect to its natural filtration {F t }, we have
Using the same idea of proof (), we can obtain the proof of ().
We give the following auxiliary lemma. 
Proof We first prove (a). In fact
Now we prove (b). Using the fact that the Poisson process has independent increments, we can obtain 
Combining Lemma . and that P θ n converges weakly to P θ , we can obtain that when n → ∞, above two integrals converge to A(t -s)E[ϕ(Z s  , . . . , Z s k )]. This completes the proof of ().
Similarly, when n tends to infinity, we obtain the expression 
Conclusions
We prove that an isotropic complex symmetric α-stable random measure ( < α < ) can be approximated by a complex process constructed by integrals based on the Poisson process with random intensity, which gives a new method to construct complex-valued random measure.
