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Abstract
Cuprous oxide (Cu2O) has been at the forefront of multiple fields of semiconductor research since
the early twentieth century. In particular, it has been an important material to basic exciton re-
search, as it was the first material in which the existence of semiconductor Wannier excitons was
demonstrated experimentally. In the last decade, the excitons of Cu2O gained renewed interest
due to the observation of Rydberg excitons with principal quantum numbers up to n = 28. This
thesis gauges the influence of the complex valence-band structure on the Rydberg excitons of the
yellow series. The derived wave functions and energies are then used to calculate excitonic Van
der Waals potentials as well as effective strain potentials as a means to induce trapping potentials
for the excitons. Furthermore, an analysis of the transition matrix-elements of excitonic transitions
between states of the yellow, green and blue series is provided. It is shown that regimes may exist,
in which the dipole approximation breaks down. Finally, the influence of a possible background of




Seit der Frühzeit der Halbleiterforschung ist Kupferoxydul (Cu2O) ein wichtiges Material der Grund-
lagenforschung. Dies gilt besonders für die Exzitonenforschung, in der es das erste Material war,
in welchem die Existenz von Wannierexzitonen experimentell nachgewiesen wurde. Im letzten
Jahrzehnt erlangten diese Exzitonen erneuerte Aufmerksamkeit aufgrund der Beobachtung von
Rydbergexzitonen mit Hauptquantenzahlen bis zu n = 28. In dieser Arbeit wird zuerst der Ein-
fluss der komplexen Struktur des Valenzbandes auf die Exzitonen der gelben Serie untersucht. Mit
den so gewonnen Wellenfunktionen und Eigenenergien werden daraufhin Exzitonische Van-der-
Waals-Potentiale berechnet und die Anwendung effektiver Strainpotentiale zur Lokalisierung von
Rydbergexzitonen untersucht . Darüberhinaus enthält die Arbeit eine Analyse der für exzitonische
Interserienübergänge relevanten Übergangsmatrixelemente für Übergänge zwischen den Zustän-
den der gelben, grünen und blauen Serie. Diese zeigen, dass es Bereiche geben kann in denen die
Dipolapproximation zusammenbricht. Schlussendlich wird der Einfluss von geladenen Störstellen
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The copper oxide Cu2O (called cuprous oxide) has been at the forefront of multiple fields of
semiconductor research since the first observation of its photo conductivity by A. Pfund in 1916
[1] and the rectifying properties of Cu-Cu2O contacts by L. O. Grondahl in the early 1920s [2].
The latter constituted one of the first observations of rectification in spatially extended metal-
semiconductor junctions leading to a quick industrial adaptation of the technology and use until
the 1950s [3, 4]. Their study led to the formulation of the semi-classical theory of the Schottky1
barrier [5, 6] and to Cu2O being one of the first pure materials broadly accepted as a semiconductor.
From the early 1950s on, Cu2O gained renewed interest due to the first observation of Wannier
excitons by Hayashi et al. [7] as well as E. F. Gross [8, 9], who observed the yellow series (nmax =
8), the green (nmax = 5) as well as the blue and violet series (both up to nmax = 2). Excitons
as the fundamental electronic excitation of band-gapped crystals had been predicted by J. Frenkel
[10, 11] and G. H. Wannier [12] in the 1930s for two different limiting cases. Frenkel described
tightly bound electron-hole pairs with binding energies on the order of 1 eV and spatial separations
comparable to the size of the unit cell, which can typically be found in organic semiconductors.
Wannier excitons, on the other hand, describe the opposing limit of weakly bound electron-hole
pairs with separations of many lattice constants and binding energies typically below 100 meV. In
this limit, the crystal background can be treated as a uniform dielectric and the problem is described
by the Wannier equation which in the simplest model (the so called effective-mass approximation)
is formally equivalent to the Schrödinger equation of the hydrogen atom. The excitons do then
appear as a Rydberg series below the band gap Eg, showing the characteristic dependence on the
principal quantum number En = Eg − Ry∗ n−2. In Cu2O, all excitons but the excitonic ground
states fall rather unambiguously into the category of Wannier excitons. Only the 1S states could be
considered intermediates between Frenkel and Wannier excitons.
For the longest time, the research has focused on these excitonic ground states. The long-
lived 1S paraexciton, for example, was considered a prime candidate for the realisation of Bose-
Einstein condensation (BEC) in excitonic systems, due to the low exciton-mass on the order of
1It shall be noted here, that Walter H. Schottky resided in Rostock as a professor of theoretical physics from 1923 until
1927. The relevant publications do, however, fall into the time after his stay in Rostock, beginning in 1929 [5].
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2 Introduction
the free electron mass, 3 − 5 orders of magnitude lower than that of typical atoms. Although this
greatly reduces the critical density nc ∝ (T m)3/2 for BEC formation [13, 14], there has been no
unambiguous experimental observation to this day [15]. The main limiting factor is the two-exciton
Auger decay in which one exciton recombines, giving its energy to the second exciton, ionising it
[16]. Thereby, the Auger decay hinders the formation of an excitonic BEC in two ways, by reducing
the density of excitons and heating the crystal at the same time.
Due to the large excitonic Rydberg energy of ∼ 86 meV, the yellow series of cuprous oxide has
always had a rather large number of observable excitonic resonances. The original experiments
performed by E. F. Gross already reached as high as the 8P [9], which was improved to 12P in
the 1990s [17]. Recently, however, a rather large leap has been achieved, pushing the maximum
principal quantum number first up to nmax = 25 [18] and later to nmax = 28 [19] as well as the
orbital quantum number up to ℓ = 5 [20]. The largest of these excitons reach diameters of ∼ 2.5 µm
and have been dubbed Rydberg excitons due to the observation of an intensity-dependent bleaching
of the resonances which has been interpreted as a Rydberg blockade. In the Rydberg blockade, one
atom excited to a Rydberg state shifts the transition to the same state out of resonance on nearby
atoms, effectively blocking the excitation of these atoms. Due to the strong dipole-dipole interaction
of the Rydberg atoms, which in turn is a result of the large polarisability of these states increasing
with n7 [21, 22], blockade radii on the order of tens of µm are routinely achievable [23, 24]. The
Rydberg blockade is well known and frequently exploited in atomic Rydberg physics, a field of
research which has reached a great degree of maturity within the last two decades. Experiments
on cold, interacting Rydberg atoms are, however, expensive and subtle to set up. The sophisticated
trapping and cooling techniques needed to perform such experiments can be exchanged for a liquid-
helium cryostat and the natural localisation due to both the crystal boundaries and the finite size
of the laser spot in experiments on Rydberg excitons, leading to cheaper and simpler experimental
setups and greater potential for integration. This is not to say that trapping potentials might not be
useful for Rydberg excitons as well, as both effects do currently only permit localisation on length
scales of 30 to 100 µm, far bigger than both the spatial extensions and the estimated blockade radii
of the Rydberg excitons.
The observation of so many consecutive excitonic resonances provided the unique opportunity
to study the excitonic fine structure. It has been observed early on, that the small but systematic
deviation from an ideal Rydberg series can be cast into quantum defects δn,ℓ, which behave similar
to those known from alkali Rydberg atoms. These observations were explained by the central-
cell corrections, first and foremost the nonparabolicity of the valence band [25, 26, 27] but also
the anisotropy as well as the polaronic corrections to the electron-hole interaction potential [28].
Furthermore, the absorption spectra show additional broad peaks between the Rydberg excitons
which have been interpreted as signatures of a quantum coherent excitation of two consecutive
excitonic resonances [29].
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Just like their atomic counterparts, Rydberg excitons have been shown to be very sensitive to
their environment. One environmental influence which has been investigated in great detail is the
presence of an electron-hole plasma [30, 31]. It is virtually impossible to prevent the generation of
such a plasma, as both the background of phonon-assisted absorption into the 1S-states [32] and
the main decay channel of the Rydberg excitons via a phonon-scattering process [33] create a pop-
ulation of 1S-excitons which undergoes Auger decay and leaves behind an electron-hole plasma.
Furthermore, disorder induced, e.g., by impurities or optical phonons induces an exponential de-
cay of the band gap allowing the direct excitation of unbound electron-hole pairs even below the
nominal band gap [34, 35, 36]. The investigations have shown that the main influence of such
a plasma is a lowering of the band gap which affects the excitonic resonances only weakly until
the band gap crosses a resonance. At this point the corresponding exciton becomes ionised and
vanishes into an absorption continuum. As the plasma densities depend strongly on the excitation
intensity, these processes can lead to an intensity dependent bleaching, which is hard to distinguish
from a Rydberg blockade in the continuous wave (cw) experiments performed thus far.
Other environmental influences that have sparked considerable interest are the dipole-dipole
interaction of Rydberg excitons [37] as well as the influence electric and magnetic fields. For
example, the possibility to observe excitonic giant-dipole states in crossed electric and magnetic
fields has been investigated theoretically [38, 39], as well as the spectra of Stark excitons [40, 41],
magnetoexcitons [42] and excitons in a background of charged impurities [43]. Finally, multiple
proposals have been put forward, e.g. to use the Rydberg excitons for the implementation of masers
[44, 45] or the creation of topological spin phases in lattice potentials [46].
In this work, different phenomena will be investigated which can broadly be summarised under
the title “Rydberg excitons in external fields”. These will entail the possibility of inhomogeneous
strain as a means to trap Rydberg excitons in Chapter 4 and the theory of optical transitions beyond
the dipole approximation in Chapter 5, including transitions from the Rydberg states of the yellow
series to those of the green and blue series as well as the excitation of yellow Rydberg excitons using
orbital angular momentum (OAM) light. Finally, the influence of a background of charged impuri-
ties on the excitonic spectra will be discussed in Chapter 6. First, however, Chapter 2 will lay out
the fundamentals of group theory, semiconductor physics as well as the properties of cuprous oxide
and its excitons. Chapter 3 will outline the numerical solution of the anisotropic, nonparabolic
exciton problem and the calculation of the excitonic van der Waals potentials based on the derived
eigenenergies and wave functions. An outlook and a summarising discussion is given in the final





To a physicist, group theory is the mathematical language of symmetry. This Section will focus
on its application to quantum mechanics in general and solid state theory in specific. Here, the
knowledge about symmetries of the Hamiltonian allows one to make far-reaching statements about
the transformational properties of the eigenstates, their degeneracy and selection rules.
In solid state physics, there are four main types of symmetries of interest: translational symme-
tries, rotational symmetries, the SU(2) (spin-)symmetry inherited from the Pauli equation [47] and
time-inversion symmetry. Of most immediate interest to this work are the rotational symmetries
described by the point group of a crystal and the double group of combined rotational and SU(2)
symmetry. A short discussion on the connection of the point group of Cu2O to the space group,
which is the group of combined rotational and translational symmetries, will be given in Sec. 2.3.
The discussion in this Section will be limited to unitary symmetries (i.e. symmetries that conserve
scalar products), which includes all the aforementioned types of symmetries except time inversion.
This Section will give a short introduction into the main concepts of group theory and define im-
portant terms and relations used in the following. For a more in-depth introduction the reader is
referred to Refs. [48, 49, 50].
The crystallographic group theory is plagued with a variety of different notational conventions,
most notably the Schoenflies and Hermann-Maguin notation for the crystallographic point and
space groups as well as the Koster [50] and the Bouckaert-Smoluchowski-Wigner (BSW) notation
[51] for the irreducible representations of the point groups. We will stick to the Schoenflies and
the Koster notations in this work. Table B.2 contains the transcription between the Koster and the
BSW notation for the point group Oh.
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6 Theoretical preliminaries
Definition 1 (Group). A group G is a set of elements {a, b, c, . . .}̧ with a multiplicative mapping
ab : G × G 7→ G, fulfilling the following axioms:
1. Closure: ab ∈ G ∀ a, b ∈ G
2. Associativity: (ab)c = a(bc) ∀ a, b, c ∈ G
3. Identity element: ∃ e ∈ G : ae = ea = a ∀ a ∈ G
4. Inverse element: ∀ a ∈ G ∃ a−1 ∈ G : aa−1 = a−1a = e.
A group is called abelian if it fulfils the additional axiom:
5. Commutativity: ab = ba ∀ a, b ∈ G.
A subset H of G fulfilling the axioms 1.– 4. is called a subgroup of G.
An important property of a group is its order g, i.e. the number of its elements. Groups
with infinite order do exist as well, a special case of which are the Lie-groups, i.e. continuous
symmetry groups such as the rotation groups SO(3) and O(3) or the translation group of free
space. Another important concept are the conjugacy classes which are subsets of G defined as
follows: two elements of a, b ∈ G belong to the same conjugacy class if there exists a c ∈ G such
that a = c−1 b c. Thereby, every element of the group does unambiguously belong to exactly one
conjugacy class.
2.1.1. Space groups and point groups
The space group of a crystal is the group of all its spatial symmetries {α, τ} consisting of combined
rotations and translations α and τ , respectively. They transform any function f(r) according to
{α, τ} f(r) = f(α−1 · (r − τ )). (2.1)
The subset of pure translations {1, Rn} forms a subgroup of the space group and is called the
Bravais lattice of the crystal. The group of rotational symmetries of this Bravais lattice is called
the holoedral group of the crystal and the 14 Bravais lattices can be classed into 7 crystal systems
according to it [48].
The pure rotations α present in the space group form the point group of the crystal which, in
general, is not a symmetry group of the crystal. If it is, the crystal is called symmorphic and the
space group is the product of the translation group and the point group. Examples for symmorphic
crystals are all elemental crystals without a basis, i.e. with only one atom per lattice site. For non-
symmorphic crystals, some rotational symmetries do only map the crystal onto itself in combination
with a nontrivial translation (i.e. a translation that by itself is not a symmetry of the crystal). It
should be noted that for crystals with a basis, the point group is not necessarily identical to the
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holoedral group, but it must be one of its subgroups. There are 230 crystallographic space groups
with 32 different point groups in three dimensions [48, 50].
2.1.2. Representations
A representation Λ of a group G is defined as a set of matrices DΛ(a) ∈ Cn×n, one for each a ∈ G,
whose multiplications follow the multiplication table of the group, i.e.
DΛ(a) · DΛ(b) = DΛ(ab) ∀ a, b ∈ G. (2.2)
The parameter n is called the dimension of the representation. If the mapping between the elements
of the group and the representation matrices is bijective, the representation matrices form a group
that is isomorphic to G and are called a faithful representation.
If two representations Λα, Λβ of a group are known, additional ones can be constructed via








The shorthand notations used to refer to these operations are, respectively, Λγ = Λα ⊗ Λβ and
Λδ = Λα ⊕ Λβ . Another way to construct new representations from known ones is via similarity
transformations DΛǫ(a) = A
−1 · DΛα(a) · A with some invertible A ∈ Cn×n. The representations
are then called equivalent Λǫ ∼ Λα.
A representation Γ is called irreducible if there exists no similarity transformation to transform
all the matrices to the same block-diagonal form as in Eq. (2.4). It can be shown that the number
of inequivalent, irreducible representations of any finite group is equal to the number r of its con-
jugacy classes. The continuous rotation group SO(3) has a countably infinite number of irreducible
representations which can be labelled by the orbital quantum number ℓ and have dimension 2ℓ + 1,
respectively.
Every representation of a group can be decomposed into an equivalent sum of irreducible
representations. The decomposition of products of irreducible representations into sums of irre-
ducible representations, in particular, are given as the multiplication tables of the irreducible
representations (see Tab. B.3 for Oh). The connection of these decompositions to the characters
χΛ(a) = Tr [DΛ(a)] of the representations is discussed in App. B.2.
In quantum mechanics, the term representation is often used synonymously with an eigenspace
of the Hamiltonian that owes its degeneracy to the symmetry of the Hamiltonian. Let H be a Hamil-
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tonian with symmetry group G and V the eigenspace with an orthonormal basis |1V 〉, |2V 〉, . . . , |NV 〉
and an eigenenergy EV . By applying the symmetry operations a ∈ G via the operators Ŝa
ŜaH |iV 〉 = H Ŝa|iV 〉 = EV Ŝa|iV 〉, (2.5)
it is clear that Ŝa|iV 〉 is an eigenvector of the Hamiltonian from the same eigenspace. The eigenspace














have to fulfil the representation property Eq. (2.2) and motivate the nomenclature. The symmetry
of the Hamiltonian implies that every eigenspace must be degenerate according to the dimension
of its irreducible representation. Any higher degeneracy is either coincidental or indicative of
additional symmetries1.
It is often convenient to choose the bases of invariant vector spaces belonging to the same
irreducible representation in such a way that they transform in the same way, i.e. that the trans-
formation matrices D(a) coincide. The particular choice is somewhat arbitrary and tends to be
defined in terms of exemplary basis functions, given in the character tables (see Tab. B.2). These
basis functions will be called the rows of the irreducible representation in the following. In
the case of the infinite rotation groups the rows are generally labelled by the magnetic quantum
number2 m.
The most basic irreducible representation every group possesses is the one-dimensional identity
representation Γ1 with DΓ1(a) = 1 for all a ∈ G. This representation corresponds to states or
operators which are invariant under all symmetry transformations, e.g. the Hamiltonian, which
has the full symmetry by definition. The specialisation for the group SO(3) is the representation
Γℓ=0 corresponding to all rotationally symmetric states and operators.
Another important concept in group theory is that of compatibility. Let Γα be an irreducible
representation of the group G and H a subgroup of G. The set {DΓα(a) : a ∈ H} clearly forms
1A famous example of the latter would be the hydrogen atom in which the obvious O(3) symmetry is responsible for
the (2ℓ + 1)-fold degeneracy with respect to the magnetic quantum number m. The degeneracy with respect to the
orbital quantum number ℓ is induced by a hidden, dynamical SO(4)-symmetry [52] which depends crucially on both
the parabolic dispersion of the electron and the 1/r Coulomb potential. It is therefore broken in more complicated
systems such as Rydberg excitons or the alkali Rydberg atoms and the degeneracy is lifted.
2Sometimes, homogeneous polynomials of order ℓ are used instead, for example {x, y, z} for ℓ = 1 or {(2z2 − x2 −
y2)/
√
6, (x2 − y2)/
√
2, yz, zx, xy} for ℓ = 2.
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a representation of H. The decomposition Γα(G) 7→
∑
β Γβ(H) into irreducible representations
of H is then given by the compatibility table of H with respect to G (see e.g. Tab. B.4 for the
compatibility table of Oh with respect to O(3)). In quantum mechanics, the compatibility relations
indicate the splitting of degenerate manifolds under a corresponding reduction of symmetry. As
all crystallographic point groups are subgroups of O(3), linear combinations of its basis functions,
the spherical harmonics Y mℓ (φ, θ), can be constructed which transform like the rows of the point
groups’ irreducible representations. These are called lattice harmonics [53, 48, 54] in general and
cubic harmonics in the case of the point group Oh [55, 56]. The cubic harmonics up to ℓ = 6 are
given in App. B.4.
2.1.3. Coupling coefficients
Let |Γα, i〉 and |Γβ , j〉 be the bases for two invariant Hilbert spaces corresponding to the irreducible
representations Γα and Γβ and transforming according to the particular choice of basis functions
for these two representations. The |Γα, i〉 and |Γβ , j〉 are assumed to be vectors of some Hilbert
space here, but the discussion is readily extensible to invariant operator spaces as it only hinges on
the transformational properties. The product states do then transform like













Γα(a) ⊗ DΓβ (a)
]
τ,ν
|Γα, τ〉 |Γβ , τ〉
(2.8)
where ν=̂{i, j} and τ=̂{k, l} are compound indices. Clearly, the representation of the space spanned
by all products is Γα ⊗ Γβ, which will in general be reducible. If this is the case, the matrices
D
Γα(a) ⊗ DΓβ (a) can be brought to a block-diagonal form as in Eq. (2.4) via a unitary trans-
formation. The coefficients 〈Γα, i; Γβ, j|Γγ , k〉µ of the unitary transformation for which the block
matrices take the form implied by the rows of the irreducible representations are called coupling
coefficients or Clebsch-Gordan coefficients in the case of the infinite rotation groups. The index
µ accounts for the fact that Γγ might appear more than once in Γα ⊗ Γβ which would imply that
there are multiple linearly independent combinations of product states transforming like the row k
of Γγ . Symmetrised products can then be constructed via
|Γγ , k〉µ =
∑
i,j
〈Γα, i; Γβ , j|Γγ , k〉µ |Γα, i〉 |Γβ, j〉 . (2.9)
A comprehensive list of coupling coefficients for all 32 crystallographic point groups can be found
in Ref. [50].
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One important application of these coupling coefficients is the so called Wigner-Eckart the-
orem. Let Ôj be an operator transforming like the jth row of the irreducible representation Γβ
and |R, Γα, i〉 as well as |R′, Γγ , k〉 two states with the rows i, k of the irreducible representations
Γα, Γγ and R, R′ labelling all other quantum numbers. The Wigner-Eckart theorem states that the
corresponding matrix element can be written as
〈R, Γα, i|Ôj |R′, Γγ , k〉 =
M∑
µ=1
〈R, Γα‖Ô‖R′, Γγ〉µ 〈Γβ, j; Γγ , k|Γα, i〉∗µ (2.10)
with the reduced matrix elements 〈R, Γα‖Ô‖R′, Γγ〉µ, the complex conjugated coupling coefficients
〈Γβ, j; Γγ , k|Γα, i〉∗µ and the multiplicity M of the irreducible representation Γα in the decomposition
of Γβ ⊗ Γγ . Notably, if M is zero, the matrix element has to vanish3. It is often possible to
derive selection rules based solely on this observation and the multiplication table of the irreducible
representations (see, e.g. Tab. B.3). Another important aspect is the fact that the reduced matrix
elements do not depend on the rows i, j and k of the irreducible representations while the coupling
coefficients are completely determined by the transformational properties of the operator and the
states. This can be exploited to minimise the number of independent free parameters in, say,
perturbation theoretical calculations.
2.2. Fundamentals of semiconductor physics
This Section is based on the introductory chapters of the books [57, 58, 59, 60, 61]. For a more
comprehensive discussion, the reader is referred to these resources as well as Refs. [62, 63].
A semiconductor can be defined as a material with a conductivity between that of a conductor
and an insulator, typically in the range between 10−2 Ω cm and 109 Ω cm. An important result of
solid state physics is the observation that only partially filled bands may contribute to the conduc-
tivity of a crystal, while bands that are either completely filled or completely empty may not. This
motivates the classification based on the size of the main band gap4 which allows for a more rigid
distinction between conductors (materials without a band gap) and semiconductors5 (materials
with a band gap Eg . 3 eV). The distinction between semiconductors and insulators, however,
is still fuzzy. Semiconductors as well as insulators possess only bands that are either completely
filled or completely empty in their ground state. Due to their lower band gap, however, semicon-
3A more basic derivation of this result relies on the fact that the scalar product of two vectors has to vanish by symmetry,
if they correspond to different rows of two (possibly identical) irreducible representations 〈R, Γα, i|R′, Γγ , k〉 ∝
δΓα,Γγ δi,k [49]. Thus, if the vector Ôj |R′, Γγ , k〉 does not contain any component transforming like |Γα, i〉, the
corresponding matrix element has to vanish.
4At this point, it shall suffice to define the band gap as the energy difference between the highest occupied electronic
state and the lowest unoccupied state at 0 K. The Fermi energy Ef can be loosely defined as the energy below which
all states are filled and above which all states are empty at 0 K.




2.2.1. Semiconductor solid-state theory

































|Ri − rj |
where i sums over the atomic nuclei with charge eZi and mass Mi and j sums over the electrons.
As a typical condensed matter system contains roughly 1023 particles per cubic centimeter, the full
treatment of the corresponding Schrödinger equation is impossible. Another major shortcoming
of this description is the fact that it contains no a-priori knowledge about the phase or structure
of the quantum system of interest. In order to remedy this shortcoming, the Born-Oppenheimer
approximation is almost universally employed in solid-state physics. It enables one to decouple
the motion of the electrons and the atomic nuclei and is based on the assumption that due to their
much lower mass, the electrons follow the movement of the nuclei adiabatically. This results in an



















|Ri − rj |
(2.12)
and an ionic Hamiltonian describing the motion of the atomic nuclei in the potential surface defined













|Ri − Ri′ |
+ E0el({R}). (2.13)
The Hamiltonian Hion leads to the concept of phonons, the quantised lattice vibrations. A short
discussion of the phononic modes of Cu2O can be found in Sec. 2.3.
In order to make the electronic Schrödinger equation tractable, the Hamiltonian is often re-





with some effective potential Veff(r) containing the interaction of the electron with the crystal ions
as well as the mean-field interaction with all other electrons. While it is in principle possible to
derive effective potentials [61] called pseudo-potentials, this is highly nontrivial. Often, the one-
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electron approximation is used instead to derive effective Hamiltonians describing the electronic
properties which can be fitted to experimental results or more sophisticated calculations.
To a physicist, the defining characteristic of a crystal is the discrete translational symmetry
Veff(r) = Veff(r − Rn). This implies that the corresponding Hamiltonian commutes with a group of
translation operators TRn which translate every function according to TRn f(r) = f(r − Rn). The
lattice vectors
Rn = n1 a1 + n2 a2 + n3 a3 n1, n2, n3 ∈ Z (2.15)
can be build up from the primitive lattice vectors ai. The lattice formed by all lattice vectors is
called the Bravais lattice of the crystal and the lengths of the primitive lattice vectors |ai| are
called the lattice constants. There are 14 different Bravais lattices, the ones with the highest
overall symmetry being the three cubic ones: the simple cubic (sc), the face centered cubic (fcc)
and the body centered cubic (bcc) [48]. Any crystal can be build up from the repetition of a
fundamental building block with a volume V = a1 · (a2 × a3), called the primitive unit cell. One
particular choice of primitive unit cell is the Wigner-Seitz cell, which has a lattice point of the
Bravais lattice at its center and consists of all points which are closer to this lattice point than to
any other. An important concept in solid-state physics is the so called reciprocal lattice
Gn = n1 b1 + n2 b2 + n3 b3 n1, n2, n3 ∈ Z (2.16)
whose primitive lattice vectors can be derived via
bi =
2π
V aj × ak ⇒ ai · bj = 2π δi,j (2.17)
where {i, j, k} denotes a cyclic permutation of {1, 2, 3}. Every normalisable, lattice periodic func-







The reciprocal lattice is of course a Bravais lattice as well, which must belong to the same crystal
system but is not necessarily equivalent. The reciprocal lattice of the fcc lattice, for example, is
a bcc lattice and vice versa [48]. The Wigner-Seitz cell of the reciprocal lattice is called the first
Brillouin zone of the crystal.
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which has to be a degenerate eigenstate of the crystal Hamiltonian corresponding to φn,α·k(r).
The implication that the band structure is symmetric with respect to all symmetries in the point
group of the crystal En(k) = En(αk) will be called star7 degeneracy8. At points of high symmetry
in the first Brillouin zone, there might be a subgroup of the point group called the small group
which maps k onto itself 9 αk = k. In this case, the Bloch states can be classified according to the
irreducible representations of the small group. In particular, at the Γ-point (i.e. k = 0) they can be
classified according to the irreducible representations of the whole point group.
One of the most important sets of parameters of the band structure, besides the band gaps, are













which can be interpreted as the inertial mass of a quasiparticle. If the effective mass tensor is pro-
portional to the identity matrix, as is the case for the highest valence band and lowest conduction
band of Cu2O, the proportionality constant is simply called the effective mass m∗n.
The effective mass of the highest valence band is negative in most semiconductors. In order to
arrive at a more intuitive description, the problem can then be reformulated in terms of positively
charged quasiparticles, the holes. In this way, the dynamics can be described in terms of a few
particles with a positive effective mass in an otherwise empty band instead of a few electron-
vacancies with negative mass in otherwise completely filled band. The change of the quasiparticle
properties under this transformation are laid out in Tab. 2.1 and Fig. 2.3.
The description in terms of quasiparticles with effective masses introduces some ambiguity into
the language of solid-state physics. There are two concepts of importance to solid-state physics
called an “electron”, the elementary particle as well as a quasiparticle describing a many-body
state of an elementary electron excited to the conduction band. Table 2.2 compares the properties
of these two. For the remainder of this thesis, we will take the route of most text on solid-state
physics and not explicitly distinguish between the two.
The boundaries of the crystal break its translational symmetry, complicating the treatment by
the introduction of surface effects. If one is only interested in the bulk properties of the crystal, the
7The star of a point k consists of the set of all distinct points that can be constructed by αk, where α is any element of
the crystal’s point group. In general, the number of distinct points will equal the order of the point group, it will only
be lower at points of high symmetry (e.g. k = 0).
8The term “star degeneracy” is lent from the German word “Sternentartung” [65] and is not generally used in English
texts [49]. The author does, however, deem it convenient to have a concise expression to refer to this phenomenon.
9This includes a possible translation by a reciprocal lattice vector αk = k + Gn, which is only relevant for points on
the very boundary of or outside the first Brillouin zone.
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expressed via the Slater antisymmetrisation operator A [61] or the fermionic electron creation
operators a†n,k creating an electron in the state |φn,k〉. The ket |Φ0〉 denotes the empty-crystal state.







where i enumerates all the valence bands and all allowed k in the first Brillouin zone.
2.2.2. The k · p method









[σ × ∇V (r)] · p, (2.26)




















The spin-orbit term is inherited from the Pauli equation [47], an approximation to the relativistic
Dirac equation for kinetic energies far lower than the rest energy m0c2. Using the Bloch theorem
φn,σ,k(r) = e
ik·r un,σ,k(r), where σ denotes the spin state, a Schrödinger equation
Hk·p un,σ,k(r) = En,σ(k) un,σ,k(r) (2.28)
describing only the lattice periodic part can be derived via
Hk·p = H + e−ik·r [H, eik·r] = H +
~
m0




π = p +
~
4m0c2
[σ × ∇V (r)] . (2.30)
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The Hamiltonian (2.29) describes the bands as a set of free-electron dispersions which are
displaced by their respective En,σ(0) and coupled by the term ~k · π/m0. The coupling to bands
with higher energy En′,σ′(0) > En,σ(0) does generally lead to a larger or even negative effective
mass while the coupling to bands with En′,σ′(0) < En,σ(0) reduces the effective mass.
For every k in the Brillouin zone, the eigenstates of Hk·p span the complete Hilbert space of
all normalisable, lattice periodic functions. We may therefore take the solution at one point k0 in
reciprocal space and expand the Hamiltonian at any other point in the corresponding eigenstates.
Many physical properties of semiconductors are governed by a few of the lowest conduction bands
and highest valence bands in the vicinity of their respective minima and maxima. A common
approach is therefore to expand the bands around these extrema perturbation theoretically. This
will be the approach which will be discussed in this Section. The discussion will be restricted
to the case of Cu2O, i.e. an expansion around the Γ-point in a crystal with point group Oh. The
derivation of the Suzuki-Hensel Hamiltonian [66] describing the Γ+5 ⊗Γ+6 = Γ+7 ⊕Γ+8 valence bands
as well as a Hamiltonian for the Γ+6 ⊕ Γ−8 conduction bands [67] of Cu2O will be laid out in the
following. Although the application of perturbation theory to strain is not as straightforward [68],
the influence of strain on the band structure can be described by effective Hamiltonians derived in
the same manner as the k · p Hamiltonians. Strain and its influence on the valence band of Cu2O
will be discussed in detail in Chapter 4.
The expansion of Hk·p around k = 0 in second-order degenerate perturbation theory results in










∆−1n′′ 〈un,0|k · π|un′′,0〉〈un′′,0|k · π|un′,0〉,
(2.31)












For the conciseness of the notation, the spin state has been omitted. In crystals with inversion
symmetry, only terms with either even or odd order in k may be nonzero simultaneously, based
on the parity of the states |un,0〉 and |un′,0〉. The intermediate states |un′′,0〉 include the states
from all other eigenspaces, but based on the irreducible representations of the |un,0〉 and |un′,0〉
only the states of certain irreducible representations can contribute nonzero terms. In the case
of Cu2O, for example, if |un,0〉 and |un′,0〉 are understood to be Γ+7 and Γ+8 valence-band states
respectively, the irreducible representations of the intermediate states must be contained in both
Γ−4 ⊗ Γ+7 = Γ−7 ⊕ Γ−8 and Γ−4 ⊗ Γ+8 = Γ−6 ⊕ Γ−7 ⊕ 2Γ−8 , limiting the intermediate states to Γ−7 ⊕ Γ−8 .
The irreducible representation Γ−4 describes all polar vector operators, in this case π.
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The simplest approach to derive an effective Hamiltonian from Eq. (2.31) would be the applica-
tion of the Wigner-Eckart theorem (2.10). We will, however, discuss another approach here, called
the method of invariants [58, 59]. It requires that the effective Hamiltonian is symmetric with
respect to the point group symmetries10 α, i.e.
H(K) = D(α) · H(α−1K) · D−1(α), (2.33)
where the D(α) are the unitary representation matrices transforming the basis and K is some set
of parameters the Hamiltonian depends on (e.g. k or the strain tensor ǫ) transforming like the
representation ΛK. If the representation of the basis is reducible Λb = Γi ⊕ Γj , Eq. (2.33) can be





HΓj ,Γi(K) HΓj ,Γj (K)








For a Hamiltonian in an N -dimensional Hilbert space with a basis transforming like the (re-
ducible) representation Λb, there are N2 linearly independent basis matrices Xi transforming like
Λb ⊗ Λb






i,j Xj . (2.35)
The linearly independent components of both the basis matrices and K can be chosen to transform
according to the rows of the irreducible representations, written as XΓi and KΓi , respectively. An







XΓi KΓi , (2.36)
where Γ is any irreducible representation appearing in both Λb ⊗ Λb and ΛK, i sums over the rows
of Γ and the aΓ are free parameters which are assumed to be real. The Hamiltonian has to satisfy
two additional constraints namely hermiticity and time-inversion symmetry
H(K) = H†(K), (2.37)
T −1 · H (fK) · T = H∗(K), (2.38)
where T denotes the matrix applying the antiunitary11 time-inversion operator T to the basis and
f = ±1 depending on whether K is symmetric or antisymmetric under time inversion. The angular
10This must be true for all elements α of the point group. It does, however, suffice to enforce it for a set of generators of
the group as the symmetry with respect to all other elements follows automatically.
11The antiunitarity of the operator T implies 〈T φ|T ψ〉 = 〈φ|ψ〉∗ = 〈ψ|φ〉 for all |φ〉 and |ψ〉.
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momenta as well as the linear momenta are odd with respect to time inversion T (I, σ, p, k) =
−(I, σ, p, k) T , the position operator as well as the crystal Hamiltonian are even T (H, r) =
(H, r) T . Hermiticity can be enforced by the choice of hermitian basis matrices and Eq. (2.38)
may exclude certain terms in Eq. (2.36) if the basis matrices behave differently than K under time
inversion, i.e. if they do not fulfil
T −1 · XΓi · T = fXΓ∗i . (2.39)
Suzuki-Hensel Hamiltonian
The Suzuki-Hensel Hamiltonian [66] describes the valence bands of germanium, which crystallises
in the diamond structure belonging to the same point group as the space group of Cu2O. As is the
case for germanium, the uppermost valence bands of Cu2O are formed from a threefold degenerate
set of atomic orbitals transforming like Γ+5 at the Γ-point. This manifold is split up into six bands
transforming like Γ+5 ⊗ Γ+6 = Γ+7 ⊕ Γ+8 by spin-orbit interaction when the spin degrees of freedom
(Γ+6 ) are taken into account. As all basis states have the same parity, only terms of even order in
k may contribute to the Hamiltonian. This Section will investigate the terms of zeroth order and
second order in k.
The 36 linearly independent basis matrices can be constructed from the outer products of the 9
matrices {Ix, Iy, Iz, I2x, I2y , I2z , {Iy, Iz}, {Iz, Ix}, {Ix, Iy}} for the Γ+5 Hilbert space and the 4 matrices




(IxIy + IyIx) (2.40)
and the angular momentum matrices I for spin ℓ = 1 are hermitian matrices fulfilling the commu-



























These matrices were chosen with respect to a time inversion symmetric (i.e. real) basis guaran-
teeing that the time-inversion operation consists only of a complex conjugation I∗i = −Ii due to
T = 1.
The three spin matrices {Ix, Iy, Iz} transform like an axial vector (i.e. Γ+4 ), irrespectively of
whether their basis is understood to transform like any of the irreducible representations Γ±4/5. This
is guaranteed by the fact that all four representations are mutually connected by the multiplication
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with a one-dimensional representation (e.g. Γ+5 = Γ
−
2 ⊗ Γ−4 )
DΓ+5
(α) · Ii · D−1Γ+5 (α) =
[
DΓ−2






















The intermediate step made use of the fact that Γ−2 is one-dimensional and DΓ−2 (α) thus just a
complex scalar. The Hamiltonian we will derive will therefore be applicable to all sets of bands
transforming like Γ±6/7 ⊕ Γ
±
8 .
Table 2.3 gives all symmetrised basis matrices up to second order in the angular momentum
matrices as well as all terms of second order in k. We will start by constructing a Hamiltonian for
a scalar K (transforming like Γ+1 )
Hso = E0 −
1
3
∆so I · σ. (2.43)
The free parameter E0 is an offset to the complete Hamiltonian, not explicitly given in Ref. [66],
while ∆so is called the spin-orbit splitting and defines the splitting between the Γ+7 and Γ
+
8 valence
bands at the Γ-point. The spin-orbit term can be rewritten via
I · σ = J2 − I2 − σ
2
4
= J2 − 11
4
(2.44)
where J = I + σ/2 denotes the total angular momentum. J2 has two eigenspaces corresponding
to spins of J = 1/2 (=̂Γ+7 ) and J = 3/2 (=̂Γ
+
8 ) with eigenvalues J(J + 1), i.e. 3/4 and 15/4
respectively. Hence, the eigenvalues of Hso are E0 + 2∆so/3 and E0 − ∆so/3.
k(2) I(2) Iσ σ
Γ+1 1 k
2 1I ∝ I2 I · σ 1σ ∝ σ2
Γ+3











3 (Ixσx − Iyσy)
Γ+4
x [ky, kz] ∝ Bx Ix ∝ [Iy, Iz] Iyσz − Izσy σx
y [kz, kx] ∝ By Iy ∝ [Iz, Ix] Izσx − Ixσz σy
z [kx, ky] ∝ Bz Iz ∝ [Ix, Iy] Ixσy − Iyσx σz
Γ+5
yz {ky, kz} {Iy, Iz} Iyσz + Izσy
zx {kz, kx} {Iz, Ix} Izσx + Ixσz
xy {kx, ky} {Ix, Iy} Ixσy + Iyσx
Table 2.3.: Symmetrised components of the basis matrices and terms of second order in k. Note, that there
are also linearly independent basis matrices of order I(2)σ, not given here.
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The terms of second order in k transform like Γ−4 ⊗ Γ−4 = Γ+1 ⊕ Γ+3 ⊕ Γ+4 ⊕ Γ+5 where Γ+4
corresponds to the commutator k × k which vanishes in the absence of a magnetic field. As all
the other terms are even under time inversion only those basis matrices which are themselves even
under time inversion can contribute, i.e. all terms of even order in the angular momentum matrices.


































where c.p. denotes the cyclically permuted terms and the Ai and Bi are free parameters. In most
materials, the Ai are dominant and the Bi yield only minor corrections. The Hamiltonian describes
a set of six bands consisting of three sets of two bands which are degenerate over the whole Brillouin
zone. This degeneracy is a consequence of the combination of inversion symmetry I inherent in Oh
and the time-inversion symmetry, whose combination implies that there are two degenerate states
I |un,σ,k〉 = |un,σ,−k〉 and T |un,σ,k〉 = |un,−σ,−k〉 for every state |un,σ,k〉. The degeneracy due to
time inversion is called Kramers degeneracy [70, 71].
In the presence of a magnetic field B the commutator of the quasi-momentum takes the form
k × k = eB
i~
(2.46)
which follows from the minimal coupling substitution ~k 7→ ~k + eA. As time inversion flips
the angular as well as the magnetic momenta, the interaction with an external magnetic field
is antisymmetric with respect to time inversion and breaks the time-inversion symmetry of the
Hamiltonian. Therefore, only odd orders of the angular momentum operators may contribute to














+B′′4 ({Ix, Iy}σy + {Ix, Iz}σz)
}
Bx + c.p. .
(2.47)
The two terms of order I(2)σ are not listed in Tab. 2.3 and are only given here for completeness as
they yield only minor corrections and are not relevant to the remainder of this thesis.
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Conduction bands
The lowermost conduction bands of Cu2O transform according to the representations Γ+6 and Γ
−
8 .
As these two bands have opposing parity, they cannot be treated in a pseudo-spin formalism as we
used for the valence bands. We will therefore derive the Hamiltonian in the two sub spaces as well








The 16 linearly independent matrices for the Γ−8 Hilbert space can be expressed via the powers




y , {Jx, Jy}, {Jy, Jz}, {Jz, Jx}, {J2y − J2z , Jx},
{J2z − J2x , Jy}, {J2x − J2y , Jz}, J3x , J3y , J3z , JxJyJz + JzJyJx,
(2.49)












































−32 0 0 0
0 −12 0 0
0 0 12 0




The terms up to second order in these matrices transform just like the equivalent components of I
in Tab. 2.3. The resulting Hamiltonian thus takes the form



















This is equivalent to the well-known Luttinger Hamiltonian [69] or the projection of the Suzuki-
Hensel Hamiltonian onto the Γ+8 subspace.
The four linearly independent matrices in the Γ+6 Hilbert-space transforming like Γ
+
6 ⊗ Γ+6 =
Γ+1 ⊕ Γ+4 can again be chosen as {1σ, σx, σy, σz}. In the absence of a magnetic field, the quadratic
terms in k contain no terms transforming like Γ+4 and the Hamiltonian may only consist of basis
matrices transforming like Γ+1 yielding






It is sufficient for most applications to treat the Γ+6 conduction band by itself as the isotropic,
parabolic band described by H6(k).
For the cross space, only odd orders of k may contribute as the two eigenspaces have opposing
parity, and we will restrict the discussion to terms linear in k. The wave vector transforms according
to Γ−4 , therefore only the one corresponding set of three basis matrices appearing in Γ
−
8 ⊗ Γ+6 =





















































where the two columns correspond to {|Γ+7 , −1/2〉, |Γ+7 , 1/2〉} from left to right and the four rows
correspond to {|Γ−8 , −3/2〉, |Γ−8 , −1/2〉, |Γ−8 , 1/2〉, |Γ−8 , 3/2〉} from top to bottom. Finally, the




B6,8 U · k. (2.54)
2.2.3. Excitons
The fundamental electronic absorption process in a semiconductor elevates one electron from a
valence band to a conduction band, creating a hole and a (quasiparticle) electron. For a complete
description of this process, the mutual interaction of these two quasiparticles due to their opposing
charge has to be included. For large separations |re − rh| ≫ ag, the interaction can be modelled by
an effective Coulomb potential






with the crystal permittivity ε = ε0 εr. In the simplest model, called the effective mass approxima-
tion, only one set of valence and conduction band is taken into account and the bands are approx-
imated by parabolas p2/(2m∗) around their respective extrema. The dynamics of the electron-hole








+ Vc (|re − rh|)
]
Ψ(re, rh) = E Ψ(re, rh), (2.56)
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whose bound states are called Wannier excitons [12]. It can be decoupled into
P 2
2M






φ(r) = Eb φ(r), (2.58)


























Here, α = m∗e/M and β = m
∗





mass and µ = m∗e m
∗
h/M the reduced effective mass.
Equation (2.57) models the dynamics of the excitonic COM as a free particle of mass M . Equa-
tion (2.58), called the Wannier equation, describes the dynamics of the relative degrees of freedom
and is structurally equivalent to the Schrödinger equation of the hydrogen atom. Its bound states
do hence form a Rydberg series with binding energies Eb = −Ry∗ n−2 depending on the principal










These bound states appear in the absorption spectra as a series of resonances below the band
gap and can be labelled by the same quantum numbers as the states of the hydrogen atom, namely
the principal quantum number n, the orbital quantum number ℓ, the magnetic quantum num-
ber m and the COM wave vector K. The eigenenergies of Eq. (2.56) are then given by








Corrections to the effective mass approximation arise, for example, due to polaronic corrections
to the interaction potential [72], the nonparabolic and anisotropic bands [25, 73], the electron-
hole exchange interaction [74, 75] and possibly the coupling between excitonic series [28, 73].
Collectively, these corrections are often referred to as the central-cell corrections as they tend to
be most relevant for small electron-hole separations |re − rh| ∼ ag.
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The wave functions derived from Eqs. (2.57-2.58) are the quasiparticle wave-functions. In the






v, β K−k a
†
c, α K+k |Φvac〉 , (2.62)








d3r e−ik·r φn,ℓ,m(r) (2.63)
denotes the envelope function, i.e. the momentum-space wave function13 corresponding to the
solution φn,ℓ,m(r) of Eq. (2.58). In more sophisticated models such as those discussed in Chapter 3,
the relative and COM coordinates do not decouple and the envelope functions will depend on
K as well. At K = 0, the excitonic states do nonetheless transform according to irreducible
representations of the point group, namely those contained in ΛX = Γv ⊗ Γc ⊗ Γenv. Here, Γc/v
denote the irreducible representations of the band states at the Γ-point and Γenv the one of the
envelope function.
Excitonic absorption
The light-matter interaction operator in the two-band picture, dipole approximation and ignoring
the diamagnetic term can be written as
e
m0





〈v, q|π|c, q〉 bv, −q ac, q + h.c. (2.65)
where h.c. denotes the hermitian conjugate, A the spatially homogeneous vector potential and
〈v, q|π|c, q〉 the matrix element of the pure Bloch states. The transition matrix element from the
crystal vacuum to the excitonic state (2.62) does then take the form [76]
〈Φvac| π |Ψn,ℓ,m(K)〉 = −δK,0
∑
k
φ̃n,ℓ,m(k) 〈v, k|π|c, k〉. (2.66)
12The spin degrees of freedom have been omitted for conciseness. In order to include them, see the transformations in
Tab. 2.1.









Depending on the properties of the inter-band matrix element 〈v, k|π|c, k〉 around k = 0, there
are two different cases to distinguish. If the transition is allowed it can be approximated by a
constant 〈v, k|π|c, k〉 ≈ C, in which case the transition matrix element takes the form





Ω C φn,ℓ,m(0). (2.67)
As only the S-excitons (i.e. ℓ = 0) have a nonzero φn,ℓ,m(0), only these may contribute to the
one-photon dipole absorption and the transition is said to be of first kind.
If the transition is forbidden, one can approximate 〈v, k|π|c, k〉 ≈ ~M · k, with some state-
dependent M ∈ C3×3, resulting in
〈Φvac| π |Ψn,ℓ,m(0)〉 = −~M ·
∑
k







This matrix element can only be nonzero for P -excitons (i.e. ℓ = 1) and the transition is said to be
of second kind. Both C and M can be derived up to a few free parameters (in many cases only
one) by the application of the Wigner-Eckart theorem (2.10). In materials with inversion symmetry,
the transition is of first kind if the two relevant bands have opposing parity and of second kind if
they have the same parity (as is the case for the main series of Cu2O).
One might be tempted to think that the dipole approximation breaks down for Rydberg exci-
tons with spatial extensions on the order of the wavelength. The analysis does, however, show
that substantial corrections do only arise when the wavelength becomes comparable to the lattice
constant. Note also that the matrix elements (2.67) and (2.68) depend on the crystal volume Ω
which reflects the fact that the delocalised exciton can be created anywhere in the crystal and the
rate of exciton creation is proportional to Ω.
2.3. Cuprous oxide
Cuprous oxide crystallises in a simple cubic Bravais lattice with a lattice constant ag = 0.427 nm
[77] and is built up from a fcc copper sublattice and a bcc oxygen sublattice (see. Fig. 2.4 (b) and
(c)). The stochiometry of the basis is Cu4O2 and one particular choice for it is shown in Fig. 2.4 (a).
The corresponding space group is O4h, which is nonsymmorphic and can be understood to consist
of the product of all translations in the cubic Bravais lattice and the 48 symmetry elements {α, τ}





S (Γ+1 ) P (Γ
−
4 )
yellow (Γ+7 ⊗ Γ+6 ) Γ+2 ⊕ Γ+5 Γ−2 ⊕ Γ−3 ⊕ Γ−4 ⊕ 2 Γ−5
green (Γ+8 ⊗ Γ+6 ) Γ+3 ⊕ Γ+4 ⊕ Γ+5 Γ−1 ⊕ Γ−2 ⊕ 2 Γ−3 ⊕ 3 Γ−4 ⊕ 3 Γ−5
blue (Γ+7 ⊗ Γ−8 ) Γ−3 ⊕ Γ−4 ⊕ Γ−5 Γ+1 ⊕ Γ+2 ⊕ 2 Γ+3 ⊕ 3 Γ+4 ⊕ 3 Γ+5
violet (Γ+8 ⊗ Γ−8 )
Γ−1 ⊕ Γ−2 ⊕ Γ−3 2 Γ+1 ⊕ 2 Γ+2 ⊕ 4 Γ+3
⊕ 2 Γ−4 ⊕ 2 Γ−5 ⊕ 6 Γ+4 ⊕ 6 Γ+5
D (Γ+3 ⊕ Γ+5 ) F (Γ−2 ⊕ Γ−4 ⊕ Γ−5 )
yellow Γ+1 ⊕ 2 Γ+3 ⊕ 3 Γ+4 ⊕ 2 Γ+5 2 Γ−1 ⊕ Γ−2 ⊕ 2 Γ−3 ⊕ 4 Γ−4 ⊕ 3 Γ−5
green
2 Γ+1 ⊕ 2 Γ+2 ⊕ 3 Γ+3 2 Γ−1 ⊕ 2 Γ−2 ⊕ 5 Γ−3
⊕ 5 Γ+4 ⊕ 5 Γ+5 ⊕ 7 Γ−4 ⊕ 7 Γ−5
Table 2.4.: Irreducible representations Γv ⊗ Γc ⊗ Γenv of the excitonic states in Cu2O. The rows correspond
to Γv ⊗ Γc and the columns to Γenv. The highlighted states correspond to states that may be
accessible from the crystal vacuum via electric dipole transitions (green, Γ−4 ), magnetic dipole
transitions (orange, Γ+4 ) and electric quadrupole transitions (red, Γ
+
3 ⊕ Γ+5 ). Some of these
transitions may, however, be suppressed due to required spin flips.
The yellow series
The main series of interest to this thesis is the yellow series. Its Rydberg energy derived from
Eq. (2.60) is 86.07 meV and the excitonic mass M = 1.55 m0 which both agree very well with the
experimental observations [25]. Nonetheless, there is a small but systematic deviation from the
ideal Rydberg series which can be expressed as quantum defects δn,ℓ via




These behave very similarly to the quantum defects used to describe the states of alkali Rydberg
atoms, in that they are positive, largest for low orbital quantum numbers and only dependent on ℓ
for large n [21, 25, 26]. For the excitons, they arise due to the nonparabolicity of the valence band
which is most strongly felt by states with large momentum-space extensions, i.e. low n [25, 26, 27].
In the atomic case, they arise due to the deviation of the potential felt by the valence electron from
an ideal Coulomb potential. Far from the core, the potential of the nucleus screened by all the
core electrons is well described by the potential of an elementary point charge. Close to the core,
however, the valence electron sees the inner structure of the core resulting in a shift which mostly
affects states with small real-space extension, i.e. low n. A comparison of the excitonic quantum
defects from theory and experiment can be found in Chapter 3.
Due to the nonparabolicity of the Γ+7 valence band and the other central cell corrections, the




of phononic branches at the Γ-point are given by Γequiv ⊗ Γ−4 [49], where Γequiv denotes the equiv-
alent representations of the copper atoms (Γ+1 ⊕ Γ+5 ) and the oxygen atoms (Γ+1 ⊕ Γ−2 ) and Γ−4 is
the irreducible representation of the displacement vector (see also App. B.1). This results in the
phononic branches Γ−2 ⊕ Γ−3 ⊕ 2 Γ−4 ⊕ Γ−5 for the copper atoms and Γ−4 ⊕ Γ+5 for the oxygen atoms.
The Γ−4 branches arising from the oxygen and the copper atoms may of course be mixed. The
energies and descriptions of the phononic branches at the zone center are given in Tab. 2.5.
branch energy description
Γ−4 0.0 meV acoustic modes
Γ−5 10.7 meV
rigid rotation of the Cu4O tetrahedron,
bending the O-Cu-O bonds
Γ−3 13.6 meV
all four Cu atoms move towards the equator (or the poles)
along constant lines of latitude
Γ−4
18.8 meV (TO) Cu and O atoms move in contrarious directions along [100],
19.1 meV (LO) to keep the center of mass fixed
Γ−2 43.4 meV breathing mode of the Cu tetrahedron
Γ+5 63.8 meV relative motion of the two simple cubic O lattices
Γ−4
78.5 meV (TO) Cu and O move along the bonds,
82.1 meV (LO) keeping the center of mass fixed
Table 2.5.: Phononic branches of Cu2O at the zone center. TO denotes the transverse optical component
and LO the longitudinal optical component. Copied from Refs. [87, 84].
Besides the direct absorption by the excitons, the phonons play an important role for the ab-
sorption of Cu2O near the band gap as the dipole forbidden 1S and 2S excitons can be excited
by an indirect, phonon-assisted process. At the low temperatures of ∼ 1 K all the experiments
referenced in this thesis were performed at, all phononic states are virtually unoccupied and the
phonon-assisted transitions may only proceed via the emission of a phonon. In particular, the Γ−3
phonon leads to a strong background below the excitonic resonances setting in at 13.6 meV above
the 1S orthoexciton [32] (see the uppermost panel of Fig. 2.7 starting at ∼ 2.045 eV).
Chapter 3.
Yellow series quantum defects
The experimental observations of the yellow series’ Rydberg excitons by Prof. Bayer’s group at the
TU Dortmund [18, 20] have provided a unique opportunity to investigate the fine structure of the
Rydberg series in detail. While the effective mass approximation yields an astonishingly good fit
[18], the experiments show a small but systematic deviation for all principal quantum numbers n
that can be cast into quantum defects [25, 26]






known from alkali Rydberg atoms [21]. The quantum defects in Cu2O arise due to the central
cell corrections, first and foremost due to the nonparabolicity and anisotropy of the Γ+7 valence
band. In this Section, we will lay out an approach to include these features in the two-band
Wannier equation, solve it numerically based on the solution of the hydrogen-atom Schrödinger
equation in momentum space [88] and compare the results to the experiments. Thereby, we will
be able to gauge the influence of the inclusion of the full band-structure on the excitonic fine-
structure. Finally, we will discuss the derivation of the excitonic Van der Waals potentials based on
the excitonic resonance energies and wave function derived from the two-band model. These Van
der Waals potentials are crucial information for the assessment of the role of the Rydberg blockade
in the intensity-dependent bleaching observed by Kazimierczuk et al. [18].
3.1. Numerical approach
The starting point for the discussion of our numerical approach will be the multi-band exciton prob-
lem derived in Refs. [89, 90] and used by the authors of Refs. [73, 28], which is the most general
model in the quasiparticle picture. A short discussion of the connection between the multi-band
and the two-band problem, used in Refs. [25, 26] and the remainder of this Chapter, is provided
in Sec. 3.1.1. Subsequently, the numerical solution of the two-band problem in momentum space
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and the derivation of both the eigenenergies and the corresponding eigenfunctions is discussed in
detail in Secs. 3.1.2 and 3.1.3.
3.1.1. Multi-band picture
In the multi-band picture, the exciton problem takes the form [89, 90]
[Hc(−i∇e) − Hv(−i∇h) + V (re − rh)] ψ(re, rh) = E ψ(re, rh). (3.2)
Here, Hv(kh) and Hc(ke) denote the effective band-structure Hamiltonians of Sec. 2.2.2 in the 36-
dimensional Hilbert space of the electron-hole product states. This Schrödinger equation describes
all four main series of Cu2O, including their mutual coupling. The interaction potential V (r) is
in the simplest case just the effective Coulomb potential Vc(r) but might include corrections, e.g.
due to the electron-phonon interaction [72] or the dielectric function ε(ω, k) [74, 28]. Further











δ(re − rh), (3.3)
with the electron and hole-spin Pauli matrices σe/h, the coupled electron-hole spin S = (σe +σh)/2
and some constant J0. The matrix S2 has two eigenspaces with eigenvalues S (S + 1) = 0, 2
corresponding to the spin singlet and triplet, respectively. The definition of Hexch indicates that the
exchange interaction may only affect states that have an admixture of S-type (due to the δ(re−rh))
as well as the spin-singlet state. In the case of the yellow S-excitons, the paraexciton consists only
of spin triplet states [75] and is thus not affected by the exchange interaction. The exchange
interaction is therefore only relevant to the S-orthoexcitons.
Transforming Eq. (3.2) to COM and relative coordinates results in1
[Hc (−i (α∇R + ∇r)) − Hv (−i (β∇R − ∇r)) + V (r)] ψ(R, r) = E ψ(R, r), (3.4)
with a Hamiltonian that is invariant under a translation in R. The eigenstates can therefore be
expressed in terms of the eigenstates ψ(R, r) = eiK·R φK(r) of the corresponding translation
operators [89, 90] resulting in
[Hc (αK − i∇r) − Hv (βK + i∇r) + V (r)] φK(r) = E φK(r). (3.5)
1As the quasiparticles described by the band Hamiltonians have different effective masses, the relative masses α and β
do not have a self-evident definition anymore. They can be chosen freely as long as they fulfil α + β = 1. One could
in principle even define them to be R3×3 tensors fulfilling | det(α + β)| = 1 [90]. It is nonetheless not possible to
completely decouple the COM and relative degrees of freedom.
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As the quasi-momentum is a conserved quantity in the crystal environment, the photon momentum
~κ is imprinted onto the exciton during the absorption process. In the dipole approximation, κ
is set to zero. Note that even without this approximation, the κ corresponding to ∼ 2 eV is small
compared to the extension of the first Brillouin zone |κ| ≈ 0.004 π/ag. We will therefore assume
κ = K = 0 for the remainder of this Section, yielding
[Hc (−i∇r) − Hv (i∇r) + V (r)] φ(r) = E φ(r). (3.6)
The kinetic terms Hc (−i∇r) − Hv (i∇r) can be diagonalised by a unitary transformation U(−i∇r),
which does not commute with the potential due to its dependence on the momentum. It is therefore
not strictly possible to decouple the exciton series by diagonalising only the kinetic part. The
nonparabolic, anisotropic two-band Wannier equation which is derived this way does nonetheless
describe the yellow series substantially better than the effective mass approximation [25, 26] and
will be the model discussed in the remainder of this Chapter. As will be shown, the quantum
defects observed by Kazimierczuk et al. [18] can be mostly attributed to the complex valence-band
structure included in this model. The full problem including the coupling to the green exciton series
as well as the other central-cell corrections has successfully been treated by F. Schweiner et al. in
Refs. [73, 28].
3.1.2. Two-band picture








+ ∆T (ph) + Vc (|re − rh|)
]
Ψ(re, rh) = E Ψ(re, rh), (3.7)
where the term ∆T (ph) containing the valence-band nonparabolicity and the anisotropy has been
added, while Γ+6 conduction-band is approximated by an isotropic parabola. The transformation to







+ ∆T (βP − p) + Vc (r)
]
Ψ(R, r) = E′ Ψ(R, r), (3.8)
where we introduced E′ = E − Eg. Contrary to the effective mass approximation, the COM and
relative degrees of freedom do not decouple anymore. The Hamiltonian is invariant with respect





+ ∆T (p) + Vc (r)
]
φ(r) = E′ φ(r). (3.9)
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In the derivation, we also made use of the fact that due to the inversion symmetry of Cu2O, ∆T (p)
has to be inversion-symmetric as well. ∆T (p) may in general have a complicated dependency
on the components of the momentum operator. It does therefore seem advantageous to treat the
problem in momentum space where the momentum operator turns into a coordinate vector p = ~k.





+ ∆T (~k) + Vc (k) ⋆
]
ψ(k) = E′ ψ(k), (3.10)
where















Combining the Eqs. (3.9-3.12) and introducing the renormalised energy2 q =
√
−2µ E′/~ as well
as τ(k) = 2µ∆T (~k)/~2, the problem can be rewritten as a Sturmian eigenvalue problem which
depends only parametrically on q
[











The parameter λ(q) is the Sturmian eigenvalue and a∗B = 4πε~
2/(µe2) the excitonic Bohr radius.
The eigenenergies of Eq. (3.9) can then be retrieved by solving for the eigenvalue branches λi(q)
and locating all energies qn for which at least one of these branches fulfils λi(qn) = 1.
τ(k) is symmetric with respect to all symmetry operations of Oh due to the star degeneracy.
This implies that it transforms according to the irreducible representation Γ+1 and can be expanded
into the corresponding cubic harmonics Y
Γ+1
ℓα








The subscript α indicates that more than one cubic harmonic of order ℓ may transform like Γ+1
(which does only happen for ℓ ≥ 12). As the operators on both sides of Eq. (3.13) transform like
Γ+1 , only basis functions transforming like the same row of the same irreducible representation can
2Keep in mind that we are interested in the bound states for whom E′ < 0.
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transforming like the row i of the irreducible representation Γ with some radial wave functions
















2kk′ − nk · nk′
. (3.16)
The integral over the angular degrees of freedom can then be evaluated analytically using the
Funk-Hecke formula [92]
∮




∀ S ∈ L1(−1, 1).
(3.17)
Here, Yℓ (nk) denotes any linear combination of spherical harmonics of order ℓ (such as the cubic
harmonics) and Pℓ(t) the Legendre polynomials. Together with the relation between the Pℓ(t) and





































































These coefficients can be evaluated in terms of the spherical Gaunt coefficients (B.34) (see
Apps. B.4 and B.5). Due to Y
Γ+1
ℓ′′α
transforming like Γ+1 , the cubic Gaunt coefficients are independent
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of the row i of Γ. This guarantees that Eq. (3.20) takes the same form for all rows and the degener-
acy which is required by symmetry is indeed observed. Substituting fℓα(k, q) =
√
















































with expansion functions containing the Gegenbauer polynomials C(ℓ+1)j (x)
gj,ℓ(k, q) = ℓ!
√
j!











These expansion functions are orthogonal with respect to j
∞∫
0
dk gj,ℓ(k, q) gj′,ℓ(k, q) =
1
(j + ℓ + 1) q a∗B
δj,j′ (3.25)












are known to form a complete orthonormal basis of the Hilbert space L2k2+q2 [88]. We are therefore
free to use them as the basis for the expansion of the wave functions ψΓ,i(k) which is equivalent to
expanding the fℓα(k, q) in terms of the rescaled kernel expansion functions hj,ℓ(k, q) = q a
∗





cℓαj hj,ℓ(k, q). (3.27)
Inserting these expansions into Eq. (3.22), multiplying by hj′,ℓ′(k, q) and integrating over k results
in the algebraic eigenvalue problem
T (q) · c(q) = λ(q) c(q), (3.28)
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where c(q) denotes the vector of the expansion coefficient cℓαj and the symmetric matrix T (q) is
given by
T{j′,ℓ′α},{j,ℓα}(q) = q a
∗
B (j












For vanishing nonparabolicity τ(k), the effective-mass approximation is obtained and the Stur-
mian eigenvalues are given by λj,ℓ(q) = q a∗B (j + ℓ + 1). The corresponding eigenenergies can be
retrieved by inserting q =
√
−2µ E′/~, requiring λj,ℓ(q) = 1 and solving for E′. This results in the
analytically known solutions




(j + ℓ + 1)2
= − Ry
∗





as well as qn = 1/(n a∗B). For a numerical implementation, the basis as well as the expansion of the
band structure have to be cut off at some point. The algorithm with the band structure expansion,
the basis of choice and an energy range Iq of interest as input parameters does thus take the form:
1. Divide Iq into a suitable grid Gq.
2. For each energy qi ∈ Gq:
a) Calculate the T (qi) in the given basis by numerical integration of Eq. (3.29).
b) Calculate the eigenvalues λj(qi) of T (qi).
3. Interpolate the λj(qi) onto the whole interval Iq.
4. Determine all qn with λj(qn) = 1 for each eigenvalue branch.
3.1.3. Wave functions
The expansion coefficients of the wave functions are given by the eigenvector cn(qn) corresponding
to the eigenvalue branch which fulfils λn(qn) = 1. The unnormalised wave functions in momentum








j + ℓ + 1 GΓ,ij,ℓα(k, qn), (3.31)
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j + ℓ + 1 RΓ,ij,ℓα(r, qn), (3.32)





2(j + ℓ + 1)(j + 2ℓ + 1)!
e−qnr (2 qnr)




and the associated Laguerre polynomials L2ℓ+1j (x) .
3.2. Band structure
As the expectation value of the radial momentum kr vanishes for a hydrogenic atom [94] it cannot
be used as a measure for the momentum-space extension of the states. The uncertainty, however,









By inserting the effective Bohr radii of 0.505 nm for the 1S states [84] and 1.1 nm for all other
states3, we arrive at ∆kr(1S) = 0.27 π/ag and ∆kr(2P ) = 0.036 π/ag. As can be seen in Fig 2.5,
the Suzuki-Hensel Hamiltonian provides a good fit to the Γ+7 valence band over more than half of
the first Brillouin zone and should therefore suffice for the description of all yellow excitons. The
Rydberg excitons of interest in this Section are those with an orbital quantum number ℓ ≤ 3 which
can only couple directly to one another via cubic harmonics of order ℓ′′ ≤ 6, due to the triangle
condition |ℓ − ℓ′| ≤ ℓ′′ ≤ ℓ + ℓ′ for nonvanishing Gaunt coefficients. In general, including all states
with ℓ ≤ 5 and the expansion of τ(k) up to order ℓ′′ = 10 provided good convergence for these
states.
Figure 3.1 shows the radial expansion functions τℓ′′α(k) up to order ℓ
′′ = 10. It is apparent that
the isotropic component τ0(k) is the dominant one over the whole Brillouin zone. Furthermore, all
components vanish faster than k2 for k → 0, which implies that the effective mass of the Γ+7 valence-
band is indeed isotropic and explains why the isotropic model used in Refs. [25, 26] describes the
yellow series so remarkably well.
3The deviation of Bohr radius of the 1S states arises due to the central cell corrections, first and foremost the non-
parabolicity of the valence band [84].
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binding energies by 12.1 meV n−3. The exchange splitting ∆0 = 12.1 meV for n = 1 is known from
experiment [91] and the n−3 scaling is typical for the exchange interaction at the zone center which





0 for ℓ > 0
n−3 for ℓ = 0.
(3.36)
The splitting due to the breaking of the rotational symmetry can be read from the compatibility
table of Oh with respect to O(3) (see Tab. B.4). The representations of the lowermost angular
momenta as well as the notation used in the following are given in Tab. 3.1.
























Table 3.1.: Splitting of the angular momenta under Oh symmetry. The left superscript in the notation column
denotes the degeneracy of the corresponding states. The S and P -states do not split while the
D-states split into one doublet and one triplet and the F -states into one singlet and two triplets.
Figure 3.2 shows the quantum defects calculated from the anisotropic, nonparabolic two-band
model and compares them to the experiment4. The results for the S and P -excitons agree very
well, not only with experimental results, but also with the results from the isotropic calculation [25,
26]. In fact, the degeneracy-weighted averages coincide with the isotropic results for all angular
momenta. Thus, the main effect of the anisotropy is just the splitting of D and F -states. There is
a deviation between experimental and numerical results at small n for all angular momenta which
arises due to the neglection of the other central-cell corrections such as the polaronic corrections
to the interaction potential.
In the effective mass approximation, all quantum defects would be zero, as the binding energies
follow an ideal Rydberg series. It is therefore obvious that the two-band model including the com-
plete valence band yields a substantial improvement. In fact, it can be seen that the nonparabolicity
is the leading cause for the excitonic quantum defect.
4The resonance energies of the P and F excitons shown in the figure were retrieved from one-photon dipole-absorption
spectra [18, 20] while the S and D resonance-energies were extrapolated from spectra obtained under the influence
of an electric field. The electric field breaks the cubic symmetry, mixes the excitonic states and makes S and D states
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complete blockade and the potentials depend so strongly on both Rij and n, the blockade may be
a factor in the observed intensity-dependent bleaching. For a more in-depth analysis, a detailed
investigation of the exciton densities is necessary.
Chapter 4.
Strain traps for Rydberg excitons
In order to tune the interaction of Rydberg systems, precise control over their relative positions is
vital, ideally below the length scale of the blockade radius. In atomic Rydberg physics, different
trapping schemes are routinely employed, among the most ubiquitous of which are the so-called
optical dipole traps [99]. These exploit the AC Stark shift of a neutral atom in an intense light
field which, for a two-level atom, shifts the ground state downwards if the light is red-detuned
relative to the main transition and upwards if it is blue-detuned, resulting in high-field seeking
and low-field seeking ground-state atoms, respectively. It is therefore possible to trap atoms in
the waist of a Gaussian beam, at the singularity in the center of a Laguerre-Gaussian beam, create
optical lattices by interference of multiple beams or create even more sophisticated trap geometries
by the use of spatial light modulators. This versatility is one reason why optical dipole traps are
often the trapping mechanism of choice in experiments on cold atoms. They are, however, only
applicable to cold atoms as typical trap depths are only on the order of ∆E . 100 µK kB [99]. The
application of optical dipole traps to excitons is under investigation, but the lowest experimental
temperatures achieved thus far are only ∼ 50 mK [19], almost three orders of magnitude higher
than the typical atomic trap depths. Furthermore, suitable excitonic transitions for the realisation
of excitonic dipole traps have to be identified. The separation of adjacent Rydberg states of the
yellow series is on the order of 100 µeV corresponding to wavelengths of a couple mm, far longer
than the natural localisation of these states due to the crystal dimension and the diameter of the
exciting beam. Possible candidates might be the transitions to Rydberg excitons of other series,
which will be discussed in Chapter 5.
In the pursuit of excitonic BEC of the 1S paraexciton in Cu2O, another trapping mechanism
has been thoroughly tested [100, 101, 102, 103, 104, 105, 106, 107, 108], namely the potentials
arising from an inhomogeneous straining of the crystal. Strain distorts the crystal structure and
alters the band structure of the material. The local energy shifts emanating from these changes
in the band structure can be interpreted as effective potentials for the excitons which can reach
trap depths of 10 meV ≈ 100 K kB. In this Chapter, the application of such strain potentials to the
Rydberg excitons will be investigated, using the example of waveguide potentials induced by a
cylindrical stressor pressed onto the crystal surface [109] (see Fig. 4.1). This geometry does only
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induced by the stress can be described by the displacement vector u(r) or, in the linear elastic












The coordinate transformation under strain is then given by r′ = r + u(r) ≈ (1 + ǫ) r. The
antisymmetric equivalent to ǫ, ignored here, corresponds to a rotation of the coordinate system.
The strain tensor does therefore have six independent components, which in the elastic regime are














S11 S12 S12 0 0 0
S12 S11 S12 0 0 0
S12 S12 S11 0 0 0
0 0 0 S44/2 0 0
0 0 0 0 S44/2 0















The material constants S11, S12 and S44 are the compliance constants for a material with cubic
symmetry, assuming that the Cartesian axes relative to which the tensors are defined coincide
with the cubic symmetry axes of the crystal. In an elastically isotropic material1, only two of
these parameters are independent and one may set S44 = 2 (S11 − S12). The parameter A =
2 (S11 − S12) /S44 can therefore be interpreted as a measure for the elastic anisotropy and takes
the value A = 1.48 in cuprous oxide. Many other conventions for the choice of the two isotropic
compliance constants exist, for example using Young’s modulus Y = 1/S11 and the Poisson ratio
ν = −S12/S11. The transformation in Eq. (4.3) can of course be inverted σ = C · ǫ with three
independent elastic constants C11, C12 and C44 for a material with cubic symmetry [111].
In the mechanical equilibrium and the absence of any body forces acting on the solid, the
components of the stress tensor have to fulfil [110]
∇T σ(r) = 0T . (4.4)





















1For example an amorphous solid such as glass or a crystal with grain sizes that are small compared to the characteristic
length scale of the strain distribution.

























































which guarantee that the strain tensor does indeed correspond to a displacement field u(r). With
the relations given above, the problem can be formulated both in terms of the components of the
strain tensor or those of the displacement vector.
One can show from Eqs. (4.4 – 4.7) that for an elastically isotropic material, the traces of both
the stress and the strain tensor have to fulfil the Laplace equation ∇2 Tr [σ(r)] = ∇2 Tr [ǫ(r)] = 0.
This implies that they, like all harmonic functions, must assume their global extrema in any bounded
domain on the boundary of that domain and that they may not have a local extremum inside
the domain2 [112]. In the case of an elastically isotropic, strained crystal, Tr[ǫ] may only have
any extrema on the crystal surface. This observation has implications for the achievable potential
geometries in the low-strain regime as will be shown later in this Chapter.
4.1.1. Hertzian contact theory
The treatment of contact problems is often complicated by the fact that the objects under stress
tend to deform. In this way not only the geometry of the bodies but also their contact area changes
depending on the applied stress. In the limit of two bodies whose radius of curvature is large com-
pared to the size of the contact area, the problem can be treated as that of two half spaces loaded
over their mutual contact area. This description, pioneered by H. Hertz and M. T. Huber at the turn
of twentieth century [113, 114], yields analytical solutions for some geometries with elastically
isotropic materials and is called Hertzian contact theory. The special case of two cylinders in
contact along a generatrix, which contains a cylinder pressed onto a half space as a limiting case,
has been treated by E. McEwen [115]. With the orientation of the coordinate system3 as indicated
in Fig. 4.1, the stress tensor does then take the form4
σxx = −σ̂
[





2Except for the trivial case, in which the harmonic function is constant.
3Contrary to Fig. 4.1, however, the origin of the coordinate system is placed at the center of the contact zone.
4Note that the definitions of the components σzz and σxy contain a sign error in the original article [115, 116] (given
there as x̂x = σxx and ŷz = σyz due to a different orientation of the coordinate system). As given there, the strain-
tensor component ǫzz does not vanish as required for a plane strain, and the stress tensor does not fulfil the equations
of mechanical equilibrium (4.4).
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σyy = −σ̂
[













σyz = σzx = 0. (4.15)
Here, (x̃, ỹ, z̃)T = b−1 (x, y, z)T denotes the dimensionless coordinates, σ̂ the maximum stress at





(1 − x̃2 + ỹ2) +
√





(x̃2 − 1 − ỹ2) +
√
(1 − x̃2 + ỹ2)2 + 4x̃2ỹ2. (4.17)
Note, that the strain field is scale invariant. For a fixed σ̂ but variable stressor properties, the
strain field is simply stretched according to the characteristic length scale b and does not change
otherwise. The characteristic length scale, which is the half-width of the contact area, is given by
b = 2|σ̂| R (ΘCu2O + Θstressor) (4.18)
with Θ = (1 − ν2)/Y , the Poisson ratio ν, Young’s modulus Y and the radius R of the stressor. The
line load shown in Fig. 4.1 is connected to the maximum stress via L = σ̂πb/2. As required by
symmetry, the stress tensor is one of plane strain, i.e. one resulting in ǫzz = ǫyz = ǫzx = 0.
The relevant components of both the stress and strain tensor are shown in Fig. 4.2. Numerical
calculations employing the finite element method (FEM) are shown for comparison in the panels
(c) – (e). They were performed on a domain x ∈ [−20 b, 20 b] and y ∈ [−40 b, 0] with the Neumann
boundary conditions at y = 0, implied by the Hertzian results. At all other boundaries, the Dirichlet
boundary condition u(r) = 0 was used. The isotropic case reproduces the Hertzian results as
expected, except for the component ǫxy. The FEM result deviates from the Hertzian result by a
factor of A = 1.48 due to the fact that elastic isotropy implies a different conversion for the off-
diagonal elements with ǫxy = (S11 − S12) σxy. The panels (d) and (e) compare the strain tensor for
different orientations of the main crystal axes of Cu2O relative to the crystal surface and stressor.
It can be seen that the assumption of elastic isotropy does not significantly alter the general
structure of the strain field but may introduce relative deviations on the order of 20%. This means
that the overall potential geometries do not depend on the assumption of elastic isotropy but the
maximum stress σ̂ needed to achieve a certain trap depth might. Similar conclusions have been
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reached for germanium [117]. We will thus take the approach often employed in the literature
[102, 103, 105, 106, 107, 109] and proceed using the results from Hertzian contact theory.
4.2. Band structures of strained crystals
As stated before, the influence of strain cannot readily be interpreted as a small perturbation of the
crystal Hamiltonian. Strain changes the periodicity of the crystal potential which may lead to very
large local changes in both the potential and the wave functions, even at low strain. Starting from






















[σ × ∇Vǫ(r)] · p
(4.19)
with the crystal potential Vǫ(r), one can however retrieve the periodicity of the unstrained crystal
via the inverse strain transformation r ≈ (1+ǫ)·r′. This transformation implies5 both p ≈ (1−ǫ)·p′





′ · ǫ · p′
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(1 − ǫ) · p′ + ~
4m0c2
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σ × [(1 − ǫ) · ∇′Vǫ((1 + ǫ) · r′)]
]
· (1 − ǫ) · p′.
(4.20)







































5These transformations assume that the strain is small and all terms of higher than first order in the strain tensor can
be neglected. The geometric series does therefore yield (1 + ǫ)−1 ≈ 1 − ǫ.
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where V (r′) is the potential of the unstrained crystal and the factor 1/ (2 − δi,j) corrects the double
counting of the off-diagonal elements [58]. Inserting all this into Eq. (4.20) yields
H(ǫ)k·p′ = Hk·p′ −







V ij(r′) − ~
m0






















σ × ∇′V (r′)
]
· ǫ · p′,
(4.22)
where terms of second or higher order in ǫ have again been ignored. The physical wave functions




of the Hamiltonian (4.22) via the transformation ψǫn,k(r) = φ
ǫ
n,k((1 − ǫ) · r).
In the low-strain regime, the result can indeed be interpreted as a small perturbation to the
Hamiltonian of the unstrained crystal Hk·p′ . We can therefore construct an effective strain Hamil-
tonian by the same approach as laid out in Sec. 2.2.2. The strain tensor is a symmetric second rank
tensor that is even under both spatial inversion and time inversion. It does therefore transform in
the same way as the symmetric terms of second order in the components of k, namely according
to the representation Γ+1 ⊕ Γ+3 ⊕ Γ+5 . The valence-band strain-Hamiltonian6 does therefore take a
form analogous to Eq. (2.45) [66]





















+ [D3 (IyIz + IzIy) + E3 (Iyσz + Izσy)] ǫyz + c.p. | Γ+5
(4.23)
with the free parameters Di, Ei, called deformation potentials. The parameters Ei, related to
the strain-dependent change of the spin-orbit interaction, yield only minor corrections and are not
precisely known. They will be neglected for the rest of this thesis, as is usually done in the literature
[103, 105]. Analogously, the Hamiltonian for the Γ+6 conduction band takes the form
H6(ǫ) = C1 Tr[ǫ]. (4.24)
The translational symmetries of a crystal will be altered by a homogeneous straining while the
rotational symmetries may be completely broken. In the unstrained crystal, the position of every
6Note, that the indices of the strain tensor used here refer to the main symmetry axes of the crystal and not necessarily
to the coordinate system used in Fig. 4.1.
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atom can be written as
rνi,j = Ri + sνj (4.25)
where i denotes the unit cell, Ri a lattice vector and sνj the position of the jth atom of species
ν within the unit cell. The invariance of the crystal structure with respect to the application of
a space-group element {α, τ} guarantees that for all atoms in the crystal α rνi,j + τ = rνi′,j′ is the
position of an atom of the same species. In the low-strain regime, every atom is displaced according
to r̃νi,j = (1 + ǫ) r
ν
i,j . It does therefore follow that for every space-group element {α, τ} whose pure
rotation α commutes with the strain tensor
(1 + ǫ)
(
α rνi,j + τ
)





This suggests that if {α, τ} is a space-group element of the unstrained crystal and [α, ǫ] = 0,
then {α, (1 + ǫ) τ} is space-group element of the strained crystal. The point group of the strained
crystal does thus consist of all elements of the unstrained crystal’s point group that commute with
the strain tensor.
The effect of these strain Hamiltonians on the band structure can be split into two effects which
can be treated independently of one another. The first effect is a modification of the band gap
∆Eg(ǫ) due to the relative shift of the valence and conduction band at the zone center. The second
effect is a distortion of the valence band which reduces the symmetry of the anisotropic Wannier
equation, mixes the excitonic states and induces a binding energy shift ∆Eb(ǫ) for every state. As
a homogeneous strain cannot break inversion symmetry, parity stays a good quantum number, and
we may restrict our analysis to the odd-parity states which include the P -excitons and thereby the
optically active Rydberg states. While ∆Eg(ǫ) depends only on the series but not on the excitonic
state, ∆Eb(ǫ) depends strongly on the state. It is roughly proportional to the unperturbed binding
energy and therefore generally much smaller for the Rydberg states. There is, in principle, a third
contribution induced by a modification of the electron-hole exchange interaction [103] arising
from the mixed terms of the exchange Hamiltonian in Eq. (3.3) and the strain Hamiltonian. The
exchange interaction may, however, only affect even-parity states and will therefore be ignored in
the remainder of this Section.
4.3. Band-gap shift
The band-gap shift is just the modification of the main band gap at the zone center and enters the
Wannier equation as a constant offset which can be normalised away. It can be modelled by the
Hamiltonian H6(ǫ) − Hso − H(ǫ) in the 12-dimensional basis of electron-hole product states. The
shift can be retrieved either by complete diagonalisation or via perturbation theory, which yields in
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third order






































Here, D′1 = D1 − C1 is the relative deformation potential of conduction and valence band. One
immediate observation regarding Eq. (4.27) is that the linear term, which dominates in the low-
strain regime, is proportional to Tr [ǫ]. The band-gap shift is therefore barred from developing any
local extrema within the crystal if the approximations of low strain and elastic isotropy are applied
simultaneously. The effect of the elastic anisotropy on Tr [ǫ] is small as can be seen in Fig. 4.2 (c)
– (e). It is therefore unclear whether local minima in ∆Eg(r) are achievable at all in the regime
where the linear term dominates. With the geometry discussed here, it is definitely not possible.
Figure 4.3 shows the potential contributions ∆Eg(r) for a variety of different orientations of the
stressor relative to the crystal axes. As can be seen, the orientation strongly influences the geometry
and strength of the potential. At stresses used in typical experiments |σ̂| < 1 GPa [100, 103, 107],
band-gap shifts on the order of a few meV are achievable. These experiments were, however,
performed on macroscopic crystals, not the thin slabs (thickness ∼ 30 µm) used for the experiments
on Rydberg excitons which might be significantly more prone to destruction under such conditions.
In the following, we will restrict the discussion to the situation shown in Fig.4.3 (a), as we
do not expect significant changes in the properties of the traps beyond the change in geometry.
Figure 4.4 shows the derivatives of the strain potentials in y and x-direction. For low strain, the
linear term yields a purely repulsive potential in y-direction (see Fig. (a)), repelling the excitons
from the contact surface. A potential minimum may only form for a compressive stress |σ̂| >
0.25 GPa. For a reasonable definition of “trapped excitons”, an exciton has to be able to traverse









have to be smaller than the excitonic lifetime τn,ℓ. The estimate of the excitonic lifetimes from the
linewidths [18] results in estimates on the order of 100 ps for the 15P -states, which are of course
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4.5. Conclusion
We have shown in this Chapter that the main contribution to the strain potential for the Rydberg
excitons is the band-gap shift ∆Eg which is independent of the particular state and can reach
trap depths of several meV in the range of strains that Cu2O crystals have been subjected to in
experiments. Multiple observations do, however, imply that it might be advantageous to look for
alternatives in the low-strain regime. Due to the small energetic separation of the Rydberg states,
the anisotropic mass introduced by the strain mixes these states particularly strongly. The intro-
duction of potentials far larger than the typical separation in combination with the strong mixing
due to the anisotropic mass makes it challenging to address a single state of interest optically, as
experimental spectra are superpositions of the local spectra of all points within the beam path.
Furthermore, the thin crystals might be more prone to destruction under large strain.
Challenges in the search of low-strain alternatives might arise from the observation that it might
not even be possible to achieve potential minima in the static low strain regime. Alternatives might
be the use of dynamical phenomena such as surface acoustic waves [119] which should allow
for the creation of potential minima at arbitrarily low strain. It might furthermore not even be
necessary to trap the excitons. Without external potentials, a typical free Rydberg exciton travels
less than its own radius during its short lifetime [33]. It might therefore suffice to locally tune the
resonance condition of an exciton and thereby localise its excitation. One should, however, keep in
mind that due to their low mass, excitons react strongly to any external potentials.
Chapter 5.
Excitonic transitions beyond the dipole
approximation
While Wannier-excitons share remarkable similarities with atomic quantum systems, they do also
possess features that put them apart from atoms. Perhaps, the most striking one is the fact that
the ground state of an exciton is the crystal vacuum |Φvac〉, containing no excitons at all. Another
notable difference is the potential existence of multiple excitonic series. The corresponding states
constitute partners for additional optical transitions which may have very different characteristics
to the intra-series transitions mimicking atomic transitions.
In atomic systems, the transition wavelength between adjacent Rydberg states, i.e. states with
considerable overlap, increases with n3 while the spatial extension of the states scales only with n2.
This implies that for large enough n, the transition wavelengths will always be much larger than the
extension of the states. In this case, the electromagnetic field can be assumed to be spatially homo-
geneous over the volume of the atom, resulting in the well-known electric dipole approximation
(or simply dipole approximation). As the ground-state wave function of a typical atom has a diam-
eter of roughly 1 Å, while the transition wavelengths connecting the ground state to the next higher
states are on the order of hundreds of nanometers, the assumptions of the dipole-approximation are
fulfilled for even the lowest principal quantum numbers. Only in x-ray transitions from the inner
shells, nondipolar corrections may contribute significantly [120, 121]. The transition wavelengths
for both excitonic inter-series transitions1 and the excitation of excitons from the crystal vacuum, in
contrast, approach constant values. At first glance, it does therefore seem possible to reach a regime
in which the transition wavelength becomes comparable to the spatial extension of the states and
the dipole approximation breaks down. This is a necessary precondition for the quantum system
to “see” the full spatial mode structure and open up an additional degree of freedom to tailor the
light-matter interaction. The first step to this end is deriving the corresponding transition matrix
elements to assess if and how the breakdown of the dipole approximation manifests itself.
1The term “inter-series transition” refers to a transition between excitonic states of different series, e.g. the yellow and
the green series.
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Section 5.1 contains a detailed discussion of the excitonic transitions from the Rydberg states of
the yellow series to those of the green and blue series in dipole approximation and beyond. As will
be shown, these matrix elements depend on a few material parameters which are closely related
to the band structure parameters and can be derived quantitatively from fits to the band structure.
Additionally, a brief, purely group-theoretical discussion of the use of orbital angular momentum
(OAM) in excitonic transitions will be provided in Sec. 5.2.
5.1. Excitonic inter-series transitions
Some proposals for the implementation of quantum-information protocols based on the yellow Ry-
dberg excitons have been put forward which require the existence of experimentally accessible,
optical transitions. The observation of signs of coherent excitation in the single-photon absorption
spectra [29], for example, raises the question whether the Rydberg excitons can be exploited for
coherent-manipulation schemes such as single-photon generation based on electromagnetically in-
duced transparency [122] or the generation of giant optical nonlinearities [123]. Furthermore, the
application of optical dipole potentials to Rydberg excitons discussed in Chapter 4 is currently un-
der investigation. The first step to the realisation of these proposals is the identification of suitable,
allowed transitions.
Rydberg-Rydberg transitions within the yellow series, while convenient in the respect that they
closely resemble atomic transitions and follow the same selection rules and scaling laws, are located
in an experimentally inconvenient range of wavelengths, between 1 cm and 10 cm. For the optical
dipole traps, for example, the smallest localisation lengths achievable would be on the order of
a few mm, much longer than the natural localisation due to the crystal dimension and the beam
diameter, on the order of 30 µm to 100 µm. A few of these excitonic intra-series transitions have
been studied experimentally, e.g., the transitions between the 1S and 2P states of the yellow series
[124]. They have furthermore been put forward as possible platform for the implementation of
excitonic masers [44, 45].
The inconvenient energy range of the intra-series transitions motivates the investigation of the
inter-series transitions as alternatives with transition wavelengths on the order of 1 µm to 10 µm.
The physics of these transitions, however, can be distinctly different from those seen in atomic
physics, not least due to the fact that the transition wavelengths approach constant values for
large principal quantum numbers n. Experimental observations of these transitions are scarce, but
signatures of the optical coupling of the yellow 1S exciton to that of the blue series have been
observed in polariton propagation [82]. Under the assumption that angular momentum is a good
quantum number and that the dipole approximation captures the relevant physics, one can derive
the dipole selection-rules group-theoretically. As the two valence bands do both have positive parity,
the parity change inherent in dipole transitions has to be carried by the hydrogen-like envelope

70 Excitonic transitions beyond the dipole approximation
not bound states. The coupling to the yellow continuum has been included in Ref. [125] and
the results suggest that the coupling correlates with the momentum-space extension of the green
states, i.e. that it is small for states with large principal quantum numbers. The bare green Rydberg
resonances do therefore resemble bound states which is important as it implies that Rydberg states
of the higher series may indeed exist. Their radiative and nonradiative decay rates, however,
are as of now unknown. Recently published photoluminescence spectra [128] suggest that the
nonradiative lifetimes of the green states are rather short as these states do not appear in the
spectra, contrary to those of the yellow, blue and violet series.
We will start the analysis by deriving the transition matrix elements for the excitonic states








v, σh, β K−k a
†
c, σe, α K+k
|Φvac〉 (5.1)
with hydrogen-like envelope functions φ̃c,vn,ℓ,m(k) and the excitonic properties given in Tab. 5.1. In
order to derive meaningful transition matrix-elements and reproduce the cubic selection rules, the
cubic symmetry of the crystal environment has to be taken into account. We will subsequently
achieve this by using a symmetrised basis









which is connected to the basis (5.1) by a unitary transformation and can be understood to be
an extension of the basis derived by R. G. Waters et al. [127]. Here, i denotes the row of the
representation Γξ according to which the state transforms and the index γ indicates that multiple
states may exist for whom all other quantum numbers coincide if Γξ appears more than once in
Γenv ⊗Γc ⊗Γv. If a state is uniquely labelled without it, the index γ will be omitted. The coefficients
(S, σh, σe; ℓ, m|Γξ, i)γ follow from the coupling coefficients of the point group Oh [50] and are
given in App. C.2. As a shorthand, the band indices are combined into series indices S = {c, v}
taking the values Y (yellow), G (green) and B (blue). In this Section, we will only look at the
transitions from the z component of the dipole-allowed yellow nP -excitons (i.e. |Y; Γ−4 , z; nP ; K〉)
to the green S and D-states as well as the blue S and P -states.
While the use of the basis (5.1) implies the assumption that electron and hole-spin as well as
all hydrogenic quantum numbers are good quantum numbers, the use of the Waters basis (5.2)
assumes only that the quantum numbers n and ℓ are good quantum numbers. As we have shown,
this is a good approximation for the yellow series but it is unclear how well it approximates the
green and blue series in which the angular momenta may be mixed due to the anisotropic effective
masses of the Γ+8 valence-band and the Γ
−
8 conduction-band. This mixing may lead to a redistri-
bution of oscillator strength to states that are dark in our analysis. Apart from this redistribution,
we do not expect that a more sophisticated model for these states alters the general results of this













= 0.99 m0 1.12 86.07 86.04 [26]






= 0.99 m0 1.09 87.94 139 [126]






= 0.21 m0 2.58 37.22 46 [9]
Table 5.1.: Estimates of the properties of the excitonic series used in this Section. The values for the Γ+8
valence band and the Γ−8 conduction band are based on averages over all angles and the two
sub-bands. The right most column gives experimental estimates based on a few low-n states.
Section regarding, e.g., the applicability of the dipole approximation, as it should not have a large
effect on the electron-hole separation. In any case, the exact values of the excitonic parameters are
to be considered estimates based on the band-structure parameters of Cu2O.
5.1.1. Theory of excitonic inter-series transitions
We are interested in inter-series transitions, i.e. transitions that conserve the numbers of both holes
and electrons. The relevant light-matter interaction operator for a vector potential in Coulomb
gauge A(r) = A e−iκ·r can then be written as
e
m0
















〈c, q − κ|e−iκ·r π|c′, q〉 a†c, q−κ ac′, q
(5.3)
where umklapp processes have been ignored due to the small magnitude of the wave vectors of
interest, v, v′ as well as c, c′ denote the valence and conduction bands, respectively. The conser-
vation of the pseudo momentum has already been used to eliminate one summation over the first
Brillouin zone and the electron and hole spin are included in the band indices in order to keep the
notation concise. Every light field can be decomposed into plane waves by a Fourier decomposition
and the choice of the vector potential does not limit the applicability of the results. The fermionic










= δν,ν′ δq,q′ . (5.4)
All other two-operator anti-commutators vanish. With the excitonic state according to Eq. (2.62),
the transition matrix elements for a transition where the hole changes the valence band (e.g. be-
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〈ν, q − κ|e−iκ·r π|ν ′, q〉
×φ̃c,v′τ ′ (k′) φ̃c,v†τ (k)
〈
Φvac
∣∣∣ bv, β K−k ac, α K+k b†ν, q−κ bν′, q b
†







The index τ=̂{n, ℓ, m} denotes all quantum numbers not explicitly given. The relative masses α, β
will generally differ for the two series but must fulfil α + β = α′ + β′ = 1. The matrix element
of the vacuum state can only be nonzero if the quasiparticles are annihilated from the same states
they are created in, which implies ν = v as well as ν ′ = v′ and thereby
〈
Φvac
∣∣∣ bv, β K−k ac, α K+k b†ν, q−κ bν′, q b
†





= −δν, v δν′, v′ δβ K−k, q−κ δq, β′ K′−k′ δα K+k, α′ K′+k′ .
(5.6)
In this derivation, the anticommutator relations were used to rewrite the problem in terms of the
number operators nν, q = a
†
ν, q aν, q and the fact was exploited that the crystal vacuum contains
neither electrons nor holes. Reinserting this result into Eq. (5.5) all but one of the summations can


















φ̃v,c†τ (k + β K + κ)
×φ̃v′,cτ ′ (k + β′ K + β′ κ) 〈v, −k − κ|e−iκ·r π|v′, −k〉.
(5.7)
The Kronecker delta guarantees the conservation of the quasi-momentum as would be expected.
The corresponding matrix element for an electron changing the conduction band (e.g. yellow-blue


















φ̃v,c†τ (k − α K)
× φ̃v,c′τ ′ (k − α′ K + β′ κ) 〈c, k|e−iκ·r π|c′, k + κ〉.
(5.8)
Single-photon transitions which entail a change of both valence and conduction band (say from the
yellow to the violet series) are forbidden to all orders as these are two-particle transitions which
require at least two photons.
In dipole approximation, the spatial mode-structure of the electromagnetic field is neglected,
which corresponds to setting K = K ′ = κ = 0 in Eqs. (5.7, 5.8). In the dipole approximation,
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τ ′ (k) 〈v, −k|π|v′, −k〉. (5.9)
The difference between Eqs. (5.7) and (5.9) can be separated into two distinct effects:
1. The offset κ between the Bloch states and
2. the offset q = (β′ − β) K − α′ κ between the envelope functions.
The former also appears in the transition from the crystal vacuum to the excitonic states and is there
related to the higher multipole orders allowing, for example, quadrupole transitions into the yellow
nS orthoexcitons. It can be expected to result in contributions comparable to the dipole term only
if the wavelengths of the exciting light fields are comparable to the lattice constant. As this regime
is never reached, the corresponding corrections may be neglected in most cases. The corresponding
approximation will be called the inter-band dipole-approximation in the following.
The offset in the envelope functions, to the contrary, can be expected to contribute significantly
for transitions between excitonic Rydberg states based on a simple scaling argument. For large n,
the offset q will become constant as the energetic separation of Rydberg states from two different
series is essentially given by the corresponding band gap. The momentum-space extensions of the
envelope functions, on the other hand, scale roughly with n−1 (see Eq. (3.34)) and their overlap
will vanish for large n.
The dipole approximation is therefore only valid as long as at least one of the states in question
has a momentum-space extension much larger than the displacement |q|. This statement is in fact
equivalent to stating that the dipole approximation is valid as long as the real-space extension of at
least one of the states is much smaller than the wavelength λq = 2π/|q|. One peculiar difference to
atomic systems arises from the fact that the mass of one of the constituent quasiparticles changes
during the transition, leading to the dependence of q on the COM momentum of the initial state
|K|. This dependency can be very relevant in Cu2O as the main band-gap is much larger than the
secondary band-gaps Eg ≫ ∆so, ∆68, implying |K| ≫ |κ|.
The momentum-space displacements for both co-propagating and counter-propagating pump
and probe beams as well as the yellow-green and yellow-blue transitions are given in Tab. 5.2. The








ε∞ ≈ 2.55 is the refractive index of Cu2O and the energetic separations E of the states
have been approximated by Eg, ∆so and ∆68, respectively. The “wavelengths” λq are the relevant
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co-propagating counter-propagating
displacement wavelength displacement wavelength
q λq = 2π/|q| q λq = 2π/|q|
yellow-green
(βy − βg)|K| + αg|κ|
7.4 µm
(βy − βg)|K| − αg|κ|
4.9 µm
≈ 0.12 × 10−3π/ag ≈ −0.17 × 10−3π/ag
yellow-blue
(αb − αy)|K| − βb|κ|
0.44 µm
(αb − αy)|K| + βb|κ|
1.0 µm
≈ −1.96 × 10−3π/ag ≈ −0.82 × 10−3π/ag
Table 5.2.: Estimates of the momentum-space displacements q and “wavelengths” λq for the yellow-green
and yellow-blue transitions.
parameters to be compared to the real-space extension of the excitonic states in order to assess
whether the dipole approximation holds. If they are much larger than the real-space extension of
the smaller state, the dipole approximation can be assumed to hold. The diameter of the yellow
10P state is roughly 340 nm, less than one tenth of the λq for the yellow-green transitions. One can
therefore expect that the dipole approximation will still be accurate for yellow-green transitions
involving this state. This does, however, depend strongly on the excitonic parameters: The term
proportional to |K|, which is dominant for yellow-blue transitions, is strongly suppressed for the
yellow-green ones due to |βy −βg| = 0.0078 arising from the similar estimates for the hole masses of
the two valence bands. In the case of the yellow-blue transitions on the other hand, the λq may be
smaller than the diameter of the states already for ny = 12, implying that the dipole approximation
may be severely broken for transitions involving these states.
Inter-band matrix elements
One necessary ingredient to evaluate the matrix elements (5.7) and (5.8) are the inter-band matrix
elements 〈ν, −k − κ|e−iκ·r π|ν ′, −k〉. We will show in this Section that these matrix elements are
related to the k-dependent and the magnetic part of the band Hamiltonians. In fact, absolute
values can be derived if the corresponding band parameters are known. We will start by rewriting
the matrix element in terms of the lattice periodic parts |uν , k〉 of the Bloch states which results in
〈






uν , −k − κ
∣∣∣ eik·r π e−ik·r
∣∣∣uν′ , −k
〉
= 〈uν , −k − κ| π |uν′ , −k〉 − ~k 〈uν , −k − κ|uν′ , −k〉 .
(5.11)
Both |k| and |κ| tend to be small compared to the extension of the first Brillouin zone, and we
will only consider terms of zeroth and first order in them. The term proportional to ~k is of order
O(kκ) if the bands have opposing parity and of order O(k2κ) if they have the same parity and will
thus be neglected. If the inter-band dipole-approximation is applied by setting κ = 0 the above
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result simplifies to
〈




≈ 〈uν , −k| π |uν′ , −k〉 . (5.12)
As stated previously, substantial corrections to this approximation are only expected once the wave-
length becomes comparable to lattice constant, i.e. |κ| ∼ π/ag. We will nonetheless evaluate the
full matrix element 〈uν , −k − κ |π| uν′ , −k〉 in the following. In order to evaluate these elements,
we will use the perturbative expansion





|uξ, 0〉 〈uξ, 0| k · π |uν , 0〉
Eν(0) − Eξ(0)
(5.13)
where ξ sums over all states that are not degenerate with |uν , 0〉.
5.1.2. Yellow-green transitions
For the yellow-green transitions, the inter-band matrix elements
〈
uΓ+7












































have to be evaluated where σh ∈ {±1/2} and σ′h ∈ {±1/2, ±3/2} denote the spin states and ξ
is understood to contain the spins of the intermediate states. The intermediate states must be of
symmetry Γ−7 or Γ
−
8 and the next band of this symmetry, the Γ
−
8 conduction band, is separated by
roughly 20 ∆so from the valence bands [80]. One can therefore make the approximation
∆−1ξ = (EΓ+7
(0) − Eξ(0))−1 ≈ (EΓ+8 (0) − Eξ(0))
−1 and rewrite Eq. (5.14) as
〈
uΓ+7






= −~Mσh, σ′h · k − ~Nσh, σ′h · κ (5.15)
where the symmetric matrix Mσh, σ′h ∈ C
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By comparing this result with Eq. (2.31), we see that the k-dependent terms of the Suzuki-





k · Mσh, σ′h · k. (5.17)
It does therefore follow from the symmetry of the matrices Mσh, σ′h that
m0
~
∇kHσh, σ′h(k) = ~Mσh, σ′h · k, (5.18)
which is just the first term of Eq. (5.15) and thereby the inter-band matrix element in dipole
approximation. This result has previously been derived in k ·p-theory [66, 59] and similar relations






























)/2 = Mσh, σ′h/2. For the antisymmetric














· (k × k) = ~ e
2im0
ṽσh, σ′h
· B = 1
2
[H(B)]σh, σ′h (5.20)
where the commutator of the components of the quasi momentum in Eq. (2.46) has been used,
H(B) denotes the magnetic part of the Suzuki-Hensel Hamiltonian given in Eq. (2.47) and the









Finally, the inter-band matrix element takes the form
〈
uΓ+7












− ~Ñσh, σ′h · κ. (5.22)
The first term can directly be retrieved from the Suzuki-Hensel Hamiltonian via Eq. (5.18). The
second term can be evaluated up to a constant by the application of the Wigner-Eckart theorem to
Eq. (5.19) and a subsequent antisymmetrisation. The unknown parameter appearing during this
procedure is related to the parameters of the magnetic part of the Suzuki-Hensel Hamiltonian and
can be derived by comparing the terms in Eq. (5.20). The matrices Mσh, σ′h and Ñσh, σ′h and their
derivation are given in the App. C.1.
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Inserting Eq. (5.15) into Eq. (5.7) results in
〈











φ̃y†τ (k + βy K)
×φ̃gτ ′(k + βg K − αg κ)
(
~Mσh, σ′h
· k + ~Nσh, σ′h · κ
)
(5.23)
where the indices y, g indicate properties of the yellow and green series, respectively. This expres-
sion can be transformed to real space via the Fourier transformation as defined in Eq. (2.63) which
yields
〈






τ ′ (K + κ)
〉










τ ′ , (βy − βg) K + αg κ
] (
Mσh, σ′h
· (βg K − αg κ) − Nσh, σ′h · κ
) (5.24)
with the real-space integrals given by





d3r eiq·r φ†(r) ∇ ψ(r), (5.25)
W [φ, ψ, q] =
∫
Ω
d3r eiq·r φ†(r) ψ(r). (5.26)
Information on the evaluation of these integrals can be found in App. C.3. In the dipole approxi-
mation, Eq. (5.24) simplifies to
〈
Ψyτ |π| Ψgτ ′
〉




τ ′ , 0
]
, (5.27)
which closely resembles an atomic transition matrix element and follows the corresponding selec-
tion rules.
Using the Waters-basis (5.2), the dipole matrix elements from the yellow P -states to the green





Y; Γ−4 , z; ny, P ; 0
∣∣∣πxj















is a coefficient containing the band-structure parameters, the integral over angular
coordinates and spin degrees of freedom as well as the polarisation xj . The index i sums over the
rows of the irreducible representation Γ+ξ and the radial parameter p
ℓ
r(ny, ng) is given by the radial











where the φ(k) denote the radial envelope functions and the quasi-continuity of k has been used




adhere to the selection rules of Oh and are listed in Tab. 5.3.











x y z x y z
green
S
1 Γ+3 0 0 0.11
green
D
2 Γ+1 0 0 0.47
1 Γ+4 0.85 0.85 0 2 Γ
+
2 0 0 0
1 Γ+5 0.52 0.52 0 3 Γ
+
3 0 0 0.87
Σ 1.37 1.37 0.11 5 Γ+4 0.41 0.41 0
5 Γ+5 0.44 0.44 0
Σ 0.85 0.85 1.34
Table 5.3.: Angular coefficients for dipole transitions into the green S and D-excitons.













= 2 Γ+1 ⊕ 2 Γ+2 ⊕ 3 Γ+3 ⊕ 5 Γ+4 ⊕ 5 Γ+5 . (5.31)
The purely group-theoretical analysis of the excitonic wave functions cannot make any statements
about the mixing of the states belonging to the same irreducible representation. Therefore, only
the accumulated matrix elements (summed over γ and i) are given in Eq. (5.28) and Tab. 5.3. In
reality, the corresponding states need not be degenerate.
Figure 5.2 shows the radial matrix elements |pr(ny, ng)|2. These tend to be largest close to the
diagonal ny = ng as one would expect from a simple overlap argument assuming that they are




B ≈ 0.99 ng.
As stated before, the dipole approximation can be expected to yield a good description of the
yellow-green transitions for the excitonic parameters used in this Section and ny . 10, based on




y. In order to assess the accuracy of
the dipole approximation, the relative deviation compared to the full matrix element in Eq. (5.24)
is shown in Tab. 5.4 for a few representative transitions. The relative corrections reach about
25 % for n ≈ 20 and are larger for counter-propagating pump and probe beams, as expected from
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to the blue P -states. The breakdown of the dipole-approximation does of course imply that the
excitons “see” the spatial mode structure which opens up an additional degree of freedom to tailor
the light-matter interaction.
5.2. Transformational properties of Laguerre-Gaussian modes under
Oh symmetry
The question to which degree atomic selection rules can be tuned via the spatial mode structure
is a pertinent one that has received much attention in the last years. One particular set of spatial
modes that has aroused interest are the Laguerre-Gaussian modes [130]






















where w(z), R(z) and φg(z) denote the beam radius, curvature and Gouy phase, respectively, and
L
|l|
p (x) denotes the generalised Laguerre polynomials. Each photon of these modes carries l units
of orbital angular momentum, in addition to the one unit of spin angular momentum, due to the
azimuthal phase dependence eilϕ. As angular momentum is a conserved quantity in our universe,
an electron absorbing such a photon must take up the additional angular momentum, which should
be reflected in the selection rules.
The intensity distribution and phase of the Laguerre-Gaussian modes with l, p ∈ {0, 1, 2} are
shown in Fig. 5.6. The modes with |l| ≥ 1 possess a phase singularity at their center. The intensity
has to vanish at such a singularity, implying that for an atom positioned there, dipole transitions are
suppressed. The field gradient, which drives the quadrupole transitions, does not necessarily vanish
allowing for the selective driving of quadrupole transitions [131, 132] or even higher multipole
orders. Still, these schemes do rather correspond to a suppression of undesirable multipole orders
than a real tuning of the selection rules, speaking to the fact that the atom only “sees” the local
field and not the complete spatial mode structure.
In optical transitions from the crystal vacuum to the yellow Rydberg states, a regime can be
reached where the spatial extension of both the initial and final state is comparable to or even
larger than the photon’s in-crystal wavelength (∼ 300 nm). One might be tempted to think that in
this case, the dipole approximation breaks down and the selection rules become sensitive to the
spatial mode of the photon. Experiment [18] as well as theory [76] do, however, show that this is
not the case and the relevant quantity to be compared to the wavelength is not the spatial extension
of the excitonic state, but the lattice constant ag. As this is far smaller than the wavelength, the
dipole approximation does hold even for the transition to the Rydberg excitons.
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where {xi, xj , xk} is a cyclic permutation of {x, y, z} and the prefactor in Eq. (5.40) has been
ignored. For the second-class transitions, the six basis functions are
w±xk(r) = xk (xi ± ixj)
|l|. (5.42)
For both transitions of first and second kind, l = 0 is a special case. The first-kind basis functions
(5.41) reduce to only one constant basis function transforming like Γ+1 while the second-kind basis
functions (5.42) reduce to three linearly independent basis functions transforming like Γ−4 .
class E 8C3 3C2 6C4 6C
1
2
I 8S6 3σh 6S4 6σd




















Table 5.6.: Characters of the representations of the basis functions for first-class transitions (5.41) and
second-class transitions (5.42).
In order to derive the representations of the vector spaces spanned by these basis functions,
we need to derive their characters. To achieve this, we will first have to derive the transformation
matrices D(a) which transform the six basis functions according to Eq. (2.6). As the characters
χ(a) = Tr [D(a)] do only depend on the diagonal elements of the transformation matrices D(a),
it suffices to derive these (see also the discussion in App. B.2). Furthermore, the characters for
symmetry elements belonging to the same conjugacy class have to coincide and we may pick one
arbitrary symmetry element from each conjugacy class. This yields the characters in Tab. 5.6.
It is directly apparent that these characters are periodic in |l| with periodicity 4. Furthermore,
the characters for first and second-class transitions are almost identical, except that the signs for
the improper rotations4 are flipped. This implies that the representations of the operators for
first and second-kind transitions are identical except for a flipped parity. The characters can be
decomposed into those of the irreducible representations by the application of the orthogonality
relation (B.4). The characters for the first class transitions are explicitly given in Tab. 5.7 together
with the corresponding representations.
The representations of the complete first-class light-matter interaction operators Alp · π can be
retrieved by multiplying the representations in Tab. 5.7 with Γ−4 representing the vector operator
π. The representations for the first and second class operators are given in Tab. 5.8. As all these
operators have a well-defined parity, one can formulate parity selection-rules, stating that the prod-
uct of the parities of initial and final state have to coincide with (−1)|l| for first-class transitions and
with (−1)|l|+1 for second-class transitions. Apart from this selection rule, the takeaway from this
simple group-theoretical treatment is that most transitions observing the parity selection rule will
4The improper rotations contained in Oh consist of the inversion I, the reflections 3σh and 6σd as well as the combina-
tions of one reflection and a rotation 8S6 and 6S4 [50].
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n ∈ N0 E 8C3 3C2 6C4 6C12 I 8S6 3σh 6S4 6σd representation
l = 0 1 1 1 1 1 1 1 1 1 1 Γ+1
|l| = 4n + 1 6 0 −2 0 0 −6 0 2 0 0 Γ−4 ⊕ Γ−5
|l| = 4n + 2 6 0 2 −2 0 6 0 2 −2 0 Γ+2 ⊕ Γ+3 ⊕ Γ+5
|l| = 4n + 3 6 0 −2 0 0 −6 0 2 0 0 Γ−4 ⊕ Γ−5
|l| = 4n + 4 6 0 2 2 0 6 0 2 2 0 Γ+1 ⊕ Γ+3 ⊕ Γ+4
Table 5.7.: Characters and representations for the term in Eq. (5.40) corresponding to the first-class transi-
tions. Except for l = 0, where the second-class representation is Γ−4 , the second-class represen-
tations are simply connected to the first-class ones by a parity-flip.
be allowed due to the sheer number of irreducible representations appearing in the representation
of the operators. In fact, the only irreducible representations that could be present but are not are
Γ±1 for |l| = 4n + 2 and Γ±2 for |l| = 4n + 4. Consequently, no further selection rules can be formu-
lated. It should also be noted that the group theoretical approach laid out in this Section cannot
make any statements about the strengths of the corresponding transitions. They might be strongly
suppressed or in fact completely forbidden depending on the states under investigation. Another
fact the reader should keep in mind, is that the transformational properties were derived for the
case in which the center of inversion is placed at the center of the beam. They can only directly be
applied to excitonic transition matrix elements if the exciton’s center of inversion can be assumed
to coincide with that of the beam. In order for this assumption to even be meaningful, the excitons
must first be localised on a length scale much smaller than the beam diameter by, say, an external
potential.
n ∈ N0 first class second class
l = 0 Γ−4 Γ
+
1 ⊕ Γ+3 ⊕ Γ+4 ⊕ Γ+5
|l| = 4n + 1 Γ+1 ⊕ Γ+2 ⊕ 2 Γ+3 ⊕ 2 Γ+4 ⊕ 2 Γ+5 Γ−1 ⊕ Γ−2 ⊕ 2 Γ−3 ⊕ 2 Γ−4 ⊕ 2 Γ−5
|l| = 4n + 2 Γ−2 ⊕ Γ−3 ⊕ 2 Γ−4 ⊕ 3 Γ−5 Γ+2 ⊕ Γ+3 ⊕ 2 Γ+4 ⊕ 3 Γ+5
|l| = 4n + 3 Γ+1 ⊕ Γ+2 ⊕ 2 Γ+3 ⊕ 2 Γ+4 ⊕ 2 Γ+5 Γ−1 ⊕ Γ−2 ⊕ 2 Γ−3 ⊕ 2 Γ−4 ⊕ 2 Γ−5
|l| = 4n + 4 Γ−1 ⊕ Γ−3 ⊕ 3 Γ−4 ⊕ 2 Γ−5 Γ+1 ⊕ Γ+3 ⊕ 3 Γ+4 ⊕ 2 Γ+5
Table 5.8.: Representations of the first-class operator ∝ (x + iy)|l| π and the second-class operator ∝ z (x +
iy)|l| π.
Chapter 6.
Influence of charged impurities
The number of excitonic resonances that can be resolved in the experiments have been shown
to depend strongly on the crystal sample. Often, a band-gap shift can be made out where the
resonances above some energy, the effective band gap, vanish. Accordingly, the band-gap shift can
be interpreted as a measure for the crystal “quality”. To this day, the “best” crystals are still naturally
grown ones from the Tsumeb mine in Namibia [18]. Research into the fabrication of artificial
crystals is ongoing [133, 134] and the observation of Rydberg excitons up to n = 14 has been
reported [133]. One effect deteriorating the crystal quality may be a persistent, inhomogeneous
straining of the crystal. The spectrum is then convoluted with the distribution of strain shifts over
the laser spot, obscuring the tightly spaced Rydberg resonances.
Another effect that can be expected to influence the crystal “quality” and thereby the visibility
of the Rydberg excitons are crystal defects. For example, charged point defects and the disorder
potential induced by them have been put forward as a possible explanation for the exponential
decay of the band gap called the Urbach tail and the band-gap shift connected to it [34, 35, 36].
A population of charged impurities constitutes a plasma just like the electron-hole plasma which
has already been shown to strongly influence the Rydberg excitons and result in a band gap shift
[30, 31]. Contrary to the electrons and holes, however, the charged impurities have essentially
infinite mass and an adiabatic approximation can be utilised to eliminate their dynamics. In that
respect, the physics should resemble that of atoms in an ionic plasma where the dynamics of the
ions can be adiabatically eliminated compared to the dynamics of the atom’s electrons. For exactly
these situations, micro-field distributions have been derived which are the statistical distributions
of local electric fields induced by an ionic background plasma. The simplest micro-field distribu-
tion derived for a static, homogeneous and uncorrelated distribution of charges has been derived
by J. Holtsmark in 1919 [135, 136, 137]. Micro-field distributions for more involved scenarios,
including the presence of a screening electronic plasma and correlations between the charges, have
been derived as well [138, 139]. For most of these cases, however, no analytical solutions exist
and numerical approximations have to suffice. For charged point defects the assumptions of the
Holtsmark distribution should be well justified.
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mark micro-field distribution, calculate the Holtsmark spectra and compare them to experimental
absorption spectra.
6.1. Interaction of Rydberg excitons with charged impurities
The Hamiltonian of an exciton in a background of charged impurities takes the form















where H0 is the Hamiltonian of the unperturbed exciton, si = ±1 denotes the sign of the impurity’s
charge, Ri is its position and re/h the positions of the constituent quasiparticles of the exciton.








− 1|ρi + βr|
}
(6.3)
with the relative electron and hole masses α, β. The potential described by this result can expanded






= eF i · r. (6.4)
Equation (6.2) can then be rewritten as
H = H0 + eF · r = H0 + e
∑
i
F i · r. (6.5)
If the unperturbed exciton’s Hamiltonian permits the separation of COM and relative coordinate,
Eq. (6.5) does so as well. This is a consequence of the linear approximation to the potential
which is only applicable when the length scale on which the electric field F varies is much larger
than the spatial extension of the exciton. In order to test this hypothesis, we performed Monte-
Carlo simulations calculating the median relative deviation between the exact potential induced
by a distribution of charged impurities and the linear approximation. For an impurity density
of 1.2 × 109 cm−3, the deviation reaches roughly 7% at a distance of 1 µm which does roughly
coincide with the radius of the 25P -state. As will be shown later, the 25P -state is the highest
resolvable resonance at such an impurity density and for the other impurity densities of interest to
this chapter, the relative deviation at the extension of the highest resolvable state is comparable.
The linear approximation should therefore yield a reasonable approximation to the full potential in
Eq. (6.3).
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6.1.1. The Holtsmark distribution
The Holtsmark distribution [135, 136, 137] describes the statistical distribution of local electric
fields induced by a static, homogeneous and uncorrelated distribution of point charges. The proba-
bility distribution P (F) d3F can be interpreted as the probability that the components of the local
field F fulfil
Fxi ≤ Fxi ≤ Fxi + dFxi . (6.6)
For N charges in a spherical volume B of radius R, the micro-field distribution can formally be
written as
P (F) d3F =
∫∫
dV






where dV denotes the domain for which the conditions (6.6) are fulfilled. The integration limits
can be extended over the whole sphere by multiplication with the integral




d3ω eiω·(F [{ρ}]−F) = δ (F [{ρ}] − F) d3F (6.8)
which is just the Fourier representation of the Dirac delta distribution and yields





















dω ω [J(ω)]N sin(ω F).
(6.9)






































where C[x] denotes the cosine Fresnel-integral and a = e/(4πε R2). The result is independent of the
charge’s sign s due to the fact that only the linear term is taken into account and a positive charge
at ρ gives exactly the same contribution as a negative charge at −ρ. The micro-field distribution
is therefore independent of whether only positive impurities are present, only negative ones or a
mixture of both.
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6.1.2. Stark spectra
In order to calculate the excitonic spectra in a background of charged impurities, we first have
to calculate the Stark spectra for particular electric fields α0(ω, F ) and average them over the
Holtsmark distribution














The Hamiltonian H0 whose eigenstates will be used as the basis in which to expand the full Stark-
Hamiltonian (6.5) is the Hamiltonian of the isotropic, nonparabolic Wannier equation. Due to the
isotropy of H0, the quantisation axis can always be chosen to be parallel to the electric field. The
Stark spectrum α0(ω, F ) is then independent of the direction of the electric field if the ensuing sta-
tistical distribution of quantisation axes is taken into account by regarding the light as unpolarised
with respect to the quantisation axis. Consequently, the Holtsmark spectrum simplifies to










α0(ω, F ). (6.15)
From the eigenvalues and eigenfunctions of the Stark Hamiltonian, the resonance parameters
such as the oscillator strength fi, the FWHM linewidth Γi and the resonance frequency ωi can be
determined. The spectrum can then be modelled by asymmetric Lorentzians

















where the dependency on the field strength F is mediated by the line parameters. The proportion-













denotes the asymmetry-modulation function. The exact choice of this function has little influence
on the final spectra and the parameter 4 has been chosen somewhat arbitrarily. Without such a
modulation, i.e.with g(x) = 1, the lines decay with (ω − ωi)−1 far from the resonance which leads
to a linearly decreasing absorption coefficient in the vicinity of the band gap. This is not observed
in the experiments which agree very well with the Elliott’s prediction [76], derived by modelling
the lines as symmetric Lorentzians. Symmetric Lorentzians decay with (ω − ωi)−2 and result in a
linearly increasing absorption coefficient in the vicinity of the band gap. The modulation of the
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asymmetry guarantees, that the line shape resembles an asymmetric Lorentzian in the vicinity of
the resonance but a symmetric one far from it without impacting the normalisation.
The asymmetry parameter qi cannot be derived from the Wannier equation and has to be fitted
to the experiment. Fortunately, it is almost independent of the resonance and a fixed value of
qi = −0.24 can be used for all resonances. The qi are linked to the frequency dependence of the
phonon-exciton scattering for isolated resonances [86]. The semblance of asymmetry can also arise
from the superposition of multiple resonances, as will be the case in the discussion of the results
of this Chapter. All line parameters derived from fits to the Holtsmark spectra shall therefore be
interpreted as empirical parameters facilitating the comparison of the line shapes, only.
The oscillator strengths of the Stark-shifted excitons can be derived from the transition matrix
elements from the crystal vacuum to the basis states, which can be calculated from the radial real-









for ℓ = 1
0 else.
(6.18)
The relative oscillator strengths are then given by
fi ∝ |o · ci|2 , (6.19)
where ci is an algebraic eigenvector of the Stark-Hamiltonian (6.5) and o is the vector of the
transition matrix elements, both expressed in the basis of the eigenstates of H0.
The excitonic linewidths are known from both experiment [18, 20, 25, 26, 143] and theory
[33]. The theoretical linewidths are dominated by the phonic decay channels into the 1S and 2S
states, mostly Fröhlich-scattering by the LO phonons and deformation-potential scattering by the
Γ−3/5 phonons. The results agree very well with the experimental linewidths for the odd-parity
states (i.e.P , F , etc.) but substantially underestimate the linewidths for the even-parity states.
The linewidths of the P and F -excitons are therefore modelled by the theoretical values given in
Tab. 6.1, while the S and D- states are modelled by the experimental linewidths derived from the
second harmonic generation (SHG) spectra in Ref. [143]. These result in ΓnS = 2 meV n−3 and
ΓnD = 3 meV n
−3. The n−3 scaling is also used to extrapolate the linewidths of the odd-parity
states and follows from the theory laid out in Ref. [33].
If the linewidths were to follow the expected scaling with n−3 for large n, it should in principle
be possible to observe arbitrarily large n as the separation of the Rydberg states decreases with n−3
as well. In practice, only a finite number of resonances are visible due to a variety of additional
broadening mechanisms. One of these seems to result in a homogeneous broadening of all exciton
resonances by roughly 5 µeV (see Fig. 6.3). This observation is also congruent with the vanishing
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where Γ is the diagonal matrix of the input linewidths. This is of course only an estimate of the
actual scattering rates as it neglects the phase information of the scattering matrix-elements but is
necessary as we do not know the underlying scattering matrix elements.
Clearly, expanding the excitonic Stark-Hamiltonian in a basis of bound exciton states is only a
good approximation for Stark-states that are themselves bound. The ionisation due to the electric
field could be modelled by the introduction of a complex absorbing potential [144] or a complex
rotation scheme [41]. Fortunately, the states in the vicinity of the classical ionisation threshold [21]





tend to be very sensitive to variations of the electric field F and to be broadened by ionisation.
They do not contribute any prominent features in the Holtsmark-averaged spectra, only a quasi-
continuous background.
Due to the rotational symmetry of the excitonic Hamiltonian H0, the Stark-Hamiltonian retains
an O(2) symmetry about the field axis. The magnetic quantum number m does therefore remain
a good quantum number, and we can restrict the calculation to m = 0, 1. This is possible, as the
optically active P -states can only be mixed into states with m = 0, ±1 and the states with m = ±1
are degenerate1, due to time-inversion symmetry. The basis used for the results presented in this
chapter, consists of all states with ℓ ≤ 25 and nr = n − ℓ − 1 ≤ 100. This yields a basis of dimension
2275 for m = 0 and 2175 for m = 1.
6.2. Results
In this Section, two experimental absorption spectra will be compared to Holtsmark spectra, with
an impurity density ρci chosen to reproduce the maximum observed principal quantum number
nmax. The first spectrum S1 is the spectrum published in Ref. [18], reaches a maximum principal
quantum number nmax = 25 and was recorded at a temperature of 1.2 K. The spectrum S2, on the
other hand, was recorded at 1.3 K and the excitons are discernible up to nmax = 13. The quantity
nmax is an important quantity for the comparison of different spectra but does not have an exact
definition. In our analysis, a resonance was considered to have vanished as soon as its spectral
range could not reliably be fitted by the asymmetric Lorentzian line shapes of Eq. (6.16). Both
experimental spectra were provided by the group of Prof. M. Bayer at the TU Dortmund.
Figure 6.4 shows a comparison of the experimental and numerical spectra for impurity den-
sities of ρci = 1.2 × 109 cm−3 (S1) and ρci = 1.0 × 1011 cm−3 (S2), respectively. For large n, the
averaging over the Stark-shifted exciton lines leads to an apparent broadening shortly before the







In this thesis, we have investigated the influence of the complex valence-band structure on the
Rydberg excitons in Cu2O and assessed their reaction to multiple external perturbations. In the
process, we have shown that the valence-band nonparabolicity is the leading cause of the excitonic
quantum defects in Cu2O which were observed by Kazimierczuk et al. [18]. In fact, the inclusion
of the complex valence-band structure into the Wannier equation results in a reduction of the
relative deviation between the experimental and theoretical Rydberg resonance-energies by factors
between 30 and 104, compared to the effective-mass approximation. Based on the excitonic wave
functions derived from this treatment, we discussed the calculation of the excitonic Van der Waals
potentials. These are relevant to the assessment of the role the excitonic Rydberg blockade plays in
the intensity-dependent bleaching of the exciton resonances observed in the experiment [18]. Due
to the uncertainty in the exciton density achieved in these experiments, the amount of blockade
could not be quantified yet. Plans exist to investigate the contributions of the different blockade
processes in pulsed excitation based on their characteristic time scales. In any case, the calculated
interaction potentials will be a vital ingredient to any future investigation of the excitonic Van der
Waals interaction in Cu2O.
Another external perturbation discussed in this thesis is the effective potential induced by an
inhomogeneous straining of the crystal. It constitutes one possible mechanism to gain control over
the relative position of the excitons on length scales comparable to the estimated blockade radii
(a few µm). The influence of strain on the odd-parity excitons observed in single-photon dipole
absorption can be separated into two distinct effects. The band-gap shift ∆Eg shifts all states of
one series equally and does not affect the internal degrees of freedom whatsoever. The distortion
of the valence band induces a binding-energy shift ∆Eb which strongly depends on the excitonic
state and also encompasses a strong mixing of the Rydberg states. As it is roughly proportional to
the binding energy of the unperturbed state it can be neglected as a potential contribution for the
Rydberg states. In order to achieve a trapping potential, i.e. a minimum in ∆Eg, large stresses on
the order of 0.25 GPa are necessary. This might be too much for the thin crystals (∼ 30 µm) used
for the experiments on Rydberg excitons. The fragility of the crystals as well as the strong mixing
of the Rydberg states by the distortion of the valence band indicate that it might be worthwhile
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to investigate low-strain alternatives. Viable routes to this end might be dynamical phenomena
such as surface-acoustic waves or schemes which do not rely on a trapping potential at all. Due to
the short lifetime, a free exciton does typically only travel distances less than the extension of its
real-space wave function. This implies that it might be possible to localise the excitons by locally
tuning the resonance condition but without explicitly trapping them.
The physics of excitonic transitions is one of the main features that put excitons apart from
atomic systems. We have provided calculations of the transition strengths between the Rydberg
states of the yellow, green and blue series and shown that the relevant material parameters can
be related to the known band-structure parameters. The calculations show that the dipole approx-
imation should be used with care in inter-series transitions and that regimes might be reachable
in which the dipole approximation is completely broken, specifically for the yellow-blue transi-
tions. One shortcoming of the theoretical treatment presented is the lack of detailed knowledge
about the properties of the green and blue states. The states have been approximated by simple,
hydrogen-like envelope functions which might not capture all the states’ properties such as the
mixing of angular momenta by the anisotropic effective mass or the coupling between the excitonic
series. In order to remedy this shortcoming, the authors of Ref. [125] are performing calculations
for the yellow-green transitions based on the eigenstates of the multi-band problem presented in
Sec. 3.1.1.
Finally, we have shown that a population of charged impurities might explain the deviation of
both the oscillator strengths and the line asymmetries from the expected scaling. The strongly in-
homogeneous electric fields induced by these impurities result in an inhomogeneous broadening of
the resonances as well as the possible ionisation of the Rydberg excitons producing similar spectral
features to those observed in the experiments. The necessary densities are moderate and lie in
the range between 109 cm−3 and 1011 cm−3. Other effects might exist which could produce similar
signatures, e.g. surface charges or electric fields induced by optical phonons, and the progression
of the oscillator strengths cannot be reproduced exactly. The exact origin of the observed features
does thus remain an open question, as no independent verification of the impurity density exists.
The community has now gathered a thorough understanding of the single-exciton spectra in
Cu2O, with and without external perturbation by, e.g., electric and magnetic fields as well as strain.
Together with the exciton-exciton interaction potentials, it will serve as a starting point for the
investigation of the dynamics of interacting excitonic Rydberg gases. Future applications of this
research might include the implementation of quantum information protocols via the creation of
giant optical nonlinearities [23, 123] or single-photon sources [122]. It may furthermore serve as
groundwork for the design of sensitive field probes based on Rydberg excitons, similar to those that
have been demonstrated based on alkali Rydberg atoms [145, 146, 147].
Appendix A.
Important tables
A.1. Material properties of Cu2O
Table A.1 contains the material properties used in this thesis.
Suzuki-Hensel
parameters
A1 −1.76 A2 4.519
[25]A3 −2.201 B1 0.02
B2 −0.022 B3 −0.202
magnetic valence-band parameter F −0.43 [42, 67]




B6,8 0.342 ~π/ag A6 2.44
[67]A8 3.99 A′8 −1.94
A′′8 1.25
main band gap Eg 2.17208 eV [18]
spin-orbit splitting ∆so 131 meV [9]
conduction-band gap ∆68 450 meV [82]
deformation
potentials





−1 S12 −19.36 TPa−1 [111]
S44 82.64 TPa
−1
dielectric constant εr 7.5 [150]
dielectric constant ε∞ 6.46 [151]
lattice constant ag 0.427 nm [77]
Table A.1.: Material properties of Cu2O used in this work.
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A.2. Excitonic binding energies
The experimental resonance energies are given in Tab. A.2 and the numerical ones in Tab. A.3.
S P D F
n [25] [91] [18] [25] [20] [20]
1 2.0330
2 2.1544 2.1484
3 2.160270 ± 2.0 · 10−5 2.1603 2.16135 2.16229 ± 2.0 · 10−5
















8 2.170570 2.170635 2.17069335 2.17069497
9 2.170899 2.170944 2.17099485
10 2.171139 ± 1.0 · 10−5 2.171163 2.17118868
11 2.17129093 ± 2.8 · 10−7 2.171324 2.17134724
12 2.171416 ± 2.0 · 10−6 2.171446 2.17146712













Table A.2.: Experimental exciton binding energies used in this work. All energies in eV. The values in the
right column for the F-exciton contain the peak energies of the three absorption lines, while the
left column contains an average. The value for the band gap, we got from fitting the experimental









2 −32.0307 −31.9656 −24.5720 −24.5102
3 −12.8563 −12.8329 −10.9011 −10.8638 −10.1117 −9.9077 −9.9834
4 −6.78981 −6.77852 −6.02569 −6.00590 −5.71278 −5.58784 −5.63347 −5.51008 −5.48355 −5.45205 −5.48985
5 −4.16848 −4.16224 −3.79632 −3.78517 −3.64415 −3.56865 −3.59602 −3.53622 −3.51707 −3.49465 −3.52151
6 −2.81139 −2.80762 −2.60342 −2.59665 −2.51877 −2.47087 −2.48818 −2.45513 −2.44188 −2.42648 −2.44488
7 −2.02141 −2.01897 −1.89377 −1.88939 −1.84207 −1.81010 −1.82165 −1.80157 −1.79227 −1.78150 −1.79436
8 −1.52222 −1.52056 −1.43838 −1.43540 −1.40457 −1.38229 −1.39034 −1.37728 −1.37058 −1.36283 −1.37207
9 −1.18710 −1.18592 −1.12913 −1.12701 −1.10584 −1.08973 −1.09556 −1.08660 −1.08164 −1.07591 −1.08274
10 −0.95140 −0.95054 −0.90967 −0.90812 −0.89296 −0.88097 −0.88531 −0.87890 −0.87515 −0.87081 −0.87598
11 −0.77942 −0.77878 −0.74840 −0.74722 −0.73601 −0.72685 −0.73016 −0.72543 −0.72252 −0.71916 −0.72316
12 −0.65013 −0.64963 −0.62644 −0.62553 −0.61701 −0.60985 −0.61245 −0.60885 −0.60655 −0.60390 −0.60706
13 −0.55050 −0.55010 −0.53201 −0.53129 −0.52466 −0.51897 −0.52103 −0.51823 −0.51639 −0.51426 −0.51680
14 −0.47211 −0.47179 −0.45740 −0.45682 −0.45156 −0.44696 −0.44863 −0.44641 −0.44492 −0.44319 −0.44525
15 −0.40933 −0.40907 −0.39744 −0.39697 −0.39273 −0.38896 −0.39033 −0.38854 −0.38731 −0.38588 −0.38758
16 −0.35828 −0.35807 −0.34853 −0.34814 −0.34467 −0.34155 −0.34268 −0.34122 −0.34019 −0.33900 −0.34042
17 −0.31621 −0.31604 −0.30812 −0.30780 −0.30492 −0.30230 −0.30325 −0.30204 −0.30118 −0.30018 −0.30137
18 −0.28114 −0.28099 −0.27434 −0.27407 −0.27167 −0.26945 −0.27025 −0.26924 −0.26850 −0.26765 −0.26867
19 −0.25158 −0.25146 −0.24583 −0.24560 −0.24356 −0.24167 −0.24236 −0.24150 −0.24087 −0.24014 −0.24101
20 −0.22646 −0.22635 −0.22154 −0.22134 −0.21960 −0.21797 −0.21857 −0.21784 −0.21729 −0.21666 −0.21741
21 −0.20491 −0.20482 −0.20068 −0.20051 −0.19901 −0.19760 −0.19811 −0.19748 −0.19701 −0.19646 −0.19712
22 −0.18630 −0.18622 −0.18263 −0.18248 −0.18118 −0.17995 −0.18040 −0.17986 −0.17944 −0.17896 −0.17953
23 −0.17011 −0.17004 −0.16691 −0.16678 −0.16565 −0.16457 −0.16496 −0.16449 −0.16412 −0.16370 −0.16420
24 −0.15594 −0.15588 −0.15313 −0.15302 −0.15203 −0.15107 −0.15142 −0.15100 −0.15068 −0.15031 −0.15075
25 −0.14347 −0.14342 −0.14099 −0.14089 −0.14002 −0.13917 −0.13948 −0.13911 −0.13883 −0.13850 −0.13889







This appendix contains group theoretical tables and other data for the point groups relevant to this
work.
B.1. Point group symmetries of Cu2O
Table B.1 contains the transformational properties of the atomic S, P and D orbitals under the
48 symmetry operations contained in the cubic symmetry group Oh. In addition, the table also
lists the nontrivial translations τ needed in order to map the Cu2O crystal onto itself1 as well
as the transformational properties of the Cu and O sublattices. From the latter, the equivalent
representations of the two sublattices can be deduced, resulting in Γequiv(Cu) = Γ+1 ⊕ Γ+5 as well as
Γequiv(O) = Γ+1 ⊕ Γ−2 .
The equivalent representations can be used to deduce both the phonon symmetries and the
crystal-field splitting of the atomic orbitals at the Γ-point. Correspondingly, the phonon-symmetries
are
Γequiv(Cu) ⊗ Γ−4 = Γ−2 ⊕ Γ−3 ⊕ 2 Γ−4 ⊕ Γ−5 ,
Γequiv(O) ⊗ Γ−4 = Γ−4 ⊕ Γ+5 ,
(B.1)
where Γ−4 symbolises the displacement vector (see also Sec. 2.3.3). The crystal-field splitting of
the atomic orbitals can be derived by multiplying Γequiv with the symmetries of the atomic orbitals.
The 20 copper 3d orbitals2, for example, split into
Γeqiv(Cu) ⊗ (Γ+3 ⊕ Γ+5 ) = Γ+1 ⊕ 2 Γ+3 ⊕ 2 Γ+4 ⊕ 3 Γ+5 , (B.2)
where one of the three Γ+5 -manifolds forms the valence-band.
1Note that the translations τ depend on the particular choice for the center of inversion. In the following, the center of
inversion will be assumed to lie at the center of the O2 atom (for the labelling of the basis atoms, see Fig. 2.4 (a)).
2Five orbitals on each of the four copper basis-atoms.
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px py pz
s x y z dyz dzx dxy dz2 ∝ 2z2 − x2 − y2 dx2−y2 ∝ x2 − y2 Cu1 Cu2 Cu3 Cu4 O1 O2








1 ⊕ Γ+5 Γ+1 ⊕ Γ−2
E 0 s x y z dyz dzx dxy dz2 dx2−y2 Cu1 Cu2 Cu3 Cu4 O1 O2
8C3
0 s −z −x y −dxy −dyz dzx −
√
3
2 dx2−y2 − 12 dz2 −12 dx2−y2 +
√
3
2 dz2 Cu3 Cu2 Cu4 Cu1 O1 O2
0 s −z x −y −dxy dyz −dzx −
√
3
2 dx2−y2 − 12 dz2 −12 dx2−y2 +
√
3
2 dz2 Cu2 Cu3 Cu1 Cu4 O1 O2
0 s z −x −y dxy −dyz −dzx −
√
3
2 dx2−y2 − 12 dz2 −12 dx2−y2 +
√
3
2 dz2 Cu4 Cu1 Cu3 Cu2 O1 O2
0 s z x y dxy dyz dzx −
√
3
2 dx2−y2 − 12 dz2 −12 dx2−y2 +
√
3
2 dz2 Cu1 Cu4 Cu2 Cu3 O1 O2
0 s −y −z x −dzx −dxy dyz
√
3
2 dx2−y2 − 12 dz2 −12 dx2−y2 −
√
3
2 dz2 Cu2 Cu4 Cu3 Cu1 O1 O2
0 s −y z −x −dzx dxy −dyz
√
3
2 dx2−y2 − 12 dz2 −12 dx2−y2 −
√
3
2 dz2 Cu4 Cu2 Cu1 Cu3 O1 O2
0 s y −z −x dzx −dxy −dyz
√
3
2 dx2−y2 − 12 dz2 −12 dx2−y2 −
√
3
2 dz2 Cu3 Cu1 Cu2 Cu4 O1 O2
0 s y z x dzx dxy dyz
√
3
2 dx2−y2 − 12 dz2 −12 dx2−y2 −
√
3
2 dz2 Cu1 Cu3 Cu4 Cu2 O1 O2
3C2
0 s −x −y z −dyz −dzx dxy dz2 dx2−y2 Cu4 Cu3 Cu2 Cu1 O1 O2
0 s −x y −z −dyz dzx −dxy dz2 dx2−y2 Cu3 Cu4 Cu1 Cu2 O1 O2
0 s x −y −z dyz −dzx −dxy dz2 dx2−y2 Cu2 Cu1 Cu4 Cu3 O1 O2
6C4
o1 s x −z y −dyz dxy −dzx −
√
3
2 dx2−y2 − 12 dz2 12 dx2−y2 −
√
3
2 dz2 Cu4 Cu3 Cu1 Cu2 O2 O1
o1 s x z −y −dyz −dxy dzx −
√
3
2 dx2−y2 − 12 dz2 12 dx2−y2 −
√
3
2 dz2 Cu3 Cu4 Cu2 Cu1 O2 O1
o1 s −z y x dxy −dzx −dyz
√
3
2 dx2−y2 − 12 dz2 12 dx2−y2 +
√
3
2 dz2 Cu4 Cu1 Cu2 Cu3 O2 O1
o1 s z y −x −dxy −dzx dyz
√
3
2 dx2−y2 − 12 dz2 12 dx2−y2 +
√
3
2 dz2 Cu2 Cu3 Cu4 Cu1 O2 O1
o1 s −y x z dzx −dyz −dxy dz2 −dx2−y2 Cu3 Cu1 Cu4 Cu2 O2 O1
o1 s y −x z −dzx dyz −dxy dz2 −dx2−y2 Cu2 Cu4 Cu1 Cu3 O2 O1
6C12
o1 s −x −z −y dyz dxy dzx −
√
3
2 dx2−y2 − 12 dz2 12 dx2−y2 −
√
3
2 dz2 Cu1 Cu2 Cu4 Cu3 O2 O1
o1 s −x z y dyz −dxy −dzx −
√
3
2 dx2−y2 − 12 dz2 12 dx2−y2 −
√
3
2 dz2 Cu2 Cu1 Cu3 Cu4 O2 O1
o1 s −z −y −x dxy dzx dyz
√
3
2 dx2−y2 − 12 dz2 12 dx2−y2 +
√
3
2 dz2 Cu1 Cu4 Cu3 Cu2 O2 O1
o1 s z −y x −dxy dzx −dyz
√
3
2 dx2−y2 − 12 dz2 12 dx2−y2 +
√
3
2 dz2 Cu3 Cu2 Cu1 Cu4 O2 O1
o1 s −y −x −z dzx dyz dxy dz2 −dx2−y2 Cu1 Cu3 Cu2 Cu4 O2 O1
o1 s y x −z −dzx −dyz dxy dz2 −dx2−y2 Cu4 Cu2 Cu3 Cu1 O2 O1
I o1 s −x −y −z dyz dzx dxy dz2 dx2−y2 Cu1 Cu2 Cu3 Cu4 O2 O1
8S6
o1 s −z −x −y dxy dyz dzx −
√
3
2 dx2−y2 − 12 dz2 −12 dx2−y2 +
√
3
2 dz2 Cu1 Cu4 Cu2 Cu3 O2 O1
o1 s −z x y dxy −dyz −dzx −
√
3
2 dx2−y2 − 12 dz2 −12 dx2−y2 +
√
3
2 dz2 Cu4 Cu1 Cu3 Cu2 O2 O1
o1 s z −x y −dxy dyz −dzx −
√
3
2 dx2−y2 − 12 dz2 −12 dx2−y2 +
√
3
2 dz2 Cu2 Cu3 Cu1 Cu4 O2 O1
o1 s z x −y −dxy −dyz dzx −
√
3
2 dx2−y2 − 12 dz2 −12 dx2−y2 +
√
3
2 dz2 Cu3 Cu2 Cu4 Cu1 O2 O1
o1 s −y −z −x dzx dxy dyz
√
3
2 dx2−y2 − 12 dz2 −12 dx2−y2 −
√
3
2 dz2 Cu1 Cu3 Cu4 Cu2 O2 O1
o1 s −y z x dzx −dxy −dyz
√
3
2 dx2−y2 − 12 dz2 −12 dx2−y2 −
√
3
2 dz2 Cu3 Cu1 Cu2 Cu4 O2 O1
o1 s y −z x −dzx dxy −dyz
√
3
2 dx2−y2 − 12 dz2 −12 dx2−y2 −
√
3
2 dz2 Cu4 Cu2 Cu1 Cu3 O2 O1
o1 s y z −x −dzx −dxy dyz
√
3
2 dx2−y2 − 12 dz2 −12 dx2−y2 −
√
3
2 dz2 Cu2 Cu4 Cu3 Cu1 O2 O1
3σh
o1 s −x y z dyz −dzx −dxy dz2 dx2−y2 Cu2 Cu1 Cu4 Cu3 O2 O1
o1 s x −y z −dyz dzx −dxy dz2 dx2−y2 Cu3 Cu4 Cu1 Cu2 O2 O1
o1 s x y −z −dyz −dzx dxy dz2 dx2−y2 Cu4 Cu3 Cu2 Cu1 O2 O1
6S4
0 s −x −z y −dyz −dxy dzx −
√
3
2 dx2−y2 − 12 dz2 12 dx2−y2 −
√
3
2 dz2 Cu3 Cu4 Cu2 Cu1 O1 O2
0 s −x z −y −dyz dxy −dzx −
√
3
2 dx2−y2 − 12 dz2 12 dx2−y2 −
√
3
2 dz2 Cu4 Cu3 Cu1 Cu2 O1 O2
0 s −z −y x −dxy −dzx dyz
√
3
2 dx2−y2 − 12 dz2 12 dx2−y2 +
√
3
2 dz2 Cu2 Cu3 Cu4 Cu1 O1 O2
0 s z −y −x dxy −dzx −dyz
√
3
2 dx2−y2 − 12 dz2 12 dx2−y2 +
√
3
2 dz2 Cu4 Cu1 Cu2 Cu3 O1 O2
0 s −y x −z −dzx dyz −dxy dz2 −dx2−y2 Cu2 Cu4 Cu1 Cu3 O1 O2
0 s y −x −z dzx −dyz −dxy dz2 −dx2−y2 Cu3 Cu1 Cu4 Cu2 O1 O2
6σd
0 s x −z −y dyz −dxy −dzx −
√
3
2 dx2−y2 − 12 dz2 12 dx2−y2 −
√
3
2 dz2 Cu2 Cu1 Cu3 Cu4 O1 O2
0 s x z y dyz dxy dzx −
√
3
2 dx2−y2 − 12 dz2 12 dx2−y2 −
√
3
2 dz2 Cu1 Cu2 Cu4 Cu3 O1 O2
0 s −z y −x −dxy dzx −dyz
√
3
2 dx2−y2 − 12 dz2 12 dx2−y2 +
√
3
2 dz2 Cu3 Cu2 Cu1 Cu4 O1 O2
0 s z y x dxy dzx dyz
√
3
2 dx2−y2 − 12 dz2 12 dx2−y2 +
√
3
2 dz2 Cu1 Cu4 Cu3 Cu2 O1 O2
0 s −y −x z −dzx −dyz dxy dz2 −dx2−y2 Cu4 Cu2 Cu3 Cu1 O1 O2
0 s y x z dzx dyz dxy dz2 −dx2−y2 Cu1 Cu3 Cu2 Cu4 O1 O2
Table B.1.: The 48 point-group symmetries of Cu2O and transformation properties of S, P and D orbitals
as well as the Cu and O sublattices. The names of the basis atoms Cui and Oj refer to the
nomenclature introduced in Fig. 2.4 (a).
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B.2. Character table of Oh
The characters of a representation Λ are defined as
χΛ(a) = Tr [DΛ(a)] . (B.3)
As the trace is invariant under similarity transformations, the characters of two equivalent repre-
sentations have to coincide, as well as the characters of two elements a, b belonging to the same
conjugacy class. The irreducible representations of a group can therefore uniquely be identified by
their characters.
It can be shown that the characters of the irreducible representations have to fulfil the orthog-












where i and j label the conjugacy classes, Γ and Γ′ denote the irreducible representations and ri is
the number of elements in the ith conjugacy class. Two important relations for the characters are
χΛα⊗Λβ (i) = χΛα(i) χΛβ (i), (B.6)
χΛα⊕Λβ (i) = χΛα(i) + χΛβ (i). (B.7)
The Eqs. (B.4, B.6, B.7) allow for the decomposition of every product of two irreducible repre-
sentations into a sum of irreducible representations. These decompositions are given as so called
multiplication tables (e. g. Tab. B.3), not to be confused with multiplication tables of the group
elements. The character table of the group Oh with the basis functions used in this thesis is given in
Tab. B.2. The rows are labelled by the irreducible representations and the columns by the conjugacy
classes. The corresponding multiplication table is given in Tab. B.3.
Oh E Ē 8C3 8C̄3 3C2 6C4 6C̄4 6C2′ I Ī 8S6 8S̄6 3σh 6S4 6S̄4 6σd Basis functions
M BSW K 3C̄2 6C̄2′ 3σ̄h 6σ̄d
A1g Γ1 Γ
+
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 R
A2g Γ2 Γ
+
2 1 1 1 1 −1 −1 −1 1 1 1 1 1 1 −1 −1 −1 (x2 − y2)(y2 − z2)(z2 − x2)
Eg Γ12 Γ
+



























3 2 2 −1 −1 2 0 0 0 −2 −2 1 1 −2 0 0 0 Γ+3 × Γ−2
F1u Γ15 Γ
−
4 3 3 0 0 −1 1 1 −1 −3 −3 0 0 1 −1 −1 1 x, y, z
F2u Γ25 Γ
−
5 3 3 0 0 −1 −1 −1 1 −3 −3 0 0 1 1 1 −1 Γ+5 × Γ−1




























2 0 Γ+6 × Γ+2
































2 0 Γ+6 × Γ−1








2 0 Γ+6 × Γ−2
Γ−8 4 −4 −1 1 0 0 0 0 −4 4 1 −1 0 0 0 0 Γ+8 × Γ−1
Table B.2.: Character Table of the double group of Oh. Copied from Refs. [50, 62]. The three notations refer to one often used in molecular physics
(M), the Bouckaert-Smoluchowski-Wigner (BSW) notation [51] and the Koster notation (K) [50]. R denotes a scalar, Sxi refers to angular





















B.3. Multiplication table of Oh
Γ1 Γ2 Γ3 Γ4 Γ5 Γ6 Γ7 Γ8
Γ1 Γ2 Γ3 Γ4 Γ5 Γ6 Γ7 Γ8 Γ1
Γ1 Γ3 Γ5 Γ4 Γ7 Γ6 Γ8 Γ2
Γ1 ⊕ Γ2 ⊕ Γ3 Γ4 ⊕ Γ5 Γ4 ⊕ Γ5 Γ8 Γ8 Γ6 ⊕ Γ7 ⊕ Γ8 Γ3
Γ1 ⊕ Γ3 ⊕ Γ4 ⊕ Γ5 Γ2 ⊕ Γ3 ⊕ Γ4 ⊕ Γ5 Γ6 ⊕ Γ8 Γ7 ⊕ Γ8 Γ6 ⊕ Γ7 ⊕ 2 Γ8 Γ4
Γ1 ⊕ Γ3 ⊕ Γ4 ⊕ Γ5 Γ7 ⊕ Γ8 Γ6 ⊕ Γ8 Γ6 ⊕ Γ7 ⊕ 2 Γ8 Γ5
Γ1 ⊕ Γ4 Γ2 ⊕ Γ5 Γ3 ⊕ Γ4 ⊕ Γ5 Γ6
Γ1 ⊕ Γ4 Γ3 ⊕ Γ4 ⊕ Γ5 Γ7
Γ1 ⊕ Γ2 ⊕ Γ3 ⊕ 2 Γ4 ⊕ 2 Γ5 Γ8
Table B.3.: Multiplication table of the double group of Oh copied from Ref. [50]. For the sake of brevity (and avoiding triviality), parity as well as the
lower left half have been omitted.
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B.4. Compatibility and lattice harmonics
In this Section, the compatibility tables for O(3) 7→ Oh, O(3) 7→ C2h and O(3) 7→ D2h will be given
as well as the corresponding symmetrised bases.
B.4.1. Compatibility of Oh with respect to O(3)
As Oh is a subgroup of the continuous rotation group O(3), linear combinations of its basis func-
tions, the spherical harmonics Y mℓ (n), can be constructed which transform according to the rows
of the irreducible representations of Oh [55, 48, 152]. As the derivation hinges solely on the
transformational properties, the corresponding symmetrisation is applicable to the spherical tensor
operators [153] just as well as it is applicable to the spherical harmonics. We will therefore use the
generic basis P mℓ which may be either a function or an operator transforming according to the row
m of the irreducible representation Γℓ of O(3). Parity will not be given explicitly as its inclusion is
trivial.
The compatibility table B.4 lists the irreducible representations of Oh into which the irreducible
representations of O(3) split under the corresponding reduction of symmetry. In Tabs. B.5 to B.9,
single group double group
O(3) Oh O(3) Oh
Γ0 Γ1 Γ1/2 Γ6
Γ1 Γ4 Γ3/2 Γ8
Γ2 Γ3 ⊕ Γ5 Γ5/2 Γ7 ⊕ Γ8
Γ3 Γ2 ⊕ Γ4 ⊕ Γ5 Γ7/2 Γ6 ⊕ Γ7 ⊕ Γ8
Γ4 Γ1 ⊕ Γ3 ⊕ Γ4 ⊕ Γ5 Γ9/2 Γ6 ⊕ 2 Γ8
Γ5 Γ3 ⊕ 2 Γ4 ⊕ Γ5 Γ11/2 Γ6 ⊕ Γ7 ⊕ 2 Γ8
Γ6 Γ1 ⊕ Γ2 ⊕ Γ3 ⊕ Γ4 ⊕ 2 Γ5 Γ13/2 Γ6 ⊕ 2 Γ7 ⊕ 2 Γ8
Γ7 Γ2 ⊕ Γ3 ⊕ 2 Γ4 ⊕ 2 Γ5 Γ15/2 Γ6 ⊕ Γ7 ⊕ 3 Γ8
Γ8 Γ1 ⊕ 2 Γ3 ⊕ 2 Γ4 ⊕ 2 Γ5 Γ17/2 2 Γ6 ⊕ Γ7 ⊕ 3 Γ8
Γ9 Γ1 ⊕ Γ2 ⊕ Γ3 ⊕ 3 Γ4 ⊕ 2 Γ5 Γ19/2 2 Γ6 ⊕ 2 Γ7 ⊕ 3 Γ8
Γ10 Γ1 ⊕ Γ2 ⊕ 2 Γ3 ⊕ 2 Γ4 ⊕ 3 Γ5 Γ21/2 Γ6 ⊕ 2 Γ7 ⊕ 4 Γ8
Γ11 Γ2 ⊕ 2 Γ3 ⊕ 3 Γ4 ⊕ 3 Γ5 Γ23/2 2 Γ6 ⊕ 2 Γ7 ⊕ 4 Γ8
Γ12 2 Γ1 ⊕ Γ2 ⊕ 2 Γ3 ⊕ 3 Γ4 ⊕ 3 Γ5 Γ25/2 3 Γ6 ⊕ 2 Γ7 ⊕ 4 Γ8
Table B.4.: Compatibility table of Oh with respect to O(3) [50]. Parity has been omitted in order to keep the
notation concise but it can trivially be included as it is a good quantum number for both O(3)
and Oh. The irreducible representations of the single and double group of O(3) are labelled by
the angular momentum quantum number ℓ as Γℓ.
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the symmetrised bases up to ℓ = 6 are listed (those transforming like Γ1(Oh) up to ℓ = 10). The
index α indicates that multiple bases of order ℓ may exist which transform according to the same
irreducible representation. For example, there are two bases of order ℓ = 5 transforming like Γ4
(see Tab. B.4). The coefficients for even more cubic harmonics can be found in Refs. [56, 152].
Γℓ(O(3)) Γ1(Oh)































































































Table B.5.: Cubic bases transforming like Γ1(Oh) up to ℓ = 10.
Γℓ(O(3)) Γ2(Oh)
ℓα = 3 − i√2
(
P 22 − P −23
)


















Table B.6.: Cubic bases transforming like Γ2(Oh) up to ℓ = 6.
Further cubic harmonics can be generated from the known ones, the coefficients do however
tend to become very convoluted for large ℓ such that generally only numerical values are given
[56, 152]. We will give an example how to generate the cubic harmonics transforming like Γ1(Oh)
for ℓ = 12 that is readily extensible to other irreducible representations and higher orders. First,
we acknowledge that according to Tab. B.4, there are two linearly independent components. Sub-






8 have to transform like Γ1 ⊗ Γ1 = Γ1. Here,
P Γ16 and P
Γ1
8 label the terms of order ℓα = 6 and ℓα = 8 in Tab. B.5. The terms can be written as
























































































Table B.7.: Cubic bases transforming like Γ3(Oh) up to ℓ = 6. The labelling of the rows agrees with the
one used in Ref. [50] and Tab. B.2, i.e. for Γ+3 the rows transform like u
3
1=̂(2z
2 − x2 − y2) and
u32=̂
√



























6, m; 6, m′






























6, m; 8, m′





where the 〈ℓ, m; ℓ′, m′|L, m + m′〉 denote the Clebsch-Gordan coefficients and Cmℓ the coefficients
given in Tab. B.5. The components for different L transform independently of one another under
both Oh and O(3). Accordingly, the summand for each L has to transform according to Γ1 and, as










6, m; 6, m′


































































































































































































































































































P 46 − P −46
)
Table B.8.: Cubic bases transforming like Γ4(Oh) up to ℓ = 6. The labelling of the rows agrees with the one
used in Ref. [50].




















































































































































































































































































P 66 − P −66
)
Table B.9.: Cubic bases transforming like Γ5(Oh) up to ℓ = 6. The labelling of the rows agrees with the one
used in Ref. [50].










6, m; 8, m′





































These two are indeed linearly independent and the only thing left is to orthonormalise the two
components to ones liking. Requiring that for one of the bases the term ∝ P 012 vanishes, we arrive






























































which agree with those given in Ref. [152].
The cubic harmonics transforming like Γ+1 are shown in Fig. B.1. They can be retrieved from
Tab. B.5 and Eqs. (B.12, B.13) by replacing the P mℓ with the corresponding spherical harmonics
Y mℓ (n). Of course, only the cubic harmonics with even ℓ transform like Γ
+
1 while those with odd ℓ
transform like Γ−1 .
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B.4.2. Compatibility of D2h with respect to O(3)
The point group D2h is the symmetry group of a 3D ellipsoid and a subgroup of Oh. It contains
three twofold rotation {C2, C ′2, C ′′2 } around perpendicular axes (say, x, y and z) and an inversion,
resulting in eight total symmetry operations {E, C2, C ′2, C ′′2 , I, σv, σ′v, σ′′v } [50]. Each of these
operations makes up its own conjugacy class, giving eight irreducible representations of the single
group labelled Γ±n with n ∈ {1, 2, 3, 4} which are all one-dimensional. Additionally, there are two
irreducible representations Γ±5 of the double group. The compatibility of D2h with respect to O(3)
is given in Tab. B.10.
O(3) D2h
Γ0 Γ1
Γ1 Γ2 ⊕ Γ3 ⊕ Γ4
Γ2 2 Γ1 ⊕ Γ2 ⊕ Γ3 ⊕ Γ4
Γ3 Γ1 ⊕ 2 Γ2 ⊕ 2 Γ3 ⊕ 2 Γ4
Γ4 3 Γ1 ⊕ 2 Γ2 ⊕ 2 Γ3 ⊕ 2 Γ4
Γ5 2 Γ1 ⊕ 3 Γ2 ⊕ 3 Γ3 ⊕ 3 Γ4
Γ6 4 Γ1 ⊕ 3 Γ2 ⊕ 3 Γ3 ⊕ 3 Γ4
Table B.10.: Compatibility table of D2h with respect to O(3) [50]. The notation is equivalent to Tab. B.4.
As D2h possesses only one double-group representation Γ5 (ignoring parity), the double group




Γ5(D2h), where j denotes some half-integer
spin.
For even ℓ, the lattice harmonics of D2h are given by (with the obvious limits on α)




























P 2αℓ − P −2αℓ
)
, (B.17)
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Correspondingly, those for odd ℓ are given by





P 2αℓ − P −2αℓ
)
, (B.19)

































B.4.3. Compatibility of C2h with respect to O(3)
The point group C2h is a subgroup of both Oh and D2h which contains one two-fold rotation axis (as-
sumed to be the z-axis) as well as the inversion resulting in four symmetry elements {E, C2, I, σh}.
The four corresponding single-group representations are all one-dimensional and usually labelled
by Γ±1/2. In addition, four double group representations Γ
±
3/4 exist, which are also one-dimensional.
The compatibility of C2h with respect to O(3) is given in Tab. B.11.
O(3) C2h
Γ0 Γ1
Γ1 Γ1 ⊕ 2 Γ2
Γ2 3 Γ1 ⊕ 2 Γ2
Γ3 3 Γ1 ⊕ 4 Γ2
Γ4 5 Γ1 ⊕ 4 Γ2
Γ5 5 Γ1 ⊕ 6 Γ2
Γ6 7 Γ1 ⊕ 6 Γ2
Table B.11.: Compatibility table of C2h with respect to O(3) [50]. The notation is equivalent to Tab. B.4. The




(Γ3(C2h) ⊕ Γ4(C2h)), where j
denotes some half-integer spin.
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The symmetrised bases for both odd and even ℓ are given by (with the obvious limits on α)
P Γ1ℓα±
= P ±2αℓ , (B.24)







B.5. The continuous rotation group O(3)
O(3) is the group of all orthogonal 3 × 3 matrices and isomorphic to the group of all proper and im-
proper rotations in R3. In fact, when applied to a vector in R3, all these rotations can be expressed
as orthogonal matrices and one may claim that O(3) is the group of all rotations in 3D space. It
contains as a subgroup the special orthogonal group SO(3) which consists of all orthogonal 3 × 3
matrices with determinant one and is the group of all proper rotations in 3D space. In both classi-
cal and quantum mechanics, the invariance with respect to SO(3) is linked to the conservation of
angular momentum by Noether’s theorem [154].
Correspondingly, the irreducible representations Γ±ℓ of O(3) can be labelled by parity and an
orbital quantum number ℓ ∈ N0. They are (2ℓ + 1)-dimensional, respectively, with the rows often
labelled by the magnetic quantum number m ∈ {−ℓ, . . . , 0, . . . , ℓ}. For the irreducible represen-
tations with parity (−1)ℓ, the basis functions can be chosen as the spherical harmonics Y mℓ (n). For
the other half with parity (−1)ℓ+1, basis operators can be chosen. Axial vector operators, such as
the angular momentum operators L = r × p, for example, transform like Γ+1 . The multiplication
table of the irreducible representations (ignoring parity) is given by




As each irreducible representation appears at most once, the Wigner-Eckart theorem for O(3) takes
the well-known form
〈
R, ℓ, m, p
∣∣∣ T M,PL






∥∥∥ R′, ℓ′, p′
) 〈





where p, p′ and P denote the parity and
〈
ℓ′, m′, p′; L, M, P
∣∣ℓ, m, p
〉
= δp p′ P, 1
〈




120 Group theoretical tables
the coupling coefficients of O(3), which are proportional to the Clebsch-Gordan coefficients





the reduced matrix element which is independent of m, M and m′.
B.5.1. Spherical harmonics
The spherical harmonics are defined as
Y mℓ (n) = Y
m






P mℓ (cos(ϑ)) e
imφ, (B.30)
where P mℓ (x) denotes the associated Legendre polynomials. The name “spherical harmonics” is mo-
tivated by the fact that rℓ Y mℓ (n) = H
m
ℓ (r) are homogeneous, harmonic polynomials ∇2 Hmℓ (r) = 0
[92]. In other words, the spherical harmonics can be understood as homogeneous, harmonic poly-
nomials restricted to the unit sphere S2. The spherical harmonics are orthonormal
∮
d2n Y m†ℓ (n) Y
m′
ℓ′ (n) = δℓ, ℓ′ δm, m′ (B.31)





[92]. Under inversion and complex conjugation, the spherical
harmonics follow the respective relations
Y mℓ (−n) = (−1)ℓ Y mℓ (n), (B.32)
Y m†ℓ (n) = (−1)m Y −mℓ (n). (B.33)
Integrals over three spherical harmonics are called Gaunt coefficients
G(ℓ, m; ℓ′, m′; ℓ′′, m′′) =
∮



























where the terms in curly brackets are the Wigner-3j symbols [153]. The Gaunt coefficients vanish
if one of the following conditions is not met:
• |ℓ − ℓ′| ≤ ℓ′′ ≤ ℓ + ℓ′ as well as |ℓ′ − ℓ′′| ≤ ℓ ≤ ℓ′ + ℓ′′ and |ℓ′′ − ℓ| ≤ ℓ′ ≤ ℓ′′ + ℓ,
• m + m′ + m′′ = 0,
• ℓ + ℓ′ + ℓ′′ is even.
3That is to say an operator that transform according to the row M of the irreducible representation ΓL of SO(3) [153].
Appendix C.
Excitonic inter-series transitions
This Chapter contains additional information on the evaluation of the inter-series matrix-elements
discussed in Sec. 5.1.
C.1. Yellow-green inter-band matrix elements
This appendix contains the derivation and the explicit expressions for the matrices Mσh, σ′h and
Ñσh, σ′h
which appear in the theory of the yellow-green inter-series transitions laid out in Sec. 5.1.
The symmetric matrices Mσh, σ′h are defined by
m0
~
∇qHσh, σ′h(q) = ~Mσh, σ′h · q, (C.1)
and can easily be derived from the Suzuki-Hensel Hamiltonian H(q) given in Eq. (2.45). When
labelling the rows and columns of the Suzuki-Hensel Hamiltonian by the rows of Γ+7 ⊕Γ+8 one could
be tempted to use the eigenvalues of J2 and Jz. This would, however, imply a basis Γ−4 ⊗ Γ+6 =
Γ−6 ⊕ Γ−8 compatible with the product of angular momentum ℓ = 1 and spin 1/2. The actual states
of Cu2O are connected by a multiplication with the one-dimensional representation Γ−2 and thereby











































1See also the discussion of the applicability of the Suzuki-Hensel Hamiltonian in Sec. 2.2.2.
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Taking all of this into account, one arrives at
Mσ,σ′ =















5,z −M3,2 + M5,xy |Γ+8 , 1/2〉














































The matrices Ñσh, σ′h are defined as the antisymmetric part of the matrices Nσh, σ′h , defined by











3Ñ4,xy Ñ4,z |Γ8, −3/2〉
0 −Ñ4,xy |Γ8, −1/2〉
































The parameter F is a free parameter that can be related to the parameters of the magnetic terms
of the Suzuki-Hensel Hamiltonian via Eq. (5.20). By comparison with Eq. (2.47), we find F =
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−(A4 − 2B4)/
√
3. A further comparison with the magnetic Hamiltonian and its parameters given











where gs ≈ 2 and κ ≈ −0.5 is the fourth Luttinger parameter [69].
C.2. Extended Waters basis
This appendix lists the symmetrised exciton basis used in Sec. 5.1 and copied from Ref. [67]. This
basis can be understood as an extension of the one derived by R. G. Waters et al. [127] for the
yellow and green S-excitons.

































































where the Bloch states are labelled by ψΓσ . The component Y
Γ+2 corresponds to the paraexciton
and the three Y Γ
+
5 components correspond to the orthoexcitons. The states visible in one-photon
dipole absorption are the Γ−4 P -excitons arising from the orthoexciton component. With the cubic
harmonics Y
Γ−4 , xi




























































where Y mℓ denote the spherical harmonics and φn is a placeholder for the radial envelope function.
In the notational convention of Sec. 5.1, these states are labelled by
∣∣∣Y ; Γ−4 , xi; nP ; K
〉
with
xi ∈ {x, y, z}.
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The derivation of the symmetrised green S-states from these product states is trivial. The forty D-
states will not be listed explicitly, but they can be constructed with the coupling coefficients given




2 given in Tabs. B.7 and B.9.










































































































































































































Again the construction of the symmetrised blue S-exciton states is trivial and the blue P -exciton
states can be constructed with the cubic harmonics Y
Γ−4 , xi
1 listed in Tab. B.8 and the coupling
coefficients given in Ref. [50].
C.3. Evaluation of real-space integrals
The real-space integrals





d3r eiq·r φ†(r) ∇ ψ(r), (C.31)
W [φ, ψ, q] =
∫
Ω
d3r eiq·r φ†(r) ψ(r), (C.32)







(−1)ν iλ jλ(qr) Y νλ (nq) Y −νλ (nr), (C.33)
where jλ(x) denotes the spherical Bessel function. In this manner, the integration over the angular
degrees of freedom can be carried out analytically, resulting in
W
[





(−1)m′ iλ Y m′−mλ (nq)
×G(λ, m − m′; ℓ, −m; ℓ′, m′)
∞∫
0
dr r2 jλ(qr) f
†
n, ℓ(r) fn′, ℓ′(r),
(C.34)
where the G(ℓ, m; ℓ′, m′; ℓ′′, m′′) are the Gaunt coefficients introduced in Eq. (B.34) and the fn, ℓ(r)
are just the radial wave functions corresponding to the φn, ℓ, m(r). The primed sum symbol is
supposed to indicate that the summation index λ can be incremented by 2 as the Gaunt coefficients
vanish if ℓ + ℓ′ + λ is not even (see App. B.5.1).
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Equivalently the other integral can be expressed as
O
[






(−1)m′−µ 〈ℓ′ + 1, m′ − µ; 1, µ|ℓ′, m′〉
ℓ′+1+ℓ∑′
λ=|ℓ′+1−ℓ|
G(ℓ, −m; ℓ′ + 1, m′ − µ; λ, m − m′ + µ)




















(−1)m′−µ 〈ℓ′ − 1, m′ − µ; 1, µ|ℓ′, m′〉
ℓ′−1+ℓ∑′
λ=|ℓ′−1−ℓ|
G(ℓ, −m; ℓ′ − 1, m′ − µ; λ, m + µ − m′)


















The Clebsch-Gordan coefficients are again labelled by 〈ℓ, m; ℓ′, m′ | L, M〉, and ξ−1 = (1, −i, 0)T /
√
2,
ξ0 = (0, 0, 1)
T and ξ1 = (−1, −i, 0)T /
√
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