ABSTRACT: we introduce bidendriform bialgebras, which are bialgebras such that both product and coproduct can be split into two parts satisfying good compatibilities. For example, the Malvenuto-Reutenauer Hopf algebra and the non-commutative Connes-Kreimer Hopf algebras of planar decorated rooted trees are bidendriform bialgebras. We prove that all connected bidendriform bialgebras are generated by their primitive elements as a dendriform algebra (bidendriform Milnor-Moore theorem) and then is isomorphic to a Connes-Kreimer Hopf algebra. As a corollary, the Hopf algebra of Malvenuto-Reutenauer is isomorphic to the Connes-kreimer
Introduction
The Hopf algebra FQSym of Malvenuto-Reutenauer, also called Hopf algebra of free quasisymmetric functions ( [5, 16, 17, 18] ) has certain interesting properties. For example, it is known that it free as an algebra and cofree as a coalgebra; it has a non-degenerate Hopf pairing; it can be given a structure of dendriform algebra. The Hopf algebras H D of planar rooted trees, introduced in [7, 8, 9] have a lot of similar properties: they are free as algebras and cofree as coalgebras; they have a non-degenerate Hopf pairing (although not so explicit as the MalvenutoReutenauer algebra's); they also are dendriform algebras. So a natural question is: are these two objects isomorphic? More precisely, is there a set D of decorations such that H D is isomorphic to FQSym?
In order to answer positively this question, we study more in details dendriform algebras. This notion is introduced by Loday and Ronco in [15] and is studied in [2, 16, 17, 22, 21] . A dendriform algebra A is a (non unitary) associative algebra, such that the product can be split into two parts ≺ and ≻ (left and right products),with good compatibilities (which mean that (A, ≺, ≻) is a bimodule over itself). The notion of dendriform bialgebra or Hopf dendriform algebra is also given. These are dendriform algebra with a coassociative coproduct∆, satisfying good relations with ≺ and ≻. We introduce here the notion of bidendriform bialgebra (section 2): a bidendriform bialgebra A is a dendriform bialgebra such that the coproduct∆ can be split into two parts ∆ ≺ and ∆ ≻ (left and right coproducts), such that (A, ∆ ≻ , ∆ ≺ ) is a bimodule over itself. There are also compatibilities between the left and right coproducts and the left and right products. As this set of axioms is self-dual, the dual of a finite-dimensional bidendriform bialgebra is also a bidendriform bialgebra. An example of bidendriform bialgebra is FQSym (section 4), or, more precisely, its augmentation ideal: as FQSym is a dendriform algebra and it is self dual as a Hopf algebra, we can also split the coproduct into two parts. Fortunately, the left and right coproducts defined in this way satisfy the wanted compatibilities with the left and right products.
We would like to give H D a structure of bidendriform algebra too. The method used for FQSym fails here: the left and right coproducts defined by duality, denoted here by ∆ ′ ≺ and ∆ ′ ≻ , do not satisfy the compatibilities with the left and right products. Hence, we have to proceed in a different way. For this, we consider the category of dendriform algebras and give it a tensor product ⊗ (section 3). This tensor product is a little bit different of the usual one, as dendriform algebras are not unitary objects: we have to add a copy of both algebras to their tensor products. We also define the notion of dendriform module over a dendriform algebra. Then the notions of dendriform bialgebra and bidendriform bialgebra become more clear: the coproduct of a dendriform bialgebra A has to be a morphism of dendriform algebras from A dendriform modules from A to A⊗A. Now, as the dendriform algebra H D is freely generated by the elements q d as a dendriform algebra, it is possible to define a unique structure of bidendriform bialgebra over H D (or, more exactly, on its augmentation ideal A D ) by ∆ ≺ ( q d ) = ∆ ≻ ( q d ) = 0 (theorem 31).
Let us now study more precisely the notion of bidendriform bialgebra. For a given bidendriform bialgebra A, we consider totally primitive elements of A, that is to say elements which vanish under both ∆ ≺ and ∆ ≻ . We say that A is connected if, for every element a, the various iterated coproducts all vanish on a for a great enough rank. Then, if A is connected, we prove that A is generated as a dendriform algebra by its totally primitive elements (theorem 21). This theorem can be seen as a bidendriform version of the Milnor-Moore theorem ( [20] ), which says that a cocommutative, connected Hopf algebra is generated by its primitive elements (in characteristic zero).
To precise this result, we consider the bidendriform bialgebra A D . We prove that its space of totally primitive elements is reduced to the space of its generators: the elements q d . In other terms, the triple (Dend, coDend, V ect) is a good triple of operads, with the language of [14] . This implies that every connected bidendriform bialgebra is freely generated by its totally primitive elements, so is isomorphic to a H D for a well chosen D (theorem 39). We apply this result to FQSym: then, for a certain D, FQSym is isomorphic to H D as a bidendriform bialgebra, and hence as a Hopf algebra. This allows us to answer a conjecture of [5] : if the characteristic of the base field is zero, then the Lie algebra of primitive elements of FQSym is free (corollary 40), as we already proved this result for H D in [8] .
As a connected bidendriform bialgebra is isomorphic to a certain H D , it is self-dual. We define the notion of bidendriform pairing; for example, the pairing of [5] on FQSym is a bidendriform pairing, whereas the pairing of [7] on H D is not. We construct another pairing on H D , which is non-degenerate, symmetric and bidendriform. This pairing can be studied in the same way as in [7] : we give a inductive way to compute it and a combinatorial interpretation of this pairing.
Thanks. I am grateful to Ralf Holtkamp for suggestions which greatly improve section 3.
Notation. K is a commutative field of any characteristic.
1 Dendriform and codendriform bialgebras
Dendriform algebras and coalgebras
Definition 1 (See [2, 15, 16, 17, 21, 22] ). A dendriform algebra is a family (A, ≺, ≻) such that:
1. A is a K-vector space and:
2. For all a, b, c ∈ A:
Remark. If A is a dendriform algebra, we put:
is a special (non unitary) associative algebra.
By duality, we obtain the notion of dendriform coalgebra:
Definition 2 A dendriform coalgebra is a family (C, ∆ ≺ , ∆ ≻ ) such that:
1. C is a K-vector space and:
2. for all a ∈ C:
Remarks.
1. If C is a dendriform coalgebra, we put:
Then (4) + (5) + (6) is equivalent to the fact that∆ is coassociative. Hence, a dendriform coalgebra is a special (non counitary) coassociative coalgebra.
If A =
A n is a N-graded dendriform algebra, such that its homogeneous parts are finitedimensional, then (A * g , ≺ * , ≻ * ) is a N-graded dendriform coalgebra (A * g is the graded dual of A, that is to say A * g = A * n ⊆ A * ).
3. In the same way, if C is a N-graded dendriform coalgebra, such that its homogeneous parts are finite-dimensional, then (C * g , ∆ * ≺ , ∆ * ≻ ) is a N-graded dendriform algebra. (In fact, for any dendriform coalgebra C, the whole linear dual C * is a dendriform algebra).
Definition 3 Let A be a dendriform coalgebra. We put:
Dendriform and codendriform bialgebras
Definition 4 (See [2, 16, 17, 21, 22] ). A dendriform bialgebra is a family (A, ≺, ≻,∆) such that:
2. (A,∆) is a coassociative (non counitary) coalgebra.
3. The following compatibilities are satisfied: for all a, b ∈ A,
1. (7) + (8) is equivalent to: for all a ∈ A,
If A is a dendriform bialgebra, we put A = A ⊕ K, which is given a structure of associative algebra and coassociative coalgebra in the following way: for all a, b ∈ A,
Then (9) means that A is a bialgebra. A dendriform bialgebra is then the augmentation ideal of a special bialgebra.
2. Another interpretation of (7) and (8) will be given in section 3.
By duality, we define the notion of codendriform bialgebra:
Definition 5 A codendriform bialgebra is a family (A, m, ∆ ≺ , ∆ ≻ ) such that:
is an associative (non unitary) algebra.
1. (10)+(11) is equivalent to (9) . Hence, if A is a codendriform bialgebra, as before A = A⊕K is given a structure of bialgebra. A codendriform bialgebra is then the augmentation ideal of a special bialgebra.
If
A is a N-graded codendriform bialgebra, such that its homogeneous parts are finitedimensional, then (A * g , ∆ * ≺ , ∆ * ≻ , m * ) is a N-graded dendriform bialgebra.
3. In the same way, if A is a N-graded dendriform bialgebra, such that its homogeneous parts are finite-dimensional, then (A * g ,∆ * , ≺ * , ≻ * ) is a N-graded codendriform bialgebra.
Free dendriform algebras
Let us recall here the construction of the Connes-Kreimer Hopf algebra of planar decorated rooted trees (See [7, 8, 9] for more details). It is a non-commutative version of the ConnesKreimer Hopf algebra of rooted trees for Renormalisation ( [4, 11, 12, 13] ).
Definition 6
1. A rooted tree t is a finite graph, without loops, with a special vertex called root of t. A planar rooted tree t is a rooted tree with an imbedding in the plane. The weight of t is the number of its vertices. the set of planar rooted trees will be denoted by T.
2. Let D be a nonempty set. A planar rooted tree decorated by D is a planar tree with an application from the set of its vertices into D. The set of planar rooted trees decorated by D will be denoted by T D .
1. Planar rooted trees with weight smaller than 5:
2. Planar rooted trees decorated by {a, b} with weight smaller than 3:
The algebra H (denoted by H P,R in [7, 8] ) is the free associative (non commutative) Kalgebra generated by the elements of T. Monomials in planar rooted trees in these algebra are called planar rooted forests. The set of planar rooted forests will be denoted by F. Note that F is a basis of H.
In the same way, if D is a nonempty set, the algebra H D (denoted by H D P,R in [7, 8] ) is the free associative (non commutative) K-algebra generated by the elements of 
Examples.
1. Planar rooted forests of weight smaller than 4:
2. Planar rooted forests decorated by {a, b} of weight smaller than 2:
We now describe the Hopf algebra structure of H D . Let t ∈ T D . An admissible cut of t is a nonempty cut such that every path in the tree meets at most one edge which is cut by c. The set of admissible cut of t is denoted by Adm(t). An admissible cut c of t sends t to a couple (P c (t), R c (t)) ∈ F D × T D , such that R c (t) is the connected component of the root of t after the application of c, and P c (t) is the planar forest of the other connected components (in the same order). Moreover, if c v is the empty cut of t, we put P cv (t) = 1 et R cv (t) = t. We define the total cut of t as a cut c t such that P ct (t) = t and R ct (t) = 1. We then put Adm * (t) = Adm(t) ∪ {c v , c t }.
We now take F ∈ F D , F = 1. There exists t 1 , . . . , t n ∈ T D , such that F = t 1 . . . t n . An admissible cut of F is a n-uple (c 1 , . . . , c n ) such that c i ∈ Adm * (t i ) for all i. If all c i 's are empty (resp. total), then c is called the empty cut of F (resp. the total cut of F ). The set of admissible cuts of F except the empty and the total cut is denoted by Adm(F ). The set of all admissible cuts of F is denoted by Adm * (F ). For c = (c 1 , . . . , c n ) ∈ Adm * (F ), we put P c (F ) = P c 1 (t 1 ) . . . P cn (t n ) and R c (F ) = R c 1 (t 1 ) . . . R cn (t n ).
The coproduct ∆ :
The counit ε is given by:
We proved in [8] that H D is isomorphic to the free dendriform algebra generated by D, which is described in [16, 21] in terms of planar binary trees. So the augmentation ideal A D of H D inherits a structure of dendriform algebra, also described in [8] with the help of another basis of H D , introduced by duality. Hence, A D is freely generated by the q d 's, d ∈ D, as a dendriform algebra. Here is an example of a computation of a product ≺ in A D . For all x ∈ A D ,
the linear application which send a forest t 1 . . . t n to the planar decorated tree obtained by grafting t 1 , . . . , t n on a common root decorated by d. (This comes from the description of ≺ in terms of graftings in [8] and proposition 36 of [7] ).
As H D is self-dual ( [7] ), A D is given a structure of codendriform bialgebra. The description in [8] of the left and right products in the dual basis of forests allows us to describe this structure with the following definition:
is the set of cuts (c 1 , . . . , c n ) ∈ Adm(F ) such that c n is the total cut of t n if F is not a single tree, and
The dendriform coalgebra structure of A D is then given in the following way:
The product of A D is the product induced by the product of H D .
Examples.
Moreover, H D can be graded. A set D is said to be graded when it is given an application |.| : D −→ N. We denote D n = {d ∈ D / |d| = n}. We then put, for all F ∈ F D :
and A D is given a graded (co)dendriform bialgebra structure by putting, for all F ∈ F D , F homogeneous of degree |F |. When D 0 is empty and D n is finite for all n, then the homogeneous parts of A D are finite-dimensional and (A D ) 0 = (0). Moreover, if those conditions occur, we have the following result:
Proposition 8 We consider the following formal series:
Proof. Similar to the proof of theorem 75 of [6] .
2 Bidendiform bialgebras
Definition
We now introduce the notion of bidendriform bialgebra. A bidendriform bialgebra is both a dendriform bialgebra and a codendriform bialgebra, with some compatibilities.
Definition 9 A bidendriform bialgebra is a family (A, ≺, ≻, ∆ ≺ , ∆ ≻ ) such that:
1. (13) + (15) and (12) + (14) are equivalent to (7) and (8), so a bidendriform bialgebra is a special dendriform bialgebra.
2. (12) + (13) and (14) + (15) are equivalent to (10) and (11), so a bidendriform bialgebra is a special codendriform bialgebra.
3. If A is a graded bidendriform bialgebra, such that its homogeneous parts are finitedimensional, then (A * g , ∆ * ≺ , ∆ * ≻ , ≺ * , ≻ * ) is also a graded bidendriform bialgebra, as the transposes of (12) and (15) are themselves, and (13) and (14) are transposes from each other.
We here give several results which will be useful to prove theorem 21.
First part. Let A be a dendriform coalgebra. We define inductively:
Lemma 10 For all n ∈ N * , i ∈ {2, . . . , n},
Proof. The first equality is a consequence of the definition of ∆ ≺ . Let us show the second one. By (4):
Proof. By lemma 10, ∆ n−1
Suppose now that A is a bidendriform bialgebra. Let a 1 , . . . , a n ∈ A. We define inductively:
ω(a 1 , . . . , a n ) = a n ≺ ω(a 1 , . . . , a n−1 ).
Lemma 12
Let a 1 ∈ P rim ≺ (A) and a 2 , . . . , a n ∈ P rim(A). Let k ∈ N. Then:
Proof. By induction on k. It is immediate for k = 0. Let us show the result for k = 1 by induction on n. It is obvious for n = 1. We suppose that n ≥ 2. As a n ∈ P rim(A), we have, by (15) :
. . , a n )) = ω(a 1 , . . . , a n−1 ) ′ ≺ ⊗ a n ≺ ω(a 1 , . . . , a n−1 ) ′′ ≺ + ω(a 1 , . . . , a n−1 ) ⊗ a n = 1≤i<n−2 ω(a 1 , . . . , a i ) ⊗ a n ≺ ω(a i+1 , . . . , a n−1 ) + ω(a 1 , . . . , a n−1 ) ⊗ a n = 1≤i<n−2 ω(a 1 , . . . , a i ) ⊗ ω(a i+1 , . . . , a n−1 , a n ) + ω(a 1 , . . . , a n−1 ) ⊗ a n = 1≤i<n−1 ω(a 1 , . . . , a i ) ⊗ ω(a i+1 , . . . , a n ).
We suppose that the result is true at rank k. Then:
Lemma 13 Let a ∈ A, such that N ≺ (a) is finite. Then a can be written as a linear span of terms ω(a 1 , . . . , a n ), n ≤ N ≺ (a), a 1 ∈ P rim ≺ (A), a 2 , . . . , a n ∈ P rim(A).
Proof. By induction on n = N ≺ (a). If n = 0, then a = 0. If n = 1, then a ∈ P rim ≺ (A) and the result is obvious. Suppose n ≥ 2. By lemma 11, we then put:
By lemma 12, ∆ n−1
. . , a n )) = 0. The induction hypothesis applied to a − ω(a 1 , . . . , a n ) gives the result.
Second part.
Suppose that A is a dendriform coalgebra. We define inductively:
For all n ∈ N,∆ n : A −→ A ⊗(n+1) . Note that∆ n could be defined for any coassociative coalgebra (A,∆).
Proof. It is obvious if n = 0. Suppose n ≥ 1. By (5):
Proof. By coassociativity of∆, for all i ∈ {1, . . . , n}:
so∆ n−1 (a) ∈ P rim(A) ⊗n . The second assertion comes from lemma 14.
. . , a n−1 ) ≻ a n .
Lemma 16 Let a 1 , . . . , a n ∈ P rim(A). Let k ∈ N. Then:
. . , a n ).
In particular:
Moreover, if a n ∈ P rim tot (A), then ω ′ (a 1 , . . . , a n ) ∈ P rim ≺ (A).
Proof. By induction on k. It is immediate if k = 0. Let us show the result for k = 1 by induction on n. It is obvious for n = 1. Suppose n ≥ 2. As a n ∈ P rim(A), by (8):
. . , a n−1 ) ′′ ≻ a n + ω(a 1 , . . . , a n−1 ) ⊗ a n ,
Suppose that the result is true at rank k. Then:
Suppose a n ∈ P rim ≺ (A). By (14) , by putting x = ω ′ (a 1 , . . . , a n−1 ), ∆ ≺ (ω ′ (a 1 , . . . , a n )) = ∆ ≺ (x ≻ a n ) = 0. So ω ′ (a 1 , . . . , a n ) ∈ P rim ≺ (A).
For all a ∈ A, we put N (a) = inf{n ∈ N /∆ n−1 (a) = 0} ∈ N ∪ {+∞}. (a 1 , . . . , a n ), n ≤ N (a), a 1 , . . . , a n−1 ∈ P rim(A), a n ∈ P rim tot (A).
Proof. Induction on n = N (a). If n = 0, then a = 0. If n = 1, then a ∈ P rim tot (A) = P rim(A) ∩ P rim ≺ (A). Suppose that n ≥ 2 and put, by lemma 15:
We put a ′ = a − ω ′ (a 1 , . . . , a n ). By lemma 16, a ′ ∈ P rim ≺ (A) and N (a ′ ) < n. Hence, a ′ satisfies the induction hypothesis, so the result is true for a.
Connected bidendriform bialgebras
We prove in this paragraph that if A is a connected (definition 18) bidendriform bialgebra, it is generated by its totally primitive elements (theorem 21).
Let C be a dendriform coalgebra. We define inductively:
Definition 18
1. Let C be a dendriform coalgebra. It is said connected if, for all a ∈ C, there exists n a ∈ N, such that for all P ∈ P C (n a ), P (a) = 0.
2. Let C be a connected dendriform coalgebra. For all a ∈ C, we put:
3. Let C be a connected dendriform coalgebra. For all n ∈ N, we put:
Then C ≤0 = (0), C ≤1 = P rim tot (C), and (C ≤n ) n∈N is a increasing filtration.
Remarks.
1. For all n ∈ N, ∆ n ≺ ∈ P C (n) et∆ n ∈ V ect(P C (n)). Hence, if C is connected, then for all a ∈ C, N ≺ (a) and N (a) are finite and smaller than deg p (a).
2. Let C be a N-graded dendriform coalgebra, such that C 0 = (0) (the homogeneous parts of C may not be finite-dimensional). Then C is connected, as, for all a ∈ C n , for all P ∈ P(n):
Moreover, for all a ∈ C, deg p (a) ≤ |a|, where |a| is the degree of a for the gradation of C.
Hence, ∆ ≺ (a) ∈ C ≤n−1 ⊗ C. In the same way, we obtain ∆ ≺ (a) ∈ C ⊗ C ≤n−1 by considering
The procedure is the same for ∆ ≻ (a), and the result for∆(a) is obtained by addition.
The following lemma is now immediate:
Lemma 20 Let C be a connected dendriform coalgebra and k, n ∈ N * . Then:
Theorem 21 Let A be a connected (as a dendriform coalgebra) bidendriform bialgebra. Then A is generated (as a dendriform algebra) by P rim tot (A).
Proof. Let B be the dendriform subalgebra of A generated by P rim tot (A). Let a ∈ A. We denote deg p (a) = n. Let us show that a ∈ B by induction on n. If n = 0, then a = 0 ∈ B. If n = 1, then a ∈ P rim tot (A) ⊆ B. Suppose n ≥ 2. As A is connected, by remark 1 after definition 18, N ≺ (a) = k is finite and smaller than n. By lemma 13, we can suppose a = ω(a 1 , . . . , a k ), k ≤ n, a 1 ∈ P rim ≺ (A), a 2 , . . . , a k ∈ P rim(A). We have two different cases.
2. If k = 1, then a ∈ P rim ≺ (A). As A is connected, by remark 1 after definition 18, N (a) = l is finite ans smaller than n. By lemma 17, we can suppose a = ω ′ (b 1 , . . . , b l ), l ≤ n, b 1 , . . . , b l−1 ∈ P rim(A), b l ∈ P rim tot (A). We have two different cases.
2.4 Projections on P rim ≺ (A) and P rim tot (A)
We here define an eulerian idempotent for connected bidendriform bialgebras.
Let A be a bidendriform bialgebra. We put:
We define m n ≺ : A ⊗n −→ A inductively:
We consider the following application:
Then T 1 is a projection on P rim ≺ (A). Moreover, for all a ∈ A, T 1 (a) = a + A D2 .
Proof. Remark first that T 1 is well defined, as for all a ∈ A, ∆ k−1 ≺ (a) = 0 for k great enough. Let us show that T 1 (a) ∈ P rim ≺ (A) for all a. By lemma 13, we can suppose a = ω(a 1 , . . . , a n ), avec a 1 ∈ P rim ≺ (A), a 2 , . . . , a n ∈ P rim(A). If n = 1, then T 1 (a) = a 1 ∈ P rim ≺ (A). Suppose n ≥ 2.
We consider the following binary trees: for all k ∈ N,
Then m k ≺ and ω can be graphically represented in the following way:
. By lemma 12, we have:
(The n i 's are positive, non zero integers). Then:
where the n i 's are positive, non zero integers and t n 1 ,...,n k is the following tree:
As t 1,n 2 ,...,n k = t 1+n 2 ,...,n k , we obtain:
projection on P rim ≺ (A). Finally, for all a ∈ A, we have:
We define m n ≻ : A ⊗n −→ A inductively:
With lemmas 14 and 16, we can show the following proposition in the same way as proposition 22:
Proposition 23 Let A be a bidendriform bialgebra such that for all a ∈ P rim ≺ (A), N (a) is finite. We consider the following application:
Then T 2 is a projector from P rim ≺ (A) into P rim tot (A). Moreover, for all a ∈ A, T 2 (a) = a + A D2 .
Corollary 24 Let A be a bidendriform bialgebra such that for all a ∈ A, N ≺ (a) is finite and for all A ∈ P rim ≺ (A), N (a) is finite (for example, A is connected). We consider the application Proof. Then A is connected (remark 2 after definition 18). By corollary 24, A = P rim tot (A)+ A D2 . In the same way, the bidendriform bialgebra A * g is connected. We then have A * g = P rim tot (A * g ) + (A * g ) D2 . By taking the orthogonal:
3 Tensor product and dendriform modules
Tensor product of dendriform algebras
We here show how the category of dendriform algebras can be given a structure of tensor category. As dendriform algebras are not objects with unit, we have to extend the usual tensor product in order to obtain a copy of A and B in the tensor product of A and B.
Definition 26 Let A, B be two vector spaces. Then:
dendriform algebra in the following way: for all a 1 , a 2 ∈ A, b 1 , b 2 ∈ B,
Proof. Direct computations.
Remark. A ⊗ K is a dendriform subalgebra of A⊗B which is isomorphic to A and K ⊗ B is a dendriform subalgebra of A⊗B which is isomorphic to B. φ⊗ψ :
Proposition 28 1. Let A, B, C be unitary dendriform algebras. Then the following application is an isomorphism of dendriform algebras:
(A⊗B)⊗C −→ A⊗(B⊗C) (a ⊗ b) ⊗ c −→ a ⊗ (b ⊗ c).
Let
for all a ∈ A, b ∈ B. Then φ⊗ψ is a morphism of dendriform algebras.
In other terms, the category of unitary dendriform algebras is a tensor category with ⊗.
We can now reformulate the axioms of bidendriform bialgebras. Let (A, ≺, ≻) be a dendriform algebra and let ∆ ≺ , ∆ ≻ : A −→ A ⊗ A. We put∆ = ∆ ≺ + ∆ ≻ . We then define:
Note that ∆ = ∆ ≺ + ∆ ≻ . We can easily prove the following assertions:
1. (4)- (6) for ∆ ≺ and ∆ ≻ are equivalent to (4)-(6) for ∆ ≺ and ∆ ≻ .
3. (8)- (7) is equivalent to: for all a, b ∈ A,
In other terms, (8)- (7) is equivalent to ∆ : A −→ A⊗A is a morphism of dendriform algebras.
Dendriform modules
(See for example [19] for complements on operads). We denote by P dend = (P dend (n)) n∈N * the operad of dendriform algebras (we consider here non-Σ-operads, that is to say there is no action of the symmetric groups). In other words, P dend is the operad generated by ≺ and ≻∈ P dend (2) and the following relations:
Let A be a dendriform algebra. A dendriform module over A is a vector space M together with applications, for all n ∈ N * :
satisfying the same associativity relations and unit relation as those for P dend -algebras. In other terms, a dendriform module over A is a vector space M together with two applications:
with the following compatibilities: for all a, b ∈ A, m ∈ M ,
(We have a ⊣ m =≺ .(a ⊗ m) and a ⊢ m =≻ .(a ⊗ m)).
Remarks.
1. If M is a dendriform module over A, then ⊣ + ⊢ gives M a structure of left module over the associative algebra (A, ≺ + ≻) by (16)+(17)+ (18) . This action will be denoted by a.m = a ⊣ m + a ⊢ m.
2.
A is a dendriform module over itself with ⊣=≺ and ⊢=≻.
3. Suppose that A is a dendriform bialgebra. Then, as ∆ is a morphism of dendriform algebras, A⊗A is given a structure of a dendriform module over A with, for all a ∈ A, b ⊗ c ∈ A⊗A:
Moreover, ∆ is a morphism of dendriform modules. Proposition 29 Let A be a free dendriform algebra generated by a subspace V and let M be a dendriform module over A. For any linear application φ : V −→ M , there exists a unique morphism of dendriform modules Φ : A −→ M , such that Φ |V = φ.
Proof.
Unicity. Because V generates A as a dendriform algebra, and hence as a dendriform module. Existence. As A is freely generated by V , we can suppose that A = n≥1 P dend (n) ⊗ V ⊗n . We then define:
for all p ∈ P dend (n), v 1 , . . . , v n ∈ V . Then Φ fits the asked conditions. Proposition 30 Let (A, ≺, ≻,∆) be a dendriform bialgebra, with applications ∆ ≺ , ∆ ≻ : A −→ A ⊗ A. We put:
We suppose the following conditions: (4), (5) and (6) on a set of generators of the dendriform algebra A. Moreover, ∆ ≺ + ∆ ≻ =∆ on this set of generators.
∆ ≺ and ∆ ≻ are morphisms of A-dendriform modules.
Then A is a bidendriform bialgebra.
Proof. Let us first show relation (4). We put X = {a ∈ A / a satisfies (4))}. We have:
which is the kernel of a certain morphism of dendriform modules from A into A⊗A⊗A by hypothesis 2. So X is a dendriform submodule of A, hence a dendriform subalgebra of A. As it contains a set of generators by hypothesis 1, it is A. We can prove (5), (6), and the fact that ∆ = ∆ ≺ + ∆ ≻ on the whole A in the same way. As the hypothesis 2 is a reformulation of axioms (12)- (15), A is a bidendriform bialgebra.
Bidendriform structure on
is not a bidendriform bialgebra. For example, for a = b = q d : (15) is not satisfied.
is a bidendriform bialgebra, which induces the structure of Hopf algebra of
Proof. We use the notations of proposition 30. Unicity. As the q d 's generate A D , there is at most one way to extend ∆ ≺ and ∆ ≻ to A as morphisms of dendriform modules, with notations of proposition 30.
Existence. By proposition 29, we can extend ∆ ≺ and ∆ ≻ to A as morphisms of dendriform modules. So the second condition of proposition 30 is satisfied. The first one is trivially satisfied on the set of generators
When D is a graded set, this structure obviously respects the gradation of A D :
Corollary 32 If D is a graded set, then A D is a graded bidendriform bialgebra. Proposition 33 Let F ∈ F D , F = 1. We consider the set Adm ≺ (F ) of admissible cuts of F satisfying one of these two conditions:
1. c cuts one of the edges which are on the path from the root of the last tree of F to the leave which is at most on the right of F .
c cuts totally the last tree of F if F is not a single tree.
Then:
Prove. We denote by F ′ ≪ ⊗ F ′′ ≪ the second member of (19) . Let us prove the result by induction on n = weight(F ). If n = 1, then F = q d and the result is obvious. If n ≥ 2, we have two possible cases:
1. F = GH, with weight(G), weight(H) < n. By a study of Adm ≺ (F ), we easily have:
by the induction hypothesis on H. By (11), this is equal to ∆ ≺ (F ).
By a study of Adm ≺ (G), we easily have:
Example.
We here prove that a connected bidendriform bialgebra is isomorphic to A D for a certain set D.
Proof. In a immediate way, q d ∈ P rim tot (A D ). Let us show the other inclusion.
First case. Suppose that D is finite. We graduate D by putting all its elements in degree 1. Then A D is graded, with A D 0 = (0) and A D n finite-dimensional for all n. By corollary 25,
Theorem 35 Let A be a bidendriform bialgebra. For all d ∈ D, let p d ∈ P rim tot (A). There exists a unique morphism of bidendriform bialgebras: 
if the dendriform coalgebra A is connected and if the family (p d ) d∈D is a linear basis of P rim tot (A), then Ψ is an isomorphism.
Proof. As A D is freely generated by the q d 's, Ψ defines a unique morphism of dendriform algebras. As q d and p d are both totally primitive, Ψ is a morphism of bidendriform bialgebras. We now prove the two assertions.
1. We graduate D by putting all its elements of degree 1. Suppose that Ker(Ψ) = (0). Let x ∈ Ker(Ψ), non-zero, of minimal degree n. So Ψ is monic on
2. Then Im(Ψ) is a dendriform subalgebra of A which contains P rim tot (A). As A is connected, P rim tot (A) generates A (theorem 21), so Ψ is epic.
Comes from 1 and 2.
This corollary is immediate: finite-dimensional for all n ∈ N. We consider the following formal series:
Proof. Immediate if A = (0). Suppose that A = (0) (so P (X) = 0). By corollary 36, we can suppose A = A D . By proposition 34, P (X) = D(X) of proposition 8. Hence:
4 Application to the Hopf algebra FQSym
Recalls
(See [3, 5, 18] ). The algebra FQSym is the vector space generated by the elements (F u ) u∈S , where S is the disjoint union of the symmetric groups S n (n ∈ N). Its product and its coproduct are given in the following way: for all u ∈ S n , v ∈ S m , by putting u = (u 1 . . . u n ),
where sh(n, m) is the set of (n, m)-shuffles, and st is the standardisation. Its unit is 1 = F ∅ , where ∅ is the unique element of S 0 . Moreover, FQSym is a N-graded Hopf algebra, by putting
Bidendriform structure on FQSym
Let (FQSym) + = V ect(F u / u ∈ S n , n ≥ 1) be the augmentation ideal of FQSym. We define ≺, ≻, ∆ ≺ and ∆ ≻ on (FQSym) + in the following way: for all u ∈ S n , v ∈ S m , by putting
.
Proof. The structure of dendriform bialgebra is already introduced in [22] , so we already have (1)- (3), and (12)+ (14), (13)+(15). We consider the symmetric non-degenerate pairing on (FQSym) + defined in [5, 18] by < F σ , F τ >= δ σ,τ −1 . Note that ∆ ≺ , ∆ ≻ are the transposes of ≺, ≻ for this pairing. So ((FQSym) + , ∆ ≺ , ∆ ≻ ) is a codendriform coalgebra. So we already have (4)- (6), and (12)+ (13), (14)+ (15) . It is then enough to prove (13) . We have:
terms with u i 's and v j 's on both sides on the ⊗
terms with all the v i 's on the right on the ⊗
terms with all the u i 's the right of the ⊗ .
So (13) is satisfied, and (FQSym) + is a bidendriform bialgebra. Moreover, it is N-graded, with ((FQSym) + ) 0 = (0), so it is connected.
Remark. It is of course possible to prove (4)-(6) directly. For example, the two members of (4) for a = F u , with u = (u 1 . . . u n ), are equal to:
And for (6):
Moreover, (FQSym) + is graded and connected, with:
By corollary 37:
We obtain then:
Remark. Let Ψ : A −→ (FQSym) + be the unique morphism of bidendriform bialgebras which send q to F (1) . It coincides with the morphism Φ * of [17] . We obtain by theorem 35 that it is monic. We can now prove the conjecture 3.8 of [5] :
Corollary 40 If the field K is of characteristic 0, the Lie algebra P rim(FQSym) is free.
Proof. By proposition 141 of [6] , the Lie algebra P rim(H D ) is free.
Finally, we give a basis of totally primitive elements of (FQSym) + of degree smaller than 4. With notations of [5] :
Definition
Definition 41 Let A and B be two bidendriform bialgebras and let <, >: A × B −→ K be a bilinear form. We will say that <, > is a bidendriform pairing if, for all a, a 1 , a 2 ∈ A, b, b 1 , b 2 ∈ B, the following conditions are satisfied:
Suppose that A and B are graded. Then <, > will be said homogeneous if for all homogeneous elements a ∈ A, b ∈ B, < a, b >= 0 if a and b have different degrees.
Remark. If <, >: A × B −→ K is a bidendriform pairing, then it induces a Hopf pairing between A = A ⊕ K and B = B ⊕ K with, for all a ∈ A, b ∈ B, < 1, b >= 0, < a, 1 >= 0, and < 1, 1 >= 1.
Example. The pairing on (FQSym) + defined by < F u , F v >= δ u,v −1 is a bidendriform pairing.
Hopf dual of a bidendriform bialgebra
We here extend the notion of Hopf dual of a Hopf algebra (see [1, 10] ) to bidendriform bialgebras. Let A be a dendriform algebra. We denote by A ⋆ the following subspace of the linear dual A * of A:
For all a ∈ A, we consider the following applications:
Lemma 42 Let f ∈ A * . The following assertions are equivalent:
There exists a finite dimensional subspace
and R ≻ a , which contains f .
1 =⇒ 2. Let I be a dendriform ideal of A, such that f (I) = (0) and f has a finite codimension. Then I ⊥ is finite-dimensional and contains f . Let g ∈ I ⊥ and let a ∈ A. For all b ∈ I:
In the same way, I ⊥ is stable under L ≻ a , R ≺ a and R ≻ a .
2 =⇒ 1. Let I = U ⊥ . Then I has a finite codimension. Moreover, as f ∈ U , f (I) = (0). Let a ∈ A, b ∈ I. For all g ∈ U :
In the same way, a ≻ b, b ≺ a and b ≻ a ∈ I, so I is a dendriform ideal.
Proof. Let f ∈ A ⋆ and U as in lemma 42. Let (u 1 , . . . , u n ) be a basis of U . By lemma 42, observe that U ⊆ A ⋆ . For all a ∈ A, we put:
Then the v i 's are elements of A * . Let us fix j ∈ {1, . . . , n}. There exists b j ∈ A, such that
Moreover, for all a, b ∈ A:
Remark. So (A ⋆ , ≺ * , ≻ * ) is a dendriform coalgebra.
Suppose now that A is a bidendriform bialgebra. By duality, (A * , ∆ * ≺ , ∆ * ≻ ) is given a dendriform algebra structure. More precisely, for all f, g ∈ A * , we have, for all a ∈ A:
Lemma 44 A ⋆ is a dendriform subalgebra of A * .
Proof. Let f, g ∈ A ⋆ . By lemma 42, there exists a finite-dimensional subspace U of A * , containing f and
In the same way, we can prove that V = U + U ≺ U + U ≻ U is stable under L ≻ a , R ≺ a and R ≻ a . As U is finite-dimensional, V is finite-dimensional, and contains f ≺ g and f ≻ g, as f, g ∈ U . So, by lemma 42, f ≺ g and f ≻ g ∈ A ⋆ .
By dualising the axioms of bidendriform bialgebras, we obtain:
Proposition 46 Let A, B be bidendriform bialgebras.
Let Φ :
A −→ B ⋆ be a morphism of bidendriform bialgebras. Then the following pairing is a bidendriform pairing:
2. Suppose that A is connected and that <, >: A × B −→ K is a bidendriform pairing. Then the following application is a morphism of bidendriform bialgebras:
The two other equalities are proved in the same way.
2. We first prove the following lemma:
Lemma 47 Let C be a connected dendriform coalgebra. For all a ∈ C, there exists a finitedimensional dendriform subcoalgebra of C which contains a.
Then C a is the smallest dendriform subcoalgebra of C which contains a. As C is connected, there are only a finite number of P such that P (a) = 0, so C a is finite-dimensional.
End of the proof of proposition 46. Let us first prove that Φ(a) ∈ B ⋆ for all a ∈ A. As A is connected, there exists a finite-dimensional subcoalgebra C of A which contains a (lemma 47). Let I be the orthogonal of C for the pairing <, >. As C is finite-dimensional, I has a finite codimension. Let b 1 ∈ B, b 2 ∈ I. For all c ∈ C, we have:
In the same way, we prove that I is a dendriform ideal of B. As a ∈ C, Φ(a)(I) =< a, I >= (0), so Φ(a) ∈ B ⋆ .
Let a 1 , a 2 ∈ A. For all b ∈ B:
The other equalities are proved in the same way.
Bidendriform pairing on a connected graded bidendriform bialgebra
Theorem 48 Let A, B be connected bidendriform bialgebras. Let <, > |P rimtot : P rim tot (A)× P rim tot (B) −→ K. then <, > |P rimtot can be uniquely extended into a bidendriform pairing between A and B. Moreover:
Suppose that
3. Suppose that A and B are N-graded (we do not suppose that the A n 's or the B n 's are finite-dimensional). Then <, > is homogeneous ⇐⇒ <, > |P rimtot is homogeneous.
Proof.
Existence. By corollary 25, B = P rim tot (B) ⊕ B D2 . We can then define, for all p ∈ P rim tot (A):
In the same way, ∆ ≻ (f p ) = 0 and then f p ∈ P rim tot (B ⋆ ). As A is isomorphic to a bidendriform algebra A D (corollary 36), by theorem 35, there exists a unique morphism of bidendriform bialgebras:
We then put < a, b >= Φ(a)(b) for all a ∈ A, b ∈ B. This pairing extends <, > |P rimtot : if p ∈ P rim tot (A), q ∈ P rim tot (B), < p, q >= Φ(p)(q) = f p (q) =< p, q > |P rimtot . Moreover, as Φ is a morphism of bidendriform bialgebras, <, > is a bidendriform pairing (proposition 46). Unicity. Let <, > ′ a second bidendriform pairing which extends <, > |P rimtot . Let us show that it is equal to <, > already defined. Consider:
So a 1 ≺ a 2 ∈ A ′ . In the same way, a 1 ≻ a 2 ∈ A ′ , so A ′ is a dendriform subalgebra. As A is generated by P rim tot (A), it is enough to prove that p ∈ A ′ for all p ∈ P rim tot (A). Let b ∈ B and let us show that < p, b >=< p, b > ′ . It is true by hypothesis if b ∈ P rim tot (A). If it is not the case, we can suppose
We define a pairing on P rim tot (A D ) in the following way:
This pairing is symmetric, homogeneous, and non-degenerate. By theorem 48, it can be extended on a unique bidendriform pairing <, > on A D . This pairing is also symmetric, homogeneous, and non-degenerate.
Remark. This pairing is not the pairing (, ) on H D introduced in [7] , which is a symmetric and non degenerate Hopf pairing but not a bidendriform pairing:
The pairing <, > admits a similar description as the pairing of [7] . Let d ∈ D. We consider the following application:
0 if the leave of F at most on the right is decorated by d; F without its leave at most on the right if it is decorated by d.
Proof. 1. We can suppose that y ∈ F D . We denote by d ′ the decoration of leave of y at most on the right. The only eventual admissible cut in Adm ≺ (y) (defined in proposition 33) such that P c (y) = q d is the cut c y which cut the edge leading to the leave of y at most on the right, if d = d ′ . Hence, by proposition 33:
2. We have < B 3. ∀x, y, z ∈ H D , < xy, z >=< x ⊗ y, ∆(z) >.
have < S(x), y >=< x, S(y) >.
Remark. The three points of this theorem allow to compute < F, G > for F, G ∈ F D , by induction on weight(F ).
We now give a combinatorial interpretation of this pairing, inspired by our work in [7] . If F ∈ F D , We have two partial orders ≥ high et ≥ lef t on the set vert(F ) of vertices of F (see [7] for more details). if x, y are two vertices of F , then:
1. We will say that x ≥ high y if there is a path from y to x. 2. If s and s ′ are not comparable for ≥ high , then one of this two vertices (say for example x) is more on the left than the other: we will denote this situation by x ≥ lef t y.
These partial orders induce a total order ≥ d,l on vert(F ) defined by:
x ≥ d,l y if (x ≥ lef t y) or (y ≥ high x).
Theorem 51 Let F, G ∈ F D . Let I(F, G) be the set of bijections f from vert(F ) to vert(G) such that:
1. ∀x, y ∈ vert(F ), x ≥ high y ⇒ f (x) ≥ d,l f (y), 2. ∀x, y ∈ vert(F ),f (x) ≥ high f (y) ⇒ x ≥ d,l y, 3. ∀x ∈ vert(F ), x and f (x) have the same decoration.
Then < F, G >= card(I(F, G)).
Proof. This is true if weight(F ) = weight(G), as then < F, G >= 0 and there is no bijection from vert(F ) to vert(G). We suppose that weight(F ) = weight(G) = n, and let us proceed by induction on n. If n = 1, then
) by condition 3. Suppose that the property is satisfied for all k < n and let F, G ∈ F D with n vertices. We put F = If m > 1: we put F ′ = t 1 . . . t m−1 . Let f ∈ I(F, G); consider f (som(t m )). Let y 2 be a vertex of G, such that there exists x 1 ∈ vert(t m ), f (x 1 ) ≥ high y 2 . There exists a unique x 2 ∈ som(F ), such that f (x 2 ) = y 2 . By condition 2, x 1 ≥ d,l x 2 and then x 2 ∈ som(t m ). Hence, there exists a unique admissible cut c f of G such that R c f (G) = f (t m ) and P c f (F ) = f (F ′ ). We then have a bijection:
f −→ (f |som(F ′ ) , f |som(tm) ) ∈ I(F ′ , P c f (G)) × I(t m , R c f (G)).
Hence: (I(F, G) ).
We consider now the case where D is reduced to a single element. We can identify H D and H. We will denote B + instead of B 
Proposition 52
Let F ∈ F, of weight n. Then:
1. < F, l n >= 1.
2. < F, l n−1 q > is the number of roots of F .
3. < F, q l n−1 > is the number of leaves of F .
Proof.
1. Induction on n. If n = 0, then F = 1 and < F, l 0 >=< 1, 1 >= 1. Suppose that the result is true for all forest G of weight n − 1. Then < F, l n >=< ξ(F ), l n−1 >= 1 as ξ(F ) ∈ F.
2. Let X be the set of F ∈ F, F = 1, satisfying 2. Let G ∈ F, with n vertices. We have < B + (G), l n q >=< G, ξ(l n q ) >=< G, l n >= 1, so B + (G) ∈ X: X contents the trees.
Let F 1 , F 2 ∈ X, with respectively n 1 and n 2 vertices. We put n = n 1 + n 2 . We have:
< F 1 F 2 , l n−1 q > = < F 1 ⊗ F 2 , ∆(l n−1 q ) > = i+j=n−1 < F 1 ⊗ F 2 , l i q ⊗ l j + l i ⊗ l j q > = < F 1 ⊗ F 2 , l n 1 −1 q ⊗ l n 2 + l n 1 ⊗ l n 2 −1 q > by homogeneity, = < F 1 , l n 1 −1 q > + < F 2 , l n 2 −1 q > .
So F 1 F 2 ∈ X. As X contents the trees, X = F − {1}.
3. Let Y be the set of F ∈ F, F = 1, satisfying 3. We have < q , q l 0 >=< q , q >= 1, so q ∈ Y . Let G ∈ Y , with n vertices. We have < B + (G), q l n >=< G, ξ( q l n ) >=< G, q l n−1 >. As G and B + (G) have the same number of leaves, B + (G) ∈ Y , so Y is stable under B + .
Let F 1 , F 2 ∈ Y , with respectively n 1 and n 2 vertices. We put n = n 1 + n 2 . We have:
< F 1 ⊗ F 2 , q l i ⊗ l j + l i ⊗ q l j > = < F 1 ⊗ F 2 , q l n 1 −1 ⊗ l n 2 + l n 1 ⊗ q l n 2 −1 > by homogeneity, = < F 1 , q l n 1 −1 > + < F 2 , q l n 2 −1 > .
As Y is stable under product and under B + and contents q , Y = F − {1}. 
