Abstract. In this paper, we study the first eigenvalue of a nonlinear elliptic system involving p-Laplacian as the differential operator. The principal eigenvalue of the system and the corresponding eigenfunction are investigated both analytically and numerically. An alternative proof to show the simplicity of the first eigenvalue is given. In addition, an upper and lower bounds of the first eigenvalue are provided. Then, a numerical algorithm is developed to approximate the principal eigenvalue. This algorithm generates a decreasing sequence of positive numbers and various examples numerically indicate its convergence. Further, the algorithm is generalized to a class of gradient quasilinear elliptic systems.
Introduction
Nonlinear elliptic eigenvalue problems form a class of important problems in the theory and applications of partial differential equations and they have been extensively studied in the past decades by many researchers. In particular, problems involving p-Laplace operator are of great interest and importance from both the theoretical and applied aspects [1, 18-21, 23, 24] .
In this paper, we consider a nonlinear elliptic system involving two nonlinear eigenvalue problems where the differential operators are two p-Laplace operators. The system is weakly coupled such that the two solution components interact through the source terms only.
Let Ω ⊂ R N be a bounded domain with smooth boundary. Our aim is to study, both analytically and numerically, the principal eigenvalue denoted by λ(p, q) and the corresponding first eigenfunction (u, v) of the following elliptic eigenvalue system
where ∆ p u = div(|∇u| p−2 ∇u) is the p-Laplacian and p, q > 1 and α, β ≥ 1 are real numbers satisfying α p + β q = 1.
(1.
2)
The first eigenvalue λ(p, q) of system (1.1) is defined as the least positive parameter λ for which system (1.1) has a solution (u, v) in W (Ω) such that both u = 0 and v = 0. This eigenvalue problem has a variational form which will be explained in the next section.
The elliptic system (1.1) has been studied in [17] and some close variants of it have been studied in several works, let us mention for example [4, 5, 8, 9, 25] . In particular, these papers investigate the first eigenvalue, the corresponding eigenfunction, their existence, uniqueness, positivity, and isolation in bounded or unbounded domains, with various boundary conditions (see, e.g. [5] and the references therein). The coupled system (1.1) arises in different fields of application. For instance, the case p > 2 appears in the study of non-Newtonian fluids, pseudoplastics and the case 1 < p < 2 in reaction-diffusion problems, flows through porous media, nonlinear elasticity, and glaciology for p = 4 3 , see [17] . In [27] the author studies properties of the positive principal eigenvalue for the following degenerate elliptic system    −div(ν 1 (x)|∇u| p−2 ∇u) = λ a(x)|u| p−2 u + λ b(x)|u| α−1 |v|
3) where p, q > 1 and α, β ≥ 1 satisfy (1.2). Note that choosing ν 1 (x) = ν 2 (x) = 1, a(x) = d(x) = 0, and b(x) = 1 in system (1.3), we obtain system (1.1). The main result [27, Theorem 1.1] applied to this special case provides the simplicity and isolation of the first eigenvalue of (1.1) and positivity of corresponding first eigenfunction. More precisely, it states that the system (1.1) admits a positive principal eigenvalue λ 1 , satisfying
where the set L is
Furthermore, each component of the associated normalized eigenfunction (u 1 , v 1 ) is nonnegative. We address some analytical aspects of the first eigenvalue and the corresponding eigenfunction of system (1.1) in this paper. We provide a different proof of the simplicity of λ(p, q) which has been first addressed in [17] . Moreover, it is established that system (1.1) reduced to the p-Laplacian eigenvalue problem when p = q. Next, we will derive a lower and upper estimate for the principal eigenvalue of system (1.1).
Deriving sharp bounds for eigenvalues of elliptic systems is a challenging problem which has been investigated by several authors, e.g. [4, 5, 25] .
In general, the value of the first eigenvalue of (1.1) is not explicitly known even for one dimensional problem; but it is important to determine it due to numerous physical applications. However, for the specific case p = q, the system is reduced to the scalar p-Laplace eigenvalue problem and the spectrum is known exactly in dimension one. To this end, we develop a numerical algorithm computing an approximation of the principal eigenvalue. The algorithm is robust and efficient for various domains with different values of parameters p, q, α and β. Moreover, we explain how to generalize it for a large class of quasilinear elliptic systems. We prove its convergence in the case p = q where the system reduces to the p-Laplace eigenvalue problem.
It is worth to mention that the corresponding scalar equation, i.e., the p-Laplace eigenvalue problem, has been studied intensively from both the analytical and numerical point of view [11, 12, [18] [19] [20] [21] .
The paper is organized as follows. In section 2, we provide important definitions, recall needed mathematical background and present preliminary results. In section 3, we provide an alternative proof of the simplicity of λ(p, q) which has been first addressed in [17] . Further, lower and upper estimates for the principal eigenvalue will be obtained in this section. Section 4 describes the numerical algorithm. In section 5, we provide several numerical examples illustrating the efficiency and applicability of this method.
Mathematical Background
In this section we provide the necessary mathematical background. Let us at first address the scalar p-Laplace eigenvalue problem.
The first eigenvalue of the p-Laplace operator in W
The corresponding Euler-Lagrange equation is
2) is interpreted in the usual weak form with test-functions in W 1,p 0 (Ω):
The associated number λ(p) is called a p-eigenvalue. For every 1 < p < ∞, the first (i.e. the smallest) eigenvalue is simple and isolated and the corresponding eigenfunction is a bounded continuous function on Ω which does not change sign [19] .
There are two important limit cases; as p tends to one and infinity. We recall the result of [15] , which says that the first eigenvalue λ(p) converges to the Cheeger constant h(Ω) as p → 1. Furthermore, the associated eigenfunction converges to the characteristic function χ CΩ of the Cheeger set C Ω , i.e., the subset of Ω which minimizes the ratio |∂D|/|D| among all simply connected D ⊂ Ω.
The first eigenvalue Λ ∞ of the infinity Laplacian corresponds to the reciprocal value of the radius of the largest ball that can be inscribed in the domain Ω. More precisely
where λ(p) is the first eigenvalue of the p-Laplace operator, see [19] . In addition, if the domain is a ball, then the infinity eigenfunction is the distance function d(x) = dist(x, ∂Ω). Obviously, for a unite ball centered at the origin d(x) = 1 − |x| and Λ ∞ = 1. Now, we return to the nonlinear system (1.1).
Definition 2.2. The first eigenvalue λ(p, q) of (1.1) is defined as the least positive parameter λ for which system (1.1) has a solution (u, v) in the product Sobolev space W Here by a solution to (1.1) we mean a pair (u, v) 
3)
the principal eigenvalue λ(p, q) can be variationally characterized by minimizing the functional R over the set
and the minimizer is the pair of eigenfunctions (u, v), see [17] . If (u, v) is the pair of eigenfunctions corresponding to the first eigenvalue of (1.1), then
Consequently, in view of variational formulation (2.4), we deduce that if (u, v) is a minimizer in (2.4), so is (|u|, |v|). Therefore we may assume that u and v are nonnegative. In addition, if the pair (u, v) is a nonnegative weak solution to (1.1), then u, v > 0 in Ω due to the maximum principle of Vàzquez [26] . As mentioned in introduction, to see about simplicity of first eigenvalue and positivity of corresponding eigenfunction for general system (1.3) we refer to [27] .
The existence of a principal eigenvalue, simplicity and the isolation of the first eigenvalue have been proved for (1.1) and its variants in [4, 5, 10, 17, 25] . Let us recall that the first eigenvalue λ(p, q) of (1.1) is simple if for any two pairs of corresponding eigenfunctions (u, v) and (φ, ψ) there exist real numbers k 1 and k 2 such that u = k 1 φ and v = k 2 ψ.
Analytical results
In this section we examine certain analytical aspects of system (1.1). Simplicity of the principal eigenvalue is one of its main features and it has been investigated in [17] . Here we provide an alternative proof which is more straightforward and based on the proof given by Belloni and Kahwol [3] establishing the simplicity of the principal eigenvalue of scalar problem (2.2).
Theorem 3.1. The first eigenvalue of system (1.1) is simple.
Proof. Let (u, v) and (φ, ψ) be two pairs of eigenfunctions associate with λ(p, q). As we mentioned above, we assume that u, v > 0 and φ, ψ > 0 in Ω. Without loss of generality, we assume that these eigenfunctions are normalized such that
We show that there exist real numbers k 1 , k 2 such that u = k 1 φ and v = k 2 ψ. Note that
are admissible functions which means they belong to A. In view of variational form (2.4), we observe that
We show that
Due to the Hölder's inequality for counting measure, we observe that
which yields (3.2). Thus, (3.1) and (3.2), and the normalization of (u, v) and (φ, ψ) yields
For gradients of w 1 and w 2 we have
Recalling Jensen's inequality
we obtain by choosing
the following inequalities:
These inequalities are strict at points where
Therefore, we assume for the moment that ∇ log u = ∇ log φ or ∇ log v = ∇ log ψ in a set of positive measure. Consequently, inequality (3.3) implies
where the last equality follows from (2.4) and the fact that (u, v) and (φ, ψ) are normalized. Contradiction (3.4) shows that ∇ log u = ∇ log φ and ∇ log v = ∇ log ψ a.e. in Ω.
Therefore there exist constants k 1 and k 2 such that u = k 1 φ and v = k 2 ψ.
One interesting feature of system (1.1) is that it will reduce to the scalar equation (2.2) with Dirichlet boundary conditions for p = q. Theorem 3.2. Let p = q and (u, v) be a solution of (1.1). Then u equals v in Ω for all α, β ≥ 1 satisfying (1.2). Moreover, function u = v solves (2.2).
Proof. Suppose that u = v in Ω. Then, without loss of generality, there is a subset D of Ω of positive measure such that
The set D is an open set due to the fact that u, v ∈ C 1 (Ω), see [17] . We define
This η belongs to W 1,p (Ω). Considering η as a test function, variational formulation (2.3) with p = q and λ = λ(p, q) yields
and consequently, we have
In view of the positivity of the eigenfunctions of (1.1), the right hand side of (3.5) is negative. Recalling the inequality from [21] :
where ·, · denotes the inner product in R N and setting b = ∇v and a = ∇u, we deduce that the left hand side of (3.5) is a positive quantity. This is a contradiction with the negativity of the right hand side and, thus, u = v in Ω. Now, we will provide some upper and lower bounds for the first eigenvalue of system (1.1). Such estimates for eigenvalues have been considered for similar systems in various papers, for example [4, 5, 25] . First, we prove the lower bound.
where λ(p) and λ(q) are the principal eigenvalues of p-Laplacian given by (2.1).
Proof. Let (u, v) be the normalized eigenfunction associated with λ(p, q). Using Young's inequality, we obtain
Applying inequality
Determining an upper bound for the first eigenvalue is a more subtle problem and we will investigate it for certain special cases. First, we address this question in dimension N = 1. The upper bound derived below is based on the following theorem from [7] . Theorem 3.4. Let a 1 , . . . , a n be real numbers all greater or equal to 1. Suppose that min I⊆{1,...,n} k∈I
is attained for I = I 0 . Set
. . , g n be nonnegative functions on the interval (0, 1) such that the function g
1/an n are concave and let p 1 , . . . , p n be real numbers greater or equal to 1. Then
and B stands for the beta function
Now we are prepared to prove the following theorem.
Theorem 3.5. Let Ω = (0, 1) then for the principal eigenvalue of (1.1) we have
where
Proof. Let u = u(p) and v = u(q) be the eigenfunctions associate with λ(p) and λ(q) respectively and let they be normalized such that u L p (Ω) = v L q (Ω) = 1. In Theorem 3.4, we set
From here a 0 = α, a 00 = β. Recall that α, β ≥ 1 and also p α , q β ≥ 1 regarding the fact that α p + β q = 1. It is known that the first eigenfunction of (2.2) is concave for one dimensional problems [19] . Hence, functions g 1 , g 2 are concave as well. Thus, in view of Theorem 3.4 we observe that
Applying the variational characterization (2.4), we infer that
and then employing (3.7) we obtain (3.6).
The above proof is strongly based upon the concavity of the first eigenfunctions of (2.2) in dimension one. It is worth noting that the first eigenfunction of (2.2) is not concave, in higher dimensions in general [19] . Note that another upper bound for dimension one is given in [6, Section 5] .
Concerning two dimensions, we obtain an upper bound for the first eigenvalue when α = β = 1, provided the following hypothesis holds true.
Hypothesis
This hypothesis can be investigated by introducing function 9) where the value of p/(p − 1) for p = 1 and p = ∞ is understand to be ∞ and 1, respectively. Note that function f (p) is symmetric in the sense
Consequently, it is sufficient to investigate f (p) for p ∈ [2, ∞] only. Hypothesis (3.8) is equivalent to the statement
It is easy to show that the maximum of f is attained at 2. Indeed,
Thus, if f (p) were nonincreasing for p ∈ [2, ∞] then the minimum of f (p) would be attained at p = ∞ and Hypothesis 1 would hold true. However, the monotonicity of f (p) is not clear. One possibility how to investigate it is to show the existence and nonnegativity of the derivative and let α = β = 1. Then for the principal eigenvalue of (1.1) we have 10) where B denotes the largest disc that can be inscribed in Ω and λ(p), λ(q) are the principal eigenvalues given by (2.1) and corresponding to p, q, respectively. Proof. Considering eigenfunctions u = u(p) and v = u(q) as in the proof of Theorem 3.5 and using the variational characterization (2.4), we observe that
The need lower bound for Ω uv dx is provided by Hypothesis 1:
where u(1) and u(∞) are normalized in L 1 (Ω) and L ∞ (Ω), respectively. We know that
Further, let B be a largest disc inscribed to Ω and let be its radius. The normalized eigenfunction of the ∞-Laplacian in the disc B is d B / , where
If we extend d B by zero then
where we use the fact that B ⊂ C Ω . This inclusion follows from [16, Theorem 1] , where the convexity of Ω is assumed. This theorem states that there exists t * > 0 such that C Ω = Ω t * + t * B 1 , where Ω t * = {x ∈ Ω : dist(x, ∂Ω) > t * }, B 1 is the unit disc and the addition is the Minkowski addition of sets, i.e., A + B = {a + b : a ∈ A, b ∈ B}. Shifting Ω such that the center of B is at origin, we immediately see
To conclude, we obtained 
This yields (under Hypothesis 1) upper bound
Interestingly, estimate (3.10) turns to this bound if Ω is chosen as a disc in Theorem 3.6.
4. An algorithm to approximate the first eigenvalue and the first eigenfunction Algorithm 1 computes an approximation of the first eigenvalue and the corresponding eigenfunction of (1.1).
Algorithm 1 (1) Set k = 0 and choose an initial guess (u, v)
and calculate 
set k = k + 1, and go to the step (2).
Algorithm 1 computes in every iteration an approximation λ k of the principal eigenvalue λ(p, q) of (1.1). The computed pair of functions (u k , v k ) approximates the corresponding pair of eigenfunctions. Note that functions (u k , v k ) are normalized in every iteration such that Ω u α k v β k dx = 1. The algorithm stops, when the distance between two successive approximate eigenvalues is less than a given tolerance ε. Remark 1. In view of Theorem 3.2, we know that (1.1) is reduced to scalar equation (2.2) with Dirichlet boundary conditions when p = q. Algorithm 1 in this case reduces to the algorithm developed by the first author in [11] where the convergence of the iterative scheme to the first eigenfunction and the related eigenvalue has been shown.
Remark 2. In [14] two methods for approximate minimizers of the abstract Rayleigh quotient Φ(u)
u p have been presented. The functional Φ is assumed there to be strictly convex on a Banach space with norm · and positively homogeneous of degree p ∈ (0, ∞). These methods, however, are not applicable to calculate the principal eigenvalue of (1.1) since R(t 1/p u, t 1/q v) = R(u, v).
Now we discuss the interesting possibility of extending Algorithm 1 to a class of quasilinear elliptic systems called gradient systems. These systems have been studied widely in the past decade, see [2] and the reference therein. Gradient systems are of the following general form:
where 1 < p, q < ∞ and F u , F v denotes partial derivatives. The nonlinearity F : Ω × R × R → R is a C 1 -function, satisfying F (x, 0, 0) = 0 and
for all (x, s, t) ∈ Ω × R × R. Under these growth conditions on F , the principal eigenvalue is the minimum value of the following Rayleigh quotient
over the set
Now, Algorithm 1 can be easily modified to compute the principal eigenvalue of (4.2). To this aim, we just replace decoupled system (4.1) by decoupled system
and normalize its solution as
Performed numerical tests indicate that the extended algorithm is convergent and efficiently approximates the principal eigenvalue.
Numerical implementation
This section provides several examples in order to illustrate the efficiency of Algorithm 1. At iteration k we solve decoupled nonlinear elliptic system (4.1) by the finite element method with piecewise linear basis functions. The resulting discrete system of nonlinear equations is solved by a modified Newton-Raphson method. Using a tolerance on the level of the machine precision and a suitable initial approximation, the Newton-Raphson method converges in at most 50 iterations for all examples below. Similarly, the tolerance in the fourth step of Algorithm 1 was chosen as ε = 5 × 10 −5 and in all the following examples the algorithm converges in less than 10 iterations. Table 1 . The convergence to the principal eigenvalue λ 1 ≈ 5.78318 and to the corresponding eigenfunction w 1 computed by Algorithm 1 for the unit disc with p = q = 2, α = 1 and β = 1.
Let Ω be the unit disc centred at origin. The radial symmetry then enables us to use polar coordinates u = u(r), v = v(r), 0 < r < 1 and to transform system (1.1) to one dimensional system
Note that all finite element computations in the interval (0, 1) are performed with 500 elements (subintervals) of the same length.
Let us start with a simple test case p = q = 2. For this choice and arbitrary values of α and β satisfying (1.2), system (1.1) reduces to a scalar eigenvalue problem for the standard Laplace operator. The principal eigenvalue of Laplacian in the unit disc with zero Dirichlet boundary conditions is the square of the first zero of the Bessel function J 0 , i.e., λ 1 ≈ 5.7832. The sequence {λ k } computed by Algorithm 1 applied to system (5.1) converges to this value and Table 1 illustrates the speed of this convergence for initial guess u 0 = v 0 = (1 − r) 2 and parameter values α = 1 and β = 1.
Similarly, both sequences {u k } and {v k } computed by Algorithm 1 converge to the normalized first eigenfunction of the Laplacian
. Table 1 shows the speed of this convergence and indicates that it is uniform. As a second test, we choose p = q and consider large values of p. In this case system (1.1) reduces to the scalar equation (2.2) and it is known [19, Lemma 11] that λ(p) 1/p converges to Λ ∞ = 1 when p → ∞. We verify this fact numerically by applying Algorithm 1 to system (5.1) with u 0 = cos(πr/2), v 0 = sin(π(r + 1)/2).
The results are reported in Table 2 and confirm the expectations although the convergence is not as fast as in the previous test. Similarly, the corresponding eigenfunctions are known to converge to the distance function d(x) = dist(x, ∂Ω). Figure 2 shows the eigenfunctions computed by Algorithm 1 for three different values of p and confirms the expected convergence.
In the third case, we consider p not equal to q. The performance of Algorithm 1 applied to system (5.1) with the initial guess u 0 = v 0 = w 1 is shown in Table 3 for various values of p, q, α, and β. As an example, the pair of computed eigenfunction (u, v) corresponding to λ(30, 2) is presented in Figure 3 .
Example 5.2. In this example, we consider the square domain Ω = {(x 1 , x 2 ) ∈ R 2 : 0 < x 1 < 2, 0 < x 2 < 2}. The principal eigenvalue of system (1.1) corresponds to its main frequency and we apply Algorithm 1 to determine it for different values of p and q. Table 4 lists the resulting principal eigenvalues for a mesh with Table 2 . The principal eigenvalue λ(p) of p-Laplacian in the unit circle computed by Algorithm 1 applied to system (5.1) with p = q. Figure 4 for p = 10, q = 2, α = 1, and β = 1. 8 .
Further, to demonstrate the accuracy of computed approximations we test the order of convergence of the used finite element method. We solve the problem on a sequence of successively refined meshes and we compute the experimental order of convergence EOC using the ratio of successive differences of eigenvalues for different mesh sizes as
We present it in Table 5 for p = 10, α = 1, q = 1.5, 5, and 10. The corresponding values of β are given by (1.2) to be 1.35, 4.50, and 9, respectively. The expected order of convergence is two. The higher experimental orders of convergence observed in Table 5 probably indicate the preasymptotic regime. On finer meshes the experimental order of convergence will probably decrease to values around two.
Example 5.3. Here we test Algorithm 1 for three other domains, namely for an isosceles triangle, L-shaped domain, and a heart shaped domain. Note that Lshaped and heart shaped domains are non-convex and singularities of eigenfunctions are expected in re-entrant corners. To be more specific, the isosceles triangle has base 1 and altitude 1, the L-shaped domain is (0, 3) 2 \ [1, 3] 2 , and the heart shaped domain is H = H 1 ∪ H 2 ∪ H 3 where Table 6 lists the principal eigenvalues computed by Algorithm 1 for these three domains and different values of p and q. The mesh size in all three cases was h = 1/16 = 0.0625. For illustration we also present eigenfunctions (u, v) corresponding to the principal eigenvalue λ(3, 10) and α = 1 and β = 6.6666 in Figures 5-7 for the isosceles triangle, L-shaped domain, and the heart shaped domain, respectively.
Example 5.4. In order to present the usage of Algorithm 1 for a more general quasilinear system as it was proposed at the end of Section 4, we consider in this example a resonant quasilinear system of the following form
where r ∈ L ∞ (Ω) is a strictly positive function, r(x) ≥ m > 0. This system has been studied intensively by several authors, see e.g. [4, 5, 10, 25 ] to list just a few references.
The resonant quasilinear system (5.2) differs from (1.1) and has certain specific properties. For instance, in contrast to (1.1), the solution of system (5.2) does not satisfy u = v for p = q. However, Algorithm 1 with above mentioned generalizations can be successfully used to compute its principal eigenvalues and eigenfunctions. For illustration we consider the square Ω = {(x 1 , x 2 ) ∈ R 2 : 0 < x 1 < 2, 0 < x 2 < 2} and function r(x 1 , x 2 ) = 1 for 0 < x 1 ≤ 1, 2 for 1 < x 1 < 2.
Principal eigenvalues Λ(p, q) (corresponding to main frequencies) of system (5.2) computed by the generalized Algorithm 1 for different values of p, q, α and β are listed in Table 7 . The used mesh is the same as in Example 5.2. We note that in [4, 25] , the following upper bound on the first eigenvalue of system (5.2) with p > q has been found: Numerical results presented in the last column of Table 7 show that upper bound (5.3) may considerably overestimate the true eigenvalue for some values of parameters p, q, α and β. Numerical results presented in Table 7 also show that the lower bound derived in Theorem 3.3 for the first eigenvalue of (1.1) cannot be straightforwardly generalized to system (5.2). For example, the value Λ(10, 4) = 4.3459 from Table 7 is not above Λ(4) = 5.7534 nor Λ(10) = 18.1873.
Conclusions
In this paper, an elliptic eigenvalue system involving the p-Laplace operator has been considered. The principal eigenvalue and corresponding eigenfunctions of the system have been investigated both analytically and numerically. We have provided an alternative proof for the simplicity of the principal eigenvalue and we have shown that this system reduces to the p-Laplace eigenvalue problem for a special choice of parameters. Further, we developed a numerical algorithm in order to compute approximate principal eigenvalues and corresponding eigenfunctions. We showed how to generalize this algorithm for gradient type systems. The convergence of this 
