ABSTRACT. There is a canonical unitary transformation from L 2 (R) onto the Fock space F 2 , called the Bargmann transform. We study the action of the Bargmann transform on several classical integral operators on L 2 (R), including the fractional Fourier transform, the fractional Hilbert transform, and the wavelet transform.
INTRODUCTION
The Fock space F 2 is the Hilbert space of all entire functions f on the complex plane C such that
where dλ(z) = 1 π e −|z| 2 dA(z)
is the Gaussian measure. Here dA is ordinary area measure. The inner product on F 2 is inherited from L 2 (C, dλ). The Fock space is a convenient setting for many problems in functional analysis, mathematical physics, and engineering. See [12] for a recent survey of the mathematical theory of Fock spaces.
Another Hilbert space we consider is L 2 (R) = L 2 (R, dx). We will study the (fractional) Fourier transform, the (fractional) Hilbert transform, and the wavelet transform as bounded linear operators on L 2 (R). The books [6, 7, 8, 10] are excellent sources of information for these operators. . It is well known that B is a unitary operator from L 2 (R) onto F 2 . Furthermore, the inverse of B is also an integral operator, namely,
See [7, 8, 12] . The Bargmann transform is an old tool in mathematical analysis and mathematical physics. See [1, 2, 3, 5, 7, 8] and references there. In this article we study the action of the Bargmann transform on several classical integral operators on L 2 (R). The unitarily equivalent version of these operators on F 2 sometimes takes amazingly simple form, sometimes reveals interesting properties, and sometimes suggests natural new questions. It is our hope that this article will generate some new interest in this classical area of mathematical analysis.
This paper was completed while the first author visited the Department of Mathematics and Statistics at the State University of New York at Albany for the 2015-2016 academic year. He wishes to thank SUNY-Albany for hosting his visit.
PRELIMINARIES
The standard monomial orthonormal basis for F 2 is given by
Thus the reproducing kernel of F 2 is
The identity
is then called the reproducing formula for functions in the Fock space.
To exhibit an orthonormal basis for L 2 (R), recall that for any n ≥ 0 the function
is called the nth Hermite polynomial. It is well known that the functions
form an orthonormal basis for L 2 (R), where c = (2/π) 1/4 again. See [11, 12] for more information about the Hermite functions.
Lemma 1.
For every n ≥ 0 we have Bh n = e n .
Proof. See Theorem 6.8 of [12] .
As a consequence of Lemma 1 we see that the Bargmann transform is a unitary operator from L 2 (R) onto F 2 . The following elementary result along with some of its close relatives will be used many times later in the paper.
Proof. Write
It is clear that I(z) is an entire function. Moreover, if we write z = s + it for real s and t, then
Differentiating under the integral sign, we obtain
for any z ∈ C. It follows that
Since a > 0, we can write
If γ = 0, then b = 0 and the desired result follows immediately. So we assume γ = 0.
For large positive R we consider the sector
in the right half-plane. The domain D R has boundary consisting of three curves: the interval −→ OA on the real axis, the line segment − − → BO on the ray θ = γ/2, and the arc AB on the circle |z| = R. Since the function e −z 2 is analytic on D R , it follows form Cauchy's theorem that
Since γ ∈ (−π/2, π/2), we have
This proves the desired result.
THE FOURIER TRANSFORM
There are several normalizations for the Fourier transform. We define the Fourier transform by
It is well known that the Fourier transform is a unitary operator on L 2 (R), and its inverse is given by
More generally, the notion of fractional Fourier transforms in the form of fractional powers of the Fourier transform was introduced as early as 1929 (see [11] ), and it has become one of the most valuable and powerful tools in mathematics, quantum mechanics, optics, and signal processing. Thus for any real angle α we define the α-angle fractional Fourier transform by
where the square root
Obviously, the integral representation above is well defined if sin α = 0. We define
This is consistent with the integral representation above in the sense that
for these special values.
Since the trigonometric functions csc and cot are periodic with period 2π, it suffices for us to consider the case α ∈ [−π, π]. Clearly, when α = , the α-angle fractional Fourier transform becomes the usual Fourier transform and the inverse Fourier transform, respectively. See [4, 10] for more information about the fractional Fourier transforms.
It is not at all clear from the definition that F α is bounded and invertible on L 2 (R). There are also issues concerning convergence: it is not clear that the integral defining
. The situation will change dramatically once we translate F α to an operator on the Fock space. In other words, we will show that, under the Bargmann transform, the operator
is unitarily equivalent to an extremely simple operator on the Fock space F 2 .
Theorem 3. The operator
Proof. For the purpose of applying Fubini's theorem in the calculations below, we assume that f is any polynomial. Recall that the polynomials are dense in F 2 , and under the inverse Bargmann transform, they become the Hermite polynomials times the Gauss function, which have very good integrability properties on the real line. We still write c = (2/π) 1/4 and also
It follows from Fubini's theorem that
By Lemma 2, we have
After simplification, the expression above becomes
Therefore,
It follows from Lemma 2 again that
Therefore, we have
This together with the reproducing formula for functions in F 2 gives
which completes the proof of the theorem.
Since the classical Fourier transform F is just F α with α = π 2
, we see that the Fourier transform on L 2 (R) is unitarily equivalent to the operator f (z) → f (−iz) on F 2 . This is well known to experts in the field and can be found in [1, 2] .
As a consequence of Theorem 3, we immediately derive a number of basic properties for the fractional Fourier transform F α . In particular, we obtain an alternative proof of the fractional Fourier inversion formula and the associated Plancherel's formula.
Proof. This is obvious from the unitarily equivalent form of F α on the Fock space.
The following result is also clear from our new representation of the fractional Fourier transform on the Fock space, because an entire function uniquely determines its Taylor coefficients. The corollary above actually gives the complete spectral picture for the unitary operator F α on L 2 (R). More specifically, if α is a rational multiple of π, then the spectrum of
which consists of only finitely many points on the unit circle. If α is an irrational multiple of π, then σ(F α ) is the entire unit circle. In particular, if we specialize to the case α = π/2, we obtain the following spectral decomposition for the classical Fourier transform F .
Corollary 6. For each
spanned by the Hermite functions h k+4m , m ≥ 0, and let P k :
and the corresponding spectral decomposition for the unitary operator F :
In particular, the fixed points of the Fourier transform F are exactly functions of the form
Each X k is nothing but the eigenspace of the Fourier transform F corresponding to the eigenvalue (−i)
k . If we write α = aπ/2, then the eigenvalues of F α and F for eigenfunctions h n have the following relation:
Since the functions h n (x) form an orthonormal basis for L 2 (R), it is then clear that we can naturally think of the fractional Fourier transform F α as a fractional power of the Fourier transform F .
THE HILBERT TRANSFORM
The Hilbert transform is the singular integral operator defined by
where the improper integral is taken in the sense of principal value. It is well known that the Fourier transform of Hf (x) is −i sgn(x)F (f )(x). Thus H is a unitary operator on L 2 (R) and
Observe that
where h(x) is the Heaviside step function: h(x) = 1 for x ≥ 0 and h(x) = 0 for x < 0. So it is natural to define fractional Hilbert transforms as follows.
where α and φ are real parameters. For φ = π/2 and α = π/2 we recover the classical Hilbert transform. Since each fractional Fourier transform F α is a unitary operator on L 2 (R), the fractional Hilbert transform H α φ is also a unitary operator on L 2 (R). The operators H α φ play an important role in optics and signal processing. See [4, 9] for more information about fractional Hilbert transforms.
In order to identify the operator on the Fock space that corresponds to the fractional Hilbert transform
Theorem 7. The operator
is given by
Proof. For c = (2/π) 1/4 again and f ∈ F 2 (we may start out with a polynomial in order to justify the use of Fubini's theorem), it follows from (1) that
By Theorem3, we have
Combining this with the integral formula above, we obtain
Consider the entire function
By the same argument used in the proof of Lemma 2, we have
and
The operator T above appears to be a very interesting integral operator on the Fock space, although we are unable to verify directly that T is bounded on F 2 . A natural problem here is to study the spectral properties of the integral operator T above on F 2 , or equivalently, the fractional Hilbert transform as an operator on L 2 (R). Not much seems to be known, which is in sharp contrast to the case of the fractional Fourier transform. Proof. The desired results follow easily from the decomposition
Corollary 8. For any real α and φ we have
and the reproducing formula for functions in the Fock space.
As a generalization of the Hilbert transform, the second formula in the corollary above was actually used as one of the definitions for the fractional Hilbert transform in [9] .
Corollary 8 also shows clearly how H α φ depends on φ. It appears that introducing an extra angle φ (other than π/2) does not really produce something new. In particular, for any φ ∈ (0, π/2) the operator H π/2 φ is a convex combination of the identity operator I and the ordinary Hilbert transform H.
As a consequence of Theorem 7 we also obtain the following result which can be found in [ 
for all f ∈ F 2 and z ∈ C. , and
it follows from Theorem 7 that
as desired.
SINGULAR INTEGRAL OPERATORS ON F 2
Motivated by Corollary 9, the second author in [13] proposed to study the boundedness of more general "singular integral operators" on F 2 of the form
where ϕ is any function in F 2 . In view of Theorem 7, it is also natural for us to consider integral operators on F 2 of the form
where α is a real parameter. Note that we have made an adjustment here so that S α ϕ becomes S ϕ when α = 0.
The most fundamental problem in this direction is to characterize those ϕ ∈ F 2 such that S ϕ is bounded on F 2 . The extra parameter α in S α ϕ does not yield additional difficulty, because S α ϕ is unitarily equivalent to S ϕ via the Fock space version of the fractional Fourier transform F α . In fact, if we write U α = BF α B −1 , so that U α f (z) = f (e −iα z) for f ∈ F 2 , then U α is a unitary operator on F 2 and by the simple change of variables w = e −iα u,
Thus S α ϕ and S ϕ are unitarily equivalent as operators on F 2 . Several non-trivial examples of S ϕ were considered in [13] . It is still an open question to characterize the boundedness of S ϕ in terms of properties of ϕ. In this section we will construct additional examples of bounded operators S ϕ on F 2 . Our construction is based on the wavelet transform as an operator on L 2 (R). Fix g ∈ L 2 (R) and s ∈ R with s = 0, the continuous wavelet transform of f with respect to the "wavelet" g is defined to be
It is well known that the Fourier transform of W g (f ) is given by
See [8] for more information about the wavelet transform. So the corresponding operator on the Fock space is defined by
Lemma 10. The operator
Proof. For c = (2/π) 1/4 and any polynomial f in F 2 , it follows from (1) that
−2ixw dλ(w).
Recall from Theorem 3 that
Thus we have This proves the desired result.
As a consequence of Lemma 10 we obtain a class of functions ϕ ∈ F 2 such that the associated singular integral operator S ϕ is bounded on F 2 .
Corollary 11.
For any g ∈ L 1 (R) ∩ L 2 (R) and s = 0 the function Proof. By an obvious change of variables, there is a constant C 1 such that
The function
is still in L 2 (R) and there is another constant C 2 such that ϕ(z) = C 2 e This shows that the function ϕ is in F 2 . By Lemma 10, the wavelet transform W g is unitarily equivalent to S ϕ . Since g ∈ L 1 (R), it is clear from Young's inequality for the convolution operator that W g is bounded on L 2 (R). This proves the desired result.
We will consider two special cases of ϕ ∈ F 2 that arise from Corollary 11.
First, for any nonnegative integer n, let g n be the monomial x n times the Gauss function e −x 2 , and let ϕ n denote the corresponding function from Corollary 11. We have g 0 (x) = e −x 2 and g 1 (x) = xe −x 2 . It follows that Second, we consider s = 1 and
x 2 +bx , ε > 0, b ∈ R.
alternative proof of Corollary 9 and shows that the functions ϕ in Corollary 11 generated by g ∈ L 1 (R) ∩ L 2 (R) cannot characterize all bounded operators S ϕ on F 2 .
