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The core of an ideal is the intersection of all of its reductions.
The core is a natural object to study from the point of view of
blow-up algebras and integral closure; and it also has geometric
signiﬁcance coming, for example, from its connection to adjoint
and multiplier ideals. In general, the core is diﬃcult to describe
explicitly. In this paper, we investigate a particular family of
strongly stable ideals. We prove that ideals in this family satisfy an
Artin–Nagata property, yet fail to satisfy other, stronger standard
depth conditions. We then show that there is a surprisingly simple
explicit formula for the core of these ideals.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The notion of the core of an ideal was introduced by Rees and Sally [26], who deﬁned the core of
an ideal I to be the intersection of all reductions of I . An ideal J ⊆ I is a reduction of I if J Ir = Ir+1
for some r  0, or, equivalently, if the extension of Rees algebras R[ J t] = R ⊕ J t ⊕ J2t2 ⊕ · · · ⊆ R[It]
is module-ﬁnite. Reductions are connected to integral closure in the following way: in a Noetherian
ring, an ideal J ⊆ I is a reduction of I if and only if J = I , where I denotes the integral closure
of I . The smallest r for which J Ir = Ir+1 is the reduction number of I with respect to J , denoted r J (I).
Intuitively, a minimal reduction (with respect to inclusion) J of I can be thought of as a simpliﬁcation
of I which carries much of the information about I , with the number r J (I) providing a measure
of how closely J and I are related. The core, in turn, encodes properties which are common to
all minimal reductions of the ideal. Reductions were ﬁrst studied by Northcott and Rees [22], in
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which is not its own unique minimal reduction will have inﬁnitely many minimal reductions, but
that these minimal reductions will all have the same minimal number of generators. This number
is the analytic spread of I , denoted (I) or simply , which is equal to the dimension of the special
ﬁber ring F(I) = R[It] ⊗ k. From this fact and [19] follows a ﬁrst observation about the core: If I is
an ideal in a regular local ring with inﬁnite residue ﬁeld, then I ⊆ core(I). The analytic spread is an
important invariant which plays a key role in the study of the core.
The core is closely related to the adjoint ideal deﬁned by Lipman [18]. In settings where both are
deﬁned, adjoint ideals coincide with multiplier ideals, fundamental tools in Algebraic Geometry which
encode information about singularities. (See for example [17] and its references.) Lipman’s result (with
a generalization by Ulrich [27]) shows that, for an ideal I in a regular local ring, adj(I) ⊆ core(I); and
equality has been shown under certain conditions by Huneke and Swanson [11], and in [13,24,25,16,
15]. Hyry and Smith [13] showed that the core also has further geometric signiﬁcance: namely that, if
one were able to determine the shape of certain (graded) cores, this would lead to a proof of an open
conjecture of Kawamata about nonvanishing of global sections of certain line bundles. Additionally,
Fouli, Polini and Ulrich [7] have proven that the core of the ideal of a ﬁnite set of points in Pr reads
information about the position of the points. Speciﬁcally, one can tell from the core whether or not
the points have the Cayley–Bacharach property (that is, whether the Hilbert function of n − 1 of the
n points is independent of which point is excluded).
Unfortunately, the core is quite diﬃcult to describe explicitly, as it is in principle an intersection
of inﬁnitely many ideals. However, Corso, Polini and Ulrich [5] have shown that, under certain as-
sumptions, the core is actually a ﬁnite intersection of reductions, and that one may obtain the core
of I by intersecting ﬁnitely many general reductions of I . The assumptions on the ideal I needed for
this result are (i) that I have the G property, where  is the analytic spread of I , and (ii) that I be
weakly ( − 1)-residually S2. (See Section 2 for deﬁnitions.) These assumptions cannot be weakened:
[5, Example 4.11] shows that the core of I may be strictly smaller than the intersection of all general
reductions of I , if I does not have the G property. In contrast, suppose instead that I is a monomial
ideal which does satisfy assumptions (i) and (ii) above, and suppose also that (I) is equal to the di-
mension of R (the largest value of (I) possible). In this case, Polini and Ulrich [23] have shown that
there is a characterization of the core of I in terms of a single reduction of I . Such a characterization
was ﬁrst given by Polini, Ulrich and Vitulli [25] in the case of zero-dimensional monomial ideals. We
shall make use of this result of Polini and Ulrich, the statement of which is given in Section 2, in the
proof of our main result (Theorem 5.1).
Corso, Polini and Ulrich [5, Remark 5.1] have shown that the core of any monomial ideal is also
monomial, as it is ﬁxed by the torus action on the reductions of I . Given this fact, one might hope
for a combinatorial description of the core of a monomial ideal, such as the description of the adjoint
of a monomial ideal given by Howald [9]. This states that adj(I) = (xa | a+ 1 ∈ NP0(I)), where NP0(I)
denotes the interior of the Newton polyhedron of I , a region which depends only on the integral
closure of I . However, one faces the immediate obstacle that the core of a monomial ideal is usually
not integrally closed; therefore, no description in terms of the Newton polyhedron is possible. The
problem of describing the core becomes tractable, though, if we restrict our attention to particular
classes of monomial ideals. The main object of this paper is to give an explicit formula for the core
of such a class of ideals, namely the strongly stable ideals of degree two having the Gd property. Let
R = k[X1, . . . , Xd] be a polynomial ring over a ﬁeld k. A monomial ideal I ⊂ R is strongly stable if
mXi/X j ∈ I for all i < j, for every monomial m ∈ I and every j such that X j | m. A strongly stable
ideal I ⊂ R of degree two (that is, generated by elements of degree two) can be thought of as the
edge ideal of a graph with loops—an interpretation which we shall exploit in determining the analytic
spread of I . (Note, however, that such an ideal is necessarily non-squarefree: for example, X21 must
be in I .) Strongly stable ideals of degree two have been studied recently by Corso and Nagel [3,2] in
their work on Ferrers ideals and their specializations. Strongly stable ideals in general have received
much attention because of their connection (in characteristic zero) with generic initial ideals (see for
example [6]).
We now indicate the structure of the paper. In Section 2, we give necessary deﬁnitions and back-
ground. In Section 3, we study properties of strongly stable ideals in our class, with an eye towards
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mentioned above. We show that our ideals satisfy the Artin–Nagata property ANd−1, a condition on
the Cohen–Macaulayness of certain residual intersections (see Section 2 for deﬁnitions)—a fact which
is interesting in and of itself, since our ideals fail to satisfy stronger standard depth conditions. In Sec-
tion 4 we lay the groundwork needed to prove our main result, Theorem 5.1, which is a surprisingly
simple explicit formula for the core of our ideals. Throughout the paper, except where speciﬁcally
stated, we shall work in a polynomial ring over a ﬁeld of characteristic zero. With this assumption on
the characteristic of k, the core of a strongly stable ideal is also strongly stable, a fact we use in the
proof of our main theorem.
2. Preliminaries
We begin this section with several deﬁnitions and other background information. Let R be a
Cohen–Macaulay ring, and let i and s be integers. An ideal I ⊂ R is said to have the Gs property
if μ(Ip)  htp for every p ∈ Spec(R) such that p ⊃ I and ht p < s. An i-residual intersection of I is
an ideal of the form J = a : I for some i-generated ideal a  I , such that ht J  i  ht I . Residual
intersections can be thought of as generalizations of linked ideals, where for example the heights of
a : I and I need not be the same. An example of how residual intersections arise was shown by Ul-
rich [29, Proposition 1.11] (see also the formulation in [14, Remark 2.7]). He has proven, under mild
assumptions, that if a is any minimal reduction of an ideal I , then a : I is an -residual intersection
of I , where  is the analytic spread of I . A ring R satisﬁes the S2 condition if, for every prime p of R ,
depth Rp min{2,htp}. An ideal I is said to be s-residually S2 if, for every i  s, for every i-residual
intersection J of I , the ring R/ J satisﬁes the S2 condition. A related condition is the Artin–Nagata
property ANs , which was deﬁned by Ulrich [29]. An ideal I has the Artin–Nagata property ANs if, for
every i  s, for every i-residual intersection J of I , the ring R/ J is Cohen–Macaulay. Clearly, any ideal
satisfying the Artin–Nagata property ANs is also s-residually S2.
Another notion which is closely connected to those above is the sliding depth property, which was
deﬁned by Herzog, Vasconcelos and Villarreal [8]. An ideal I which is minimally generated by ele-
ments f1, . . . , fn is said to have sliding depth if depth Hi( f1, . . . , fn) d−n+ i for every i  0, where
Hi( f1, . . . , fn) denotes the ith Koszul homology module of f1, . . . , fn . A result of Herzog, Vasconcelos
and Villarreal [8, Theorem 3.3] modiﬁed by Ulrich [28], shows that if an ideal I has the Gs property
and has sliding depth, then I satisﬁes the Artin–Nagata property ANs−1.
Now let R = k[X1, . . . , Xd] be a polynomial ring over an inﬁnite ﬁeld k (of any characteristic). Polini
and Ulrich [23] have shown that the core of certain monomial ideals can be characterized in terms of
a single reduction. For convenience we state their result here. Let a general locally minimal reduction of
I be any ideal of the form K = ( f1, . . . , f,hd), where  = (I) is the analytic spread of I , f1, . . . , f
are general linear combinations of the generators of I , and h is any element of I . The result of Polini
and Ulrich is as follows: Let I ⊂ R = k[X1, . . . , Xd] be a monomial ideal such that the analytic spread
(I) = d. Suppose also that I has the Gd property, and is weakly (d − 1)-residually S2. Then if K is
any general locally minimal reduction of I , then the largest monomial ideal contained in K (denoted
mono(K )) is equal to the core of I .
If I is generated by monomials of the same degree, then one may take K = ( f1, . . . , f), as this is
(globally) a minimal reduction of I . From a computational standpoint, the ideal mono(K ) can easily be
computed with the computer algebra system Macaulay 2, using the commands minimalReduction
and monomialSubideal.
Assumption 2.1. From now on we let R = k[X1, . . . , Xd] be a polynomial ring over a ﬁeld k of charac-
teristic zero. Except where otherwise stated, I ⊂ R will be a strongly stable ideal of degree two, and
we shall assume that X1Xd ∈ I .
For the purposes of computing the core, the assumption that X1Xd is in I imposes no restriction.
Since I is strongly stable, if X1Xd /∈ I , then I can be thought of as the extension of an ideal I ′ ⊂
R ′ = k[X1, . . . , Xd′ ], where d′ < d and X1Xd′ ∈ I ′ . In this case, core(I) = core(I ′)R , so that it suﬃces to
compute core(I ′).
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As explained in [3,2], to each ideal I we may associate a tableau T I . Following the example of Corso
and Nagel, we use the convention that T I has a square in the ith row, jth column whenever Xi X j ∈ I
and i  j. With this convention, g = ht I is the number of rows in T I , while, with Assumption 2.1, d is
the number of columns in T I . Fig. 1 depicts the tableau of the height 4 ideal
I = (X21, X1X2, X1X3, X1X4, X1X5, X1X6, X22, X2X3, X2X4, X2X5, X2X6, X23,
X3X4, X3X5, X3X6, X
2
4
)
in the ring R = k[X1, X2, X3, X4, X5, X6].
Remark 2.2. With I and R as in Assumption 2.1, a result of Villarreal shows that the analytic
spread (I) is equal to the dimension d of R: As mentioned in Section 1, I can be thought of
as the edge ideal of a non-simple graph G . The edge ideal of a graph G on vertices v1, . . . , vd is
the ideal (Xi X j | (vi, v j) is an edge of G). Another algebraic object which one can associate to G
is the monomial subring k[G] := k[{Xi X j | (vi, v j) is an edge of G}]. If I is the edge ideal of G ,
then k[G] ∼= F(I), where F(I) is the special ﬁber ring of I . Villarreal [30, Corollary 8.2.13 and Ex-
ercise 8.2.16] showed that if G is any connected, non-bipartite graph (possibly having loops) on d
vertices, then dimk[G] = d. As (I) = dimF(I), this shows that (I) = d whenever I is the edge ideal
of such a graph; and the graph corresponding to a strongly stable ideal satisfying Assumption 2.1 is
necessarily non-bipartite and connected.
We conclude this section with a result about strongly stable ideals, not necessarily of degree two,
which we shall use in the proof of our main result, Theorem 5.1. Since we assume that k has charac-
teristic zero, the strongly stable ideals of R = k[X1, . . . , Xd] are precisely those ideals which are ﬁxed
under the action of invertible upper-triangular d × d matrices with entries in k. (See for example [20,
Proposition 2.3].) Analogously, monomial ideals are precisely the ideals which are ﬁxed under the
action of invertible diagonal matrices. This fact has been used to show that the core of a monomial
ideal is monomial [5, Remark 5.1]. Here we use the same approach to show that the core of a strongly
stable ideal is strongly stable.
Proposition 2.3. Let I ⊂ R = k[X1, . . . , Xd] be strongly stable. Then core(I) is also strongly stable.
Proof. Let A = (aij) be an invertible d×d upper-triangular matrix with entries in k. Let ϕA : R → R be
the homomorphism induced by A, that is, the homomorphism deﬁned by ϕA(X j) =∑di=1 aij Xi . Since
I is strongly stable, ϕA(I) = I (see for example [20, Proposition 2.3]). Therefore, by the persistence of
integral closure (see [12]),
I = ϕA ◦ ϕA−1(I) ⊆ ϕA
(
ϕA−1(I)
)= ϕA(I) ⊆ ϕA(I) = I.
Thus ϕA(I) = I , which shows that I is strongly stable. Now let J be a reduction of I . Observe that
ϕA( J ) ⊆ ϕA(I) = I , and, by what we have just shown, I = ϕA(I) = ϕA( J ) ⊆ ϕA( J ). Hence ϕA( J ) is also
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ﬁxed under the action of A, which shows that core(I) is strongly stable. 
3. Artin–Nagata properties of a strongly stable ideal
In this section we investigate the residual properties of a strongly stable ideal I as in Assump-
tion 2.1. Recall from Section 2 that, if I satisﬁes the Gd property and is weakly (d − 1)-residually S2,
then the core of I may be characterized in terms of a single reduction of I . We begin by giving a
necessary and suﬃcient condition for I to satisfy the Gd property. Somewhat surprisingly, this is a
condition on only a single element of R .
Proposition 3.1. Let I ⊂ R = k[X1, . . . , Xd] be a strongly stable ideal of degree two of height g. Then I satisﬁes
the Gd property if and only if Xg−1Xd ∈ I .
Proof. Suppose ﬁrst that Xg−1Xd /∈ I . We must show that there is a prime p ⊇ I of height < d such
that μ(Ip) > htp. Set s =max{ j: Xg−1X j ∈ I} < d, and set p = (X1, . . . , Xs). Notice that, since ht I = g
and I is strongly stable, (X1, . . . , Xg) ⊃ I , and Xi X j ∈ I for all i, j  g . In particular, Xg−1Xg ∈ I;
thus g  s, so that p ⊃ I . Now set t = min{i: Xi Xs+1 /∈ I} g − 1. Since I is strongly stable, for each
i  t , Xi X j /∈ I for all j > s. Hence, for each i  t , Xi /∈ Ip (while for i < t , Xi ∈ Ip). Therefore a minimal
generating set of Ip contains the set {X1, . . . , Xt−1, X2t , . . . , X2g−1, Xg−1Xg, . . . , Xg−1Xs, X2g}, which has
size s + 1.
Now suppose that Xg−1Xd ∈ I . Let p be a prime with p ⊇ I and ht p < d. Fix j such that X j /∈ p.
Since I is strongly stable and Xg−1Xd ∈ I , Xi X j ∈ I for all i  g−1. Therefore, Xi ∈ Ip for all i  g−1.
Write ν =max{b: Xg Xb ∈ I}. If Xk /∈ p for some k ν , then Ip = (X1, . . . , Xg), hence μ(Ip) = g  htp.
Otherwise, if p ⊃ (X1, . . . , Xν), then Ip = (X1, . . . , Xg−1, X2g, . . . , Xg Xν), and μ(Ip) = ν  htp. 
Proposition 3.1 shows that I has the Gd property if and only if the tableau T I contains the square
in the last column of the second row from the bottom. The ideal of Fig. 1 is an ideal having the Gd
property.
Next we will show that every strongly stable ideal I of degree two which satisﬁes the Gd property
satisﬁes the Artin–Nagata property ANd−1. We will ﬁrst prove a result about the saturation of I .
Proposition 3.2. Let I ⊂ R = k[X1, . . . , Xd] be a strongly stable ideal of degree two. If I has the Gd property,
then the saturation of I has sliding depth.
Proof. Recall that the saturation of I , which we will denote by I ′ , is the ideal I ′ = ( f ∈ R | for each i =
1, . . . ,d, Xni f ∈ I for some n). Let m = (X1, . . . , Xd), and let g = ht I . By Proposition 3.1, and since I
is strongly stable, we can write I = (X1, . . . , Xg−1)m + Xg(Xg, . . . , Xν) for some ν with g  ν  d.
Therefore,
I ′ =
{
(X1, . . . , Xg−1) + Xg(Xg, . . . , Xν), if ν < d,
(X1, . . . , Xg), if ν = d.
If ν = d, then I ′ is generated by a regular sequence. In this case, it is clear that I ′ has sliding depth
since its Koszul complex is exact. Now suppose instead that ν < d. Herzog, Vasconcelos and Villarreal
[8, Lemma 3.5] have proven that an ideal L ⊂ R has sliding depth if and only if, after going modulo a
regular sequence in L, the corresponding statement holds. Therefore, it suﬃces to show that the ideal
Xg(Xg, . . . , Xν) of the ring R ′ = k[Xg, . . . , Xd] has sliding depth.
We compare the Koszul complex of α = X2g, Xg Xg+1, . . . , Xg Xν with that of β = Xg, . . . , Xν . As
Herzog, Vasconcelos and Villarreal [8, Section 1] have observed, sliding depth can also be character-
ized in terms of the kernels of the Koszul maps. Speciﬁcally, for L, minimally generated by f1, . . . , fn ,
an ideal of a local Cohen–Macaulay ring of dimension d, L has sliding depth if and only if
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where ∂i is the ith Koszul map of f1, . . . , fn . As the Koszul complex K•(β) is exact, the maps of K•(β)
satisfy Eq. (1). Now observe that each map of K•(α) is simply Xg times the corresponding map of
K•(β). Since Xg is a regular element, this shows that the kernel of the ith map of K•(α) is equal to
the kernel of the ith map of K•(β) (with a degree shift). Therefore, the maps of K•(α) also satisﬁes
Eq. (1), and hence (α) has sliding depth. 
Theorem 3.3. Let I ⊂ R = k[X1, . . . , Xd] be a strongly stable ideal of degree two. If I satisﬁes the Gd property,
then I satisﬁes the Artin–Nagata property ANd−1 .
Proof. Ulrich [29, Remark 1.12] has shown the following: Let s be an integer, let a ⊂ I be ideals in
a local Cohen–Macaulay ring with ht a: I  s + 1, and suppose that I has the Gs property. Then if I
satisﬁes the property ANs , then a also satisﬁes the property ANs .
Recall that I and its saturation I ′ are equal locally on the punctured spectrum. That is, Ip = (I ′)p
for all p ∈ Spec R with htp < d. Thus ht I: I ′ = d, and if I has the Gd property, then clearly I ′ does
as well. Therefore, it suﬃces to check that I ′ satisﬁes the Artin–Nagata property ANd−1. A result of
Herzog, Vasconcelos and Villarreal [8, Theorem 3.3] modiﬁed by Ulrich [28] shows that I ′ satisﬁes the
ANd−1 property if I ′ has sliding depth and the Gd property. Therefore Proposition 3.2 completes the
proof. 
We conclude this section by remarking that many known examples of ideals which satisfy the
Artin–Nagata property ANd−1 also satisfy a stronger depth condition on the powers of the ideal,
namely that depth R/I j  dim R/I − j + 1 for all j with 1 j   − ht I . Many standard examples are
even strongly Cohen–Macaulay (that is, all of their Koszul homology modules are Cohen–Macaulay),
a property which was introduced by Huneke [10]. In contrast, our strongly stable ideals have depth
zero, but positive dimension (with the exception of the ideal I = (X1, . . . , Xd)2), and therefore fail to
satisfy these stronger depth conditions.
4. The diagonal reduction
In this section we introduce an ideal J associated to a strongly stable ideal I of degree two, which
will be fundamental to our computation of the core of I . This ideal J has also been studied by Corso,
Nagel, Petrovic and Yuen [4]. The content of this section will lay the groundwork for one inclusion in
our main result, Theorem 5.1.
We deﬁne the diagonal ideal associated to a strongly stable ideal I of degree two to be the ideal
J =
(
βn∑
j=1
X j X j+n−1: n = 1, . . . ,d
)
, where βn = max{b: Xb Xb+n−1 ∈ I}.
Note that the ith generator of J is the sum of those generators of I which correspond to squares lying
along the ith diagonal in the tableau T I . Fig. 2 shows the diagonals of the tableau associated to the
ideal I from Fig. 1. The diagonal ideal J associated to this ideal I is
J = (X21 + X22 + X23 + X24, X1X2 + X2X3 + X3X4, X1X3 + X2X4 + X3X5,
X1X4 + X2X5 + X3X6, X1X5 + X2X6, X1X6
)
.
Our main result in this section is as follows:
Proposition 4.1. Let I ⊂ R = k[X1, . . . , Xd] be a strongly stable ideal of degree two having the Gd property.
Let g = ht I , and let m = (X1, . . . , Xd). Let J be the diagonal ideal associated to I . Then Img−1 ⊂ J .
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We will ﬁrst impose a particular ordering on the elements of Img−1. The proof of Proposition 4.1
will then be a proof by strong induction proceeding according to this ordering, which is produced by
the following algorithm:
Algorithm 4.2. Fix positive integers g  d. Let S = {Mi} be the ordered set of monomials in R =
k[X1, . . . , Xd] produced by the following algorithm.
For each Mi , let Xhi and Xri be the two variables of smallest index which divide Mi , and let Xti
be the third if deg(Mi) 3. Let hi  ri  ti (or hi  ri if deg(Mi) = 2).
(1) Set M1 = X1Xd , and set i = 1.
(2) If hi < ri and hi < g , set Mi+1 = Xhi+1Xri Mi/Xhi .
Else if hi = g < r, set Mi+1 = Xri−1Mi/Xri .
Else if hi = ri , set Mi+1 = Xhi−1Xti−1Mi/(Xhi Xri Xti ).
(3) If X21  Mi+1, set i = i + 1 and return to (2). Else if X21 | Mi+1, done.
In order to make use of this ordered set S = {Mi}, we must characterize which monomials of R are
elements of S which precede a given Mi ∈ S in the ordering on S . The next several results accomplish
this, and also prove that Algorithm 4.2 ﬁnishes in a ﬁnite number of steps. First we shall need some
additional notation. For each h = 1, . . . , g , set
Sh := {Mi ∈ S | Xh is the variable of smallest index which divides Mi}.
It follows easily by induction on i that, for each Mi ∈ Sh , deg(Mi) = h + 1. For M1 = X1Xd ∈ S1, and
if Mi ∈ Sh , then Mi+1 is in either Sh , Sh+1 or Sh−1. If Mi+1 ∈ Sh+1, then deg(Mi+1) = deg(Mi) + 1; if
Mi+1 ∈ Sh , then deg(Mi+1) = deg(Mi); and if Mi+1 ∈ Sh−1, then deg(Mi+1) = deg(Mi) − 1.
Let Sh inherit the ordering from S . We shall show, for each h, that Sh and Th are equal as ordered
sets, where
Th := {N ∈ R | N is a monomial of degree h + 1, Xh is the variable of smallest index dividing N},
and where Th is ordered so that N precedes N ′ if N is smaller than N ′ in the reverse lexicographic
ordering. We shall need the following observation:
Remark 4.3. Notice from Algorithm 4.2 that, if Mi ∈ Sh and Mi+p ∈ Sh+k for some p > 0 and k ∈ Z,
then the set {Mi,Mi+1, . . . ,Mi+p} contains at least one element from each of the sets Sh, . . . , Sh+k .
Lemma 4.4.With notation as above, for each h = 1, . . . , g, Sh and Th are equal as ordered sets.
Proof. For each h = 1, . . . , g , write Mh, j for the jth element of Sh , and write Nh,m for the
mth element of Th . Clearly Nh,1 = Xh Xhd for each h = 1, . . . , g . Also Mh,1 = Xh Xhd for each h,
as X1Xd, X2X2d , . . . , Xg X
g
d are the ﬁrst g elements produced by Algorithm 4.2. Fix h, write Sh ={Mh,1, . . . ,Mh,νh }, and ﬁx j < νh . That Sh ⊆ Th is clear; hence there is some m such that Mh, j = Nh,m .
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nw1
w1 . . . X
nws
ws , where h < w1 < · · · < ws . Observe that, if Nh,m = Xh+1h (so that
Nh,m+1 exists), then Nh,m+1 = Xh Xnhw1−1X
nw1−1
w1 X
nw2
w2 . . . X
nws
ws . We will prove that Nh,m = Xh+1h , and
that Mh, j+1 = Nh,m+1. Let Mh, j be the ith element of S , that is, let Mh, j = Mi .
Case 1: nh = 1. We induct on g − h. If h = g , then by Algorithm 4.2, Mi+1 = Xh Xw1−1X
nw1−1
w1 X
nw2
w2
. . . X
nws
ws . Clearly this is Mh, j+1, and also Nh,m+1. If g − h = 1, then Mi+1 = Xg X
nw1+1
w1 X
nw2
w2 . . . X
nws
ws .
Now Mi+1, . . . ,Mi+w1−g+1 ∈ Sg , and Mi+w1−g+2 = Xg−1Xw1−1X
nw1−1
w1 X
nw2
w2 . . . X
nws
ws ; and this is
Mh, j+1 and also Nh,m+1. Now let g−h > 1, and assume that, for all j′ < νh+1 such that X2h+1  Mh+1, j′ ,
if Mh+1, j′ = Nh+1,m′ , then Mh+1, j′+1 = Nh+1,m′+1. If w1 = h + 1, then one can check that Mi+2 is
Mh, j+1 and also Nh,m+1. Otherwise, if w1 > h + 1, then Mi+1 = Xh+1Xnw1+1w1 X
nw2
w2 . . . X
ns
s and Mi+2
will be in Sh+2. Thus by Remark 4.3, there must be at least one element of Sh+1 which falls af-
ter Mi+1 and before Mh, j+1 in the ordering of S . Hence, writing Mi+1 = Mh+1, j′ = Nh+1,m′ , by
the induction assumption, Nh+1,m′+1 = Xh+1Xw1−1X
nw1
w1 . . . X
nws
ws is Mh, j′+1. Similarly, Mh+1, j′+p =
Nh+1,m′+p = Xh+1Xw1−p X
nw1
w1 . . . X
nws
ws for each p = 1, . . . ,w1 − 1 − h, and these elements precede
Mh, j+1 in the ordering of S . Now the element of S immediately following Mh+1, j′+w1−1−h is
Xh Xw1−1X
nw1−1
w1 X
nw2
w2 . . . X
nws
ws . This element is Nh,m+1, and as we have seen, it must also be Mh, j+1.
Case 2: 2  nh  h. We induct on h, there being nothing to prove for the base case h = 1. Let
h > 1, and assume that, for all j′ < νh−1 such that X2h−1 | Mh−1, j′ and such that Mh−1, j′ = Xhh−1,
if Mh−1, j′ = Nh−1,m′ , then Mh−1, j′+1 = Nh−1,m′+1. If nh = 2, then one can check that Mi+2 =
Xh X2w1−1X
nw1−1
w1 X
nw2
w2 . . . X
nws
ws is Nh,m+1 and also Mh, j+1. If nh  3, then Mi+1 = X2h−1Xnh−3h X
nw1
w1 . . .
X
nws
ws . Write Mi+1 = Mh−1, j′ = Nh−1,m′ . Since Mi+2 ∈ Sh−2, Remark 4.3 implies that j′ < νh−1; and in-
deed, j′ + p < νh−1 while X2h−1 | Mh−1, j′+p . Hence the induction assumption shows that Mh−1, j′+p =
Nh−1,m′+p = Xp+2h−1 Xnh−3−ph X
nw1
w1 . . . X
nws
ws for p = 1, . . . ,nh − 3. Note that, since we assume that nh  h,
Mh−1, j′+nh−3 = Xnh−1h−1 X
nw1
w1 . . . X
nws
ws = Xhh−1. Hence we can apply the induction assumption once more,
and also conclude as above that Mh−1, j′+nh−2 precedes Mh, j+1 in the ordering of S . The element of S
immediately following Mh−1, j′+nh−2 is Xh X
nh
w1−1X
nw1−1
w1 X
nw2
w2 . . . X
nws
ws = Nh,m+1, which is thus Mh, j+1
as claimed.
Case 3: nh = h+1. This case we show to be impossible. Suppose not, and let h be the smallest num-
ber for which Mh, j = Xh+1h for some j < νh . Note that h > 1, since Algorithm 4.2 explicitly states that
X21 = M1,ν1 . If we write Mi = Xh+1h , then Mi+1 = X2h−1Xh−2h , and writing Mi+1 = Mh−1, j′ = Nh−1,m′ ,
one sees by induction, as in Case 2, that Mh−1, j′+h−2 = Xhh−1 precedes Mh, j+1. This contradicts the
minimality of h, since by Remark 4.3, there must be an element of Sh−1 which falls after the last
element of Sh , as X21 ∈ S1 is the ﬁnal element of S . 
Corollary 4.5. Algorithm 4.2 ﬁnishes in a ﬁnite number of steps.
Proof. The fact that Sh and Th are equal as ordered sets for all h = 1, . . . , g shows that no element
of S is selected by the algorithm more than once. Therefore, the number of steps in the algorithm is
equal to the size of S , where |S| = |S1 ∪· · ·∪ Sg | = |T1 ∪· · ·∪ T g |, and this is smaller than the number
of monomials in R of degree at most g + 1. 
Lemma 4.4 also yields the following immediate observation:
Corollary 4.6. Fix positive integers g  d, and let S ⊂ R = k[X1, . . . , Xd] be the set of monomials produced by
Algorithm 4.2. Let m = (X1, . . . , Xd). Then (X1, . . . , Xg)mg ⊂ (S).
Proof. By Lemma 4.4, S = S1 ∪ · · · ∪ Sg = T1 ∪ · · · ∪ T g . Now observe that every monomial in Xhmg is
a multiple of some element of Th . 
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ing on S .
Lemma 4.7. Let Sh be as above, let Mi ∈ Sh, and write Mi = Xh Xv1 . . . Xvh , where v1  · · ·  vh. Then for
each k 1, the ﬁrst element of Sh−k which follows Mi in the ordering of S is Xh−k Xvk+1−1Xvk+2 . . . Xvh .
Proof. We induct on k. For k = 1, write Mi′ = X2h Xv2 . . . Xvh , and observe that either Mi precedes
Mi′ in the ordering of S , or Mi = Mi′ . Furthermore, by the instructions of Algorithm 4.2, there is no
element of Sh−1 between Mi and Mi′ in the ordering of S . Therefore Mi′+1 = Xh−1Xv2−1Xv3 . . . Xvh
is the ﬁrst element of Sh−1 which follows Mi . Now let k > 1 and assume the claim holds for k − 1.
By the induction assumption, Mi′ = Xh−k+1Xvk−1Xvk+1 . . . Xvh is the ﬁrst element of Sh−(k−1) which
follows Mi in the ordering of S . Therefore, by Remark 4.3, there is no element of Sh−k which falls
between Mi and Mi′ in the ordering of S . Now write Mi′′ = X2h−k+1Xvk+1 . . . Xvh . As before, either Mi′
precedes Mi′′ in the ordering of S or Mi′ = Mi′′ , and there is no element of Sh−k between Mi′ and
Mi′′ . Therefore Mi′′+1 = Xh−k Xvk+1−1Xvk+2 . . . Xvh is the ﬁrst element of Sh−k which follows Mi′ , and
hence the ﬁrst which follows Mi . 
Proposition 4.1 is an immediate consequence of the following result.
Proposition 4.8. Let I ⊂ R = k[X1, . . . , Xd] be a strongly stable ideal of degree two having the Gd property.
Let g = ht I , and let S be the ordered set produced by Algorithm 4.2. Let J be the diagonal ideal associated to I .
Then I ∩ (S)g+1 ⊂ J .
Proof. We must show that every degree g + 1 multiple of an element Mi ∈ S which is in I is also
in J . We induct on i. Observe that the dth minimal generator of J is X1Xd . Obviously, then, every
multiple of M1 = X1Xd is in J . Now let i > 1, and assume that, for every i′ < i, Mi′ω′ ∈ J for every
monomial ω′ ∈ R with Mi′ω′ ∈ I ∩ (S)g+1. We will show that Miω ∈ J for every monomial ω ∈ R with
Miω ∈ I ∩ (S)g+1.
Let Mi ∈ Sh , and write Mi = Xh Xv1 . . . Xvh , where h  v1  · · ·  vh . We may assume that
Xh Xv1 ∈ I , for if h  g − 1, then Xh Xv1 ∈ I by Proposition 3.1. If h = g , then the only degree g + 1
multiple of Mi is Mi itself; hence if Mi /∈ I , then there is nothing to show. If Mi ∈ I , then Xh Xv1 ∈ I
since I is strongly stable of degree two.
Now let f be the minimal generator of J having Xh Xv1 as a term, f =
∑β
k=−h+1 Xh+k Xv1+k ,
where β = max{b: Xh+b Xv1+b ∈ I}  0. Fix a monomial ω ∈ R such that Miω ∈ I ∩ (S)g+1, write
ω = Xw1 . . . Xwg−h , where wα  wα+1 for all α, and set τk := Xh+k Xv1+k Xv2 . . . Xvhω. We will show
that τk ∈ J for every k = 1− h, . . . , β with k = 0, and hence that Miω = (Xν2 . . . Xνhω) f −
∑
k =0 τk is
in J . By the induction assumption, and as Xh+k Xv1+k ∈ I for each k = 1−h, . . . , β , it suﬃces to show,
for each k = 0, that τk is a multiple of an element of S which comes before Mi in the ordering on S .
Fix k = 0. If h < g , set n = min{h+ k, v2,w1} − h, and if h = g , set n =min{h+ k, v2} − h. Suppose
ﬁrst that n−1 and write m = −n. By Lemma 4.7, the ﬁrst element of Sh−m which follows Mi in the
ordering of S is Xh−mXvm+1−1Xvm+2 . . . Xvh . Recall that, by Lemma 4.4, given M j , M j′ ∈ Sh , M j pre-
cedes M j′ (that is, j < j′) if and only if M j is smaller than M j′ in the reverse lexicographic ordering.
Hence Xh−mXvm+1 Xvm+2 . . . Xvh ∈ Sh precedes Xh−mXvm+1−1Xvm+2 . . . Xvh , and therefore precedes Mi
in S . Furthermore, Xh−mXvm+1 Xvm+2 . . . Xvhdivides τk , since either Xh−m = Xh+k or Xh−m = Xw1 . Sup-
pose next that n = 0, so that w1 = h or v2 = h. If w1 = h, then the element Xh Xv1+k Xv2 . . . Xvh ∈ S
divides τk , and precedes Mi by Lemma 4.4, since k  1 if n = 0. If v2 = h < w1, then the element
Xh Xv1+k Xw1 Xv3 . . . Xh ∈ S divides τk and precedes Mi . Finally, suppose that n  1. Consider the
monomial ρh+n := Xh+k Xv1+k Xv2 . . . Xvh Xw1 . . . Xwn , which divides τk . Note that ρh+n ∈ Sh+n . Write
ρh+n = Xh+n Xb1 . . . Xbh+n , where h+n b1  · · · bh+n . By Lemma 4.7, the ﬁrst element of Sh which
follows ρh+n is ρh := Xh Xbn+1−1Xbn+2 . . . Xbh+n . We claim that either ρh = Mi or ρh precedes Mi , and
hence that ρh+n precedes Mi . As v2, . . . , vh divide ρh+n , we see that bn+ j  v j for each j = 2, . . . ,h. If
bn+ j > v j for some j, as must be the case unless wn, v1 +k v2, then ρh precedes Mi by Lemma 4.4.
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bn+1 = v1 + k, and ρh precedes Mi if k > 1, while ρh = Mi if k = 1. 
Proof of Proposition 4.1. Observe that Img−1 = I ∩ (X1, . . . , Xg)mg by degree reasons. The result now
follows from Corollary 4.6 and Proposition 4.8. 
Proposition 4.8 also shows that J is a reduction of I , and leads to a bound for the reduction
number of I with respect to J . See also [4].
Proposition 4.9. Let I ⊂ R = k[X1, . . . , Xd] be a strongly stable ideal of degree two having the Gd property,
and let J ⊂ I be the diagonal ideal associated to I . Then I g = J I g−1 , where g = ht I . That is, J is a reduction
of I with reduction number at most g − 1.
Proof. Recall that, by Proposition 3.1, I = (X1, . . . , Xg−1)m + Xg(Xg, . . . , Xν), for some ν with g 
ν  d. Observe from the proof of Proposition 4.1, that by degree reasons, Img−1 ⊂ Jmg−1. Therefore,
since (X1, . . . , Xg−1)m ⊂ I ,
I
[
(X1, . . . , Xg−1)m
]g−1 ⊆ J[(X1, . . . , Xg−1)m]g−1 ⊂ J I g−1. (2)
Consider an element N ∈ I g . Write N = (Xi1 X j1 )(Xi2 X j2 ) . . . (Xig X jg ), where Xit X jt ∈ I for all t =
1, . . . , g and i1, . . . , i g ∈ {1, . . . , g}. Additionally, let the it ’s and jt ’s be chosen in such a way that
b(N) := |{t | it = g}| is as small as possible. We induct on b = b(N) to show that N ∈ J I g . If b  1,
then N ∈ I[(X1, . . . , Xg−1)m]g−1, hence Eq. (2) shows that N ∈ J I g−1. Now let b > 1, and assume
that for any monomial M ∈ I g with b(M) < b(N), M ∈ J I g−1. Choose t with it = g , and consider
the element f :=∑g−1k=0 Xg−k X jt−k ∈ J . For each k, set Mk := Xg−k X jt−kN/(Xg X jt ) ∈ I g . Note that for
each k > 0, b(Mk) < b(N), hence Mk ∈ J I g−1 by the induction assumption. Therefore N = NXg X jt f −∑g−1
k=1 Mk ∈ J . 
In light of Proposition 4.9, from now on we shall refer to J as the diagonal reduction of I .
5. A formula for the core
This section will be devoted to proving our main result, which is as follows:
Theorem 5.1. Let I ⊂ R = k[X1, . . . , Xd] be a strongly stable ideal of degree two which has the Gd property.
Let ht I = g, and let m = (X1, . . . , Xd). Then core(I) = Img−1 .
We shall prove the inclusion core(I) ⊆ Img−1 by reducing to the m-primary case and using the
socle of the diagonal reduction J , which we studied in Section 4. We compute the socle by viewing
it as a Northcott ideal below, then give the proof of Theorem 5.1.
Let K ⊂ R be an ideal generated by a regular sequence a1, . . . ,an . Let A be an n × n matrix with
entries in R , and let L = (b1, . . . ,bn) ⊂ R be the ideal such that
A
⎛
⎝a1...
an
⎞
⎠=
⎛
⎝b1...
bn
⎞
⎠ .
Recall that, if grade L = n, then the ideal (det(A), L) ⊆ R is called a Northcott ideal. If (det(A), L) = R ,
then (det(A), L) = L : K [21]. Observe that if J is the diagonal reduction of m2, then J is generated
by a regular sequence. Therefore, we may use this fact about Northcott ideals to compute the socle
of R/ J as Soc(R/ J ) = ( J : m)/ J = (det(A), J )/ J , for the appropriate matrix A. We ﬁrst give two easy
results which we shall use in our computation of the socle.
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each h = 1, . . . ,d, Xh1 Xd−h+1 ∈ J .
Proof. We induct on h, the case of h = 1 being clear. Let h > 1, and consider the element τh :=
Xh−11 (X1Xd−h+1 + X2Xd−h+2 + · · · + Xh Xd) ∈ J . Each term of τh − Xh1 Xd−h+1 is in J by the induction
assumption, hence Xh1 Xd−h+1 ∈ J . 
The next result will allow us to induct on the dimension d of the ring R .
Lemma 5.3. Let J ⊂ R = k[X1, . . . , Xd] be the diagonal reduction of the ideal (X1, . . . , Xd)2 . Let K ⊂ S =
k[X1, . . . , Xd−1] be the diagonal reduction of (X1, . . . , Xd−1)2 . Then for every g ∈ K , X1g ∈ J .
Proof. Write J = ( f1, . . . , fd) and K = (g1, . . . , gd−1). Observe that, for each i = 1, . . . ,d − 1, f i =
gi + Xd−(i−1)Xd . Therefore, as X1Xd ∈ J , X1gi = X1 f i − Xd−(i−1)(X1Xd) ∈ J . 
Proposition 5.4. Let J ⊂ R = k[X1, . . . , Xd] be the diagonal reduction of m2 , where m = (X1, . . . , Xd). Then
the socle of R/ J is Soc(R/ J ) = (Xd1, J )/ J .
Proof. Write J = ( f1, . . . , fd). As J and m are generated by regular sequences, J : m is the Northcott
ideal (det(A), J ), where A is the d × d matrix with entries in R such that
A
⎛
⎝ X1...
Xd
⎞
⎠=
⎛
⎝ f1...
fd
⎞
⎠ .
Hence, to compute Soc(R/ J ) = ( J : m)/ J , it suﬃces to compute det(A)+ J ∈ R/ J . For conciseness, we
shall refer to the matrix A as the matrix corresponding to J .
Let (aij) be the d × d matrix given by aij = 12 (X j−(i−1) + X j+(i−1)), where we adopt the con-
vention that Xt = 0 if t < 1 or t > d. We claim that A = (aij). Recall that, for each i = 1, . . . ,d,
f i =∑d−(i−1)j=1 X j X j+(i−1) . Therefore, for each i,
d∑
j=1
aij X j =
d∑
j=1
1
2
X j−(i−1)X j +
d∑
j=1
1
2
X j+(i−1)X j
= 1
2
d∑
j=i
X j−(i−1)X j + 12
d−(i−1)∑
j=1
X j X j+(i−1)
= 1
2
d−(i−1)∑
j=1
X j X j+(i−1) + 12
d−(i−1)∑
j=1
X j X j+(i−1) = f i,
which shows the claim. We will prove the following:
det(A) + J = Xd1 + J (3)
= (−1)c Xdd + J , where c =
{
0, d ≡ 0 or 1 (mod 4),
1, d ≡ 2 or 3 (mod 4). (4)
We induct on d 1. If d = 1, then J = (X21), A = (X1), and the claim clearly holds. Now let d > 1, and
assume that Eqs. (3) and (4) hold in any polynomial ring in d− 1 variables. Let A′ be the upper right
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Note that the dth row of A is ( 12 Xd,0, . . . ,0,
1
2 X1). Therefore,
det(A) + J = 1
2
(
(−1)d+1Xd det
(
A′
)+ X1 det(A′′))+ J . (5)
Now let K be the diagonal reduction of the ideal (X1, . . . , Xd−1)2 in the ring k[X1, . . . , Xd−1], and
let B be the matrix corresponding to K . Let L the diagonal reduction of (X2, . . . , Xd)2 in the ring
k[X2, . . . , Xd], and let C be the matrix corresponding to L. Observe that each nonzero entry of A′′ − B
is a multiple of Xd . Therefore det(A′′) − det(B) is a multiple of Xd . Similarly det(A′) − det(C) is
a multiple of X1. Thus X1 det(A′′) + J = X1 det(B) + J , and Xd det(A′) + J = Xd det(C) + J , since
X1Xd ∈ J . Hence by Eq. (5),
det(A) + J = 1
2
(
(−1)d+1Xd det(C) + X1 det(B)
)+ J . (6)
By the induction assumption, det(B) + K = Xd−11 + K and det(C) + L = (−1)c
′
Xd−1d + L, where c′ = 0
if d − 1 ≡ 0 or 1 (mod 4), and c′ = 1 if d − 1 ≡ 2 or 3 (mod 4). By Lemma 5.3, then, X1 det(B) + J =
Xd1 + J , and (through symmetry) Xd det(C) + J = (−1)c
′
Xdd + J . Therefore, from (6) we obtain:
det(A) + J = 1
2
(
(−1)c′+d−1Xdd + Xd1
)+ J . (7)
As (−1)d−1+c′ = (−1)c for all d, the proof will be complete once we show that Xd1 + J =
(−1)c′+d−1Xdd + J .
Fix i ∈ {1, . . . ,d} and consider the element
τi := Xd−i−11 Xi−12 (X1Xi + X2Xi+1 + X3Xi+2 + · · · + Xd−(i+1)Xd) ∈ J .
Recall that by Proposition 5.2, for each h = 1, . . . ,d, Xh1 Xd−h+1 ∈ J . In particular, Xd−i−11 Xt ∈ J for all
t  i+2, so that all but the ﬁrst two terms of τi are in J . Therefore, Xd−i1 Xi−12 Xi + Xd−i−11 Xi2Xi+1 ∈ J .
As this holds for each i = 1, . . . ,d − 1, we have the following string of d − 1 equivalences:
Xd1 + J = −Xd−21 X22 + J = Xd−31 X22 X3 + J = · · · = (−1)d−1Xd−12 Xd + J . (8)
Furthermore, as Xd−12 + L = (−1)c
′
Xd−1d + L by the induction assumption, Lemma 5.3 shows that
Xd−12 Xd + J = (−1)c
′
Xdd + J . This fact together with (8) completes the proof. 
We are now ready to prove Theorem 5.1.
Proof of Theorem5.1. Recall that (I) = d by Remark 2.2, and that by Theorem 3.3, I is weakly (d−1)-
residually S2. Therefore, by [23] (the result which we have stated in Section 2), core(I) is the largest
monomial ideal contained in K , for any general minimal reduction K of I (that is, any ideal K which
is generated by d general linear combinations of the generators of I). As Img−1 is a monomial ideal,
it suﬃces to show that Img−1 ⊆ K in order to prove that Img−1 ⊆ core(I).
Let J be the diagonal reduction of I studied in Section 4. As J and K are both minimal reductions
of I , by [29, Proposition 1.11] (see also the reformulation given in [14, Remark 2.7]), the ideals K : I
and J : I are both d-residual intersections of I . Note also that J and K are both generated in degree 2.
Therefore, by [1, Theorem 2.1(b)], R/(K : I) and R/( J : I) have the same Hilbert series. Since mg−1 ⊆
J : I by Proposition 4.1, the Hilbert function of R/( J : I), and hence of R/(K : I), is zero in degree
g − 1. Therefore Img−1 ⊆ K .
52 B. Smith / Journal of Algebra 347 (2011) 40–52We now prove that core(I) ⊆ Img−1. Note that Img−1 = I ∩mg+1 by degree reasons. As core(I) ⊆ I
for any ideal I , it suﬃces to show that core(I) ⊆ mg+1. Equivalently, we must show that core(I)
contains no element of degree g . As the core of a strongly stable ideal is strongly stable by Proposi-
tion 2.3, it suﬃces to show that X g1 /∈ core(I). We will show that X g1 is not contained in the diagonal
reduction J of I . Let ϕ be the projection map ϕ : R → R ′ = k[X1, . . . , Xg] ∼= R/(Xg+1, . . . , Xd). Notice
that ϕ( J ) = J ′ , where J ′ is the diagonal reduction of (X1, . . . , Xg)2 ⊂ R ′ . Thus, in order to show that
X g1 /∈ J in R , it suﬃces to show that X g1 /∈ J ′ in R ′ . Proposition 5.4 shows that the socle of R ′/ J ′ is
(X g1 , J
′)/ J ′ . As R ′/ J ′ is an Artinian ring, it has nonzero socle, hence X g1 /∈ J ′ .
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