A new concept of nondifferentiable pseudoinvex functions is introduced. Based on the basic properties of this class of pseudoinvex functions, several new and simple characterizations of the solution sets for nondifferentiable pseudoinvex programs are given. Our results are extension and improvement of some results obtained by Mangasarian (Oper. Res. Lett., 7, 21-26, 1988) 
Introduction
Characterizations and properties of the solution sets are useful for understanding the behavior of solution methods for programs that have multiple optimal solutions. Mangasarian [1] presented several characterizations of the solution sets for differentiable convex programs and applied them to study monotone linear complementarity problems. Since then, various extensions of these solutions set characterizations to nondifferentiable convex programs, infinite-dimensional convex programs, and multiobjective convex programs have been given in [2] [3] [4] . Moreover, Jeyakumar and Yang [5] extended the results in [1] to differentiable pseudolinear programs; Ansari et al. [6] extended the results in [5] to differentiable h-pseudolinear programs; Yang [7] extended the results in [1, 5, 6 ] to differentiable pseudoinvex programs. In this paper, we extend the results in [1, [5] [6] [7] to the nondifferentiable pseudoinvex programs and give the characterizations of solution sets for nondifferentiable pseudoinvex programs.
The variational inequalities are closely related to optimization problems. Under certain conditions, a variational inequality and an optimization problem are equivalent. As Mancino and Stampacchia [8] pointed out: if Γ is an open and convex subset of R n and F : Γ R n is the gradient of the differentiable convex function f : Γ R, then the variational inequality (VI): findx ∈ , such that (y −x) T F(x) ≥ 0, ∀y ∈ , is equivalent to the optimization problem {min f(x), x Γ}. An important generalization of variational inequalities is variational-like inequalities (VLI): findx ∈ , such that
η(y,x)
T F(x) ≥ 0, ∀y ∈ , where h : Γ × Γ R n . Parida et al. [9] studied the existence of the solution of (VLI) and established the relationships between the variational-like inequalities (VLI) and differentiable convex programs. But the objective function of an optimization problem is not always differentiable; therefore, the variational inequalities defined by the directional derivative are introduced. For example, Crespi et al. [10, 11] introduced the Minty variational inequalities defined by lower Dini derivative and established the relationships between Minty variational inequalities and optimization problems. Later, Ivanov [12] established the relationships between variational inequalities and nondifferentiable pseudoconvex optimization problems and applied them to obtain the characterizations of solution sets of Stampacchia variational inequalities and Minty variational inequalities. In this paper, we introduce Stampacchia-type variational-like inequalities and Minty-type variational-like inequalities defined by upper Dini directional derivative, and based on the relationships between variational-like inequalities and optimization problems, we give the characterizations of solution sets of these two classes of variational-like inequalities.
Preliminaries
In this paper, let R n be a real n-dimensional Euclidean space, Γ a nonempty subset of R n , f : Γ R a real-valued function, and h : Γ × Γ R n a vector-valued function.
Firstly, we recall some notions that will be used throughout the paper. Definition 2.1. (See [13] ) A set Γ is said to be h-invex if, for any x, y Γ and any l [0, 1],
Definition 2.2. (See [13] ) A function f : Γ R is said to be preinvex with respect to h on the h-invex set Γ if, for any x, y Γ and any l [0, 1], 
Condition A (See [16] ):
Condition C (See [14] ): Let Γ be an h-invex set. For any x, y Γ and any l [0, 1],
Obviously, the map h(x, y) = x -y satisfies Conditions A and C. Remark 2.1. (See [16] ) If Condition C is satisfied, then
Definition 2.5. The upper Dini directional derivative of f at x Γ in the direction d R n is defined by
which is an element of R ∪ {± ∞}. Definition 2.6. (See [17] ) A function h : R n R is said to be:
(1) positively homogeneous if ∀x R n , ∀r >0, one has h(rx) = rh(x);
It is clear that the upper Dini directional derivative is positively homogeneous with respect to the direction d R n . for any x, y Γ.
Next, we give a mean value theorem. Theorem 2.1. (Mean Value Theorem) Let f : Γ R be radially upper semicontinuous on the h-invex set Γ, and let f satisfy Condition A. Then, for any x, y Γ, there exists a point u {y + lh (x, y) :
R be a function defined by
Then, for any l [0, 1),
(2:1)
It follows from radially upper semicontinuity of f that p is upper semicontinuous on [0,1]. Note that p(0) = p(1) = f(y). Therefore, p attains maximum at some point λ ∈ [0, 1), which implies p + (λ; 1) = lim sup
From (2.2) and (2.1), we have
(2:4)
From (2.3) and (2.4), we have
Pseudoinvexity
In this section, we introduce the concept of pseudoinvexity defined by upper Dini directional derivative and give some properties for this class of pseudoinvexity.
Definition 3.1. (See [18] ) The function f : Γ R is said to be pseudoconvex on convex set Γ if
The following concept of pseudoinvexity is a natural extension for pseudoconvexity. Definition 3.2. The function f : Γ R is said to be pseudoinvex with respect to h on the h-invex set Γ if
By Definitions 3.1 and 3.2, it is clear that every pseudoconvex function is pseudoinvex function with respect to h(x, y) = x -y, but the converse is not true.
Examples 3.1 and 3.2 will show that a pseudoinvex function with respect to a given mapping h : Γ × Γ R n is not necessarily pseudoconvex function.
where x = (x 1 , x 2 ) Γ, y = (y 1 , y 2 ) Γ. Then, f is pseudoinvex with respect to the given mapping h. But it is not pseudoconvex, because there exist 
Then, f is pseudoinvex with respect to the given mapping h. But it is not pseudoconvex, because there exist x = -5, y = 4, such that f + (y; x − y) = 9 > 0, but f (x) = -5 < -4 = f (y).
Definition 3.3. (See [19] ) The bifunction h : Γ × R n R is said to be pseudomonotone on if, for any x, y Γ,
We extend this pseudomonotonicity to h-pseudomonotonicity. Definition 3.4. Let Γ × Γ R n be a given mapping. The bifunction h : Γ × R n R ∪ {± ∞} is said to be h-pseudomonotone on Γ if, for any x, y Γ,
The above implication is equivalent to the following implication:
Next, we present some properties for pseudoinvexity. Theorem 3.1. Let f : Γ R be radially upper semicontinuous on the h-invex set Γ. Suppose that (1) f is a pseudoinvex function with respect to h on Γ; (2) f and h satisfy Conditions A and C, respectively; (3) f + is subodd in the second argument.
Then, f is a prequasiinvex function with respect to the same h on Γ. Proof. Suppose, on the contrary, f is not prequasiinvex with respect to h on Γ. Then, ∃ x, y Γ, ∃λ ∈ (0, 1], such that
From radially upper semicontinuity of f, (3.1) and Condition A, there exists l* (0, 1) such that
i.e.,
Hence,
Since h satisfies Condition C and f + is subodd in the second argument, then (3.3) implies
According to the pseudoinvexity of f, we have
From (3.1) and (3.2), we get
which contradicts (3.4). Hence, f is a prequasiinvex function with respect to h on Γ. ■ Theorem 3.2. Let Γ be an h-invex subset of R n , and let h : Γ × Γ R n be a given mapping. Suppose that
(1) f : Γ R is radially upper semicontinuous on Γ ; (2) f and h satisfy Conditions A and C, respectively; (3) f + is subodd in the second argument.
Then, f is pseudoinvex with respect to h on Γ if and only if f + is h-pseudomonotone on Γ.
Proof. Suppose that f is pseudoinvex with respect to h on Γ. Let x, y Γ,
In order to show f + is h-pseudomonotone on Γ, we need to show f + (y, η(x, y)) ≤ 0. Assume, on the contrary,
According to the pseudoinvexity of f, from (3.5), we get f (y) ≥ f (x), from (3.6), we get f (x) ≥ f (y). Hence, f (x) = f (y). By Theorem 3.1, we know that f is also prequasiinvex with respect to the same h on Γ, which implies
which contradicts (3.6). Conversely, suppose that f + is h-pseudomonotone on Γ. Let x, y Γ,
In order to show that f is a pseudoinvex function with respect to h on Γ, we need to show f (x) ≥ f (y). Assume, on the contrary, f (x) < f (y).
(3:8)
According to the mean value Theorem 2.1, ∃λ ∈ [0, 1), u = y +λη(x, y) such that η(x, y) ).
(3:9)
From (3.8) and (3.9), we get
Note that u = y +λη(x, y), ifλ = 0 , from (3.10), we get f + (y; η(x, y)) < 0, which contradicts (3.7). Hence,λ ∈ (0, 1). Since f + is subodd in the second argument, (3.10) implies
It follows from (3.11) andλ ∈ (0, 1) that f + (u; −λη(x, y)) > 0. By Condition C, we
From the h-pseudomonotonicity of f + , we get f + (y; η(u, y)) < 0. Again using the Condition C, we obtain f + (y; η(x, y)) < 0, which contradicts (3.7). ■ Theorem 3.3. Let f : Γ R be radially upper semicontinuous on the h-invex set Γ. Suppose that (1) f is a pseudoinvex function with respect to h on Γ; (2) f and h satisfy Conditions A and C, respectively; (3) f + is subodd in the second argument.
Then, f is semistrictly prequasiinvex with respect to the same h on Γ. Proof. Suppose, on the contrary, f is not a semistrictly prequasiinvex function with respect to h on Γ, then there exist points x, y Γ with f (x) ≠ f (y) andλ ∈ (0, 1) such that f (y +λη(x, y)) ≥ max{f (x), f (y)}.
Without loss of generality
(3:12)
By the mean value Theorem 2.1, ∃l
(3:13)
According to Condition C and (3.13), we get f + (u; −λη(x, y)) ≤ 0. By the suboddity and positively homogeneity of f + in the second argument, we have
Note that u = y +λ(1 − λ * )η(x, y), if l* = 0, then u = y +λη(x, y). From (3.13), we get 0 ≥ f + (y +λη(x, y); η(y, y +λη(x, y))).
Since f + is subodd and positively homogeneous in the second argument, from Condition C, we have
Consequently, f + (y +λη (x, y); η(x, y +λη(x, y) ) ≥ 0. By the pseudoinvexity of f, f (y +λη(x, y), which contradicts (3.12) . Therefore, l* ≠ 0 and l* (0, 1). From (3.14), u = y +λ(1 − λ * )η(x, y), Remark 2.1 and l* (0, 1), we get
By Theorem 3.2, we know f + is h-pseudomonotone on Γ. Therefore,
From Condition C, the suboddity and positively homogeneity of f + in the second argument, we obtain
Hence, f + (y +λη(x, y); η(x, y +λη(x, y))) ≥ 0. From the pseudoinvexity of f, we get f (x) ≥ f (y +λη(x, y), which contradicts (3.12). ■
Characterizations of the solution sets of pseudoinvex programs
Consider the nonlinear optimization problem
where Γ is an h-invex subset of R n and f : Γ R is a real-valued nondifferentiable pseudoinvex function on Γ. This class of optimization problems is called the class of pseudoinvex programs.
We assume that the solution set of (P), denoted by
is nonempty. Next, we state our main results. Theorem 4.1. Let f : Γ R be radially upper semicontinuous on the h-invex set Γ. Suppose that (1) f is a pseudoinvex function with respect to h on Γ; (2) f and h satisfy Conditions A and C, respectively; (3) f + is subodd in the second argument.
Then, the solution set S of (P) is an h-invex set. Proof. Let x, y S, then for any z Γ,
According to Theorem 3.1, we know that f is a prequasiinvex function with respect to h on Γ, which implies
Hence, y + lh(x, y) S, for any l [0, 1]. ■ Lemma 4.1. Let f : Γ R be radially upper semicontinuous on the h-invex set Γ. Suppose that (1) f is a pseudoinvex function with respect to h on Γ; (2) f and h satisfy Conditions A and C, respectively; (3) f + is subodd in the second argument.
Then, ∀ x, y S,
Proof. Since x, y S, we obtain
Based on the pseudoinvexity of f and Theorem 3.2, we know f + is h-pseudomonotone. Hence, inequalities (4.1) and (4.2) imply, respectively, 
Proof. (i) It is obvious thatS ∩Ŝ ⊆S ⊆S
(ii) We prove that S ⊆S ∩Ŝ . Let x S. From x,x ∈ S and Lemma 4.1, we get η(y, x) . In this case, Lemma 4.1 recovers to Lemma 3.1 in [7] , Theorem 4.2 recovers to Theorems 3.1 and 3.2 in [7] . So, the results in Lemma 4.1 and Theorem 4.2 are the extension of the results in [7] .
If we take h(x, y) = x -y in Theorem 4.2, we obtain the following result. Corollary 4.1. Let f : Γ R be radially upper semicontinuous on convex set Γ, and letx ∈ SS be a given point. Suppose that (1) f is a pseudoconvex function on Γ; (2) f + is subodd in the second argument.
Then,
where
1 : = {x ∈ |f + (x; x −x) ≤ f + (x;x − x)}, S 3 : = {x ∈ |f + (x; x −x) = 0}.
Variational-like inequality
Consider the following two classes of variational-like inequalities: Stampacchia-type variational-like inequality (SVLI): findx ∈ such that
Minty-type variational-like inequality (MVLI): findx ∈ such that f + (x; η(x, x)) ≤ 0, ∀x ∈ .
Next, we establish the relationships between (SVLI) and (P) and between (MVLI) and (P).
Theorem 5.1. Let be an Γ-invex subset of R n .
(i) Ifx ∈ is a solution of (P), thenxis a solution of (SVLI);
(ii) Ifx ∈ is a solution of (SVLI), in addition, assume that f is a pseudoinvex function with respect to on Γ, thenxis a solution of (P).
Proof. (i) Letx ∈ be a solution of the (P), then for any x Γ, f (x) ≥ f (x).
we obtain f + (x; η(y,x)) ≥ 0, ∀y ∈ , which implies thatx is a solution of (SVLI). From the pseudoinvexity of f and Theorem 5.1(ii), we obtain thatx is a solution of (P). ■ From Theorems 4.2 and 5.1, we obtain the following theorem. Denote the solution set of (SVLI) by S SVLI .
Theorem 5.3. Let f : Γ R be radially upper semicontinuous on the h-invex set Γ, and letx ∈ S SVLI be a given point. Suppose that From Theorems 4.2 and 5.2, we obtain the following theorem. Denote the solution set of (MVLI) by S MVLI .
Theorem 5.4. Let f : Γ R be radially upper semicontinuous on the h-invex set Γ, and letx ∈ S MVLI be a given point. Suppose that 
