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Abstract: Inattentional deafness is the failure to hear otherwise audible sounds (usually alarms) that
may occur under high workload conditions. One potential cause for its occurrence could be an atten-
tional bottleneck that occurs when task demands are high, resulting in lack of resources for processing
of additional tasks. In this fMRI experiment, we explore the brain regions active during the occurrence
of inattentional deafness using a difficult perceptual-motor task in which the participants fly through a
simulated Red Bull air race course and at the same time push a button on the joystick to the presence
of audio alarms. Participants were instructed to focus on the difficult piloting task and to press the
button on the joystick quickly when they noticed an audio alarm. The fMRI results revealed that audio
misses relative to hits had significantly greater activity in the right inferior frontal gyrus IFG and the
superior medial frontal cortex. Consistent with an attentional bottleneck, activity in these regions was
also present for poor flying performance (contrast of gates missed versus gates passed for the flying
task). A psychophysiological interaction analysis from the IFG identified reduced effective connectivity
to auditory processing regions in the right superior temporal gyrus for missed audio alarms relative to
audio alarms that were heard. This study identifies a neural signature of inattentional deafness in an
ecologically valid situation by directly measuring differences in brain activity and effective connectivity
between audio alarms that were not heard compared to those that were heard. Hum Brain Mapp
00:000–000, 2017. VC 2017 Wiley Periodicals, Inc.
Key words: inattentional deafness; neuroergonomics; attentional bottleneck; fMRI; attention; perception;
auditory; aviation; workload; connectivity
r r
Contract grant sponsor: Center for Information and Neural
Networks; Contract grant sponsor: National Institute of Information
and Communications Technology; Contract grant sponsor: AXA
Research Fund (“Neuroergonomics for flight safety” Chair
program).
*Correspondence to: Daniel Callan; Center for Information and
Neural Networks (CiNet), National Institute of Information and
Communications Technology (NICT), Osaka University, 1-4
Yamadaoka, Suita City, Osaka 565-0871, Japan.
E-mail: dcallan@nict.go.jp
Received for publication 10 January 2017; Revised 10 July 2017;
Accepted 11 July 2017.
DOI: 10.1002/hbm.23735
Published online 00 Month 2017 in Wiley Online Library
(wileyonlinelibrary.com).
r Human Brain Mapping 00:00–00 (2017) r
VC 2017 Wiley Periodicals, Inc.
J_ID: HBM Customer A_ID: HBM23735 Cadmus Art: HBM23735 Ed. Ref. No.: 17-0027.R2 Date: 15-July-17 Stage: Page: 1
ID: gautham.p Time: 12:46 I Path: //chenas03/Cenpro/ApplicationFiles/Journals/Wiley/HBM#/Vol00000/170217/Comp/APPFile/JW-HBM#170217
INTRODUCTION
Audio and video alarms are often used to alert one to an
impending hazardous situation. The inability to detect these
unexpected warning signals is a safety issue in many
domains [Murphy et al., 2011; Dehais et al, 2012; Hasanain
et al., 2017]. Some theories explain this phenomenon as a
result of working memory limitations (a phenomenon called
“inattentional amnesia”; c.f. Wolfe [1999], Kreitz et al.
[2016]), or a failure in the triggering in late change-related
cortical responses [Puschmann et al. 2013]. However, there
is now a strong corpus of evidence that high perceptual or
attentional load affects visual cortex activations to the extent
that unexpected visual stimuli may remain unnoticed
[Rauss et al., 2009; Lavie et al., 2014]. This phenomenon is
known as inattentional blindness. However, little is known
about the neural mechanisms underpinning auditory cue
misperception. There is a crucial need to address this issue
as a persistent lack of conscious awareness of auditory
alarms has been linked to several aviation accidents [Bliss,
2003; Dehais et al., 2010]. This absence of awareness to audi-
tory alarms has been generally explained in terms of poor
design (i.e., stressing and aggressive) and lack of alarm reli-
ability leading to immediate action cancellation on the alarm
control panel (known as the “cry wolf effect” [Cvach, 2012]).
More recently, research has considered the reduction of
attentional resources to account for this phenomenon. Less
known than its visual counterpart, the inattentional deafness
hypothesis postulates that the detection of auditory cues is
attenuated when engaged in a visually demanding task
[Causse, 2016; Kreitz et al., 2016; Lavie et al., 2014;
MacDonald & Lavie, 2011; Molloy et al., 2015]. This attenua-
tion is exhibited especially when they are task-irrelevant
[Tellinghuisen et al., 2016]. Studies in the aeronautical
context [Dehais et al 2012, 2014] confirmed that such a
phenomenon could take place in the cockpit as pilots mainly
rely on visual information to operate the aircraft. For
instance, experiments involving high mental demand in
flight simulators [Scannella et al., 2016] and in actual
flight conditions [Callan et al., 2016] led to high rates of
inattentional deafness with both studies showing, respectively,
56% and 55.85% missed auditory alarms.
There is still debate whether the visual and auditory resour-
ces can be divided by modality, and to some extent act inde-
pendently, to perform tasks [Wickens, 1984; Keitel et al., 2013].
A body of literature provides evidence that attention is shared
between modalities at a central level [Brand-D’Abrescia &
Lavie, 2008; Santangelo et al., 2007; Scannella et al, 2016; Sinnett
et al., 2006]. A reasonable hypothesis is that each modality has
its own limited pool of resources at the perceptual level, but
when these modalities compete for goals achievement, shield-
ing against overload and resource depletion is implemented
through top–down priority-based modulatory processes [Awh
et al., 2006; Vachon and Tremblay, 2008]. Consistent with this
theory, the lateral prefrontal cortex, inferior frontal gyrus
(IFG), superior medial frontal cortex SMFC, and bilateral insula
have been identified as potential sites representing a central
attentional bottleneck [Dux et al., 2006; Szameitat et al., 2016;
Tombu et al., 2011]. The term “bottleneck” is here used as pro-
posed by Craik [1948], that is, as being related to the limited
processing capacity of the brain. As a consequence, the term
“attentional bottleneck” described in the article refers to the
active mechanism affording task processing using the limited
brain capacity. In our study, the activity of this bottleneck is
visible through attenuation of perceptual processes under
excessive load conditions.
Some authors postulate that such gating mechanisms may
also exist at a lower cortical integrative level such as the pos-
terior middle temporal gyrus (MTG) and superior temporal
sulcus (STS) [Molloy et al., 2016] via direct visual-auditory
connections [see Macaluso & Driver [2005] and Calvert and
Thesen [2004] for reviews). Studies have revealed that the
auditory evoked responses can be suppressed by modula-
tory influences at an early perceptual stage [Scannella et al
2013] and at a later attentional stage [Giraudet et al, 2015] or
both perceptual and attentional stages [Molloy et al., 2016].
This modulation is associated with lower superior temporal
gyrus (STG) activations [Rinne et al., 2007; Molloy et al.,
2016; Giraudet et al., 2015]. In addition, attentional load can
modulate the activity of early parts of the auditory pathway
such as the inferior colliculus [Rinne et al., 2008]. More sur-
prisingly, the recording of the auditory brainstem response
suggested that visual load could even modulate auditory
processing before reaching the thalamus and the auditory
cortex areas [S€orqvist et al., 2012].
While most of the inattentional deafness experiments have
been conducted with basic laboratory tasks, very few studies
have evaluated the neural signature of this phenomenon in
ecological conditions, such as during real or simulated flight.
Studies that aimed at characterizing inattentional deafness in
ecological conditions have focused on the use of electroen-
cephalography (EEG) [Giraudet et al., 2015; Scannella et al.,
2016]. However, the low spatial resolution of this method
together with its inability to assess the activation of subcorti-
cal or closed-field structures of the brain limits its use to char-
acterize fully the mechanisms at the origin of inattentional
deafness.
In this article, we present the results from the first investi-
gation of inattentional deafness in ecological conditions using
a brain-imaging device with high spatial resolution. A simu-
lated piloting task was performed in an fMRI scanner. Con-
trol of the aircraft was implemented using a joystick. The task
involved both video and audio alarms, and was a modified
version of the Red Bull Air Race [Callan et al., 2012] that gen-
erated a high level of workload for participants. The choice
was made to replicate demanding situations prone to elicit
alarm misperceptions with a sufficient rate to perform miss
versus hit contrast. This was to guarantee that we could
assess the activation of brain regions specifically associated
with inattentional deafness phenomenon, a scientific goal
that has never been achieved before. In particular, the objec-
tive was to identify the potential role of an attentional bottle-
neck in the establishment of this phenomenon.
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It is hypothesized that inattentional deafness (defined by
audio misses> audio hits) will be signified by greater activ-
ity in brain regions generally involved in attentional bottle-
neck processing including the lateral prefrontal cortex, IFG,
SMFC, and insula. It follows that these same attentional bot-
tleneck regions will also be active to a greater extent when
the flying task is difficult (gates missed> gates passed). It is
maintained that the activation in these areas represents
processes used to selectively attenuate modality specific per-
ception under excessive load conditions. It is therefore
hypothesized that these attentional bottleneck regions may
suppress selective attentional processes that afford percep-
tual enhancement (manifest in a reduction in effective con-
nectivity from these regions to auditory cortex for audio
misses relative to hits).
METHODS
Participants
The participants were 15 Japanese right-handed adults (5
females, 10 males) aged 20–25 years (mean5 21.82,
SE5 0.366). There were originally 22 participants but seven
of them were eliminated from the study because they did
not meet the behavioral performance criterion for the audio
and or video perception task required for inclusion (see
below for details on criterion for inclusion). All participants
reported prior experience with first person video games
such as driving games and flight simulation. They all
reported having normal hearing and the vision was cor-
rected to normal if needed. The experimental procedures
were approved by the NICT Human Subject Review
Committee and were carried out in accordance with the
principles expressed in the WMADeclaration of Helsinki.
Experimental Task and Procedure
In this fMRI experiment, we explore the brain regions
active during the occurrence of inattentional deafness
using a flight simulation task (using X-Plane Version 9.7
Laminar Research). The participants fly through a simpli-
fied Red Bull Air Race course (using a joystick to control
elevator and aileron deflections resulting in pitch and roll)
passing through a number of gates and at the same time
push a button on the joystick to the presence of audio and
video alarms. The Red bull Air Race course (objects for X-
Plane developed by Fred Ider) was the same as that used
in Callan et al. [2012]. The flying task involved passing
through a number of colored gates, each composed of two
pylons, at the correct altitude, and correct orientation
angle (nominally horizontal for blue gates and vertical for
red gates unless the instructions were inverted) (Fig. F11).
The aircraft used in the simulation was a Sukhoi SU-26
with a wingspan of 7.8 m traveling at an average speed of
Figure 1.
The Red Bull flying task.
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320 km/h (173 knots). The distance between the pylons
was 14 m and the passing altitude was from 11.5 to
21.5 m. If the plane was below 5 m (counted as a crash),
above 70 m, or 200 m away from the course, the plane
would be reset to the start of the course. In addition, after
flying through the ninth and final gate of the course, the
plane would be reset to the start of the course. Participants
practiced the flying task only for about 1 h 1–2 weeks
before the fMRI experiment.
A first-person view was presented from within the cock-
pit such that the bottom half of the display was the instru-
ment panel of the plane and the top part of the display
was the view of the world through the cockpit canopy
(Fig. 1). In real flight, pilots must maintain visual attention
to both the instruments and to the world outside the
plane. To simulate these perceptual demands, we pre-
sented a light on the instrument panel (Fig. 1) that would
inform whether the orientation instruction in which they
were to fly through the gates was inverted (light on means
blue gate is now vertical flight and red gate is now hori-
zontal flight). The inverted instruction light had a 33%
chance of being toggled after each gate was passed.
The audio alarm was a short 250 ms beep sound (com-
posed of harmonics at 600 and 1000 Hz) played loud
enough to be clearly audible even within the fMRI scan-
ner. The video alarm was an additional light on the instru-
ment panel displayed for 250 ms (Fig. 1).
Participants were instructed to focus on the difficult
piloting task and to maximize the number of gates they
would pass during the length of each session while avoid-
ing crashing. They were also instructed to press the button
on the joystick as fast as possible when they noticed an
audio or video alarm (see Supporting Information, Video 1
for example of experimental task). After the experiment,
the participants were asked to rate their perceived diffi-
culty of the experiment (including the flying and percep-
tual tasks) on a 10-point scale, with 1 being very easy and
10 being very difficult.
fMRI Data Collection, Preprocessing,
and Analysis
The fMRI experiment consisted of four 16 min experi-
mental sessions using a Siemens Trio 3 T scanner located
at the Center for Information and Neural Networks. A
multiband EPI sequence was used with a TR of 1.7 s and a
3 3 3 3 3 mm voxel resolution across the entire brain (50
axial slices). A total of 567 scans were collected for each
experimental session.
Before and after collection of the experimental sessions
the participants had an 8 min session (290 scans) in which
resting-state activity was collected (analysis of the resting-
state sessions was not included in this study). After the
final resting-state session, a T1 anatomical MRI scan with
1 3 1 3 1 mm voxel resolution was acquired.
Video was presented to the participant by a projector to a
mirror behind the head coil that could be viewed by a mirror
mounted on the head coil. Audio was presented by MR-
compatible headphones (Hitachi Advanced Systems’
ceramic transducer headphones; frequency range 30–40,000
Hz, 20 dB SPL passive attenuation). The background
sound of the airplane by the flight simulator (engine, propel-
ler, wind) was constantly playing in the background in addi-
tion to the audio alarms. The alarm stimulus composed of
frequencies at 600 and 1000 Hz was presented at approxi-
mately 90 dBA (recorded using Bruel & Kjaer sound level
meter type 2250-S). The background engine propeller sound
was presented at80 dBAwith the greatest power at 120 Hz
with some reduced power at 100, 155, 206, 236, 275, 310, 350,
and 466 Hz (recorded using Bruel & Kjaer sound level meter
type 2250-S). The maximum sound pressure level of the mul-
tiband EPI sequence used in this study recorded inside the
bore was 95 dBA with a dominant peak at 700 Hz and a les-
sor one at 2200 Hz (recorded using microphone on Opto
Acoustics MRI compatible noise canceling headphone). The
Hitachi Advanced Systems’ headphones used in this study
provided 20 dB of passive attenuation. This would place
the scanner noise at 75 dBA about 15 dB lower than the
level at which the alarm stimuli were presented.
The audio alarms were played 10 dB higher in ampli-
tude than the background airplane noise. The experiment
consisted of a Red Bull flying task as explained above
simultaneously together with an audio and video alarm
detection task. A single occurrence of the Red Bull flying
task was 2 min long and was repeated 5 times within a
session. An auditory or visual alarm was pseudorandomly
presented every 7, 8, or 9 s. During the Red Bull Flying
task, there were 35 audio and 35 video alarms within a
single session.
An additional flying task in which the participant flew
straight (flying straight task) at a higher altitude above the
gates without going through them while simultaneously
carrying out the audio and video alarm detection task (1
min long) was repeated 5 times within a session after each
Red Bull flying task. There were 17 or 18 audio and video
alarms within a single session of the flying straight task.
The reason for the lower number of stimuli for the flying
straight task relative to the Red Bull flying task (35 audio
and 35 video) was based on time constraints to keep the
total time in the scanner under 90 min and to maximize
the number of trials in the experimental condition of inter-
est (Red Bull flying task). The instructions for the task
were presented by a symbol presented on the screen for
2 s in between each task. An arrow pointing up signified
the Red Bull flying task and an equal sign denoted the fly-
ing above the gates task. As a result of the majority of par-
ticipants not following the task rules properly during the
flying straight task (they continued to implement the Red
Bull flying task), events from this task were not used in
any of the experimental contrasts of interest conducted in
this study. Owing to the focused attention on the Red Bull
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flying task and the rapidity of the transition between tasks,
it is possible that most of the participants failed to initiate
the flying straight task in a timely manner because they
did not notice the instruction symbol given. The audio
and video alarms presented during the flying straight task
were modeled as events of noninterest to ensure that
resultant brain activity did not interfere with general linear
model GLM analysis of events from the Red Bull flying
task.
Preprocessing of the fMRI scans was carried out using
programs within SPM8 (Wellcome Department of Cognitive
Neurology, UCL). Images from the four experimental
sessions were realigned, unwarped, spatially normalized to
a standard space using a template EPI image (2 3 2 3 2 mm
voxels), and were smoothed using an 8 3 8 3 8 mm FWHM
Gaussian kernel.
As a result of extremely poor audio and/or video
behavioral performance on some of the sessions, for a
number of participants, a criterion was established for a
session to be included in the SPM analysis. To ensure that
participants were engaged in the dual tasks of flying the
airplane and perceiving the alarms (audio and video) and
guarantee a reasonable number of hit/miss trials for statis-
tical analysis, a minimum criteria was set at 20% hit rate
(for both audio and video conditions) for a session to be
included in the analysis. The mean hit rate over the 88
sessions (22 participants 3 4 sessions) was 53.3%
(SE5 3.6%) for audio alarms and 63.1% (SE5 2.3%) for
video alarms. To obtain at least 15 participants meeting
the minimum performance criteria, it was required that
only two sessions be included out of the four runs for
each participant. In the case of more than 2 sessions meet-
ing, the inclusion criteria the sessions with the least
amount of crashes were selected. In addition to the 5 par-
ticipants eliminated from the analysis because they did not
have at least two sessions fitting the performance inclusion
criteria, 2 additional participants were eliminated from the
analysis for not having any audio and/or visual misses in
at least two sessions (resulting in a nonexisting “miss”
experimental condition). The mean hit rate over the four
sessions for the 5 participants not included in the study
because of poor performance was 8.6% (SE5 2.4%) for
audio alarms and 66.0% (SE5 4.4%) for the video alarms.
The mean hit rate over the four sessions for the 2 partici-
pants not included in the study because of too good per-
formance was 99.3% and 98.6% for audio alarms and
93.6% and 87.1% for the video alarms. Because many of
the sessions that did not meet the inclusion criteria had 0
hits (and in the case of great performance 0 misses), they
could not be included in the GLM and were therefore
removed from further analysis. For this reason, only 2
sessions were included in the analysis for all participants.
Regional brain activity for the various conditions of the two
selected sessions for each participant was assessed using a
general linear model GLM employing an event-related design.
To account for lag in the blood oxygenation level dependent
(BOLD) response in relation to the various events, the canoni-
cal hemodynamic response function HRF was convolved with
their onset and represented in the GLM (see below for a list of
events that were modeled). Autoregression was used to correct
for serial correlations. High pass filtering (cutoff period 128 s)
was carried out to reduce the effects of extraneous variables
(scanner drift, low frequency noise, etc.). The participants were
instructed to keep their body as still as possible to reduce the
degree of head and body movement artifacts during the flying
tasks. The use of a strap on the forehead and cushions around
the head were also used to immobilize the head. The joystick
was placed next to the participant in a manner such that mini-
mal movement of the hand and wrist was required to control
the continuous movement of the airplane to reduce potential
body movement related artifacts. In addition, the six realign-
ment parameters were included in the general linear model
GLM for all analyses as regressors of noninterest to account for
biases in head movement correlations present during the
experimental conditions.
For each participant, we conducted fixed-effect SPM anal-
yses using the GLM. The variables of interest entered into
the analyses as events of zero duration were all within the
Red Bull flying task and included audio hits, audio misses
(audio alarms), video hits, video misses (video alarms),
gates passed, and gates missed (performance on the Red
Bull flying task). In the final fixed effect SPM analysis, each
participant’s data was composed of 2 sessions, each with 567
volumes including events for 35 audio alarms and 35 video
alarms (divided into hits and misses), and the gates passed
and missed, all from the Red Bull flying task, and dependent
on the participant’s performance. Variables of noninterest
were also entered into the analyses consisting of the follow-
ing events with zero duration: audio and video alarms on
the flying straight task, button responses, and crashes. The
instruction between alternating flying tasks were also
entered into the analyses as a variable of noninterest with
duration of 2 s. The volumes from the flying straight task
could not simply be removed from the data because it would
cause temporal discontinuities that would be problematic
for SPM analysis utilizing convolution of the time-course
data with the HRF and interfering with the autoregression
and high pass filtering preprocessing steps used to remove
artifacts.
The following analyses were conducted to test our
hypotheses:
 (audio misses> audio hits): Contrasting audio misses
and audio hits during the Red Bull flying task assessed
differences in active neural processes that may be related
to inattentional deafness. While the brain regions identi-
fied during the audio misses greater than audio hits
contrast are sites potentially related to inattentional deaf-
ness, they are likely generally involved with selective
attentional modulation of perception under high work-
load conditions.
 (audio hits> audio misses): Greater relative activity
for audio hits over misses assessed whether there was
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a suppression of auditory activity that may be related
to inattentional deafness.
 (audio misses> audio hits)2 (video misses>video
hits): Although the audio alarms presented were iden-
tical between hits and misses controlling for stimulus-
based confounds the presence of a button press and
the associated decision making processes leading to a
motor command during a hit may pose as a potential
confound. To ensure that the results were not due to
the occurrence of a button response for audio hits that
is not present for audio misses, the contrast of (audio
misses> audio hits)2 (video misses>video hits) was
assessed. The video conditions contain the same
relationship with regards to the button response,
therefore, this potential confound can be controlled
for by this contrast.
 (Gates missed> gates passed): Poor flying perfor-
mance was assessed by this contrast.
 (Gates passed> gates missed): Good flying perfor-
mance was assessed by this contrast.
 Conjunction of (audio misses> audio hits) and (Gates
missed>gates passed): Brain regions potentially
involved with an attentional bottleneck in which perfor-
mance is degraded was assessed by the intersection
(conjunction) of activity present for both the contrast of
(audio misses> audio hits) and (gates missed> gates
passed). It is hypothesized that even though the audio
perceptual task and the Red Bull flying task are con-
siderably different, there are overlapping attentional
processes necessary for both that will be excessively
active when performance is poor for either task
because these regions are limited in the extent that
they can process multiple tasks. Based on previous
studies [Dux et al., 2006; Szameitat et al., 2016; Tombu
et al., 2011]), greater activity is predicted in these
attentional bottleneck brain regions under high work-
load multitasking situations that are associated with
degraded performance.
 Psychophysiological interaction (PPI) analysis for the
audio misses> audio hits contrast: A connectivity analy-
sis using psychophysiological interaction for the contrast
of audio misses relative to hits was used to evaluate the
relationship between activity in these attentional bottle-
neck regions and the auditory processing in relevant
brain regions in the STG andMTG.
Random effects analyses were conducted across partici-
pants for the contrasts of interest given above using t tests
within SPM8. Correction for multiple comparisons (P< 0.05)
across the entire brain was carried out using the false
discovery rate (FDR) for voxel-wise analyses. Cluster level
correction for multiple comparisons was conducted using
Monte-Carlo simulation of the brain volume to define a
voxel contiguity threshold at an uncorrected significance
level of P< 0.005 using the AFNI [Cox, 1996] 3dClustSim
program. This program has been revised to address
problems with cluster-level correction for multiple compari-
sons identified in Eklund et al. [2016]. Noise smoothness val-
ues using a spatial autocorrelation function were calculated
using 3dFWHMx AFNI [Cox, 1996] program using the resid-
ual mean square image and the brain mask image from the
random effects SPM analyses. Using 3dClustSim, 10,000
Monte-Carlo simulations were used to determine cluster
size threshold correcting for multiple comparisons.
Region of interest (ROI) analyses were carried on in
brain regions thought to be involved with the attentional
bottleneck including the lateral prefrontal cortex, inferior
frontal gyrus (IFG), and superior medial frontal cortex
SMFC [Dux et al., 2006; Tombu et al., 2011]. The ROI
masks were constructed using the WFU PickAtlas Tool
Version 2.5.2.
The attentional bottleneck ROI was defined using the
intersection of automated anatomical labeling (AAL)
regions located in the frontal middle cortex, the frontal
inferior operculum, the inferior frontal gyrus, the frontal
superior medial frontal cortex (including pre-SMA), and
the prefrontal portion of the SMA with the Brodmann area
(BA 9, 44, 45, 46, and 47) defined regions (using a dilation
coefficient of 4). This allowed for a smaller and more
theory-driven ROI.
The ROI used for the PPI analysis in the temporal lobe
auditory processing regions consisted of Heschl’s gyrus
the superior temporal gyrus (STG), and the middle tempo-
ral gyrus (MTG).
For the ROI analysis involving the visual motion proc-
essing area V5, a small volume correction for multiple
comparisons (using a sphere with a radius of 10 mm) was
made using the coordinates given in Zeki et al. [2003]
(MNI coordinates: right 53,271,24; left 249,277,21).
The V5 region was chosen as the visual region of
TABLE I. Inattentional deafness audio misses relative to
audio hits
Brain region
MNI coordinates
x, y, z T
Cluster
size
SMFC Pre-SMA BA6,8 6,30,52 4.81 312
SMFC Pre-SMA BA6,8 12,22,68 4.03
IFG BA44,45 54,14,4 4.82 333
IFG BA47,45 48,28,210 4.15
IFG BA47 52,18,26 3.92
Brain regions showing significant differential activity for audio
misses> audio hits corrected for multiple comparisons at the
cluster level (P< 0.05) within the frontal ROI (16,535 voxels) using
Monte-Carlo simulation (corrected cluster extent threshold5 140
contiguous voxels over an uncorrected significance threshold of
P< 0.005). BA5Brodmann area; SMFC5 superior medial frontal
cortex; pre-SMA5pre-supplementary motor area; IFG5 inferior
frontal gyrus. Negative “x” MNI coordinates denote left hemi-
sphere and positive “x” values denote the right hemisphere
activity.
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interest because of the dynamic nature of the flying task
requiring tracking of objects in a moving optic flow field.
Activated brain regions were identified using the SPM
Anatomy Toolbox v1.8 [Eickhoff et al., 2005] and
Talairach Client after using the Matlab mni2tal function
to transform from the MNI to the Talairach coordinate
system.
RESULTS
Behavioral Results
The participants rated the difficulty of the experiment
(both the flying and perceptual tasks combined) at an
average of 8.6 (SE5 0.26) out of 10 (with 1 being very easy
and 10 being very difficult) with a range from 7 to 10. The
performance on the perceptual tasks of detecting the
presence of an alarm (visual or auditory) was computed
for each participant.
For auditory alarms, the mean performance across par-
ticipants for the two sessions combined was 67.9% hits
(SE5 4.7%) and 32.1% misses (SE5 4.7%). The difference
between audio hits and misses was statistically significant
(Wilcoxon Signed Rank Test, P< 0.002, two-tailed, n5 15).
For isual alarms, the mean performance across participants
for the two sessions combined was 54.9% hits (SE5 4.9%)
and 45.1% misses (SE5 4.9%). The difference between
video hits and misses was not statistically significant
(Wilcoxon Signed Rank Test, P> 0.05, two-tailed, n5 15).
The difference between audio misses (32.1%, SE 4.7%) and
video misses (45.1%, SE 4.9%) was statistically significant
(Wilcoxon Signed Rank Test, P< 0.009, two-tailed, n5 15).
The results for the flying performance on the Red Bull
Air Race course was assessed by measuring whether the
Figure 2.
Brain activity for the contrast investigating inattentional deafness
(audio misses> audio hits). (A) Significant differential activity in
the IFG and the SMFC/Pre-SMA for the audio misses> audio
hits contrast (P< 0.05 cluster level corrected for multiple com-
parisons within frontal ROI) rendered on the surface of the cor-
tex (Top) and in selected anatomical MRI slices with
corresponding MNI coordinates (Bottom). (B) Voxels included in
the frontal ROI rendered on the surface of the cortex. (C) Dif-
ferential activity across the entire brain using the same uncor-
rected voxel wise threshold as in Figure 2A of P< 0.005 (voxel
extent threshold5 30 voxels). (D) To ensure that the results in
2A are not confounded by unequal number of stimuli in the
miss and hit conditions, miss rate was used as a covariate of
noninterest in the contrast of audio misses> audio hits. Signifi-
cant differential activity (P< 0.05 cluster level corrected for mul-
tiple comparisons within frontal ROI) was found in the same
brain regions to be almost identical to those given in 2A.
L5 Left; R5Right; IFG5 Inferior Frontal Gyrus; SMFC5 supe-
rior medial frontal cortex; Pre-SMA5 Pre-supplementary motor
area.
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plane passed through the gate at the correct altitude (no
higher than the cones) without hitting either of the two
cones. The angle at which the plane flew through the gate
was not taken into account when computing the perfor-
mance due to the difficulty of the task for most partici-
pants. Over the two sessions, the participants passed an
average of 87.2 gates (SE5 11.46) and missed an average
of 178.9 gates (SE5 10.53). The difference between the
number of gates passed and gates missed was statistically
significant (Wilcoxon Signed Rank Test, P> 0.002 two-
tailed, n5 15).
To explore the relationship between audio misses and diffi-
culty on the flying task, an analysis was conducted looking at
the percentage of gates missed on the flying task for audio
misses versus audio hits. For audio misses, 65.1% of them
occurred when a gate was missed on the flying task com-
pared to 52.2% for audio hits. A Wilcoxon Signed Rank Test
indicated a significant difference in the percent of gates
missed on the flying task between audio misses and hits
(P< 0.001 two-tailed, n5 15). Because of the continuous
nature of the flying task, the audio alarm was required to
occur within 2 s before or after the gate to be included in the
analysis.
Brain Imaging Results
Perceptual tasks
The results for audiomisses greater than audio hits are given
in Figure 1 and Table T1I. An ROI analysis was conducted within
frontal brain regions (see methods section for description of
how ROI was defined) thought to be potentially involved with
an attentional bottleneck. The results of this analysis revealed
significantly greater activity for audio misses over hits
(P< 0.05 cluster level corrected) in the IFG and in the SMFC/
pre-SMA (Fig. F22A and Table I). The results are corrected within
the frontal ROI (consisting of 16,535 voxels) for multiple com-
parisons at the cluster level (P< 0.05) usingMonte-Carlo simu-
lation (corrected cluster extent threshold >157 contiguous
voxels over an uncorrected significance threshold of P< 0.005).
TABLE II. Inattentional deafness specific to auditory
(audio miss–audio hit) relative to (video misses–video
hits)
Brain region
MNI coordinates
x, y, z T Cluster size
SMFC Pre-SMA BA6,8 22,24,58 3.98 161
SMFC Pre-SMA BA6,8 6,24,60 3.34
IFG BA47 42,30,218 4.22 159
IFG BA47 48,24,216 4.04
IFG BA47 52,18,26 3.09
Brain regions showing significant differential activity for the contrast
of (audio misses> audio hits) relative to (Video Misses>Video Hits)
corrected for multiple comparisons at the cluster level (P< 0.05)
within the frontal ROI (16535 voxels) using Monte-Carlo simulation
(corrected cluster extent threshold5 143 contiguous voxels over an
uncorrected significance threshold of P< 0.005). BA5Brodmann
area; SMFC5 superior medial frontal cortex; pre-SMA5 pre-
supplementary motor area; IFG5 inferior frontal gyrus. Negative “x”
MNI coordinates denote left hemisphere and positive “x” values
denote right hemisphere activity.
Figure 3.
Brain activity for poor performance on the Red Bull flying task (gates missed> gates passed). Sig-
nificant differential activity for the gates missed> gates passed contrast (P< 0.05 FDR voxel level
corrected across entire brain) rendered on the surface of the cortex (Top) and in selected ana-
tomical MRI slices with corresponding MNI coordinates (Bottom). L5 left; R5 right.
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TABLE III. Flying performance gates missed> gates passed
Brain region MNI coordinates x, y, z T Cluster size
Parahippocampal Gyrus BA36 36,224,230 7.77 38286
Posterior Cingulate BA30 24,256,10 7.75
Calcarine Gyrus BA17,18 22,252,8 7.48
Calcarine Gyrus BA17,18 218,262,6 5.19
Paracentral Lobule BA5 24,44,54 7.25
Fusiform Gyrus BA37 236,250,220 7.23
Fusiform Gyrus BA37 230,250,216 7.00
Precuneus BA7 6,254,54 5.40
STG, Transverse Temporal Gyrus BA41,22 48,226,10 6.70
Superior Occipital Gyrus BA19 44,280,26 6.68
MT hOC5(V5) 44,278,16 6.13
MT hOC5(V5) 244,268,16 5.81
MTG BA21 244,2,222 5.12
STG, Transverse Temporal Gyrus BA41,22 250,224,10 4.79
IFG BA44,45 44,16,24 4.66
IFG BA9,6,44,45 42,6,28 4.64
IFG BA47 44,17,24 4.40
Insula BA13 36,22,2 4.27
Superior Frontal Gyrus BA6 20,20,60 5.86 3631
SMA BA6 10,16,66 5.77
Anterior Cingulate BA32 12,44,12 4.96
Middle Cingulate BA32 6,26,34 4.98
Middle Frontal Gyrus BA10 32,50,16 4.88 925
Superior Frontal Gyrus BA10 30,56,22 4.15
Middle Frontal Gyrus BA9 28,36,28 3.12
Middle Cingulate Gyrus BA24 8,214,40 4.54 159
Middle Cingulate Gyrus BA24 26,210,42 3.57
Anterior Cingualte BA32 24,24,28 3.95 101
Cerebellum Lobule IX 20,254,240 3.52 61
Orbital Gyrus BA11 0,42,220 3.19 58
Middle Frontal Gyrus BA46 242,18,24 3.11 49
Postcentral Gyrus BA3 36,226,42 2.94 37
Postcentral Gyrus BA3 236,236,64 2.82 31
Brain regions showing significant (pFDR< 0.05 correct for multiple comparisons) differential activity for the contrast of Gates
Missed>Gates Passed. An arbitrary spatial extent threshold of 25 voxels was used to avoid reported activity in very small clusters).
BA5Brodmann area; STG5 superior temporal gyrus; MT5middle temporal; hOC5(V5)5human visual motion processing area V5;
IFG5 inferior frontal gyrus; SMA5 supplementary motor area. Negative “x” MNI coordinates denote left hemisphere and positive “x”
values denote right hemisphere activity.
Figure 4.
Brain activity for good performance on the Red Bull flying task (gates passed> gates missed). Sig-
nificant differential activity for the gates passed> gates missed contrast (P< 0.05 cluster-level cor-
rected across entire brain) rendered on the surface of the cortex (Top) and in selected anatomical
MRI slices with corresponding MNI coordinates (Bottom). L5 left; R5 right.
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The ROI mask for the frontal brain regions is shown in Figure
2B. The results of the contrast for audio misses over hits across
the entire brain at an uncorrected threshold of P< 0.005 are
given in Figure 2C to show that activation were mainly specific
to frontal regions. To ensure that the results were not due
to unequal numbers of misses and hits across participants
the miss rate was used as a covariate of noninterest in the
analysis of audio misses> audio hits (Fig. 2D). The results
(Fig. 2D) are essentially identical to those given in Figure
2A suggesting that there was no confound based on
unequal numbers of misses and hits in the analyses. The
ROI analysis within the right V5 visual motion processing
area showed a significant difference using a small
volume correction for multiple comparisons for the audio
misses> audio hits contrast (P< 0.05 FWE; T5 3.86, 37
voxel cluster).
To ensure that these results were not due to the pres-
ence of a button response for hits but not for misses, the
following contrast was conducted (Audio Misses>Audio
Hits)2 (Video Misses>Video Hits). The results of this
analysis in the frontal ROI revealed significant activity
(P< 0.05 cluster level corrected) in the same two regions,
(the IFG and the SMFC/pre-SMA, see Table T2II). The results
were corrected for multiple comparisons within the frontal
ROI at the cluster level (P< 0.05) using Monte-Carlo simu-
lation (corrected cluster extent threshold greater than 159
contiguous voxels over an uncorrected significance thresh-
old of P< 0.005).
There were no significant differences when correcting
for multiple comparisons across the whole brain or within
the defined frontal and V5 ROIs for the contrasts of audio
hits> audio misses, video misses>video hits, or video
hits>video misses. The contrasts of audio hits> audio
misses and the contrast of audio misses> audio hits were
further assessed within the STG/MTG ROI. However, no
significant differential activity was found for these
contrasts when correcting for multiple comparisons within
this ROI.
Flying task
The results on the flying task for poor performance
defined by the contrast of gates missed> gates passed are
given in Figure F33 and Table III. Widespread significant dif-
ferential T3activity (P< 0.05 pFDR corrected) is present in
TABLE IV. Flying performance gates passed> gates
missed
Brain region MNI coordinates x, y, z T Cluster size
Putamen 224,210,18 6,59 1282
Putamen 226,212,10 5.61
Caudate 216,224,20 5.51
Brain regions showing significant differential activity for the con-
trast of Gates Passed>Gates Missed corrected for multiple compar-
isons at the cluster level (P< 0.05) over the entire brain (205,393
voxels) using Monte-Carlo simulation (corrected cluster extent
threshold5 761 contiguous voxels over an uncorrected significance
threshold of P< 0.005). Negative “x” MNI coordinates denote left
hemisphere and positive “x” values denote right hemisphere
activity.
Figure 5.
Brain regions potentially involved with attentional bottleneck.
The intersection (Conjunction) of significant differential activity
for the audio misses> audio hits contrast (Fig. 2) and the gates
missed> gates passed contrast (Fig. 4) rendered on the surface
of the cortex (Top) and in selected anatomical MRI slices with
corresponding MNI coordinates (Bottom). L5 left; R5 right.
The IFG and the SMFC/Pre-SMA show overlapping activity for
both contrasts. L5 left; R5 right; IFG5 inferior frontal gyrus;
SMFC5 superior medial frontal cortex; Pre-SMA5 pre-
supplementary motor area.
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cortical areas including the IFG, premotor cortex, prefron-
tal cortex, pre-SMA, superior temporal gyrus/sulcus,
visual motion processing area V5 (middle temporal MT),
superior/middle occipital gyrus, precuneus, cingulate
cortex, and cerebellum (Fig. 3 and Table III).
The analysis of good piloting performance defined by
the contrast of gates passed> gates missed revealed signif-
icant (P< 0.05 cluster level corrected) differential activity
in the basal ganglia (Fig.F4 4 and Table IV). The results are
T4 corrected across the entire brain (consisting of 205,393
voxels) for multiple comparisons at the cluster level
(P< 0.05) using Monte-Carlo simulation (corrected cluster
extent threshold >761 contiguous voxels over an uncor-
rected significance threshold of P< 0.005).
Attentional bottleneck
Brain regions potentially involved with an attentional bot-
tleneck were defined by a conjunction of activities related to
poor performance on the audio perceptual task (audio mis-
ses> audio hits) and poor performance on the flying task
(gates missed> gates passed). Overlapping activity for these
two contrasts is present in both the IFG and the SMFC/pre-
SMA (Fig. F55 and Table T5V), which were the regions associated
with auditory misses. The V5 ROI analysis was also found to
show overlapping activity for both of these contrasts (peak
voxel for audio misses> audio hits: 58, 268, 24, T5 3.86;
peak voxel for gates missed> gates passed: 50, 266, 4,
T5 4.56).
Psychophysiological Interaction Analysis
To assess the potential effects that an attentional bottle-
neck may have on auditory processing, psychophysiologi-
cal interaction PPI analyses were carried out for the
contrast of audio misses> audio hits from the IFG and
TABLE V. Attentional bottleneck (audio miss> audio
hit) conjunction with (gates missed> gates passed)
Brain region
MNI coordinates
x, y, z T Cluster size
SMFC Pre-SMA BA6,8
SMFC Pre-SMA BA6,8
6,30,52
12,22,68
4.81
4.03
144
IFG BA44,45
IFG BA47
52,14,4
52,18,26
4.74
3.92
76
Brain regions showing significant differential activity for both the
contrast of audio misses> audio hits (Fig. 1 and Table I) and the
contrast of gates missed>gates passed (Fig. 2 and Table III).
BA5Brodmann area; SMFC5 superior medial frontal cortex;
pre-SMA5pre-supplementary motor area; IFG5 inferior frontal
gyrus. Negative “x” MNI coordinates denote left hemisphere and
positive “x” values denote right hemisphere activity.
Figure 6.
Effective connectivity from attentional bottleneck region in IFG
to auditory processing regions in STG/MTG. Significant negative
differential connectivity (P< 0.05 cluster level corrected in STG/
MTG ROI) found in the STG using a psychophysiological interac-
tion analysis for the contrast of audio misses> audio hits ren-
dered on the surface of the cortex (Top) and in selected
anatomical MRI slices with corresponding MNI coordinates
(Bottom). The very left side of the figure shows the MNI coor-
dinates and the rendered brain image of the location of the seed
voxel in the IFG used for the psychophysiological interaction
analysis. L5 left; R5 right. IFG5 inferior frontal gyrus;
STG5 superior temporal gyrus; MTG5middle temporal gyrus;
L5 left; R5 right; IFG5 inferior frontal gyrus.
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pre-SMA to the superior and middle temporal gyrus STG/
MTG bilaterally (regions involved with auditory process-
ing). Significant negative (P< 0.05 cluster level corrected)
task related connectivity for audio misses> audio hits was
present from the IFG (seed voxel at 52, 18, 26) to the tem-
poral lobe in the STG (Fig.F6 6 and Table VI). The results are
T6 corrected within the STG/MTG ROI (consisting of 15,832
voxels) for multiple comparisons at the cluster level
(P< 0.05) using Monte-Carlo simulation (corrected cluster
extent threshold >110 contiguous voxels over an uncor-
rected significance threshold of P< 0.005). There was no
significant differential connectivity found by PPI analysis
from the pre-SMA (seed voxel at 6,30,52) within the STG/
MTG ROI.
DISCUSSION AND CONCLUSION
This study was aiming to identify for the first time the
neural substrates responsible for the phenomenon of inat-
tentional deafness by contrasting alarms that were not per-
ceived (misses) versus alarms that were perceived (hits).
We implemented an ecological simulated flight experiment
in an fMRI design able to elicit this phenomenon.
The simulated piloting task inspired from the Red Bull
Air Race and involving auditory and visual alarms was
judged by the participants as having a high level of diffi-
culty (rated as 8.6 out of 10), resulting in poor flying per-
formance, as they missed a large number of the gates on
average. In addition, as a result of the high level of load
generated by this dynamic task [MacDonald et al., 2011;
Raveh et al., 2015], the participants failed to signal a large
part (32.1%) of the auditory alarms presented during the
session.
The results of the fMRI analyses, when contrasting audi-
tory misses relative to auditory hits, revealed significantly
greater activity in the SMFC/pre-SMA and the right IFG.
This finding was also present when considering the inter-
action with the contrast between visual hits and misses to
verify that the measured activations did not correspond to
the presence of a button press. This result suggests that
these regions are associated with the phenomenon of
attentional deafness. It is in accordance with a previous
investigation that found greater activations of frontal corti-
cal areas with increasing levels of load [Culham et al.,
2001]. A likely explanation of the link between these acti-
vations and inattentional deafness is that the greater activ-
ity measured in frontal regions would be the result of
greater application of top–down attenuation of perceptual
processes in high load conditions [Lavie et al., 2014].
Accordingly, the conjunction analysis showing common
activity for inattentional deafness occurrence (audio mis-
ses>hits) and poor user performance (gates mis-
sed> gates passed) revealed the activation of the SMFC/
pre-SMA and IFG in the attentional bottleneck involved in
the decrease of performance at both the perceptual and
piloting tasks. These regions have previously been identi-
fied during laboratory tasks as sites representing a central
attentional bottleneck [Dux et al., 2006; Szameitat et al.,
2016; Tombu et al., 2011]. The limitation of these regions
in the extent they can process multiple tasks explains the
degraded performance associated with their activation.
This attribution of central attentional bottleneck func-
tions to the SMFC/pre-SMA and IFG was also reinforced
in our findings by the decrease of reduced effective con-
nectivity from the IFG to the primary auditory cortex in
the STG during inattentional deafness. Therefore, similar
to the mechanisms identified as potentially responsible for
inattentional blindness [Lavie et al., 2014], the involvement
of the brain regions associated with the attentional bottle-
neck may suppress selective attentional processes that
afford perceptual enhancement.
Additionally, the reduced connectivity from the IFG to
the auditory processing regions of the STG supports the
idea that the activation of the regions of the attentional
bottleneck drives an attenuation of early cortical auditory
processes [Dehais et al., 2016, Molloy et al, 2015; Scannella
et al., 2013]. There are four known ipsilateral anatomical
pathways between the IFG and the STG/MTG by which
these attentionally modulated processes on early auditory
processing may take place. These include the arcuate fas-
ciculus, the superior longitudinal fasciculus, the uncinate
fasciculus, and the extreme capsule fiber systems [Frieder-
ici, 2009]. Further research needs to be conducted to deter-
mine which of these pathways are involved.
Contrary to a previous investigation that found a signa-
ture for inattentional deafness only for late cortical audi-
tory processes [Giraudet et al., 2015], we demonstrated
that the inattentional deafness phenomenon might be
driven by an attentional bottleneck that impairs the early
processing of auditory stimuli. This result draws a clear
distinction between inattentional deafness and inatten-
tional amnesia [Kreitz et al., 2016; Wolfe, 1999], as the
TABLE VI. Psychophysiological interaction analysis for
the contrast of audio misses> audio hits connectivity
from IFG to the STG/MTG
Brain region MNI coordinates x, y, z T Cluster size
STG BA22 48,26,26 5.25 213
STG BA22 48,212,28 4.43
STG BA22 58,8,26 3.5
Significant connectivity from the IFG (seed voxel MNI 52,18,26)
to the STG/MTG ROI related to the contrast of audio mis-
ses> audio hits corrected for multiple comparisons at the cluster
level (P< 0.05) using Monte-Carlo simulation (corrected cluster
extent threshold5 110 contiguous voxels over uncorrected signifi-
cance threshold of P< 0.005). Negative T values denote that there
was significantly less connectivity for audio misses relative to
audio hits. BA5Brodmann area; STG5 superior temporal gyrus;
MTG5middle temporal gyrus; IFG5 inferior frontal gyrus. Nega-
tive “x” MNI coordinates denote left hemisphere and positive “x”
values denote right hemisphere activity.
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origin of alarm misperception is visible from perceptual
stages. In addition, previous studies on change deafness
[Downar et al., 2000, 2001; Puschmann et al., 2013] sug-
gested that late stimuli processing is modulated by a net-
work involving the Temporoparietal Junction (TPJ).
Despite this evidence, our study showed no involvement
of this region in alarm misses. This result is also in accor-
dance with an attenuation of early cortical auditory pro-
cesses rather than a failure to trigger late change-related
cortical processes.
Interestingly, significant differential activity in visual
motion processing area V5 for the audio misses> audio
hits contrast (and the conjunction analysis), is consistent
with the hypothesis that visual load plays a role in the
generation of inattentional deafness. This is consistent
with higher activation of the visual cortex observed by
Molloy et al. [2015] during the high visual load conditions
that elicited inattentional deafness. It should be noted
however that these authors found visual modulation in
other regions of the visual cortex, such as BA17 and 18.
Such difference can be explained by the nature of their
paradigm (visual search task in a static environment) and
ours involving a dynamic visual environment.
It should be pointed out, however, that although the
effective connectivity was reduced between the IFG and
STG for audio misses relative to audio hits there was no
significant difference in overall activity in the STS/MTG as
determined by ROI analyses between the two conditions.
This is contradictory with a recent study that suspected
this associative auditory cortex to play a cross-modal gat-
ing role [Molloy et al., 2016]. However, these authors did
not perform hit versus miss contrasts presumably because
the miss rate was too low. These authors found the modu-
lation of STS/MTG by comparing visual load levels. The
results from some studies suggest that attentional modula-
tion may facilitate auditory perception by a process of
frequency-specific phase resetting without affecting the
overall magnitude of the amplitude of the auditory
response in these frequency ranges [Calderone et al., 2014;
Ponjavic-Conte et al., 2012]. Furthermore, it has been pro-
posed that entrainment (phase resetting) of neural oscilla-
tion may be a mechanism of selective attention [Calderone
et al., 2014]. It is possible that suppression for audio
misses relative to hits in STS/MTG was not found in our
study because fMRI (having relatively poor temporal reso-
lution) is not as sensitive to differences in phase but rather
overall amplitude of neural activity.
The fMRI results associated with good performance
(gates passed> gates missed) at the piloting task showed
that regions of the dorsal striatum were associated with
greater performance. This is in accordance with the
involvement of this region in instrumental conditioning
(stimulus-action-outcome association) and task perfor-
mance [Atallah et al., 2007; O’Doherty, 2004]. This is also
in line with an fMRI study [Adamson et al., 2014] that
showed higher caudate nucleus (a part of the dorsal
striatum) activity was associated with flying accuracy.
According to these authors, this activation underpins a
better control of saccadic eye movements that ensure effi-
cient cockpit scanning and better flying performance. On
the contrary, the poor performance observed among par-
ticipants together with the widespread activation associ-
ated with poor performance at this complex task provides
a likely explanation for the absence of significant activa-
tions during video alarms misses: It is likely that their
gaze only rarely moved toward the instrument panel, as
the most dynamic part of the task was located at the top
of the screen. In consequence, the large number of video
alarm misses compared to audio alarm misses in our
experiment could be attributed to the limited use of the
instrument panel by the participants rather than to inatten-
tional blindness. This is consistent with previous findings
demonstrating that auditory alarms were more efficient
[Wheale, 1981] than their visual counterparts as they pro-
vide information for pilots without requiring additional
head/gaze movements [Edworthy et al., 1991] that could
interfere with their visually driven operation of the aircraft
[Dehais et al., 2012, 2014]. Because performance on the
visual task may result from gaze direction and not atten-
tional processes, while the video misses>video hits con-
trast controls for button press and the associated decision
making processes leading to a motor command, it may not
control for attentional processes specific to inattentional
deafness from that of inattentional blindness.
Further investigation is necessary to identify if similar
and/or different neural substrates are responsible for inat-
tentional deafness and inattentional blindness. In this case,
we recommend the use of eye tracking methods to moni-
tor the gaze of the participants and to present video
alarms using a heads up display in which the alarms
would be in the same visual field as the view out the cock-
pit window.
The nature of our multitask paradigm was designed in a
way to try to induce occurrence of inattentional deafness/
blindness. Participants were instructed to focus on the con-
tinuous flying task without crashing and at the same time
to identify occurrence of audio and video alarms by button
press. Besides the explicit instructions to focus on the fly-
ing task, its continuous nature, over that of the discrete
nature of the alarm detection tasks, also likely contributes
to greater selective attention to the flying task. One would
predict, however, that when focused attention may have
shifted to some degree to the audio perception task that
performance on the flying task might degrade. Consistent
with this hypothesis, it is interesting to point out that
greater activity in auditory processing regions bilaterally
(Fig. 3 and Table III) is present for the gates missed over
the gates passed condition suggesting perhaps that they
are paying greater attention to auditory processing and
not enough on flying the plane.
This is the first study to show the neural signature
underlying inattentional deafness. Our approach differed
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from previous studies investigating inattentional deafness
in that it contrasted directly the misses and hits in the
alarm perception task. Previous studies of this phenome-
non [Giraudet et al., 2015; Molloy et al., 2015] focused on
the contrast between experimental conditions exhibiting
different levels of attentional load, without directly investi-
gating the neural activity underlying misses relative to
hits. We argue that such an approach would be sensitive
to the causes of inattentional deafness, while ours provides
a neural signature of the inattentional deafness events that
could be used to detect them.
Nevertheless, it should be pointed out that the nature of
the paradigm chosen for this experiment (alarms hits and
misses) combined with the experimental time constraints
associated with fMRI offered little control over the number
of trials per condition. As a result, a large number of par-
ticipants had to be excluded from the analysis due to
excessively low number of trials for some conditions (hit
or miss) not allowing for modeling by the GLM in the
SPM analysis. However, it is arguable that the nature of
the inattentional deafness phenomenon makes it difficult
to elicit in a sustained manner [Giraudet et al., 2015]. Fur-
ther investigation is needed to propose an experimental
paradigm allowing control over the number of hits and
misses observed, while maintaining ecological validity. It
should be noted that potential differences arising from dif-
ferent numbers of audio misses and hits for each partici-
pant was controlled for by using miss rate as a covariate
of non-interest in analyzing the contrast of audio mis-
ses> audio hits. The results, using audio miss rate as a
covariate of noninterest (Fig. 2D), are nearly identical to
those given in Figure 2A suggesting that the difference in
the number of misses and hits did not confound the
results.
In addition to the limitations given above, a control con-
dition (flying straight) also had to be removed due to inap-
propriate application of the condition rules by the
participants, which resulted in not being able to have a
contrast to investigate the general effect of task difficulty
and its interaction with inattentional deafness. It should be
pointed out, however, that the behavioral results showing
that a greater percent of gates were missed on the flying
task for audio misses than for audio hits are consistent
with the hypothesis that greater workload (visual load) on
the flying task results in an attentional bottleneck causing
inattentional deafness.
Although a large number of participants were dropped
from the experiment and not using events from the flying
straight task as an experimental contrast, the reasons and
criteria for exclusion (given above) are unlikely to unduly
bias our results by inadvertently selecting a subset of data.
In our study, the evidence of the involvement of the
SMFC/pre-SMA and the IFG in the phenomenon of inat-
tentional deafness in ecological conditions paves the way
to the use of these regions as neural signatures of this phe-
nomenon in real-world conditions. Taking this knowledge
into account in the design of Brain Computer Interfaces
monitoring alarm perception [Callan et al., 2015, 2016],
one could develop neuroadaptive automation that could
attempt to reduce the workload or to present the alarms in
a more salient way when the regions associated with the
attentional bottleneck are active [Regis et al., 2014].
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