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Abstract
Real-time monitoring of groups and their rich contexts
will be a key building block for futuristic, group-aware mo-
bile services. In this paper, we propose GruMon, a fast and
accurate group monitoring system for dense and complex ur-
ban spaces. GruMon meets the performance criteria of pre-
cise group detection at low latencies by overcoming two crit-
ical challenges of practical urban spaces, namely (a) the high
density of crowds, and (b) the imprecise location information
available indoors. Using a host of novel features extracted
from commodity smartphone sensors, GruMon can detect
over 80% of the groups, with 97% precision, using 10 min-
utes latency windows, even in venues with limited or no loca-
tion information. Moreover, in venues where location infor-
mation is available, GruMon improves the detection latency
by up to 20% using semantic information and additional sen-
sors to complement traditional spatio-temporal clustering ap-
proaches. We evaluated GruMon on data collected from 258
shopping episodes from 154 real participants, in two large
shopping complexes in Korea and Singapore. We also tested
GruMon on a large-scale dataset from an international air-
port (containing ≈37K+ unlabelled location traces per day)
and a live deployment at our university, and showed both
GruMon’s potential performance at scale and various scal-
ability challenges for real-world dense environment deploy-
ments.
∗This work was done when the author was a research engineer at Singapore
Management University.
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1 Introduction
It has become increasingly important for retailers and
businesses to be able to provide context-specific incentive to
potential customers. Indeed, Gartner predicts that context-
aware technologies are slated to affect $96 billion of an-
nual consumer spending by the end of 2015 with 40% of
the world’s smartphone users opting in to context service
providers to track their activities [1]. However, determining
the right incentive to provide frequently requires knowledge
of the group that the customer is traveling in. For example,
larger groups would be more attracted to “Buy X get Y free”
promotions over individuals.
Detecting groups requires solving two distinct yet related
problems: (a) determining which individuals in a specified
location are traveling together; i.e., they are in a group, and
(b) identifying what the relationship is between the individ-
uals in a group. i.e., what type (friend, family, etc.) of group
are they. In this paper, we focus on providing an accurate
and fast method for identifying which individuals are trav-
eling together (known henceforth as the “group detection”
problem). We defer identifying relationships to future work.
Group detection, at a very high level, requires analysis of
the trajectories of each individual and then identifying the
individuals whose trajectories are so similar that they must
be in the same group (with a low error probability). This
type of trajectory analysis [2, 3] has been performed in other
domains such as vehicular networks and animal migration
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patterns. However, there has been little research in identify-
ing human groups in crowded urban environments (or even
in profiling the characteristics of human group movement in
such environments), such as shopping malls and airports -
environments that could greatly benefit from better customer
incentive mechanisms.
Unfortunately, group detection in crowded urban environ-
ments is non-trivial due to two key challenges: (1) the den-
sity ensures that at any location, a large number of people are
moving together – intentionally or otherwise, (2) the location
tracking systems in many indoor venues tend to be either
non-existent or provide low accuracy (due to the crowd den-
sity and other reasons). The first challenge makes it difficult
to build a low latency group detection system as many indi-
viduals will be co-located for prolonged periods of time. The
second challenge implies that group detection cannot rely en-
tirely on the availability of accurate location data.
In this paper, we present a solution, called GruMon, that
overcomes both challenges by fusing location data (of differ-
ent levels of accuracy) with additional data such as semantic
labels and smartphone sensor data from the accelerometer,
compass and barometer. In particular, we use the correla-
tions between the sensor and semantic readings of different
individuals to determine if they are in the same group. To
test GruMon, we collected data, using real participants, from
two different shopping malls, CoEX mall in Korea and Plaza
Singapura in Singapore. In addition, we also tested GruMon
using a 3 day dataset from a large international airport (con-
taining 37K+ unlabeled location traces per day). Our results
showed that GruMon is able to (a) detect over 80% of the
known groups with 97% precision, within 10 minutes of ob-
serving a group of individuals, even in venues with poor or
even no location data. (b) In venues where location infor-
mation is available, GruMon improves the precision of tra-
ditional trajectory tracking algorithms through the use of se-
mantic labels by up to 22%, and (c) the use of inertial sensors
with location data allows GruMon to improve the recall rate
of group detection by up to 20%. Moreover, based on test-
ing GruMon over the airport dataset, we showed GruMon’s
potential performance at scale and discuss diverse scalability
issues. Additionally, a live deployment of GruMon has been
operational on our university campus and we report prelimi-
nary observations from the collected dataset.
The main contributions of our paper are threefold:
[a] Identify challenges of group detection: We pro-
vide a comprehensive overview of existing group detection
methodologies and identify that fast and accurate group de-
tection is not simple in urban spaces. We empirically show
that traditional spatio-temporal or Bluetooth proximity based
group-detection approaches do not work well in dense urban
environments due to (a) unavailability of accurate location
information, and (b) very high crowd densities.
[b] Fast and accurate group detection method: We de-
sign and implement a set of heuristics that achieve fast and
accurate group detection in dense and complex urban spaces.
In addition, we devise micro-activity correlation techniques
for deployment environments that lack localization infras-
tructure. Finally, we improve both the precision and latency
of traditional spatio-temporal clustering methods, using ad-
ditional sensor information.
[c] Experiments in dense indoor urban spaces: We
test our techniques at two dense indoor shopping complexes:
CoEX in Korea and Plaza Singapura in Singapore, which
both have 200+ stores each, and 140K and 56K visitors per
day, respectively. Using the data collected from 258 sep-
arate shopping episodes (with 178 of the episodes involv-
ing groups of size 2 to 5+) from 154 distinct individuals,
we show that GruMon achieves high accuracy while keeping
latency and power consumption low. Note: To reduce ex-
perimental bias, we recruited regular mall visitors who were
asked to visit the mall when they wished to do so and with
their preferred companions, at their will. We find many ex-
amples of natural behavior; for example, in many cases, the
groups did not spend all their time together (i.e., they exhib-
ited individual behavior for some period of time). Moreover,
we also test GruMon with a large-scale unlabeled location
dataset from a commercial airport, to examine possible prac-
tical challenges that need to be addressed, for GruMon to be
deployed at scale.
2 Motivating Scenarios
Detecting groups in multi-functional urban spaces can be
of value to both venue operators as well as individual con-
sumers. The following are some motivating application sce-
narios for group detection in shopping complexes.
Proactive group-aware promotions: Mall operators
have traditionally used the marketing strategy of group or
bulk promotions and discounts to influence customers’ in-
tentions and purchase decisions. Automated group detection
can make such strategies practical. For example, a “buy 2
ice-creams, get 1 free” promotion may seem more attractive
to a group of three friends than to an individual. The abil-
ity to detect groups can also assist in forming a larger flash
group with the goal of availing bulk promotions together. For
example, a group of three may be recommended to a couple,
if both groups are waiting outside a cinema hall, to avail a
promotion such as “Buy 4 movie tickets and get 1 free”.
Mall resource planning: Group information could help
significantly in resource planning and obviating related cus-
tomer pain points during shopping excursions. For example,
a large group, without a-priori reservations, usually has diffi-
culties in finding tables where they can have a meal together.
Identifying such large groups and also the current resource
situation of the retailers could help customers find appropri-
ate places to go to as well as help retailers not waste their re-
sources. Accumulative knowledge on groups and their visit
history could also help improve the mall layout.
Since lots of modern airports function as large retail com-
plexes, they can also hugely benefit from the previous sce-
narios. Also, accumulative knowledge on groups can be es-
pecially useful in airports, for instance, for security surveil-
lance and taxi dispatching.
3 GruMon Design
3.1 Scenario Requirements
From the practical usage scenarios, we identified four ma-
jor requirements for a group detection system. GruMon sat-
isfies all four requirements (details in Table 1) listed below:
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Expt. Description Evaluation Results
High Detection Accuracy
Plaza Singapura Mall Section 6.2, 6.3.1
CoEx Mall Section 6.2, 6.3.2
Low Detection Latency
All Venues Section 6.4
Support Heterogeneous Environments
Store-Level Locations (CoEx) Section 6.3.2
Store-Level + Sensor Data (CoEx) Section 6.3.2
Only Sensor Data (Plaza Singapura) Section 6.3.1
Dense Location Traces (Airport) Section 7
Energy-Efficient Data Collection
All Venues Section 6.5
Table 1. Summary of GruMon’s effectiveness
1. High Detection Accuracy. First of all, the system
should detect groups accurately (e.g. precision values of >
90%) to prevent group-tailored promotions or flash recom-
mendations from spamming ineligible single users (which
reduces customer satisfaction).
2. Low Detection Latency. The system must detect
groups as quickly as possible (e.g. within 5 to 10 minutes).
Otherwise, group-based promotions and recommendations
may not be effective as the groups are detected after they
have already left the “interesting” areas. However, achiev-
ing both low latency and high accuracy is not easy as high
accuracy requires observing more data (over a longer time
window) while low latency requires fast decision.
3. Support Heterogeneous Environments. For GruMon
to be easily deployable, it should require minimal changes
for each new environment. However, this is not easy in prac-
tice as each environment can provide a different set of data
with different fidelities. For example, the Singapore mall
was observed to have a very inaccurate location system while
the Korean mall and the airport have accurate location sys-
tems. Hence, where necessary, to achieve sufficient accu-
racy, GruMon must be able to combine location with seman-
tic data and/or smartphone sensing data.
4. Energy-Efficient Data Collection. The target sce-
nario applications are likely to run in the background to
deliver proactive suggestions. Thus, it is especially impor-
tant that any data collection must be done in energy-efficient
ways to avoid unnacceptably high energy drains.
3.2 Test Venues
To effectively design and test GruMon, we targeted three
heterogeneous urban venues where GruMon can be tested
with different inputs in terms of data availability, fidelity, and
scale. The three venues included two gigantic shopping com-
plexes (a single-storey shopping mall called CoEX in Seoul
and a 9-storey shopping mall called Plaza Singapura in Sin-
gapore) and a large international airport. Hereafter, we refer
to these venues as Mall1, Mall2, and Airport, respectively.
From each venue, we collected different types of sensing and
location data from both groups and individuals, and utilised
them for the design and evaluation of our techniques. Table 2
summarises the venues and data used.
At all three venues, we collected heterogeneous location
data at different scales and fidelity (accuracy and update
rates). At both malls, we leveraged existing client-side Wi-
Fi location systems (that required an application to be run-
ning) with Mall1 providing store-level locations with 10 sec-
ond update rates while Mall2 only provided highly inaccu-
rate, almost unusable locations (due to a big atrium in the
center, few APs, and large crowds). On the other hand, we
managed to obtain the server-side (from the APs directly)
location traces for the Airport. This allowed us to collect
medium accuracy (of between 15 to 25 metres with variable
update rates of between 10 seconds to 12 minutes) location
information for every device connected to the Wi-Fi network
at Airport.
Since we needed to have an application running at the
malls (for client-side location tracking), we also decided to
collect various types of sensing data to improve the loca-
tion tracking accuracy of each venue — low rate accelerom-
eter data at Mall1 (which had reasonable location accu-
racy already) and richer sensing data at Mall2 (which had
poor location accuracy). However, this was not possible at
Airport as our data collection was directly from the back-end
APs. Overall, both mall datasets were medium scale (O(100)
traces each) with labelled ground truth information while the
Airport dataset was much larger (O(10,000) traces) without
ground truth information. We explain the details of how we
collected each dataset next.
Characteristics Mall1 Mall2 Airport
Total # of traces 183 75 37K+
No. of groups 47 26 N/A(unlabelled)
No. of individuals 70 - N/A(unlabelled)
Actual Group sizes
2 Members 41 12
3 Members 4 9
4 Members 1 1
5+ Members 1 2
Collection period Oct’11to Mar’12
Oct’13
to Nov’13
3rd Mar’14
to 5th Mar’14
Collected Data
Location data WiFi(every 10s)
WiFi
(every 50ms)
WiFi
(10s – 12min)
Inertial sensing accel@5Hz
accel@100Hz
N/Acompass@100Hz
baro@25Hz
Table 2. Dataset description: All participants were mem-
bers of the general public
[1] Labelled datasets from shopping malls: We col-
lected datasets labelled with ground-truth group information
from the two malls, by recruiting participants. For Mall1,
each participant was asked to install and run our data collec-
tion application on their own phones during the entire time
of the mall visit. For Mall2, each participant was asked to
carry a provided Samsung Galaxy S III phone that runs our
data collection software. After the experiment, the partici-
pants were asked to upload the dataset they collected, and to
complete a survey to specify their demographics (age, gender
etc.) and who they visited the mall with (to ascertain ground
truth of the groups). We compensated participants with mon-
etary incentives of 20,000 KRW for Mall1 and 20 SGD for
Mall2 (equivalent to 18 USD and 16 USD), respectively.
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We used the following steps to reduce experimental bias.
First, previously unknown participants were recruited via so-
cial media campaigns, and they were not told the aim of the
experiment. Second, they were asked to go to the mall on any
date and time that they were comfortable with. Third, they
were asked to bring zero, one, or more acquaintances of their
own choice (group size distribution shown in Table 2). Note,
we also collected data from all accompanying acquaintances.
Fourth, they were not provided with any specific instructions
about the mall visit. They were allowed to do anything and
everything they so desired at the mall (visit any store, spend
any amount of time in any location, separate from their ac-
quaintances, carry the phones in any way, etc.).
We acknowledge that other bias could still exist even after
our careful experiment design. High degree of user diversity
and scale make it almost impractical to remove biases com-
pletely. However, we believe GruMon takes a meaningful
step towards group detection in heterogeneous urban spaces.
It adopts a number of robust features based on sensor data
as well as location data. Such features can be readily tuned
and combined to fit the characteristics of various venues and
their visitors.
We analysed the data after all the experiments had been
run and we found many examples of natural behaviour (lin-
gering in stores, separating from their acquaintances, etc.).
We observed that at least 13% of the groups at Mall1 and
54% of the groups at Mall2 exhibited some amount of disper-
sion behaviour (where parts of the group separated and had
their own independent non-group related motion patterns for
some period of time). We computed the dispersion duration
as lasting, on average, 43% of the total mall visit duration
at Mall1 and 28% of the total mall visit duration at Mall2.
Overall, this amount of variability gives us better confidence
that our user-study collected dataset is representative of real
group behaviour.
Note: In this data-driven design, evaluation of accuracy
in the presence of false positive data is a critical necessity.
In spite of collecting data from a fairly large population of
154 distinct individuals in two urban mall settings, it was
still logistically very difficult to conduct simultaneous ex-
periments with several groups and individuals at a particular
venue. This made it challenging to evaluate the accuracy of
our group detection methods, in the presence of other groups
and individuals present at the same venue at the same time.
To handle this shortcoming, we mix all the data from a par-
ticular venue together so that the traces of all the individu-
als and groups in our data set (for that location) start at the
same time while ensuring that the time order among group
members is preserved. By doing this, we created a high-
fidelity emulated dataset that has all groups and individu-
als at a particular venue starting their experiments simulta-
neously. Note: this actually biases against GruMon as we
could be introducing more noise into the trace.
[2] Unlabelled dataset from an airport: The Airport
dataset includes location updates from 37,000 devices (per
day) in an airport terminal for three different days in March
2014. This data set is much larger than the mall data as the
locations are obtained directly from the airport Wi-Fi access
points; thus eliminating the need for any client-side data col-
lection applications. However, because the dataset was auto-
matically collected from the infrastructure and not from spe-
cific client devices, it is unlabelled; i.e., unlike the shopping
malls, we do not have ground truth about the real groups.
However, even without ground truth, the large amount of
data helps us in understanding the practical challenges that
GruMon might face when deployed at scale.
4 Feasibility of Previous Approaches
There have been a number of research work in multiple
research domains for discovery of groups. Each work uses
different definitions and assumptions about groups, and has
attempted to achieve different system goals. In this section,
we describe how we use and improve on prior works in our
solution.
4.1 Spatio-temporal Clustering
In multiple research domains, including database and data
mining, a lot of effort was spent to detect travelling com-
panions such as flocking animals and humans based on their
spatial trajectories over time [2, 4, 5, 3, 6, 7]. Acknowl-
edging the reality that companions do not always stick to-
gether, another line of work discovers groups that form and
disperse multiple times as time lapses [5, 3]. More recently,
researchers have tried to study grouping behaviors in shop-
pers and students [6] and mobility patterns such as leading
and following in humans [7].
Compared to GruMon, these works focus on the accuracy
of detecting travelling companions through offline process-
ing over long-term location traces; real-time processing and
related metrics such as latency and energy-efficiency are not
their major concerns. Recently, some researchers proposed a
framework to detect groups over streaming location data [3].
However, it also does not consider crowded, dense scenarios
in which low-latency detection is challenging due to the pres-
ence of multiple short indistinguishable trajectories. There
have been some initial research in group detection for indoor
spaces [6, 7]; however, they also assume that location infor-
mation is available and given in the form of well-understood
coordinates, which are not true for a number of indoor urban
spaces.
Applying Spatio-temporal clustering. We examined the
applicability of spatio-temporal clustering to our dataset and
describe several practical challenges discovered.
[a] Inaccuracy of indoor location information: Inac-
curate indoor location can make spatio-temporal clustering
almost impossible. In our case, Mall2 (with a low accuracy
Wi-Fi location system) demonstrates this problem clearly.
For example, Figure 1 shows the location landmarks returned
by the localisation system of Mall2 over time, for three mem-
bers of the same group standing together in level 3 of the
mall. Note that the y-axis is the landmark ID in treble fig-
ures; the hundredth place of the landmark values indicates
the floor level and the last two figures indicate the landmark
within the floor. From the figure, we observe that the three
group members are localised to the same place only 25%
of the times (marked by rectangles). They are localised to
two, sometimes three different floors, and even up to five sto-
ries apart. This causes spatio-temporal clustering approaches
to classify them as strangers. Such deviation among group
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Figure 1. Example of location deviation within group Figure 2. Co-located individuals at airport immigration
members is repeatedly observed in this dataset.
Such inaccuracy would be quite common in venues like
Mall2 for the following reasons: (a) intractable RF finger-
printing due to the large mall size, (b) temporal fluctuations
in RSSI due to dynamic crowds, (c) few, sparsely-located
APs1, and (d) a mall layout with open atrium, all of which
in combination causes traditional fingerprint matching algo-
rithms like Radar [12] and Horus [13] to perform poorly.
[b] Precision and latency issues in dense environ-
ments: Even if accurate location is available, spatio-
temporal analysis might give lots of false positives in group
detection, if the crowd densities are high. Random individu-
als might be at the same location, at the same time, for elon-
gated periods. Figure 2 shows the number of unique Wi-Fi
MAC addresses detected at two immigration gates in the air-
port dataset, over 10 minute time windows, averaged over the
3 days of data. We observe that about 100 to 200 different in-
dividuals are co-located at each immigration gate, within the
same 10 minute time windows. This indicates that even with
medium fidelity location information (Airport accuracy is
about 15-25 meters), it may not be possible to detect groups
quickly if people stay in the same general area.
We understand that the spatio-temporal approach will be
more powerful when highly accurate and precise location
data are available at low latency. However, note that Gru-
Mon targets diverse urban venues in practice with different
levels of localization capabilities.
4.2 Bluetooth-based Proximity Detection
Another line of research aims to understand social in-
teractions such as meetings and watercooler conversations,
in workplace and campus environments, using close co-
location or proximity as an high-level indicator of such inter-
actions. In such confined, non-crowded environments, Blue-
tooth scans have been used to detect nearby persons using a
list of scanned devices over time [14, 15, 16].
Applicability to our environments. We found several
potential limitations in applying Bluetooth scanning tech-
niques to our environments. First, unlike workplace envi-
1Increase in localization accuracy with increase in AP density has been
discussed in design manuals of indoor location systems [8, 9] and also em-
pirically measured [10, 11]. However, the empirical measurements have
been in outdoor or in controlled lab indoor environments. Understanding
the localization performance with varying AP density and positioning, for
challenging indoor venues like shopping malls and airports, is an orthogonal
research direction.
ronments where people know and trust each other, in densely
crowded malls and airports, with strangers all around, people
might not allow Bluetooth discovery to be enabled to prevent
spams and other security threats.
Second, we examined if Bluetooth-based techniques can
scale to a crowded situation where possibly tens or hun-
dreds of devices could be co-located within a radius of 30
feet which is the typical communication range of Bluetooth
radios. We instrumented 16 different phones, running on
Android 4.1 or higher, to periodically and simultaneously
scan every 15 seconds to study the time taken for discover-
ing neighbours, the proportion of neighbors discovered and
the energy consumed. We make the following observations:
[1] By increasing the number of devices up to 15, the time
taken to discover all possible neighbours increases to 10 sec-
onds while the number of discovered devices drops to 80%.
This indicates that having plenty of devices nearby (e.g., in a
crowded mall) can result in (1) scans requiring longer time,
(2) partial discovery of neighbors, affecting detection accu-
racy and latency of existing algorithms.
[2] More nearby devices also increases the power con-
sumption for scanning: We measured the power consump-
tion of the device while increasing the number of nearby de-
vices that are also scanning simultaneously. Each scan cy-
cle [17] consists of a inquiry scan (≈ 160 mW), page scan
(≈ 210 mW) and no-scan (≈ 110 mW, i.e. the time lapse
between the end of a page scan and the next request for in-
quiry). We observed that with an increase of simultaneously
scanning devices, the time taken for page scan increases re-
sulting in increasing power consumption on average.
Bluetooth Low Energy (BLE) is designed to operate with
lower power consumption, and some recent works like [18]
have used BLE as a low power machanism to discover neigh-
bors. However, on the smartphones we tested, due to back-
ward compatibility reasons, BLE shares the same radio and
antenna as regular Bluetooth resulting in minimal power sav-
ings. In our experiments with a Samsung Galaxy S4 running
on Android 4.3, we observed a saving of only 15 - 20 mW
with a low-energy scan.
Also, commodity handsets do not offer full BLE support
yet. For example, Android smartphones (as of Android 4.4)
can only function as clients that discover other devices —
thus, they cannot be discovered by other BLE devices. We
plan to investigate the scope and limitations of using BLE
further, when suitable devices and APIs become available.
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4.3 Other Approaches
Acoustic sensing-based conversation group detection:
Recently, approaches using conversations to detect daily
social interactions [19, 20] have been proposed. They
develop real-time speaker identification techniques using
phone-embedded microphones in order to detect conversa-
tion groups [20] and infer more detailed contexts during con-
versations [19]. In the contexts of crowded urban spaces,
however, it is challenging to simply leverage these tech-
niques for group detection. This is because conversations
within a shopping group occur in a much more sporadic man-
ner, and is inter-weaved among multiple groups. For exam-
ple, in clothing stores, people stand and move around freely
to look at different items, and multiple groups talk together in
a shared space. Moreover, in many indoor areas such as food
court and event halls, the noise level might be too high due
to dense crowds as well as temporary events, which makes
sound-based approaches less robust.
Online social network-based social group detection:
The use of Social Network Services (SNS) to detect so-
cial groups has been well-studied [21, 22]. Although well-
studied, networked friends usually belongs to a much wider
geographical span (sometimes across continents) that makes
social network groups less relevant for in-person interactions
such as shopping together. In addition, SNS groups fre-
quently include people whom a) the user may not know, and
b) do not spend time with doing daily activities such as shop-
ping. However, while SNS data may not be useful to detect
when the user is in a group (as the SNS data changes at much
slower time scales than interactions in an indoor space), it
might be useful to detect the relationship between a user and
his group members (once a group and its members have been
discovered). We plan to quantify the benefits of augmenting
GruMon with SNS data in future work.
5 How GruMon Works
Figure 3. GruMon architecture
In this section, we describe how GruMon works in de-
tail. The key intuition is that members of the same group
exhibit similar micro-activity or mobility patterns (collected
from diverse phone-embedded sensors), which distinguishes
them from people who are in different groups, or from ran-
dom individuals. Figure 3 shows the GruMon system archi-
tecture. It comprises a client that runs on multiple individual
smartphones to collect diverse sensor data and extract rele-
vant features and a server that detects groups by processing
the data from the clients (or other data sources such as server-
side location data from Airport); client may not be necessary
when data is obtained from other sources.
Figure 4 shows the overall workflow of our group detec-
tion method. It consists of four major steps as follows:
Step [1]: Each GruMon client detects diverse micro-
activity and location features using phone-embedded sen-
sors. The features calculated on the clients are sent to Gru-
Mon server. (See Section 5.1 for details.)
Step [2]: The server first computes similarities between
each pair of GruMon clients, using cross-correlation of the
time-series of the computed features. (See Section 5.2.)
Step [3]: The server then passes the pairwise similarities
through a supervised binary SVM classifier, which classifies
each pairwise edge as positive or group edge vs. negative or
non-group edge, based on a pre-trained classification model.
(See Section 5.3.)
Step [4]: Finally, the server runs a clustering algorithm on
the positive edges returned by the binary classifier, to output
sets of individual clients as groups. (See Section 5.4.)
The main novelty lies in building an end-to-end working
system combining all four steps to illustrate GruMon ’s po-
tential and evaluate its performance. Especially, we newly
explore novel features for group detection for Step[1]. For
other steps, we carefully adopted and tuned existing classifi-
cation and clustering algorithms that suit the unique charac-
teristics of our group detection problem.
Note that GruMon works on the assumption that all group
members to be detected communicate with the GruMon
server. If some members of a group communicate, while
others do not, only partial groups will be detected. It is be-
yond the scope of this paper to address the possible security
concerns, i.e., having the venue owner as a trusted entity to
monitor willing visitors insides its premises.
5.1 Feature Computation
The features for group detection should be similar within
a group and discriminative otherwise. The first step of group
detection is to extract comparable features from raw sensor
data streams. To calculate a feature, each GruMon client first
accumulates raw sensor readings for a designated time win-
dow. Over the window, it pre-processes the sensor data to
check the data integrity, and applies a corresponding feature
detection method. Such features includes a location or spa-
tial feature (denoted by FS), motion features (FM), turn fea-
tures (FC), and level change features (FL). We next explain
why these features are promising for detecting groups, and
also describe how to calculate the features; note that feature
calculation is only briefly explained due to space limitations.
[a] Spatial features (FS): A distinctive feature of groups
moving in an urban space, is their transition patterns from
one semantic section to another. E.g., many strangers can be
present at one semantic location, leading to false positives
using spatio-temporal analysis, but only real group mem-
bers would tend to make simultaneous or coordinated transi-
tions between sections, repeated multiple times as the group
51
Figure 4. Workflow of group detection
moves through a venue. This helps filter spurious groups and
overcome the low precision of spatio-temporal clustering.
To understand the viability of using semantic transitions,
we observed the store transition patterns of the 47 groups in
our Mall1 dataset. Table 3 and Figure 5 show the results.
From this, we noted that 1) group members made coordi-
nated transitions, 2) people made multiple transitions dur-
ing their stay, and 3) more transitions are made at the start
of their visits. Table 3 shows the percentage frequency of
groups versus the number of unique stores visited. From the
table, 90% of the groups visited a minimum of five unique
stores during their mall visit. Figure 5 shows the cumulative
percentage of time, in minutes, taken to make consecutive
store transitions. From the figure, nearly 60% of the groups
(the vertical line in the figure) made their first store transi-
tions within the first ten minutes of their mall visit. Overall,
semantic transitions appear to be able to distinguish groups
versus non-groups.
No. of stores < 3 3-4 5-6 7-8 9-10 >10 Total
Frequency 0 10 32 22 28 8 100
Table 3. Percentage frequency of store visits by groups
Figure 5. CDF of store transition times
Computing FS: The clients periodically report the ob-
served Wi-Fi access points (with associated received signal
strength (RSS)) to the server. The server converts these RSS
measurements to locations using a pre-collected fingerprint
map and hyperbolic Radar [12]. For the Airport dataset,
the server uses similar techniques to convert the RSS mea-
surements obtained from the server-side APs to physical lo-
cations. The server then extracts semantic transitions and
other spatial features from these computed location informa-
tion. Movement from a common source location to a com-
mon destination location, by different individuals, within one
minute interval of each other, is considered as a coordinated
semantic transition in our implementation.
[b] Motion features (FM): For group members, their
mobility patterns (e.g., moving vs. stationary) tend to be
matched as they naturally walk together at the similar pace.
Figure 6 shows two friends’ accelerometer magnitude on the
y-axis versus time on the x-axis as they walk from the en-
trance of a shopping mall (on level 1) to a movie theater on
level 7. The similarity in their mobility pattern is apparent
where they both walk from the entrance to the first escalator,
and then stop and walk intermittently as they take 6 flights
of escalators to the seventh level, walk to the ticket counter,
stand at the counter to collect tickets, walk to the movie the-
ater and finally sit down to watch the movie.
Computing FM: From the accelerometer streams, we ex-
tract motion features that indicate the stationary versus mo-
tion states of the individual. This feature is intentionally
kept very simple to avoid propagating errors caused by the
phones’ placement position and device heterogeneity (both
effects are known to affect accelerometer accuracy greatly)
to the next stages of group detection. More specifically, the
states we require can be inferred using well-known activity
recognition tools. A decision-tree with features of (a) stan-
dard deviation of magnitude, and (b) standard deviation of
difference in magnitude of consecutive samples, gives 98%
accuracy to label 5-seconds accelerometer data sampled at
100 Hz frequency correctly as ’stationary’ or ’motion’. Hav-
ing a small time window (5s) for the motion feature is neces-
sary to capture the intermittent stop and go motion of people.
Figure 6. Motion similarity
[c] Turn features (FC): Group members take certain turns
together while walking based on the geometry of the urban
space. Figure 7 shows the compass values (in degrees from
north) on the y-axis versus time on the x-axis for three mem-
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bers of a group in Mall2. The simultaneous change in angles
marked by four different rectangles, where the members take
coordinated turns, can be observed from the figure.
An important point to note is that the absolute value of the
angle is different across group members as this depends on
the phone orientation (smartphone compasses measure the
angle the y-axis of the phone makes with the North). Thus
members with phones vertically placed in pockets or hori-
zontally placed in hands or bags, will have different angle
readings. However, even though the absolute values differ,
the angle changes are similar across group members. Thus
detecting the event of change in angle can be made orienta-
tion independent.
The comparison of turns while walking continuously is
important, as we empirically see people take multiple arbi-
trary turns to look at things or to interact with other group
members. A simple heuristic of only considering readings
taken during continuous walking helps filter out some of
these spurious turns.
Figure 7. Turn similarity
Computing FC: From compass data, we detect turns
made by individuals. In more detail, turns are inferred by (a)
computing the difference between smoothed compass read-
ings N samples apart, and (b) detecting turns when the dif-
ference exceeds a threshold ThC. In our implementation,
we sampled the compass data at 100 Hz, smoothed the data
stream with a one-second moving average window, and em-
pirically fixed N = 200 and ThC = 15. These settings were
able to detect turns > 45◦ with 87% accuracy at Mall2.
[d] Level features (FL): Group members tend to tran-
sit between different floor levels in a coordinated way. In a
multi-level urban space, these coordinated level transitions
can be detected using smartphone barometers. Figure 8
shows the barometer readings on the y-axis versus time on
the x-axis for four group members in Mall2. The coordi-
nated level changes among the group members, marked by a
rectangle, are visually apparent from the figure.
As also shown by Kartik et. al [23], different phone cal-
ibrations result in different absolute pressure values across
phones (for the same floor transitions). However, even
though the absolute values differ, the relative changes in
pressure across phones are coordinated. In addition, baro-
metric readings are independent of phone orientation and
user activity (when there is no change in their level) mak-
ing it a very reliable level transition predictor.
Computing FL: Similar to compass readings, the barom-
eter readings are smoothed using a moving average. Level
Figure 8. Level transition similarity
transitions are detected by (a) computing difference between
smoothed readings N samples apart, and (b) detecting floor
changes if the difference exceeds a threshold ThL. In our im-
plementation, we smoothed the barometer readings sampled
at 25 Hz, by a moving average of 1 second, and empirically
fixed N = 250 and ThL = 0.2 (based on results from Kartik
et. al [23]). Due to the simplicity of the feature and the differ-
entiable barometer readings at different levels, we achieved
100% level change detection accuracy for our Mall2 dataset.
It might be more sensible to collect mobility features only
when store transitions are made by visitors. This is because,
group members typically diverge and pursue their individual
interests within individual stores. In this regard, there could
be scope for further improvement since the current GruMon
prototype calculates these features for user traces over the
entire mall visit duration. Note, however, that we show Gru-
Mon’s current prototype still performs well in Section 6.
5.2 Edge Computation with Cross-correlation
This step computes the correlation between two feature
streams belonging to a pair of individuals. As a first step,
it first converts streams of features (FM , FC, FL, FS) updated
from clients into a time series of binary values (indicating
events detected from sensor data). Figure 9 shows an ex-
ample of this time-series data. In more detail, binary event
values are defined as (a) 0 for stationary and 1 for motion for
the FM feature, (b) 0 for no-turns and 1 for turns for the FC
feature, and (c) 0 for no level change and 1 for level change
for the FL feature. Note that each binary label is based on the
features that are computed over 5s of buffered sensor data.
Figure 9. Pairwise feature correlation
Next, for all possible individual pair combinations, the
GruMon server computes cross-correlations [24] between
the converted time-series data. We carefully determine the
weight of each feature based on our dataset-specific empir-
ical studies. E.g., we assign higher weights for coordinated
level changes, and lower weights for being stationary to-
gether. This step boosts the importance of more reliable
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sensor events (like level transition using the stable barom-
eter sensor) and suppresses the less reliable ones (like turns
which can be spuriously measured by the noisy compass sen-
sor). Similar to mobility events, we calculate correlations for
the time-series of features FS (store visits and transitions).
Note that in our current implementation, the number of
correlation pairs to evaluate is quadratic in the number of in-
dividuals. However, we can reduce this number significantly
by applying a computationally cheap but rough clustering of
people; for example, comparing only the pairs of individu-
als within a certain location radius, when even reasonably
coarse-grained location information is available.
Each individual can be assumed as a graph node, as shown
in Figure 4[2]. At the end of this cross-correlation step, we
assign an edge between each pair of nodes, where the edge
weight is determined by the cross-correlation value. Higher
weights signify more similarity between two individuals, as
shown by thick lines in Figure 4[2], while the thin lines in
the figure represent lower pairwise similarity.
5.3 Edge Filtering with Binary Classifier
This step pre-selects the pairs of individuals that are likely
to be in the same group before applying a clustering algo-
rithm to determine the final groups.
The weighted graph created in the previous step using
pairwise cross-correlation, acts as an input to this step. Each
weighted edge in the input graph, is classified by a binary
SVM classifier, as a positive edge or group edge vs. a neg-
ative edge or non-group edge. As shown in Figure 4[3], the
non-group edges are filtered out and only the group edges are
retained. Thus the graph after this edge-filtering step, con-
tains much fewer edges compared to the input graph, which
had all possible pairwise edges.
The correlation values between pairs of individuals evolve
over time. As members of the same group spend more time
together, their pairwise correlation values gradually become
more positive. For unrelated individuals, over time, the val-
ues gradually become more negative. Thus, as the feature
values change, the SVM classification models are different
for different time windows. In Section 6, we experiment with
time windows of 5mins, 10mins, 15mins ... to 30mins. This
time window can be configured depending on the accuracy
and latency tradeoff that applications need to make.
The binary SVM classifier is trained to perform edge clas-
sification. Correlation values between pairs of individuals,
who are part of same group, are used as positive training
samples. Similarly, pairwise correlation values from random
individuals or people belonging to different groups, are used
as negative training samples. Inspite of this training over-
head, this step dramatically enhances GruMon’s precision
compared to only running unsupervised edge clustering on
all possible pairwise relations. We will show this perfor-
mance enhancement empirically, in Section 6.
5.4 Edge Clustering to Detect Groups
The final step clusters the edges retained in the previous
step, to output sets of individuals as groups. We utilized the
Markov Cluster algorithm (MCL) [25], instead of other pos-
sibilities, for the following reasons: First, MCL does not
need the number of clusters as an input parameter, unlike
Venue Features
Mall1 time spent together,
number of coordinated store transitions (FS)
Mall2 motion, turn and level-change similarities (FM , FC , FL)
Table 4. Features for the two shopping malls
some other graph clustering algorithms [26]. Second, MCL
is well suited for undirected input graphs which matches
our graphs as the relationship between pairs of grouped in-
dividuals is symmetrical (and can thus be treated as undi-
rected). Third, MCL interprets weights of edges as similar-
ities, which is true for our input graph. Finally, MCL per-
forms well for graphs in which the diameter of the natural
clusters is not too large. This holds true for our input graphs,
where compared to the size of the graph, i.e. the total number
of individuals present, the group sizes are typically small (2-
5 people). So the diameter of the clusters, i.e. the maximum
path length in a cluster is small.
6 Evaluation
In this section, we present experimental results for Gru-
Mon for the two mall datasets which had ground truth. We
use the Airport data in Section 7 to investigate practical is-
sues with deploying GruMon. To recap, Mall1 has dense
Wi-Fi infrastructure, giving store-level location accuracies
while Mall2 has poor indoor location data but a potentially
richer set of sensor-driven features due to a) having nine lev-
els causing people to frequently use escalators and elevators,
resulting in significant barometer signatures, b) high crowd
levels, causing people to walk in a stop and go manner avoid-
ing collisions, resulting in significant accelerometer signa-
tures, and c) several corridors at right angles to each other,
resulting in significant compass signatures. Table 4 summa-
rizes the available and useful features at each venue. We
used diverse combinations of these features, to understand
their effect on GruMon’s performance.
For this evaluation, we split the datasets from the two mall
venues into disjoint training and test sets. For each venue, a
SVM classifier (used in the step 3 of GruMon(Section 5))
was trained on the training data and we then measured the
accuracy of GruMon using the test data. 10 out of the 47
groups and 10 out of the 70 individuals (Table 2) formed
the training data for Mall1 with 6 out of the 26 groups for
Mall2. We repeated each experiment 100 times and picked
a random set of training data for each run (to minimize bias
caused by the choice of training and test data). All the results
presented in the rest of this section are thus an average value
across these 100 separate runs. However, in all cases, we did
not split a group across test and training sets to avoid data
cross-contamination (i.e., any particular group (comprising
2 or more individual traces) was either 100% in the training
set or in the test set, and never in between).
6.1 Evaluation Metrics
We used accuracy, latency, and energy-efficiency as the
key evaluation metrics as they are key requirements of group
detection in urban spaces (as stated in Section 3).
Latency is measured as the time taken to detect groups
after the group members start to report their data.
Energy-efficiency is measured as the additional smart-
phone power consumption, measured by the Monsoon power
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monitor3, caused by our GruMon client functionality.
Accuracy is measured in terms of precision and re-
call. We define the precision and recall of GruMon
as follows. GruMon outputs multiple sets of individu-
als identified as groups; Compared to the ground truth
groups, these sets might be exactly the same, subsets,
supersets, intersections, or completely disjoint. Preci-
sion is defined as (numbero f groundtruthgroupsdetected)(totalnumbero f groupsdetected) . To de-
fine overall recall, we first define per-group recall as
(sizeo f groundtruthgroup)−(numbero f detectedsubgroups)+1
(sizeo f groundtruthgroup) , if the num-
ber of detected subgroups is less than the size of ground truth
group, and 0 otherwise. For example, a group of size 5 will
have recall of 1 if the whole group is detected, 4/5 if the
group is split into two subgroups, 3/5 is the group is split
into three subgroups, 2/5 if the group is split into four sub-
groups and 0 if all five members are detected separately. The
overall recall is computed as the average per-group recalls
for all the ground truth groups.
We also separately evaluated the accuracy of our edge fil-
tering method that uses SVMs. For this separate evaluation,
we used the standard recall and precision definitions. There
are four categories of decisions that the SVM can make: (1)
False Positive (FP) - relationship between two non-group
members labeled as group (2) False Negative (FN) - relation-
ship between two group members labeled as non-group (3)
True Positive (TP) - relationship between two group mem-
bers labeled as group, and (4) True Negative (TN) - relation-
ship between two non-group members labeled as non-group.
If N is the number of decisions that the SVM makes, preci-
sion is defined as NTPNTP+NFP and recall is
NTP
NTP+NFN
. Note that
precision, or the correctness of detected positive classes, in-
creases with the decrease of false positives. Recall, or the
number of positive classes detected correctly, increases as
the false negatives decrease.
6.2 Overall Accuracy
Our first result is the overall accuracy of GruMon. Table 5
shows the recall and precision in Mall1 and Mall2. These
values are computed with classifiers outputting results at 10
minute windows (GruMon will output the detected groups
at t=10 min, 20 min, 30 min, ...) and all results are averaged
over 100 random allocations of training and test datasets. All
the available features for both malls (in Table 4) were used.
The results show that GruMon can detect above 80% of the
groups with over 90% precision for both the malls with the
entire system applied (SVM-based edge filtering followed by
MCL-based group clustering).
This result shows that GruMon can detect groups (of vary-
ing sizes) accurately (even when many groups separated for
some portion of the visit) in heterogeneous environments,
and can even work well, by using sensor-driven features,
in environments (Mall2) without any location data! We
show which sensor-driven features were more useful in Sec-
tion 6.3.1.
We then evaluated the effect of SVM-based edge filtering
by running MCL without the edge filtering by directly pro-
viding all possible pairwise relations as inputs to the cluster-
3http://www.msoon.com/LabEquipment/PowerMonitor/
ing algorithm. As indicated in bold in Table 5, the precision
is very low when only MCL is used. This is mainly because
no supervision is provided on the expected degree of simi-
larity between two group members versus the degree of dis-
similarity between two non-group members. Thus the clus-
tering algorithm cannot split the large clusters into smaller
real groups resulting in moderate recall (as each individual
is part of some large cluster) but very poor precision. Thus
the edge filtering step is necessary for better performance.
Depending on the required group detection application,
GruMon can make tradeoffs between recall and precision,
by adjusting the SVM loss function, which determines the
sensitivity of the filtering. For example, some advertising
campaigns might care less for false positives but might want
to reach to a large audience. This would require high re-
call with allowable low precision. On the other hand, some
promotion campaigns with useful coupons being given away
would need very high precision to reduce wasted expenses
with possible low recall requirements.
Venue Recall Precision Recall Precision
SVM+MCL SVM+MCL MCL MCL
Mall1 83.33 91.18 87.88 57.44
Mall2 80.56 97.47 86.11 42.62
Table 5. Overall precision and recall
6.3 Effect of Different Features
In this section, we investigate the effect of using different
features and their combinations on GruMon’s performance.
6.3.1 Experiments with Mall2 Dataset
Mall2, with multiple available features, provides interest-
ing avenues to explore the effect of diverse features and their
combinations on the precision and recall of GruMon. Fig-
ure 102 presents the precision and recall, using 10 minute
output windows, for the individual features (motion, turn and
level change features), computed with accelerometer, com-
pass and barometer sensors, respectively, across all possible
sensor combinations.
The lowest ellipse in the figure highlight the low recall
of the barometer as group members who do not transit lev-
els within the first 10 minutes will give false negative errors.
However, the barometer has very high precision, as (a) the
sensor is quite accurate in detecting level changes, and (b)
coordinated floor change is a strong indicator of group mem-
bership. On the other hand, the compass and accelerome-
ter have lower precision as the motion versus stationary be-
haviors or turns might vary slightly among group members.
As the compass is a noisy sensor affected by magnetic en-
vironments, it also gives lower accuracy in turn detection.
Hence, its precision is the lowest (marked by the highest
ellipse). Combining the features results in the best recall
(accelerometer-compass combination), and the best preci-
sion (combining all three).
We also looked into the accuracy of the edge filtering
stage (shown in Figure 11) and made an interesting obser-
vation about how the overall recall can decrease with pre-
2For both Figures 10 and 11, we used a line graph for clearer presentation
and not to show any trends.
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Figure 10. Overall accuracy vs. features at Mall2 Figure 11. Edge filtering accuracy vs. features at Mall2
Figure 13. Accuracy vs. location features at Mall1 Figure 14. Recall increase with mobility features at Mall1
Figure 12. Sparse and dense clusters of individuals
cision increasing when using diverse feature combinations.
For example, N individuals can be clustered into an extreme
group where only N−1 edges are present among them, to the
other extreme case of all
(N
2
)
possible edges present among
the N individuals — with all combinations in between also
possible. The two extreme cases are pictorially shown in Fig-
ure 12. Clustering nodes with less edges among themselves
would give higher recall at lower precision, while nodes with
more edges would have the opposite effect. This indicates
that we can tradeoff between precision and recall of overall
group detection, depending on application requirements, by
tuning the SVM loss function of the edge filtering stage.
6.3.2 Experiments with Mall1 Dataset
We also studied the effect of different feature combina-
tions of coordinated store transitions and time spent together
at Mall1. Figure 13 shows the precision and recall using 10
minute windows for Mall1. As shown by the arrow, semantic
transition features achieve much higher precision compared
to the time spent together feature as extra people co-located
with actual groups get filtered out as the group makes coor-
dinated semantic transitions while the extra people do not.
We also analyzed the combination of sensor-derived fea-
tures and mobility features using a small subset of Mall1 par-
ticipants, for whom we have accelerometer data at 5Hz sam-
pling frequency. This subset comprises of 36 people, with
19 people forming 9 groups and 17 individuals. We used 4
groups and 4 individuals as the training dataset, and repeated
this experiment 50 times, each time training and testing a
new SVM (with randomly selected test and training sets).
Figure 14 shows the recall and precision values with (a)
transition features, and (b) transition-motion features, at dif-
ferent latencies. From the figure, adding the motion feature
improves the recall at all latencies with only minimal preci-
sion impact. For example, recall improves by 20% at 5 min-
utes latency (marked with an ellipse) and 10% at 10 minutes.
Some groups might not make enough semantic transitions
at a particular latency to be detected by the corresponding
SVM. These are groups who remain relatively close in space
with other groups or unknown individuals for long times.
However, some of these groups showed strong motion simi-
larity and were detected by the SVM that uses this additional
motion feature. This causes a decrease in false negatives,
improving recall.
It is important to note that the ‘time together’ feature in
Figure 13, is computed using the existing spatio-temporal
clustering approaches [27, 2, 3], more specifically, the
method outlined in [3]. We modified the method to adjust
for the absence of accurate GPS locations and the clusters
formed based on the Haversine distance between two GPS
coordinates. Instead, each store in Mall1 has been taken
as a location cluster. In this light, Figure 13 and Figure 14
highlight the enhanced performance of GruMon over exist-
ing spatio-temporal approaches. They bring out the effects of
using the novel features of coordinated transitions and mo-
bility, in addition to spatio-temporal information.
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Figure 15. Accuracy vs. latency Figure 16. Accuracy vs. late start of data update at Mall2
6.4 Accuracy-latency Tradeoff
Figure 15 shows the precision and recall values for Mall1
and Mall2 at different latencies. The precision remains al-
most constant with increasing time windows, but the recall
increases by about 20% between 5 mins and 15 mins in both
venues (marked by an arrow). This is because, over longer
time periods, the accumulative nature of features such as (a)
the number of Mall1 stores transited together, or (b) mobility
similarity between group members in Mall2, would become
more distinctive between groups and non-groups.
We next investigated if “All sensing time windows are
equivalent for group detection?”. For example, would the
first five-minute data trace right after the group enters the
mall have better discriminative power than another five-
minute data trace after the group has already spent 1 hour
at the mall? This is of practical importance as GruMon
users might start reporting their data to the server at different
points during their visit to a venue.
Figure 16 shows the precision and recall detected in
Mall2, using different 10 minute windows from disjoint parts
of the participants’ traces. From the figure, the group detec-
tion recall dropped to 75% at the 9th and the 10th time slots,
from 86% at the 1st and 2nd time slots (marked by rectan-
gles). As each time slot is a consecutive 10 minute interval,
this means that if the participants started uploading data at
the 90th minute of their stay at Mall2, the recall of detecting
them would be only 75%. Whereas if they had started up-
loading at the beginning of their mall visit, the recall would
be 86%. The precision also dropped from 97% to 82% be-
tween the initial and later timeslots.
To understand the cause of this time-based variability,
Figure 16 plots the avg. no. of mobility events (turns, level
changes, transitions between moving and stopping) for each
participant in the different 10 minutes time slots. The figure
shows a strong correlation between performance metrics and
mobility events as participants who remain mostly station-
ary (while dining, watching movies, etc.) would not generate
useful sensor-driven events to compare and distinguish them.
An important experiments take-away is that the perfor-
mance of the sensor-driven mobility features depends on the
level of mobility, which in turn depends on the current con-
text of the participant in the urban space. Empirically, we
observed that participants had maximum mobility on enter-
ing the shopping mall possibly because (a) they had to tra-
verse quite far to reach their intended destination from the
mall entrance, or (b) they did not have a decided destina-
tion at the start of their visit and tended to explore more.
Triggering the sensing to match situations where visitors are
likely to be actively moving (such as when they first enter the
mall together or separately, etc.) might thus increase system
accuracies. Similarly, the spatio-temporal features at Mall1
might be most discriminative in the early part of the mall
visit, when people are undecided and explore more (generat-
ing more semantic transitions).
6.5 Power Consumption
We next investigated the power consumption of the Gru-
Mon client running on a Samsung Galaxy S-III. We first mea-
sured the power consumption for different sensors at vari-
ous sampling frequencies. For reliable background sensor
sampling in Android, the client needs to acquire a wakelock.
This requires a base power consumption, even without any
sensing, computation or communication, of about 94 mW
on our test phone. We assume that background sensing will
be common across multiple applications in the near future
and thus do not include the wakelock power consumption in
our results. Table 6 shows the power consumption for dif-
ferent sensors at different Android sensing frequencies and
observed that power consumption decreases significantly at
lower sampling rates. We observed that Wi-Fi scans on the
client device consumes high energy; this shows that localiza-
tion from the infrastructure-side could be important in terms
of power consumption, which does not cause any additional
battery drain on a client device.
We then investigated the impact of low sampling rates on
GruMon’s accuracy. Our micro-benchmarks with the slow-
est sampling rates showed that the motion and level change
detection accuracies remained unaltered compared to using
the fastest sampling rate. However, the turn detection accu-
racy dropped to 78% from 87% when using the slowest sam-
pling rates. Even with this drop, we observed only a marginal
difference (less than 1 %) in GruMon’s accuracy. Thus, the
GruMon client can run effectively even when sampling data
at the lowest most energy-efficient rates.
Features Fastest Game UI Normal
(100Hz) (50Hz) (16.7Hz) (5.5Hz)
Motion (accel) 122.79 114 84.61 29.28
Level change(baro) 41.89 41.22 30.55 12.92
Turns (compass) 164.92 135.9 86.82 35.22
Wi-Fi Scan 160.63 (scanned every 2.5 sec)
Table 6. Power consumption (mW) vs. sampling rates
We then measured the total power consumption of the
GruMon client which collects, processes, and transmits sen-
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Sensor combination Compute only Compute and send Send all raw
(Wi-Fi OFF) (Wi-Fi ON) (Wi-Fi ON)
Accel 40.39 55.17 59.68
Baro 26.01 42.05 45.81
Accel+Baro 42.49 61.28 66.00
Accel+Compass 43.35 69.63 72.81
Accel+Baro+Compass 46.72 72.30 75.81
Table 7. Power consumption (mW) vs. client tasks
sor readings. Table 7 shows the results for the lowest sam-
pling rates (as it does not affect the detection accuracy).
First, turning on all the sensors and then computing corre-
sponding features does not consume much more power com-
pared to using just a single sensor and associated feature;
e.g., in the table, the absolute power difference of the barom-
eter is not very high. This suggests that GruMon can utilize
all the features, without wasting too much energy, to improve
detection accuracy. Second, local computation versus server
offloading consumes similar amounts power. The third and
fourth columns in Table 7 shows the comparison between
(a) (sensing + feature computation + transmission of features
over Wi-Fi) and (b) (sensing + transmission of raw data over
Wi-Fi). Overall, the difference between local computation
versus server offloading is less than 10%. Thus, the choice
between local versus server computation can be guided by
external factors such as whether the raw sensor data would
be useful in the server for other applications.
7 Scaling Up GruMon
In this section, we discuss the lessons learned when we
applied GruMon to a much denser data source. For this, we
use the large-scale Airport dataset that comprises of location
traces from 37K+ mobile devices per day (see Section 3.2 for
details). For this large dataset, we were not able to collect
ground truth of actual groups. However, we still obtained
several useful real-world deployment insights by applying
GruMon to this scale of data.
Groups detected in whole dataset: We first applied Gru-
Mon over the whole dataset and investigated the groups de-
tected by the system. Note that unlike the Mall2 dataset with
store level semantic locations, the Airport dataset has coarse
level semantic separation into two immigration gates, two
departure gates, three retail sections, two skytrains and two
transfer sections. So each semantic location is a large physi-
cal area, making the possible number of semantic transitions
smaller (which hurts the performance of GruMon), delays
between transitions larger, and higher population within each
section. Note: there was no noticeable increase (everything
finished in under a second) in the processing latency of the
GruMon server even with the larger Airport dataset.
Figure 17. Number of traces detected as part of groups
Figure 17 shows the number of individuals detected as
part of groups (of different sizes) on y-axis, with respect to
the different threshold values to determine groups, i.e., the
number of transitions made together. As marked by a rect-
angle, using low threshold value of one semantic transition,
classifies too many individuals into groups. This indicates
the low precision induced by many co-located strangers in
dense environments. On the other hand, using high thresh-
old values of 4 or more transitions detects very few groups,
possibly increasing false negatives and reducing recall. Also
for very high threshold values, the group detection latency
increases. From the results, 2-3 semantic transitions, appear
to give a good accuracy versus latency tradeoff.
Groups detected in partial dataset: To better classify
GruMon’s accuracy, we detected groups among the location
traces which ended at one set of departure gates (Gates Z)
and which were seen earlier elsewhere in the airport. These
are likely to be departing passengers from these gates. From
the online available flight schedules, we identified the period
between 1130 to 1330 hours, during which three flights de-
parted from these gates, with no flights departing either 1.5
hours before or after this time slot. Thus, it is quite likely that
gate traces from this two hour time slot will contain mostly
passengers who departed in one of the three flights.
Date Detected Devices Group Group Group
devices in groups size 2 size 3 size 4 or more
Mar 3 679 210 91 8 1
Mar 4 584 197 76 15 0
Mar 5 498 170 76 6 0
Table 8. Groups detected at Gates Z between 11:30-13:30
We extracted the traces for the selection location traces
and applied GruMon to those traces; using 15–30 minutes
together with 2 semantic transitions classifier. Table 8 shows
the number of devices detected by the location system (col-
umn 2), devices detected by GruMon as part of some group
(column 3), and the number of groups of different sizes
(columns 4 to 6). From the table, we see that GruMon de-
tected about 80–90 couples, about 10 groups of three indi-
viduals, and hardly any groups of size four or more. Given
these were passengers on morning flights in the first three
working days of the week, these numbers are possibly rea-
sonable (as large families or groups of friends usually leave
for vacations on weekends).
Effect of adding false positive data: Next, we examined
the effect of funneling (i.e., large crowds following the same
path) caused by high people densities. To do this, we used
the set of Mar 3 traces used in Table 8 and assumed that
the groups detected within the traces (as depicted in Table 8)
represented ground truth. We then mixed other traces with
this original set, re-ran GruMon, and observed the effect of
this mixing on the recall and precision of detected groups
using the assumed ground truth as a baseline.
We mixed three different additional traces with the origi-
nal data: a) traces which ended at gates Z across all possible
times of the day (likely to be departing passengers taking
flights from the same gate at different times of the day), b)
traces which end at gates Y between 1130 to 1330 hours
(likely departing passengers leaving at the same time but
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from a different gate on the same side of the airport as gates
Z), and c) all traces which have some overlap in time with
1130 to 1330 hours (these are all devices in the airport termi-
nal during that time period). We call the original set as base,
and the sets with different additional traces as mixedtime gate,
mixedgate, and mixedtime all respectively.
Here, recall is defined in the same way as for the edge
clustering recall in Section 6, i.e., for each group in the base,
the recall is computed as the fraction of members detected
together in the mixed sets, and these values are then aver-
aged over all base groups. Precision, or the fraction of cor-
rect groups among detected groups in the mixed sets, is com-
puted slightly differently as we changed the denominator to
the detected groups with at least one overlapping member
with any base group. This was to avoid incorrect results by
including the many possible groups detected within the back-
ground traces themselves.
Table 9 shows the values of the performance metrics, to-
gether with the number of traces added in each mixed set.
The base contains 679 traces. From the table, time separa-
tion (mixedtime gate) helps to retain the original groups, giv-
ing both high recall and precision. However, mixedgate, in-
spite of adding the least number of additional traces, sees a
significant drop in precision. This might be reasonable, as
all these traces belong to passengers departing in the same
time window. So some traces might have had similar spatio-
temporal characteristics at immigration and retail areas, with
only the very end of the traces becoming divergent near the
separate departure gates. This increases false positives and
reduces precision. Adding all traces overlapping with the
time window (mixedtime all), increases the number of traces,
but does not degrade the metrics significantly further — pos-
sibly due to different movement characteristics for arriving
passengers, passengers departing at other gates, or staff.
Parameter/ Metric mixedtime gate mixedgate mixedtime all
Traces added 6014 774 7749
Recall 98.49 93.31 90.29
Precision 96.82 84.35 82.41
Table 9. Effect of people density
Some other observations: GruMon’s output will also be
affected by the fraction of devices that communicate with the
GruMon system. To examine this aspect, we again segregate
the passengers departing from gates Z. From the online avail-
able flight schedules, we divided the day into five time slots,
separated by times during which no flights departed from this
gate. Within each time slot, multiple flights departed, which
would have resulted in arriving and boarding passengers for
different flights intermingling at the gate. Using available
online information about each aircraft and seating capaci-
ties [28], we estimated the maximum number of people who
might depart from gates Z during each time slot.
Table 10 shows the number of departing passengers as
functions of the maximum capacity, and the corresponding
number of detected devices each day, for the five time slots.
We observed that the number of detected devices varies be-
tween days – either because the flights were not very full, or
because less people connected to Wi-Fi at these gates. Over-
all, the Airport dataset exhibits strong temporal data sparsity
Time of day Maximum Mar 3 Mar 4 Mar 5
capacity detections detections detections
00:00-03:00 819 136 98 65
05:30-10:00 2291 1938 1949 1569
11:30-13:30 731 679 584 498
14:30-19:30 2029 1912 1702 1369
19:30-24:00 1718 820 520 892
Table 10. Sensing coverage
patterns. In addition, it is also possible for the sensor read-
ings from client applications to exhibit sparseness issues due
to power management, network connectivity, and other rea-
sons. We plan to investigate and mitigate the impact of these
types of data sparseness issues on GruMon in future work.
8 GruMon Live Deployment
We have been rolling out the live deployment of GruMon
across all schools at the Singapore Management University,
in two phases. We have completed the first phase, where
GruMon solely uses the location-based features including
coordinated transitions on continuously streamed location
feeds. Location data are updated for all devices connected
to the campus WiFi, at the server-side, without the involve-
ment of the client devices. Currently, we are working on the
second phase to integrate various sensor-based features. We
plan to deploy this version to the participants of LiveLabs
mobile testbed [29] that includes 2K+ signed participants
who can provide sensory data in real time.
Figure 18 shows screenshot of based group-based analyt-
ics from the live dashboard on a particular day during term
break which plots the number of groups detected by Gru-
Mon aggregated at 15 minute intervals. We see dynamic
groups starting to form from around 7.30 AM, and peak-
ing during midday through early evening (e.g. 11 AM to
6 PM) after which we see the number of groups falling as
students start leaving the campus. Although the student pop-
ulation on-campus during the break is much lower than the
term time, we see consistency in the number of groups de-
tected, and the times over which they are detected. We also
observe notable differences between the student visit pop-
ulation between weekdays vs. weekends. The number of
groups detected before 7.30 AM are in fact devices that are
co-located (such as phones, laptops, etc. lying around in the
labs and offices), and are not actual students, which serves as
our base case (about 50 groups). We also notice abrupt drops
in the number of groups detected throughout the day – we’re
investigating this further as the reason behind this is not fully
clear to us currently.
9 Conclusion and Future Work
In this paper, we presented GruMon, a group detection
system for dense, urban spaces. GruMon can achieve good
results even when location information is unavailable, using
novel sensor-derived micro-activity features. Also, when lo-
cation information is present, it further improves detection
precision and latency by using semantic transitions. We con-
ducted extensive evaluations using real datasets from two
shopping malls and an airport, and showed that GruMon can
detect most of the groups (> 80%) with high precision (97%)
even with a) many groups (e.g., 54% of the groups for Mall2)
separating at some period during the data collection period,
and b) varying levels of location accuracy.
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Figure 18. Screenshot from the GruMon live deployment
at the SMU campus for a particular day.
In the future, we plan to explore several interesting di-
rections to extend the current work. First, we plan to en-
hance GruMon with the ability to detect the relationships be-
tween members of detected groups. This will be a key en-
abler for useful group-aware promotion together with Gru-
Mon’s group detection capability. Second, it will be interest-
ing to enhance the system with upcoming wearable devices
like smart glasses and watches. These could help to visually
capture groups with members who do not carry smartphones
such as children and elderlies.
In addition, in the shorter term, we plan to deploy and
evaluate GruMon in more diverse urban venues. Especially,
we are considering challenging venues like fairs, exhibitions
and museums, where lots of visitors follow a pre-designed
walking flow and exhibit similar movement patterns even
though they are not in groups. Lastly, we also plan to ex-
pand the coverage of GruMon beyond Android users. In the
current design, the users of closed platforms like Windows
phones and iOS, can be only traced using server-side local-
ization, as they do not allow applications to access raw Wi-Fi
scan values. To support those users, native implementations
at the OS level, would be necessary.
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