We give explicit time lower bounds in the Lebesgue spaces for all nontrivial solutions of nonlinear Schrödinger equations bounded in the energy space. The result applies for these equations set in any domain of R N , including the whole space. This also holds for a large class of nonlinearities, thereby extending the results obtained by Hayashi and Ozawa in [9] and by the author in [2] .
Introduction and notations
where Ω ⊆ R N is an open subset with boundary ∂Ω, the nonlinearity f satisfies some conditions to be specified later and u 0 is a given initial data. We show that if u is a solution of (1.1) with initial data u 0 ≡ 0, then for any 0 < ε < u 0 L 2 (Ω) , r ∈ [2, ∞] and c ∈ Ω, we have lim inf
where M 0 > 0 is an explicit constant depending only on u L ∞ (R;H 1 0 (Ω)) and ε. In [12] , Strauss treated the case of the free operator. He showed that for any u 0 ∈ L 2 (R N where u(t) = e it∆ u 0 and Ω t = {|x| < k|t|}, for some k > 0 (see Strauss [12] , Lemma p.69). If fact, as seen in Ozawa [11] , the same result still holds with Ω t = {k ′ |t| < |x| < k|t|}, for some k > k ′ > 0. Later, (1.3) was established with Ω t ≡ R N and still for the free operator, but for any u 0 ∈ S ′ (R N ) \ {0} and any r ∈ [1, ∞] (see Kato [10] , Decay Lemma p.228). Ozawa [11] showed that, for certain potentials V : R N −→ R, any nontrivial asymptotically free solution u(t) = e it(∆+V ) u 0 satisfies (1.3), with Ω t = {k ′ |t| < |x| < k|t|} for some k > k ′ > 0. By asymptotically free, we mean that u(t) − e it∆ u + L 2 (R N ) t→∞ −−−→ 0, for some u + ∈ L 2 (R N ). However, the constants k and k ′ are not explicit.
The nonlinear case was first treated by Hayashi and Ozawa [9] , still with Ω = R N . They showed that any nontrivial solution u of (1.1) with initial data u 0 ∈ H 1 (R N ) satisfies (1.3), where Ω t = {|x| < k|t|} for some k > 0. The nonlinearity f had to be a single power interaction (
, and in all those cases, repulsive. Furthermore, the initial data had to satisfy the additional assumption R N |x| 2 |u 0 (x)| 2 dx < ∞.
These two last assumptions were needed in order to use the pseudo-conformal transformation law and obtain some a priori estimates on the time decay of the solution.
Finally, in [2] the author considered the special case where the nonlinearity is a single power interaction, with Ω = Ω t = R N . He established (1.3) for all nontrivial solutions u of (1.1) with initial value in H 1 (R N ). In particular, estimate (1.3) still holds for the attractive nonlinearity f (u) = |u| α u.
Note that all the above results are obtained by contradiction, which explains the fact that the lower bound in (1.3) is not explicit.
In this paper, we establish estimate (1.2) with a very simple (and direct) proof. It only makes use the linear part of equation (1.1) . This permits us to extend the results of Hayashi and Ozawa in [9] to any domain Ω ⊆ R N and to a large class of nonlinearities. The proof requires that for almost every u ∈ C, Im(f (u)u) = 0 and that the solution is bounded in the energy space, namely in H 1 0 (Ω). Note that the first hypothesis is quite reasonable. It is needed to have conservation of charge, which is essential to obtain (1.2). The proof allows us to consider attractive nonlinearities. In particular, we prove (1.2) for the free operator with Ω = R N . Finally, it seems that the possibility of choosing the lower bound in the right hand side of (1. 
is the usual Lebesgue space and we write . For a Banach space (E, . E ), we denote by E * its topological dual and by . , . E * ,E ∈ R the E * − E duality product. In particular, for any
we denote by B E (c, R) = {x ∈ E; x − c E < R} the open ball of E of center c and radius R.
Sharp lower bound
Let Ω ⊆ R N be an open subset and f satisfying the following assumptions.
When the solution is not smooth enough, the nonlinearity f has to satisfy the additional assumption
In the same way, we define a solution u ∈ L ∞ ((−∞, 0);
Remark 2.2. Note that Definition 2.1 makes sense since we then have
for any T > 0 and so the first equation in (1.1) makes sense in H −1 (Ω) for almost every t > 0.
Moreover, it follows from the inequality v
The main result of this section is the following.
and that u is a solution of (1.1) with u(0) = u 0 (Definition 2.1). Then the following holds. Let
and let
Then we have for any r ∈ [2, ∞] and any c ∈ Ω, lim inf
A similar statement holds for t < 0, with the obvious modification in (2.5).
(Ω)) then we obviously have that for any
Remark 2.5. Let u be a solution of (1.1) (Definition 2.1). It follows from Remark 2.2 that for any
2). Then it follows immediately from (2.2) that conservation of charge holds, that is for any
Remark 2.6. Notice that uniqueness of the solution is not required.
Remark 2.7. Estimate (2.6) is trivial if Ω is bounded. Indeed, we have in this case that Ω ∩ B(c, M |t|) = Ω, for any c ∈ Ω, M > 0 and t ∈ R large enough. Therefore, from conservation of charge and Hölder's inequality, we have
for any r ∈ [2, ∞] and any t.
Remark 2.8. Note that in the particular case where r = 2, estimate (2.6) becomes
Proof of Theorem 2.3. We follow a method of Cazenave [6, 7] (see Step 1 of the proof of Theorem 7.5.1 in [6] or Step 1 of the proof of Theorem 7.7.1 in [7] ). We write I = (0, ∞) if u is positively global, and I = (−∞, 0) if u is negatively global. Let ε ∈ (0, u 0 L 2 (Ω) ), let M 0 be given by (2.5) and 
almost everywhere on I. It follows from (2.10), Hölder's inequality and conservation of charge (Re-
almost everywhere on I. Let t ∈ I. Putting together (2.7)-(2.10), integrating over (0, t) if t > 0, or over (t, 0) if t < 0 and using (2.11), we see that
We choose H = M 0 |t| in the above estimate. This gives
By the dominated convergence Theorem, we have lim
yields with the above estimate lim inf
Let r ∈ (2, ∞]. It follows from Hölder's inequality that for any t ∈ I,
From the above estimate and from (2.12), it follows that lim inf
which is (2.6). Hence the result. and u ∈ E, au ∈ E. Assume that f satisfies the following assumptions.
f ∈ C(E; E * ), (2.13)
14)
Let u 0 ∈ E \ {0} and assume that there exists a solution u ∈ L ∞ ((0, ∞); E) of (1.1) with initial data u 0 . We claim that conclusion of Theorem 2.3 holds. Indeed, from (1.1), (2.13) and (2.15), we have that u t ∈ L ∞ ((0, ∞); E * ). Therefore, the first equation in (1.1) makes sense in E * for almost every t > 0, and inequality u
takes sense in L 2 (Ω) and we can take the E * − E duality product of the first equation in (1.1) in (2.6), for some 0 < k ′ < k < ∞. The only result known in this direction is the following. Assume 
Applications
In this section, we give some examples of nonlinearities for which Theorem 2.3 applies. As is wellknown, nonlinear Schrödinger equations enjoy of conservation of a certain energy E, under suitable conditions of the nonlinearity f. In some cases, this implies that ∇u
2E(u 0 ) (u being a solution of (1.1) with u(0) = u 0 ).
Example 3.1. The free operator
Let Ω ⊆ R N be a nonempty open set and let (e it∆ ) t∈R be the group of isometries generated by i∆ with the Dirichlet boundary condition on L 2 (Ω). Given u 0 ∈ H 1 0 (Ω)\ {0}, it follows that u(t) = e it∆ u 0 satisfies iu t + ∆u = 0 in R × Ω. Furthermore, the conservation of charge holds and for any t ∈ R,
for any c ∈ Ω and r ∈ [2, ∞], where
Example 3.2. The linear Schrödinger equation with external potential
Let Ω ⊆ R N be an open subset and let f (u) = −V u where 
of (1.1) such that u(0) = u 0 . Moreover, u satisfies conservation of charge and energy E, which is given
Then it follows from Theorem 2.3 that for any 0
In furthermore V 0, then we may choose M 0 as
The Hartree type nonlinearity
. We may choose, for example, W (x) = µ|x| −γ with µ ∈ R \ {0} and 0 < γ < min{N, 4}, with in addition µ > 0 or µ < 0 and 0 < γ < 2. Then for a given u 0 ∈ H 1 (R N ) \ {0}, there exists a unique solution
of (1.1) such that u(0) = u 0 . Moreover, u satisfies conservation of charge and energy E, where it is defined by
for any c ∈ R N and r ∈ [2, ∞], where
In the particular case where W 0 (or µ > 0 if W (x) = µ|x| −γ ), we may choose M 0 as [6] or Theorem 3.3.5 of Cazenave [7] , that for a given
of (1.1) such that u(0) = u 0 (see also the proof of Theorem 3.4.3 in Cazenave [7] ). Moreover, u satisfies conservation of charge and for any t ∈ R, E(u(t)) E(u 0 ). Note that u ∈ C(R; H −1 (Ω)) and so u is weakly continuous from R onto H 1 0 (Ω). Then for any t ∈ R, u(t) ∈ H 1 0 (Ω) and so, u(t) L 2 (Ω) and E(u(t)) are well defined for any t ∈ R. Furthermore, it follows from Remark 2.9 that u ∈ C(R; L 2 (Ω)).
By Theorem 2.3, we have for any
For the repulsive case λ < 0, see Example 3.5.
For more details about global existence and boundness in the energy space in Examples 3.3-3.4, see for example Bourgain [4] , Cazenave [6, 7] , Ginibre [8] , C. Sulem and P.-L. Sulem [14] and the references therein.
Example 3.5. Large nonlinearity -The repulsive case
Let Ω ⊆ R N be an open subset and let f (u) = −λ|u| α u with λ > 0 and 0 α < ∞. We set
then we have from Lemma 2.3.1 and Theorem 2.7.1 in Bergh and Löfström [3] that E and E * are reflexive separable Banach spaces and that E * is the topological dual of E.
there exists a solution u ∈ L ∞ (R; E)∩W 1,∞ (R; E * ) of (1.1) with initial value u 0 . Moreover, u satisfies conservation of charge and for any t ∈ R, E(u(t)) E(u 0 ), where
See Strauss [13] ; see also Cazenave [6, 7] , Section 9.4. Note that u ∈ C(R; E * ) and so u is weakly continuous from R onto H 1 0 (Ω) and from R onto L α+2 (Ω). Then for any t ∈ R, u(t) ∈ E and so, u(t) L 2 (Ω) and E(u(t)) are well defined for any t ∈ R. Furthermore, we have by Remark 2.9 that u ∈ C(R; L 2 (Ω)). It is clear that f satisfies (2.13)-(2.15) and so it follows from Theorem 2.3 and Remark 2.9 that for any 0
Note that when N 2, or N 3 and α See for example Theorem 4.5.1 in Cazenave [6] or Theorem 3.6.1 in Cazenave [7] . Finally, Theorem 2.3 applies.
Remark 3.8. We may mix some nonlinearities by taking
for some constants λ, µ, α, γ ∈ R and some real-valued functions V and W. See for example Cazenave [6] (Sections 4.3-4.5 and 6.5) or Cazenave [7] (Sections 3, 4.1-4.5 and 6.8) and the references therein.
