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ABSTRACT 
The problem is considered how to obtain the eigenvalues and vectors of a matrix 
A + VV r where A is a symmetric matrix with known spectral decomposition a d VV r 
is a positive semidefinite matrix of low rank. It is shown that the eigenvalues of
A + W r can easily be located to any desired accuracy by means of the inertia of the 
matrix I - Vr(h - A)-IV. The problem of determining the eigenvalues of A restricted 
to ~(V)1 can be treated likewise. 
1. INTRODUCTION 
Let A e R"×" be a real symmetric matrix with known spectral decom- 
position 
A = QAQ r, (1. I)  
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where Q = [ql . . . . .  q.] is orthogonal and A = diag()t 1 .. . . .  h.) .  Here h I ~.< 
• • • ~ X. are the eigenvalues, and q i, i = 1 .. . . .  n, the corresponding ortho- 
normal eigenvectors of A. 
Let V~R "×" be a matrix of maximal rank r~n. In this paper we 
consider the problem how to compute the eigenvalues X 1 ~< • • • ~ X. and the 
corresponding eigenvectors fi 1 .. . . .  ft. of the modified eigenvalue problem 
~x := (A+WT)x  = ~x, (1.2) 
or equivalently, according to (1.1), of 
(A +uUT)y  = 7,y, V = QU, x = Qy. (1.3) 
An important example of this type of problem is the rank one modification of 
the tridiagonal eigenvalue problem as proposed by Cuppen [7], where the 
modification divides the given matrix into two tridiagonal ones of half the 
order• Using this idea recursively, a divide-and-conquer algorithm can be 
derived which exhibits natural parallelism [7, 9, 14]. Dongarra nd Sorensen 
[9] fitrther developed this method, with particular attention to the parallel 
aspects of the algorithm. They skillfully implemented this algorithm, and it 
proved to be numerically stable and faster than the symmetric QR algorithm, 
not only on parallel but even on sequential machines. 
Another example occurs if the eigenvalues of an operator as e.g. the 
Laplacian or biharmonic operator are to be determined by difference meth- 
ods on a domain that is decomposable into subdomains on which the 
discretized eigenvahe problem is easily solved. Typically the matrices then 
have the following block structure: 
A= 
T 1 0 -.- 0 
o 0 0 
0 0 T k 
R1 R2 --- R k 
a 1 
R2 
Rk 
Q 
where the T i represent the difference operator on the subdomains. The R~ 
and Q, which are caused by the boundary and interface points, respectively, 
have a small dimension r compared to the dimension of the matrix A. Since 
the eigenvalues of the T~ are known or easily computed, it is natural to split A 
as diag(Ti,T ~ .. . . .  Tk,Q) plus a rank 2r correction. 
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A similar problem is updating the singular value decomposition [16] 
which occurs in picture reconstruction. Here the picture is discretized as a 
two dimensional array of pixels, resulting in a large matrix whose elements 
have integer values. If only a small part of the picture changes, e.g. due to 
some movement, his amounts to a low rank correction of the matrix, i.e. a 
low rank correction of the SVD. 
By means of the Courant-Weyl principle [17] the inequalities 
X k < g k, 1 ~< k < n, (1.4) 
X k ~< Xk+ ,, 1 ~< k ~< n - r, (1.5) 
and 
X.+,_k + X.+~-j(vv r) >1 g.+2_k_j, l<~k,j<~n, k+j<~n+l, 
(1.6) 
can be proved (see [17], [18], [19]). In (1.6) ~i(W T) denotes the ith 
eigenvalue of VV T. The eigenvalues of W T are of course just the squares of 
the singular values of V [11]. Observing that 
~, . (w r) = I lWrlh = IIVIl~ < IIVIIg = v~ =:p 
l~ i~n 
l~ j~r  
and setting j = 1 in Equation (1.6), we obtain 
Xk+p>~ ~,k,  l<~k<~n. (1.7) 
Furthermore, since 
~t i = trace(A+W T) = ~ ~k i + p, 
j=l j=l 
we may write--as Wilkinson [19] did in the case r -- 1 - -  
~'k = ~tk + #kP, 1 ~< k ~< n, (1.8) 
with/~k >/0 and ~- l# j  = 1. 
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In Section 2 it will be shown that 
det(h - ti,) = det(h - A) f (h) ,  h ~t o(A) (1.9) 
with 
fi(h-x,) 
f (h )=det ( i r _Vr (h  - A ) - IV )= jr1, 
I-I (h-hi) 
(1.10) 
and o(A) = ( h 1 ..... h,  ) the spectrum of A. 
Observe that I r -V (h -  A)- IV is a matrix of order r only. If we denote 
the multiplicities of h as eigenvalue of A and ,i, by/~(h) and /2(h) respec- 
tively and define 
i-  ff h is a zero of Jr(h) of order/9, 
o : (h)= p if h i sapo leo f f (h )  oforderp,  
otherwise, 
then 
(1.11) 
follows immediately from Equation (1.9). It is clear that f can have poles 
only in o(A). 
R~M.~a~. In the terminology of the theory of intermediate problems, f
in (1.10) is the modified Weinstein determinant and Equation (1.11) is 
Aronszajn's rule [13, 18]. 
An algorithm determining the eigenvalues ~1 ..... ~,  by means of the 
function f consists of three steps, namely 
(i) The determination of the multiplicity of h i' 1 ~< j ~< n, as eigenvalue 
of A and i,. Note that ~(hj)  may be positive, negative, or zero. 
(ii) The determination of the number of the eigenvalues of A in the 
intervals (hi, hi+l), h i < hj+~, and (h,,  h ,  + p]. 
(iii) The actual computation of these eigenvalues, i.e. of the zeros of f. 
The special case r = 1 in which one writes A = A+w r, v ~ R", has been 
considered by several authors [4, 6, 10, 11]. In this ease the corresponding 
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eigenvalue problem (1.3) can be deflated, i.e., an eigenvalue problem of the 
same form (1.3) but possibly reduced order can be derived such that A has 
only simple eigenvalues and all components u i of u = Qrv are nonzero. The 
eigenvalues ~/ of the deflated eigenvalue problem satisfy the inequalities 
Xj < Xj < ~j+l, 1 ~< j < n, and h ,  < X, ~< X, + p [6]. So the only task left is 
the computation of the simple zeros X j of 
- 
i= l  X - -X  ' 
u =Qrv.  (1.12) 
This can be done with different methods. For this purpose, Bunch et al. [6] 
have developed a zero finder based on a rational approximation of f in the 
interval (X/, X j+l). 
For r > 1, the abovementioned steps are more difficult to perform. We 
treat steps (i) and (ii) in Section 2. The discussion of step (iii) is delayed to a 
subsequent paper, where in addition we will report on numerical experi- 
ments. In Section 3, constrained eigenvalue problems are treated; the 
analysis is parallel to the one in Section 2. 
REMARK. Using the multilinearity of the columns of the determinant 
function, it is straightforward to deduce that for arbitrary r, the formula 
f(~t ) = det(I r - V r(~ _ A) - 1V) = det(I r - Ur(X - A ) -1U) 
=1+ 
(detUj, ..... h;*, ..... *k) z 
(-  1) E (x- xj,)... (x- x k) 
k f f i l  1~< ~'l< . . .  < ~'k~<r 
l~<j l< . . .  < jk <~ n 
with 
Vjb . . . ,  jk; r l , . . . ,  rk = lV(e,, ..... k) 
eJk ] 
holds, where e k is the kth unit vector. This formula however is useful only for 
theoretical considerations since it makes the conditions for the existence or 
nonexistence of a pole of f easily intelligible. It does not seem to be tractable 
for numerical purposes. 
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2. LOCATING THE EIGENVALUES OF i, = A+W r 
the 
and 
Let h ~ R be arbitrary but not in the spectrum o(A) of A. Then we have 
LzM~ 2.1. The matrices 
B:= [ A -A -wr0  
3 
0 [ ~R(n+r)×(n+r) 
Ir ] 
C:= 0 I r -vT (~-A) - IV  ~ 
are congruent. 
Proof. Let 
Then 
In O] [ I .  - ( )~- A ) - lV ]  
M := vT Ir J[ 0 I r " 
MrBM = C. • (2.1) 
Rs~.  Equation (1.9) follows from (2.1), since detM = 1. 
Let N(h) and 2V(),) be the numbers of eigenvalues of A and/k respec- 
tively that are ~< h. Let (v(h), ~(h), Ir(~k)) be the inertia [11, 15], i.e. the 
numbers of negative, zero, and positive eigenvalues of 
Then we have 
THEOREM 2.2. 
I~ - V r(h _ A) - iV. 
-N(h) + v(h) = N(h),  ~ ~ o(A). (2.2) 
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Proof. By Sylvester's law B and C have--as congruent matrices--the 
same inertia [15]. In particular the number n - ~r(X) of negative igenvalues 
of B equals the number of negative igenvalues of C, which is (n - N(X)) + 
~(X). • 
THEOREM 2.3. 
The mapping 
defined by 
Let )k ~ o(A). Then 
dim ~(2~ - A) = ~()~). 
a: ,# ' ( I , -  v r (h  - A) - iV)  ~ ¢¢'()~ - A) 
(2.3) 
(2.4) 
y ~ x := (X - A) - 1Vy 
is bijective. 
Proof. Equation (2.3) holds because B and C are congruent. 
Let x ~ ,f'()~ - ,~). Then 
x -- (x - A) -'VVTx, (2.5) 
i.e., x is the image of y .'= vrx.  Premultiplying Equation (2.5) with V r, we get 
y = V r(X - A) -tVy. 
Therefore y ~ Jff(I,  -Vr()~ - A)-IV) and a is sutjective. 
Because X-  A is regular, we get from ()~- A) -Wy 20  that Vy = 0. 
Since V has maximal rank, y must vanish. Thus a is injective. • 
RV.MAm~. Let X l,X 2 be the images of Yl,Y2 under a. Then 
xlrxe = yrvr (h  - A) - ~Vyg. 
Therefore a basis of ~/ ' ( I , -  Vr()~- A)-IV) has to be orthonormalized with 
respect o the scalar product 
<u,v> := u~V~(X - A) -~Vv 
in order that its image in ,#'(h - ,i,) may be orthonormal. 
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Now let X be an eigenvalue of A with multiplicity # = #(X), and let the 
columns of W ~R n×~ form an orthonormal basis of the corresponding 
eigenspace ,At(?, - A). [It should always be kept in mind that W is formed by 
unit vectors if A = A is diagonal; el. Equations (1.1) and (1.3).] We then have 
the following important 
LEMMA 2.4. The matr/ces 
B := 0 I r ~ R (n+r+#)×(n+r+lx) 
0 0 
and 
C..= [ )~-A 0 0 ] 0 I , -VT(~-  A)+V vTw ER (n+r+tt)x(n+r÷#) 
0 WrV 0 
are congruent. ()~ - A) ÷ is the unique generalized inverse of ~ - A [11, p. 
139]. 
Proof. The equation 
MTBM -- C (2.o) 
holds with 
ii 0ill low o01 M= 0 I~ vT(I W r)  I ,  0 
W r 0 0 I~ 
ii0 0]l  01 X 0 I r v rw Ir 0 . 
0 0 I~ 0 I~ 
Note that the first factor of M is symmetric and orthogonal and that the 
identities (~-  A)+()~- A)=()~-  A)(k- A) += I -WW T, ( )~-  A) 
(I--WWT)=()~-A), ()~-A)+(I-WWr)=()~-A) +, and (?t-A)W=0 
hold. • 
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Let now (~(h), ~(h), ~(h)) be the inertia of 
Z(X) := (I,-Vr(XWvV- A)+V 
Similarly to Theorem 2.2, we obtain [1] 
TnEOm~M 2.5. 
N(X) + ~(X) = N(X), 
Furthermore we have 
Trmom~M 2.6. 
V~W) ~(r+~)×(r+~). 
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h ~ o(A). (2.7) 
Let X ~ o(A). Then 
fi(h) = dim JV'(R - h) = ~r(h). (2.8) 
The mapping a : JV'(Z(h)) --) JV'()~ - A) defined by 
is biiective. 
Proof. Equation (2.8) holds because 
dim ~f(B)  = dim JV'(X - A) +/~ 
= dim X(C)  = dim X(  X - A) + dim X(Z(  X )) = t~ + ~(h ). 
Now we show that a is surjective. Let x ~ JV'()~ - i,). Then 
(X - A)x = VVrx. (2.9) 
The Fredholm Alternative states that this equation is resolvable ff and only if 
wTVVTx ---- O. (2.10) 
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If (2.10) is satisfied, the general solution of Equation (2.9) has the form 
x = (X - A) +Vy+ Wz, y =VTx. (2.11) 
Multiplying (2.11) by V r on the left, we get 
y = Vr()~ - A) +Vy + VTWz. 
Together with (2.10) we obtain 
i.e., x is the image of 
To prove that a is injeetive we show that 
(h -  A)+Vy+Wz = O, WZVy=O 
implies that y = 0 and  z = O. As (X -  A)+V is orthogonal on W, we have 
simultaneously 
(~, - A)+Vy = 0 and Wz = 0. (2.12) 
Since W has full rank, it follows that z --- 0. From the first equation in (2.12) 
we have that Vy ~ ,A/'((~ - A) + ) = ~A/'(~ - A). Thus 
vy =Wy' 
for some y 'E  R ~. From WTVy = WTWy '= y '= 0 we get Vy = 0. But V has 
hall rank too, so y = O. • 
REMARK. If a basis {(zY) ~} of JV'(Z(~)) is orthonormalized with respect 
to the scalar product 
z l ] ' [ z2  I,  ' 
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the set (xi} obtained by (2.11) forms an orthonormal basis in ~(X-  ,i,) 
with respect o the usual scalar product in the Euclidean space R". 
Let h i, 2ki+ 1, 1 ~< j < n, be distinct eigenvalues of A. Then by our 
definitions the number of eigenvalues of A in the open interval (h i, )~1+ 1) is 
given by 
g(x,+l) (2.13) 
The number of eigenvalues of .i. greater than }~. is 
n - 1V(X , )  = N(X , )  - IV (X , )  = ~(h , ) .  
A simple reformulation of (2.13) yields 
THEOREM 2.7. 
I(X ~ o(X):)~j < X < Xi+1} = ~(Xj)+ ~(X j+I ) -  r, (2.14) 
I{ X o(X): X > x.)I-- (2.15) 
We are now able to locate all eigenvalues of .~. The eigenvalues in 
o(A) (3 o(A) and the corresponding eigenvectors are obtained according to 
Theorem 2.6. The munber of the eigenvalues of i~ in each subinterval 
(hi, hi+t) with ~1 < h j+l is determined by Theorem 2.7. Slicing the spec- 
trum and using Theorem 2.2, it is possible to locate these eigenvalues 
arbitrarily accurately. The slicing can be combined with a zero finder applied 
to Weinstein's determinant f(h) in (1.10). It may be advantageous to
compute the zeros of the bounded function g(k) = f(h)()~ - h*)-~(x')0~ - 
h**)-,0(x*.) instead of f(h) in the interval (h*, ~**). Here it is assumed that 
h*,X**~o(A) and that (h*,)~**)no(A)=~. Let #* and /t** denote the 
multiplicities of h* and h**, respectively, as eigenvalues ofA. Then we have, 
with (1.11), ~(~*) = ff()~*) - #* and ,.,(h**) = ~(~**) -/~**. The numerical 
computation of f()~) near an eigenvalue, say ~*, can cause numerical 
difficulties due to overflow. Therefore it may be useful to proceed as follows: 
Let W ~ R "x'" be a matrix the columns of which form a basis of the 
eigenspace Jff()~- A). Let QR, Q orthogonal, be a rank revealing QR 
decomposition [11] of wrv .  Then the columns of W*:=WQ form an 
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orthonormal basis of JI/'(2t - A) as well, and furthermore 
(R,) w*rv= R = 0 ' 
where/x~' is the rank of R. From Theorem 2.6 and the appearance of Z(A*) it 
is clear that X* is an eigenvalue of A with multiplicity at least g~ = #* - g~'. 
With (1.10) we see that the pole of f(A) in X* is at most of order #~. 
Defining the matrix 
E [ (h -h* )L , r  0 ] 
:= ~ R "* ×~* (2.16) 
0 I~ 
and the projections P* = W*W *T and P* i = I - P*, and taking the equation 
VT(X-  A ) - IV=VrP* (X-  A ) - IP*V+VTp*±()~- -  A ) - IP* IV  into 
account, a simple calculation shows that 
× It O] 
W*r(~ - A) - 1P*V I x. 
=[ I'-vrP*~(~'- A)-~P* ±v R ~]" (2.17) 
It is clear that VrP*X(X-  A ) - IP* iV  converges Vr(X * -  A)+V as X ap- 
proaches A*. With (2.17) and the definition of R* we get 
¢(x) :-- ~(x)(x- x*r~ = det( Ir-v*(x- A)-'v o ~. o)
= det( I r  - VTp*'L(X - A) - IP* x V R*r ) 
11" (X -  X*)I~, r " (2.18) 
Note the connection of the last matrix in (2.18) at X = 2~* with Z(?~*). 
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g(h) is analytic in a neighborhood of h*. Its analysis yields the asymptotic 
behavior of f (h)  near h*: ff g(h) = c (h -  h*) ~ + O(IX- X*[s+l), c = 
g(')(h)/s!, then f (h)  = (h - h*)s-"t[c + O(I X - h*l)]. The value of the con- 
stant c may be computed by means of the determinant function on the right 
side in (2.18), using algorithmic differentiation [2]. 
Similarly one can modify f(X) to obtain a function g(h) on a dosed 
interval [h*, h**], (X*,)~**)t~ o(A) =~:  
g(x)  .-= f (x ) (x  - x*) r(x - x**)  
I _Vrp±(h_A) - lp lv  R* r a**r 
= det R* (h - X*)I~r 0 
R** 0 
(2.19) 
P± in (2.19) projects orthogonally on (~/ ' (h*-A)~Jt / ' ( )~**-A))  I.  From 
(2.17) it is clear that the matrix in (2.19) has inertia (~r +/t~', ~, g +/x~' *). A 
disadvantage in using (2.19) to calculate the zeros of f iX) is that possibly 
g()~) = 0 at one of the endpoints of the interval (h*,)~**). In such a case a 
zero finder may be mislead. 
As indicated in (2.19), an arbitrary number of poles can be smoothed out. 
Rv.MAI~. The change of the basis of M/ '(h-  A) from W to W* is 
essentially the deflation step of Bunch et al. [6]. 
. THE COMPUTATION OF STATIONARY VALUES OF A LINEARLY 
CONSTRAINED QUADRATIC FORM 
In this section we consider the problem of finding the stationary values of 
S ix ]  == - -  
subject o the linear constraints 
Vrx = 0, 
(see [10]). 
xrAx 
(3.1) X TX 
v ~ R"×' (3.2) 
An example of such a problem is the distribution of the Von 
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Neumann ratio used in statistical computations: Consider the least squares 
problem 
IIAx - bllz = min 
with solution ~ = A + b and residual r ~ b - A~. The Von Neumann ratio is 
defined by 
n-1  
Z (r,÷,- r,) 2 
i f f i l  rrCr 
~ ri2 rT r  ' 
i f f i l  
(3.3) 
where the matrix C is tridiagonal with diagonal - 2 and off-diagonal 1 [12]. 
Minimizing the ratio (3,3) subject o the constraints Ar(b - Ax) = Arr = 0, we 
obtain a problem of the form (3.1), (3.2). 
Without loss of generality we may assume that V has maximal rank r. In 
order to apply the method of Lagrangian multipliers we define the functional 
f(x, k ,a) := xrAx -- h(xrx -- 1) -- 2xrVa (3.4) 
with the multipliers k ~ R and a ~ R r. Differentiation with respect to x and a 
leads to the eigenvalue problem 
X)(:) 0 
or, in view of (1.1), to 
--0 v--o  
The subspace of R" spanned by the r columns of V is ~(V). Denoting by P 
the orthogonal projection on ~(V) ±, we see that V rx = 0 is equivalent with 
Px- -x .  The first equation in (3.5) means that (A -  k)x ~ ~(V), i.e. that 
P(A - X)x = 0. Therefore the eigenvalue problem (3.5) is equivalent to 
PAPx = kx, Pxffix. (3.7) 
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The equation Px = x excludes the trivial eigenpairs (0,v), v ~ ~(V). The 
n -  r eigenvalues ~1 ~<''" "~< ~kn-r Of (3.5), (3.6), and (3.7) satisfy respec- 
tively the inequalities [18] 
h i <~ ~ <~ ks+ ,, 1 ~ j <~ n - r. (3.8) 
We note here that the constraints (3.2) can be replaced by 
V'rx = 0, V' = VT, (3.9) 
where T ~ R r×" is any nonsingular matrix. 
The following lemmata nd theorems hold for any V' but we can simplify 
the proofs ff we choose T such that V ' rV '= I r  and V ' r (A -h)V  '= 
diag(z 1 ... . .  v~). [The determination of T amounts to the solution of the 
generalized symmetric eigenvalue problem Vr (A -h)Vx=~VrVx . ]  In 
the sequel we omit the prime of V'. The investigation of the connections 
of the eigenvalues of i~ in (3.5) and A permits a similar analysis to that in the 
previous section. The counterpart to Lemma 2.1 is 
LEMMA 3.1. For h ~ a(A), the matrices 
h-A  0 ] R(.+r)×(n+r) ' 
C := 0 -Vr (h -  A ) - lV  • 
and 
[P(X - A )P -  Wr(~,  - A )W r 
D 
t V r 
V]o ~ R(n+r)×(n+r) 
are congruent. 
Proof. Evidently 
Vr(X  - A )  - x B = C ,  I r 
(3.1o) 
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and, noting that P = I - W T, 
(in 0) 
0 I, B _Vr (X_  A) I r ---D" II (3.11) 
With (3.10) we get the equality 
det ( ~ - A v r  V) = det(?~- A)det (Vr (A -  ) t ) 'V ) ,  
i.e., the eigenvalues of .~ not belonging to the spectrum of A are the zeros of 
det(V T(A -- 2~)-IV). In the method of intermediate problems of the first type 
det(Vr(A - ~)-1V) is called the Weinstein determinant [13, 18]. With (3.11) 
we see that 
x,) 
f (X )=det (Vr (A_  h ) - tv )= j=l. 
VI (x-~,,)  
j= l  
~o(A) ,  (3.12) 
and that Aronszajn's rule holds. In the case r = 1 (3.12) becomes 
u,~ 
f (A) = 2,, - A' u = Qrv. (3.13) 
i=1 
As in the previous ection, we have 
THEOREM 3.2. Let ~ f~ o(A), and (~()~),~(~), ,r(~)) be the inertia of 
V r(A - ~) -  IV. Then 
2Q(X) + v(h) = N(X). (3.14) 
The multiplicity fi(~ ) of ~ as an eigenvalue of A is 
~(x) -- ;(x). (3.15) 
The mapping 
a:a  ~ x:= (A -  X ) - lVa  
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from the nullspace of Vr(A - k ) - lV  to the eigenspace corresponding to h of 
the restricted eigenvalue problem is bijective. 
Proof• We determine first the number of nonnegative igenvalues of D. 
We identify R "+ • with R"  × R • and observe that the subspaces :~(V) ± × {0} 
and ~(V)× R ' of R"× R • are invariant for D. The spectrum of D is the 
union of the spectra of D restricted to ~(V)  ± × (0} and to :~(V)× R •, 
respectively. The spectrum of D restricted to :~(V) ± ×{0} is (X -~ i ) ,  
i = 1 . . . . .  n - r. The corresponding eigenvectors are essentially those of (3.7)• 
The number of nonnegative points in this part of the spectrum is 2Q(A). 
Now we consider D restricted to ~(V)× R •. If we represent x ~ :~(V) by 
x = Vy, this mapping is given by 
IvT . v:v)/y ) 
vTV 
¢ 
q'l 1 
% 
1 
0 
l(y) 
0 
y ,a~a •. (3.16) 
It is easy to see that the eigenvalues of (3.16) are ~/+ - 1  2(~i + ~¢/~ +4 ) and 
• /- = ~(~j - ~/~ +4 ) with corresponding eigenvectors (T/+ej, e i ) / (1  + ~/+2) 
and (v~-e i, ei)/(1 + ~]-~), respectively. Since ~/+ > 0 and ~/- < 0, B restricted 
,to ~(V)×R • has r positive and r negative eigenvalues. Therefore D has 
h~(X) + r nonnegative igenvalues, Because of Lemma 3.1 this number equals 
the number of nonnegative igenvalues of C, which is clearly 
N(h) + ~(X)+ ~r(h) = N(X)+ r - v(h). (3.17) 
This proves (3.14) 
(3.15) is evident. 
Now we prove that a is bijective. Let (A - ~,)- 1Va = 0. Then  a -- 0 ,  since 
A - k is invertible and V has maximal rank. Thus a is injective. Let now x be 
in the eigenspace of the restricted eigenvalue problem, i.e., PAPx--Xx,  
Px = x. Then P(A - k)x -- 0. This means that there is an element a ~ R • such 
that (A  - X)x = Va. Thus x is in the range of a. • 
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Let now X be an eigenvalue of A of multiplicity # = g(X), and let the 
columns of W~R "×" form an orthonormal basis of the corresponding 
eigenspace .A/'(A - X). Then we have 
LEMMA 3.3. Let X~o(A). Then the (n +r +tt)×(n +r +#) matrices 
XvA V 0] 
B= r 0 0 , 
0 0 
I 
X-A  0 0 ] 
C= 0 Vr (A -X)+V VrW , 
0 wrv  0 
(3.18) 
I P(X-A)P+VVr(X-A)VV r V 01 D= V r 0 0 0 0 0 
are congruent. 
Proof. 
with 
A short calculation shows that 
MTBM = C 
I I-ww  °wo iro wlEI °o ( ,,Vlo i°°] 
The congruence ofB and D follows from Lemma 3.1. 
Denoting the inertia of 
z(x) := (V*(A- X) +v V~W) ~ a,,+~)×(-~, 
wry  
(3.19) 
by (~(X), .~(X), if(X)), we get 
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Trlv.om~M 3.4. Let ~ ~ o(A). Then 
+ = N(x)  
and 
The mapping a defined by 
93 
(3.20) 
/2(h) = ~()l). (3.21) 
:= (X - A) +Va+ Wz 
bijectively maps X(Z(X)) to the corresponding eigenspace of the restricted 
eigenvalue problem. 
Proof. The proof of this theorem is a combination of the proofs of 
Theorem 3.2 and Theorem 2.6 [1]. • 
Finally one obtains 
Tnv.omeM 3.5. The number of eigenvalues of the restricted eigenvalue 
problem in the open interval (h i, ~'i+1), hi < ~i+x, 1 ~< j < n , / s  
r .  (3.22) 
A numerical algorithm to compute the stationary values of the con- 
strained quadratic form can be designed in the same way as an algorithm for 
the modified eigenvalue problem of Section 2. 
4. CONCLUDING REMARKS 
In the preceding sections, we've presented several new results which 
should make the two kinds of modified eigenvalue problems more easily 
solvable. 
An algorithm based on this theory requires the computation of the inertia 
of a symmetric matrix. This has been skillfully done in a method proposed by 
Bunch and Kaufmann [3, 5, 8]. 
An algorithm which uses the inertia may be based entirely on bisection 
(as was done for computing the eigenvalues of tridiagonal matrices). An 
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advanced algorithm would make use of an appropriate zero finder for the 
computation of the modified eigenvalues. 
It is an open question when it is reasonable to treat a modified eigenvalue 
problem as such and when it is more appropriate to solve/ix = ~,x ab initio 
by one of the well-known eigenvalue problem solvers such as e.g. the 
symmetric QR algorithm [11, 15]. 
We remark here that the theory developed in this paper is extensible with 
only minor changes to quite a large class of linear selJ-adjoint operators [1]. 
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