Abstract. This paper studies the impact of variable transmission delays on the Transmission Control Protocol (TCP). Sudden delay variations, which are not unemurnon in mobile networks, may degrade the performance since they may cause spurious TCP timeouts. The rnost irnportant pararneter in this context is the TCP retransmission timer. In this paper, we analyze TCP's round-trip time estimation for bulk data traffic over wireless links. The rnain contribution is a new analytical rnodel that accurately predicts the timeout duration from given network pararneters. As a first result, the rnodel shows that the round-trip time sampling rate has a significant impact on the timer characteristics. Therefore, the standardized estimation algorithm does not harmonize weil with timestamp-based rneasurement. Second, we quantify the risk of spurious TCP timeouts triggered by changing round-trip tirnes, in particular long off periods. We conclude that delay variations are only critical when they are on the order of seconds.
lost. This affects TCP performance in two ways: First, the TCP sender retransmits outstanding packets due to the Go-back-N mechanism; and second, the congestion window and thereby the sending rate are unnecessarily reduced. As a consequence, TCP may waste scarce bandwidth or underutilize the available resources. Both effects have already been studied extensively [5, 6, 7, 8, 9, 10] .
The most important parameter in this context is the TCP retransmission timeout. However, due to the complexity and the cumulative nature of the RTT estimation, this particular aspect of TCP has rarely been addressed so far. In this paper we give a detailed insight into the characteristics of the RTT estimation, both with and without timestamp-based measurement. We determine upper and lower bounds for the RTO duration as a function of the network configuration. This allows us to quantify the sensitivity of TCP to sudden delay variations. Unlike previous studies [11, 12] , we use an analytical approach and focus on networks with rather low data rates and high latencies. To the best of our knowledge, this is the first analytical model of the RTT estimator in TCP.
The remainder of the paper is organized as follows. In Section 2, we develop a delay model based on the saw-tooth behavior of bulk data traffic and describe the round-trip time measurement in TCP. Section 3 investigates the performance of the RTO estimation for this delay model using digital signal processing theory. In Section 4, we verify our analysis by simulation and discuss the impact of several parameters. Based on our model, Section 5 evaluates the risk of spurious timeouts. Finally, Beetion 6 concludes the paper and summarizes our results.
An End-to-End Delay Model

TCP in Networks with a High Bandwidth-Delay Product
Since significant delay variations usually come along with transient events like handovers, we first focus on the rather stationary situation between such events in order to determine the expected RTO duration. An analytical analysis of bulk data TCP traffic over a single bottlerreck link has been presented in [13] . The underlying model is illustrated in Fig. 1 . Some assumptions are: (1) There is one dedicated drop-tail buffer of fixed size B in front of the bottlerreck link, (2) it is not necessary to consider two-way traffi.c, (3) all data packets are of equal size LMTU ( = 1500 byte), and ( 4) all delays except for the service time and the queuing delay at the bottlerreck link can be lumped together to single latency 7. When accessing the Internet through a cellular network, the radio link is likely to be the bottleneck. We thus argue that this model reflects the characteristics of 2.5 G and 3 G networks, in particular in downlink direction, as long as both the service rate f-l and the latency 7 remain at an approximately constant level.
In the network model depicted in Fig. 1 , the congestion window W c of a single TCP connection with greedy source follows a saw-tooth pattern because of the congestion control [14] . The sender goes into the Gongestion Avoidance after having probed the available bandwidth during an initial Slow Start. In Gongestion Avoidance, Wc is gradually increased unt il the capacity of t he path G = lB + 1+f-lrJ again. The congestion window thus follows a regular pattern that can be divided into "cycles" [13] . Note that the saw-tooth behavior may be prevented by a small receiver-advertised window WR. However, WR is unlikely tobe a limiting factor if the window scale option [15] is used, as recommended in [16] . The evolution of Wc in one cycle is determined in [13] . We extend this analysis in two aspects. First, the assumption that B is smaller than the minimal bandwidth-delay product J.L T + 1 contradicts current buffer overprovisioning in mobile networks [2, 3] . As a consequence, we rather assume B > J.L T + 1. Second, we do not neglect the delayed acknowledgments in TCP [14] : A TCP receiver should only generate an ACK for every second full-sized segment. Further on, ACKs must not be delayed for more than a certain duration d, which many TCP implementations set to 200ms [17] While Wc raises, the buffer gradually fills up. At the same time the queuing delay increases and so does the round-trip time x. More precisely, the RTT is always incremented by 1/ J.L when the congestion window advances by a fullsized segment. Provided that jitter can be neglected, x is a step-wise increasing function [18] . As sketched in Fig. 2 , it roughly follows the square-root law given by (2) . Apparently, the maximum value is defined by Xmax = C / J.L. When entering the Fast Recovery at the end of the cycle, Wc is halved and the buffer drains. This reduces the RTT by a factor of two.
The evolution of the round-trip time as shown in Fig. 2 is not a very useful function. In the following, we ignore it and instead use a linear approximation: If there are N samples in one cycle, we assume these samples x( n) as x(n) = KXmax + kXmaxNn -1 (3) for 0 :::; n :::; N -1. As already discussed, the ratio K ( = 1 -k) between the smallest and the largest RTT can be set to ! .
The missing parameter in (3) is the number of RTT samples N. TCP may use two different measurement methods: By default, the TCP sender records the time when a segment has been sent. On arrival of an ACK comprising this segment, the RTT is obtained from the difference of the system t ime to this stored variable. This means that there is always only one ongoing measurement. A morefrequent measurement is possible if the timestamp option [15] is included in the TCP header. The sender can then derive a sample from every new ACK.
From an abstract point of view, both methods differ in the sampling rate. In the first case, one measurement is taken per RTT. This corresponds to 
Note that for b = 2 the number of measurements is approximately halved because there is only one ACK for every other segment.
3 Performance of the Round-Trip Time Estimator
Mathematical Analysis
Setting the retransmission t imeout is a challenging issue. On t he one hand, an aggressive algorithm tends to trigger frequent spurious timeouts. On the other hand, a conservative timer may cause long idle t imes in case of packet loss. TCP tries to achieve a trade-off between both extremes by calculating the RTO duration R(n) for every new sample x(n) out of exponentially weighted moving averages for the smoothed round-trip time s(n) and the RTT variation v(n):
According to RFC 2988, the weighting factors should be set to a = 1 -& = ~, ß = 1-ß = ~ and 1 = 4. Furthermore, the lower bound m should be one second.
Given that the typical round-trip times in fixed networks are significantly lower than one second, R(n) usually is dominated by m, while it is virtually unaffected by the other parameters [11] . In cellular networks, however, the RTT is on the order of several hundred milliseconds or even !arger [2, 3] . This makes it important to understand the performance of Equations (6)- (8) in detail, in particular if the clock granularity of the operating system is small. In principle, the computation of the RTO value from RTT samples is a digital signal processing problem, where s(n) isalinear low-pass filter. By applying (3) as input function to (7), the smoothed RTT value can be calculated as
for 0 ::::; n ::S N -1, e. g. using the well-known Z-transform. Note that s( n)
differs from x(n) by a diminishing component, which results from the step at the beginning of the cycle, and by a constant offset. Utilizing the periodicity s(n) = s(n + N) we obtain:
The smoothed RTT variance v( n) is a non-linear function because of the absolute value in Equation (6). Nevertheless, v(n) can be analyzed similarly with the help of y( n) = J s( n -1) -x( n) / being piecewise defined as follows: ' if k ::::; n ::::; N -1 .
Therein, k = ln~/ln & is given by the solution of y(k) = 0. Applying (13) to
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Numbor of samples per cycle N where l = k -1 is used as abbreviation. Again, es can be calculated by taking
Finally, we can compute R(n) by inserting (9) and (14) into (8).
N umerical Results
In Fig. 3 , the function R(n) is plotted for different values of N, under the assumption that it is not affected by the lower bound m. The shape of R( n) depends on the sampling rate. If the number of measurements per cycle is small, R( n) remains at an almost constant level and is always greater than the maximum RTT Xmax· For higher values of N, R(n) steeply increases at the beginning of the cycle. This peak is due to the fact that the drop in the RTT from Xmax to K.Xmax turns into a sudden increase of the RTT variation v(n). Subsequently, R(n) decays to a value close to x(n). Here, the exponential moving average does not "remember" information about the previous cycle and the maximum value Xmax· As a consequence, s(n) converges to a value close to x(n), and v(n) converges to zero. The larger the sampling rate, the more noticeable is this effect. In order to get a simpler view on the set of curves in Fig. 3 , we define the following metrics in addition to the mean value R: The problern lies in the estimator weights a, ß, and 'Y· They have been defined forthedefault RTT measurement taking at most one sample per RTT. Choosing adequate weights for the timestamps is an open research issue. One proposed solution is the Eifel Retransmission Timer [18] that adapts the parameters to the sampling rate. Also, newer versions of the Linux operating system deploy an algorithm that differs from the TCP specification [17] . Even though these empirical modifications address the issue oftimestamp-based RTT measurement, a detailed analysis of their characteristics is still pending.
Model Validation
Simulation Setup
In order to compare our analysis with simulation results, we have modeled unidirectional TCP bulk data traffic over a mobile network using an object-oriented simulation tool (19] . Figure 5 shows the simulation setup.
The important simulation parameters are summarized in Table 1 . We use several configurations both concerning the RTT estimator and the network model. The data rates in uplink and downlink direction are chosen from a set of values that are typical for cellular networks. As the link layer is supposed to be highly persistent, packet loss because of data corruption is not taken into account. In this section the radio channel is assumed tobe rather ideal, i. e., it does not introduce a significant amount of jitter. BoL is set to an integer value out of a range from 2 to 16 packets, which is equal to 3000-24,000 byte. In uplink direction we 
Simulation Results and Discussion
In the following, we first discuss the accuracy of our analytical model for two selected sample configurations. A further example in Fig. 7 shows the same scenario with RTT measurement based on timestamps. Obviously, the number of RTT samples increases and changes the characteristics of the RTT estimator. Again, Ntimestamps = 66 from (5) perfectly matches the simulation results, and so does the minimum Rmin· Regarding the maximum, there is a similar effect as in the previous example. However, the most important difference is that the measured RTT Xsim only jumps up if W advances by one. Every increment affects the RTT variation v(n) and thus results in a small peak. Since we do not consider this phenomenon in our linear approximation, we may underestimate t he mean round-trip time.
In order to validate our model for a larger parameter space, we performed the same analysis for all parameter combinations of TDL, ruL, BDL, and Text, as listed in Table 1 . Rmax, R, Rmin, and L1min were measured in the "steady state", i. e., after an initial transient phase had been passed. Aseparatesimulation was started for every configuration with B > JLT + 1. We determined N from (4) or (5) and used it as horizontal axis in the diagram. Furthermore, we normalized the measured values by the theoretical Xmax = C / f.-t· Figure 8 shows the simulation results in a scatter-plot for a fine-granular timer and a rather small m. The comparison with the analytical results reveals a quite good match, in particular for Rmin and Llmin. As expected, our analysis underestimates the actual value of R when N is !arge, but only slightly. The largest discrepancies can be observed for Rmax· As already discussed, Rmax highly depends on the shape ofthe RTT reduction at the beginning of the cycle. Nevertheless, our model is a good approximation for a large parameter range. Besides, it is almost independent of the TCP variant as long as the Additive lncrease Multiplicative Decrease mechanism is used.
Many TCP implementations use coarse-grained clocks. Unfortunately, a large granularity G introduces noise and degrades the model accuracy. Generally speaking, our analysis applies best if R(n) > m for all n. This, as well as our modeling assumption of a single bottleneck link, is most likely fulfilled by high-latency wireless links, while it may not hold in other networks. We also do not consider jitter, e. g. caused by retransmissions of radio blocks in the link layer. As long as such jitter is on the order of tens of milliseconds, it hardly will trigger spurious timeouts (see next section). But the volatility affects the smoothed variance v(n) and increases R(n). To some extent, one can account for such random fiuctuations by replacing JL and T with their average values Ji and 7 (see [8] ) . Our model then provides lower bounds for the RTO duration and therefore is some kind of worst case analysis. 
Spurious Timeout Probability
Basedon the knowledge about the duration of the retransmission timeout, we can calculate the probability of spurious timeouts in the presence of delay variations. We assume the uplink and downlink transmissiontobe interrupted for a duration Toff. The time between such events Ton :» Toff is determined from a negativeexponential distribution. During the "off" period, no packets are transmitted but they remain buffered in the base station and the mobile terminal. The question we are interested in is whether such a delay spike triggers a timeout, which would be spurious because no packets are lost. Taking into account that the retransmission timer is restarted whenever an ACK acknowledges new data [4] , this requires the inter-arrival time between two successive ACKs to exceed the current RTO duration. Or, in other words, a timeout should occur if Toff > R.
We have verified this by performing simulations for various values of Toff. The total number of retransmission timeouts K during a data transfer of about two hours is shown in Fig. 10 and Fig. 11 . The configurations correspond to Fig. 6 and Fig. 7 , respectively. As a reference, we also added .::1min, R~in , and R~ax from our theoretical model, which are calculated assuming no delay variations.
This implicitly assumes that Ton is Ionger than the duration of one cycle.
Obviously, K depends on the frequency of delay spikes. The comparison with the total number of interruptions reveals that there is virtually always a (spurious) timeout if Toff is large, e. g. six seconds. In contrast, short interruptions do not trigger any timeout. Figure 10 and Fig. 11 show that the critical interval is between R~in and R~ax> which are determined from the analytical model. This motivates us to define a spurious timeout probability as follows: 
This formula computes the probability that an interruption of duration Toff triggers a timeout. As presented, the parameters R'max and R'min can be determined from the maximum path capacity C and the bottleneck service rate J1, provided that it is known whether the TCP sender uses timestamps or not.
Evaluation
The spurious timeout probability quantifies the risk of inefficient interactions between TCP and delays, e. g. caused by the handover management or by resource allocation mechanism. Nevertheless, recall that R:nin is on the order of the maximum RTT Xmax or m, whichever is larger. Assuming m = 1 s, the data transmission must be interrupted for at least one second to trigger a timeout. Thus, a TCP-friendly system design should avoid such delay spikes. If this is not feasible, one might think about optimization techniques such as transport layer protocol helpers [7, 8] or TCP enhancements like the Eifel-Algorithm [5] .
Enabling the timestamp option in mobile networks is recommended by [16] , claiming that this "reduces the risk of spurious timeouts". The results both of our analysis and our simulation disagree with this statement: Figure 10 and Fig. 11 show that smaller delay spikes trigger more spurious timeouts for timestampbased measurement. Therefore, one must carefully balance the increased timer aggressiveness against the faster feedback which timestamps are able to provide.
Of course, (19) is only an approximation. A more detailed look at Fig. 10 and And second, bursty ACK arrival may cause multiple packet drops at the buffer in front of the bottleneck. TCP recovers from this by real timeouts. But such buffer overfl.ows are only an issue if the buffer is almost completely filled, and they could be avoided by active queue management techniques. Finally, it should be mentioned that a spurious TCP timeout may not only be caused by a complete interruption of the data transmission, but also by other delay variations. In particular, a sudden decrease of the service rate from /1H to /1L may have the same effect. An analysis of this scenario in [9] concludes that the retransmission timer will not expire if R > 1/ /1L· With J1 = /1H we can determine this value from our model and thus refine this condition: A bandwidth oscillation can only trigger a spurious timeout if J1L < 1/ R:nin· 6 
Conclusion
In this paper, we study the characteristics of the TCP retransmission timer for bulk data traffic over low-bandwidth paths. The main contribution is an analytical model to predict the RTO duration from given network parameters. We model both the standard RTT measurement and timestamp-based sampling. The results show that the sampling rate has a significant impact on the timer performance. From this we conclude that an RFC 2988 compliant timer does not harmonize well with timestamps. Given the complexity of underlying TCP mechanisms, we found that our model and simulation results match well over a wide range of scenarios. Based on the theoretical results, we are able to quantify the sensitivity of TCP to sudden delay variations. Our focus are Ionger off periods. We determine the probability of spurious timeouts depending on the off period duration, the path characteristics, and the TCP parametrization. As a rule of thumb, delay variations are critical whenever they are on the order of one second.
