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The Magnetorotational Instability (MRI) is believed to be the primary mechanism
for angular momentum transfer in astrophysical accretion disks. This instability,
which exists in ionized disks in the presence of weak magnetic fields, can either
transfer angular momentum directly, or give rise to anomalous viscosity via nonlin-
ear turbulence. While many previous analytical treatments are concerned with the
local theory of the MRI, when the length scale of rotation shear is comparable to
the length scale of the most unstable modes, a global analysis is necessary. In this
dissertation we investigate the global theory of the linear MRI. In particular, we
show how rotation shear can localize global modes and how the global growth rates
can differ significantly from the local approximation in certain cases. Changes in
the equilibrium density are considered. In addition, the effects of Hall Magnetohy-
drodynamics on the MRI are studied in both the local and global cases.
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Chapter 1
Introduction
In this introduction, we describe the discovery of the astrophysical objects known
as accretion disks. The formation and structure of these disks requires greater
dissipation than can be explained through molecular viscosity. For a time it was
believed that hydrodynamic instabilities could lead to enhanced viscosity and tur-
bulent transport. However, analytical and numerical investigations seemed to rule
that out. In the early 1990’s, Balbus and Hawley argued that a ‘magnetorotational
instability’ (MRI) could be active in ionized disks threaded by a magnetic field. We
describe some of the previous work that has been done on the MRI, in both the
local and global framework, and explain the need for the global analysis presented
in later chapters of this dissertation.
1.1 Historical Overview
In 1855, an astronomer named Hind first observed a 9th magnitude object that had
not previously been seen (Smak, 1998). It remained bright for 9 days and then
then disappeared. It was found to come back, with brightenings occurring quasi-
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periodically every few months. This object was U Geminorum, and in the 1930’s it
and other objects exhibiting the same behavior were named dwarf novae by Payne-
Gaspochkin and Gaspochkin. Studies of the light curves of it and similar objects
showed that there was a correlation between outburst brightness and recurrence
period, similar to classical novae (which have much longer periods of about 104
years). However, no thermonuclear runaway theory (such as was accepted for novae)
could successfully model these dwarf novae. Spectral analysis of similar systems
revealed that they exhibited rotation, and were thus likely to be binary systems, and
the periods suggested a lower main sequence star orbiting around a white dwarf.
These systems were termed Cataclysmic Variables. Further spectroscopic study
revealed that the white dwarf was surrounded by an ‘accretion disk’ of luminous
gas, and it was soon found that a majority of the outburst luminosity came from
a ‘hot spot’ where matter from the main sequence star flowed onto this disk. Thus
the dwarf nova outbursts were due to temporary increases in the accretion rate of
matter in the disk.
Since the publication of the theory of General Relativity, astronomers had
been trying to find ways to observe a black hole. The X-ray emitter Cygnus X-1 was
discovered in 1972 and was considered the first black hole candidate. Soon other
objects were found having two characteristic X-ray states: a low luminosity state
with a power law spectrum up to high energies (hard X-Ray), sometimes in the MeV
range, and a high luminosity state with a black-body spectrum in the low energy
(soft) regime, with T ∼ 1 keV. The high energies are supported by inverse Compton
scattering; higher energies require more scatterings, and indeed an energy dependent
delay was seen. The low energy spectrum is a multi-color blackbody, as would be
expected from an accretion disk. The relative prevalence of these two states varied
2
as a function of time. Shakura & Sunyaev (1973) postulated that there may be
many black holes in binary systems and that the companion could shed wind which
would be gravitationally captured and form a disk around the black hole, since the
matter would possess angular momentum. They detailed the structure of such a
disk, but stressed that there would be turbulence in addition to molecular viscosity
which could lead to different regimes of accretion and thus different luminosities
as a function of time, providing an explanation for the two states observed. In
this chapter, we discuss the structure and formation of accretion disks, and give
some candidate mechanisms for turbulent transport necessary to fit to the observed
luminosities of the disks.
1.2 Accretion Disc Formation and Structure
One of the primary mechanisms for accretion disk formation is that of Roche lobe
overflow in a binary system. Figure 1.1 shows matter flow lines in the frame rotating
with the two stars. The dividing curve is a gravitational equipotential, and defines
the Roche lobes for the two objects. When one star swells up (such as in a red giant
stage) and becomes too large for its lobe, matter is ejected through the cusp point
and into the other lobe. However, because the system is rotating, the ejected matter
has significant angular momentum and cannot fall directly onto the compact object.
At some distance from the object, the centrifugal force of the matter balances the
gravitational force of the compact object, and circular orbits are formed. At this
point, there must be some mechanism to transfer angular momentum from one parcel
of gas to another, allowing some of the matter to fall onto the compact object.
In other situations, a disk can form due to the accretion of a companion’s
stellar wind, particularly in the case of a neutron star or black hole closely orbiting
3
an early-type O or B star or a Wolf-Rayet star. One example is the HMXRB Cyg
X-1 (Frank et al., 2002), mentioned above. In this case, a bow-shock moves through
the wind and causes some of it to become gravitationally bound to the compact
object. Again, the bound gas cannot fall directly in due to angular momentum
conservation, and thus an accretion disk is formed.
1
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Figure 1.1: Two ways accretion disks can form. In the top picture, the star on
the left has swelled up and overflowed it’s Roche lobe. Below, winds from the star
are captured by a bow shock produced by the compact object on the right. From
Shakura & Sunyaev (1973).
Let us ask about the structure of a disk after it has formed. The equation of
motion for low-mass matter around a central object of mass M∗ is:
∂V
∂t
+ V · ∇V = −1
ρ
∇P −∇
(
GM∗
R
)
(1.1)
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In steady state, and if we assume that the pressure is negligible and that the material
undergoes circular orbits, we find that the rotation is nearly Keplerian, V = Vφ =
RΩK(R), where the Keplerian angular velocity is ΩK =
√
GM∗/R3.
Far from the center, the vertical disk structure comes from hydrostatic equi-
librium:
1
ρ
dP
dz
=
d
dz
(
GM∗
(R2 + z2)1/2
)
' −GM∗z
R3
(1.2)
With P = ρc2s (isothermal sound speed), we find a solution
ρ(z) ∼ e−z2/H2 , (1.3)
with H = cs/ΩK . Thus the disk is thin if the local Keplerian speed is very super-
sonic. This is typically true for radiatively efficient (optically thin) disks far from
the central mass. Spectral evidence has shown that many Cataclysmic Variables and
Low Mass X-Ray Binaries do indeed have Keplerian rotation profiles. This can be
determined through Balmer line emission and the evolution of the spectrum during
eclipses (Lin & Papaloizou, 1996).
Closer to the compact object, the cooling rate can be relatively inefficient,
and this condition can break down. This results in a thick disk where radiation pres-
sure becomes dominant. What happens even closer to the center depends strongly
on the nature of the compact object, including contributions from General Relativity
and strong magnetic fields, which can give rise to jets. These will not be discussed
here. A schematic of the typical vertical structure is shown in Figure 1.2.
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Fig. 2. A schematic diagram of a nonradiative accretion flow, highlighting its principal
features. A turbulent, nearly Keplerian gas-dominated hot disk is surrounded by an
active, diffuse, magnetic-dominated coronal envelope. Near the marginally stable orbit,
the flow thickens into a small inner torus. A centrifugally-evacuated funnel lies along
the axis, surrounded by a jet confined by magnetic pressure in the corona. From Hawley
& Balbus (2002).
For both poloidal and toroidal fields the stress actually increases somewhat in
the plunging region. The nature of the flow shifts from MHD turbulence to flux
freezing, and in doing so drags out and shears the field lines, increasing the
correlation between BR and Bφ, and hence the Maxwell stress. Variability over
large spatial scales is the rule here, over a broad range of time scales.
The general accretion problem occurs over much larger scales, at least hun-
dreds of gravitational radii. This global nonradiative MHD accretion flow, first
considered in two dimensions by Stone & Pringle (2001), was extended to three
dimensions in Hawley, Balbus & Stone (2001) and Hawley & Balbus (2002).
The accretion flow originates with a constant specific angular momentum torus
initially centered at 100 gravitational radii. MHD turbulence ensues and the
resulting flow seems to settle into three well-defined dynamical structures. The
main accretion is through a hot, thick, rotationally-dominated Keplerian disk.
The MRI is so efficient at transporting angular momentum, the transforma-
tion from constant angular momentum to Keplerian profile occurs within a few
orbital times at the pressure maximum. Evidently, Keplerian profiles are charac-
teristic of warm and cool disks alike. The total pressure scale height in this disk
Figure 1.2: A schematic of a steady accretion disk’s vertical structure. From Hawley
& Balbus (2002)
1.2.1 Thin-Disc Equations
Let us consider a thin disk with a Keplerian rotation profile Ω ∼ ΩK , as well as some
radial velocity vr. Then in terms of the surface density Σ (=
∫
ρdz), the equations
of m ss conservation and angular mom ntum conservation are:
R
∂Σ
∂t
+
∂
∂R
(RΣvr) = 0, (1.4)
R
∂
∂t
(ΣR2Ω) +
∂
∂R
(RΣvrR2Ω) =
∂
∂R
(νRΣR2Ω′), (1.5)
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where the RHS of the angular momentum equation is the contribution of viscous
torque. For Ω = ΩK , we can combine the above equations and get:
∂Σ
∂t
=
3
R
∂
∂R
(
R1/2
∂
∂R
[νΣR1/2]
)
. (1.6)
In general, the viscosity ν depends on Σ, and so this is a nonlinear diffusion equation
for the surface density at a given radius. Thus we see that mass can only move inward
if there is some viscous torque to transfer angular momentum. Putting Eq.1.4 and
Eq.1.5 together, we find that in steady state,
RΣvr(R2Ω′) =
∂
∂R
(νRΣR2Ω′), (1.7)
Or, using Eq. 1.6 and a Keplerian profile, we can write the radial flow as a function
of the viscosity:
vr = − 3ΣR1/2
∂
∂R
(νΣR1/2). (1.8)
Note that the minus sign indicates inward flow, toward the compact object.
We can integrate the mass conservation equation (1.4) over φ to obtain:
2piRΣvr = const. = −M˙, (1.9)
M˙ being the mass accretion rate. Using steady-state angular momentum balance,
we arrive at the relation
νΣ =
M˙
3pi
[
1−
√
R∗
R
]
, (1.10)
where R∗ is the radius of the compact object or the inner edge of the disk. Thus
the transport of angular momentum and indeed the accretion of matter onto the
central object depends on the viscous torque. We will now investigate the causes of
7
this viscosity.
The degree of viscosity can be quantified by the dimensionless Reynolds num-
ber, Re ≡ LV/ν, where L and V are the characteristic Length scale and velocity.
This is the ratio of the inertial terms to the viscous terms–if Re is large, the viscosity
is negligible. For an accretion disk plasma, if we estimate the molecular viscosity
to be ν ∼ λDcs, (where λD ≡
√
kBT/4pinq2 is the Debye length and cs ≡ γp/ρ the
sound speed), we obtain Frank et al. (2002):
Remolecular ∼ 0.2N(M∗/M)1/2R1/210 T−5/24 , (1.11)
where M is mass of the sun, R10 is the radius in units of 1010cm, and T4 is the
temperature in units of 104 K. For a typical disk, M∗/M ∼ R10 ∼ T4 ∼ 1, and N &
1015cm−3, giving in general Remol > 1014. This is nowhere near enough viscosity to
account for the angular momentum transport that would be necessary to produce
observed luminosities. Thus it is necessary to propose mechanisms for anomalous
viscosity. Turbulent transport is the leading candidate, whereby instabilities give
rise to eddy structures which can transport fluid quantities.
In order to find an approximate description of the magnitude and scaling of
this turbulent viscosity ν in thin disks, we can use the α-prescription proposed by
Shakura & Sunyaev (1973). We know that the largest scale that angular momentum
can be transported is the size of the largest eddy. This is limited only by the thickness
of the disk, H ( R for thin disks). Furthermore, we note that the velocity scale
for normal turbulence is the sound speed, and that turbulence is rarely supersonic.
Thus we can write the scaling,
ν = αcsH, (1.12)
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where α . 1 is a unitless parameter of order unity. An equivalent statement is
Trφ = αP , that is, the radial-azimuthal component of stress is proportional to the
pressure. There is no reason to believe that α is constant throughout the disk, and
indeed it may depend on additional quantities such as the background flow shear
and magnetic field strength. It may seem like not much has been gained, but this
prescription is attractive from a dimensional analysis point of view. There have been
many theoretical and observational studies to determine the magnitude of α. Below
we discuss possible candidates for instabilities which may give rise to significant
anomalous viscosity and thus lead to turbulent transport of angular momentum.
1.3 Hydrodynamic Instability Mechanisms
Rayleigh Instability
For inviscid flow between two rotating cylinders, the Rayleigh criterion states that
an angular velocity is stable if and only if
d
dr
(R2Ω)2 > 0 (1.13)
everywhere in the region of interest (Chandrasekhar, 1961). That is, the specific
angular momentum R2Ω must monotonically increase outward. If this condition
is violated, the flow becomes unstable to convective cells which can redistribute
angular momentum to restore the positive gradient. One might expect a similar
effect to give rise to turbulence in astrophysical disks, but we find that any rotation
profile similar to a Keplerian disk is quite Rayleigh-stable. If we take Ω ∼ R−s/2,
we find stability for 0 < s < 4, where s = 0 is rigid rotation, and s = 4 is constant
angular momentum flow (Keplerian is s = 3). Further, isolated rings of matter that
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have higher angular momentum than the background can be shown to just oscillate
at the epicyclic frequency (Hawley & Balbus, 1991). We can therefore rule out the
Rayleigh instability as a source of turbulence in accretion disks.
High Reynolds Number Turbulence
For fluids with small molecular viscosity, shear flow can cause turbulence in Carte-
sian geometry. This we know from our eveyday experience with water, air, and
many other inviscid fluids, and was first examined in the laboratory by Reynolds in
1883. The shear flow stretches out small turbulent eddies, thereby increasing the
scale of the turbulence. It is most effective at high Reynolds number (Re ≡ LV/ν).
The turbulence is suppressed if Re is small, since viscosity can then break up the
vortices faster than the shear can stretch them. We would expect that this could
be quite an effective means of creating increased transport in accretion disks, where
the molecular Re can easily exceed 1014.
Unfortunately, accretion disks cannot exhibit this behavior. In cylindrical
geometry, the term analogous to the shear (= dV (x)dx ) is, instead, motion at the
epicyclic frequency:
κ2 ≡ 1
R3
d(R4Ω2)
dR
= 4Ω2 + 2rΩΩ′, (1.14)
where, as above, RΩ(R) = Vφ. In general, the epicyclic frequency will be of the
opposite sign as the shear, and thus acts as a sink to turbulence. For Keplerian
flow, the shear is −32Ω, while κ = Ω, indicating that these disks are stable to
linear perturbations. Additionally, Balbus et al. (1996) numerically and theoretically
investigated nonlinear turbulence in Keplerian hydrodynamic disks, and found no
nonlinear instabilities for high Re flows. Some have postulated the existence of not
10
yet discovered nonlinear modes, but simulation has all but ruled this out:
Repeated local simulations have failed to find any evidence for a purely
hydrodynamic local nonlinear instability. The absence of magnetic fields
has always resulted in the decay of any imposed turbulence, leading to
the conclusion that there is no turbulent ν in unmagnetized disks.(Hawley,
2000)
Because these disks have fairly low mass, self gravity is not likely to be
a strong candidate mechanism for instability. The dynamical time scale for such
processes is long compared to the viscous diffusion time needed for disks around
compact object. However, for cooler systems, such as protoplanetary disks around
a young star, self-gravity can lead to ‘clumping’, one of the primary mechanisms
thought responsible for planet and asteroid formation. Another example where this
may be violated is in thick accretion disks in Active Galactic Nuclei, which may be
susceptible to global gravitational instabilities on dynamical timescales (Papaloizou
& Lin, 1995), producing ‘clouds’ which may transfer angular momentum through
collisions. We will not discuss these cases further in this dissertation.
Thermal-Convective Instability
Consider the traditional Japanese fountain, shishi-odoshi. A hollow bamboo con-
tainer sits under a steady stream of water. For a while, the water builds up at a
steady rate, and nothing much happens. However, at some point the weight of the
water shifts the center of mass just enough to cause the bamboo to fall and dump
all the water out, and then pivot back to it’s resting state. A similar mechanism
could be responsible for the outbursts observed in dwarf novae and XRB’s. This is
known as the Disk Instability Mechanism (DIM), an example of a thermal-convective
11
instability.
Figure 1.3: The S-curve for the thermal convective instability. From Gu (2000).
Figure 1.3 shows the S-curve along which a local parcel of gas in an accretion
disk must move. On the x-axis is the local surface density, and on the y-axis is the
local accretion rate M˙ which is also proportional to νΣ, and can be related to
the temperature Te since we assume that radiated flux is equal to dissipated flux
(νΣ ∼ σT 4e ). We assume that there is enough viscosity to make the necessary
accretion– we are not concerned with the mechanism of turbulence for the moment.
In the quiescent state, the mass transfer from the Roche-lobe filling star M˙tr is
greater than the local accretion rate and thus the surface density and temperature
rise. Eventually, a critical density is reached, and some thermal mechanism becomes
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unstable (tipping of the bamboo). In the application to CV stars (disks around
a white dwarf), this is the ionization of Hydrogen. This instability causes local
turbulence which heats the plasma. This is observed as an outburst, with matter
falling onto the WD at a greater rate . Since accretion now exceeds supply, the
local density decreases (water pouring out) and eventually a lower density is reached
where the instability shuts off and the disk becomes quiet again (bamboo tips back).
Note that the DIM is a local instability, and additional requirements are needed to
insure that it is able to propagate globally and be able to reproduce the observed
dwarf novae behavior. In particular the viscosity must be enhanced in the outburst
branch (αhot/αcold ≈ 4) (Smak, 1998). Thus although the DIM is an attractive
mechanism for angular momentum transport, it does not explain the anomalous
viscosity needed. Thus we exclude it as a fundamental instability mechanism for
enhanced turbulent transport.
1.4 The Magnetorotational Instability
Lacking a credible hydrodynamic instability as a source of turbulent viscosity, Balbus
& Hawley (1991) turned to investigating the influence of a weak magnetic field. At
the typical temperatures of a thin disk, and particularly on the hot branch of the
DIM, it is likely that most of the gas is ionized and is in fact well described as a
perfectly conducting plasma. In a plasma, momentum and magnetic flux are coupled
through induction, and thus there are additional degrees of freedom for turbulence.
There can be an existing weak magnetic field threading the disk, from a magnetized
compact object (such as a pulsar), or from the surrounding interstellar medium.
Velikhov (1959) and Chandrasekhar (1960) first showed that a magnetized plasma
undergoing Couette flow (Ω(r) = A/r2 + B) could be unstable if there was a weak
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vertical magnetic field present. Fricke (1969) studied the local stability of stellar
differential rotation and came up with a similar dispersion relation. However it was
not until Balbus & Hawley (1991) that this ‘Magnetorotational Instability’ (MRI)
was applied to accretion disks and recognized as one of the primary candidates for
growth of magnetic turbulence. We present a simple derivation and explanation of
the MRI below.
Derivation of the linear instability
We use the ideal Magnetohydrodynamic (MHD) equations to describe a magnetized
rotating plasma:
∂ρ
∂t
+∇ · (ρV) = 0
∂V
∂t
+ (V · ∇V) = −1
ρ
∇
(
P +
B2
8pi
)
+
1
4piρ
(B · ∇)B)−∇ΦG
∂B
∂t
= ∇× (V ×B).
The plasma momentum is modified by the magnetic pressure, and the magnetic
field evolves according to the ideal Ohm’s law (in the limit of infinite conductivity).
It is important to note that steady azimuthal flow is also an equilibrium in this
system, provided ∇× (v×B) = 0. If this is not the case, e.g. for a non-zero radial
magnetic field, induction will lead to a steady growth of the background field. This
case may be important for jet formation, but we will assume that the unperturbed
fields are steady in what follows. If we take only an axial magnetic field Bz and an
azimuthal velocity Vφ = RΩ, then incompressible, axisymmetric perturbations take
the form δu ∼ exp(kRr + kzz − iωt). We have assumed here that the equilibrium
varies slowly enough radially so as to allow Fourier analysis in the radial direction.
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It is when this assumption breaks down that global effects must be considered. That
is the main thrust of this dissertation. For the moment, however, we retain the local
approximation of a well defined kR, and obtain a local linear dispersion relation:
k2
k2z
ω˜4 − κ2ω˜2 − 4Ωk2zv2A = 0 (1.15)
Where k2 = k2R + k
2
z , ω˜
2 = ω2 − k2zv2A, and κ is the epicyclic frequency defined
above. Note that the wavenumber and the frequency are related by the Alvfe´n
velocity vA = B√4piρ , the characteristic speed of magnetic disturbances.
From the form of the perturbations, we see that we will have a linearly
unstable mode if ω2 < 0. Thus to find the criterion for instability, we set ω˜2 →
−k2zv2A, and obtain:
k2Rk
2
zv
2
A + k
2
z
(
R
dΩ2
dR
+ k2zv
2
A
)
= 0. (1.16)
If this equation does not admit real roots for kR, we will have no instability since
then ω2 could not pass through zero. Thus our condition for stability is:
(
R
dΩ2
dR
+ k2zv
2
A
)
≥ 0. (1.17)
If this condition is violated, the disk is susceptible to the MRI. Note that the re-
markable thing is that in the limit of vanishing magnetic field vA → 0, we have
stability for dΩ/dR ≥ 0, not the Rayleigh Criterion (d(R2Ω)/dR ≥ 0), as one would
expect from the hydrodynamic theory. Furthermore, we see that for a given shear
flow, the MRI can be stabilized if k2zv
2
A becomes too large. Since kz is bounded from
below due the thin disk approximation (kz > 2pi/H), this means that the magnetic
field must not be too large. Thus there is an intermediate value of the magnetic
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field which maximizes the growth rate. A simple calculation shows that the fastest
growing unstable mode has k ∼ Ω/vA.
Heuristic explanation
How do we understand the mechanism of the MRI and how it transports angular
momentum? Physically, the magnetic field provides a way for the free energy that
exists in the equilibrium shear flow to be reduced, creating an instability. Consider
the schematic in Figure 1.4. The balls represent blobs of plasma, and they are
connected by a spring representing the magnetic field tension. The two blobs start
at the same radius, and thus with the same velocity. If mi falls in slightly, though,
it will rotate faster than mo, since dΩdR < 0. The spring coupling means that mo will
tug backward on mi and cause it to lose energy. It will fall even further in, to lower
potential energy. Meanwhile, mo will have gained energy by being dragged forward,
and will thus move further out and stretch the spring even more. This is the essence
of the instability, whereby a weak magnetic field is amplified along with a velocity
perturbation. Note that if the spring (magnetic field strength) is too weak, there
will not be enough tugging and the MRI will not be able to overcome microscopic
dissipation. If the field is too strong, it takes too much energy to stretch the spring,
and both blobs will move as a rigid body. This is why the MRI is cut off at large
vA as shown above.
Nonlinear Saturation and Global Propagation
The local MRI, once excited, will increase exponentially, but very quickly the lin-
ear approximation will break down. Analytic studies of nonlinear turbulence are
often impossible, but many simulations have been carried out, both in local ‘shear-
ing box’ geometry (Hawley & Balbus, 1991) and in a global sense (Hawley, 2000;
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Figure 1.4: A cartoon of the MRI mechanism. From Balbus & Hawley (1998)
Arlt & Ru¨diger, 2001). The major difficulty with global simulations is the fact that
numerical dissipation is much greater than any physical process for reasonable simu-
lation resolutions with current technology. Figure 1.5 shows the nonlinear evolution
of a local mode, and we can see how small waves quickly become turbulent eddies.
Eventually, the magnetic pressure becomes comparable to the gas pressure, and the
thin disk approximation becomes suspect. It is likely at this point that some sort
of turbulent dynamo mechanism will halt the further growth of the fields (Balbus
& Hawley, 1998). In this regime, growth is balanced by dissipation losses (resis-
tivity). Three dimensional simulations confirm this and generally give a value of
α ∼ .01− .6, which is consistent with the range inferred from observations of CV’s
(Lin & Papaloizou, 1996). However, (Goodman & Xu, 1994) showed that incom-
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V. NUMERICAL SIMULATIONS OF MAGNETIZED
ACCRETION DISKS
We have seen from the linear perturbation analysis
that differentially rotating systems are unstable to a
powerful, local MHD instability. Further progress re-
quires studying the nonlinear consequences of this insta-
bility; for this we must appeal to numerical simulations.
In this section we shall review some of the findings ob-
tained to date from numerical MHD simulations of ac-
cretion disks.
A. Two-dimensional simulations: streaming or decay
Analytic and numerical techniques are sometimes re-
garded as reigning over nonintersecting domains—
‘‘solvable’’ and ‘‘intractable.’’ Numerical stability stud-
ies, however, are most compelling when there is contact
with analytic results. It is important to understand that
both approaches generally involve substantial approxi-
mations, and thus each will always have its share of con-
troversies. But if afforded a stature in the theorist’s tool-
box comparable with its analytic complement, numerical
simulations can now provide insights, suggest pathways,
and, most importantly, confirm qualitative ideas, all in
ways that a few years ago were not possible. Magneto-
hydrodynamic accretion disk studies have benefited
enormously.
In a paper published as a companion to their linear
stability analysis, Hawley and Balbus (1991) carried out
a series of local simulations of a simple vertical and he-
lical field configuration and compared the results with
predictions. Although idealized, these first simulations
provided important confirmations: the mode growth
rates, dispersion relation, qualitative content (e.g., the
indifference of the instability to an azimuthal field), and
stability criterion were all in accordance with linear
theory. The simulations were also able to treat more
complicated loop field geometries. Cylindrical, not local
Cartesian, coordinates were used, which included the
curvature terms dropped from the linear WKB analysis.
Both the local and linear assumptions used in the analy-
sis were in complete agreement with the simulations,
which left no question that a combination of Keplerian
rotation and weak magnetic fields was extraordinarily
unstable.
The 1991 simulations illustrate the behavior of the in-
stability very clearly (see Fig. 18). In fact, the striking
clarity and simplicity of this image has created a curious
problem: it has been too successful. Its appearance is so
compelling, it has led to the notion that the creation of
radial field by stretching out a vertical field is the most
important thing the instability does. In fact, all geom-
etries are unstable (including those with zero vertical
field), and the most general outcome of the weak-field
instability is turbulence, not coherent fluid motions. As
we shall see, this is true even when nonlinear coherent
flow is an exact nonlinear solution to the equations of
motion.
Long-term local simulations require using the shear-
ing box technique, as described earlier in the hydrody-
namics section, Sec. III.D. The first implementation of
this technique was two dimensional and axisymmetric
(Hawley and Balbus, 1992). Note that the assumption of
axisymmetry removes the time dependence of the radial
boundary condition and the associated cumbersome grid
interpolation. These simulations examined various ini-
tial vertical-field (BZ) and radial-field (Bx) configura-
tions and were the first to illustrate the evolution of the
instability in the absence of a vertical field. If BZ!0, an
axisymmetric instability requires the presence of a radial
field, and thus an azimuthal field will be generated by
the shear. An unambiguous prediction of the linear
analysis was that the presence of a (possibly time-
dependent) weak B! component would make no differ-
ence to the early onset and growth of the instability.
From the general dispersion formula (125) it is straight-
forward to show that the maximum growth rate is ob-
tained for kZ→" . As can be seen in Fig. 19, a meridi-
onal slice of the disk, this leads to long flat structures,
which are snakelike viewed in cross section. Most impor-
tantly, the indifference of the linear instability to the
presence of B! was fully confirmed. The two-
dimensional shearing box simulations produced a sur-
prising result. When the initial magnetic-field configura-
tion is a uniform vertical field, the resulting evolution
produces two exponentially growing inward- and
outward-flowing streams on the largest available scale
(Fig. 20). In fact, the presence of any mean vertical field
in the initial conditions, no matter how otherwise irregu-
lar the field geometry, always leads eventually to the
appearance of these channels. The solutions remain co-
FIG. 18. Evolution of the vertical-field instability. The figure is
an (R ,z) cross section of field lines in an axisymmetric simu-
lation of Keplerian differential rotation. R increases from left
to right; z increases from bottom to top. The numbers give the
time in orbits, 2#/$ , where $ is the angular frequency at the
center of the computational domain.
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Figure 1.5: Nonlinea evolution of the vertical field MRI. (R,z) cross ection of B
field lines from a local nonlinear simulation. Time is given in units of orbital period.
From Balbus & Hawley (1998).
pressible MRI is itself unstable to a parasitic Kelvin-Helmholtz mode, suggesting
that the growth may be suppressed even sooner than predicted by Balbus and Haw-
ley, possibly reducing the effectiveness of transport. Additionally, many numerical
turbulence studies are based on the shearing box model, the validity of which has
recently been called i to question (Regev & Umurh n, 2008). Thus t seems rea-
sonable to reexamine the possibility of direct transport due to the instability itself.
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1.4.1 Global linear modes?
A global eigenmode is a solution to the differential equation that arises in the analysis
of linear perturbations. Global modes are attractive because they can couple the
plasma across widely separated radii. They can sample the rotation and shear
across the plasma, rather than just ‘seeing’ one location. Thus there can be modes
which give rise to a perturbed vr in regions where the rotation is locally stable.
This dissertation examines the theory of such global modes. The results of this
analysis can differ significantly from the local theory when the vertical wavelength
of a given mode is comparable to or smaller than scale of the the radial variation
of the equilibrium. A criticism may be raised that this is unlikely in an accretion
disk, as the disk height H is often much smaller than the radius R by several orders
of magnitude. However, many studies are underway to discover the MRI in the
laboratory, in both liquid metal(Ji et al., 2001; Sisan et al., 2004; Ru¨diger et al.,
2006) and plasma systems (Wang et al., 2008). For these devices, the radial and
axial dimensions are often comparable, and a global analysis is crucial. Previous
analytical studies (Goodman & Ji, 2002; Khalzov et al., 2006; Ru¨diger et al., 2007)
of these systems have been fairly dependent on the specific boundary conditions of
a particular experiment. In this dissertation, we take a more theoretical approach,
finding global unstable eigenmodes that are localized by the rotational shear and
have reduced dependence on boundary conditions.
1.5 Summary
The accretion disk is a ubiquitous structure, appearing in diverse systems such as
Dwarf Novae, X-Ray Binaries, and Active Galactic Nuclei. We have attempted to
give an overview of disk structure and some possible instabilities which can give rise
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to turbulent transport of mass and angular momentum. We discussed hydrodynamic
instabilities, but found them lacking the ability to induce turbulence in astrophysical
disks.
We argued that the magnetic field is essential to capture the source of turbu-
lence (Magnetorotational Instability), and showed how the MRI can work to induce
enhanced transport in the disk. Many of the analytical and numerical studies of this
instability have been done in the local limit. This dissertation is concerned with the
global analysis of the MRI, which can be important when the wavelength of the
mode is comparable to the equilibrium variation scale. In Chapter 2, we describe
how the axisymmetric MRI can be cast as an eigenvalue problem and how different
rotational shear and density profiles can serve to localize the modes and reduce de-
pendence on boundary conditions. A version of this chapter appeared in print as
Pino & Mahajan (2008). In Chapter 3, we examine a case where shear exists only
in a small region, and find that the global analysis contains many spectral features
that are not captured by the local treatment. The majority of Chapter 3 appeared
as Pino & Mahajan (2009). Chapter 4 briefly describes how Hall physics can modify
the axisymmetric MRI in both the local and global treatments. Finally, Chapter 5
summarizes the major findings and indicates directions of future investigation. An
appendix provides a detailed derivation of the MHD perturbation equations relevant
to the MRI.
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Chapter 2
Global Axisymmetric
Magnetorotational Instability
with Density Gradients
In this Chapter, we examine global incompressible axisymmetric perturbations of a
differentially rotating MHD plasma with radial density gradients. It is shown that
the standard magnetorotational instability, (MRI) criterion drawn from the local
dispersion relation is often misleading. If the equilibrium magnetic field is either
purely axial or purely toroidal, the problem reduces to finding the global radial
eigenvalues of an effective potential. The standard Keplerian profile including the
origin is mathematically ill-posed, and thus any solution will depend strongly on
the inner boundary. We find a class of unstable modes localized by the form of the
rotation and density profiles, with reduced dependence on boundary conditions.
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2.1 Introduction
It is often stated that the Magnetorotational Instability (MRI) (Chandrasekhar,
1961; Balbus & Hawley, 1991, hereafter BH91) in accretion disks is a ‘local’ insta-
bility, i.e. normal modes are driven unstable by the local value of the rotational
flow shear. Implicit in this analysis is the assumption that equilibrium rotation
and density vary over a much larger spatial scale than the mode wavelength. Al-
though it has been shown that short-wavelength linear local MRI modes can drive
global turbulence in the nonlinear regime (Balbus & Hawley, 1998; Hawley, 2001),
it is worthwhile to study linear instabilities with large radial extent which can con-
tribute more direct angular momentum transfer. In order to study these modes, it
is necessary to use a more complete treatment, including the radial variations of the
equilibrium profiles. One arrives at a second-order differential equation, which can
be solved for the structure of global eigenmodes.
A major drawback to the study of global modes, aside from the compu-
tational complexity, is their strong dependence on boundary conditions, which are
often unknown for astrophysical systems. Previous work (e.g. Dubrulle & Knobloch,
1993; Ogilvie & Pringle, 1996, hereafter OP96), has included rigid boundary walls
to discretize the mode spectrum, but this imposition is arbitrary and unphysical.
Another approach (Curry et al., 1994; Curry & Pudritz, 1995; Curry & Pudritz,
1996) is to use pressure constraints to define a boundary, outside of which the field
is taken to be vacuum. Appropriate matching boundary conditions are then used.
That analysis was restricted to power law dependence of the rotation and magnetic
field profiles, and the growth rates were highly dependent on the location of the
boundaries. Kersale et al. (2003) studied the global MRI problem in an annular
region including finite vr and dissipative effects. They found that certain boundary
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conditions gave rise to “wall modes” with artificially large growth rates, but that
this growth could be suppressed by taking specific boundary conditions that limited
the amount of energy that could flow into the annulus from outside. In this chapter,
we show that unstable axisymmetric modes in cylindrical geometry can be described
by an effective radial potential. The sign of this potential on the boundary dictates
how strongly the mode structure depends on the specific boundary conditions taken.
We find that smoothly varying equilibrium rotation and density profiles can localize
modes and reduce dependence on the explicit treatment of the boundary conditions.
The dispersion relation for these global modes can differ greatly from that of the
local treatment.
Much previous analytical work on global modes has been carried out using
the Boussinseq approximation, which treats both the equilibrium and perturbed
density as constant except in the equation of motion, where the density gradient
appears only through the buoyancy term (the Brunt-Va¨isa¨la¨ frequency). Although
this is an appropriate step in the local analysis (Balbus & Hawley, 1991), when the
effective radial wavelength of a mode is of the order of the system size, we must
allow for significant density variations over the region in question. In our analysis
the density appears in the mode equation in two additional ways; by allowing the
local Alfve´n frequency to change with radius, and by introducing terms proportional
to the first and second derivatives of the Alfve´n frequency. It is well known that
density gradients in ideal MHD can lead to both continuous and discrete Alfve´n
spectra (Sedla´cˇek, 1971). In the absence of equilibrium flow, these modes lead to
damped surface eigenmodes (Chen & Hasegawa, 1974). If a free-energy source such
as differential rotation is present, they can couple to produce unstable modes. We
examine how astrophysically relevant density profiles can serve to stabilize modes
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as well as help the appropriate imposition of outer boundary condition.
This chapter is organized as follows: In Section 2.2, we describe the derivation
the radial global mode equation for incompressible axisymmetric perturbations (A
more general, detailed derivation is presented in Appendix A). By allowing for any
rotation and density profile, our analysis remains relevant to the global MRI in
accretion disks as well as other rotating systems such as laboratory experiments
(e.g. Goodman & Ji, 2002) and stellar core collapse (Akiyama et al., 2003). In
Section 2.3, we investigate certain illustrative limits of the system represented by
this equation. Finally, numerical results are presented in Section 2.4, showing how
certain rotation profiles can lead to direct localization of these modes.
2.2 Basic Equations
The equation of motion for an MHD plasma is:
ρ
(
∂V
∂t
+ (V · ∇)V
)
= −∇P + 1
µ0
(∇×B)×B−∇Φg, (2.1)
where Φg is the gravitational potential and P is the scalar pressure. The
magnetic field evolves according to Maxwell’s Equation
∂B
∂t
= ∇× (V ×B). (2.2)
These equations, along with the divergence condition on the magnetic field, admit
a rotating cylindrical equilibrium of the form B0 = (0, rΩB(r), Bz(r)) and V0 =
(0, rΩ(r), 0). In this equilibrium, we can write (2.1) as
ρ
(
rΩ2rˆ−∇Φg
)−∇P0 + 1
µ0
(∇×B0)×B0 = 0. (2.3)
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The specification of a density, magnetic field, and rotation profiles will determine
the pressure up to a constant. We can then define a (local) adiabatic exponent
through the identification P = κργ .
If none of the equilibrium quantities depend on the height z or angle θ,
we can take Fourier transforms in the axial and azimuthal directions. Neglecting
the perturbed gravitational potential δΦg, the equations for the normal modes of
Lagrangian perturbations, (ξ = ξ(r)ei(kzz+mθ−ωt)) to this equilibrium are (Frieman
& Rotenberg, 1960; Chanmugam, 1979):
−ω2ρξ − 2iρ(V0 · ∇)ξ −F(ξ) = 0 , (2.4)
where
F(ξ) = ∇(γP∇ · ξ + (ξ · ∇)P ) +∇ · (ρξ)∇Φg
+ ∇(B0 · b) + (B0 · ∇)b + (b · ∇)B0 (2.5)
+ ∇ · (ρξ(V0 · ∇)V0 − ρV0(V0 · ∇)ξ).
The perturbation of the magnetic field is b = ∇ × (ξ × B0). For incompressible
(∇ · ξ = 0) perturbations, eq. (2.5) can be written as two scalar equations (see also
Appendix A for a detailed derivation of these equations):
(ρω2m − ω¯2A)
d
dr
ψT =
[
(ρω2m − ω¯2A)(ρω2m − ω¯2A − 2ρrΩΩ′ + 2rΩBΩ′B + ρN2)
− 4(ρΩωm + ΩBω¯A)2
]
ξr + 2
m
r
(ρωmΩ + ΩBω¯A)ψT (2.6)
(ρω2m − ω¯2A)
1
r
d
dr
(rξr) = −2m
r
(ρωmΩ + ΩBω¯A)ξr +
(
m2
r2
+ k2z
)
ψT (2.7)
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Where ωm = ω−mΩ, ω¯A = kzB0z+mΩB, ψT is the total perturbed pressure
(gas plus magnetic), and N2 = −ρ′ρ (rΩ2 − ∇Φg) is the Brunt-Va¨isa¨la¨ frequency.
In the present treatment, we allow ρ to vary significantly over the region under
consideration; as long as we restrict our analysis to incompressible perturbations,
the above equations are still valid. Through density variation, the local Alfve´n
frequency can change even when the equilibrium magnetic field is constant. The
density length scale Lρ = (d(lnρ)/dr)−1 is taken to be much larger than the ion
Larmor radius (drift waves are not considered).
2.2.1 Axisymmetric modes
For the remainder of this Chapter, we restrict our consideration to axisymmetric
modes (m=0). Then Eqs. (2.6) and (2.7) can be reduced to a single second-order
differential equation in the radial coordinate:
d
dr
[
Fω(r)
1
r
d
dr
(rξr)
]
− k2z
[
Fω(r)− 2ρrΩΩ′ + 2rΩBΩ′B + ρN2 −
4(ρΩω + ΩBω¯A)2
Fω(r)
]
ξr = 0, (2.8)
where Fω(r) = ρ(r)ω2 − ω¯2A, and ω¯2A = k2zB2z0/µ0. This equation describes the
standard MRI in the limit ρ′ → 0, and the gravitational Interchange Instability in
the limit Ω ≈ 0, Ω′ 6= 0. If there is no equilibrium rotation in the system, the mode
equation is the cylindrical form of the well known differential equation for surface
Alfve´n waves (Sedla´cˇek, 1971). There is a continuum of stable oscillations at each
frequency ω = ωA(r) = k ·B0/
√
µ0ρ(r); each frequency is strongly localized around
the characteristic radius where Fω(r) vanishes. These modes overlap spatially and
give damping proportional to 1/t. In addition, there exists a discrete spectrum
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of surface modes with position-independent frequency. This spectral phenomenon
gives rise to damped resonant absorption, with weak damping for sharp variations
in density (Hasegawa & Uberoi, 1982). In addition, finite Larmor radius terms can
couple these modes to the Kinetic Alfve´n Wave (KAW) (Mahajan, 1984). However,
this is not directly relevant to the MRI, and will not be addressed further in this
dissertation.
The mode frequency ω enters the the differential equation (2.8) only through
Fω and the last term in square brackets. Multiplying by rξ∗r and integrating by
parts yields
∫ r2
r1
[
Fω(r)
r2
∣∣∣∣ ddr (rξr)
∣∣∣∣2 + k2z (Fω(r)− ρrdΩ2dr + rdΩ2Bdr + ρN2
−4(ρΩω + ΩBω¯A)
2
Fω(r)
)
|ξr|2
]
rdr = 0, (2.9)
where we have assumed that either ξr or ξ′r vanishes on the boundaries if r1 and r2
are finite, or ξr → 0 as r →∞ and r → 0 if the domain is semi-infinite. Taking the
imaginary part of 2.9, with γ = =ω and ωr = <ω, we have
γωr
∫ r2
r1
(
2
r2
∣∣∣∣ ddr (rξr)
∣∣∣∣2 + 2k2z |ξr|2
)
rdr + (2.10)
γ
∫ r2
r1
(
8ρωA(γ2ρΩΩB + (ωAΩB + ρΩωr)(ΩωA + ΩBωr))
|Fω(r)|2 |ξr|
2
)
rdr = 0.
From Equation (2.10), we see that if either Bz0 or ΩB vanishes, then ωr and γ
cannot be simultaneously non-zero. That is, the eigenvalues ω must then be purely
real or imaginary (Chandrasekhar, 1960). Although the presence of velocity shear
makes the evolution equation non-Hermitian, when restricted to the normal mode
solutions of purely axial or toroidal fields, we obtain a fully Hermitian eigenvalue
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problem (provided that the equation is well-behaved at the boundaries). This allows
for a significant simplification in the search for global modes. Before proceeding, we
examine the local limit of the above mode equation.
2.2.2 Local Dispersion Relation
In order for modes to be spatially oscillatory, we must have ξ′′/ξ < 0. If the radial
variation of the equilibrium quantities is small with respect to the scale of the
perturbation, we can take an expansion ξ(r) = 1 + βr(r − r0)2/2 in equation (2.8).
Solving for β(r = r0), and finding which values of r0 make βr < 0, we obtain:
βr = k2z
(
1− 2ρrΩΩ
′ − 2ρrΩBΩ′B
Fω
+
ρN2
Fω
− 4(ρΩω + ΩBω¯A)
2
F 2ω
)
+
1
r2
− 1
r
F ′ω
Fω
,
(2.11)
where here all quantities are taken at their local values. In the Boussinesq limit
(F ′ω = 0, N2 6= 0), this reproduces the local MRI dispersion relation of BH91, if
we identify βr → −k2r and take kr, kz  1/r. Thus the global analysis and the
local analysis agree in the appropriate limit. However, this equation provides no
indication as to which radius should be used when applying this criterion, or what
to do if it is satisfied in some places and not in others. The local instability criterion
can be useful in locating the region containing the most unstable mode, which for
the MRI generally occurs near the point of greatest shear. If the mode has radial
extent comparable to the equilibrium variation, the full global analysis can lead to
results quite different from this local criterion.
2.2.3 Effective Potential
When the equilibrium magnetic field is purely axial, eq. (2.8) only admits modes
with real ω2. If the Alfve´n term Fω(r) = ρω2− ω¯2A has the same sign for all r in the
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domain, we can make the substitution y =
√±rFωξr. For purely growing modes,
Fω(r) is negative for all r, regardless of the form of the density profile. We arrive at
d2y
dr2
− V (r, ω)y = 0,
V (r, ω) = k2
(
1− 2ρrΩΩ
′
Fω
+
ρN2
Fω
− 4ρ
2Ω2ω2
F 2ω
)
+
3
4r2
+Q(r), (2.12)
Q(r) = − 1
2r
F ′ω
Fω
+
1
2
F ′′ω
Fω
− 1
4
F ′2ω
F 2ω
.
The problem becomes one of finding the zero energy solutions of the frequency
dependent “effective potential” V (r, ω) (Mahajan & Krishan, 2008). If the potential
is positive everywhere, the solutions are monotonic, and it is impossible to construct
a global solution satisfying both boundary conditions. It is therefore necessary that
V (r, ω) < 0 in some region in r for a global mode to be possible. There are two
distinct ways for this to occur:
1) V (r, ω) is negative all the way up to one or both of the boundaries of the region
under consideration. This gives rise to boundary-localized ‘wall’ modes like
the ones found in OP96. Any change of the boundary condition will drastically
affect the mode structure and frequency spectrum. The Keplerian flow profile
is always of this type for the inner boundary, as we shall see below.
2) V (r, ω) has a minimum which is less than zero at some radius, but is positive
elsewhere. In this case, the region of oscillation is localized by the potential
well, and the mode is spatially evanescent outside the well. The boundaries
play a reduced role in the mode structure, although they can still be important.
The local stability criterion may be satisfied over significant portions of the disk
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yet unstable modes can exist which are localized by the effective potential well.
The most unstable modes are the ones with no zero crossings; these modes
tend to have a greater radial extent and thus a greater chance of carrying
radial angular momentum.
If the equilibrium magnetic field is purely toroidal, the effective potential
becomes:
V (r, ω) = k2
(
1− 1
ω2
(4Ω2 + 2rΩΩ′ −N2 − 2rΩBΩ′B/ρ)
)
+
3
4r2
+Q(r). (2.13)
Since the equilibrium magnetic field is perpendicular to k, the Alfve´n term Fω →
ρω2, and the only coupling to the magnetic field is through the equilibrium magnetic
shear 2rΩBΩ′B. If the modified Rayleigh criterion
4Ω2 + 2rΩΩ′ −N2 − 2rΩBΩ′B/ρ > 0,
is satisfied, the potential is always positive for purely growing modes, and the system
is stable to m = 0 perturbations (i.e. there are no global axisymmetric MRI modes).
In the absence of rotation, this is the Tayler “pinch” stability criterion (Tayler, 1973).
The current-free configuration ΩB = βr−2 is always stabilizing. In what follows, we
examine only purely axial magnetic fields.
2.3 Global Solutions
We begin by investigating various limits of the global mode equations analytically.
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2.3.1 Rigid Rotation
If Ω = Ω0, B = Bz0, and the density is constant, the mode equation reduces to
(F0 = ω2 − ω¯2A/ρ0 = const.):
d
dr
1
r
d
dr
rξr − k2zξr = −
4k2ω2Ω20
F 20
ξr, (2.14)
allowing a family of solutions
ξr = AJ1(µr) +BY1(µr),
describing shear Alfve´n waves in a rigidly rotating homogeneous plasma (Hasegawa
& Uberoi, 1982). Here µ is to be interpreted as an effective radial wavenumber
obeying:
µ2 = k2z
(
4ω2Ω20
F 20
− 1
)
. (2.15)
The values of µ2 are determined by matching the solutions of eq. (2.14) to the
imposed boundaries. This results in a (boundary-dependant) discrete spectrum of
stable eigenmodes when µ2 > 0 (Dubrulle & Knobloch, 1993).
If the dispersion relation of equation (2.15) gives a negative value for µ2,
the solution is a linear combination of the modified Bessel functions I1(|µ|r) and
K1(|µ|r). When the rotation frequency is constant throughout the entire domain,
there can be no global mode satisfying both boundaries, as both solutions to eq.
(2.14) are monotonic. If only a portion of the domain is subject to rigid rotation (the
effective potential is positive in that region but negative elsewhere), the modified
Bessel functions provide suitable limiting forms. In particular, when either the
density or the rotation are small for large r, we obtain |µ| ≈ kz (vacuum solution).
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We will use this result in Section 2.4 to provide interior and exterior boundary
matching conditions for modes localized by the form of the equilibrium profiles.
2.3.2 An Exactly Solvable Profile
For the next limit, we investigate a system with differential rotation for which we
can find exact solutions. Take constant density ρ = ρ0, let
Ω2 = Ω20
[α
r
+ β
]
, (2.16)
and take the magnetic field to be uniform in the zˆ direction. For this profile Ω′ < 0
if α > 0. We have deliberately chosen this form so that the result for rigid rotation
can be obtained by letting α→ 0, β → 1. A pure power law is obtained when β → 0.
As we have stressed above, any rotation profile may be obtained by specifying an
appropriate equilibrium pressure. The effective potential equation
d2y
dr2
−
[
3
4r2
+ k2z
(
1− 4βΩ
2
0ω
2
F 20
)
+ k2z
αΩ20
F0r
(
1− 4ω
2
F0
)]
y = 0, (2.17)
may be written in the standard Whittaker form (Abramowitz & Stegun, 1964)
d2y
dr2
−
[
p0 − q0
r
+
3
4r2
]
y = 0, (2.18)
where
p0 = k2z
(
1− 4βΩ
2
0ω
2
F 20
)
, q0 = −αk
2
zΩ
2
0
F0
(
1− 4ω
2
F0
)
.
Equation (2.18) admits solutions of the form:
yn = ξn
√
−F0r = A r3/2e−
√
p0 rΦ
[
3
2
− q0
2
√
p0
, 3, 2
√
p0 r
]
, (2.19)
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where Φ is the Kummer Function. These solutions are well behaved on a semi-
infinite domain r ∈ (0,∞), provided:
1. p0 > 0, which is satisfied for purely growing modes (all modes if β → 0),
2. the eigenvalue condition
3
2
− q0
2
√
p0
= −n, (2.20)
is satisfied, ensuring that the Kummer series terminates so that both the displace-
ment and its radial derivative are bounded at r → ∞. The condition (2.20) yields
the dispersion relation,
αk2zΩ
2
0
F0
(
1− 4ω
2
F0
)
= −kz
√
1− 4βΩ
2
0ω
2
F 20
(2n+ 3). (2.21)
If β → 0, we can solve equation (2.21) for the frequency:
ω2n = ω
2
A +
kzαΩ20
2(2n+ 3)
(
3±
√
9 + 16
ω2A(2n+ 3)
kzαΩ20
)
. (2.22)
From eq. (2.22), we derive the instability criterion
αΩ20 > kzv
2
a (2n+ 3), (2.23)
where va = ωA/kz.
The radial quantum number n appears explicitly in the spectral relation.
The first three modes and associated effective potentials are plotted in Figure 2.1.
For small kz, equation (2.23) provides a more severe constraint on Ω′ (measured
by α) than the local criterion k2zv
2
a < 2rΩΩ
′ (BH91). We see that as the radial
mode number n rises, the instability criterion becomes harder to satisfy, and the
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higher order radial modes are less unstable. Thus the converse of eq. (2.23) with
n = 0 can be taken as a necessary condition for global stability. In Figure 2.2, we
plot the growth rate versus Alfve´n frequency for the first three radial modes, for
kz = 1. We see that when ωA is small, we have γ ∼ ωA/
√
3 for all modes. As the
magnetic field is increased, the lowest order modes remain the most unstable. The
growth rate for each mode reaches a peak value of γ =
√
αΩ0/(4
√
2n+ 3) at the
Alfve´n frequency ωA = 7
√
αΩ0kz/(4
√
2n+ 3). The growth rate then decreases as
ωA increases. There exists a critical magnetic field strength above which each mode
ceases to be unstable, with the lowest order radial mode persisting to the highest
field value.
In this case, the instability criterion, though both qualitatively and quanti-
tatively different from the “local” criterion, can indeed be satisfied for Ω′ < 0. The
eigenvalue problem is well posed; well-defined square integrable eigenfunctions are
associated with unstable modes. The discretization of modes is entirely due to the
requirement that the eigenfunction decay as r → ∞. If we had instead imposed
hard boundaries at some radii r1 and r2, we would arrive at a different spectrum by
including the second solution to Whittaker’s equation, which blows up near the ori-
gin. This illustrative case shows the perils of a rotation profile which is unbounded
near the origin (making the inner boundary very important), as well as one which
has constant density and slow fall-off of rotation out to large radius (making the
outer boundary important).
2.3.3 Keplerian Profile
When the equilibrium pressure and self-gravitation of the plasma are negligible, we
obtain the Keplerian case, Ω = Ω0r−3/2 (Ω20 = GM/R30), whence the Brunt-Va¨isa¨la¨
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Figure 2.1: The profile Ω2 = α/r, ρ = ρ0 = const., considered in section 2.3.2,
admits a discrete spectrum of eigenmodes. Here, α = 1. For each radial quantum
number n, there exists an effective potential (solid lines), which supports a global
mode satisfying the evanescent boundary conditions (dashed lines). As n increases,
the potential well gets deeper, and the mode extends over a greater area. For the
unstable branch, higher n corresponds to smaller growth rate.
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Figure 2.2: Growth rate vs. Alfve´n frequency for the first three radial eigenmodes
of the profile Ω2 = α/r = 1/r, ρ = ρ0, kz = 1. The lowest order radial mode is
the most unstable for all magnetic field values. As the magnetic field strength is
increased, the growth rate of each mode first increases and then decreases until the
mode is stabilized.
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frequency goes to zero. This is the case most often used in the study of thin accretion
disks (Balbus & Hawley, 1998; Frank et al., 2002). The effective potential is
VKep(r, ω) = V (r, ω) = k2 − λ(r, ω)
r3
+
3
4r2
+Q(r, ω),
where we have defined
λ(r, ω) = k2Ω20
ρ2ω2 + 3ρω¯2A
(ρω2 − ω¯2A)2
,
and Q(r) is defined as in the previous section. If the density is constant, Q(r) = 0,
and λ must then be a positive constant if there is to be a spatially oscillatory
MRI mode. The effective potential VKep then has no potential well– it takes
its minimum negative value on the inner boundary (Case 1 described in Section
2.2.3). If the region contains the origin, the point r = 0 is an essential singularity
(VKep ∼ λ/r3 → −∞). The solutions to the differential equation near this singular-
ity, although bounded, have divergent first derivatives. The problem of Keplerian
rotation including the central point is mathematically ill-defined in the constant
density case, and no global MRI mode can be supported.
2.3.4 Density Variation
We now consider the effect of non-constant density on purely growing global modes
(γ2 = −ω2 > 0). We assume that for astrophysically relevant cases, ρ is bounded and
that ρ′(r) < 0 (the convective stability criterion is satisfied). The Alfve´n frequency
becomes a function of position, and λ can become negative if γ2 > 3ω¯2A/ρ (recall
that ω¯A = kzB0z/
√
µ0ρ0). This leads to the conclusion that the maximum growth
rate of the local MRI in a Keplerian flow profile is γmax =
√
3ωA(r). In the global
case, however, a mode with a given growth rate may be spatially evanescent in one
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region but osciliatory in the other– a potential well is created. If λ remains negative
as r → 0, the modes will be well-defined. Since this criterion depends on the value
of ω2, there will always be some growth rates for which λ > 0 sufficiently close to
the origin. The complete spectrum will still be ill-defined.
Density variation also introduces terms to the effective potential (eq. [2.12])
which depend on the gradient of the Alfve´n term Fω(r) = ρω2 − ω¯2A. If the density
has a power-law profile in some region (ρ = ρ0r−a, a > 0), we find that the part of
V that is entirely due to density variation is
Q(r) =
a2
2r2(1 +Wra)2
(
1
2
+Wra
)
> 0,
where W = ω¯2A/(ρ0γ
2). The contribution is therefore positive for unstable modes.
For small r, we have Q ∼ 1/r2. This inhomogeneity induced term does not diverge as
fast as the Keplerian term, and has little effect on the inner boundary. An exponen-
tial density drop ρ ∼ e−r/λ gives similar results. We conclude that density variation
cannot remove the essential singularity that arises due to Keplerian rotation.
The density gradient term Q(r) can be negative if the density profile is locally
linear and drops near to zero quickly. If ρ = ρ0(1 − ∆(r − r0)/a) between r0 and
some r2 = r0 + a, then
Q(r) =
∆
2a
1
1 +W − ∆a (r − r0)
(
1
r
− ∆
2a
1
1 +W − ∆a (r − r0)
)
,
which is negative for
(r − r0) > 2a3∆(1 +W )−
r0
3
.
This has an interesting consequence for models which use the constant density ap-
proximation over much of the range and then assume zero density outside some
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boundary (e.g. Curry et al., 1994). While discontinuity matching may be used, a
sharp density drop over a small region can lead to very unstable wall modes, since
smaller values of W are more likely to have negative Q(r) over a wider range. Also,
this term will be more negative the further out the density drop-off occurs (if ∆
is small and r0 is large). If the rotation is sub-Keplerian, a negative radial density
gradient implies N2 < 0, so N2/Fω > 0 for unstable modes, and the buoyancy terms
can help to mediate this effect.
We see that density gradients in most cases serve to ‘shut off’ modes that
exist for constant density. Both the local Alfve´n variation and the positive Q(r)
terms serve to shrink the region over which the effective potential remains negative.
Eventually for a given k and ω¯A, the density profile becomes so steep that the
most unstable mode is no longer supported. Since lowering the density has the
effect of raising the local Alfve´n frequency, we are in effect raising the ‘average’
Alfve´n frequency for the mode. This phenomenon mimics an effective raising of the
magnetic field, which is known to shut off MRI modes.
2.4 Numerical Results
In this section, we numerically examine how modified rotation and density profiles
can localize and discretize the unstable radial modes. For given Ω(r) and ρ(r), a
specified axial wavenumber kz, and a fiducial Alfve´n frequency ω¯A, we use a shooting
and matching code to find the growth rates as well as the radial structures of the
unstable modes. At the inner boundary, starting conditions for the shooting routine
are obtained by assuming that there is some radius below which both the density
and the rotation can be taken to be constant, (ρ = ρ0 and Ω = Ω0). The bounded
solution in that region is then the modified Bessel function I1(|µ0|r), as discussed
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in Section 2.3.1. The outer boundary is handled in a similar fashion. Care is taken
to choose the outer boundary far enough out such that the resulting growth rates
and mode structures so obtained do not change appreciably when the boundary is
moved.
2.4.1 Modified Keplerian Profile
We do not attempt to model real accretion disk boundary layers near the inner
object; to do so would require a full treatment of pressure, accretion inflow, etc.
(see, e.g., Rogava & Tsiklauri, 1993). Rather, we wish to examine the simplest
rotation profiles relevant to global MRI. Since the MRI is driven by strong shear,
it makes sense to examine profiles that are flat for small radii, and which smoothly
transition to rapid fall-off for large radii. Our reference profile is
Ω(r) =
Ω0
1 + ((r − r1)/R0)s , r > r1 ; Ω = Ω0, r < r1. (2.24)
For the case s = 3/2, r1 = 0, this profile approaches Keplerian for r  R0, but
tends to a constant Ω0 at the origin. This corresponds to a simple model of an
accretion disk where the pressure support is only significant below some radius R0,
the inner motion corresponding to that of a rigid rotor. The shear is maximized
near r ' 0.342R0, as opposed to the true Keplerian case where the shear remains
unbounded as the origin is approached. The density is taken to be constant (we
shall examine the effects of varying density below). We normalize frequencies to the
central rotation frequency Ω0, and lengths to the fiducial radius R0. The density
and magnetic field are normalized such that vAR−10 = Ω0 for vA(normalized)=1.
The effective potential for this profile is shown in Figure 2.3 for three values
of the growth rate γ, and for kz = 1, vA = .25. Modes with more rapid radial
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Figure 2.3: Effective Potential and eigenmode for the rotation profile Ω = Ω0/(1 +
r3/2), ρ = ρ0. For kz = 1, vA = .25, we plot V (r, ω) for three different values of
γ (= −iω). As γ increases, the potential becomes less negative. When γ = 0.0954,
the potential supports the lowest order (n=0) discrete radial eigenmode (dashed
line). Even though there is a negative potential for larger growth rates, no eigenmode
exists which satisfies both boundary conditions; γ = 0.0954 is the most unstable
mode for these kz and vA values and all higher n modes have smaller growth rates..
For γ above ∼ 0.15, the potential is no longer negative anywhere.
oscillation have smaller growth rates– this corresponds to a deeper potential well.
When the well is very deep, the radial wavelength is small, and a local treatment
becomes valid, but only near the bottom of the well. The most unstable mode has
no nodes (n = 0). Although the local criterion for instability can be satisfied at
some radii for larger growth rates, no eigenmodes exist with these larger growth
rates that satisfy the evanescent boundary conditions.
The dependence of the growth rate on the strength of the background mag-
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netic field is qualitatively similar to the case considered in Section 2.3.2, and is
plotted in Figure 2.4. For small values of the magnetic field, we find that the un-
stable radial modes are very close together in growth rate and lie close to the shear
Alfve´n wave dispersion relation γ = kzvAz. For the parameters given, the most
unstable mode reaches a maximum at ωA = 0.2, γn=0 = .105 and the second most
unstable mode has γn=1 = .036, indicating that it takes the n = 1 mode about three
times as many rotation periods as the n = 0 mode to reach a given strength. For
stronger background fields, the growth rates diminish, and the higher radial order
modes are stabilized. Eventually, the magnetic field becomes so strong that even
the lowest order radial mode is no longer supported– the effective potential is not
sufficiently deep to support a radial eigenmode. Also plotted is the numerically de-
termined critical stability boundary ωA crit for the most unstable mode as a function
of the vertical wavenumber (in the regime kz ∼ R−10 ). Note that in this range, the
mode can have a significant radial extent thus the modes we are concerned with
have effective radial wavenumber kr . kz. Since the critical Alfve´n frequency rises
slower than linearly with increasing kz, the critical magnetic field required to shut
off the instability decreases as kz increases.
2.4.2 Density Variation
We now take for our density profile a form similar to equation (2.24):
ρ(r) =
ρ0
1 + ((r − rρ)/a)q , r > rρ ; ρ = ρ0, r < rρ. (2.25)
This profile, like the rotation profile, was chosen to yield constant density below rρ,
and tend to a power law for large r. As noted above, power law density profiles
have a stabilizing effect on the global modes. The fall off of density for large radius
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Figure 2.4: a) The growth rate of the first three radial eigenmodes versus magnetic
field strength for the rotation profile Ω = Ω0/(1 + r3/2) at fixed kz = 1. We
see that as the local Alfve´n frequency increases, we transition from a shear like
mode γ ∼ kzvA to a cutoff. The maximum growth rate for this wavenumber is
γmax = .105, occurring at kzvA = .2Ω0. b) The critical Alfve´n frequency (in units of
the central rotation frequency) above which no unstable global modes are supported
as a function of axial wavenumber. Since the slope of this plot is less than linear,
the critical field strength v¯Acrit decreases with increasing kz.
has the effect of smoothly transitioning the effective potential to that of a locally
stable vacuum magnetic field (as ρ → 0, k2 → kz, and the radial solution becomes
K1(kzr)).
To demonstrate these effects, we examine the maximum growth rates as the
transition radius rρ is varied, for fixed a = R0, q = 2. Figure 2.5 shows the effective
potential for the most unstable mode as the density transition point rρ is moved
inward. When rρ is much larger than the radial peak of the constant density mode,
there is little effect on the mode, as the density is roughly constant over the region
where the mode is oscillatory. As the pedestal width shrinks, the effective Alfve´n
velocity increases over the region where the mode is nonzero, raising the outer edge
of the potential well. For fixed central Alfve´n speed v¯A, the frequency of the mode
must decrease so that the well remains deep enough to support a mode, and the
peak moves inward. For rρ below ∼ 1, there is no longer a possibility of an unstable
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Figure 2.5: For the profile discussed in Section 2.4.2, we plot the effective potential
of the most unstable mode for three values of the transition radius rρ = {5, 3, 1.05}.
When rρ is larger than the location of maximum shear, the growth rate remains
unchanged (γ = .0955 when rρ = 5. As the density falloff moves nearer to this
point, the n = 0 growth rate decreases (γ = .0233 for rρ = 5), and mode becomes
more spatially localized (compare to Fig. 2.3). The mode is eventually cut off for
rρ ' 1.
eigenmode.
2.5 Conclusions
When linear perturbations of an inhomogeneous medium have wavelengths compa-
rable to the equilibrium variation scale, spatial Fourier analysis becomes suspect,
and global methods are more applicable. We have shown that the global theory has
several features which differ from the local analysis:
• The study of long radial wavelength incompressible axisymmetric perturba-
tions of a differentially rotating plasma gives rise to a effective potential prob-
lem with two classes of boundary dependence. In the first class, the effective
potential is negative up to the boundaries, i.e. the plasma boundaries are lo-
cally MRI-unstable. The solutions in this situation will always depend strongly
on the type of boundary conditions imposed. The second situation arises when
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the equilibrium profile is such that local MHD-stability holds at the bound-
aries. This can happen if the rotation shear vanishes for small radius, such as
for boundary layer near the central object of an accretion disk.
• The spatial region over which the unstable modes exist are limited by the
equilibrium flow and density profiles, leading to reduced dependence on the
boundaries. The depth of the potential well is a decreasing function of growth
rate. The local limit is achieved when the potential well is deepest, suggesting
that global modes may be more unstable.
• In the case of pure Keplerian rotation, the eigenmode equation has an essential
singularity at the origin. Physically, this means that the rotational shear is
maximized on the inner boundary, making the most unstable modes “wall”
modes, discretized by the imposed boundary.
• The growth rates depend on the background magnetic field in a complex fash-
ion. For a given perpendicular wavenumber, there exists a critical ωA above
which no unstable linear modes are supported, as in the case of the local MRI,
but the cutoff values depend on the global properties of the density and shear
flow profiles.
• Density variation introduces additional terms to the effective potential; these
terms are stabilizing in the case of density decreasing with increasing radius.
The purpose of this chapter was to examine the effective potential that arises
when describing axisymmetric ideal modes in a rotating plasma. Thus we have not
considered the stability of the system to global non-axisymmetric perturbations,
as the effective potential treatment not as readily applicable when m 6= 0. The
potential becomes complex, and overstable convective modes can occur. These may
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have larger growth rates than the axisymmetric modes considered above. For similar
reasons, the case of mixed toroidal and axial fields was not considered. In resistive
magnetofluids, complex axisymmetric disturbances can manifest as Helical MRI
modes which convect along the zˆ axis (Ru¨diger et al., 2006). Helical MRI modes in
Ideal MHD for some simple equilibrium profiles were considered in Curry & Pudritz
(1995), but these modes depended strongly on the boundary conditions imposed.
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Chapter 3
Spectrum of Global
Magnetorotational Instability in
a Narrow Transition Layer
The Global Magnetorotational Instability (MRI) is investigated for a configuration
in which the rotation frequency changes only in a narrow transition region. If the
vertical wavelength of the unstable mode is of the same order or smaller than the
width of this region, the growth rates can differ significantly from those given by a
local analysis. In addition, the non-axisymmetric spectrum admits overstable modes
with a non-trivial dependence on azimuthal wavelength, a feature missed by the local
theory. In the limit of vanishing transition region width, the Rayleigh-centrifugal in-
stability is recovered in the axisymmetric case, and the Kelvin-Helmholtz instability
in the non-axisymmetric case.
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3.1 Introduction
As discussed above, much of the previous research on MRI was done using the local
approximation, which uses the implicit assumption that the radial variation of the
equilibrium flow is sufficiently small, allowing for modes to be sinusoidal in both the
radial and axial directions. However, this assumption can lead to misleading results
about the existence (Mahajan & Krishan, 2008) and spectrum (Chapter 2 of this
dissertation) of MRI modes. When the rotation profile changes significantly, globally
unstable modes can be localized to the region of greatest shear. A recent study by
Mikhailovskii et al. (2008) claimed to find ‘nonlocal’ MRI modes in a configuration
with a step-like velocity profile. However, this mode is actually a Rayleigh-type
surface mode, possessing the greatest growth rate in the hydrodynamic limit. We
show that a similar system with a narrow but finite region of velocity shear can
support global MRI modes if the shear is stable to the Rayleigh centrifugal mode
when the vertical magnetic field vanishes. These global modes are spatially confined
to the transition region, and their properties differ from modes found using a local
analysis. In particular, there exists a discrete spectrum of global modes, with growth
rates that differ significantly from the local prediction if the vertical wavelength is
comparable to the transition region width. Overstability is possible for modes having
an azimuthal wavelength component. Our investigations examine the full spectrum
of such modes in both the axisymmetric and nonaxisymmetric case.
3.2 Base equations
We consider a generic rotating equilibrium in cylindrical geometry with flow V =
rΩ(r)θˆ and mass density ρ, permeated by a uniform axial magnetic field B = Bz zˆ.
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We include gravitational and pressure terms in the ideal MHD equations, so that the
system remains relevant to the global MRI in astrophysical settings such as accretion
disks (Frank et al., 2002; Hawley, 2003) as well as to other rotating systems such
as laboratory experiments (e.g. Wang et al., 2008; Goodman & Ji, 2002) and stellar
core collapse (Akiyama et al., 2003). The derivation of the perturbation equations
proceed in the same way as in Chapter 2. Full details of this derivation are given in
Appendix A.
Since the equilibrium is uniform in the axial and azimuthal directions, we may
take Fourier transforms in those directions (we neglect any vertical stratification or
gravitational terms in what follows). The resulting equations for the normal modes
of Lagrangian perturbations (ξ = ξ(r)ei(kzz+mθ−ωt)) to this equilibrium are (Frieman
& Rotenberg, 1960; Chanmugam, 1979; Lynden-Bell & Ostriker, 1967):
−ω2ρξ − 2iρω(V · ∇)ξ −F(ξ) = 0 , (3.1)
where
F(ξ) = ∇(γp∇ · ξ + (ξ · ∇)p) +∇ · (ρξ)∇Φg
− ∇(B · δB) + (B · ∇)δB + (δB · ∇)B
+ ∇ · (ρξ(V · ∇)V − ρV(V · ∇)ξ) . (3.2)
Here, γ is the adiabatic index, and p is the pressure, and Φg is the gravitational
potential. We have ignored self-gravity effects by neglecting perturbations δΦg to
this potential. The magnetic field perturbation is δB = ∇ × (ξ × B). The tensor
divergence in the third line is taken with respect to the first coordinate, i.e. ∇ ·
(AB) = ∇i(AiBj).
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For incompressible perturbations (∇ · ξ = 0), Equation (3.1 can be reduced
to a single second order differential equation in ξr, the radial component of the
Lagrangian perturbation:
(
r3Fm
ζ
ξ′r
)′
=
[
Fm
(
r +
ζ
r2
− 2m
2r
ζ2
)
− ρk
2
zr
3
ζ
(
dΩ2
d ln r
− 4mωmΩ
ζ
+
4ρω2mΩ
2
Fm
)
+ rρN2 − r
2ρ′(ω2 −m2Ω2)
ζ
]
ξr, (3.3)
where ζ = m2 + k2zr
2, ωm = (ω − mΩ) is the Doppler-shifted frequency, Fm =
ρ(ω2m−k2zv2A), where vA = Bz/
√
ρµ0 is the Alfve´n speed. N2 = −(ρ′/ρ)(rΩ2−∂rΦg)
is the Brunt-Va¨isa¨la¨ frequency.
3.2.1 Cartesian Limit
In this chapter, we investigate global MRI when the rotation rate changes only over
a small transition region of width d, centered at r = r0. When the region is narrow
(d r0) and sufficiently far from the origin, it is expected that a Cartesian analysis
should suffice to capture the essence of the mode. Thus, we drop any term which
decays as 1/r or faster, except in the case of the azimuthal mode number (m/r is
replaced by the continuous variable ky). Choosing coordinates x = r − r0, we take
constant equilibrium rotation rates of Ω = Ω1 for x < −d and Ω = Ω2 for x > d. In
what follows, we take a linear change in the rotation rate, i.e.
Ω(x) =
Ω1 + Ω2
2
+
Ω2 − Ω1
2
x
d
= Ω¯ +
∆Ω
2
x
d
,
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Figure 3.1: A schematic of the rotation profile used in Section 3.4.
although the analysis does not qualitatively change if different velocity profiles are
considered. An illustration of this rotation profile is given in Fig. 3.1.
In the frame rotating with the average angular velocity Ω¯, the Cartesian limit
of Eq. (3.3) is:
d
dx
(
Fm
dξr
dx
)
=
[
Fmk
2 + k2z
(
4A¯Ω¯ρ− 4Ω¯
2ρ2ω2m
Fm
)
− k2zρ′(rΩ¯2) + k2ρ′g
]
ξr. (3.4)
Here, k2 = k2y + k
2
z , A¯ = −1/2 dΩ/d ln r = −r0∆Ω/(2d) , and the Doppler shifted
frequency in the transition region |x| < d is ωm = ω + 2A¯kyx. The total change in
velocity across the transition region is ∆V = r0∆Ω = −4A¯d. Exterior to the region,
the rotation frequency and density are constant, and we have :
ξ′′r =
(
k2 − k2z
4ρ21,2Ω¯
2ω21,2
F 21,2
)
ξr, (3.5)
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with ω1,2 = ω ± 2A¯kyd. This admits decaying solutions of the form :
ξ1,2 = exp(−κ1,2|x|), (3.6)
κ1,2 = k
√
1− 4k
2
zρ
2
1,2Ω¯2ω
2
1,2
k2F 21,2
.
We must take the real part of the square root to be positive so as to ensure that
the modes are bounded. The Cartesian approximation taken here is similar to the
shearing sheet model (Narayan et al., 1987; Balbus & Hawley, 1998), however, our
model has well defined boundaries which admit spatially decaying modes exterior
to the transition region.
3.3 Step-like transition
In this section, we show that the MRI is not present when Eq. (3.4) is solved for
a step-like transition, (i.e. the limit d → 0). Li & Narayan (2004) considered a
similar situation in the context of QPO’s generated by Kelvin-Helmholtz instability
at an accretion disk-magnetosphere boundary layer. This limit was also taken by
Mikhailovskii et al. (2008, hereafter M08), but resulted in the incorrect labeling of
the instability as MRI. Since the total pressure must be the same on both sides of the
interface, the component of the Lagrangian perturbation normal to the interface,
ξr, must be continuous (Lynden-Bell & Ostriker, 1967), but ξ′r can have a jump.
Integrating across the narrow transition region, we arrive at:
F2κ2 + F1κ1 = ∆ρ(k2g − k2zr0Ω¯2)− 4k2z ρ¯r0Ω¯(∆Ω), (3.7)
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For axisymmetric modes, k = kz and ω1,2 → ω. Since the frequency then appears
only through ω2, one can show that ω2 must be real (see, e.g. Chandrasekhar, 1960);
therefore the frequency is purely real or purely imaginary. For an unstable root, we
can take ω → iγ, F1,2 → −(γ2 + k2zv2A). For the remainder of the present section,
we will take the density constant across the boundary. Then Eq. (3.7) simplifies to:
√
(γ2 + k2zv2A)2 + 4Ω¯2γ2 = k
2
z(r0(Ω
2
1 − Ω22)). (3.8)
This result is equivalent to the mode equation (26) of M08, in the limit of small
rotation shear. We first note that instability is only possible for Ω2 < Ω1. Solving
for γ2, we find an unstable branch:
γ2 = −(k2zv2A + 2Ω¯2) + 2
√
Ω¯2(Ω¯2 + k2zv2A) + k2zr
2
0(Ω
2
1 − Ω22)2/4. (3.9)
Taking the limit vA → 0, we arrive at the hydrodynamical result:
γ2 = 2Ω¯2
(√
1 + k2zr20(Ω1 − Ω2)2/Ω¯4 − 1
)
Near marginal stability, with γ  Ω, we find γ = kzr0(Ω1 − Ω2)/2 = −kz(∆V )/2.
Furthermore, since γ2 in Eq. (3.9) decreases with increasing vA, the growth rate
for a given wavelength is maximum when the field is absent. In the hydrodynamic
limit, the instability exists at all wavelengths, the growth rate increases without
bound. The addition of a vertical magnetic field acts as a surface tension, reducing
the growth rate of all wavelengths, and stabilizing modes with wavenumbers above
kz,crit = 2Ω¯|∆V |/v2A.
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In the fully azimuthal case kz = 0, κ = ky = k, and Eq. (3.7) simplifies to:
(ω + ky(∆V )/2)2 + (ω − ky(∆V )/2))2 = 0. (3.10)
This equation admits an imaginary solution with growth rate γ = iω = ky|∆V |/2.
This is the standard Kelvin-Helmholtz (KH) instability (c.f. Chandrasekhar, 1961,
§101). We note that there is no centrifugal effect; the instability is due solely to
the abrupt velocity change across the boundary. The growth rate of this instability
is the same as for the axisymmetric Rayleigh instability if kz is replaced by ky,
however, the vertical magnetic field has no stabilizing effect in the pure azimuthal
case. When both ky and kz are nonzero, we again find that the magnetic field has
only a stabilizing effect. If the density is not constant across the jump, additional
destabilization can arise due to the Rayleigh-Taylor instability (Li & Narayan, 2004).
We will stick to the constant density case for now, examining density gradient effects
in Section 3.5.
In contrast to these results, the ideal magnetorotational instability occurs
when a weak magnetic field destabilizes a plasma with a negative gradient in Ω,
because the frozen flux condition of MHD provides a coupling between adjacent fluid
elements. For a given wavelength, there is a critical magnetic field strength which
maximizes the growth rate of the MRI. This leads us to conclude that, contrary to
the assertions in M08, treating a sharp velocity change in a rotating plasma as a
step-like transition admits only magnetically stabilized hydrodynamical instabilities,
but not the MRI.
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3.4 Finite-Width Transition
The step-like analysis that results in Eq. (3.7) fails to capture the MRI for two
reasons. It makes the shear essentially infinite, and makes the implicit assumption
that ξr is constant throughout the transition region. A more accurate treatment
of the problem requires retaining the finite transition region width 2d and solving
for ξr on the interior. Normalizing lengths to d and all frequencies to Ω¯, Eq. (3.4)
becomes (
Fmξ
′
r
)′ = [FmK2 +K2z (4A− 4(ω + 2KyAx)2Fm
)]
ξr, (3.11)
where x runs from -1 to 1, K = kd is the unitless wavenumber, and A = A¯/Ω¯. In
order to maintain consistency with the Cartesian limit, we must maintain d  r0.
If A = r0(Ω2 − Ω1)/(2dΩ¯) is not too large, we can still treat the whole system as
rigidly rotating with a small additional shear flow. Corrections to this model are
O(A2d2/r20) 1. Global modes can now be found by matching ξ and ξ′ at the left
and right boundaries to the exterior solutions.
3.4.1 Axisymmetric modes
If there is no azimuthal component to the mode wavelength (K = Kz = kzd), the
only position dependence is in the density. In the constant density case, the mode
equation can be solved analytically,
ξ′′r = K
2
z
(
1 +
4(1−A)(γ2 + ω2A)− 4ω2A
(γ2 + ω2A)2
)
ξr = −K2r ξr. (3.12)
Here, ωA = kzvA = KzBz/(Ω¯d
√
µ0ρ) is the normalized Alfve´n frequency. The
eigenmode solutions are sinusoidal or exponential, depending on the sign of K2r .
Both external boundary conditions can be simultaneously satisfied only when K2r is
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positive. The local limit is achieved when Kz → ∞, and gives an upper bound to
the most unstable mode. Provided A < 1, the maximum local growth rate is γ = A,
occurring at an Alfve´n frequency of ωA =
√
A(2−A). These are characteristics of
the local MRI (Balbus & Hawley, 1998). The instability is cut off for fields above
ωA = 2
√
A . We also see that for small magnetic field strength, the growth rate scales
as γ = ωA
√
A/(1−A). If 1 < A < 2, the system is hydrodynamically unstable,
but small magnetic field strengths will amplify the instability. Above A = 2, the
instability becomes the magnetically stabilized Rayleigh-centrifugal type, as in the
previous section.
For finite Kz, we can approximate solutions by taking rigid wall solutions
(ξr = 0) at the boundaries. Thus Kr = npi/2 for integer n. The eigenfunctions are
real, and the mode number label denotes the number of times that solution crosses
the origin. The system exhibits Sturmian behavior, that is, higher values of n are
more stable (Goedbloed & Poedts, 2004). There is an unstable mode for every n up
to a critical nmax which satisfies the marginal stability equation:
n2max =
4K2z
pi2
(
4
A
ω2A
− 1
)
=
4
pi2
(
4
Ad2
v2A
−K2z
)
. (3.13)
When Kz is large, there are many discrete modes which satisfy the global dispersion
relation. The number of modes increases without bound as Kz increases with fixed
ωA. However, for fixed magnetic field strength vA, the Alfve´n frequency will also
increase with Kz, reducing nmax, as well as the growth rate of the fastest growing
mode. The critical parameter dictating the importance of these global effects is the
ratio of the Alfve´n transit time across the gap to the rotation rate, since for the
fastest growing mode, Ωd/vA ∼ Kz. Even if the field is weak compared to the local
rotation speed vA  r0Ω, global effects can be important in the d r0 limit. The
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number of unstable modes is reduced for small Kz. Additionally, we have assumed
infinite boundaries in the z-direction, but in real systems, the vertical system size
Lz imposes a minimum Kz = 2pid/Lz.
A shooting and matching code was used to find the discrete solutions that
satisfy the boundary conditions that match Eq. (3.6). Figure 3.2 shows the most
unstable global modes as a function of ωA for fixed Kz = 0.1, 0.5, 1, 5, and 10. Note
that the growth rate vanishes for vanishing magnetic field, one of the primary traits
of the MRI. For smaller values of kzd, the maximum growth rate and the cutoff
frequency are much lower than in the local limit. Figure 3.3 shows the growth rate
of all unstable axisymmetric modes for when Ωd/vA = 3.0. As Kz (equivalently,
ωA) is increased, the modes with smaller growth rate begin to be cut off, until there
is only one mode remaining.
3.4.2 Nonaxisymmetric modes
Local theory
The introduction of the azimuthal wavenumber removes the Hermiticity of the prob-
lem, and the frequency is no longer guaranteed to be purely real or imaginary, i.e.,
overstability is possible. However, if we take K to be large with respect to the radial
change in ξ, and restrict our analysis to small x, we can neglect this and obtain the
local dispersion relation:
(ω2 − ω2A)2 + (4A(ω2 − ω2A)− 4ω2) cos2 θ = 0, (3.14)
where cos θ = Kz/K. This yields a growth rate of
γ2 = −ω2A − 2(Ω−A) cos2 θ ± 2Ω cos θ
√
ω2A + (Ω−A)2 cos2 θ,
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Figure 3.2: Most unstable mode (dotted lines) as a function of ωA = kzvA for
A = 0.75,Kz = kzd = 0.1, 0.5, 1, 5, and10. When Kz is small, the maximum growth
rate and the cutoff frequency are much lower than in the local limit (solid line).
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Unstable Axisymmetric Modes
       ! d ! vA " 3 , A " 0.75
n"0
n"1
n"2
n"3
n"4
0.0 0.5 1.0 1.5 2.0
ΩA!!0.0
0.2
0.4
0.6
0.8
Γ!!
Figure 3.3: Growth rates of all five unstable global modes for Ωd/vA = 3.0, A =
0.75. In this case Kz = 3.0 ωA/Ω. Global effects are more important for the smaller
Alfve´n frequencies.
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which has a maximum of γ = A cos θ, at ωA =
√
A(2−A) cos θ. The instability is
cut off above ωA = 2
√
A cos θ. The only prediction of the local theory is that the
addition of an azimuthal component of the wavelength is stabilizing compared to
the axisymmetric case.
Global analysis
The local analysis is a poor approximation in the nonaxisymmetric case, neglecting
all dependence on position. The approach fails to capture overstability, and sheds
no light on the effect of finite ky on the spectrum of MRI. In particular, there is
the introduction of a continuum of Alfve´n singularities on the real frequency axis
(see, for example Hasegawa & Uberoi, 1982, for a discussion of the mathematical
structure of this continuum). For every value of −1 < x < 1, there are two values
of ω which satisfy (ω + 2AKyx)2 = ω2A. Thus there are two singularity regions,
ω ∈ {±ωA − 2AKy,±ωA + 2AKy}. When ωA < 2AKy, the two regions overlap.
We have investigated the Ky 6= 0 mode equation (3.11) with a shooting
and matching code. All complex roots were found using a Lemur-Schur algorithm
(Acton, 1997). Figure 3.4 shows the dependence on the magnetic field strength of
the most unstable axisymmetric modes for fixed Ky and Kz, but at a variety of
different pitch angles tan θ = Ky/Kz. We have taken a small value of kd = 0.5.
We first notice that the cutoff Alfve´n frequency is the same for different angles,
contrary to the predictions of the local analysis. When the magnetic field is low,
the instability is suppressed compared to the axisymmetric case. There is also a
real part of the frequency, which indicates that the mode is corotating with the
plasma at some point x 6= 0. As the magnetic field is decreased, this corotation
point approaches the boundary, where ωr = ±2AKy = ±2AK sin θ.
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More can be learned by examining the structure of all unstable modes for
increasing Ky. Figure 3.5 shows a representative example with fixed Kz = 5.0
and ωA = 1.0. In the axisymmetric limit, there are five purely growing modes for
these parameters. As Ky increases, the mode frequencies remain purely imaginary,
although the eigenfunctions become complex (we retain the mode number ordering,
although n no longer refers to the number of nodes). The growth rates of the some
of the modes decrease, while those of others increase. At Ky ∼ 0.1, the n = 0
and n = 1 modes have the same growth rate, and above that, both modes have
the same growth rate, but they now have a real part. Due to the symmetry of the
mode equation, if ωr + iωi are solutions, then so are ±ωr ± iωi. Here we only plot
unstable roots with positive real part (dashed lines in Fig. 3.5). As Ky increases
further, the real part increases linearly and the growth rate decreases. The growth
rate of the most unstable global mode agrees fairly well with the local theory in the
axisymmetric case, but the discrepancy grows rapidly as Ky increases.
At larger Ky, higher-order mode pairs merge as well. At Ky ∼ 0.28, a new
purely growing mode (n = 5) becomes accessible, and eventually others are created
as well. When Ky ∼ 1.0, the n = 6 complex mode merges with the real Alfve´n
continuum. This trend continues until all instabilities are cut off above Ky ∼ 4.3.
3.4.3 Effective Potential Formulation
The behavior of the nonaxisymmetric modes for varying Ky can be understood in
the following manner. If we make the transformation y =
√
(ω2m − ω2A)ξr then Eq.
(3.11) becomes:
y′′(x) =
(
K2 − 4A
2K2yω
2
A + 4K
2
zω
2
m − 4K2zA(ω2m − ω2A)
(ω2m − ω2A)2
)
y(x) = V (x;ω)y(x),
(3.15)
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Figure 3.4: Growth rates (solid) and real components (dashed) of the frequency for
several angles (tan θ = Ky/Kz), with K = 0.5, A = 0.75. For smaller ωA, the real
part approaches the Alfve´n singularity value at the boundary, ω = 2AK sin θ, and
the growth rate vanishes. For larger ωA, there are still pure imaginary modes which
have the normal MRI dependence, but these decrease in growth rate as the angle is
increased.
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recalling that ωm = ω + 2AKyx. For a given set of parameters, there is an effective
(complex) potential for the perturbation. If the y associated with a given potential
can satisfy both boundary conditions, then that perturbation is an eigenmode of
the system. The real part of the potential must therefore be sufficiently negative
over enough of the transition region if the |y| is to decay on both sides of the region
(since |y|′/|y| must change sign). Axisymmetric MRI eigenmodes have a V that
is a negative real constant over the region. Decreasing γ = =(ω) will make V
more negative, so smaller growth rates correspond to more spatial oscillations, in
agreement with the previous section. In the nonaxisymmetric case, if ω is purely
imaginary, <(V ) is symmetric about x = 0 (=(V ) is antisymmetric). As long as
γ 6= 0, there is no Alfve´n singularity, but the potential changes the fastest near the
points of closest approach, x = (−ωr±ωA)/(2AKy). The real part of V resembles a
positive resonance curve near these points, with the growth rate γ directly related to
the width of the resonance. These ‘near-resonances’ act as barriers, and the modes
are evanescent inside them. A schematic of this process is illustrated in Figure 3.6.
In this diagram, a mode is localized between the Alfve´n singularity and a rigid wall;
in our case the boundary is free, but the same argument applies.
When Ky is very small, the Alfve´n singularity points lie far outside the transi-
tion region, and a given eigenmode remains similar to its axisymmetric counterpart,
as seen in Figure 3.7a. As Ky increases, the resonances move closer to the boundary.
Each mode at this point is related to either the left or right resonance, so it becomes
necessary for the potential to shift, so as to keep only one resonance in the transi-
tion region (Figure 3.7c). For an overstable mode, the <(V ) is symmetric around
x0 = −ωr/(2AKy). As the growth rate decreases and ωr increases, the mode moves
further over and becomes more oscillatory, approaching an Alfve´n continuum mode
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Unstable Roots
 Kz ! 5, ΩA ! 1.0, A ! 0.75
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Figure 3.5: All unstable global modes for Kz = 5.0, A = 0.75, ωA = 1.0. As
Ky is increased, pairs of purely growing modes become closer together in growth
rate. At the point of merger, the frequencies have a real part (dashed lines) which
starts at zero and increases linearly as Ky increases. Near Ky = 0.28, a new purely
growing mode is created. At a critical Ky for each mode, the growth rate vanishes
and the mode merges with the (stable) Alfve´n continuum. The dotted line gives the
maximum growth rate predicted by the local theory. Although the n = 0 mode is
close to this limit in the axisymmetric case, the global growth rates are significantly
smaller for Ky 6= 0.
at the boundary x = ±1. In Figure 3.8, a mode with Kz = Ky = 0.5 is shown,
with a very pronounced resonance near the left boundary, further illustrating the
potential barrier and mode structure in the non-axisymmetric case.
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Figure 3.6: A schematic of the overreflection process, leading to modes localized
between a boundary and an Alfve´n singularity. From Curry & Pudritz (1996)
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ΩA " 1, Kz " 5
Ky " 0.2
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ΩA " 1, Kz " 5
Ky " 0.75
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Figure 3.7: a) Eigenmode structure of n = 2 mode (ω = 0.5272i) for Kz = 5,
Ky = 0.2, ωA/Ω = 1., and A = 0.75. The solid (dashed) line is the real (imaginary)
part of ξr). b) Effective potential for the mode shown in (a). Since Ky is small,
V is changed little from the axisymmetric case of a negative real constant. c) For
Ky = 0.75, the same mode now has a complex frequency (ω = 0.4956 + 0.2245i),
and has thus shifted its center to x0 = −ωr/(2AKy) = −0.472. d) The effective
potential of the mode shown in (c) displays the near-resonance barrier on the right.
Since the mode has shifted to the left, the other peak is outside the transition region.
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Kz = 0.5, Ky = 0.5, ΩA = 0.25
A = .75 
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Figure 3.8: We show here the most unstable mode (ω = 0.566 + 0.0324i) for the
wavenumber Kz = Ky = 0.5, ωA = 0.25, A = 0.75, and the corresponding effective
potential. It is easy to see in this case the barrier formed by the real part of
the Potential (solid line), and the attenuation of the mode in the forbidden region
around the Alfve´n singularity (x0 = −ωr/(2AKy) = −0.755). Note also that the
mode is somewhat oscillatory outside the transition region on the inside edge. This
is characteristic of overstable modes close to the Alfve´n continuum. There is also a
corresponding overstable mode with negative ωr which is closer to the outer edge.
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3.5 Non-constant Density
In this section, we investigate the effects of a linear change in density across the
transition region. As above, we look at the limit of infinitesimal region width, and
then study the local and global modes of a region with finite transition width. We
will restrict ourselves to axisymmetric modes–as shown in the previous section, they
are the most unstable.
3.5.1 Step-like transition
Recalling equation (3.7) we must have continuity of ξr across the gap, so:
∆(Fmξ′r) = ∆(ρ)(k
2g − k2zr0Ω2)− k2z(4r0Ω∆Ωρ0), (3.16)
where the last term is derived using the identity 2dA = −r0∆Ω. If k = kz, we have
ωm → ω, ω2 must be real, and equation (3.16) becomes:
F2
√
1− 4ρ
2
2Ω2ω2
F 22
+ F1
√
1− 4ρ
2
1Ω2ω2
F 21
= (ρ1 − ρ2)k2z(g − rΩ2)− k2z(4r0Ω∆Ωρ0).
(3.17)
As in Chandrasekhar (1961, §95), if the magnetic field and rotation shear
vanish, we have (α1,2 = ρ1,2/(ρ1 + ρ2)):
ω2
√
1− 4Ω
2
ω2
= (α1 − α2)k(g − rΩ2),
leading to instability if the right hand side is negative, that is, rotation only modifies
stability through the effective gravity in this case. This is the standard Rayleigh-
Taylor instability–if a heavier fluid is on top of a lighter fluid (α2 > α1), there will be
an interchange. Rotation can stabilize this through centrifugal force, or destabilize
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the case where a lighter fluid is on top of a heavier one.
In the absence of rotation, the magnetic field affects axisymmetric modes
solely as an effective surface tension, stabilizing the Rayleigh-Taylor instability as
expected:
ω2 = (α1 − α2)kg + ω2A,avg.
3.5.2 Finite Gap Width
We now consider both rotation and magnetic field in the presence of a density
gradient. Taking the more complete treatment of a finite transition region with
width 2d and normalizing length to d and time to Ω−1 in (3.4) results in:
(
F (x¯)ξ′r
)′ = [F (x¯)K2 +K2(4A¯ρ− 4ρ2ω2
F (x¯)
)
− K2(g˜ − (r/d))
]
ξr, (3.18)
where x¯ = x/d runs from -1 to 1, A¯ = A/Ω, K = kzd, and F (x¯) = ρ(x¯)ω2 − ω2A,
with ρ(x¯) = (1 − x¯). The total density change across the gap is ∆ρ = −2. The
normalized radial gravitational force is g˜ = g/(Ω2d). Note that the term multiplying
 contains r/d, which is asymptotically large in this treatment. However, the g˜ term
can modify this, resulting in an effective Brunt-Va¨isa¨la¨ frequency squared term
(see Chapter 2 for details), which we take to be of the same order as the rotation
frequency, that is, we take N2 = geff = (g˜ − r/d), with geff ∼ O(1). We will see
in general that a positive Brunt-Va¨isa¨la¨ frequency is stabilizing, and a negative one
destabilizing.
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Local approximation
When the density is not constant, the local approximation for axisymmetric modes
is:
(γ2 + ω2A)
2 − (4(A− 1)− geff )(γ2 + ω2A)− 4ω2A = 0.
In the hydrodynamical limit, we have
γ2 = 4(A− 1)− geff ,
which requires
geff
4(A− 1) > 1,
for stability. From this we see that shear instabilities set in when the Richardson
number (density shear over square of Velocity shear) is less than 1/4, i.e. strong
density gradients stabilize the fluid, if geff is positive. A negative geff can also
destabilize the hydrodynamically stable (A < 1) case. Including magnetic field, we
obtain a growth rate:
γ2 = −ω2A + 2(A− 1)−
1
2
geff ± 12
√
(4(A− 1)− geff )2 + 16ω2A. (3.19)
The maximum growth rate is
γ2max = (A− geff/4)2,
occurring when
ω2A = A(2−A) + (A− 1)geff −
(geff
4
)2
.
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The MRI is modified by the density gradient, but one must know how strong the
local gravity is before ascertaining the degree to which the growth rate is amplified
or suppressed. Also note that the instability is cut off whenever geff > 4A.
Global modes
We now investigate the effect of density gradients on the shear localized MRI mode
discussed in the previous section. The density enters the effective potential in two
places: first by the constant K2geff , which can make the well narrower or deeper
depending on the sign of this term, and secondly through F (x¯). However, in the
Cartesian limit, the strong changes to the potential from the F ′ terms (as in section
2.3.4) are not present–the Brunt-Va¨isa¨la¨ term is dominant. In Figure 3.9,we show
the most unstable axisymmetric mode for a variety of values of  we have fixed the
effective gravity term to be geff = 3.0, with fixed Ωd/vA = 3.0, as in Figure 3.3
above. The dashed line shows the theoretical maximum growth rate as given by
the local theory, with  = 0. Thus negative  can drive a faster growth rate than
the constant density case. In Figure 3.10, we see that the local treatment can
erroneously predict instability when the wavenumber K is small.
3.6 Conclusions
Global studies of the magnetorotational instability tend to depend strongly on spe-
cific boundary conditions. However, when the rotation rate changes only in a small
area, velocity shear can give rise to an effective potential which spatially confines
global eigenmodes and reduces dependence on the boundary conditions. We have
examined an idealized case where Ω(r) changes sharply between two areas of rigid
rotation; such a configuration has potential application to both astrophysical (e.g.
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Figure 3.9: Most unstable mode for various values of  = −ρ′. We have fixed the
effective gravity term geff = 3. The dashed line shows the theoretical maximum
growth rate as given by the local theory, with  = 0.
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Figure 3.10: Here, we show the most unstable mode as function of  = −ρ′ for
fixed k = 1. The solid lines represent the global growth rates for ωA = 0.5 (blue),
1.0 (green), and 1.25 (red). The dashed lines are the corresponding local theory
growth rates. We have fixed the effective gravity term geff = 1. As before, when
K ' 1, global γs are much smaller than the local prediction. In particular, the
global analysis predicts no instability for ωA = 1.25, k = 1 when  > 0.3, while the
local theory says that there is still an instability.
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Heger et al. (2000), where sharp rotation gradients arise in models of stellar core
collapse) as well laboratory settings (e.g. Ekman flow). We summarize our findings:
• When the velocity change is treated as a step-like transition as done in M08,
the axisymmetric instability is most unstable in the limit of vanishing magnetic
field– we thus conclude that this is a Rayleigh type surface mode.
• The step-like transition is also susceptible to the nonaxisymmetric Kelvin-
Helmholtz instability.
• When the shear region has nonvanishing thickness, the unstable Rayleigh mode
persists when A = −1/2d ln Ωd ln r > 1. However, when the shear is moderate,
(A < 1) the flow is hydrodynamically stable, but is destabilized by the addition
of a small vertical field. This is the hallmark of the MRI.
• There is a spectrum of purely growing global axisymmetric instabilities. If the
vertical wavelength is comparable to the transition region width, the growth
rates of the most unstable global modes differ significantly from the predictions
of the local theory.
• There is a spectrum of nonaxisymmetric unstable and overstable global modes;
these modes connect smoothly to the Alfve´n continuum. An effective potential
is created with Alfve´n ‘near resonances’ that localize confine the mode.
• For a given axial wavenumber kz, there is a complex dependence on the az-
imuthal wavenumber ky. There exists a minimum azimuthal wavelength below
which perturbations are stable.
• When density gradients exist, these can either stabilize or further destabilize
the MRI, depending on the sign and magnitude of the effective gravity (local
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gravity modified by centrifugal force). Any detailed analysis of this effect must
therefore account for the strength of the gravitational term, which is difficult
to do in the cartesian limit we have taken.
The interaction of the modes found in this analysis can have important con-
sequences for turbulence in the nonlinear regime–this will be the subject of future
work.
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Chapter 4
Axisymmetric
Magnetorotational Instability
in Hall MHD
In this chapter, we derive the equations of Hall Magnetohydrodynamics with a
background flow, which can be relevant in weakly ionized disks. We show that the
addition of Hall physics modifies the axisymmetric Magnetorotational Instability,
and gives rise to a new branch of instability when the background magnetic field
is in the opposite direction as the (right-handed) rotation vector. We compare the
growth rates of the local approximation with those of global eigenmodes.
4.1 Hall MHD and MRI
The Hall Magnetohydrodynamics equations can apply to weakly ionized plasmas,
since collisions between the ions and neutrals can cause the neutrals to experience
76
a J×B force (by the ambipolar drift mechanism), while the magnetic field remains
frozen in to the lighter electron fluid (see, e.g Wardle & Koenigl, 1993; Krishan &
Yoshida, 2006). Cool protostellar disks can be weakly ionized and rotating around
a central object. Thus it is reasonable to study the effect of the Hall terms on
the Magnetorotational Instability (MRI). Wardle (1999) showed that if resistivity
is important, as it can be in protostellar disks, then the Hall terms must also be
important. He studied the local linear axisymmetric instability of rotating Hall
MHD with a vertical magnetic field and found that the stability depended on the
direction of rotation compared to the magnetic field, i.e., on the sign of Ω · B.
Balbus & Terquem (2001) followed up by including azimuthal field, nonaxisymmetric
modes, using finite resistivity and the Hall effect. They related the nonaxisymmetric
stability criterion to a series of evolving symmetric modes, and suggested that the
instability for Ω · B < 0 was due to the interplay between right-handed circular
polarized whistler waves and the epicyclic motion driven by the Coriolis force in
rotating systems. (Krolik & Zweibel, 2006)examine local MRI in the limit of a
weak magnetic field using a two-fluid model, and find that the stability boundary
is significantly modified in the Hall regime when the ion cyclotron frequency is less
than the rotation frequency Ω. They argue that the important comparison is the
direction of the ion Larmor orbit relative to that of the gravitational orbits for all
particles. Recent studies by Shtemler et al. (2007) and Pandey & Wardle (2008)
have also shown that that there are additional instabilities present when the Hall
length scale is of the same order as the density stratification scale. In this chapter, we
discuss the derivation of the Hall MHD perturbations relevant to rotating cylindrical
systems, and show that a fourth order differential equation is obtained. We solve
this global problem and compare the results with the local approximation used in
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previous studies.
4.1.1 Derivation of Hall MHD in weakly ionized system
Let us consider a quasi-neutral, cold plasma consisting of electrons, ions, and neutral
atoms, where the bulk motion is due to the neutrals. We take the densities to be
uniform. This derivation uses the notation conventions of Krishan & Yoshida (2006).
Since the electrons have very small mass compared to the ions and neutrals, we use
the velocity of the electrons in the induction equation, that is, the field is frozen
into the electron fluid but not the ions:
∂B
∂t
= ∇× [Ve ×B− η∇×B] , (4.1)
where the resistivity is due to electron-neutral collisions. Electron ion collisions
are ignored since ni  nn. In this limit, the ion dynamics can also be neglected
compared to those of the neutrals, so we have:
0 = −∇pi + eni
(
E +
Vi ×B
c
)
− νinρi(Vi −Vn), (4.2)
where νin is the ion-neutral collision frequency. Using E from the electron induction,
we get that:
Vn −Vi = ∇(pi + pe)
νinρi
− J×B
cρiνin
,
where we have used the definition of current in a quasi-neutral plasma. This allows
us to expand the electron velocity in terms of the ion and neutral velocities:
Ve = Vn + (Ve −Vi) + (Vi −Vn) = Vn − J
nie
+
(
J×B
cνinρi
− ∇(pi + pn)
νinρi
)
, (4.3)
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or,
∂B
∂t
= ∇×
[
Vn ×B− J×B
nie
+
(J×B)×B
cνinρi
]
+ η∇2B. (4.4)
The first term on the right hand side in brackets is induction, the second is the Hall
term, and the third is the ambipolar drift. This ambipolar drift term can be ignored
when the ion-neutral collision frequency is larger than the ion cyclotron frequencies,
or when the neutral density is high. We neglect it in what follows. Using Ampere’s
law in the above results in the Hall induction equation:
∂B
∂t
= ∇× [(Vn − λi∇×B)×B] + η∇2B. (4.5)
Where λi = c/ωpi = c
√
mi/
√
4pinie2 is the ion skin depth, and gives a length scale
to the Hall term.
The equation of motion of the neutrals is:
DVn
Dt
= −∇pn
ρn
− νni(Vn −Vi)−∇Φg + ν∇2Vn
= −∇p
ρ
+
J×B
cρn
−∇Φg + ν∇2Vn, (4.6)
where p = pn + pi + pe is the total pressure, and we have used νinρi = νniρn .
The kinematic viscosity ν is due primarily to n-n collisions, and is usually small for
protostellar disks. Although uncharged, the neutrals behave like a plasma, experi-
encing a J×B force through collisions with the ions, and Equations (4.5) and (4.6)
constitute our Hall MHD equations.
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4.1.2 HMHD Perturbation Equations
For the infinite cylindrical case, we can cast the linear HMHD thin-disk accretion
into an eigenvalue problem in ω. We consider the non-dissipative case (η = ν =
0) in order to compare with the Ideal MHD treatments of earlier chapters. The
equilibrium fields plus linear perturbations are:
V = rΩ(r)φˆ+ v,
B = Bz zˆ + rΩB(r)φˆ+ b,
where typically, Ω(r) = Ω0r−s/2 (s = 3 for Keplerian flow). We take the perturba-
tions of the form v = vr exp(ikz + imφ − iωt). By taking the perturbations to be
incompressible, we can use ∇ · v = 0 and ∇ · b = 0 to reduce the number system
to four equations in four unknowns. Pick the r and φ components of the induction
equation (4.5) as the first two:
ωmbr = −ωAvr− λiωA
k
[
m
r
1
r
d
dr
(rbr) +
(
m2
r2
+ k2
)
bφ
]
−λi
[
kgB − m
r
B′z
]
br, (4.7)
ωmbφ = −ωAvφ + rΩ′Bvr −
[
rΩ′ + λiB′′z
]
br +
λiωA
k
[
Lbr +m d
dr
bφ
r
]
+
λi
k
dωA
dr
(
m
r
bφ +
1
r
d
dr
(rbr)
)
+ λiB′z
dbr
dr
, (4.8)
where ωm = ω −mΩ, ωA = kBz + mΩ, g(r) = 2Ω + rΩ′ and gB = 2ΩB + rΩ′B =
(2− c)ΩB, Lf = ddr 1r ddrrf −k2f . Note that for the vacuum type field c = 2. Density
is constant in these equations. Frequency is normalized to Ω0. The normalized Hall
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term is  = ck/ωpi = kλi. In addition, we have eliminated the imaginary coefficients
by letting ivφ → vφ and ibφ → bφ. The remaining two equations are the vorticity
evolution:
ωm
[
Lvr + m
r
r
d
dr
vφ
r
]
= −ωA
[
Lbr + m
r
r
d
dr
bφ
r
]
+
[
rΩ′
(
m2
r2
+ k2
)
− k2g
]
vφ
+
m
r
rΩ′
1
r
d
dr
(rvr)−
[
rΩ′B
(
m2
r2
+ k2
)
− k2gB
]
bφ
− m
r
rΩ′B
1
r
d
dr
(rbr) (4.9)
ωm
[
m
r
1
r
d
dr
(rvr) +
(
m2
r2
+ k2
)
vφ
]
= −ωA
[
m
r
1
r
d
dr
(rbr) +
(
m2
r2
+ k2
)
bφ
]
+ k2gvr − k2gBbr. (4.10)
If appropriate boundary conditions are given, a finite difference algorithm can be
used to approximate the derivatives. Defining x = {br, bφ, vr, vφ} on a 1-D grid, one
arrives at the generalized eigenvalue problem:
Ax = ωBx,
with the global mode frequencies as the eigenvalues.
4.2 Axisymmetric HMHD
If m=0, B = Bz is constant, and λi is constant as well, then we can write Eqs.
(4.7-4.10) as:
ωbr = −ωAvr − kλiωAbφ (4.11)
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ωbφ = −ωAvφ − rΩ′br + λiωA
k
Lbr, (4.12)
ωLvr = −ωALbr − 2Ωk2vφ, (4.13)
ωvφ = −ωAbφ + gvr. (4.14)
Eliminating vφ, (4.12) becomes
(ω2 − ω2A)bφ = −ωAgvr − ωrΩ′br + ω
λiωA
k
[Lbr]
Eliminating br, we have
(ω2 − ω2A)bφ = −ωAgvr − rΩ′(−ωAvr − kλiωAbφ)−
λiωA
k
[L(ωAvr + kλiωAbφ)] .
Simplifying to:
[ω2 − ωA(ωA + rΩ′kλi)]bφ = −ωA2Ωvr − λiω
2
A
k
Lvr − λ2iω2ALbφ. (4.15)
Eliminating vφ and br, (4.13) becomes
(ω2 − ω2A)Lvr = kω2AλiLbφ + ωA2Ωk2bφ − 2Ωk2gvr. (4.16)
Equations (4.15) and (4.16) form two coupled second order equations, indicating that
non-dissipative Hall MHD is a fourth order system, and thus not amenable to the
effective potential formalism introduced in Chapter 2. That the highest derivatives
are multiplied by the Hall parameter λi indicates the singular perturbation nature
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of HMHD, and has consequences for the short wavelength limit, as we will see below.
In the Ideal MHD limit (λi → 0), these equations reduce to the expected second
order system:
d
dr
1
r
d
dr
(rvr) = k2z
(
1− 4Ω
2ω2A
(ω2 − ω2A)2
− 4Ω
2 + rΩΩ′
(ω2 − ω2A)
)
vr.
4.2.1 Local dispersion relation
If we assume that the radial variation scale is sufficiently long so as to be negligible
compared with kz, we can take L → −k2z , and equations (4.15) and (4.16) become:
[ω2 − ωA(ωA + rΩ′kλi)]bφ = −ωA2Ωvr + λiω
2
A
k
k2vr + k2λ2iω
2
Abφ,
(ω2 − ω2A)vr = kω2Aλibφ − ωA2Ωbφ + 2Ωgvr.
These two equations yield the dispersion relation:
ω˜4− ω˜2 (κ2 + kλiωA(rΩ′ + kλiωA))−(2Ω−kλiωA)2ω2A+κ2kλiωA(rΩ′+kλiωA) = 0,
(4.17)
where ω˜2 = (ω2−ω2A). The first thing we note is that the Bz−Ω symmetry of MHD
is broken by the Hall term λi; that is, the growth rate depends on the direction of
the magnetic field (reflected in the sign of ωA). First, let us consider the case of
zero rotation:
ω4 − ω2A(2 + k2λ2i )ω2 + ω4A(1− 2k2λ2i ) = 0. (4.18)
The solutions,
ω2 = ω2A
(
1 +
k2λ2i
2
± k
2λ2i
2
√
1 +
4
k2λ2i
)
,
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are both stable. In the long wavelength limit, both branches are ω2 = ω2A; these are
the MHD shear and slow modes, which are degenerate in the incompressible case.
For small wavelength (large k), the positive branch asymptotes to the whistler wave
ω ∼ k2λ2i vA, while the negative branch asymptotes to the ion cyclotron frequency,
ω ∼ ωA/(kλi) = vA/λi = eBz/mic ≡ Ωci. This result is standard for linear incom-
pressible waves in HMHD, (Ohsaki & Mahajan, 2004), although the same dispersion
relation also applies to a class of nonlinear wavelike solutions (Mahajan & Krishan,
2005). Any instability in the presence of rotation will be modified due to coupling
between the cyclotron branch and the rotation shear. In the limit of ideal MHD, the
cyclotron frequency is ordered out of the system, and no such coupling can occur.
We investigate this coupling by looking at the short wavelength limit of the full
dispersion relation (4.17). We take the profile Ω = Ω0(r/r0)−s/2. Fixing the field
strength vA/Ω0, and asymptotically expanding for large values of k, the solution has
the leading order terms:
ω2 = Ω20(4− s) +
vA
λi
Ω0(4− s/2) + v
2
A
λ2i
+O(k−2), (4.19)
or, equivalently:
ω2
Ω20
= (4− s) + Ωci
Ω0
(4− s/2) + Ω
2
ci
Ω20
+O(k−2).
We note that large wavenumber modes are always stable if the rotation and
magnetic field vectors are in the same direction, provided that the rotation profile
is a hydrodynamically stable, outwardly decreasing profile (0 < s < 4). If s > 4, the
flow is Rayleigh unstable at short wavelengths even when vA = 0. However, if the
vectors are anti-parallel, that is, if vA < 0, we can have instability at the shortest
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Figure 4.1: Top: For the Keplerian profile Ω = Ω0r−3/2, the local growth rates vs.
vertical wavelength kz, at fixed magnetic field strength vA/Ω0 = 0.25 for several
values of the Hall parameter λi . We see that for vA in the same direction as the
rotation vector, The Hall term serves to decrease the cutoff Alfve´n frequency, al-
though the maximum growth rate is unchanged. Bottom: When the magnetic field
is opposite the rotation vector (vA = −0.25), the Hall effect destabilizes small wave-
lengths for certain values of λi. For λi > .5 (Ωci/Ω0 < −2), there is no axisymmetric
instability at any kz.
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Figure 4.2: Top: The local growth rates vs. the Hall parameter λi, at fixed magnetic
field strength vA/Ω0 = 0.5 for several values of the vertical wavelength k. For smaller
values of ωA = kvA, quite large values of λi are needed to affect the growth rates.
Bottom: When the magnetic field is opposite the rotation vector (vA = −0.5), the
Hall effect stabilizes MRI modes at fixed k, but also introduces new instabilities
at larger k which are not present in MHD. For λi > 1 (Ωci/Ω0 < −2), there is no
axisymmetric instability at any k.
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wavelengths. Namely, short wavelengths are unstable if
−2 < vA
λiΩ0
=
Ωci
Ω0
< −2 + s/2,
From this relation, we see that this shear-cyclotron instability exists for intermediate
values of Ωci/Ω0. When vA > −2λiΩ0, the Hall effect serves to modify the MRI,
but the instability is cut off for
ωA = kvA > Ω0
√
s
1 + 2λiΩ0/vA
.
The large k instability has a maximum growth rate of s/4 (the same as the standard
MRI growth rate), for Ωci/Ω0 = −(2 − s/4). For Ωci/Ω0 < −2, the instability is
suppressed at all wavelengths. In Figure 4.1, we plot versus k the growth rates for
several values of λi, for both positive and negative vA. We see that for aligned B
and Ω, the Hall parameter does not have a very large effect on the growth rate,
even for λi = 0.6. However, for negative vA, the large kz limit is unstable in Hall
MHD. In Figure 4.2, we plot the growth rates at fixed vA and kz as a function of
λi. For positive vA = 0.5, we see again that the Hall parameter does not have a
large effect when the Alfve´n frequency is small. However, for larger ωA, (i.e. closer
to the MHD MRI cutoff), the dependence on λi is quite dramatic, with even small
falues of λi stabilizing the modes. When vA is negative, the smaller ωA modes are
damped y the Hall term, but there are new ‘shear-cyclotron’ modes that are stable
in MHD but are destabilized at moderate λi. All instability is cut off for λi > 1.0,
since this corresponds to Ωci/Ω0 < −2 for vA = −0.5.
Note that although these results predict a nonzero growth rate for infinitesi-
mally short wavelengths, this is an artifact of ideal HMHD–there will be modification
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due to resistivity and viscosity. Since η and ν multiply higher derivatives than λi,
short wavelengths will be damped at a viscous or resistive scale. Any turbulence
that were to develop due to the nonlinear consequences of these modes would also
be cut off below some length scale set by dissipation.
4.2.2 Global Modes
As noted above, the perturbation equations (4.15) and (4.16) can be solved by using
a finite differencing algorithm. We take the profile Ω = r−3/2, on the finite interval
r = 1 to r = 2; all frequencies are normalized to the inner rotation frequency and
lengths to r. We choose rigid boundaries (vr = bφ = 0), and choose a vector of
length 2n for which the first n terms represent the discretized values of vr, and the
second n contain bφ.
•
vr︷ ︸︸ ︷◦1 ◦2 . . . ◦n−1 ◦n • • bφ︷ ︸︸ ︷◦n+1 ◦n+2 . . . ◦2n−1 ◦2n •
For the plots in Figures 4.3 and 4.4, we have taken n = 250. By the Courant
theorem, the smallest radial features that can be resolved are then about 0.008r0 in
width. However, as seen in figure 4.4, the most unstable modes have radial structure
the size of the domain, so they are well resolved. As in the previous chapters, there
can now be multiple radial eigenmodes, but the most unstable will be those with
the fewest number of nodes.
We see in Figure 4.3 that the growth rates of these global modes are sup-
pressed relative to the local analysis rates. Most notably, for positive vA, instability
is cut off at a much smaller value of λi (' 0.12). For negative vA, some growth rates
are suppressed as well, although the large kz instability persists to larger values of
λi. For λi = 0.2 the global growth rate continues to climb for larger kz, however,
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the local rate is not approached even at k = 20.
An interpretation of this result can be given by considering the radial struc-
ture of the most unstable eigenmode, plotted in Figure 4.4 for several values of kz.
In contrast to the local treatment, Ω is a function of position in the global case, with
a maximum value of Ω = 1.0 on the inner wall. As kz is increased, the width of the
eigenmode shrinks and moves further toward the inner boundary. Thus the ‘average’
value of Ω, weighted by the eigenmode, increases. The change in the effective Ω is
a feature of the global problem, and cannot be predicted by a local analysis.
4.3 Conclusions
We have shown that ideal Hall MHD can modify the MRI, breaking the symmetry
of the magnetic field direction. For positive Ω ·B, a finite Hall term suppresses the
MRI by decreasing the cutoff magnetic field strength. If Ω · B < 0, however, the
coupling between rotation and the shear-cyclotron mode can give rise to enhanced
instability which is maximized for small vertical wavelengths (high kz).
When the global stability problem is considered, a fourth order radial system
is obtained. We find that the positive vA modes are suppressed at smaller values of
the Hall parameter, whereas the negative vA instabilities persist to larger values of
λi, due to the effective value of the rotation Ω, as weighted by the global eigenmode
structure.
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Figure 4.3: Top: For the Keplerian profile Ω = Ω0r−3/2 on the domain r = [1, 2], we
find growth rates of the most unstable global eigenmode for each vertical wavelength
kz. The fixed magnetic field strength is vA/Ω0 = 0.25, and several values of the Hall
parameter λi are plotted. The growth rates of the global modes are much less than
those of the local analysis, and the Hall term is a much more severe stabilizer than
in the local case. In addition to decreasing the cutoff kz for instability, even small
values of λi reduce the maximum growth rate. For these parameters, we find no
instability for λi & 0.12. Bottom: When the magnetic field is opposite the rotation
vector (vA = −0.25), the Hall effect destabilizes small wavelengths for certain values
of λi. As λi increases further, the growth rate is suppressed.
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Eigenmode for Λ=.2, vA=-0.25
Figure 4.4: The eigenmode structure for global shear-cyclotron modes for vA =
−0.25, λi = 0.2 and kz = {5, 10, 20}. Plotted here is the radial perturbed velocity
vr. As kz is increased, the mode moves closer to the inner edge and the growth
rate increases. This is likely due to the fact that the mode ‘sees’ a higher effective
rotation frequency as the peak moves inward and becomes narrower. Each point is
a discrete value of vr in the finite differencing scheme.
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Chapter 5
Summary and Future Work
In this dissertation we have investigated the linear global stability of a rotating,
magnetized plasma. Such a configuration is applicable to a wide variety of physical
objects including accretion discs, rotating stars, and laboratory plasma experiments.
We have discussed the origin of the magnetorotational instability and its impact on
angular momentum transport in astrophysical systems.
In Chapter 2, we argued that a global analysis is necessary to understand
the linear growth rates of the MRI when the vertical wavelength is close to scale
over which the radius changes. In incompressible ideal MHD, this analysis lead
to a second order differential equation in the radial coordinate. By solving this
equation, we found the global dispersion relation and compared it with the local
limit. In particular, the global problem leads to a spectrum of unstable modes for
each value of kz and vA, each mode having more radial nodes but a smaller growth
rate. The standard Keplerian profile was found to be a mathematically ill posed
problem, with an essential singularity at the origin. We examined a class of rotation
profiles that supported global modes with reduced dependence on the boundary
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conditions and showed that the problem could be cast in an effective potential form.
The effects of global density gradients were also considered, and it was shown how a
positive Brunt-Va¨isa¨la¨ frequency in the region of rotation shear could stabilize the
global modes.
In Chapter 3, we extended the idea that unstable modes can be localized by
rotation shear. By considering a rotation profile that only changed inside a small
transition region, we were able to examine the global spectrum. A naive treatment
which took the limit of vanishing transition width failed to capture the MRI; only
the Rayleigh-centrifugal and Kelvin-Helmholtz instabilities were present, and these
were only damped by the addition of a magnetic field. For a finite transition width,
we found that the local approximation broke down when the wavelength of the mode
was comparable to or larger than the width of the transition region. In the non-
axisymmetric case, we found a spectrum of modes with an interesting dependence
on the wavenumber parallel to the flow. We showed that the effective potential
formalism served as a useful tool for understanding the structure of these convective
modes, even though the potential was complex in this case. We also discussed the
effects of density gradients on these modes and found that the sign and strength of
the effective gravity term dictated whether changes in density stabilized or further
destabilized the MRI.
Chapter 4 presented a brief discussion of the relevance of Hall Magnetohy-
drodynamics to partially ionized plasmas, such as those found in protostellar disks.
We showed that the two-fluid nature of Hall MHD modified the MRI, suppressing
growth when the equilibrium field is in the same direction as the rotation vector.
When these vectors have opposite sign, however, a new unstable branch is created,
with maximum growth rate occurring for the shortest wavelengths. This ’shear-
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cyclotron’ instability could be a promising candidate for turbulence in protostellar
disks.
5.1 Future Directions
In addition to investigating the nonlinear consequences of the global modes presented
above, there are many interesting avenues of study in the linear regime:
Although the effective potential formalism is only strictly applicable in the
axisymmetric case when either Bz or ΩB vanish, we saw in Chapter 3 that it is
still useful for describing mode structures even when the potential is complex. One
avenue of exploration would be the application of this method to the study of the
so-called Helical MRI (Ru¨diger et al., 2006; Liu et al., 2006), where both magnetic
field vectors are present, and wavelike solutions grow as they propagate in the axial
direction.
The effective potential formalism is also amenable to situations with a chang-
ing equilibrium Bz. In the flowing Magnetized Plasma Facility at Los Alamos Na-
tional Laboratory (Wang et al., 2008), a high-β (ratio of thermal energy to magnetic
field energy) plasma is confined through E×B rotation. This leads to a state with
differential rotation, and where Bz reverses sign in the interior of the plasma. This
could lead to resistive tearing mode instabilities modified by rotation or ideal Kelvin-
Helmholtz modified by the magnetic null, both of which were studied by (Chen &
Morrison, 1990). However, a study of the susceptibility of this configuration to the
MRI must necessarily be global, since the magnetic field changes so rapidly near the
null point. In addition, it is believed that Hall physics would be quite important in
this system, and global analysis would be needed to investigate the shear-cyclotron
instability when Ω ·B changes sign in the domain.
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As mentioned in Chapter 3, the importance of the MRI in proto-neutron
stars and core collapse supernovae is an open question. The numerical simulations
of Heger et al. (2000) find sharp discontinuities in the angular rotation profiles of
massive presupernova stars. These are supported by composition (and thus density)
changes, so the various hydrodynamical instabilities are stabilized. It is still an open
question whether the MRI could play a role in destabilizing these localized regions of
shear, and if a local or global treatment would be necessary to describe this process.
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Appendix A
Derivation of MRI
Perturbation Equations
A.1 Equations with Compressibility
In this appendix,we present a detailed derivation of the perturbation equations for
the MRI eigenmodes using the Lagrangian analysis. We begin with the MHD equa-
tion of motion:
ρ
(
∂V
∂t
+ (V · ∇)V
)
= −∇P + 1
µ0
(∇×B)×B−∇Φg, (A.1)
where Φg is the gravitational potential and P is the scalar pressure. The magnetic
field evolves according to the induction equation
∂B
∂t
= −∇×E = ∇× (V ×B, (A.2)
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where we have used the ideal MHD Ohm’s law, E = −V × B. These equations,
along with the divergence condition on the magnetic field, allow a rotating cylindrical
equilibrium of the form B = rΩB(r)φˆ+Bz(r)zˆ and V = rΩ(r)φˆ. Note that for this
equilibrium, we can write (A.1) as :
ρ
(
rΩ2rˆ −∇Φg
)−∇P + 1
µ0
(∇×B)×B = 0. (A.3)
We can then define a (local) adiabatic exponent through the identification P = κργ ,
(though this does not affect incompressible modes). If none of the equilibrium
quantities depend on the height z or angle θ, we can Fourier transform in the
axial and azimuthal directions. The equations for the normal modes of Lagrangian
perturbations (ξ = ξ(r)ei(kzz+mθ−ωt)) to this equilibrium are (Frieman & Rotenberg,
1960; Chanmugam, 1979):
−ρω2ξ − 2iωρ(V · ∇)ξ −F(ξ) = 0, (A.4)
where
F(ξ) = −∇ψT +∇ · (ρξ)∇Φg
+ 1/µ0(B · ∇)δB + 1/µ0(δB · ∇)B
+ ∇ · (ρξ(V · ∇)V − ρV(V · ∇)ξ) ,
(A.5)
neglecting perturbations to the gravitational potential δΦg. The perturbation of the
magnetic field is δB = ∇ × (ξ × B), and ψT = −(γp∇ · ξ + ξ · ∇p) + B · δB/µ0
is the total perturbed pressure. We now proceed along the lines of Bondeson et al.
(1987, hereafter BIB). In cylindrical geometry, with the above conventions on the
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equilibrium fields, we can write the perturbed Magnetic field as:
δB = −B(∇ · ξ) + iωAξ − ξr(rΩ′Bφˆ+B′z zˆ)
Thus:
(B · ∇)δB = −ω2Aξ + (rΩ2B rˆ − iωAB)(∇ · ξ) + (−iωAΩBξφ + rΩBΩ′Bξr)rˆ
+ (−iωArΩ′Bξr + iωAΩBξr)φˆ− iωAB′zξrzˆ, (A.6)
(δB · ∇)B = (rΩ2B rˆ)(∇ · ξ) + (rΩ′BΩBξr − iωAΩBξφ)rˆ (A.7)
+ (iωA(ΩB + rΩ′B)ξr)φˆ+ iωABz
′ξrzˆ.
These add together to give:
FB(ξ) = −ω2Aξ+(2rΩ2B rˆ−iωAB)(∇·ξ)+(2rΩ′BΩBξr−2iωAΩBξφ)rˆ+(2iωAΩBξr)φˆ.
(A.8)
Since (V · ∇)V = −rΩ2rˆ, and (V · ∇)ξ = imΩξ − Ωξφrˆ + Ωξrφˆ, we can expand:
∇ · (ρξ(V · ∇)V) = −rΩ2(ρ(∇ · ξ) + ρ′ξr)rˆ − ρξr(Ω2 + 2rΩΩ′)rˆ − ρξφΩ2φˆ,
∇ · (−ρV(V · ∇)ξ) = −ρ(V · ∇)(imΩξ − Ωξφrˆ + Ωξrφˆ) (A.9)
= ρ(m2Ω2ξ − imΩ(−Ωξφrˆ + Ωξrφˆ))
+ ρ(imΩ2ξφrˆ − imΩ2ξrφˆ+ Ω2(ξrrˆ + ξφφˆ))
= ρm2Ω2ξ + ρ(2imΩ2ξφ + Ω2ξr)rˆ + (ρΩ2ξφ − 2iρmΩ2ξr)φˆ.
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Thus we have
FΩ(ξ) = ρm2Ω2ξ + (2imρΩ2ξφ − ρξr(2rΩΩ′)− rΩ2(ρ(∇ · ξ) + ρ′ξr))rˆ− 2iρmΩ2ξrφˆ.
(A.10)
This, along with
2iωρ(V · ∇)ξ = −2mρωΩξ − 2iρωΩξφrˆ + 2iρωΩξrφˆ,
lets us rewrite (A.4) as
Fmξ = ∇ψT − ρ′(∇Φg − rΩ2rˆ)ξr + (∇ · ξ)[(ρrΩ2 − 2rΩ2B)rˆ + iω¯AB]
+[iQξφ + T ξr]rˆ − iQξrφˆ, (A.11)
where we have defined Fm = ρω2m− ω¯2A, ωm = ω−mΩ, Q = 2(ω¯AΩB + ρωmΩ), and
T = 2(ρrΩΩ′ − rΩBΩ′B).
We can rewrite the total perturbed pressure as:
ψT = −
(
B2
µ0
+ γP
)
(∇ · ξ)− ξr dPT
dr
+ iω¯A(B · ξ), (A.12)
with PT = P +B2/2µ0. Dotting (A.11) with B, we have:
Fm(B · ξ) = iω¯AψT + iω¯AB2(∇ · ξ)− irΩBQξr. (A.13)
Combining these two equations, we eliminate (B · ξ):
S(∇ · ξ) = −Fmξr dPT
dr
− ρω2mψT + ω¯ArΩBQξr, (A.14)
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where S = (B2/µ0 + γP )ρω2m − γP ω¯2A.
Utilizing the zˆ and φˆ components in the definition of divergence, we also
obtain:
ρω2m(∇ · ξ) = Fm
1
r
d
dr
(rξr)− k2ψT + mQ
r
ξr, (A.15)
with ζ2 = k2z + m
2/r2. Combining (A.14) and (A.15), and using the equilibrium
condition dPT /dr = (rΩ2 − rΩ2B), we arrive at:
FmS
1
r
d
dr
(rξr) = [ρω2m(Fm(rΩ
2
B − rΩ2) + ω¯ArΩBQ)− S
mQ
r
]ξr + (Sζ2 − ρ2ω4m)ψT .
(A.16)
Taking the radial component of the equation of motion gives:
ψ′T = Fmξr + (2rΩ
2
B − ρrΩ2)(∇ · ξ)− T ξr − iQξφ + ρN 2ξr, (A.17)
with N 2 = (ρ′/ρ)(∇Φg − rΩ2rˆ) the Brunt-Va¨isa¨la¨ frequency squared. Multiplying
by FmS and using the φˆ component of (A.11), we have:
Fmψ
′
T = (F
2
m − T Fm + FmN 2 −Q2)ξr
+
[
Fm(2rΩ2B − ρrΩ2) + rωAΩBQ
]
(∇ · ξ) + m
r
QψT . (A.18)
The term in square brackets can be written:
(ρω2m)(2rΩ
2
B)− (ρω2m − ω2A)(ρrΩ2) + 2ρrωmωAΩBΩ
= (ρω2m)(rΩ
2
B − ρrΩ2) + (ρrω2m)(rΩBωm + ΩωA)2 ≡ R. (A.19)
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Multiplying by S and using A.14
SFmψ
′
T =
[
S(F 2m − T Fm + FmρN 2 −Q2)− FmR
(
dPT
dr
+ ω¯ArΩBQ
)]
ξr
+
[m
r
SQ−Rρω2m
]
ψT . (A.20)
Equations (A.16) and (A.20) are a system of two first order differential equations in
two variables. These can be further reduced to a single second order equation. In
the next section we show how this is done for the incompressible case.
A.2 Incompressible limit
If the perturbations are incompressible, we can effectively take γ → ∞ and keep
only those terms which are linear in S. Thus equation (A.16) becomes:
Fm
1
r
d
dr
(rξr) = −mQ
r
ξr + ζ2ψT , (A.21)
and the radial component of the equation of motion, becomes:
Fmψ
′
T =
[
Fm(Fm − T + ρN 2)−Q2)
]
ξr +
m
r
QψT . (A.22)
Reduction to single second order equation
Taking the derivative of (A.21) results in
Fm
d
dr
(
Fm
1
r
d
dr
(rξr)
)
=
−mQ
′Fm
r
ξr +
mQFm
r2
ξr − mQFm
r
ξ′r +
ζ
r2
Fmψ
′
T − 2
m2
r3
FmψT ,
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which can be reduced to:
−mQ
′
r
ξr +
mQ
r2
ξr−mQ
r
ξ′r +
ζ
r2
[
(Fm − T + ρN2)− Q
2
Fm
]
ξr +
[
ζ
r2
mQ
rFm
− 2m
2
r3
]
ψT .
From (A.21), we have:
ψT =
r2
ζ
Fm(ξ′r +
ξr
r
) +
rmQ
ζ
ξr,
so the right hand side is
−mQ
′
r
ξr +
mQ
r2
ξr − mQ
r
ξ′r +
ζ
r2
[
(Fm − T + ρN2)− Q
2
Fm
]
ξr
+
mQ
r
(ξ′r +
ξr
r
) +
1
r2
m2Q2
Fm
ξr − 2m
2
rζ
Fm(ξ′r +
ξr
r
)− 2m
3Q
r2ζ
ξr.
Canceling terms, we have:
Fmξ
′′
r + (F
′
m + Fm
3m2 + k2r2
rζ
)ξ′r + (
F ′m
r
− Fm
r2
)ξr =
−mQ
′
r
ξr +
ζ
r2
(Fm(1− 2m
2
ζ2
)− T + ρN 2)ξr + 2mk
2Q
ζ
ξr − k
2Q2
Fm
ξr.
We can divide through by Fm and rewrite this as:
ξ′′r +
(
F ′m
Fm
+
3m2 + k2r2
rζ
)
ξ′r +
(
F ′m
rFm
− 1
r2
)
ξr =[
−mQ
′
rFm
+
ζ
r2
− 2m
2
r2ζ
+
ζ
r2
T
Fm
+
ζ
r2
ρN 2
Fm
+
2mk2Q
ζFm
− k
2Q2
F 2m
]
ξr. (A.23)
The Fm terms can be expanded:
F ′m = ρ
′ω2m + 2ρωmω
′
m − 2ω¯Aω¯′A
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− m
rFm
Q′ = − 2m
rFm
(ρ′ωmΩ−mρΩ′Ω + ρωmΩ′ + kB′zΩB + 2mΩ′BΩB + kBzΩ′B)
=
m2
Fmr2
T − 1
rFm
(2ρ′ωmmΩ + 2ρmωmΩ′ − k2(B2z )′ + 2ω¯Aω¯′A)
=
m2
Fmr2
T + 1
rFm
(2ρ′ω2m − 2ρ′ωωm + 2ρωmω′m + k2(B2z )′ − 2ω¯Aω¯′A)
=
m2
Fmr2
T + 1
rFm
(−ρ′(ω2 −m2Ω2) + F ′m + k2(B2z )′). (A.24)
Canceling terms, we arrive at the single second order equation:
ξ′′r +
(
F ′m
Fm
+
3m2 + k2r2
rζ
)
ξ′r = (A.25)[
ζ
r2
+
1
r2
− 2m
2
r2ζ
+ k2
(
(B2z )
′
rFm
− T
Fm
+
2mQ
ζFm
− Q
2
F 2m
)
+
ζ
r2
ρN 2
Fm
− ρ
′(ω2 −m2Ω2)
rFm
]
ξr,
where we have defined, as above, Fm = ρω2m − ω¯2A, ωm = ω −mΩ, Q = 2(ω¯AΩB +
ρωmΩ), T = 2(ρrΩΩ′ − rΩBΩ′B), N 2 = (ρ′/ρ)(∇Φg − rΩ2rˆ), and R is defined in
Eq. (A.19).
A.3 Effective Potential
We can transform (A.25) into an effective potential form by changing variables.
Letting y = ξr
√
r3Fm/ζ = ξr
√
G, we have:
ξr =
y√
G
,
ξ′r =
y′√
G
− yG
′
2G3/2
,
ξ′′r =
y′′√
G
− y
′G′
G3/2
+
3yG′2
4G5/2
− yG
′′
2G3/2
,
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G′
G
=
F ′m
Fm
+
3m2 + k2r2
rζ
.
Then the left hand side of eq. A.25 becomes:
1√
G
[(
y′′ − y′G
′
G
+ y
3G′2
4G2
− yG
′′
2G
)
+
G′
G
(
y′ − yG
′
2G
)]
=
1√
G
[
y′′ +
(
G′2
4G2
− G
′′
2G
)
y
]
=
The term in parenthesis can be further reduced:
G′2
4G2
− G
′′
2G
= − G
′2
4G2
− 1
2
(
G′
G
)′
− G
′2
4G2
= −1
4
F ′2m
F 2m
− 1
2
F ′m
Fm
3m2 + k2r2
rζ
− 1
4
9m4 + 6m2k2r2 + k4r4
r2ζ2
−1
2
(
G′
G
)′
=
1
2
F ′2m
F 2m
− 1
2
F ′′2m
Fm
+
1
4
6m4 + 16m2k2r2 + 2k4r4
r2ζ2
The purely geometric terms from the left hand side are:
−m4 + 2m2k2r2
r2ζ2
+
1
4r2
.
Bringing these over to the right hand side, We arrive at:
y′′ = (Vg + Vs + VF ′)y (A.26)
Where the geometric part of the potential is:
Vg =
3
4 +m
2
r2
− m
2(m2 + 4k2r2)
r2(m2 + k2r2)2
+ k2, (A.27)
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The F ′m terms are
VF ′ =
1
2
F ′′m
Fm
− 1
4
F ′2m
F 2m
+
1
2r
3m2 + k2r2
m2 + k2r2
F ′m
Fm
− ρ
′(ω2 −m2Ω2)
rFm
, (A.28)
and the remaining terms of V are
Vs = k2
( T
Fm
+
(B2z )
′
rFm
+
ρN 2
Fm
− Q
2
F 2m
+
2mQ
ζFm
)
+
m2
r2
ρN 2
Fm
. (A.29)
Note that VF ′ and Vs were chosen to agree with the axisymmetric, constant axial
field case as presented in Chapter 2.
A.4 Cartesian Limit
To arrive at the Cartesian limit of equation (A.26), we expand about a fixed radius
r0, rotating with frequency Ω = Ω(r0). The Doppler shifted frequency then becomes
ωm → ω+2Akyx, where A = −1/2rΩ′ (A = 3/4Ω for Keplerian rotation). Dropping
all terms proportional to 1/r or higher, and assuming that the magnetic fields and
density are locally constant (ω′A = ρ
′ = 0), the effective potential terms each become
Vg → k2z + k2y,
VF ′ →
4A2k2y
(ω2m − ω2A)
− 4A
2k2yω
2
m
(ω2m − ω2A)2
= − 4A
2k2yω
2
A
(ω2m − ω2A)2
,
Vs → k2z
(
4AΩ
(ω2m − ω2A)
− 4ω
2
mΩ
2
(ω2m − ω2A)2
)
.
We can thus write
y′′ = Vcart(x)y,
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where k2 = k2z + k
2
y and
Vcart(x) = k2 −
4A2k2yω
2
A − 4k2zAΩ(ω2m − ω2A) + 4k2zω2mΩ2
(ω2m − ω2A)2
. (A.30)
When normalized to a narrow transition width and average rotation frequency, this
is the potential used in Section 3 of Chapter 3.
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