ABSTRACT Software defect prediction can assist developers in finding potential bugs and reducing maintenance cost. Traditional approaches usually utilize software metrics (Lines of Code, Cyclomatic Complexity, etc.) as features to build classifiers and identify defective software modules. However, software metrics often fail to capture programs' syntax and semantic information. In this paper, we propose Seml, a novel framework that combines word embedding and deep learning methods for defect prediction. Specifically, for each program source file, we first extract a token sequence from its abstract syntax tree. Then, we map each token in the sequence to a real-valued vector using a mapping table, which is trained with an unsupervised word embedding model. Finally, we use the vector sequences and their labels (defective or non-defective) to build a Long Short Term Memory (LSTM) network. The LSTM model can automatically learn the semantic information of programs and perform defect prediction. The evaluation results on eight open source projects show that Seml outperforms three state-of-the-art defect prediction approaches on most of the datasets for both within-project defect prediction and cross-project defect prediction.
I. INTRODUCTION
Software defect prediction techniques are proposed to improve software reliability and reduce software development cost. Defect prediction techniques [1] - [6] usually build models with software modules and their labels (defective or non-defective), and use the models to predict whether new modules contain defects. Most previous studies leverage manually designed software metrics to build classifiers. Manually designed features include Halstead features [7] , McCabe features [8] , CK features [9] , MOOD features [10] , etc. Meanwhile, several machine learning models have been adopted as defect prediction classifiers, such as Support Vector Machine (SVM), Naive Bayes (NB), Decision Tree (DT), Neural Network (NN), etc.
Traditional approaches with metrics have made progress in both within-project defect prediction and cross-project defect prediction. However, they are facing a challenge that manually designed metrics fail to capture programs' rich syntax and semantic information, which may limit the performance of defect prediction. Figure 1 shows three Java files as an example. File2.java contains a NoSuchElementException
The associate editor coordinating the review of this manuscript and approving it for publication was Cristian Zambelli. bug which occurs if the stack s is empty, while File1.java doesn't. However, the two files share the same metrics (Lines of Code, Cyclomatic Complexity, etc.) and thus traditional defect prediction approaches can't tell the difference between them.
To capture programs' syntax and semantic information, Wang et al. [11] proposed a deep learning approach, which leverages Deep Belief Network (DBN) [12] to learn semantic features from token sequences extracted from programs' Abstract Syntax Trees (ASTs). The approach outperforms those traditional metrics based approaches. However, it is hard to correctly capture programs' semantic information by learning the distribution of the token vectors, i.e. identifier vectors in [11] . For example, for method foo2 and method bar in Figure 1 , the DBN model in [11] will generate two different token sequences, i.e., [for, pop, println, push] and [pop, push, println, for], and then convert them to identifier vectors, e.g., [1, 2, 4, 3] and [2, 3, 4, 1] . Though the identifier vectors are quite different from each other, both methods result in NoSuchElementException error in fact. That is to say, token sequences with semantic similarities seldom have unified distribution. Therefore, we argue that the DBN model is not good at dealing with method call sequences in programs. Moreover, how to capture programs' syntax or semantics is a key to cross-project defect prediction, where training data and test data usually are from different projects so that identifiers in the test set may not exist in the training set. For this issue, Wang et al. [11] used token types for those methods declaration/invocation nodes of programs' ASTs. For example, method bar in Figure 1 is represented as [method invocation, method invocation, method invocation, for]. This approach does not take into account that developers, even for different projects, usually obey the same programming specification 1 and share the same APIs. Dam et al. [13] converted tokens extracted from programs to real-valued vectors and trained the vectors along with their tree-based network. However, their result was not very promising because the training of token vectors introduced too many parameters, which result in severe over-fitting on small datasets [14] . Besides, the tree-based LSTM framework they proposed can't learn the order of tokens in the sequence, which is an important part of program semantics.
In this paper, we propose a framework named Semantic LSTM Model, Seml for short, to capture semantic information of programs for defect prediction. Specifically, for a given program, we first parse its source code as an AST, and then extract tokens from the AST nodes to generate token sequences. Next tokens in the sequences are mapped to fixed-length real-valued vectors which are trained in advance by a Continuous Bag of Words (CBOW) model with a large dataset. Finally, these sequential vectors are fed to an LSTM model with a pooling layer to perform defect prediction.
In summary, this paper makes the following contributions:
• We present a preprocessing method for tokens extracted from programs' ASTs and train a word embedding model in an unsupervised way to map tokens as real-valued vectors, in order to capture semantic similarities of tokens for both within-project defect prediction (WPDP) and cross-project defect prediction (CPDP).
• We propose a semantic LSTM model with a pooling layer as defect prediction model. The model can learn a program's semantics, e.g., the token order in the token sequences extracted from programs' AST, which is helpful for defect prediction.
1 e.g. Java specification: https://docs.oracle.com/javase/specs/ FIGURE 2. Defect prediction process.
• Evaluation results on 13 open source Java projects show that Seml has better performance in both WPDP and CPDP than three state-of-the-art defect prediction approaches. e.g., For WPDP, Seml outperforms DBN approach in F1 on 12 of 18 experiments. For CPDP, Seml outperforms DBN approach in F1 on 25 of 30 experiments. The rest of this paper is organized as follows. Section II introduces the background of defect prediction, word embedding and LSTM. Section III describes our approach. We evaluate Seml and analyze the results in Section IV. Section V and VI present threats to validity and related work. We conclude in Section VII. Figure 2 shows the typical defect prediction process used in literature [1] , [3] , [15] - [17] . The first step is to collect and label software modules. A module is labeled as defective if it contains bugs, otherwise, it is labeled as non-defective. The second step is to extract features from these modules. Features and the corresponding labels are then used to train a classifier. Finally, the trained classifiers are used to predict whether a new module is defective or non-defective. The set of modules used to train the classifiers is called training set, while the set used to evaluate the classifiers is called test set. The training set and the test set are from a same project when performing within-project defect prediction (WPDP), while in cross-project defect prediction (CPDP), they are from different projects. In this paper we perform both WPDP and CPDP to evaluate our approach.
II. BACKGROUND A. DEFECT PREDICTION

B. WORD EMBEDDING
Word embedding is a widely-used technique in natural language processing [18] - [20] . The idea of word VOLUME 7, 2019 embedding [21] is to represent each word in a dataset with a fixed-length real-valued vector. The vector representations are learned before or during the training of a language model. After training, the vectors can capture the semantic similarity between the words. This kind of distributed representation can improve the performances of models in sentiment analysis [20] , text classification [18] , etc. This technique has also been used in fields such as defect prediction [13] , [22] , bug localization [23] , [24] , vulnerability exploration [25] , [26] , etc.
In this study, we treat a token in a programming language as a word in a natural language. Therefore, we adopt a model named Continuous Bags-of-Words (CBOW) [27] to learn the vector representations of program tokens. The CBOW model aims to predict a word w given w s context, e.g., w t−2 , w t−1 , w t+1 , w t+2 . Word vectors are by-products of the training process. The model contains three layers: an input layer that reads the word vectors of a word w s context, a projection layer that calculates the sum of the vectors, and an output layer that adopts hierarchical softmax algorithm to predict the value of w. The vectors of all words in the training vocabulary are randomly initialized and trained along with the parameters of the model by using some optimization algorithms, e.g., stochastic gradient descent. After training the model, we get a mapping table between words and their corresponding real-valued vectors.
For the tokens extracted from programs' ASTs, we first leverage the CBOW model to learn their vector representations. Then we transform the token sequences into vector sequences, which can be directly fed to our LSTM model. We call this process token embedding in this paper.
C. LSTM
Long Short-Term Memory networks [28] are a variant of standard Recurrent Neural Networks (RNNs), which are well suitable for processing sequential data. A standard RNN reads one element in a sequence at each time step t, and computes the output h t by the input x t and the previous output h t−1 . On the basis of standard RNNs, LSTM networks introduce a gating mechanism to preserve long-term data dependencies. Figure 3 shows a typical LSTM cell.
There are three gates in an LSTM cell, namely forget gate(f i ), input gate(i t ) and output gate(o t ). A gate uses a sigmoid function σ (z) = 1/(1 + e z ) and a point-wise multiplication operation to determine whether any information can pass through it. If the sigmoid function returns 0, it means the gate forbids any information from passing. If the sigmoid function returns 1, all information is allowed to pass through. The input of each gate is determined by the input of the current time step x t and the output of the last time step h t−1 : wherein W and U are the weight matrices of the gates and b is the bias matrix. The cell state c t is updated by the information passed through the forget gate, the input gate, and a candidate valueĉ t . The candidate valueĉ t is calculated by x t and h t−1 using a tanh function, as shown in formula (2):
Finally, the output h t is calculated by the cell state and the output gate:
By using the cell state and the three gates, an LSTM cell can automatically drop unnecessary information as the time step grows. LSTMs are used to solve semantic related problems in both natural language processing [19] , [29] , [30] and software engineering [13] , [25] , [31] . In this paper we leverage LSTM as Seml's classifier to learn programs' semantic information and predict defects. Figure 4 shows the overall framework of Seml. It first extracts a token sequence from the abstract syntax tree of each file in the training set and the test set. Then the token sequence is transformed into a vector sequence, in which each token is converted to a fixed-length real-valued vector. The token embedding process is performed using a mapping table trained in advance with a CBOW model. Finally, we use the generated vector sequences in the training set to build an LSTM network as our defect prediction model, and evaluate its performance on the test set.
III. APPROACH
Our approach consists of three parts: 1) parsing source code of project files and extracting token sequences as features, 2) training token vectors and mapping tokens sequences to real-valued vector sequences, 3) building LSTM model with vector sequences in the training sets and predicting defects in the test sets.
A. PARSING SOURCE CODE AND EXTRACTING FEATURES
To capture the semantic information of a program, we adopt a state-of-the-art approach [11] to extract token sequences from its source code. Specifically, we first build an Abstract Syntax Tree (AST) for each Java file in the dataset., and then extract from the AST the following three types of nodes:
1)Method invocation and class instance creation nodes:
We extract and record these nodes using their method or class names. For example, we extract method pop() and push() in File2.java in Figure 1 and record them as pop and push.
2)Declaration nodes: We extract method declaration, type declaration and enum declaration nodes, and record them using their names.
3)Control-flow nodes: We extract those statements or clauses related to control flow of a program, e.g., if statement, for statement, while statement, catch clause. Control-flow nodes are recorded using their statement types, e.g., if statement is recorded as if, and catch clause is recorded as catch.
Therefore, for each Java source file, its token sequence consists of the above three kinds of tokens. Note that Seml uses the above method to extract tokens in both WPDP and CPDP, different from [11] which uses the method/class types instead of names in CPDP.
B. TOKEN EMBEDDING
In this work we leverage LSTM to build the defect prediction model. Since an LSTM model requires that its input data must be in the form of real-valued vectors, we need to convert token sequences to real-valued vectors. Previous work [13] , [22] usually initializes a fixed-length vector for each token randomly and train the vectors along with parameters of their deep learning models. However, this approach suffers from the following problems: 1) The amount of training data is limited. Therefore, some tokens may occur seldom in the training set, which makes the deep learning model hard to learn their representations correctly.
2) The semantic information of the tokens in cross-project defect prediction can't be captured adequately. For example, methods with the same functionality may have different names in different projects because of different naming styles, and then they are treated as different tokens by deep learning models. This makes deep learning models hard to learn the correspondences between the source project and the target project.
To address the problems above, we extract a large set of token sequences from many Java projects and perform token embedding using a CBOW model with the sequences, in which each token is preprocessed to eliminate the influence of naming styles in different projects. After token embedding we map token sequences in our training and test set to vector sequences which are then fed to LSTM models to perform defect prediction. Using pre-trained vectors as input of deep learning models has been proved effective to many tasks in natural language processing, e.g., sentiment analysis and sentence boundary detection [20] , [32] . We adopt this approach for defect prediction in consideration of the following reasons: 1) Java source code is easy to obtain through the open code repositories so we can get a large dataset for training. 2) Common Java APIs are shared by lots of programs in various projects. 3) We unify the method and class names to some extent through our preprocessing step, which enhances the correspondences between token sequences in different projects.
The preprocessing and training steps are as below:
We collected 1306 open source Java projects to train the CBOW model. 415 of them are from Apache Project Repository and 891 from Github. To avoid predicting the past with the future data, we filter out those 13 projects used as training sets and test sets in our evaluation step. We extracted token sequences for each Java file in the projects. As a result, our training corpus contains 8,879,951 token sequences in total.
2) TOKEN PREPROCESSING
After getting millions of sequences from the above projects, we perform the preprocessing step for each token in the sequences. First, we split a token into sub-strings. alphabetical order. For instance, token getAttribute is transformed into attribut_get and file_remove is transformed into fil_remov. The purpose of the preprocessing is to eliminate the differences in various naming styles, so we need not keep the method or class names complete.
3) CBOW MODEL TRAINING
We leverage word2vec 2 to build the CBOW model and learn the vector representations of the tokens. We treat each token sequence as a sentence and input all the sequences to the CBOW model for one time. The model will automatically learn a token's representation by its context in the sequences, as described in Section II. For the context window and iteration time parameters, we use the recommended values of the tool and find them work well. We conduct an experiment to select the length of the token vectors as it can directly affect the performance of the deep learning model, as described in Section IV. In addition, we filter out the tokens that appear only once in our corpus. As a result, we get 53,575,530 tokens in the training corpus and the size of the vocabulary is 1,437,664.
After training the CBOW model, we get a mapping table between tokens and token vectors. For each sequence in our training and test set, we look up the mapping table and replace the tokens with the token vectors. The token vector sequences are then fed to the LSTM model to perform defect prediction. Figure 5 shows our LSTM-based defect prediction model. The model consists of a fully-connected input layer, an LSTM layer, a mean-pooling layer and an output layer. We choose the standard architecture of LSTM as defect prediction model because it is good at processing sequential data, and thus programs' control-flow information can be captured by training token sequences. In addition, LSTM can deal with longer sequences compared with standard RNNs, which meets our requirements as most of our token sequences have a length of more than 20. Since the token sequences may be too long 2 https://code.google.com/archive/p/word2vec/ for an LSTM model to remember information of the whole sequence, we add a mean pooling layer to collect the output of all time steps.
C. BUILDING LSTM MODEL AND PERFORMING DEFECT PREDICTION
The input layer reads a 2-D vector x ∈ R l×d , i.e., {x 1 , x 2 , . . . , x l } as a training or predict sample, where l and d denote the length of the input vectors and the length of the token vectors respectively. Since the LSTM model requires l to be fixed, we set l to the length of the longest sequence in the training set and add zero vectors if the length of a sequence is smaller than l. The length of time steps of LSTM is also set to l, i.e., the LSTM layer reads one token vector and sends one output vector to the mean pooling layer at each time step. Thereafter, the mean pooling layer gets a 2-D vector h ∈ R l×m as input, where m means the number of hidden cells. This layer partitions the input vectors into several non-overlapping sub-regions, and outputs the mean value of each sub-region. We set the size of pooling window to 1×l, i.e., we calculate the mean value for each dimension of all time steps' output vectors. In addition, we apply the mask technique to the pooling layer: The length of the input vector sequence n is recorded. When calculating the mean value in the pooling layer, we only consider the 1 st to n th vectors. This can effectively avoid the influence of the zero vectors added in the input layer. Finally, the logistic regression layer takes the output of the mean pooling layer and outputs the probability of the input data to be defective. We implemented our defect prediction model on Tensorflow 3 , a powerful deep learning framework. The model is trained with the training set using stochastic gradient descent algorithm [33] with the Adam optimizer [34] . We use cross-entropy cost as the loss function and set the number of training epochs to 100. To train an effective model, the number of hidden cells needs to be chosen carefully, as described in Section IV. After the training process, the performance of the prediction model is evaluated as detailed in next section.
IV. EVALUATION
In this section we conduct experiments to evaluate the performance of Seml. In particular, we focus on three research questions (RQ):
RQ1: Does Seml outperform the state-of-the-art defect prediction approaches in WPDP?
RQ2: Does Seml outperform the state-of-the-art defect prediction approaches in CPDP?
RQ3: Is the token embedding method of Seml effective in WPDP and CPDP?
A. DATASETS
To evaluate the performance of Seml, we chose Java projects from two open-source repositories as datasets for within-project and cross-project defect prediction experiments. The first one is PROMISE repository 4 , which contains defect data of some Apache projects and has been used in several prior studies [11] , [13] , [22] [35] . The second one is a repository containing defect data in some Github projects 5 . It is first presented in [36] and used in [37] for defect prediction. To demonstrate the effect of Seml on different size of projects, we select 8 projects whose sample capacity, i.e., number of source files, is smaller than 1,000 from PROMISE repository (named after small-size datasets), and 5 projects whose sample capacity is larger than 1,000 from Github repository ((named after large-size datasets)). Table 1 and Table 2 show details of each project in Apache and Github repository respectively, including its full/abbreviated name, description, versions, average number of files (AFs), average lines of code (ALOCs), average number of classes (ANOCs) and average defective rate (ADRs). Note that the versions of Github projects are represented by the day when their defect data is collected.
B. EVALUATION METRICS
We adopt three evaluation metrics Precision (P), Recall (R) and F1 score (F1) to measure the performance of Seml. These metrics are widely used to evaluate previous work of defect prediction [11] , [16] , [38] , [39] . Here is a brief introduction about the metrics:
Precision and Recall are calculated by true positive (TP), false positive (FP) and true negative (TN). True positive is the number of defective samples that are predicted as defective samples, false positive is the number of non-defective 5 http://www.cs.waikato.ac.nz/ml/weka/ samples that are predicted as defective samples, and false negative is the number of defective samples that are predicted as non-defective samples. A higher precision denotes the prediction model is less likely to mislabel a non-defective sample as a defective one, while a higher recall means the model can find more defective samples in a given test set. F1-score, F1 in short, is the harmonic mean of precision and recall.
C. BASELINES
To evaluate the performance of Seml, we use three state-ofthe-art approaches as baselines. The first one is the DBN approach [11] , which feeds token vectors extracted from ASTs into a deep learning model named DBN to automatically generate programs' semantic features, and then builds classifiers with the semantic features to perform defect prediction. The second one is the tree-based LSTM approach [13] , which directly inputs programs' ASTs to a tree-based LSTM model to generate features, and then builds classifiers for defect prediction. The third one uses traditional code metrics for defect prediction [17] . It leverages an improved subclass discriminant analysis (ISDA) based approach to generate features from code metrics and build traditional machine learning classifiers. We compare Seml with these approaches for both WPDP and CPDP.
D. PARAMETERS TUNING
There are two hyper-parameters in this work: 1) the length of token vectors, 2) the number of hidden cells. The two hyper-parameters interact with each other so we tune them together. Since our approach treats WPDP and CPDP problems in the same way, we tuned the parameters by conducting CPDP experiments on five pairs of randomly chosen Apache datasets. Table 3 shows the abbreviated name and version of the source project and target project in each pair of datasets. For each pair of datasets, we build our defect prediction model with the source project and evaluate the model with the target project. The performance of the model with specified parameters is evaluated by the average F1 on the 5 pairs of datasets. For the length of token vectors, we conduct experiments with 5 values, i.e., 20, 50, 100, 200 and 500. For the number of hidden cells, we experiment with 7 values, i.e., 5, 10, 20, 50, 100, 200 and 500. When we conduct experiments on these values, we set the number of training epochs to 100 and the batch size to 20. Figure 6 shows the results of our parameter setting experiments. When the token vector length is fixed, all the F1 scores with increasing number of hidden layers are convex curves. All curves peak at the point where the number of hidden cells is 50. When setting the number of hidden cells to 50, the best F1 score appears when the vector length is 100. Therefore, we choose the vector length to be 100 and the number of hidden cells to be 50. In addition, the number of training epochs is set to 100 to balance the model's error rate and the time cost.
E. WITHIN-PROJECT DEFECT PREDICTION (RQ1)
To answer RQ1, we compare Seml with three state-of-the-art approaches, i.e., DBN [11] , tb-LSTM [13] and ISDA [17] . For each project in small-size datasets and large-size ones, we select its two versions as the training data and test data respectively. The vector sequences extracted from the older version is used to build the LSTM model and the vector sequences from the newer version are used to evaluate the model. Since the output layer of Seml is a logistic regression layer, we leverage Logistic Regression as the classifier of features generated from DBN for a fair comparison. In addition, we perform the same re-sampling technique as the DBN method, i.e. SMOTE [40] , on the training data to address the data imbalance problem. Since ISDA approach deals with data imbalance during its feature generation process, we need not perform re-sampling for it. We just replace their evaluation metric skewed-F1 with traditional F1-score for a fair comparison.
We conduct 18 sets of within-project defect prediction experiments in total, which are shown by versions column in Table 4 . The versions are shown in the form of P s → P t , where P s and P t denote the source and target project respectively. The Precision (P), Recall (R) and F1 of the three approaches on these datasets are shown in the table. The highest F1s among the three approaches are shown in bold. Table 4 shows that Both the average precision and the average recall of Seml are higher than that of DBN approach and ISDA approach. Moreover, on average, Seml achieves an F1 which is 8.2% higher than the one of DBN approach, and 8.4% higher than the one of ISDA approach. We observe that DBN achieves an F1 less than 10% on 4 of 5 large-size (i.e., Github) datasets, which may be caused by that 1) the capacity of training samples is large and 2) the training samples are not uniformly distributed.
To show the statistical significance of above experimental results, we conduct the effect size test, i.e., Cliff's delta or δ [41] . It is a measure that quantifies the amount of difference between two groups:
where x i and x j are scores from group 1 and group 2, with size of m and n respectively. The symbol # indicates counting function. The value of Cliff's delta lies in the closed interval [-1, 1], where -1 or 1 indicates that all scores from one group is smaller or larger than those from the other. Table 5 shows the mappings between the values of δ and their effective levels. Table 6 shows the average Cliff's delta of Seml against DBN and ISDA approaches on the 18 sets of WPDP experiments. Seml makes the practical significance of difference over the two approaches.
A scrupulous reader may find that in Table 4 all three approaches achieve lower F1s on large-size (Github) datasets than that on small-size (Apache) datasets. This is mainly because the defective rates of former datasets are much lower than those of latter ones, and thus the result is identical to our expectation. Figure 7 shows the results of Seml and the tree-based LSTM approach [13] (tb-LSTM) on Apache datasets. The Y-axis shows the pairs of projects for evaluation. For example, for the first group we use camel-1.2 as the training set, and camel-1.4 as the test set. Seml outperforms the tb-LSTM approach on 8 of 12 sets of experiments. On average, Seml achieves an F1 which is 4.3% higher than that of tb-LSTM approach. We cannot compare two approaches on Github datasets because the tb-LSTM prototype is not available and we cannot reproduce it due to its some details (e.g., the loss function) are not available though we contacted the authors.
F. CROSS-PROJECT DEFECT PREDICTION (RQ2)
To answer RQ2, we also compare Seml with DBN-CP [11] , tb-LSTM [13] and ISDA approach [17] . To compare Seml with DBN-CP and ISDA approach, we choose those projects with the maximum, minimum and median average defective rate from Table 1 and Table 2 respectively, so 6 projects in total are selected. To take into account the evolution of projects in reality, for each chosen project, we select randomly its two versions, then train our defect prediction model with its old version and evaluate the model with new versions of other projects, and thus we conduct 30 sets of experiments in total. Table 7 shows the precision, recall and F1 of Seml, DBN-CP and ISDA approach. The highest F1s among Seml, DBN-CP and ISDA are shown in bold. In total Seml outperforms DBN-CP and ISDA approach in F1 on 25 and 18 of 30 sets of experiments respectively. Seml achieves an average F1 which is 8.5% higher than DBN-CP and 1.5% higher than ISDA approach. Besides, we also conduct the effect size test for CPDP experiments. Table 6 shows the average Ciff's Delta of Seml against DBN and ISDA approaches on 30 sets of CPDP experiments. Seml makes practical difference over DBN approach, while not so significant on ISDA approach. Figure 8 shows our results of 12 sets of experiments along with those of tb-LSTM. The Y-axis shows the groups of projects for evaluation. For example, for the first group we use jedit-4.1 as the training set and camel-1.4 as the test set. Due to the same reason as we describe in RQ1, we can only compare Seml with tb-LSTM on Apache datasets used in [13] . The results show that Seml outperforms the tb-LSTM approach on 7 of 12 sets of experiments. On average, Seml achieves an F1 which is 0.8% higher than the one of tb-LSTM approach.
Seml outperforms the DBN approach because Seml captures richer semantic information from program code, especially in CPDP, and it deals with programs' semantic features using an LSTM model. Likewise, Seml outperforms tb-LSTM due to two aspects. First, Seml's sequential LSTM can capture the order of feature sequences, while the tree-based LSTM can't. Second, tb-LSTM trains token vectors along with parameters of their networks, which may result in over-fitting because of the large amount of parameters and the lack of labeled training data. By contrast, Seml performs a pre-train process to learn the vector representation of tokens in an unsupervised way, and thus reduces over-fitting. 
G. EVALUATION OF TOKEN EMBEDDING (RQ3)
To answer RQ3, we evaluate our token embedding process using the mapping table between tokens and token vectors. As discussed in Section III, the goal of token embedding is to capture the semantic similarity of tokens. So we perform nearest neighbor queries to determine whether we achieve this goal. We select some Java APIs and keywords as origin tokens and perform preprocessing on them to generate queries. For each query of a token, we sort all other tokens by the cosine distance to the query. Table 8 shows the tokens selected as queries and their nearest neighbors.
The results in the table are consistent with human intuition. The names of methods that share similar functionalities are close to each other, e.g., remove is close to those methods to remove keys, files and declarations, while mul is close to methods performing mathematical calculations. In addition, the control flow token while is close to for and continue. This means that our vector representations can also capture the control flow similarity among tokens. In summary, our representation learning method is helpful to capture programs' semantic information.
In addition to the qualitative experiments above, we also conduct quantitative experiments to explore the effectiveness of the token embedding process. We randomly select 5 groups of training and test sets respectively for WPDP and CPDP. For each group of experiment, we train our model with the training set and evaluate the model on the test set. For comparison we replace the token embedding process with the representation approach used in [11] , i.e., we feed to LSTM models the index of tokens instead of our trained token vectors. Other parts of the model and the hyper-parameters are kept the same. We conduct the same experiments with the modified model, indexLSTM for short, and the results are shown in Table 9 along with the F1-score of DBN with token index approach proposed in [11] .
The results show that Seml has the highest F1-score among the three models. Seml outperforms indexLSTM on 9 of 10 groups of experiments, and its average F1-score is 9.2% higher than indexLSTM, which means our token embedding approach performs better than token index representations, and thus help LSTM model perform better defect prediction.
Note that DBN approach performs better than indexLSTM in this experiment. It seems that DBN with token embedding will also perform well. However, we conducted the same experiment using DBN with token embedding and cannot get stable results, in part because the input vector is too long (more than 1000 tokens and each token has 100 dimensions) and thus makes the model get over-fitting easily.
V. THREATS TO VALIDITY A. IMPLEMENTATION OF DBN
To evaluate our approach, we compare Seml with the DBN approach [11] . We conducted most of our experiments on the same projects as theirs, except for two projects (i.e. ant and ivy) because their defect information or source code is not available now. Since the original implementation of DBN method is not released, we implemented our own version of DBN method and evaluated it on the datasets. Although we strictly followed the procedures of the DBN approach, our implementation may not cover all the details of the original approach. With the help of the first author of [11] for some design details, we tested our implementation and found it could generate the same result as theirs on the same datasets, therefore we are confident of our implementation.
B. IMPLEMENTATION OF ISDA
We compare Seml with the ISDA approach [17] in section IV. Since its implementation is not released and its authors did not respond to our request, we implemented our own version of ISDA according to the paper [17] . We evaluated it on the same datasets used in [17] and found it could generate the same result as theirs, thus we are confident of our implementation.
C. DATASET SELECTION
Although the 13 projects we selected differ largely in their code size and average defective rate, we should evaluate Seml on more Java projects in future work. Besides, the performance of Seml on projects written in other languages is unknown. VOLUME 7, 2019 
D. CLASSIFIER SELECTION
To evaluate Seml, we select logistic regression model as our classifier. The evaluation result may be different if the classifier is changed. However, the goal of our evaluation is to determine if the token embedding step and the LSTM model is effective, and thus we choose a classifier which is suitable for comparison with that of tb-LSTM and DBN approach.
VI. RELATED WORK A. SOFTWARE DEFECT PREDICTION
There are several software defect prediction work in the literature [1] , [3] - [5] , [16] , [42] , [43] . Most defect prediction studies leverage software metrics to build machine learning classifiers. Traditional static code metrics include Halstead features [7] , McCabe features [8] , CK features [9] , MOOD features [10] , etc. Some other information is also extracted from software projects to perform defect prediction. Loyola et al. [44] leveraged developer activity data to build dependency graphs, and generated features automatically from the graphs for defect prediction. Jiang et al. [38] proposed an approach that extracted characteristic vector, bag-of-words and metadata features and built a defect prediction model separately for each developer. Recently, researchers also focused on change-level defect prediction. They extracted change diffusion, change size, change purpose, etc., as features to predict changes that introduce defects [45] - [49] .
Software defect prediction tasks can be divided into two kinds, i.e., within-project defect prediction (WPDP) and cross-project defect prediction (CPDP). In WPDP, modules from a program's old version are used to build the defect prediction model, which is then used to predict the defective modules of the new version. Many traditional models have been adopted to perform WPDP in previous studies. Gray et al. [1] proposed a Support Vector Machine based model to perform defect prediction with data obtained from the NASA Metrics Data Program (MDP) repository. Amasaki et al. [2] leveraged a Bayesian Belief Network to predict the faulty content in a project. Wang and Li [42] evaluated their proposed Naive Bayes defect prediction model on 11 datasets from the PROMISE data repository. Gayatri et al. [15] proposed a decision tree based defect prediction model and the results suggested that their approach performed well. Jing et al. [3] introduced the dictionary learning technique to defect prediction and improved the performance of WPDP. Tong et al. [6] leveraged stacked auto-encoders and ensemble learning to build defect prediction models and the results on NASA datasets suggested their approach outperformed the traditional defect prediction classifiers.
To build defect prediction model for new projects which lack of training data, cross-project defect prediction (CPDP) is proposed to train models using data from other projects. Nam et al. [16] proposed TCA+, which adopted and optimized transfer component analysis to perform CPDP. Jing et al. [4] proposed a unified metric representation for the data and introduced canonical correlation analysis method to improve the performance of CPDP. Limsettho et al. [5] leveraged class distribution estimation and synthetic minority oversampling technique to improve the CPDP performance and address class imbalance problems. Li et al. [50] proposed a cost-sensitive transfer kernel canonical correlation analysis approach for heterogeneous defect prediction (HDP), which refers to predicting defects in a target project using models trained from historical data of other source projects. Moreover, they proposed a multi-source selection based manifold discriminant alignment approach [51] to solve multiple sources and privacy preservation issues in HDP.
Our work differs from the above work mainly in feature selection. Existing approaches for defect prediction are based on manually selected software metrics, which can't capture programs' syntax and semantic information, while Seml automatically learns programs' semantic information using a sequential deep learning model with token sequences extracted from programs' ASTs.
B. DEEP LEARNING AND SOFTWARE ENGINEERING
Recently several deep learning algorithms have been used to perform software defect prediction. Wang et al. [11] proposed an approach that generated semantic features with a Deep Belief Network model from programs' source code. Their work outperformed the traditional software metrics by 14.2% and 8.9% in WPDP and CPDP respectively. Li et al. [22] leveraged tokens extracted from programs' source code and Convolutional Neural Networks to perform defect prediction. Dam et al. [26] used a tree-based Long Short Term Memory model to generate semantic features from programs' ASTs and perform defect prediction.
The differences between our work and previous studies are as follows. First, our approach can capture control-flow information of programs by adopting a sequential LSTM model rather than a tree-based one. Second, the distributed representation of tokens can capture the semantic similarity of tokens, compared to simply mapping a token to an identifier.
There are other studies that leverage deep learning to solve other problems in software engineering. Gupta et al. [52] leveraged a multi-layered sequence-to-sequence neural network to model program source code for program error fixing, i.e., predicting erroneous program locations along with the required correct statements. White et al. [53] leveraged a deep learning approach to detect code clone. Guo et al. [31] presented a solution that utilizes recurrent neural network models to perform software traceability. In addition, deep learning models have also been used in vulnerability detection [25] , [26] , bug localization [23] , [24] , defect prediction on assembly code [54] , [55] , etc.
In this work, we leverage token sequences extracted from programs' ASTs, a word embedding technique and an LSTM model to perform both WPDP and CPDP.
VII. CONCLUSION
In this paper we propose a novel defect prediction framework named Seml to learn programs' semantic information from source code. Specifically, we first extract token sequences from programs' ASTs, and map each token to a real-valued vector using a mapping table which is trained in advance with a CBOW model, then leverage the token sequences to build an LSTM model and finally perform defect prediction.
Evaluation results on 13 open source projects show that Seml improves both WPDP and CPDP. It outperforms three state-of-the-art defect prediction approaches on most of the projects. For WPDP, Seml improves DBN, tb-LSTM and ISDA approach by 8.2%, 4.3%, and 8.4% in F1 on average respectively. For CPDP, Seml improves them by 8.5%, 0.8% and 1.5% in F1 on average respectively.
In the future we plan to extend Seml for defect prediction at fine-grained levels, such as method level, etc. Besides, we would like to capture more semantic information of programs, e.g., data-flow information, as features of Seml.
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