The North Atlantic is a crucial region for the prediction of weather and climate of North America and Europe and is the focus of this analysis. A skillful decadal prediction of the surface temperature was shown for several Earth system models, with the North Atlantic standing out as one region with higher predictive skill. This skill assessment concentrates on the rapid increase of the annual mean sea surface temperature of the North Atlantic subpolar gyre by about 1 K in the mid-1990s and the adjacent years. This event-oriented analysis adds creditability to the decadal predictions and reveals the potential for improvements. The ability to simulate the observed sea surface temperature in the North Atlantic is quantified by using four versions of decadal predictions, which differ in model resolution, initialization technique, and the reanalysis data used in the assimilation run. While all four versions can reproduce the mid-1990s warming of the subpolar North Atlantic, the characteristics differ with lead time and version. The higher vertical resolution in the atmosphere and the higher horizontal resolution in the ocean improve the decadal prediction for longer lead times, and the anomaly initialization outperforms the full-field initialization for short lead times. The effect from the two different ocean reanalysis products on the predictive skill is strongest in the first two prediction years; a substantial cooling instead of the warming in the central North Atlantic reduces the skill score for the North Atlantic sea surface temperature in one version, whereas a too large interannual variability, compared with observations, lowers the skill score in the other version. The cooling patches are critical since the resulting gradients in sea surface temperature and their effect on atmospheric dynamics deviate from observations, and, moreover, hinder the skillful prediction of atmospheric variables.
Introduction
Ongoing efforts to establish climate prediction for a time range of up to a decade have led to a growing interest from decision makers in politics, finance, and industry on this topic. The North Atlantic (NA) is a key region for the prediction of the weather and climate in North America and Europe (Sutton and Hodson, 2005; Peings and Magnusdottir, 2014) . It has been shown that decadal-scale fluctuations of sea surface temperature (SST) of the NA influence the number of Hurricanes (Trenberth and Shea, 2006) , the Sahel precipitation (Martin and Thorncroft, 2014; Mohino et al., 2011) , as well as the Mediterranean climate (Mariotti and DellAquila, 2012) . Therefore, the understanding and the skillful prediction of the NA SST variability is essential for the skillful prediction of the Northern Hemisphere climate on a decadal timescale.
Decadal predictability arises from a response to changes in the concentrations of greenhouse gases (GHG) and influences from solar variability, as well as from low-frequency internal variability inherent to the Earth's climate system (Meehl et al., 2009 ). Decadal prediction systems use global climate models, which can simulate low-frequency internal variability (e.g., Giorgetta et al., 2013) . These models are initialized from an observed state, and then freely evolve for the next 10 years (e.g., Bellucci et al., 2013; Marotzke et al., 2016; Robson et al., 2018) . The skill of decadal prediction by these models can be influenced by the assimilation technique (Kröger et al., 2017) , the type of reanalysis data (Kröger et al., 2012) , and the model resolution (Prodhomme et al., 2016) , among other factors. For the NA, Kröger et al. (2017) demonstrate that initializing from full oceanic fields triggers initial shocks in the ocean heat transport, which influences the predictive skill, while Pohlmann et al. (2013) show skill improvements due to the higher model resolution in the SST field for 2-5 lead years. Moreover, the predictive skill for the averaged NA SST is also influenced by the reanalysis data used during the assimilation procedure (Kröger et al., 2012) .
A variety of decadal prediction systems show predictive skill for NA SST of up to a decade (e.g., Müller et al., 2012; Bellucci et al., 2013; Msadek et al., 2014; Marotzke et al., 2016; Robson et al., 2018) . For example, Bellucci et al. (2013) used the climate model CMCC-CM to show that the skill of the decadal retrospective predictions (hindcasts) of SST in the extratropical NA is improved through initialization with nearobservational states. In the NA, the subpolar gyre stands 418 I. Höschel et al.: Skill of decadal hindcasts of NASST Meteorol. Z. (Contrib. Atm. Sci.) 28, 2019 out as a region with a high predictive skill (Yeager and Robson, 2017) .
In the mid-1990s, the subpolar gyre warmed rapidly by 1 K (Robson et al., 2012a) , mainly because of an increased northward ocean heat transport related to a strengthening of the Atlantic circulation (Robson et al., 2012a) . Robson et al. (2012b) used the UK Met Office decadal prediction system (DePreSys) to show that the rapid warming could have been predicted because of, primarily, the initialization with a strong Atlantic Meridional Overturning Circulation (AMOC). Robson et al. (2012b) stated that the 1990s rapid warming is an excellent case study for assessing decadal predictions. Msadek et al. (2014) demonstrated a predictive skill of the mid-1990s warming in the subpolar gyre using the GFDL CM2.1 forecast system. Furthermore, the four ensemble members of the decadal hindcasts with the HiGEM climate model capture the warming (Robson et al., 2018) . Different versions of the German decadal prediction system MiKlip (mittelfristige Klimaprognosen -midterm climate forecast; Marotzke et al., 2016) show a predictive skill for SST. For two versions of the MiKlip decadal prediction system, it was shown that a simulated SST index captures the warming of the subpolar gyre for short lead times (Marotzke et al., 2016; Müller et al., 2014) .
Here, we examine the subpolar NA SST in decadal hindcasts from four versions of the German decadal prediction system MiKlip, with differences caused by the model resolution, the assimilation technique, and the type of reanalysis data used in the assimilation run. We focus on the rapid warming of the subpolar NA in the mid-1990s and the adjacent periods by considering the years from 1982 to 2010, and address the following two aspects in detail. 1) Which MiKlip versions capture the warming, and for which lead times, and does the higher model resolution increase the predictive skill in the subpolar NA? 2) How well do the four versions capture the spatial pattern associated with the mid-1990s warming in the subpolar NA, and how is this reflected in the skill score?
The next section describes the MiKlip model, the decadal hindcasts, and the evaluation method. Section 3 first presents the predicted time series of the SST index, with the spatial pattern associated with the warming of the subpolar NA in the hindcasts then compared with the observations. Next, the differences in the skill in predicting the subpolar NA SST are addressed by the use of the mean-squared-error skill score (MSESS) against different benchmarks. Finally, the discussion of these results is presented in Section 4.
Data and method
Global circulation models (GCM) are used in decadal prediction, and are run for approximately one thousand years with a constant external forcing of the conditions for the year 1850 in so-called equilibrium simulations. Transient historical simulations, which use the initial conditions from this equilibrium simulation, are forced with the observed solar variability, GHG, stratospheric ozone, and aerosol concentrations, and are combined with reanalysis data of the atmosphere and the ocean to produce near-observational initial conditions for decadal predictions. Decadal simulations with the GCM start every year (from 1961 until today) using these near-observational initialization data, and run freely for 10 years.
The German decadal prediction system MiKlip is based on the Max-Planck-Institute's Earth system model (MPI-ESM; Giorgetta et al., 2013) , which is also used for the centennial-scale climate projection in the climate model intercomparison project phase 5 (CMIP5). The atmospheric part (ECHAM6; Stevens et al., 2013) has a horizontal resolution of T63 with 47 vertical levels in the low resolution (LR) version, and 95 levels in the mixedresolution (MR) version, below an upper level at 1 Pa in both versions. The ocean component (MPIOM; Jungclaus et al., 2013) is a 40-layer ocean model with a horizontal resolution of 1.5°in the LR version and a 0.4°e ddy-permitting resolution in the MR version, and includes a dynamic-thermodynamic sea-ice model. The ocean model is coupled via OASIS (Valcke, 2013) with the atmosphere model.
The MiKlip decadal prediction system uses a transient historical simulation , and reanalysis data of the atmosphere and the ocean to create a near-observational assimilation run from which the decadal hindcasts are initialized. In the atmosphere model, full fields of vorticity, divergence, temperature, and sea-level pressure are nudged to ERA40 (1960 -1989 Uppala et al., 2005) and ERA-interim (1990 ERA-interim ( -2017 Dee et al., 2011) reanalyses. In the ocean model, full fields or anomalies of temperature and salinity are nudged to ORAS4 (Balmaseda et al., 2013) and GECCO2 (Köhl, 2015) reanalyses, respectively.
Beginning in the year 1961, and for every subsequent year on 1 January, an ensemble of free-running simulations is generated from the assimilation run using a lagged-day initialization method. Therefore, one specific version of decadal hindcasts is a collection of annually initiated ensembles of free-running simulations. The first (second, . . . , ninth) year of the free-running simulation is called lead year 1 (2, . . . , 9) and is abbreviated by ly1 (ly2, . . . , ly9). That we only use the first 9 years of the experiments while skipping the last year is related to the consistency with the recommendations of Goddard et al. (2013) , who restricted their analysis to years one to nine.
The natural and anthropogenic forcings of all simulations follow the observations until 2005, and subsequently the CMIP5 RCP 4.5 scenario. The anthropogenic forcing includes well-mixed GHG, ozone, and anthropogenic sulfate aerosols, while the natural forcing includes variations in the Earth's orbit, variability in the spectral solar irradiance, seasonally varying natural tropospheric aerosols, and stratospheric aerosols from volcanic eruptions . Four versions of decadal hindcasts from the two MiKlip generations, baseline1 and prototype, are analyzed (Table 1) , differing in their horizontal and vertical model resolution (MR, LR), the assimilation method (anomaly or full field), and the ocean reanalysis data (ORAS4 or GECCO2).
In the baseline1 version (b1; Pohlmann et al., 2013) , there are two versions of decadal hindcast ensembles, one five-member ensemble of the mixed-resolution model version (b1-MR), and one ten-member ensemble of the low-resolution model (b1-LR). Moreover, the full-field initialization is used in the atmosphere, and anomaly initialization with ORAS4-reanalysis is used in the ocean.
For the prototype prediction system (pr; Marotzke et al., 2016), a full-field initialization in the atmosphere and the ocean of the MPI-ESM-LR model is applied, with 15 ensemble members initialized from the ORAS4assimilation run (pr-ora), and 15 ensemble members initialized from the GECCO2-assimilation run (pr-gecco). The only difference between the pr-ora and pr-gecco datasets is the reanalysis product used in the assimilation run.
The ensemble of transient simulations without any assimilation of reanalysis data (noAssim) is equivalent to the historical simulations as provided for CMIP5, albeit with an increased ensemble size of 10 members. The ensemble members of noAssim start from the equilibrium run with a time shift of 50 years. The ensemble mean of noAssim represents the climate adaptation due to changes in the concentration of GHG, aerosols, ozone and solar insolation, while the internal variability of the climate system is mainly canceled out through the 50-year time shift in the start dates of the ensemble members. Nevertheless, deviations from the above climate change signal in the noAssim ensemble mean can remain due to the limited number of ensemble members. The full ensemble sizes are used for analysis unless other ensemble sizes are mentioned.
The analysis is carried out for the same period 1982-2010 for all lead years as suggested in Boer et al. (2016) , meaning the experiments from 1974 to 2002 are selected to analyze the ly9 simulation, and the experiments with the start years from 1975 to 2003 for the ly8 simulation, and so on. Before the skill of the hindcasts is assessed, the ensemble means of the annual mean anomalies are corrected for model drift and bias for each lead year following Goddard et al. (2013) and Boer et al. (2016) with the period from 1982 to 2010 as the reference. All model SST data are interpolated to the 2°×2°grid size of the observational data ERSST (Smith et al., 2008) before the comparison.
The domain of the NA SST index (NAI) is motivated by the difference between observations and the noAssim dataset (the simulation without any assimilation) within the box indicated in Figure 1 . The NAI is defined as the area-weighted average of the annual anomalies of the SST to the mean from 1982 to 2010 of the NA from 65°W to 10°W and from 40°N to 65°N.
The mean-squared-error skill score (MSESS) is used to assess the accuracy of the hindcasts, and is a skill score based on the mean squared error (MSE). The MSE between the hindcast ensemble mean H j and the observations O j over j = 1, . . . , n initialization times is defined as
( 2.1) The skill score compared to a reference prediction, such as the climatological forecastŌ, can be written as
The MSESS is a non-symmetric function with values in the interval (−∞, 1], with a positive value indicating an increased accuracy compared with the reference predictions, and a negative value a reduced accuracy. A significance denotes a skill difference distinct from zero exceeding the 95 % confidence level obtained by bootstrapping and resampling 500 times with replacement. For a more detailed explanation and the derivation, see Illing et al. (2014) , Kadow et al. (2015) or Murphy (1988) .
Results
The representation of the NA SST during the rapid warming in the mid-1990s and the adjacent periods in decadal hindcasts from four versions of the German decadal prediction system MiKlip is analyzed. The observed and the simulated NAI is investigated, and the spatial pattern associated with the warming is analyzed by comparing the observations with the hindcasts. Finally, the skill score MSESS is used to assess the improvements due to initialization and to quantify the differences between the versions regarding their skill in predicting the NA SST. 
The North Atlantic index
The temporal development of the SST from the years 1982-2010 is analyzed by using the NAI, that is the area-weighted average over the domain of interest from the region without warming in the noAssim dataset indicated in Figure 1b . The temporal evolution of the index in the four versions is described by the ensemble means concatenated to one time series for each single lead year for each version. The striking feature of the observed NAI is the rapid increase of about 0.8 K between 1994 and 1998 ( Figure 2 ). In the observations, the mean of the index from the years 1982-1994 is −0.38 K, while the mean from the years 1998-2010, after the warming, is 0.38 K (Figure 3 ). During the colder conditions, the observed NAI vary between −0.62 K and −0.17 K, while the index shows anomalies between 0.13 K and 0.62 K in the warm period. Note that the observed annual temperature anomalies of the warm period do not overlap with those of the cold period. The noAssim dataset does not capture the observed change in the annual temperature anomalies between 1994 and 1998, showing rather a gradual increase in the NAI over the whole period ( Figure 2) .
In contrast, all initialized versions simulate a rapid increase in the mean temperature in the mid-1990s (Figure 2) . While warming is, remarkably, simulated for all lead years, even for ly9 (see Figures 2 and 3a-d) , there are, nonetheless, differences between the versions in the magnitude of the warming and in the interannual variability in the adjacent periods.
The magnitude of the temperature change in the b1-MR, pr-ora and pr-gecco datasets is closer to the observations for long lead times than for short lead times (Figure 3a-d) . The variability is too small during the cold period in the anomaly-initialized versions for ly1, and too large especially for ly2 to ly4 of the b1-LR, pr-ora, and pr-gecco datasets. Overall, the full-field initialized versions show too large variability during the cold period. In contrast to the observations, the NAI val- ues from the two periods overlap, especially in cases with too large variability.
The spatial pattern of the warming
The spatial pattern associated with the rapid warming in the subpolar NA is described by the difference of the mean temperature of the warm period from 1998 to 2010 and the cold period from 1982 to 1994 (Figures 1 and 4) . The observations show significant warming over the NA, except for the Gulf Stream, with the observed warming pattern the most vigorous in the western part of the subpolar NA (Figure 1a) . In contrast, the noAssim dataset reveals an entirely different spatial pattern (Figure 1b ), disagreeing with the observations in the missing warming in the whole subpolar NA (Figure 1b ). There is significant warming in the tropics and the subtropics, but no warming north of 40°N in the noAssim ensemble mean. The following investigation concentrates on that region of the missing warming in the subpolar NA (the brown box in Figure 1b ).
All four versions of decadal hindcasts can simulate warming in the subpolar NA (Figure 4) , and the warming is statistically significant in large parts of the analyzed region irrespective of lead time. The simulated overall spatial pattern closely mirrors the observed one, although there are considerable variations between the hindcasts regarding the amplitude and the location of the strongest warming and the occurrence of spots of fictitious cooling in the central NA and near the Gulf Stream. The spatial agreement of the predicted warming pattern with observations is quantified by Pearson's pattern correlation coefficient r computed over the area in Figure 4 (identical to the brown box in Figure 1b ). Individual coefficients are printed in the title of each of the panels.
The b1-MR version, which has the highest horizontal resolution in the ocean and the highest vertical resolution in the atmosphere, shows a better corresponding pattern with observations at long lead times, with the highest pattern correlations for ly8 (r = 0.48) and ly9 (r = 0.47). In the eastern NA, the warming is stronger than that observed until ly8 (Figure 4, first column) . There is a zone of moderate fictitious cooling in the central NA until ly4, with the maximum extent for ly3. Furthermore, the magnitude of a fictitious cooling in the Gulf Stream grows with the lead time.
The b1-LR version (the same set-up as the b1-MR version, but with a lower resolution) shows a different development with lead time than the b1-MR version with respect to the spatial agreement with observations ( Figure 4, second column) . In ly1, the spatial pattern of the b1-LR version is close to the b1-MR version, apart from the strength of the fictitious cooling. The cooling in the Gulf Stream is stronger in the LR version, but the pattern correlations of the b1-LR and b1-MR versions are similar in ly1. With increasing lead times, both versions initially show decreasing correlations with the observed anomalies, but the b1-MR version regains stronger agreement for both the NAI and the temperature pattern towards ly8 and ly9.
The full-field-initialized pr-ora dataset (Figure 4 , third column) shows an area of strong fictitious cooling in the central NA until ly5, in contrast to the anomalyinitialized b1-LR version, with the problem strongest for ly2. This is also reflected in the NAI, where the values between the cold and warm period overlap, and the temperature changes are too small in the first five lead years (Figure 3c ), but the pattern agreement with observations improves after ly5. In ly9 (r = 0.34), the pattern correlation coefficient is higher than in ly1 to ly5. Notably, in the pr-ora dataset, the highest pattern correlation coefficient in ly7 (r = 0.53) exceeds the highest values in the b1-LR (r = 0.34) and b1-MR (r = 0.48) versions.
The pr-gecco version has the highest spatial correlation with observations among all versions for all lead times, although it overestimates the observed strength of the warming in the east (Figure 4, right column) ; this overestimation vanishes with lead time, and the warming pattern becomes more realistic. While there is a minimum of warming in the observations in the south-west corner of the area considered, the pr-gecco version produces a cooling patch at the southern border of the area, which increases in intensity from ly5 to ly9. Nevertheless, the warming pattern of the pr-gecco version in ly9 is closest to the observations (r = 0.66) among all versions and all lead times (Figure 4 xxxvi) .
In summary, the spatial agreement with observations is mainly impaired through two aspects (Figure 4) . Firstly, the baseline1 and pr-gecco datasets have too strong warming compared with the observations in the eastern part of the subpolar NA. Secondly, patches of fictitious cooling occur in almost all versions of the prediction system, but for different lead times, and at different specific locations and extensions.
Skill assessment
The predictive skill due to the initialization of the simulations from the assimilation run is presented in terms of the MSESS of the decadal hindcasts with respect to the reference hindcast noAssim. Figure 5 reveals that all the initialized decadal hindcasts show an improved skill with respect to the noAssim hindcast for the NAI in nearly all the cases for the period considered, the exception being no skill improvement for the pr-ora dataset for ly2 and ly3. The differences between the versions are small in ly1, ly7, ly8, ly9, while the full-field initialization ranks clearly below the anomaly initialization in ly3. The b1-MR version shows the highest MSESS for most lead years, except for ly3, ly8 and ly9. The evaluation per gridpoint of the skill of different versions with respect to the noAssim dataset ( Figure 6 ) indicates significant skill improvement due to initialization in regions of the Icelandic, the Irminger, the West Greenland, and the Labrador Currents, as well as in the Labrador Sea and the Flemish Cap in different lead years. The b1-MR version shows the greatest improvements among the initialized hindcasts for nearly all lead times. Skill improvements are realized in the first prediction year and at longer lead times, while lead years two to four are dominated by significant skill loss in all versions. Cooling spots and areas of too strong warming (Figure 4) are reflected in the skill loss in the Gulf Stream region and the central NA, which are largest in the full-field initialized versions pr-ora and pr-gecco. The effects from model resolution, initialization technique, and reanalysis data on the predictive skill can be evaluated by using the prediction of one of the respective versions of the decadal prediction system as a reference, rather than the noAssim dataset (Figure 7) . First, the influence of the model resolution on the predictive skill is illustrated by computing the skill score of the b1-MR version with respect to b1-LR as the reference prediction. The increased model resolution improves the skill over large areas of the NAI region at all lead times (Figure 7, left column) , with the most substantial improvements seen for ly4 to ly7. Significant differences are caused with respect to the initialization technique (Figure 7, middle column) , where the anomaly-initialized version excels in the center of the mid-latitudes of the NA. These significant improvements in the b1-LR version compared with pr-ora are seen in all lead years, but with decreasing strength. In contrast, the full-field initialized pr-ora shows higher predictive skill around 40°N in all lead years and the skill increases with lead time north of 60°N (blue in Figure 7 , middle column). The dependency of the predictive skill on the reanalysis dataset used in the assimilation is visible in Figure 7 , right column, where the significant differences are most substantial in the first two lead years. In ly1, the pr-ora version excels, apart from the center of the mid-latitudes. In ly2, the pr-gecco version reveals better predictions than pr-ora in large parts of the NA (blue in Figure 7, right column) . The discrepancies are reduced in later lead years, except in the NA Current, where the pr-gecco version yields the improved predictive skill.
Summary and discussion
We have shown that the ensemble means of the four different versions of the MiKlip decadal prediction system reproduce the rapid warming of the subpolar NA SST, irrespective of their differences and of the lead time. The uninitialized hindcast noAssim does not show the rapid increase in the NAI, but produces a steady increase of temperatures. The representation of this period of rapid rise must thus be due to the initialization and not the external forcing (i.e., the effects of the changing GHG concentrations are represented by the ensemble mean of the noAssim hindcast, while the internal variability is mainly canceled out through the 50-year-shifted initial condition from the pre-industrial equilibrium simulation).
With respect to the spatial pattern of the temperature change, the noAssim hindcast is very different from both the observations and the decadal forecasts. The individual patterns of the predicted SST change reveal a development of the predictions with the lead year, but the shortest lead times do not imply the highest correlations. This effect is visible in all versions of the prediction system, even if individual features of the pattern are specific for a part of the versions and lead times. Examples are the cooling spots in the south-west to southern border of the area investigated, which is present in the b1-MR version and, in particular, at short lead times in the b1-LR version, while a similar spot mainly occurs in the pr-gecco dataset at long lead times. Only the pr-ora version produces a large and strong cooling in the central parts of the area considered, and at lead times shorter than five years. Also, the areas of largest warming differ, and are found in the central to eastern part of the area in the two baseline1 versions, but more focused on the central to the western part in the two prototype versions.
An initialization with a strong AMOC is a key to the prediction of the NA warming (Robson et al., 2012a; Robson et al., 2012b) , which is the case in the analyzed MiKlip prediction system (supplemental material), and serves as a possible explanation of the pattern in the anomaly-initialized versions. This is because the spatial change in the SST reveals a region with a cooling in the Gulf Stream / NA Current region and warming elsewhere, which is similar to the pattern described in Borchert et al. (2018) , who show that a strong AMOC at 50°N leads to this kind of pattern 3 to 10 years later. Additionally, the AMOC in their assimilation run is strong between 1994 and 2001, which fits the time horizon considered here.
The full-field-initialized versions show significant differences due to the type of reanalysis, illustrating the remarkable uncertainties in the ocean reanalysis products. The cooling spot in the central NA reduces the average temperature change at short lead times in the pr-ora version, while the NAI shows a too large amplitude of the year-to-year variability in the pr-gecco version. In general, the influence of the reanalysis product on the predictive skill is in agreement with the findings reported in Kröger et al. (2012) . We attribute the discrepancies to the time dependence of the skill in decadal prediction systems (Brune et al., 2018) , and to the lead time averaging.
The low skill at short lead times in the full-field hindcasts is consistent with results published by Kröger (2017) , who ascribe it to initial shocks in the decadal hindcasts resulting from the poor initialization of the oceanic flow. In their analysis, the nudging of temperature and salinity induces changes in ocean heat and mass transport. These changes and the net heat exchange at the surface do not correspond to the tendencies of the ocean heat content in the subpolar gyre in the assimilation runs. The discrepancies are larger with the full field than with the anomaly nudging, which appears to be consistent with the skill of the full-field-initialized hindcasts being lower than in their anomaly counterparts during the first five lead years. The comparison of the b1-LR and b1-MR versions shows the effect of the increased model resolution on the predictive skill of the subpolar NA SST. Overall, the b1-MR version is better alongside the subpolar gyre, but shows deficits in the eastern mid-latitudes. Nevertheless, the b1-MR version reveals a better pattern agreement than the b1-LR version at longer lead times, and, consequently, higher local skill scores than the b1-LR version in large areas of the subpolar NA. There are two possible sources of the improved skill of the b1-MR version compared with the b1-LR version due to the difference in experimental design, since these versions differ in their horizontal resolution of the ocean model and their vertical resolution of the atmosphere model, especially in the stratosphere.
In the eddy-permitting ocean model used for the b1-MR version, Jungclaus et al. (2013) find a weaker NA deep-water cell, and a stronger Antarctic bottomwater cell than in the b1-LR version. Differences in the stream function may affect the changes in the SST on multi-year timescales, and serve as a possible explanation of the better pattern agreement of the b1-MR version at longer lead times and its improved skill.
The higher vertical stratospheric resolution of the b1-MR version enables a better representation of stratospheric processes. For example, Pohlmann et al. (2013) show that, in the b1-MR version, the predictive skill of the quasi-biennial oscillation in the stratosphere remains significant by up to four lead years. The higher resolution in the stratosphere may affect the NA SST prediction, since multidecadal variability in the stratospheric circulation can be generated within an ocean-troposphere-stratosphere model (e.g., Schimanke et al., 2011) . Reichler et al. (2012) demonstrate that the variations in the sequences of stratospheric circulation anomalies, combined with the persistence of individual anomalies, significantly affect the NA. Thus, the higher resolved stratosphere possibly improves the representation of ocean-troposphere-stratosphere interaction on the decadal timescale, and, consequently enhances the predictive skill of the SST in the b1-MR version. Furthermore, the combination of external forcing and the better representation of processes potentially plays a role for the increased skill, as Ottera et al. (2010) show that changes in the external solar and volcanic forcing are important for multi-decadal fluctuations in NA SST.
To conclude the points made above, we see the following possible implications.
Firstly, there is no clear best version of the decadal prediction system regarding the NA SST from 1982 to 2010. The hindcast from the model with the increased resolution shows a few advantages, but the otherwise moderate improvements and the poor performance in the eastern part of the subpolar NA currently do not justify the higher computational costs.
Secondly, there is a dependence of the regional skill on the reanalysis product at all lead times. The significant regional differences in skill show the urgent need for a broadening of the efforts to improve the ocean reanalysis products in terms of evaluation, model development, and extension of ocean observations. Thirdly, the fictitious cooling patches implicate changes in the SST gradients, which deviate from the observed gradients. Therefore, this appears as one possible source of the reduced predictive skill of atmospheric variables, such as the precipitation and wind speed, while impacting relevant events, such as heat waves and storms in the decadal hindcasts.
Finally, the question of how to make progress in decadal prediction remains. We recommend avoiding initial shocks by not using full-field initialization unless the model climatology is close enough to the observations, or by using an ensemble Kalman filter (Brune et al., 2018) to deliver an initial state closer to model climatology. Additionally, a higher resolution is beneficial, but it should be explored why there is no clear benefit in the first few lead years. For example, is the initial state a problem in combination with the slow transport of anomalies in the ocean? An enhanced ocean-model resolution would be worthwhile for key regions, for example, in the north-west Atlantic with its steep temperature gradients.
