Deviance Information Criteria
The Deviance Information Criteria (DIC) is a sum of two components, a term that measures goodness of fit ( ̅ ) and a term that penalises models for the number of parameters ( ), thus favouring more parsimonious models [1] . Here ̅ is expected deviance over the course of MCMC, is the total number of iterations, ( , ( ) ) is the deviance of the unknown parameters of the model at iteration , y are the data and ( , ( ) ) is the likelihood function of observing the data given the model at iteration .
A smaller value of ̅ indicates a relatively better model fit. Smaller values of DIC are favoured overall. The comparison is relative; even if all models fit poorly, one will always correspond to the "best" as determined by the smallest DIC.
Log likelihood
The log likelihood (LL) for each model was calculated following each MCMC iteration, to reflect uncertainty in model parameters. The average log likelihood over all iterations is then reported, with higher values indicative of better model fit, relative to other models under consideration.
Root mean squared error
Replicate data for each observation were generated at each iteration based on estimated parameters of the model, and compared to observed data for each observation as follows:
where ̃( ) is the replicate observation for each observation at iteration . The root mean squared error (RMSE) can be used to measure the overall discrepancy between predicted and observed values. Similar to LL, the average value of RMSE over MCMC iterations is reported, with smaller values indicative of improved fit.
Predictive concordance
The replicate data ̃( ) , were used to obtain the 95% CI for each observation across the T iterations. The percentage of observed values, , that fall into their corresponding 95% CI was then used as a measure of predictive concordance. Adequate model performance is inferred if 95% of observations fall within their respective interval. In general, lower concordance suggests that the model does not fit the data well, and higher concordance may suggest overfitting [2] .
