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Abstract
In this paper several new multiplicity results for asymptotically linear elliptic problem at resonance
are obtained via Morse theory and minimax methods. Some new observations on the critical groups
of a local linking-type critical point are used to deal with the resonance case at 0.
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1. Introduction
Consider the semilinear elliptic boundary value problem{−∆u= f (x,u), in Ω,
u= 0, on ∂Ω, (1.1)
where Ω ⊂RN is a bounded open domain with smooth boundary ∂Ω and f :Ω ×R→R
is a C1-function and satisfies f (x,0)≡ 0 for x ∈Ω . Hence (1.1) admits a trivial solution
u≡ 0. We are interested in finding nontrivial solutions for (1.1). The existence of nontrivial
solutions of (1.1) depends on the behaviors of f near 0 and near infinity. In this paper we
consider the cases where f satisfies
f ′(x,0)= λm and f (x, t)= λkt + o
(|t|) as |t| →∞, x ∈Ω, (1.2)
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398 J. Su / J. Math. Anal. Appl. 278 (2003) 397–408where λ∗ is the Dirichlet eigenvalues of −∆ on Ω . (We denote by 0 < λ1 < λ2 < · · · <
λj < · · · the distinct eigenvalue sequence of −∆.) Note that (1.2) means that the problem
(1.1) is resonant at infinity and u ≡ 0 is a degenerate solution of (1.1), i.e., there is
resonance at 0.
As it is well known that solutions of (1.1) are critical points of the C2 functional
J (u)= 1
2
∫
Ω
|∇u|2 dx −
∫
Ω
F(x,u) dx, u ∈H 10 (Ω), (1.3)
where F(x, t) = ∫ t0 f (x, s) ds. Corresponding to the eigenvalue λk we have the splitting
H 10 (Ω)=W− ⊕ V ⊕W+ where
W− =
⊕
j<k
ker(−∆− λj ), V = ker(−∆− λk),
W+ =
⊕
j>k
ker(−∆− λj ). (1.4)
Denote g(x, t) = f (x, t)− λkt , g0(x, t)= g(x, t)− λmt and let G(x, t), G0(x, t) be the
primitives of g and g0, respectively.
Let the following assumptions hold:
(g±0 ) ±G0(x, t) 0, |t| δ, for some δ > 0,
(g1)
∣∣g(x, t)∣∣A|t|r +B, for some constants A,B > 0, r ∈ (0,1),
(g2) lim inf‖v‖→∞,v∈V
1
‖v‖2r
∫
Ω
G(x, v) dx  4β
2
α
,
(g3) lim sup
‖v‖→∞,v∈V
1
‖v‖2r
∫
Ω
G(x, v) dx −4β
2
α
,
where α =min{1− λk/λk+1, λk/λk−1 − 1} and β =A|Ω |(1−r)/2λ−(1+r)/21 . Then we have
the following existence results for (1.1)
Theorem 1.1. Let (g1) hold and there are t1 > 0, t2 < 0 such that f (x, t1)= f (x, t2)= 0
for x ∈ Ω . Then the problem (1.1) has at least five nontrivial solutions in each of the
following cases:
(i) (g2), (g+0 ) k,m 2 and k =m;
(ii) (g2), (g−0 ) k  2, m> 2 and k =m− 1;
(iii) (g3), (g+0 ) k > 2, m 2 and k =m+ 1;
(iv) (g3), (g−0 ) k,m > 2 and k =m.
Remark 1.1. (i) The conditions (g2) and (g3) are weaker than the conditions in Li and
Liu [14] in an abstract setting which read as
lim‖v‖→∞,v∈V
1
‖v‖2r
∫
G(x, v) dx =±∞. (1.5)Ω
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solutions for (1.1) was obtained with g being bounded and satisfying Landesman–Lazer
condition. Hence Theorem 1.1 extends and complements the results in [8,14]. Theorem 1.1
also extends the results in [25,27] where unbounded resonant problems were considered
by applying the abstract results in [3] developed by Bartsch and Li.
(ii) The ideas of using the interaction between the nonlinearity and the spectrum of
−∆ at infinity and at zero to study the existence of nontrivial solutions of (1.1) were first
employed in Amann and Zehnder [1] where nonresonance cases were treated. We treat
the more difficult cases for (1.1) resonant at both 0 and infinity, and there may not be any
eigenvalues between λk and f ′(x,0). Moreover, the nonlinearity g is unbounded and the
double resonance cases may happen at the same eigenvalue λm = λk . This case was first
observed in Li and Zou [18]
Many authors have made contributions to the study of (1.1) at resonance with various
methods and different conditions imposed on the nonlinearity. We refer the readers to [2,5,
9,11–13,16,17,23,24] and the references therein.
The proof of our results are based on combining the Morse theory [7,20] and the
minimax methods [22]. Complete computations of the critical groups of the functional J
at its degenerate critical point are concerned.
This paper is organized as follows: in Section 2, we give some new results of critical
groups of local linking-type degenerate critical point. In Section 3, several technical
lemmas are presented and then Theorem 1.1 is proved.
2. Critical groups of degenerate critical point
Let H be a Hilbert space and J ∈ C1(H,R) be a functional satisfying the compactness
condition (PS). Denoted by Hq(X,Y ) the q th singular relative homology group with
integer coefficients. Let u0 be an isolated critical point of J with J (u0) = c, c ∈ R, and
U be a neighborhood of u0, the group Cq(J,u0) :=Hq(J c ∩U,J c ∩U \ {u0}), q ∈ Z, is
called the q th critical group of J at u0, where J c = {u ∈H : J (u) c}.
Let K := {u ∈ H : J ′(u) = 0} be the set of critical points of J and a < infJ (K). The
critical groups of J at infinity are formally defined as [3] Cq(J,∞) :=Hq(H,J a), q ∈ Z.
By Morse theory, if J satisfies (PS) and has only one critical point u0 then Cq(J,∞) ∼=
Cq(J,u0), ∀q ∈ Z. In many applications, u≡ 0 is a natural critical point of J . So one has
to give either complete computation of Cq(J,0) or complete computation of Cq(J,∞) or
both to get nontrivial critical points of J .
Now let 0 be an isolated critical point of the C2 functional J with finite Morse index
µ0 and nullity ν0. When 0 is nondegenerate, i.e., ν0 = 0, Cq(J,0) ∼= δq,µ0Z. When 0
is degenerate, i.e., ν0 = 0, the computation of Cq(J,0) becomes difficult. The well-
known Gromoll–Meyer Theorem [10] says that Cq(J,0) = 0 for q /∈ [µ0,µ0 + ν0].
Without additional conditions one cannot say anything about the critical groups for
q ∈ [µ0,µ0 + ν0]. In Liu [19], partial answer was given under the so-called local linking
condition.
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i.e., there exists ρ > 0 small such that
J (u) 0, for u ∈H−, ‖u‖ ρ, J (u) > 0, for u ∈H+, 0< ‖u‖ ρ.
(2.1)
Then Ck(J,0) 0 if k = dimH− <∞.
We note here that Proposition 2.1 holds for C1 functionals. In most applications, the
decomposition H = H+ ⊕ H− happened to be such that either k = µ0 or k = µ0 + ν0.
Therefore we have the following important result which can be regarded as a corollary of
Proposition 2.1 and has just been mentioned in Su [26].
Proposition 2.2. Assume C2 functional J has a local linking at its isolated critical point 0
with respect to H =H+ ⊕H− and k = dimH−. Then
Cq(J,0)∼= δq,kZ, for k = µ0 or k = µ0 + ν0. (2.2)
Proof. We include the proof for the reader’s benefit. By the generalized Morse lemma and
the shift theorem [7,20] we have
Cq(J,0)∼= Cq−µ0(Ψ,0),
where Ψ is the restriction of J to V := kerJ ′′(0), ν0 = dimV . By Proposition 2.1 we have
Ck(J,0) 0.
Therefore if k = µ0 then 0 is a local minimum of Ψ , hence
Cq(J,0)∼= Cq−µ0(Ψ,0)∼= δq−µ0,0Z∼= δq,µ0Z.
If k = µ0 + ν0 then 0 is a local maximum of Ψ and so
Cq(J,0)∼= Cq−µ0(Ψ,0)∼= δq−µ0,ν0Z∼= δq,µ0+ν0Z.
The proof is completed. ✷
Remark 2.1. The concept of local linking was generalized in Brezis and Nirenberg [5] and
in Li and Willem [17] to the case
J (u) 0, for u ∈H−, ‖u‖ ρ, J (u) 0, for u ∈H+,‖u‖ ρ. (2.3)
More recently Perera [21] proved Proposition 2.1 holds for (2.3). Therefore Proposition 2.2
also holds in this case.
3. Proofs of main results
In this section we give the proof of Theorem 1.1. Firstly we prove several technical
lemmas. In the following we will denote by c different constants and denote by τ some
number in (0,1).
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Proof. We prove it for the case where (g1) and (g2) hold. Let {un} ⊂H 10 (Ω) be such that∣∣J (un)∣∣ C, J ′(un)→ 0, as n→∞. (3.1)
We have that∫
Ω
[∇un∇ϕ − λkunϕ]dx − ∫
Ω
g(x,un)ϕ dx = o
(‖ϕ‖), ϕ ∈H 10 (Ω). (3.2)
Write un = vn +wn, wn = w−n +w+n , where vn ∈ V , wn ∈W :=W− ⊕W+, w−n ∈W−,
w+n ∈W+ (see (1.4)). Taking ϕ =w+n in (3.2) then∫
Ω
[∣∣∇w+n ∣∣2 − λk(w+n )2]dx  ∥∥w+n ∥∥+
∫
Ω
g(x,un)w
+
n dx

∥∥w+n ∥∥+
∫
Ω
(
A|un|r +B
)
w+n dx  c
∥∥w+n ∥∥+A
∫
Ω
|un|r
∣∣w+n ∣∣dx
 c
∥∥w+n ∥∥+A‖un‖rL2r∥∥w+n ∥∥L2  c∥∥w+n ∥∥+A|Ω |(1−r)/2‖un‖rL2∥∥w+n ∥∥L2
 c
∥∥w+n ∥∥+ β‖un‖r∥∥w+n ∥∥, (3.3)
where β =A|Ω |(1−r)/2λ−(1+r)/21 . Therefore∥∥w+n ∥∥2  c∥∥w+n ∥∥+ βα ‖un‖r
∥∥w+n ∥∥, (3.4)∥∥w+n ∥∥ βα ‖un‖r + c, (3.5)
and ∫
Ω
[∣∣∇w+n ∣∣2 − λk(w+n )2]dx  β2α ‖un‖2r + c‖un‖r + c. (3.6)
Take ϕ =w−n in (3.2) and similar arguments show that
‖w−n ‖
β
α
‖un‖r + c, (3.7)∫
Ω
[|∇w−n |2 − λk(w−n )2]dx  β2α ‖un‖2r + c‖un‖r + c. (3.8)
Since g has subcritical growth, we only need to prove that {‖un‖} is bounded. Suppose that
‖un‖→∞ as n→∞. It follows from (3.5) and (3.7) that
‖wn‖
‖un‖ → 0,
‖vn‖
‖un‖ → 1, as n→∞. (3.9)
Now using (3.6) and (3.8) we have
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∫
Ω
[|∇un|2 − λku2n]dx −
∫
Ω
G(x,un) dx
 β
2
α
‖un‖2r + c‖un‖r + c−
∫
Ω
G(x, vn) dx −
∫
Ω
[
G(x,un)−G(x, vn)
]
dx.
(3.10)
Using the mean value theorem we get∣∣∣∣
∫
Ω
[
G(x,un)−G(x, vn)
]
dx
∣∣∣∣=
∣∣∣∣
∫
Ω
g(x, vn + τwn)wn dx
∣∣∣∣

∫
Ω
(
A|vn + τwn|r +B
)|wn|dx A∫
Ω
|vn + τwn|r |wn|dx + c‖wn‖
A
∫
Ω
(|vn|r |wn| + |wn|1+r)dx + c‖wn‖
A‖vn‖rL2r‖wn‖L2 + c‖wn‖1+r + c‖wn‖
 β‖vn‖r‖wn‖+ c‖wn‖1+r + c‖wn‖
 2β
2
α
‖vn‖r‖un‖r + c‖un‖r(1+r) + c‖un‖r + c. (3.11)
By (g2) and (3.9), for given ε > 0, there is R > 0 such that for all vn with ‖vn‖R,
−
∫
Ω
G(x, vn) dx  (−4+ ε)β
2
α
‖vn‖2r . (3.12)
Therefore for all n with ‖vn‖R,
J (un)
β2
α
[‖un‖2r + 2‖un‖r‖vn‖r + (−4+ ε)‖vn‖2r]+ c‖un‖r(1+r)
+ c‖un‖r + c
= β
2
α
‖un‖2r
{
1+ 2‖vn‖
r
‖un‖r −
(4− ε)‖vn‖2r
‖un‖2r +
c
‖un‖r(1−r)
+ c‖un‖r +
c
‖un‖2r
}
. (3.13)
Now using (3.9) and the fact ε can be chosen arbitrarily and 0 < r < 1, we see that
J (un)→−∞ as n→∞. This contradicts (3.1) and hence {‖un‖} is bounded. The proof
is completed. ✷
Lemma 3.2. Let g satisfy (g1). Then J (u)→+∞ for u ∈W+ with ‖u‖→∞.
Proof. For u ∈W+, using (g1) and the mean value theorem we deduce
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2
∫
Ω
[|∇u|2 − λku2]dx − ∫
Ω
G(x,u) dx
 α
2
‖u‖2 −
∫
Ω
[
G(x,u)−G(x,0)]dx  α
2
‖u‖2 −
∫
Ω
∣∣g(x, τu)u∣∣dx
 α
2
‖u‖2 − c‖u‖1+r − c‖u‖. (3.14)
The conclusion follows from 0 < r < 1. ✷
Lemma 3.3. Let g satisfy (g1) and (g2). Then J (u) → −∞ for u ∈ W− ⊕ V with
‖u‖→∞.
Proof. For u ∈ W− ⊕ V , write u = w + v, v ∈ V,w ∈ W−. Then by the mean value
theorem, we have
J (u)= 1
2
∫
Ω
[|∇u|2 − λku2]dx − ∫
Ω
G(x,u) dx
−α
2
‖w‖2 −
∫
Ω
[
G(x,u)−G(x, v)]dx − ∫
Ω
G(x, v) dx
=−α
2
‖w‖2 −
∫
Ω
g(x, v + τw)w dx −
∫
Ω
G(x, v) dx. (3.15)
By (g1) we have∫
Ω
∣∣g(x, v + τw)w∣∣dx  ∫
Ω
(
A|v+ τw|r |w| +B|w|)dx
A
∫
Ω
|v|r |w|dx + c‖w‖1+r + c‖w‖A‖v‖r
L2r ‖w‖L2 + c‖w‖1+r + c‖w‖
 β‖v‖r‖w‖ + c‖w‖1+r + c‖w‖. (3.16)
By (g2), for given ε > 0, there is R > 0 such that for v ∈ V with ‖v‖R,∫
Ω
G(x, v) dx 
(
4β2
α
− ε
)
‖v‖2r . (3.17)
Therefore
J (u)−α
2
‖w‖2 + β‖v‖r‖w‖ −
(
4β2
α
− ε
)
‖v‖2r + c‖w‖1+r + c‖w‖
=−α
4
(
‖w‖ − 2β
α
‖v‖r
)2
− α
4
‖w‖2 + c‖w‖1+r + c‖w‖
−
(
3β2 − ε
)
‖v‖2r . (3.18)α
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J (u)→−∞, as ‖u‖→∞, u ∈W− ⊕ V. (3.19)
The proof is completed. ✷
Using similar arguments we have the following two lemmas.
Lemma 3.4. Let g satisfy (g1) and (g3). J (u)→+∞ for u ∈ V ⊕W+ with ‖u‖→∞.
Lemma 3.5. Let g satisfy (g1). Then J (u)→−∞ for v ∈W− with ‖u‖→∞.
Lemma 3.6 [13]. Let either (g+0 ) or (g−0 ) hold; then J has the local linking (2.1) at u= 0
with respect to H 10 (Ω) = H− ⊕ H+, H+ = (H−)⊥ with either H− := W−0 ⊕ V0, or
H− :=W−0 where
W−0 =
m−1⊕
j=1
ker(−∆− λj ), V0 = ker(−∆− λm),
W+0 =
⊕
j>m
ker(−∆− λj ).
Proof. We sketch out the proof for the case (g−0 ). Write J as
J (u)= 1
2
∫
Ω
[|∇u|2 − λmu2 ]dx − ∫
Ω
G0(x,u) dx. (3.20)
For u ∈W−0 and ‖u‖ ρ,
J (u) 1
2
(
1− λm
λm−1
)
‖u‖2 −
∫
Ω
G0(x,u) dx = 12
(
1− λm
λm−1
)
‖u‖2 + o(‖u‖2)
 0, if ρ > 0 small. (3.21)
For u ∈ V0 ⊕W+0 and ‖u‖ ρ, we write u= v +w where v ∈ V0 and w ∈W+0 . Then
J (u) 1
2
(
1− λm
λm+1
)
‖w‖2 −
∫
Ω
G0(x,u) dx. (3.22)
By (g−0 ),
∫
|u(x)|δ G0(x,u) dx  0. Because V0 is finite dimensional, if |u(x)|> δ then we
have |w(x)| (2/3)|u(x)| when ρ is small. Hence∫
|u(x)|>δ
G0(x,u) dx  c
∫
|u(x)|>δ
∣∣u(x)∣∣s dx  c∫
Ω
(3/2)s
∣∣w(x)∣∣s dx  c‖w‖s , (3.23)
where 2 < s  2∗ = 2N/(N − 2) if N  3. So
J (u) 1
2
(
1− λm
λm+1
)
‖w‖2 −
∫
G0(x,u) dx − c‖w‖s . (3.24)|u(x)|δ
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f (x, t) = λmt , a.e. in Ω and |t|  δ so that 0 is not an isolated critical point of J and
(1.1) has infinitely many solutions. Hence we get the conclusion that
J (u) > 0, for u ∈ V0 ⊕W+0 with 0 < ‖u‖ ρ.
This completes the proof. ✷
Lemma 3.7. Let p :Ω × R→ R be a Carethéodory function satisfying p(x, t) = 0 for
t  0 and limt→+∞p(x, t)/t = α > λ1. Then the functional Jˆ :H 10 (Ω)→R defined by
Jˆ (u)= 1
2
∫
Ω
|∇u|2 dx −
∫
Ω
P(x,u) dx
satisfies the (PS) condition, where P(t)= ∫ t0 p(x, s) ds.
Proof. Let {un} ⊂H 10 (Ω) be such that∫
Ω
∇un∇ϕ dx −
∫
Ω
p(x,un)ϕ dx = o
(‖ϕ‖), as n→∞. (3.25)
Since p(x, t)= αt +O(t) as t→+∞, take ϕ = un, then
‖un‖2 =
∫
Ω
p(x,un)un dx + o
(‖un‖) c‖un‖2L2 +O(‖un‖)+ c. (3.26)
Therefore we only need to show that {‖un‖L2} is bounded which and (3.26) imply that
{‖un‖} is bounded and then a standard argument shows the existence of convergent
subsequence of {un}. Suppose that ‖un‖L2 →∞ as n→∞. Let wn = un/‖un‖L2 then
‖wn‖L2 = 1. It follows from (3.26) that {‖wn‖} is bounded. Hence there is a renamed
subsequence {wn} satisfying
wn→w, in L2(Ω), wn ⇀w, in H 10 (Ω),
wn(x)→w(x), in Ω, (3.27)
for some w ∈H 10 (Ω) with ‖w‖L2 = 1. By (3.25) we have∫
Ω
∇w∇ϕ dx −
∫
Ω
αw+ϕ dx = 0 for any ϕ ∈H 10 (Ω), (3.28)
where w+ = max{w,0}. The regularity theory implies that
−∆w= αw+, in Ω, w = 0, on ∂Ω. (3.29)
By the maximum principle, w = w+  0. Since α > λ1, w ≡ 0, which contradicts
‖w‖L2 = 1. Hence {‖un‖L2} is bounded. ✷
Now everything is ready for us to give the proof of Theorem 1.1.
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(g2), and Lemma 3.1, the functional J satisfies the (PS) condition. Because J is weakly
lower semicontinuous and is coercive on H+ := W+ by Lemma 3.2, J can attain its
minimum infw∈W+ J (w) > −∞, i.e., J is bounded from below on W+. By Lemma 3.3,
J is anticoercive on H− :=W− ⊕ V . Thus Proposition 3.8 in Bartsch and Li [3] tells us
that
Cµ∞+ν∞(J,∞) 0, (3.30)
where µ∞ := dimW− and ν∞ := dimV . Now u = 0 is a degenerate critical point of J
with Morse index µ0 = dimW−0 and nullity ν0 = dimV0. By (g+0 ) and Lemma 3.6, J has
a local linking at 0 with respect to (W−0 ⊕ V0)⊕W+0 . Therefore
Cq(J,0)∼= δq,µ0+ν0Z (3.31)
by Proposition 2.2. Because m = k, we have that Cq(J,∞) Cq(J,0) for q = µ∞ + ν∞.
Thus J has a critical point u∗ = 0 such that
Cµ∞+ν∞(J,u∗) 0. (3.32)
Using the condition f (x, t1) = 0 for t1 > 0, we define the cut-off functional
J˜ :H 10 (Ω)→R as
J˜ (u)=
∫
Ω
|∇u|2 dx −
∫
Ω
F˜ (x,u) dx,
where F˜ (x, t)= ∫ t0 f˜ (x, s) ds, f˜ (x, t)= f (x, t) if t ∈ [0, t1] and f˜ (x, t)= 0 if t /∈ [0, t1].
It is easy to see that J˜ is bounded from below and satisfies (PS). Hence J˜ has a minimizer
u+0 that satisfies
−∆u+0 = f˜
(
x,u+0
)
, in Ω, u+0 = 0, on ∂Ω.
By the maximum principle we have 0 < u+0 < t1. Hence u
+
0 is a local minimizer of J .
Using the condition f (x, t2) = 0 for t2 < 0, a similar way shows that J has also a
local minimizer u−0 such that t2 < u
−
0 < 0. By the results in Brezis and Nirenberg [4] and
Chang [6], we have
Cq
(
J,u±0
)∼= δq,0Z. (3.33)
Starting with u+0 to define the functionals I± :H 10 (Ω)→R as
I±(v)= 12
∫
Ω
|∇v|2 dx −
∫
Ω
[
F
(
x,u+0 + v±
)− F (x,u+0 )− f (x,u+0 )v±]dx, (3.34)
where v+ = max{v(x),0}, v− = min{v(x),0}. After simple calculations, I± can be
rewritten as
I±(v)= J
(
u+0 + v±
)− J (u+0 )+ 12
∫
|∇v∓|2 dx. (3.35)Ω
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I±(v)= J
(
u+0 + v
)− J (u+0 ). (3.36)
By Lemma 3.7, I± satisfy (PS). Since u+0 is a local minimizer of J , it follows that v = 0 is
a strict minimizer of I± by (3.35). Moreover,
I±(tϕ1)→−∞ as t →±∞, (3.37)
where ϕ1 is the first eigenfunction of −∆ with 0-Dirichlet boundary data. By the mountain
pass lemma and the maximum principle, I+ has a positive critical point v+0 > 0 and I− has
a negative critical point v−0 < 0 satisfying{
∆v±0 = f
(
x,u+0 + v±0
)− f (x,u+0 ), in Ω,
v±0 = 0, on ∂Ω.
(3.38)
Hence u±1 := u+0 + v±0 are two solutions of (1.1), and u−1 < u+0 < u+1 . Moreover, restricted
to a C10 (Ω) neighborhood of u
±
1 , we have (3.36). Thus applying Corollary 8.5 in Mawhin
and Willem [20] and Theorem 1 in Chang [6], the critical groups of J at u±1 are
Cq
(
J,u±1
)∼= Cq(I±, v±0 )∼= Cq(I±|C10 (Ω), v±0 )∼= δq,1Z. (3.39)
Starting with u−0 and using the same arguments as above we can show that J has two
more critical points u±2 such that u
−
2 < u
−
0 < u
+
2 and
Cq
(
J,u±2
)∼= δq,1Z. (3.40)
Now comparing (3.31)–(3.33), (3.39), (3.40) and using k,m  2,m = k, we get the
conclusion that J has at least five nontrivial critical points. This completes the proof. ✷
Remark 3.1. The existence of one solution of (1.1) can be obtained by directly use of
Rabinowitz saddle point theorem [22].
Remark 3.2. In the proof of Theorem 1.1, we actually obtain seven nontrivial solutions
for (1.1): u∗, u+0 , u−0 , u+1 , u−1 , u+2 , u−2 with u−2 < u−0 < u+2 and u−1 < u+0 < u+1 , in which
u+0 , u
+
1 are positive and u
−
0 , u
−
2 are negative. Moreover, u
±
0 are minimizers and u
±
1 , u
±
2
are mountain pass type solutions. We know that u±1 , u
±
2 are nontrivial by comparing their
critical groups (see (3.31), (3.39), and (3.40)). We only know u+1 = u−2 . But we cannot
distinguish u−1 from u
±
2 and u
+
2 from u
±
1 because they possess the same critical groups.
We refer the readers to [15] where a different method concerning mountain pass theorem
in order interval can give partial answers.
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