The paper presents an on-board estimation, navigation and control architecture for multi-rotor drones ying in urban environment. It consists of adaptive algorithms to estimate vehicle's aerodynamic drag coecients with respect to still air and the urban wind components along the ight trajectory, with guaranteed fast and reliable convergence to the true values; navigation algorithms to generate feasible trajectories between given way-points that take into account the estimated wind; and of control algorithms to track the generated trajectories as long as the vehicle retains sucient number of functioning rotors capable of compensating for the estimated wind. All components of this on-board system are computationally eective and are intended for a real time implementation. The algorithms were tested in simulations.
simplicity in design. However, this type of design with the light weight structure and limited power makes them vulnerable to wind disturbances, hence dicult for accurate navigation and control in outdoors, especially in urban environment where the wind eld is more complex and has more uncertainties.
One way of enabling reliable UAV operations in urban environment is to design a controller capable of compensating for atmospheric disturbances, see for example [15] , [1] , [17] , [12] , [22] , [25] , [7] and references therein. In [15] , the wind eects are estimated by a nonlinear disturbance observer and used to design a path following controller. In [1] , a controller is presented to achieve trajectory tracking for kinematic models of unmanned aerial vehicles. In [17] , a linear observer with integral action is used to stabilize a qudrotor at hover ight taking into account only the wind eects in roll and pitch angles. In [12] , L1 adaptive control augmentation of the baseline outer-loop controller is used for position tracking in the presence of wind disturbances. In [22] , path-following guidance method is presented in the presence of quasi-constant but unknown wind disturbances. A quaternion-based adaptive attitude control for a quadrotor in the presence of external disturbances is considered in [25] .
Handling wind disturbances with control design is easy to implement, but may generate problems when the wind in the direction of predened path/trajectory is strong enough to cause actuator saturations or rapid discharge of batteries. In this case, the mission cannot be accomplished. However, it may be possible to redene the trajectories incorporating the available or estimated wind information and make the mission possible. That is the trajectory or path generation phase of the UAS operations in urban environment should include the wind wield. However, the majority of the existing trajectory generation algorithms do not take into account the atmospheric drag and wind eects (see for example [19] and references therein). These algorithms can be related to two main groups. First group incorporates only spacial variables in the design. That is, rst a geometric path is planned in space from a class of primitives such as lines, polynomials or splines, then the path is parameterized in time in order to enforce the vehicle's dynamic constraints (see for example [4, 6, 11] ). A literature survey on path planning can be found in [13] . The second group simultaneously incorporates spatial and temporal variables and designs trajectories based on solutions of some optimal control problems. Examples of such methods include minimum snap trajectory generation [18] , the minimization of a weighted sum of derivatives [21] , a learning-based model predictive control method for linear dynamics [3] , a time-optimal control methods based on Pontryagin's minimum principle [10] or numerical optimization [16] . To simplify the optimization routines, the dierential atness of quadrotor dynamics can be exploited (see for example [19] and references therein), which results in decoupled trajectory generations for the translational axes and yaw angle, the latter is usually xed at zero in the literature. This method can be used to generate trajectories by minimizing the snap (forth order derivative of the position) [18] , the time of ight [9] , [2] or the jerk (third order derivative of the position) [19] .
Trajectory generation problems in the wind eld have received less attention. In [8] , a time optimal trajectory generation method in known constant in time and linear in space wind eld is presented for the kinematic model of quadrotors. In [28] and [24] , minimum time algorithm and trochoids are respectively used for path planning in known steady uniform wind elds for xed wing UAVs. These approaches are not applicable in urban environment since the wind eld may not be uniform or known. For this reason wind estimation techniques have to be employed to accommodate for the trajectory generation.
One way to estimate the wind components is using air data measurements from available onboard sensors (see for example [5] , [14] and references therein). While this approach may be suitable for xed wing UAVs, no reliable air data sensors have been reported for the multi-rotor UAVs in the literature to our best knowledge. Therefore there is a need for wind estimation methods using only inertial data. This paper presents a unied approach to autonomous ights of multi-rotor vehicles in urban environment without prior knowledge of the wind eld, which is variable in time and in space.
It is assumed that the inertial position and velocity of the vehicle's center of mass, orientation angles around the center of mass and the angular rates are available for feedback through on-board sensor package. The approach includes a set of real-time algorithms to accurately estimate the atmospheric drag forces and moments and the wind linear and angular velocities and accelerations, generate minimum time trajectories trough the given set of way points, which take into account the estimated drag and wind, and a control design that produces proper input signals to individual motors to reliably track the generated trajectories in the presence of the atmospheric disturbances.
The benets of the approach have been demonstrated through the simulation for an octocopter ying in the cityscape with simulated wind eld.
II. Drone's Dynamic Model

A. Equations of Motion
The dynamics of the multi-rotor vehicle's center of mass in the East-North-Up Earth (inertial) frame (F E ) are given byṙ
(1)
where r(t) = [x(t) y(t) z(t)] is the position of the center of mass in
is the inertial velocity, m is the mass, f T (t) is the total thrust generated by the rotors, R B/E (t) is the rotation matrix from the body frame F B (Forward-Left-Up) to F E , e The vehicle's rotational dynamics about the center of mass are given in the frame F B aṡ
where ω(t) = [p(t) q(t) r(t)] is the angular rate of F B with respect to the inertial frame
is the vehicle's inertia matrix (the body frame is aligned with the principal axes of inertia), J m is the rotor inertia about the axis of rotation (assuming identical for all of them),
is the i-th rotor angular rate about its axis of rotation, τ (t) is the torque generated by the rotors, τ D (t) is the aerodynamic rotational drag torque.
It is assumed that all motors generate thrust in the positive z-direction in F B frame (e B 3 ), and
, where f i (t) is the thrust generated by the i-th rotor at time t.
B. Aerodynamic Drag
In this paper, we adopt commonly used quadratic model D = − That is
, which in the vector-matrix form can be written as
where we have introduced a notation
We adopt a similar model for the rotational drag (or drag torque) using the body angular velocity ω a with respect to the air. In the body frame the rotational drag is expressed as τ In what follows, we will use the following expressions for the translational and rotational drags
where c D and c τ are constant vectors of translational and rotational drag coecients respectively.
III. Adaptive Estimation
A. Drag Estimation
First, we estimate the translational drag coecient c D , when the airspeed and the inertial velocity are equal, that is when the drone ies in the still air (or indoor). To this end, we use the vehicle's inertial velocity and orientation angle measurements, available from the sensor package. In addition we assume that the total thrust generated by the rotors is available from the rotor models and spin rate measurements. Representing the translational dynamics (1) in the form
and following the steps from [26] , we design a prediction model
wherev(t) is the velocity prediction,ĉ D (t) is the translational drag coecient's estimate, λ l is the error feedback gain andṽ(t) = v(t) −v(t) is the prediction error. The adaptive law forĉ D (t) is derived from the Lyapunov stability analysis for the prediction error dynamics
is the estimation error. The Lyapunov function is chosen as
where γ l > 0 is the adaptation rate. It is straightforward to see thaṫ
Therefore, dening the adaptive law aṡ
rendersL(t) negative semidenite, implying thatṽ(t) andc D (t) are globally bounded. In addition,
is bounded. Since (8) is an LTI system with the input
nonzero. In fact, in this case the convergence is exponential (see for example [20] ).
Next, we estimate the rotational drag using the prediction of the angular rate dynamics
whereω(t) is the prediction of the vehicle's angular rate,ĉ τ (t) is the estimation of the rotational drag coecient, λ r > 0 is the error feedback gain andω(t) is the prediction error. The adaptive law for the estimateĉ τ (t) is given bẏ
which results in the error system
As in the previous case, it can be shown that the error system (14) is globally stable, andω(t) → 0 as t → ∞ when ω(t) is bounded. In addition, if all of the components of ω(t) are nonzero,c τ (t) → 0 exponentially as t → ∞. It should be noted that in the case of rotational drag partial convergence is possible. That is, if not all components are nonzero, the rotational drag coecients corresponding to nonzero components exponentially converge to the true values because the equations in (14) are decoupled.
B. Wind Estimation
Once we have estimated both translational and rotational drag coecients, we can proceed with the estimation of the wind velocities and accelerations. To this end we write the dynamic equations
where the airspeed v 
and s ω (t) respectively, so the equations (15) take the forṁ
Similar to the drag estimation case, we introduce the prediction model and adaptive law for the translational dynamics asv
where
is the inertial velocity prediction error,ŝ v (t) is the disturbance estimate, and for the rotational dynamics aṡ
where λ ω > 0 and γ ω > 0 are design parameters,ω(t) = ω(t) −ω(t) is the angular rate prediction error,ŝ ω (t) is the disturbance estimate. Denoting the estimation errors ass v (t) = s v (t) −ŝ v (t) and
, we derive the error systeṁ
for the translational dynamics andω
for the rotational dynamics.
Obviously, the error system (19) and (20) are stable LTI systems with inputsṡ v (t) andṡ ω (t) respectively, therefore have bounded solutions if the signalsṡ v (t) andṡ ω (t) are essentially bounded, that is bounded everywhere except for on the sets of measure zero. Assuming that the ight control system provides a bounded and continuous inertial velocity and angular rate, the proposed method can produce valid estimates of any wind eld, even if the wind components are abruptly changing at countably many time instances.
To derive the upper bounds on the components of the estimation errors, we notice that the equations (19) and (20) are decoupled. Therefore we introduce a generic systeṁ
where x 1 (t) represents any component of the linear or angular velocity prediction errorsṽ(t) or
respectively.
First of all, we notice that if f (t) ≡ 0, then x 1 (t) and x 2 (t) exponentially converge to zero from all initial conditions, which means that translational and rotational drag estimates exponentially converge to true values on any interval where the corresponding linear or angular drag components are constant.
Next, ignoring the exponentially decaying eects of the initial errors, the rate of decay which is given by the design parameters k v and k ω , we represent the solution of (21) in the operator form as
Since
we conclude that
where ess sup |f [0,t] | denotes the essential supremum of |f (t)| on the [0, t] interval. It follows that the drag estimation errorss v (t) ands ω (t) can be decreased as desired by the proper choice of design parameters γ and λ.
We will use the translational and rotational drag estimatesŝ v (t) andŝ ω (t) for the trajectory generation and control design purposes. Their respective rate of change is generated according to the corresponding adaptive laws.
The wind linear and angular velocities are computed from the equationŝ
Sinceŝ v (t) is in the inertial frame, rst we translate it to the body frameŝ 
c Dy |v
solving which for the wind components in the body frame we obtain
The wind angular velocity components are found similarlŷ
Next we compute the wind linear and angular accelerations usingṡ v (t) andṡ ω (t) from the prediction models (17) and (18) . Dierentiating equations (23) with respect to time we obtaiṅ
Taking into accountv
where the division is understood component-wise. We notice that the wind accelerations estimates involve the vehicle's inertial linear and angular accelerations expressed in body frame.
IV. Trajectory Generation
In this section we present a trajectory generation algorithm that takes into account the atmospheric eects in multi-copters dynamics using the estimatesŵ(t),ω c (t),ŝ v (t) andŝ ω (t) and their derivatives from the previous section. For this purpose, we consider the simplied equation of
where the rotation matrix R B/E (t) evolves according to equatioṅ
and the mass-normalized total thrustf(t) = f T (t) m and the angular rate ω(t) are viewed as control inputs. The justication of this simplication is that the controller designed for the angular rate
can provide fast and accurate tracking of the angular rate commands in the presence of rotational drag with or without wind. The design of this controller is presented in the next section.
To generate trajectories we modify the jerk minimization approach of [19] so that the estimatê s v (t) of the aerodynamic drag can be directly taken into account. For the given trajectory r(t) =
[x(t) y(t) z(t)] , the required mass-normalized thrust vector T (t) =f (t)R B/E (t)e B
3 can be expressed
which implies that
That is the mass-normalized total thrust magnitude necessary to traverse the given trajectory is dened by (33). The orientation of the thrust vector is dened by the roll and pitch angles, the rate of change of which is related to the jerk (third derivative of the position) of the given trajectory through the equations (29) and (30). Dierentiating (29) and (33) we obtain ...
...
solving which for angular rates results in
(37) Equation (36) denes the angular rates ω x and ω y necessary to traverse the given trajectory. Obviously, a given trajectory can be traversed using the control inputsf, ω x and ω y . That is, only these three control inputs are needed to generate a 3D trajectory. Then, ω z can be used by the user to control the on-board sensor direction (the rotation of the vehicle around the trust vector) for surveillance, mapping, etc. In this paper, we assume ω z = 0.
The total thrust generated by the motors satises the physical constraint
and the angular rate input is bounded due to sensor limitations as
which directly takes into account the estimate of the wind vorticityω B c (t).
Following the steps of [19] , we generate a single axis motion primitives using a third order system ...
with performance index
initial conditions s j0 ,ṡ j0 ,s j0 and nal conditions s jf ,ṡ jf ,s jf for each j = x, y, z, where t f is the time to traverse. The resulting closed form solution s j is a 5th order polynomial in time, the coecients of which depend on nal time t f and initial and nal conditions (we refer the interested reader to [19] for details). Therefore, to fully dene s(t) = [s x (t) s y (t) s z (t)] one needs to select the initial state the nal time t f and the nal state (fully or partially dened).
In this paper, we propose the following algorithm for trajectory generation. Let a series of waypoints p j , j = 1, . . . , N p be provided by some type of planner (not included in the paper), and let p 0 = r(t), where r(t) is the vehicle's position at current time t. For each portion of trajectory between two way points p j−1 and p j , we compute minimum possible time-to-go by dividing the distance between way points d j = p j − p j−1 by the maximum possible velocity V max . If V max is not available from the vehicle's specications, we compute it from the equation
The resulting time-to-go t go is used as a rst iteration for nal time t j,f1 = t go in the optimal control problem (40) and (41), where for each j = 1, . . . , N p the boundary conditions are selected for all three directions x, y, z (the vector form) independent of iterations on the nal time. We set s j0 = p j−1 and s jf = p j for the rst state (position), ands j0 =s(t j−1,f ) ands jf = 0 for the third state (acceleration), wheres(t j−1,f ) is available from the previous portion for j > 0 and is the vehicle's acceleration at current time t for j = 0. The boundary conditions for the second state (velocity) are selected as follows. We setṡ 00 =ṙ(t) at the initial waypoint (j = 0) anḋ s Np,f = 0 at the nal waypoint j = N p (arriving to-rest). For all other waypoints we set the initial conditions asṡ j0 =ṡ(t j−1,f ), and the nal conditions component-wise asṡ (x,y,z),jf = 0 if |(x, y, z) j+1 − (x, y, z) j | ≤ ε (x,y,z) and unspecied (free) otherwise. Here, ε (x,y,z) > 0 is a design parameter that can be chosen according to the scale of the distance to be traveled in (x, y, z) direction. This setup enables the vehicle to travel along the straight (or approximately straight)
trajectories with a maximal speed without slowing down at way points and without excessive crosstrack maneuvers.
We iterate on the terminal time between any two waypoints p j−1 and p j as follows. First, we generate a trajectory s(η) on the interval t j−1,f ≤ η ≤ t jf1 according to the set optimal control problem, where t 0,f = t.
Next, we compute the mass-normalized thrust vector T (η) required to traverse the trajectory s(η) component-wise using the equations
where s v (η) is the best available prediction of the drag force, since the estimates of the drag forcê s(t) and the wind velocityŵ(t) are available only at current time t. This prediction can be computed
The total mass-normalized thrust is computed asf(η) = T 2
z (η) and the minimum
and maximum values of itf min andf max are numerically computed on the interval t j−1,f ≤ η ≤ t jf1 .
Then, we check the thrust feasibility condition (38) forf max andf min . If the conditions are satised, we compute [ ...
is constant, and check the rate feasibility (39).
If it is satised the trajectory s(η), t j−1,f ≤ η ≤ t jf1 is marked as feasible trajectory between waypoints p j−1 and p j , and the algorithm is advanced to the next way point taking.
If any of the checks fail, we set t jfi+1 = t jfi + ∆t for some time step ∆t and i = 1, . . . , N and return to the rst step. The iteration is continued until preset reasonable number N is reached, after which the algorithm exits with no feasible trajectory generated for the corresponding waypoint. In this case, the algorithm waits for the planner to provide new set of waypoints. Meantime, the drone can execute the generated portion of the trajectory (if there exists one) or hover (if not) or land (if not enough battery power remains).
When the algorithm exits with a feasible trajectory, it is a sub-minimum time trajectory. That is, for each portion of the trajectory, the time to traverse is within ∆t margin of a true minimum time trajectory, which also minimizes the aggressiveness of the traverse (see [19] for the explanation of the aggressiveness).
V. Trajectory Tracking Control Design
In this section we design a controller for the multi-rotor to track the 3D trajectory r com (t) = [x com (t) y com (t) z com (t)] and the heading angle (ψ com (t)) commands generated in the previous section.
A. Center of Gravity (CG) Control
The motion of drone's CG is controlled by the thrust vectorf(t)R B/E (t)e 3 or by the magnitude of total thrustf(t) and the orientation angles φ(t) and θ(t) according the force equation (29), which are designed from the perspective of tracking the trajectory command r com (t) or velocity command v com (t) depending ot the users preferences. When the objective is to track r com (t), the corresponding v com (t) is generated using backstepping approach as
where c 1 > 0 is a design parameter, otherwise
The control law is dened according to equation
where c 2 > 0 is a design parameter, andv com (t) is computed respectively from (46) or (47). Substituting the control law in (29) results in the exponentially stable error dynamicṡ
for the tracking error e v (t) = v(t) − v com (t).
The required total thrust and orientation angle commands are obtained from (48) assuming that −π/2 < φ, θ < π/2, that is there are no ip-over maneuvers. This assumption ensures that the functions cos φ and cos θ are nonzero, and the sin φ and sin θ are one-to-one invertible. It follows from the equation (48) written component-wisē
that the total thrust is readily obtained from the third equation as
which basically controls the drone's altitude or vertical speed. Next, multiplying the rst equation by cos ψ(t), the second one by sin ψ(t), then adding and subtracting them we obtain
B. Attitude Control
Now, we derive the control torque for the rotational dynamics such that the Euler angle E(t), which evolves according to dynamicsė
tracks the command E com (t) = [φ com (t) θ com (t) ψ com (t)] , where the roll and pitch angles commands are obtained from the perspective of the position tracking, and the yow angle command is provided by the trajectory generation algorithm. Using time scale separation and dynamic inversion techniques, we rst derive an expression for the desired angular rates
where e E (t) = E(t) − E com (t) is the attitude angles tracking error, c E > 0 is the control gain, and
is the inverse of the matrix H(t) given by
Then we derive the required control torque using equation (31)
where c ω > 0 is the control gain, e ω (t) = ω(t) − ω com (t) is the angular rate tracking error, which satises the exponentially stable dynamicṡ
Following the steps from [27] , the individual motor inputs are obtained by solving the control allocation equation
for f i , i = 1, . . . , n, where the coecients b ij , i = 1, 2, j = 1, . . . , n are easily derived from the geometry of the drone, and b 3j = (−1) j d, j = 1, . . . , n, where d is the ratio between the drag and the thrust coecients of the propeller blade.
VI. Simulation Results
The performance of the presented algorithms are demonstrated in simulations using the dynamic model of DJI S1000 octocopter. Waypoints are generated by means of A * path planning algorithm for a digital cityscape assuming that information about dynamic obstacles (city transportation)
is provided by on-board sensors (for example LIDAR). Initially, we generate a trajectory through way points using the presented algorithm which takes less than a millisecond using Matlab on a conventional laptop computer. We then we re-plan the trajectory every 5 sec, which corresponds to time interval required by the sensor information processing and way points generation. The octocopter camera direction is commanded to periodically sweep the eld of view from −60deg to 60deg. Figure 1 displays the generated 3D trajectory with corresponding waypoints. along the trajectory of ight. In the computation of these components the sign function is used, which in some cases (frequent zero crossing because of numerical errors in computations) results in errors (spikes in w z are most visible). Further analysis are required to resolve these numeric issues.
The estimated wind linear and angular velocities current at time are used in trajectory replanning. The controller uses the estimated drag force and torque to generate required total thrust and three-axis torques, which is distributed to the individual motors trough the control allocation technique from [27] . Figure 7 displays the trajectory commands and the controller's tracking performance in threeaxis directions. It can be observed that the close tracking is achieved despite severe wind condition, which is presented in Fig. 2 . Figure 8 presents the generated velocity command tracking performance. It can be observed that the close tracking is achieved although the objective is to track the position and heading angle commands. Figure 9 displays the octocopter roll and pitch angle 
VII. Conclusion
We have presented a unied estimation, navigation and control approach for multi-rotor drones ying in urban environment. The enclosed adaptive algorithms provide capabilities for the fast and reliable estimation of the drone's aerodynamic drag coecients in zero wind conditions, and the wind components along the ight trajectory. The navigation algorithms generate sub-minimum time and minimum jerk trajectories between given way-points taking into account the estimated wind.
These algorithms are very fast and rely on the analytic solutions of the single axis optimal control problem, the feasibility of which is checked with respect to drone's dynamics, which include the In Proc. of the AIAA Guidance, Navigation, and Control Conference, 2008.
