Analyses of the near-ultraviolet continuum of late-type stars have led to controversial results regarding the performance of state-of-the-art model atmospheres. The release of the homogeneous IUE final archive and the availability of the high-accuracy Hipparcos parallaxes provide an opportunity to revisit this issue, as accurate stellar distances make it possible to compare observed absolute fluxes with the predictions of model atmospheres.
Introduction
The old problem of the missing opacity in the UV region of the solar spectrum (Holweger 1970 , Gustafsson et al. 1975 ) was claimed to be solved by Kurucz (1992) , who included millions of atomic and molecular lines previously ignored in the computation of model atmospheres. Later, Bell, Paltoglou & Tripicco (1994) criticized that solution, and the controversy has been recently revived by Balachandran & Bell (1998) in connection with its relevance to the solar beryllium abundance. In the mean time, Malagnini et al. (1992) and Morossi et al. (1993) compared observations and Kurucz's calculations for late-G and early-K stars, and found that theory underpredicted the near-UV fluxes. Very recently, other authors have not found such inconsistencies in the analysis of UV spectra for late-type metal-poor stars and also for O-B-A stars (Peterson 1999 , 1999a , 1999b . The situation is confusing. A reappraisal deserves to be made taking advantage of recent revisions of stellar near-UV fluxes measured by the IUE satellite and the availability of Hipparcos parallaxes (ESA 1997) .
The continuum observed in the spectral region between 2500 and 3000Å is formed in the lower layers of the photosphere for late-type stars. While shorter wavelengths map higher atmospheric layers, this spectral band is particularly important as a spectroscopic tool, independent of the optical window, to analyze the stellar photosphere. UV spectra are of relevance to the determination of abundances of several astrophysically interesting elements such as boron (Duncan et al. 1998) or neutron-capture elements such as osmium, platinum, or lead (Sneden et al. 1998) . In a spectral region were spectral lines are highly crowded, a demostration that observed fluxes match those predicted by the models used for the abundance analysis gives confidence in the derived abundances. In addition, it has been recognized in the literature (Lanz et al. 1999 ) that good understanding of the near-UV spectrum of A−F stars is key for dating intermediate-age stellar populations.
Accurate measurements of stellar fluxes in the ultraviolet are in principle possible from outside Earth's atmosphere. Absolute fluxes were first measured through the long-wavelength cameras of the IUE satellite, later the shuttle-borne WUPPE instrument, and finally through GHRS, and now its substitute STIS, onboard HST. The quality of the fluxes measured by HST is high, but spectrographs onboard have mainly been used for high dispersion and therefore span a limited spectral coverage. The long life of the IUE satellite provided an extensive dataset of low dispersion spectra, although even the recently released (NEWSIPS) version of the database has been found to include systematic effects . A newer version of the IUE Final Archive, named INES (IUE Newly Extracted Spectra) has started to run at the time of writing this paper (Rodríguez-Pascual et al. 1999) .
Observations provide the flux at the Earth. Model atmospheres predict the surface flux per unit area. Observation and prediction are related by the stellar distance from Earth and the stellar radius. The absolute magnitude calculated using the apparent visual magnitude, a bolometric correction, and the Hipparcos parallax is combined with an estimate of the effective temperature and theoretical evolutionary tracks to derive the stellar radius. The radius and the Hipparcos parallax make it possible to correct the observed flux for dilution by the inverse-square law and so obtain the flux emitted from the stellar surface. Comparison with predicted fluxes is made for a range in effective temperature and metallicity with the best fit to the observed fluxes providing estimates of these two quantities. (Predicted fluxes are weakly sensitive to surface gravity.) We compare these estimates with those obtained by other techniques such as the InfraRed Flux Method, and analysis of absorption lines in optical spectra.
Observations
IUE observations have been entirely reprocessed in a homogeneous fashion with the set of procedures named NEWSIPS to produce the IUE Final Archive. This database, in particular the node operated at Villafranca Satellite Tracking Station near Madrid 1 , has been the source of the spectra analyzed here. A newer version of the archive is being released through prototype servers (Rodríguez-Pascual et al. 1999) .
Several improvements are present in the low-resolution NEWSIPS spectra employed here with respect to the older algorithms, such as a better weighted slit extraction method, and a correction for the sensitivity degradation of the detectors over the life of the satellite and temperature variations. An improved procedure for obtaining the absolute flux calibrations was also implemented. The reader is referred to the IUE NEWSIPS Information Manual (Garhart et al. 1997 ) and references therein for more detailed information.
When more than a single spectra was available for a given star, they were combined and cleaned using the IUEDAC IDL Software libraries 2 to produce a single spectrum per star. The effect of interstellar reddening was considered negligible.
3. The formation of the near-UV optical continuum and its sensitivity to the basic atmospheric parameters
We specifically refer to the near-UV as the region between 2000-3000Å. This spectral band is particularly interesting for the study of stellar atmospheres, as it maps the deeper parts of the photosphere, down below the region where the optical continuum is formed, but not as deep as the continuum observed at 1.6 µm. A simple sketch of the main hydrogenic opacities from 1 to 3 µm at a temperature of 5000 K and an electron pressure of 3 dyn cm 2 is shown in Fig. 1 . Hydrogen Rayleigh scattering, and even more importantly, but not represented in Fig. 1 , photoionization of carbon, silicon, aluminum, magnesium, and iron produce a tremendous increase of the continuum opacity for wavelengths shorter than about 2500Å (see Gray 1992 and references therein), and radiation is only able to escape from the higher atmosphere.
Between roughly 2000 and 2500Å and for solar abundances magnesium photoionization dominates the continuum absorption , and the opacity is larger, but of the same order of magnitude (yet uncertain) as the H − in the optical and near-IR. H − bound-free opacity is the main contributor to the continuum opacity between 2500 and 3000Å. A quantitative measure of the formation depths of the continuum at those wavelengths for a solar-like photosphere can be obtained computing the response function to temperature. Figure 2 shows the changes in the true continuum (not including Fig. 1 .-Hydrogen Rayleigh scattering, and H − continuum opacity at 5000 K and 3 dyn cm −2 in the near-UV, optical and near-IR. The region between 2000 and 3000Å, in which we concentrate is highlighted, and the wavelength coverage of the near-IR broad-band filters J, H, and K is indicated.
line absorption) at the stellar surface resulting from an increase of 10% in temperature at different atmospheric depths. The different lines correspond to different wavelengths, and the longer the wavelength, the higher (outer) in the atmosphere the response function peaks. Therefore, between roughly 2500 and 3000Å the continuum is formed in deeper regions than the optical continuum, while at shorter wavelengths the continuum covers higher layers. Due to the typical decrease of the flux towards shorter wavelengths in this region of the spectrum for late-type stars, and to the limited signal-to-noise ratio in the IUE spectra, it is the region between 2500 and 3000Å from where most of the information will be retrieved.
We have made use of the flux distributions calculated by Kurucz, and available at CCP7 3 since 1993. The grid includes models for different gravities (log g), effective temperatures (T eff ) and metal contents ([Fe/H]), while the parameters in the mixing-length treatment of the convection are fixed, as well as it is the microturbulence (2 km s −1 ), and the abundance ratio between different metals (solar-like mixture). For a given set of (T eff , log g, [Fe/H]), we obtain the theoretical flux from linear interpolation, and therefore using the information of the eight nearest models available Neutral metals are large contributors to line absorption in the near-UV. Therefore, temperature has three allied effects on the emerging flux. Firstly, hotter temperatures increase the available flux. They also reduce the importance of photodetachment absorption of H − , and so decrease the continuum absorption. Besides, the diminished abundance of neutral metals reduces the line absorption. The net effect is an important increment in the emerging flux. The solid lines in Fig.  3 show the result of a change of ±100 K in the effective temperature for a solar model atmosphere. Changes in chemical composition are important mainly for the neutral metal's contribution to the line absorption, and this is demonstrated by the dashed lines, which correspond to modifying in ±0.2 dex the logarithm of the solar metal abundance. Gas pressure plays a minor role, as reflect the dotted lines in Fig. 3 , which correspond to changes in gravity of a 70%. The effects of T eff and the metal content are significant, and both leave characteristic signatures on the absolute flux resulting from the different shape of the line and continuum absorption. This will make it possible to estimate these two stellar parameters from the observed absolute fluxes. Fig. 3 shows that the changes in the slope of the observed spectrum induced by variations of T eff or [Fe/H] are more subtle; it is much more difficult to extract the information on the atmospheric physical conditions from relative (not absolute) measurements of the spectral energy distribution in these wavelengths, as already demonstrated by Lanz et al. (1999) . 
Near-UV fluxes as a tool to derive stellar parameters
The modeling of late-type stellar spectra in the near-UV region presents all the same problems as any other spectral window. The adequacy of the assumptions involved in the construction of model atmospheres is critical. Line blanketing affects the structure of stellar photospheres (Mihalas 1978) , but as an extra difficulty, in the near-UV the concentration of lines is so high as to give shape to the overall energy distribution.
Early confrontation of UV fluxes predicted by classical model atmospheres with observations (Holweger 1970 , Gustafsson et al. 1975 ) revealed inconsistencies, the predicted fluxes exceeding observations. Later Kurucz (1992) claimed to have solved the problem by including previously missing line absorption. Bell, Paltoglou & Tripicco (1994) presented evidence that Kurucz to had included too many lines. A comparison at high dispersion in the regions 3400-3450Å and 4600-4650Å revealed that synthetic spectra based on Kurucz's linelist predicted stronger-than-observed absorption features. Bell et al. (1994) , and later Balachandran & Bell (1998) , suggested missing contributors to the continuum absorption rather than line blanketing as a possible explanation for the problem. It is unclear whether Kurucz's calculations experience that weakness in the spectral window we concentrate on (2000-3000Å), but while comparison of synthetic spectra and observations of the Sun (or any other single star) will leave room for line absorption to mimic missing continuum opacity, or viceversa, simultaneous comparison with a number of stars of different temperatures, and in particular, chemical compositions, will strongly limit that possibility. In any case, comparison with the Sun is a must. Colina, Bohlin & Castelli (1996) compiled an updated version of the available measurements of the solar flux distribution. Fig. 4 shows fairly good agreement with the theoretical predictions, in consistency with Kurucz's claims. The fluxes are compared at the solar surface.
The stellar parameters are known for no star with such an extremely high accuracy as for the Sun. However, semi-empirical methods to derive T eff s have been applied to solar-metallicity stars. The Infrared Flux Method (IRFM; Blackwell et al. 1991 ) is weakly dependent on the model atmospheres, and in particular, the line blanketing only affects the atmospheric structure, but not the calculation of the flux itself. The procedure's reliability has been tested with temperatures obtained from measurements of angular diameters by lunar occultation.
In the following sections we compare T eff s and [Fe/H]s for the stars with metallicities in the range −3.5 ≤ [Fe/H] ≤ +0.5 studied by Alonso et al. (1996) with those obtained from the comparison of predicted and observed near-UV fluxes. The IRFM has been applied by Alonso et al. to a large sample of late-type dwarfs and subgiants with either spectroscopic or photometric estimates of the metallicity, making it possible to constrain the second fundamental parameter that influences the near-UV continuum. Despite the claimed weak-dependence of the results on the choice of model atmosphere, it is interesting to mention that the models employed in this study are similar, if not identical, to those used by Kurucz to compute the predicted flux distributions employed here. Gratton et al. (1996) made use of the published results from the IRFM to construct a reference frame of stars, and used it in combination with other spectroscopic indicators, such as the iron ionization balance, to derive stellar parameters for a larger sample of stars. Again, similar or identical model atmospheres are involved.
Our analysis adopts the following scheme:
1. Estimates of the stellar mass (M ), and bolometric correction (BC) are obtained following the same procedure as in Allende Prieto et al. (1999) . Briefly, the Hipparcos parallaxes (p) are used to transform visual V magnitudes to absolute M V magnitudes. Depending on the metallicity, an isochrone from the calculations by Bergbusch & VandenBerg (1992) is then used to estimate M and BC, interpolating in the M V − M and M V − BC relationships. Here it is assumed that stars with [Fe/H] > −0.47 have an age of 9 ×10 9 years, and those with [Fe/H] < −0.47 are 12 ×10 9 years old, although this is has a negligible relevance (see Allende Prieto et al. 1999 ).
2. Using the initial estimates for the effective temperature from a source (e.g. Alonso et al. 1996) , T 0 eff , the gravities and radii are then obtained through the well-known expressions:
3. The near-UV IUE spectra are compared with the synthetic spectra, after converting the flux predicted at the stellar surface to Earth using the nondimensional dilution factor (pR) 2 , deriving the values of T eff and [Fe/H] that minimize, in the least-square sense, their differences. This is performed using the Nelder-Mead simplex method for multidimensional minimization of a function, as implemented by Press et al. (1988) , giving even weights to all wavelengths. 4. The gravity is then modified to be consistent with the new T eff :
while variations in other magnitudes resulting from corrections in [Fe/H] were found to be negligible.
5. Then, final values for T eff and [Fe/H] are derived from a new comparison between synthetic and observed spectra.
The transfer of errors in gravity and distance determined from the Hipparcos parallax (see Allende Prieto et al. 1999) to errors in the derived T eff and [Fe/H] was estimated computing upper and lower limits to the dilution factor (pR) 2 , and repeating the minimization of the differences between observed and predicted fluxes. The gravity is decreased and the dilution factor increased by the estimated uncertainties to produce upper limits for T eff and lower limits for [Fe/H] , and the signs of the increments are reversed to obtain lower limits for T eff and upper limits for [Fe/H] . This is generally appropriate, especially because errors in the flux dilution factors typically produce a much larger impact than those in the gravity. In a very few cases, when the internal uncertainties are particularly small, the rule of positive superindices (upper limits) and negative subindices (lower limits) in the derived T eff s and [Fe/H]s shown in Tables 1 and 2 is broken. The use of the NelderMead simplex method to find the best fit to the observed spectra is well justified, as for all extreme cases checked, a single minimum was present, and the χ 2 was found to vary smoothly with T eff and [Fe/H] . No changes were made in the original resolution of observed or calculated fluxes, as they were similar enough for our purposes. Alonso et al. (1996) from the IRFM 316 low dispersion spectra of 88 of the stars observed by Hipparcos in the sample of Alonso et al. (1996) were obtained with the low-dispersion long-wavelength cameras of IUE. The reddenings listed by Alonso et al. were taken into account to derive the gravities from the Hipparcos parallaxes. Two stars (HR3427, HR8541) were discarded as they were too hot (T eff > 8000 K) for the selected isochrones. Eleven more stars (G099-015, G119-052, G171-047, G231-019, HD140283, HR1084, HR2943, HR4030, HR4623. HR509, HR937) were dropped as either the quality of their spectrum was extremely poor and/or the procedure to fit the spectrum failed (we recall that the interstellar extinction is being neglected). Table 1 . It is possible to find a pair (T eff , [Fe/H]) that reproduce the observed fluxes within the uncertainties; the final match of the energy distribution is excellent. A strong discrepancy is evident between predicted and observed strength of the Mg I resonance line at 2852Å in the spectra of metaldeficient stars. Magnesium is one of the so-called α-elements, whose abundance ratio to iron is known to be larger than solar in metal-poor stars, a fact not taken into account in the construction of the model atmospheres and the calculation of the synthetic spectra used here.
Comparison with the T eff s derived by
The comparison of the IRFM effective temperatures published by Alonso et al. (1996) as the averaged values from the application of the method in the J, H, and K broad bands with the values obtained from the fit to the near-UV flux is shown in Fig. 6 (upper panel) . The mean difference (1996) . The thickness of the shaded lines represents the range of possible fits resulting from uncertainties in the derived gravity and dilution factor (pR) 2 .
is only −0.3%, and the standard deviation is 3%. However, the level of agreement is not evenly distributed along the temperature range. The standard deviation reduces to 2% for the stars with 4000 ≤ T eff ≤ 6200 K.
For stars cooler than 4000 K, molecular absorption plays a major role, and it has been recognized many times that the models used here do not include this absorption adequately. Evidence for this is abundant in the literature, and to mention an example particularly relevant to this comparison, the internal consistency found by Alonso et al. (1996) among the T eff s derived from the different bands disappears for stars cooler than 4000 K. Besides, Alonso et al. have shown that the sensitivity to errors in the input quantities of the IRFM becomes particularly enhanced for those stars. For stars hotter than about 6500 K, neutral hydrogen photoionization makes an increasingly important contribution to the continuum opacity in the optical, near IR, and near-UV. The fact that IRFM temperatures show high internal consistency for stars with 6500 ≤ T eff ≤ 8500 K but do not agree with those derived from fitting the near-UV continuum may reveal an important inconsistency of the model atmospheres or errors in the UV opacity at those temperatures. However, it is not possible to rule out other possibilities at this stage. For example, we have not explored the influence of a change in the parameter(s) involved in the mixing-length treatment of the convection, the microturbulence, the binning of both the models and the observations, or the presence of systematic errors in the flux calibration. (1992) for part of the sample, and completed the work using photometric calibrations (Carney 1979 , Schuster & Nissen 1989 . The near-UV metallicities are on the same scale, as indicated by the mere −0.06 dex mean difference, and the standard deviation is 0.4 dex, which might well be entirely accounted for by the highly inhomogeneous origin of the Alonso et al's metallicities, i.e. our test may not reveal the true accuracy of the [Fe/H] estimates from the near-UV fluxes. Gratton et al. (1996) Starting from color-T eff calibrations based on published IRFM T eff s for solar-metallicity stars, Gratton et al. (1996) derived consistent stellar parameters by requiring Kurucz's model atmospheres to reproduce the iron ionization equilibrium. They noticed that it was not possible to completely zero the trends of the iron abundance derived from lines with different excitation potentials, and keep the T eff s consistent with the IRFM photometric calibrations. Comparison of their ionizationequilibrium gravities with those estimated by Allende Prieto et al. (1999) based on Hipparcos parallaxes has shown a significant trend of the difference with metallicity. However, such a trend is difficult to interpret, as many external elements, such as different T eff scales, are at play (see Allende Prieto et al.) .
Comparison with the stars analyzed by
Among several comparisons performed by Gratton et al. to check their adopted photometric calibrations, they show the existence of a large discrepancy between their T eff s and those derived by Edvardsson et al. (1993) and Nissen et al. (1994) , which strongly correlates with the stellar metallicity. They find that differences between the atmospheric structures employed are the reason for the discrepancy. We are then interested in seeing whether Kurucz models, and in particular, the calibrations based on IR fluxes of Kurucz models obtained by Gratton et al. are consistent with temperatures derived from the near-UV fluxes. We found that 57 stars studied by Gratton et al. had been observed by Hipparcos and the long-wavelength cameras of the IUE at low dispersion. The spectra of four of the stars (HD108177, HD165195, HD187111, HD221170) could not be fitted by Gratton et al. (1996) . The thickness of the shaded lines represents the range of possible fits resulting from uncertainties in the derived gravity and dilution factor (pR) 2 . our procedure. Fig. 7 shows some comparisons between observed (thick solid lines) and synthetic spectra (shaded and broken lines). The thickness of the shaded lines is used again to indicate the result of using upper and lower limits of the flux dilution factor (pR) 2 in the fit. Fig. 8 (upper panel) shows the comparison between the retrieved T eff s and those published by Gratton et al. (1996) . The standard deviation of the two T eff scales is a mere 2%, although it is apparent, as was found for the comparison with Alonso et al., that the T eff s from the near-UV Fig. 8 .-Upper panel: relative differences between the effective temperatures derived by Gratton et al. (1996) and those obtained in this work from the fit of the near-UV continuum. The broken lines just indicate differences of 2%. Lower panel: relative differences between the metallicities derived by Gratton et al. with those derived from the near-UV continuum. The broken lines just indicate differences of 0.5 dex.
fluxes for stars hotter than ≃ 6200 K are systematically smaller. Restricting the comparison to stars cooler than 6200 K the standard deviation is reduced to 1.6%. Large uncertainties affect the translation between fluxes at the stellar surface and at Earth for the cooler stars, as indicated by the large error bars. Figure 8 (lower panel) shows agreement for the metallicity scales. Excluding a particularly deviant case, HD184711, the mean difference is −0.110 ± 0.006 and the standard deviation is 0.3 dex. No correlation is apparent between the discrepancies in T eff and metallicity.
Summary and conclusions
The parallaxes measured by the Hipparcos mission provide a way to translate the spectral energy distributions observed at Earth to absolute fluxes escaping from the stellar surface. Opacities and models employed to compute the predicted flux can therefore be checked using not only the shape of the continuum, but also its absolute value.
Effective temperatures derived by Alonso et al. (1996) using the Infrared Flux Method (Blackwell et al. 1991 ) are compared with those derived here from absolute near-UV fluxes observed by the IUE satellite. The study shows that for stars with T eff in the range 4000 − 6000 K, the two methods provide concordant results. For stars cooler than 4000 K, Alonso et al. have shown that the Infrared Flux Method is especially sensitive to errors in the observed quantities, and that might be the reason for the discrepancy with the near-UV T eff s. The systematic differences found for stars hotter than 6000 K may reflect problems in the model atmospheres and/or the opacities for those temperatures, although other effects can not be ruled out at this stage. The metallicities compiled by Alonso et al. from the Cayrel et al. (1992) catalogue and photometric calibrations are in agreement with those retrieved from the analysis of near-UV spectra, at least within their expected uncertainties. A similar comparison is performed with the multi-criteria atmospheric parameters derived by Gratton et al. (1996) , strengthening the results just described.
Previous comparisons between synthetic and observed near-UV spectra for late-G and early-K stars were performed by Morossi et al. (1993; see also Malagnini et al. 1992) . They used older IUE data but the same (or very similar) Kurucz models. Their approach was different, in the sense they used atmospheric parameters predetermined from the literature (spectroscopic analysis) and empirical photometric calibrations to select a model and then compare it with the observations. In contrast to our conclusions, they found strong discrepancies between observed and predicted near-UV fluxes for several stars: predicted fluxes were smaller than observations. Whether systematic errors in the stellar parameters or deficiencies in the older IUE fluxes were responsible for the failure is unclear.
We conclude that Kurucz flux-constant model atmospheres are able to reproduce the near-UV absolute continuum for stars with 4000 ≤ T eff ≤ 6000 K. This holds for any metallicity and gravity, although it is clearly worthwhile to concentrate future efforts on the detailed study of obvious small discrepancies for particular cases and particular wavelengths, as they should shed light on important issues, such as chemical abundances of several elements which produce features in the considered spectral range (e.g. boron; Cunha & Smith 1999) . The retrieved T eff s and [Fe/H]s are in excellent agreement with other reliable spectroscopic and photometric indicators, which we interpret as an important success of the models indicating that: i) the average temperature stratification in the layers 0 ≤ log τ ≤ 1 is appropriate, ii) the fundamental hypotheses employed to construct the models are adequate to interpret the near-UV continuum, and iii) the line and continuum opacities in the UV are essentially understood. The newer version of the IUE final archive (INES) and the application of recently-suggested procedures in order to improve the quality of IUE fluxes will provide an excellent opportunity to check and extend the analyses presented here, as well as to exploit the wealth of information coded in the near-UV continuum.
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