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Abstract
This article is concerned with a linear theory for elastic materials with inner
structure, whose particles in addition to the classical displacement, possess mi-
crotemperatures. In the main part of the paper we restrict our attention to the
one-dimensional problem. First, we prove the slow decay of solutions for the one-
dimensional problem of micromorphic elastic solids with the usual thermal effects.
Then, we prove the exponential stability of the solutions when we consider the the-
ory with microtemperatures. The anti-plane distributions of microtemperatures are
considered later.
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Exponential stability in thermoelasticity with microtemperatures
1 Introduction
Much has been written on the subject of the theory of elastic solids in which the de-
formation is described not only by the usual vector displacement field, but by other vector
or tensor fields as well. It is not our intention to review the vast literature, but we can
recall some classical references in this topic [1, 4, 5, 6, 7]. In the continuum theories with
microstructure the microelements undergo homogeneous deformations called microdefor-
mations. On the basis of Eringen’s theory of micromorphic continua, Grot [3] developed a
theory of thermodynamics for elastic materials with microstructure whose microelements,
in addition to microdeformations, possess microtemperatures. The Clausius-Duhem in-
equality is modified to include microtemperatures, and the first-order moment of the
energy equations are added to the usual laws of a micromorphic continuum. The the-
ory of micromorphic fluids with microtemperature has been studied in various papers
(see [18, 20]). It is also worth recalling some contributions to thermoelastic solids with
microstructure and/or microtemperature [9, 10, 11, 12, 13] A study of heat conduction
in materials with inner structure was presented by Riha [19]. Experimental data for the
silicone rubber containing spherical aluminium particles and for the human blood were
found to conform closely to predict theoretical thermal conductivity.
Most of the works devoted to the theory of thermoelastic solids with microstructure
assume that each microelement is capable of undergoing an affine deformation and has
uniform temperature. In this article we consider a linear theory for elastic solids with
inner structure whose particles, in addition to the classical displacement, microstretch and
thermal fields, possess microtemperatures. This is one of the simplest thermomechanical
theory of elastic solids that takes into account the new thermal variables. We restrict
our attention to the one-dimensional theory and we prove several results of exponential
stability for the solutions of the thermoelasticity with microtemperatures.
In recent years a relevant task has been developed to obtain exponential stability of
solutions in thermoelastic theories. The classical theory was first considered by Dafermos
[2] and Slemrod [22] and it has been studied in the book of Jiang and Racke [14] and
the contribution of Lebeau and Zuazua [15]. The Lord and Shulmann theory of thermoe-
lasticity has been studied by Racke [21] and the thermoelasticity of type III has been
considered by Quintanilla and Racke [17] and Zhang and Zuazua [24]
The paper is structured as follows: In section two we recall the basic equations which
govern the problem of thermo-microstretch elastic solids with microtemperatures. The
one-dimensional problem is considered. In section three we see that generically, solutions
of the problem of thermo-microstretch elastic solids decay slowly. The exponential decay
of solutions when microtemperatures are considered is proved in section four. In section
five we restrict our attention to the heat conduction problem in three dimensions and we
point out the existence of anti-plane distributions of microtemperatures.
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2 Basic Equations
We consider the linear theory of thermodynamics for isotropic elastic materials with
inner structure.
The equations which govern the thermoelastic deformations of microstretch materials
with microtemperatures are (see [9]) :
µ4u + (λ + µ) grad div u + b grad φ− β grad θ = ρu¨ (2.1)
α4φ− b div u− ξφ− d div w + mθ = Jφ¨ (2.2)
k4θ − βT0 div u˙ + κ1 div w −mT0φ˙ = cθ˙ (2.3)
κ64w + (κ4 + κ5) grad div w − d grad φ˙− κ3 grad θ − κ2w = δw˙ (2.4)
where c = aT0. Here ρ is the reference mass density, u = (ui) is the displacement vec-
tor; θ is the temperature measured from the constant absolute temperature (T0 > 0);
λ, µ, β, a, b, k, ξ, J, m, d, α, κi (i = 1, ...6) are constitutive coefficients; w = (wi) is the mi-
crotemperature vector and φ is the microstretch. We have used a superposed dot to denote
partial differentiation with respect to time.
The Clausius-Duhem inequality implies that
3κ4 + κ5 + κ6 ≥ 0, κ5 + κ6 ≥ 0, (2.5)
κ6 − κ5 ≥ 0, k ≥ 0, (κ1 + T0κ3)
2 ≤ 4T0kκ2. (2.6)
Although in section five we consider the three-dimensional problem for the heat con-
duction, the main aim of this paper concerns the thermomechanical one-dimensional prob-
lem. Thus equations (2.1)-(2.4) reduce to
µ∗uxx + bφx − βθx = ρu¨ (2.7)
αφxx − bux − ξφ− dwx + mθ = Jφ¨ (2.8)
kθxx − γu˙x − lφ˙ + κ1wx = cθ˙ (2.9)
κ∗
4
wxx − dφ˙x − κ3θx − κ2w = δw˙ (2.10)
where µ∗ = λ + 2µ, κ∗
4
= κ4 + κ5 + κ6, γ = T0β, l = T0m. It is worth noting that the
couples β, γ and l, m have the same sign. To save cumbersome notation we will omit the
stars in the notation of µ∗ and κ∗
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.
In order to have a well posed problem we need to impose the initial conditions
u(x, 0) = u0(x), u˙(x, 0) = v0(x), φ(x, 0) = φ0(x), φ˙(x, 0) = ϕ0(x),
θ(x, 0) = θ0(x), w(x, 0) = w0(x), x ∈ (0, pi)
(2.11)
where u0, v0, φ0, ϕ0, θ0 and w0 are given, and the boundary conditions
u = 0 (or ux = 0), φ = 0 (or φx = 0),
θ = 0 (or θx = 0), w = 0 (or wx = 0), for x = 0, pi
(2.12)
From now on, we assume that the mechanical constitutive constants satisfy
ρ > 0, J > 0, µ > 0, α > 0, ξ > 0, µξ > b2. (2.13)
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We also assume that c and δ are positive.
It is worth noting that when the microtemperatures are not taken into account our
system reduces to
µuxx + bφx − βθx = ρu¨ (2.14)
αφxx − bux − ξφ + mθ = Jφ¨ (2.15)
k∗θxx − βu˙x −mφ˙ = aθ˙ (2.16)
Here k∗ = T−1
0
k, but we will drop the star in the next section. Thus, we can write (2.16)
as
kθxx − βu˙x −mφ˙ = aθ˙ (2.17)
In this paper we obtain several results on the stability for solutions of system (2.7)-
(2.10) with initial and boundary conditions (2.11), (2.12).
3 Slow decay
In this section we consider the problem determined by the system (2.14)-(2.16). We
prove that generically the decay is slow. To this end we give two proofs. The first one
is slower and only works for a particular class of boundary conditions. The second one
is faster and more general. The main advantage of the first one is that the proof is
more elemental and we do not need the use of functional analysis: elementary spectral
arguments are enough, but the process is full of cumbersome calculations. These can be
saved with the help of a program for algebraic manipulations. The second method needs
arguments concerning functional analysis, and has the disadvantage that it only works
when ρ = J = a.
In the first approach we restrict our attention to the boundary conditions
u(x, t) = φx(x, t) = θx(x, t) = 0, x = 0, pi (3.1)
Whenever boundary conditions (3.1) are assumed we impose that
∫ pi
0
ϕ0(x)dx =
∫ pi
0
φ0(x)dx =
∫ pi
0
θ0(x)dx = 0. (3.2)
Our aim is to prove that for all positive  sufficiently small, there exists a solution of the
form
u = A exp(ωt) sinnx, φ = B exp(ωt) cos nx, θ = C exp(ωt) cosnx. (3.3)
such that Re(ω) > −. In these conditions, we can always find a solution ω as near as we
want of the imaginary axis. This fact implies that we can not obtain uniform exponential
decay for solutions of the problem determined by system (2.14)-(2.16).
The solutions in this case will be combinations of functions of the form (3.3). Imposing
(3.3) as a solution of the equations (2.14)-(2.16) we obtain the following homogeneous
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system with unknowns A, B, C:
Aρω2 = −Aµn2 − Bbn + βnC, (3.4)
BJω2 = −Bαn2 − Abn−Bξ + mC, (3.5)
Caω = −kCn2 − Aβnω −mBω, (3.6)
Our aim is to obtain a nontrivial solution of this linear system. We impose that its
determinant vanishes. Therefore ω must be a solution of the equation
ρx5Ja + ρx4Jkn2 + (µn2Ja + β2n2J + ραn2a + ρξa + ρm2)x3 +
(µn4Jk + ραn4k + ρξkn2)x2 + (−2bn2mβ + µn2m2 + β2n4α−
b2n2a + µn2ξa + µn4αa + β2n2ξ)x + µn4ξk + µn6αk − b2n4k = 0. (3.7)
We want to prove the existence of solutions of equation (3.7) as near as required to the
complex axis. Thus, it will be sufficient to prove that for any  > 0, we can find solutions
of equation (3.7) that are on the right side of the line <{z} = −. This is equivalent to
prove that there exists a solution of the equation
ρ(x− )5Ja + ρ(x− )4Jkn2 + (µn2Ja + β2n2J + ραn2a + ρξa +
ρm2)(x− )3 + (µn4Jk + ραn4k + ρξkn2)(x− )2 + (−2bn2mβ +
µn2m2 + β2n4α− b2n2a + µn2ξa + µn4αa + β2n2ξ)(x− ) +
µn4ξk + µn6αk − b2n4k = 0, (3.8)
with positive real part. To show this fact, the Hurwitz theorem is used; it assesses that a
necessary and sufficient condition to guarantee that solutions of the equation
x5 + q1x
4 + q2x
3 + q3x
2 + q4x + q5 = 0, (3.9)
have negative real part is:
Λ1 = q1 > 0, Λ2 = det
(
q1 1
q3 q2
)
> 0, Λ3 = det

q1 1 0q3 q2 q1
q5 q4 q3

 > 0, (3.10)
Λ4 = det


q1 1 0 0
q3 q2 q1 1
q5 q4 q3 q2
0 0 q5 q4

 > 0, and Λ5 = det


q1 1 0 0 0
q3 q2 q1 1 0
q5 q4 q3 q2 q1
0 0 q5 q4 q3
0 0 0 0 q5

 > 0. (3.11)
In our case, we have
q1 =
ρJkn2 − 5ρJa
ρJa
, (3.12)
q2 =
µn2Ja + β2n2J + ραn2a + ρξa + ρm2 − 4ρJkn2 + 10ρ2Ja
ρJa
, (3.13)
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q3 =
−3(µn2Ja + β2n2J + ραn2a + ρξa + ρm2) + µn4Jk + ραn4k
ρJa
+
ρξkn2 + 6ρ2Jkn2 − 10ρ3Ja
ρJa
, (3.14)
q4 =
3(µn2Ja + β2n2J + ραn2a + ρξa + ρm2)2 + 5ρ4Ja
ρJa
+
−2(µn4Jk + ραn4k + ρξkn2)− 4ρ3Jkn2 − 2bn2mβ
ρJa
+
µn2m2 + β2n4α− b2n2a + µn2ξa + µn4αa + β2n2ξ
ρJa
(3.15)
q5 =
−ρ5Ja− (−2bn2mβ + µn2m2 + β2n4α− b2n2a + µn2ξa + µn4αa + β2n2ξ)
ρJa
+
(µn4Jk + ραn4k + ρξkn2)2 + µn4ξk + µn6αk
ρJa
+
−b2n4k + ρ4Jkn2 − (µn2Ja + β2n2J + ραn2a + ρξa + ρm2)3
ρJa
. (3.16)
We will obtain the existence of n > 1 such that Λ4 < 0.
Lemma 3.1 There exists a polynomial Q0 such that
Λ4 =
Q0(, n
10)
ρ3J3a4
−
2k3β2J(αρ− Jµ)2n12
ρ3J3a4
+
4k4ρJ(ρα− Jµ)2n122
ρ3J3a4
. (3.17)
Here Q0 is a polynomial in the constitutive coefficients, whose degree is 10 in the parameter
n and besides depends on .
The proof of this lemma is a direct calculation. An appendix is included at the end of
the paper where we put forward some sentences in order to obtain Λ4 with the help of
Maple7.
Now, we are able to obtain the main result of this section:
Theorem 3.1 Assume that ρα 6= Jµ and that  is sufficiently small. Then, there exists a
solution of the problem determined by system (2.14)-(2.16) and initial and boundary data
of the form (2.11), (2.12) such that <(ω) > −.
Proof. The inequality
−
2k3β2J(ρα− Jµ)2
ρ3J3a4
+
4k4ρJ(ρα − Jµ)2
ρ3J3a4
= m < 0, (3.18)
is satisfied for sufficiently small  > 0.
By taking n sufficiently large, we see that
Λ4 = mn
12 +
Q0(, n
10)
ρ3J3a4
< 0. (3.19)
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Then, there exists a solution (for n sufficiently large) of the problem such that ω is on the
right side of the line <{z} = −.
We can consider the same analysis for boundary conditions of the type:
ux(x, t) = φ(x, t) = θ(x, t) = 0, x = 0, pi. (3.20)
whenever we assume that ∫ pi
0
u0(x)dx =
∫ pi
0
v0(x)dx = 0. (3.21)
The solutions are combinations of functions of the form
u = A exp(ωt) cosnx, φ = B exp(ωt) sinnx, θ = C exp(ωt) sinnx. (3.22)
The parameter ω must satisfy equation (3.7) and our analysis can be repeated.
It is also clear that the analysis does not depend on the length of the interval. Thus,
our result applies to every interval of finite length.
Now, we give an alternative argument to prove the slow decay. We make the analysis
in the particular case that ρ = J = a = 1. Now, we assume boundary conditions
u(x, t) = φ(x, t) = θ(x, t) = 0, x = 0, pi, (3.23)
but the analysis also works for boundary conditions (3.1) or (3.20). In [13] it was proved
that solutions are given by means of a semigroup of contractions. In fact for U = (u, φ),
we can write our system in the form
d2U
dt2
= −AU + B∗θ,
dθ
dt
= −B
dU
dt
− Cθ, (3.24)
in the Hilbert space H1
0
×H1
0
× L2, where the operators are defined in the following way
A =
(
−µD2 −bD
bD −αD2 + ξ
)
, D(A) = (H2 ∩H1
0
)2, (3.25)
B =
(
−βD m
)
, D(B) = H1
0
× L2, (3.26)
C = −kD2, D(C) = H2 ∩H1
0
, (3.27)
and D = d/dx. We have that D(C1/2) ⊂ D(B), D(A1/2) ⊂ D(B∗) and A1/2BC−1 is
densely defined and bounded from H2 to H1. In this situation we can apply the result of
Henry et al. [8] which proves that our semigroup is exponentially stable if and only if the
semigroup generated by the operator
M =
(
0 I
−A −BC−1B∗
)
, (3.28)
is exponentially stable. After some calculations and the use of the compact perturbation
argument we can reduce the exponential stability of our system to one of the form
µuxx + bφx − βu˙ = u¨ (3.29)
αφxx − bux − ξφ = φ¨ (3.30)
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which is not exponentially stable whenever α 6= µ. One thinks that it is not difficult
to extend these arguments to the general case, but we need a suitable extension of the
decoupling techniques proposed by Henry et al. [8] to our case.
Likewise it is worth noting that following a similar procedure, these arguments can
be applied to alternative boundary conditions. The case ρα = Jµ deserves a particular
analysis as well. In fact the so called results for the Timoshenko beams suggests the
exponential stability in this case.
4 Exponential Stability: Case of microtemperatures
In this section we consider the problem determined by evolution equations (2.7)-(2.10)
with initial conditions (2.11) and boundary conditions (2.12). It is worth recalling that
Iesan [9] has proved the existence of solutions for the n-dimensional problem. Here, we
use the semigroup approach to prove the exponential stability of solutions for the one-
dimensional problem. Our methodology is based on the arguments proposed in the book
of Liu and Zheng [16]. Thus, it will be suitable to remember the semigroup approach to
this problem. To make the calculations easier we assume boundary conditions
u = w = θx = φx = 0, for x = 0, pi. (4.1)
The other boundary conditions proposed in (2.12) could be analysed in a similar way,
but they could need the Gagliardo-Nirenberg inequality. Nevertheless, the basic analysis
would be the same.
For ω = (u, v, φ, ϕ, θ, w) we consider the Hilbert space
H = {ω ∈ H1
0
× L2 ×H1 × L2 × L2 × L2,
∫ pi
0
φdx =
∫ pi
0
ϕdx =
∫ pi
0
θdx = 0}. (4.2)
It is worth recalling that in this situation the inner product can be given as
< (u, v, φ, ϕ, θ, w), (u∗, v∗, φ∗, ϕ∗, θ∗, w∗) >H
=
∫ pi
0
(ρvv∗ + Jϕϕ∗ + cθθ
∗
+ δww∗ + µuxu
∗
x + αφxφ
∗
x + ξφφ
∗
+ b(uxφ
∗
+ u∗xφ))dx,
The solutions of this problem are defined by the semigroup of contractions generated
by the operator
A =


0 Id 0 0 0 0
ρ−1µD2 0 ρ−1bD 0 −ρ−1βD 0
0 0 0 Id 0 0
−J−1bD 0 J−1(αD2 − ξ) 0 J−1m −J−1dD
0 −c−1γD 0 −c−1l c−1kD2 c−1κ1D
0 0 0 −δ−1dD −δ−1κ3D δ
−1(κ4D
2 − κ2)


.
(4.3)
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To prove the exponential stability we show that
{iλ, λ is real} is contained in the resolvent of A, (4.4)
and that
lim|λ|→∞||(iλID −A)
−1|| < ∞. (4.5)
First, we prove that 0 is in the resolvent of the operator A.
Lemma 4.1 Let A defined in (4.3). Then 0 is in the resolvent of A.
Proof. For any F = (f1, f2, f3, f4, f5, f6) ∈ H, we want to find ω ∈ H such that
Aω = F , (4.6)
i. e.
v = f1, (4.7)
ρ−1µD2u + ρ−1bDφ− ρ−1βDθ = f2, (4.8)
ϕ = f3, (4.9)
−J−1bDu + J−1(αD2 − ξ)φ + J−1mθ − J−1dDw = f4, (4.10)
−c−1γDv − c−1lϕ + c−1kD2θ + c−1κ1Dw = f5, (4.11)
−δ−1dDϕ− δ−1κ3Dθ + δ
−1(κ4D
2 − κ2)w = f6. (4.12)
From (4.11) and (4.12) we can write
c−1kD2θ + c−1κ1Dw = f5 + c
−1lf3 + c
−1γDf1 ∈ L
2. (4.13)
−δ−1κ3Dθ + δ
−1(κ4D
2 − κ2)w = f6 + δ
−1dDf3 ∈ L
2. (4.14)
In view of the constitutive assumptions and the regularity theory of linear elliptic oper-
ators we obtain the existence of solutions θ, w ∈ H2. Thus, θ, w as the solution of (4.13)
and (4.14) are substituted in (4.8) and (4.10) to get
ρ−1µD2u + ρ−1bDφ = f2 + ρ
−1βDθ, (4.15)
−J−1bDu + J−1(αD2 − ξ)φ = f4 − J
−1mθ + J−1dDw, (4.16)
Consequently the unique solvability follows. It is clear from the regularity theory of
linear elliptic equations that
||ω||H ≤ K||F||H, (4.17)
where K is a constant independent of ω.
Now, we are in situation to prove (4.4).
Lemma 4.2 Let A defined in (4.3). Then condition (4.4) holds.
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Proof. The proof consists of the following steps:
(i) Using the contraction mapping theorem and since 0 is in the resolvent of A,
for any real λ such that |λ| < ||A−1||−1, the operator iλID − A = A(iλA−1 − ID)
is invertible. Moreover, ||(iλID − A)−1|| is a continuous function of λ in the interval
(−||A−1||−1, ||A−1||−1).
(ii) If sup{||(iλID − A)−1||, |λ| < ||A−1||−1} = M < ∞, then by the contraction
theorem, the operator
iλID −A = (iλ0ID − A)
(
ID + i(λ− λ0)(iλ0ID − A)
−1
)
,
is invertible for |λ − λ0| < M
−1. By choosing λ0 as close to ||A
−1||−1 as possible, we
conclude that the set {λ, |λ| < ||A−1||−1 + M−1} is contained in the resolvent of A and
||(iλID−A)−1|| is a continuous function of λ in the interval (−||A−1||−1−M−1, ||A−1||−1+
M−1).
(iii) If (4.4) were not true, then there would exist a real number $ with ||A−1||−1 ≤
|$| < ∞ such that the set {iλ, |λ| < |$|} would be in the resolvent ofA and sup{||(iλID−
A)−1||, |λ| < |$|} = ∞. As a result there would exist a sequence of real numbers λn with
λn → $, |λn| < |$| and a sequence of unit norm vectors ωn = (un, vn, φn, ϕn, θn, wn) in
the domain of the operator such that
|| (iλnID −A)ωn|| → 0. (4.18)
That is to say
iλnun − vn → 0 in H
1
0
, (4.19)
iλnvn − ρ
−1µD2un − ρ
−1bDφn + ρ
−1βDθn → 0 in L
2, (4.20)
iλnφn − ϕn → 0 in H
1
0
, (4.21)
iλnϕn + J
−1bDun − J
−1(αD2 − ξ)φn − J
−1mθn + J
−1dDwn → 0 in L
2, (4.22)
iλnθn + c
−1γDvn + c
−1lϕn − c
−1kD2θn − c
−1κ1Dwn → 0 in L
2, (4.23)
iλnwn + δ
−1dDϕn + δ
−1κ3Dθn − δ
−1(κ4D
2wn − κ2wn) → 0 in L
2. (4.24)
Taking the inner product of (iλnID − A)ωn with ωn in H, its real part yields
||Dθn||, ||Dwn|| → 0. (4.25)
Using the Poincare´ inequality and (4.1) we find that wn → 0. From (4.24), we see that
λ−1n [δ
−1dDϕn − δ
−1κ4D
2wn] → 0 in L
2. (4.26)
Dividing (4.21) by λn, we obtain
δ−1diDφn − λ
−1
n δ
−1κ4D
2wn → 0 in L
2. (4.27)
Since ||Dφn|| ≤ 1, we deduce that λ
−1
n ||D
2wn|| is bounded. Taking the inner product of
(4.27) by Dφn, we get
δ−1di||Dφn||
2 + λ−1n δ
−1κ4
(
Dwn, D
2φn
)
→ 0. (4.28)
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In view of (4.22), λ−1n ||D
2φn|| is bounded. It follows that
||Dφn|| → 0. (4.29)
In a similar way from (4.23), we have
λ−1n [c
−1γDvn − c
−1kD2θn] → 0 in L
2. (4.30)
Dividing (4.19) by λn, we obtain
c−1γiDun − λ
−1
n c
−1kD2θn → 0 in L
2. (4.31)
Since ||Dun|| ≤ 1, it turns out that ||λ
−1
n D
2θn|| is bounded. Taking the inner product of
(4.31) by Dun, we find
c−1γi||Dun||
2 + λ−1n c
−1k
(
Dθn, D
2un
)
→ 0. (4.32)
In view of (4.20) λ−1n ||D
2un|| is bounded. It follows that
||Dun|| → 0. (4.33)
Now from (4.19), (4.33) and (4.21), (4.29), we also have
λ−1n Dvn, λ
−1
n Dϕn,→ 0 in L
2. (4.34)
Thus, from (4.20) and (4.22) we obtain
i||vn||
2 + ρ−1µ
(
Dun, λ
−1
n Dvn
)
→ 0, (4.35)
i||ϕn||
2 + J−1α
(
Dφn, λ
−1
n Dϕn
)
→ 0. (4.36)
Therefore, we arrive at
vn, ϕn → 0 in L
2. (4.37)
The conditions (4.25), (4.29), (4.33), (4.37) contradict that the sequence has unit norm.
Then condition (4.4) is also satisfied.
Lemma 4.3 Let A be the operator defined in (4.3). Then condition (4.5) holds.
Proof. We now prove (4.5) by a contradiction argument. Suppose that (4.5) does not
hold. Then, there exists a sequence λn with |λn| → ∞ and a sequence of complex vectors
ωn = (un, vn, φn, ϕn, θn, wn) with unit norm and in the domain of the operator such that
(4.18) holds. Now, the proof is similar to the one in lemma 4.2, because the only argument
we need is that λn does not tend to zero.
We have proved:
Theorem 4.1 Let (u, φ, θ, w) be a solution of the thermoelastic problem determined by
system (2.7)-(2.10) with boundary conditions (4.1) and initial conditions (2.11). Then the
solution decay exponentially. That is, there exist two positive constants M, Ω such that
||(u(t), φ(t), θ(t), w(t))|| ≤ M exp(−Ωt)||(u(0), φ(0), θ(0), w(0))||.
Proof. As (4.4) and (4.5) hold we can conclude the exponential decay of the solutions
(see [16, 23]).
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5 Exponential Stability: Heat conduction problem
In this section we concentrate our attention in the three-dimensional heat conduction
problem. In this situation the system of equations is
k4θ + κ1 div w = cθ˙ (5.1)
κ64w + (κ4 + κ5) grad div w− κ3 grad θ − κ2w = δw˙ (5.2)
where c = aT0.
We assume that this system is satisfied in a domain B = [0, L] × Σ, where Σ is a
bounded domain in the 2-dimensional Euclidean space and L is a positive constant. Initial
and boundary conditions are determined by
θ(x, 0) = θ0, w(x, 0) = w0 in B (5.3)
and
θ(x, t) = 0, w(x, t) = 0 on ∂B (5.4)
respectively.
In [13] it was pointed out that if we define the function
Eh(t) =
1
2
∫
B
(cθ2 + δw.w)dv (5.5)
we have
Eh(t) ≤ Eh(0) exp(−δ
∗t) (5.6)
where δ∗ is a calculable positive constant. This is a result on exponential stability in
the 3-dimensional heat conduction problem. It is worth noting that we can use a similar
argument in the case of other kind of boundary conditions.
A particular class of solutions of the heat conduction problem is the anti-plane thermal
deformations. The functions of the form:
θ = θ(x2, x3, t), w2 = w3 = 0, w1 = w1(x2, x3, t) (5.7)
are solutions of system (5.1),(5.2) whenever θ and w1 satisfy the equations
cθ˙ = kθ,αα, δw˙1 = κ6w1,αα − κ2w1 (5.8)
where α = 2, 3. This system is not coupled and we can obtain the rate of decay easily.
The solutions of equation (5.8)1 are of the form
exp
(
−
λnk
c
t
)
Φn(x2, x3), (5.9)
where Φn satisfies the problem
Φn,αα + λnΦn = 0, in Σ, Φn = 0, on ∂Σ. (5.10)
Thus the rate of decay for θ is of the type exp
(
− λ1k
c
t
)
.
The solutions of the equation (5.8)2 are of the form
exp
(
− (
λnκ6
δ
+
κ2
δ
)t
)
Φn(x2, x3), (5.11)
Thus the rate of decay for w1 is of the type exp
(
− (λ1κ6
δ
+ κ2
δ
)t
)
.
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APPENDIX
In order to carry out the calculations presented in this paper, we have used the
program Maple7. The sequence of ”sentences” we have needed in section 2 is:
> with(LinearAlgebra) :
Z :=<< rho ∗ x2 + mu ∗ n2, b ∗ n, beta ∗ x ∗ n > | < b ∗ n, J ∗ x2 + alpha ∗ n2 + xi, m ∗ x >
| < −beta ∗ n,−m, a ∗ x + k ∗ n2 >>;
Determinant(Z);
collect(%, x);
subs(x = x− epsilon, %);
collect(%, x);
q1 := (rho ∗ J ∗ k ∗ n
2 − 5 ∗ rho ∗ epsilon ∗ J ∗ a)/(rho ∗ J ∗ a);
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q2 := (mu ∗ n
2 ∗ J ∗ a + beta2 ∗ n2 ∗ J + rho ∗ alpha ∗ n2 ∗ a + rho ∗ xi ∗ a
+rho ∗m2 − 4 ∗ rho ∗ epsilon ∗ J ∗ k ∗ n2 + 10 ∗ rho ∗ epsilon2 ∗ J ∗ a)/(rho ∗ J ∗ a);
q3 := (−3∗(mu∗n
2∗J ∗a+beta2∗n2∗J+rho∗alpha∗n2∗a+rho∗xi∗a+rho∗m2)∗epsilon
+mu ∗ n4 ∗ J ∗ k + rho ∗ alpha ∗ n4 ∗ k + rho ∗ xi ∗ k ∗ n2
+6 ∗ rho ∗ epsilon2 ∗ J ∗ k ∗ n2 − 10 ∗ rho ∗ epsilon3 ∗ J ∗ a)/(rho ∗ J ∗ a);
q4 := (3∗(mu∗n
2∗J ∗a+beta2∗n2∗J +rho∗alpha∗n2∗a+rho∗xi∗a+rho∗m2)∗epsilon2
+5∗rho∗epsilon4∗J ∗a−2∗(mu∗n4∗J ∗k+rho∗alpha∗n4∗k+rho∗xi∗k∗n2)∗epsilon
−4∗rho∗epsilon3∗J ∗k∗n2−2∗b∗n2∗m∗beta+mu∗n2∗m2+beta2∗n4∗alpha−b2∗n2∗a
+mu ∗ n2 ∗ xi ∗ a + mu ∗ n4 ∗ alpha ∗ a + beta2 ∗ n2 ∗ xi)/(rho ∗ J ∗ a);
q5 := (−rho∗epsilon
5∗J∗a−(−2∗b∗n2∗m∗beta+mu∗n2∗m2+beta2∗n4∗alpha−b2∗n2∗a
+mu ∗ n2 ∗ xi ∗ a + mu ∗ n4 ∗ alpha ∗ a + beta2 ∗ n2 ∗ xi) ∗ epsilon
+(mu ∗ n4 ∗ J ∗ k + rho ∗ alpha ∗ n4 ∗ k + rho ∗ xi ∗ k ∗ n2) ∗ epsilon2 + mu ∗ n4 ∗ xi ∗ k
+mu ∗ n6 ∗ alpha ∗ k − b2 ∗ n4 ∗ k + rho ∗ epsilon4 ∗ J ∗ k ∗ n2
−(mu∗n2 ∗J ∗a+ beta2 ∗n2 ∗J + rho∗alpha∗n2 ∗a+ rho∗xi∗a+ rho∗m2)∗ epsilon3)/
(rho ∗ J ∗ a);
M4 :=<< q1, q3, q5, 0 > | < 1, q2, q4, 0 > | < 0, q1, q3, q5 > | < 0, 1, q2, q4 >>;
d4 := Determinant(M4);
collect(d4, epsilon);
collect(d4, n);
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