In this paper it is shown how the Coulomb wave functions, commonly used in the description of a Coulomb field surrounding a nucleus, can be used in the description of electromagnetic fields that are symmetric with respect of + inside a paraboloidal waveguide. The Abraham potentials Q and U, which are useful in describing fields with rational symmetry, are used to simplify the problem. It is shown that these potentials must satisfy a partial differential equation that when separated yields the Coulomb wave equation of order L = 0. Electromagnetic fieldsdue to simple source distributions inside the paraboloid are expanded in terms of these functions. Specifically, solutions for current-loop sources locatedin the focal plane of the paraboloid are obtained. The case where the wall of the paraboloidal waveguide is assumed to be perfectly conducting is treated as well as the case where the wall has finite impedance. The finite paraboloid is also considered, and the far field is formulated using Huygen's principle.
Introduction
Perhaps the most common type of communications antenna is the circular parabolic type, which has a surface generated by revolving a finite parabolic curve about its axis. The reflector is then usually illuminated by an electromagnetic source positioned at or near the focal point. The reason for using the circular paraboloidal reflector is that from the theory of geometrical optics or ray optics, the circular paraboloidal shape has the property that all rays originating from the focus are reflected from the surface parallel to the axis. Most electromagnetic solutions of the paraboloidal reflector use the geometrical optics approximation. This is, in general, a high-frequency method and thus it is not an exact solution.
One of the classic methods of determining exact solutions in electromagnetic problems is to solve Maxwell's equations directly for the geometry, material, and sources under consideration. Solving Maxwell's equations can usually be reduced to finding the solutions of the vector wave equation or, for time-harmonic problems, the vector Helmholtz equation. It 'present address: Division of Electrical Engineering, National Research Council, Ottawa, Ont., Canada KIA OR6.
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would probably be safe to say that most electromagnetic solutions are direc~ly or indirectly related to the solution of the vector wave equation. In terms of the orthogonal coordinate systems in which solutions can be obtained, the scalar Helmholtz equation can be solved using the method of separation of variables in 11 orthogonal coordinate systems. The rotation-paraboloidal coordinate system is one of the 11 orthogonal coordinate systems in which the scalar Helmholtz equation separates (see refs. 1 
-3).
The situation is quite different with the vector wave equation or the vector Helmholtz equation (ref. 4) . The complications arise because the field is a vector field and the vector equation cannot be separated into individual ordinary differential equations in which each scalar component exists decoupled from the remaining components. Also, even if this were possible, the fitting of the boundary conditions becomes almost impossible.
The first theoretical investigation of electromagnetic fields in rotation-paraboloidal coordinates was undertaken by Abraham (5) . The paraboloidal coordinates were used to model a semi-infinite wire. The theoretical results did not agree with the experimental results available at the time and the problem was dropped. The electromagnetic reflection by a parabolic mirror was briefly mentioned by Lamb (6), where integral expressions were obtained. The problem was not reconsidered until the parabolic reflector was used for radar applications in the 1940s.
For the acoustic case, Buchholtz analyzed many aspects of the problem. He obtained reults in integral and series form for the scattering of acoustic waves from an infinite paraboloid (7) . The external (convex side) diffraction problem has been analyzed by Horton and Karal (8, 9) . Horton used the series representations developed by Pinney (10) for the solution of the scalar Helmholtz equation in rotation-paraboloidal coordinates. Pinney developed his series representation in terms of Laguerre functions, whereas Buchholtz used the confluent hypergeometric functions, which have a more general form.
The cases of an electric dipole at the focus of the paraboloid and oriented parallel to the axis of symmetry, perpendicular to the axis of symmetry, and perpendicular to the axis backed by a dummy reflector were solved by Pinney (1 1). The solutions to these three cases were based on the series solutions he obtained in his earlier paper for the scalar Helmholtz equation in rotation-paraboloidal coordinates. The exact electromagnetic field produced by an electric dipole located on the axis of symmetry of a perfectly conducting concave paraboloid has also been solved by Buchholtz (12) . Fock (13) has performed an in-depth study of the problem, expressing the exact solution for an electric dipole at the focus and perpendicular to the axis of symmetry, both as an integral and as an infinite series, as well as deriving high-frequency expansions.
Fock first expresses Maxwell's equations in terms of the covariant spherical-field components and the Debye potentials (see ref. 14). From these he applies the transformation to obtain the rotation-paraboloidal field components. He then introduces two "parabolic potentials P and Q," which are connected with the separate Fourier components of the field with respect to the angle, +, and not the total field. He simplifies the field expressions by introducirig four interrelated auxiliary functions connected with the parabolic potentials P and Q. Although the introduction of the p a b o l i c potentials permits formulation of the boundary conditions without recourse to finite-difference equations, the expressions are very complicated even for simple source illuminations. .
FIG. 1. Rotation-paraboloidal coordinates.
to apply an impedance boundary condition on the walls of the paraboloid. This is a technique that can be used for simulating mathematically the finite conductivity of the walls or can even be used when deliberate. or nondeliberate thin coatings of dielectric are applied to the walls, e.g., absorbing materials and rain, etc. This problem is difficult to solve if geometrical optics is used, but in the present technique it means only the determination of the new eigenvalues. Thus for each new boundary condition that we wish to solve (i.e., different wall impedance), all we need to do is calculate the new eigenvalues. This is one of the main advantages of this method.
Formulation with Abraham potentials
The problem under consideration in Horton and Karal's work
The rotation-paraboloidal coordinate system (E;, rl, $1, see Fig. 1 , was the electromagnetic scattering of a plane wave from a is related to the rectangular coordinate system (x, y, z), the circparaboloid made of any material in general (15) . The Hansen . ular cylindrical coordinate system (P, 4, z), and the spherical wave vectors were obtained for the rotation-~araboloidal coordinate system (r, 0, +) by the transf~rmations coordinate system based on the series solution obtained by , Pinney (10) for the scalar Helmholtz equation. This was done even though the transverse vectors M and N did not appear to have the necessary orthogonality properties to enable b n e to expand an arbitrary vector function in terms of them directly. Considerable manipulations were then performed to use the orthogonality properties of one of Pinney's paraboloidal functions S,*, which is related to the Laguerre functions. The final field expressions using this method are very complicated. Solutions for a plane wave incident upon a perfectly conducting paraboloid are formulated, but no numerical results are presented because of a "lack of numerical values for the paraboloidal functions." Approximate methods have been used by Donaldson et al. (16) to solve for the aperture distribution due to axially oriented dipoles at the focal point. In this paper, the paraboloid of revolution is insread treated as a waveguide and fields, which
The scale factors can be obtained from [I]- [3] [41 h l = h 2 = m 2 = 2 r and 151 h3 = E;q= P where, of course, p2 = x2 + Y2 and 3 = x2 + y2 + z2.
If a harmonic time dependence of e-'"' is assumed, then Maxwell's equations can be written as [7] V x H = (-iwe + u)E are rotationally symmetric but arbitrary (i.e., the field compo-= -iwd, lossless medium nents are independent of +), are found in terms of the Abraham potentials (seirefs. 2or 17). Eigenfunctions are obtained for the [9] V H = 0 paraboloid in terms of the Coulomb wave functions. This [lo] v . E = E technique of treating the as a waveguide allows one
In the above, p, is the charge density in the medium, E is the permittivity of the medium, p is the permeability of the medium, and w is the harmonic frequency of the excitation. These must now be expressed in terms of the rotation-paraboloidal coordinate system. For the case where the field (E and H ) itself has the same symmetry as the coordinate system, its components are independent of +. Thus, Maxwell's equations break up into the two independent groups:
The potential U(5, q) represents an electromagnetic wave transverse electric to the z direction (i.e., TE to z), and the second potential U(5, q) represents an electromagnetic wave transverse magnetic to the z direction (i.e., TM to z). However, both U and Q satisfy the same partial differential equation; that is, [20] and [24] . This suggests that the potentials U and Q should be similar but not exactly the same because the boundary conditions on the walls of the paraboloid are different for each potential. Moreover, a singularity in the field along the axis of the parabaloid'seems possible owing to the forms of the expressions of [17] and [21] because p = 0 along this axis. Solutions to the potentials are chosen such that they are equal to zero at p = 0 and that in the limit as p goes to zero, the field expressions remain finite. [20] and [24] respectively, with boundary conditions at q = qo described by [26] and [25] , respectively. .
Boundary conditions for the potentials
For the nonperfectly conducting paraboloidal waveguide, an impedance or Leontovich boundary condition is imposed on the surface q = qo. The Leontovich boundary condition can be expressed mathematically as
t-)
where N is the relative surface impedance of the walls of the paraboloid (N = 0 for the perfectly conducting case) and ri is the unit normal to the surface. As can be seen, the relative surface impedance is represented as a dyadic function. A nonzero surface impedance has been used for the finite conductivity of waveguides before (see ref. 18 ). It has also been used to account for the finite conductivity of scatterers (19) , for the roughness of its surface (20) , and for the presence of highly absorbing coating layers (21) .
1f v h a d been assigned a scalar value, this would imply that the impedance is the same in any direction, but this is not the general case. In t h e s o r e general case considered here, the surface impedance N is represented by a two-dimensional dyadic transforming the tangential components of H into the tangential components of E on the boundary (see ref. 3, p. 1814).
It is found that the Leontovich condition manifests itself in the two equations where C , and C2 are constants, FL is the regular Coulomb wave function, and GL is the irregular Coulomb wave function. For the specific case of L = 0 , the solution can be written as 1421 y(z) = CIFO(P, 2 ) + CzGo(P, 2 ) The reason for introducing the negative sign in front of A, in [40], is that when [39] is defined as a Sturm-Liouville system, it will prove to be more convenient, because A will be defined as the eigenvalue. The mathematical properties of Coulomb wave functions used in this paper can be found in refs. 22 and 23. Some of the mathematical properties have been included herein as A~~e n d i x A.
id solutions for the Abraham potentials U(5, q ) and Q(5, q )
can be constructed using these Coulomb wave functions. The eigenfunctions are represented by the regular Coulomb wave functions Fo(-A,, f K q 2 ) with the eigenvalues An appropriately chosen so that the boundary conditions at q = q0 will be satisfied. These boundary conditions can be either Dirichlet, Neumann. or Robin boundarv conditions. whichever are required, as' explained previousiy. The irreg;lar Coulomb wave functions are not used as eigenfunctions because not only are theynot orthogonal, but from [17] and [21] they would produce a singularity in the field at q = 0 (i.e., the axis of the paraboloid). The regular wave functions do not produce such a singularity because they produce a zero-over-zero term and L'Hopital's rule can be used to take the limit as q goes to 0 . This limit turns out to be finite and thus there is no singularity.
In the 5 coordinate, the functions that will be used are The summation over n in the above equations represents a summation over the ordered eigenvalues, where the eigenvalues An = Cn/4K are obtained from the transcendental equation produced by applying the boundary conditions on the walls of the waveguide. Eigenvalues for all three types of boundary conditions are given in the next section.
Eigenvalues and eigenfunctions
The application of specific boundary conditions to the field at q = qo results in specific boundary conditions for the potential U and Q. These boundary conditions determine the appropriate eigenvalues for the problem under consideration. From the Sturm-Liouville system theory we know that there is a denumerable number of eigenvalues that can be ordered according to ascending value (see refs. 24 and 25) . It is also known that all the eigenvalues are positive in value except for a finite number of them. The three boundary conditions are now considered. The first few eigenvalues are calculated for all three cases along with the normalization constants N. For the perfectly conducting paraboloidal waveguide, the Dirichlet condition arises for the potential U(6, q ) and the Neumann condition arises for the potential Q(6, q): Recall that the potential U represents circularly symmetric TE modes and the potential Q represents circularly symmetric TM modes inside the paraboloidal waveguide.
The transcendental equation that arises from applying the Dirichlet condition to U is obtained by applying [26] Table 1 for the respective frequencies.
For the Neumann condition, the transcendental equation that arises can be obtained by applying [25] 
This function, here called the Robin function, has also been plotted as a function of the parameter A, (see ref. 22 ). The zero crossings represent the eigenvalues, and these are found along with the normalization constants for the same frequencies and size of paraboloid as for the previous two cases. The first few eigenvalues and normalization constants are tabulated in Table 3 .
The eigenfunctions for the potentials U(6, q) and Q(6, q) are given by the regular Coulomb wave functions with the parameter equal to the negative of the eigenvalue, -A,. These eigenfunctions are then normalized by the normalization constant N. Eigenfunctions for the case where the frequency is equal to 100 MHz are plotted in Figs. 2-4 for all three boundary-condition cases as indicated. As can be seen from these plots, the eigenfunctions all go to zero at q = 0. This is the condition that allows these functions to be orthogonal. Not all the components of the actual fields necessarily go to zero at q = 0 or 5 = 0, but care must be exercised in the evaluation of the fields at these points. The fields derived from the potential U([, q ) are expressed analytically at these critical points. The fields derived from the potential Q([, q) are not shown explicitly here but can be derived by a similar procedure.
Expressions for the TE-mode fields can be obtained by substituting [43] into [17] - [19] . Thus,
To evaluate these expressions on either the 5 = 0 or the q = 0 axis, we take the limit and use L'Hopital's rule throughout. As q -+0, the fields become
where Co is given by [Ag] . As can be seen at q = 0, only the He component survives. This is consistent with expectations as the I field must be symmetric in 4.
As 5 -) 0, the fields become 
Current-loop excitation
Consider the case of an electric current sheet expressed by the following equation:
where 8(( -t * ) represents the impulse function and J4(q) represents the magnitude of the current sheet. The dependence on q of the magnitude J4(q) is not shown explicitly as it is arbitrary. To simulate a current ring, we set the q dependence equal to the impulse function as well.
It is obvious that this specific excitation of [57] will produce fields that are independent of the coordinate 4. Thus, the Abraham potentials are appropriate, and in fact, it will become apparent that only the potential U will be necessary as the fields will be transverse electric (TE to the z axis).
The potential U can be represented in terms of an infinite summation of eigenfunctions where the Coulomb wave functions of the third kind are used in region I1 (i.e., in the region where 5 > t * ) . The reason for this is that outward-travelling waves are desired in region I1 and these are best represented by wave functions of the third kind, i.e.,
The field expressions can now be obtained from the potential ioe U by [17] - [19] . Note that because the field will be TE to the z [621 J4(q) = direction, this implies that Ee = E, = H4 = 0. he continuity of T , K~ E4 at 5 = [* must now be imposed on [17] , and from this condition the following is obtained:
I and thus, Also, the appropriate boundary condition at a current source must be applied. This can be expressed in vector form as Table 4 for all three.frequencies. The Neumann and the Robin boundary-condition cases are also shown in Tables 5 and 6 , respectively. As seen in the tables, the coefficients become smaller as the mode number n increases. This is expected as similar results appear in conical and other waveguides. Thus, only the first few modes actually propagate down the waveguide with the higher order modes being highly attenuated.
Application to the paraboloidal reflector
Up to now, the fields inside an infinite paraboloid have been determined. The logical step now is to consider the finite paraboloid and to determine the fields exterior to it. The paraboloidal reflector is treated as an aperture antenna, and the field-equivalence principle or Huygens' principle is used to determine the far field from the antenna. The far field is represented in spherical coordinates (r, 0, 4) and is plotted as a function of 0. Of course, the assumption of symmetry of the fields with respect to + is still made so that the field expressions of the previous sections can be used. Thus, the far-field patterns are also symmetric in +.
The problem of the finite paraboloid with current-loop sources about the axis of symmetry can be transformed into an equivalent problem by considering the closed surface S shown in Fig. 5 . This surface S is made up of the finite paraboloid itself plus the paraboloidal aperture surface described by 5 = to for 0 < q < yo. The outward normal on the aperture surface is given by ri = tig. The fields outside the surface S are denoted by E l and H I while the fields inside are denoted by E and H. The equivalent problem of Fig. 5 is shown in Fig. 6 . The original current-loop source that was interior to the closed surface S is removed with equivalent sources JS(t0, q ) and M,(SO, q ) placed on the surface 5 = 50. The current on the outside walls of the finite paraboloid is assumed to equal zero. A form of the equivalence principle, known as Love's equivalence principle (see ref. 6 ) is now used, which sets the field inside the surface S equal to zero. The equivalent sources are given by and The far field can now be obtained from the equivalent sources by using the standard auxiliary potentials A and F. For far-field calculations, we make the usual approximation (given by . As the radiated fields are usually determined in spherical components, the rectangular unit vectors can be transformed into spherical unit vectors using the transformation from rectangular components to spherical components given by ir,=&rsinOcos++ &ecosOcos+ -&+sin+ necessary for the first few terms only because the series coefficients, B,, converge rapidly. However, the problem with the determination of these radiation-vector components is in the calculation of the Coulomb wave function of the third kind, which is present in all four expressions of [97]- [loo] . Calculation of these functions entails calculation of the logarithmic Coulomb wave functions, which are in general, very difficult to compute. The problem arises because of the need for values of the logarithmic function for negative parameters. That is, when the eigenvalue A, is negative, which is the case for the first few modes, the parameter for which the logarithmic wave function must be calculated is also negative as can be seen in the expressions. This is not a problem for the regular wave functions because we have a series representation that converges fairly well, but for the logarithmic functions, the series representation does not yield to simple computations. The alternative naturally would be to integrate the equation, with the negative parameter, using a method such as the Runge-Kutta method, but this is useless without some initial values for the function and its derivative. The function values at the turning points, which were used previously, are of no use because these are defined for a positive parameter only. The function value at z = 0 is defined by [A25], but its derivative, which would also be required in the Runge-Kutta technique, is undefined as can be seen. from [A26] . There are no other published .results that would give us starting values when the parameter 'is negative. This is primarily due to the fact that in the field of nuclear physics, where these functions are normally encountered, a negative parameter has no physical significance. Thus, the computation of the exact radiated field would have to be left until a useful computation technique is found for calculating the logarithmic Coulomb wave function when the parameter is negative. Results can be obtained for the 100 MHz Dirichlet and Robin cases because all the eigenvalues are positive for those cases. For now we proceed by calculating the radiation field for only one mode in the series expansion, except for the 100 MHz Dirichlet and Robin cases as mentioned above. This allows us to set the wave function of the third kind to unity in the radiation-vector components of [97]- [loo] .
Once the far field has been calculated from [88] and [89] , it is a simple matter to calculate the radiation intensity U(0, +). The radiation intensity can be formulated from the far-zone electric and magnetic field components as 1991 LFO-= B,H&(A,, $Kt;) where the asterisk superscript denotes the complex conjugate of the expression in the brackets. 1 sin (b' -+)F~(-A,,, 1Kqt2) CAN. I. PHYS. VOL. 66. 1988 As can be seen from Fig. 7 , the impedance boundary condition has an effect on the far-field radiation pattern. This is what we would expect because the field distribution inside the paraboloid is changed. Thus it seems that the Coulomb wave functions give accurate results for the far field of a current loop inside the paraboloid. The far-field plots due to the first single mode do not seem to tell us too much about the total field. If single modes could be excited inside the paraboloid, then these plots could be useful. Efficient calculating methods are desperately required in order that the total field, such as the one plotted in Fig. 7 , may be obtained for the general case and thus firmly establish the method.
Conclusions
A method has been presented for the evaluation of electromagnetic fields that ire independent of 4 inside a paraboloidal waveguide. The method makes use of the Coulomb wave functions as eigenfunctions for the problem. Although there is little available information on the Coulomb wave functions, their calculation has been achieved with little effort. The procedures main advantage is that it is not restricted to the high-frequency case. There are no approximations made in the analysis, and except for the assumption that the fields must be independent of 4, the analysis is exact. For the case of the finite paraboloid, the Kirchhoff approximation is used in the application of Huygen's principle (i.e., the incident field for the infinite paraboloid case is used as the Huygen source).
We have found that a finite impedance on the walls of the paraboloid tends to change the far-field pattern. Specifically, the far-field pattern seems to be more omnidirectional for the impedance case than for the perfectly conducting case. Whether or not this is a general result will have to wait until further calculations can be made.
Further study is required into the calculation of the irregular Coulomb wave functions for a negative parameter. Once this is done and an efficient computing technique is devised, this method of solving the paraboloidal problem should yield many interesting characteristics. Some of the more important characteristics that are required are the input impedance of the source at the focal point and the difference in radiation pattern due to sources, which may be shifted up or down along the axis away from the focal plane.
It is recommended that deep paraboloidal horns be constructed and that experimental radiation pattern results be obtained. Also, because the paraboloid is Bsymptotica~~y equal to the cone, it is suggested that the possible use of the Coulomb wave functions for the conical horn problem be investigated.
1
In this appendix, some mathematical properties of the Coulomb wave equation and its solution, the Coulomb wave functions, will be investigated. These functions will be investigated in the form of a Sturm-Liouville system, as the ultimate goal for their use is as eigenfunctions.
The notation used here for a regular Sturm-Liouville system follows that of Trim (25). and is given by
The constants h l , h2, 11, and l2 in the Robin boundary conditions are real and independent of the parameter A. The functionsp(z), q(z), r(z), and rf(z) are real and continuous over the specified interval. Also, it is assumed that p(z) > 0 and r(z) r(z) = 1 .O, p(z) = 212, and q(z) = -1 .O, where the range of the variable z is 0 < z < zo. It is noted that r , p, and q satisfy all of the necessary requirements quoted above. For the case of the paraboloidal waveguide, there is no boundary condition at z = 0, but only at z = zo (i.e., at the walls of the paraboloidal waveguide). Thus, the singular Sturm-Liouville system arises, where at least one of l2 and h2 is not equal to zero. If l2 = 0, we have a Dirichlet condition at z = zo. If h2 = 0, we have a Neumann condition at z = zo. If both l2 and h2 exist then we have a Robin condition at z = zo, which will be necessary for the impedance boundary-condition case. Thus, it is necessary to obtain numerical results for all three cases.
The above system of equations [A4]-[A51 is a singular Sturm-Liouville system because only one boundary condition exists. Thus, the general properties of a regular Sturrn-Liouville system cahnot be used without proof. One of the most useful of these properties that will be required in later discussion is the orthogonality of the eigenfunctions with respect to the weighting function p(z).
Consider the eigenvalue-eigenfunction pairs (y,, A, ) and (y,, A,). The differential equation satisfied by each of these eigenvalue-eigenfunction pairs is given by [A4]:
The following manipulations are now performed:
Integrating with respect to z over the interval, we get Now for orthogonality of the eigenfunctions with respect to the weighting function p(z), the right side of the above equation must be equal to zero. The first determinant is equal to zero because of the existence of the boundary condition at z = zo. That is, if one thinks of the boundary equations at z = zo for y, and yn as simultaneous equations in I2 and h2, then because these equations have nontrivial solutions (i.e., at least one of l2 and h2 must exist), the determinant must go to zero. The second determinant does not collapse to zero as easily as the first because there is no boundary condition at z = 0. We find that if we examine the properties of the solutions of the Coulomb wave equation, we see that one of the solutions is identically zero at z = 0. Thus this solution is orthogonal. As will be seen in later discussions, the second solution is not appropriate and thus is not used in the eigenfunction solution because it produces a singularity in the field at z = 0. Therefore the orthogonality of the second solution is not required. Now that we have established orthogonality it is convenient to normalize the eigenfunctions. Thus a normalization constant, N, can be defined by The eigenfunctions are divided by N to make them orthonormal.
A.I. Properties of the Coulomb wave functions
In this section the properties of the Coulomb wave functions are investigated. These properties are results obtained from many authors over a number of years (see refs. [28] [29] [30] . The notation used here is that of Abramowitz and Stegun (23) , which was a compilation of the properties known about the functions up to 1965. The results that will be shown here are modified to the case where L = 0 so that they can be directly applied to the problem at hand. 
A .2. The regular wave function
The regular Coulomb wave function can be expressed in terms of the confluent hypergeometric equation, i.e., These functions and the method of defining them are analogous to the exponential expansions of the Hankel functions, which are defined in a similar way but should not be confused with the above functions.
