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Resumen: En el ana´lisis de sentimiento, la mayor´ıa de las investigaciones han si-
do llevadas a cabo en dominios generales tales como en el ana´lisis de opiniones de
pel´ıculas, restaurantes y otros productos o servicios, con escasa representacio´n en el
a´mbito me´dico. Cada vez ma´s, los pacientes buscan informacio´n en internet sobre
los posibles beneficios, efectos adversos y opiniones que otros pacientes tiene sobre
diferentes fa´rmacos. El objetivo de este trabajo es predecir el grado de satisfaccio´n
de los pacientes respecto a un determinado fa´rmaco en base a sus comentarios. Para
llevar a cabo la tarea, hemos utilizado una coleccio´n de comentarios sobre diferen-
tes tipos de fa´rmacos y aplicado una red convolucional para la clasificacio´n de los
mismos. Los resultados muestran que este tipo de redes proporciona mejores resul-
tados en te´rminos de precisio´n, recall y f1-score que empleando algoritmos cla´sicos
de clasificacio´n como las maquinas de soporte vectorial.
Palabras clave: Ana´lisis de Sentimiento, Clasificacio´n de textos multi-clase, Deep
Learning, Redes convolucionales
Abstract: Most of the research in sentiment analysis has been conducted in general
domains such as the analysis of film reviews, restaurants and other products or servi-
ces, but without much representation in the medical field. Increasingly, patients are
searching the internet for information about the potential benefits, adverse effects
and opinions that other patients have about different drugs. The aim of this work is
to predict the degree of patient satisfaction with a given drug based on their reviews.
To carry out the task, we have used a collection of reviews on different types of drugs
and applied a convolutional network for their classification. The results show that
this type of network provides better results in terms of precision, recall and f1-score
than using classical classification algorithms such as vector support machines.
Keywords: Sentiment Analysis, Multi-Class Text Classifiation, Deep Learning,
Convolutional Neural Network
1 Introduccio´n
Actualmente, debido al aumento de redes so-
ciales, blogs, foros de discusio´n y webs espe-
cializadas, existe un creciente volumen de da-
tos de opinio´n registrados digitalmente y dis-
ponibles para su estudio (Liu, 2012). El ana´li-
sis de sentimientos conforma el campo dedi-
cado al ana´lisis de las emociones, y opiniones
de personas a trave´s del Procesamiento del
Lenguaje Natural (PLN).
Los sistemas dedicados a la miner´ıa de
opiniones y al ana´lisis de sentimientos, son
ampliamente utilizados en a´mbitos sociales y
empresariales debido al fuerte papel que re-
presenta la opinio´n de las personas sobre un
determinado producto y servicio. En el a´mbi-
to de la medicina, se puede extraer informa-
cio´n en lo que refiere al estado de salud y con-
dicio´n de los pacientes, as´ı como informacio´n
sobre los tratamientos que reciben (Denecke
y Deng, 2015).
Dentro de este dominio, el ana´lisis y vi-
gilancia de los diferentes fa´rmacos, una vez
aprobados en el mercado, es clave en lo que
respecta a la mejora de la seguridad. Duran-
te los ensayos cl´ınicos, la probabilidad de de-
tectar todos los efectos adversos a fa´rmacos
es muy baja, ya que los ensayos cl´ınicos tie-
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nen una duracio´n limitada y se realizan so-
bre pequen˜os grupos de la poblacio´n. El efec-
to de un fa´rmaco puede variar en funcio´n de
un elevado nu´mero de factores, tales como la
edad, condicio´n previa del paciente, enferme-
dad, tratamiento con otros fa´rmacos, etc. El
ana´lisis automa´tico de la opinio´n que los pa-
cientes tienen sobre determinados fa´rmacos
no so´lo puede proporcionar una visio´n sobre
el grado de satisfaccio´n que los pacientes tie-
nen sobre un determinado fa´rmaco, sino que
tambie´n puede dar la pista sobre fa´rmacos
con un elevado nu´mero de efectos adversos.
El objetivo de este trabajo es predecir el
grado de satisfaccio´n que los pacientes tienen
sobre determinados fa´rmacos, en base a sus
comentarios. Concretamente, realizamos una
serie de experimentos sobre una coleccio´n de
comentarios extra´ıdos de la web Drugs.com
(Gra¨ßer et al., 2018). El corpus contiene una
serie de comentarios y opiniones escritas en
ingle´s, por usuarios no expertos, sobre dife-
rentes fa´rmacos. Adema´s de los comentarios,
los usuarios dan una valoracio´n relativa a la
efectividad y los posibles efectos adversos del
fa´rmaco. La valoracio´n puede tomar valores
entre 1 (valoracio´n ma´s negativa) y 10 (va-
loracio´n ma´s positiva). La representacio´n de
las diferentes clases suponen un problema de
multiclase desbalanceado donde aquellas ma´s
representadas son las ma´s polarizadas, sien-
do las clases 10, 9 y 1 las que presentan un
mayor nu´mero de instancias.
Para esta tarea, proponemos un enfoque
de aprendizaje profundo supervisado, en con-
creto, una red neuronal convencional (CNN)
(Collobert y Weston, 2008), cuya entrada es
un modelo pre-entrenado de word embed-
dings (Pyysalo et al., 2013), que nos permite
representar los comentarios. Adema´s, reali-
zamos una comparativa entre dicho enfoque
con un modelo Ma´quinas de Soporte Vec-
torial (SVM) (Joachims, 1998). En este ca-
so, los textos son representados utilizando un
modelo de bolsa de palabras con la frecuencia
inversa de las palabras.
El documento esta´ estructurado de la si-
guiente manera: la seccio´n 2 presenta breve-
mente una serie de estudios relacionados con
en ana´lisis sentimental en comentarios sobre
fa´rmacos y medicamentos. En la seccio´n 3, se
describen la coleccio´n de textos utilizada pa-
ra llevar a cabo el estudio y la metodolog´ıa
empleada. En las secciones 4 y 5, se mues-
tran los resultado obtenidos y una discusio´n
sobre los mismos. Finalmente, en la seccio´n
6 se presentan las conclusiones y trabajos fu-
turos.
2 Estado de la cuestio´n
Los principales trabajos en ana´lisis de sen-
timiento aplicado al dominio de salud en
fa´rmaco-vigilancia resultan u´tiles a la hora
de seleccionar que fa´rmacos deben ser vigila-
dos para identificar posibles efectos adversos.
Dichos trabajos se han centrado en dos gran-
des tareas: (I) clasificacio´n de comentarios y
(II) extraccio´n de aspectos de opiniones. En
la clasificacio´n de los comentarios se extrae el
sentimiento u opinio´n global sobre el texto,
en este caso, sobre los comentarios de fa´rma-
cos (ejemplo: positivo, negativo, neutro). En
la extraccio´n de aspectos, se identifican las
opiniones o sentimientos referidas a determi-
nadas caracter´ısticas o aspectos de la entidad
(fa´rmaco) sobre el que se realiza el comenta-
rio.
Los diferentes enfoques empleados para la
clasificacio´n de los comentarios pueden agru-
parse en enfoques de aprendizaje automa´ti-
co (supervisado o no supervisado), enfoques
basados en el le´xico y reglas o en enfoques
h´ıbridos (Pang y Lee, 2008).
En (Na et al., 2012), realizan una clasi-
ficacio´n binaria de sentimientos (positivos y
negativos) en comentarios de medicamentos
extra´ıdos de la pagina web DrugLib.com. En
este trabajo, se aplico´ un lexico´n construido a
partir del Subjetivity Lexicon (SL) (Wilson,
Wiebe, y Hoffmann, 2005) y de SentiWord-
Net (SWN) (Baccianella, Esuli, y Sebastiani,
2010). Adema´s, los autores tambie´n explora-
ron un enfoque basado en SVM, donde los
textos hab´ıan sido representados utilizando el
modelo de bolsa de palabras. Los experimen-
tos muestran que el enfoque lingu¨´ıstico ob-
tiene mejores resultados (accuracy de 78 %),
frente a un 73 % de accuracy obtenido por el
modelo SVM.
En (Na y Kyaing, 2015), se emplea otro
enfoque puramente lingu¨´ıstico en clasifica-
cio´n multiclase de sentimientos (positivo, ne-
gativo y neutral) en comentarios extra´ıdos de
webmd.com. Los autores tambie´n utilizaron
un lexico´n extra´ıdo de SL y SWN, adema´s
de un a´rbol de dependencias, obtenido con la
herramienta Stanford NLP library (De Mar-
neffe, MacCartney, y Manning, 2006). En este
art´ıculo tambie´n se realiza una comparativa
con modelos SVM y bolsas de palabras, obte-
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niendo unos resultados de 69 % de accuracy
en el enfoque lingu¨´ıstico y 66 % de accuracy
usando SVM.
En (Gopalakrishnan y Ramaswamy,
2017), se realiza una clasificacio´n polarizada
(positivo, negativo y neutral) en comentarios
extra´ıdos de la web askapatient.com. Los
comentarios son preprocesados y represen-
tados con vectores de frecuencia inversa
(Tf-idf), donde las diferentes caracter´ısticas
son unigramas, bigramas y trigramas. Los
autores exploraron diferentes algoritmos de
aprendizaje supervisado tales como SVM,
Redes Neuronales Probabil´ısticas (PNN) y
Redes Neuronales de Base Radial (RBFN),
obteniendo los mejores resultados con los
modelos RBFN, con una F1 en torno al
84-94 %, para cada una de las clases.
En (Yadav et al., 2018), abordan el proble-
ma de multiclasificacio´n de comentarios sobre
medicamentos. Las posibles clases son: medi-
camentos efectivos, ineficaces o con efectos
adversos graves. El corpus es extra´ıdo de la
web patient.info y los textos son preprocesa-
dos obteniendo unigramas, bigramas y trigra-
mas. Adema´s, cada comentario es asignado
con una posible puntuacio´n (positiva, negati-
va y neutral), obtenida empleando el lexico´n
SWN. En este art´ıculo, se evalu´an diferen-
tes modelos tales como SVM, Random Fo-
rest, Perceptro´n Multicapa (MLP) y CNN.
El mejor resultado es obtenido por el modelo
de CNN obteniendo un 82 % de macro-F1. En
este modelo, los textos fueron representados
utilizando el modelo pre-entrenado de word
embeddings de Google news.
En el trabajo (Gra¨ßer et al., 2018), reali-
zan una prediccio´n de la satisfaccio´n de los
pacientes (positivo, negativo y neutral) so-
bre una coleccio´n de comentarios extra´ıdos
de Drugs.com y Druglib.com. Los textos son
representados utilizando un modelo de bolsa
de bigramas y trigramas. Los autores aplican
regresio´n log´ıstica y obtienen resultados del
92.24 % de accuracy sobre los comentarios de
Drugs.com y del 69.88 % sobre Druglib.com.
3 Metodolog´ıa
3.1 Dataset
El corpus consiste en una coleccio´n de comen-
tarios escritos en ingle´s, extra´ıdos de forma
automa´tica por (Gra¨ßer et al., 2018) de la
web Drugs.com, que proporciona informacio´n
sobre medicamentos tanto a pacientes como
a profesionales de la salud.
El contenido del corpus consiste en comen-
tarios de pacientes sobre un fa´rmaco espec´ıfi-
co, as´ı como una puntacio´n del 1 al 10, que re-
fleja el grado de satisfaccio´n del paciente con
el fa´rmaco. A continuacio´n, se describe con
ma´s detalle la informacio´n que proporciona
el corpus para cada uno de los comentarios:
Nombre del fa´rmaco.
Condicio´n o estado en el que se encuen-
tra el paciente; por ejemplo, insomnio,
depresio´n, trastorno bipolar, etc.
Texto del comentario del paciente sobre
el fa´rmaco.
Puntuacio´n del 1 al 10 del grado de sa-
tisfaccio´n del paciente sobre el fa´rmaco.
Fecha de en la que se registro´ el comen-
tario.
Nu´mero de usuarios, consumidores y
profesionales, que marcaron el comenta-
rio como u´til.
Por ejemplo, un paciente con fibrilacio´n
auricular publico´ el siguiente comentario:
”Only on it for 8 days. After 5 days started
having shortness of breath, muscle spasms in
upper back, pounding heart rate, fatigue, stiff-
ness in neck and face”. Dicho comentario ha-
ce referencia al fa´rmaco Flecainide y descri-
be una serie de efectos adversos que e´ste le
ha producido a los pocos d´ıas. La puntuacio´n
del fa´rmaco proporcionada por el paciente es
negativa con un valor de 1.
El corpus empleado esta´ formado por una
total de 215.063 comentarios. El corpus ha
sido dividido en datasets de entrenamiento y
test, manteniendo en ambos la proporcio´n de
las clases mediante un muestreo aleatorio es-
tratificado. Los datasets de entrenamiento y
test se encuentran en una proporcio´n de 75 %
y 25 %, respectivamente. Adicionalmente, un
15 % del total del dataset de entrenamiento
ha sido reservado como dataset de validacio´n,
que nos permite aprender los mejores hiper-
para´metros de los distintos modelos.
La distribucio´n de los diferentes comenta-
rios en funcio´n de su clase (grado de satis-
faccio´n) puede ser observada en la figura 1.
Exista una fuerte desproporcio´n del nu´mero
de instancias entre las distintas clases, predo-
minando aquellas con valoraciones ma´s pola-
rizadas.
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Figura 1: Distribucio´n de las clases en los datasets de Entrenamiento y Test
3.2 Sistema
La finalidad de esta tarea consiste en resolver
un problema de multiclasificacio´n de textos.
En particular, el objetivo es inferir un mo-
delo capaz de predecir la puntuacio´n (clase)
o grado de satisfaccio´n para un comentario
concreto.
Los enfoques de aprendizaje profundo han
demostrado su capacidad de aprender las ca-
racter´ısticas ma´s relevantes para la tarea de
PLN a resolver. En concreto, las redes con-
volucionales (CNN) han demostrado ser muy
efectivas a la hora de realizar tareas de cla-
sificacio´n de textos. Dicha eficacia reside en
su capacidad para extraer patrones represen-
tativos que describen el texto en forma de
n-gramas (Kim, 2014), (Wang et al., 2017).
Por este motivo, en este trabajo proponemos
una arquitectura basada en CNN.
Para el preprocesado de los comentarios, el
texto es tokenizado y las expresiones nume´ri-
cas son cegadas, obteniendo un vocabulario
de 49.339 tokens. Las CNN requieren que su
entrada siempre tenga la misma longitud. Es-
to u´ltimo es debido a la necesidad de definir
unos filtros convolucionales donde los pesos
se modificara´n teniendo en cuenta un taman˜o
de ventana concreto para todos y cada uno de
los textos (comentarios). Sin embargo, debi-
do a la longitud variable de los comentarios,
es necesario realizar un padding o rellenado
de tokens, que no aporten informacio´n (zero-
padding) al final de cada uno de los textos
para igualar su longitud.
Basa´ndonos en la funcio´n de distribucio´n
acumulada sobre la longitud de los comenta-
rios, el 90 % de los textos preprocesados tie-
nen una longitud menor o igual a 250 tokens.
Sin embargo, como el taman˜o ma´ximo es rela-
tivamente pequen˜o (2.006 tokens), hemos de-
cidido definir el taman˜o de la entrada como
este taman˜o ma´ximo, y evitando as´ı realizar
truncado.
La arquitectura propuesta consta de una
capa de entrada donde cada uno de los tex-
tos, ya procesados, son representados como
una matriz de embeddings gracias a un mode-
lo pre-entrenado de word embeddings (Pyy-
salo et al., 2013). Este modelo de word em-
beddings fue entrenado sobre una coleccio´n
de textos de PubMed, PMC y de la Wiki-
pedia en ingle´s (versio´n de 2013), utilizando
word2vec (Mikolov et al., 2013). El modelo
contiene un vocabulario de 5.443.656 de pa-
labras. La dimensio´n de los word embeddings
es 200.
A continuacio´n, la arquitectura cuenta con
una capa de convolucio´n, donde diferentes fil-
tros o sub-matrices operan desliza´ndose a lo
largo de la matriz de entrada, produciendo
como salida un mapeo de caracter´ısticas de
los textos. Para obtener los mejores hiper-
para´metros de la red, aplicamos grid-search,
obteniendo 64 filtros con un taman˜o de ven-
tana de 2, 3 y 5 vectores de palabras. Como
funcio´n de activacio´n empleamos una unidad
de rectificacio´n linear (ReLU) (Nair y Hin-
ton, 2010) para evitar problemas de desvane-
cimiento de gradiente. (Ide y Kurita, 2017).
Una vez obtenido el mapeo de caracter´ısti-
cas, se emplea una capa de agrupacio´n (poo-
ling) para obtener aquellas caracter´ısticas
ma´s relevantes a lo largo de las salidas de
los diferentes filtros. Existen diferentes me´to-
dos de agrupamiento, tales como la media, el
ma´ximo de las entradas de la capa o mode-
los de atencio´n (Boureau et al., 2010), (Er et
al., 2016). Para nuestra experimentacio´n, em-
pleamos un agrupamiento basado en el ma´xi-
mo de los valores de cada convolucio´n. Di-
cho me´todo es empleado con el fin evitar que
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la operacio´n de padding pueda afectar nega-
tivamente a la representacio´n de los textos
(Sua´rez-Paniagua y Segura-Bedmar, 2018).
Finalmente, las salidas de las capas de
agrupamiento son concatenadas y enviadas a
una capa de perceptrones totalmente conec-
tados. En esta capa, se utiliza la funcio´n de
activacio´n ReLU con el objetivo de mejorar
la prediccio´n de las clases. En este punto, los
diferentes vectores que representan cada uno
de los textos, son conectados con una capa
Softmax, que finalmente predice la puntua-
cio´n del 1 al 10 para cada comentario. En
la figura 2 podemos observar la arquitectu-
ra descrita junto con las diferentes capas de
regulacio´n (dropout) empleadas para evitar
sobreajuste durante el entrenamiento.
4 Resultados
En la evaluacio´n de nuestros sistemas, hemos
utilizado las me´tricas esta´ndar para las tareas
de clasificacio´n de textos: precisio´n, recall y
F1 (Frakes y Baeza-Yates, 1992). Dado que
nos encontramos ante un problema de multi-
clasificacio´n, donde las diferentes clases esta´n
desbalanceadas, empleamos las me´tricas de
micro y macro-averages. Con macro-average,
mostramos la media de los valores obteni-
dos para cada clase de forma independiente,
mientras que en micro-average se agrega la
contribucio´n de cada una de las clases.
Como sistema baseline, consideramos un
modelo de Support Vector Machines (SVM)
con kernel lineal. En este sistema, los comen-
tarios son representado el modelo extendido
de bolsa de palabras con tf-idf. Los clasifica-
dores SVM han demostrado buenos resulta-
dos en problemas de clasificacio´n de textos,
ya que suelen ser linealmente separables (Joa-
chims, 1998).
Los experimentos con arquitecturas de
CNN han sido realizados empleando la li-
brer´ıa Keras con tensorflow. Los experimen-
tos realizados SVM han sido realizados em-
pleando la librer´ıa scikit-learn de Python.
En el caso de la CNN, adema´s se uti-
lizo´ un optimizador ADAM (Kingma y Ba,
2014), con un learning rate de 0.001, un batch
size de 500 comentarios durante 200 epoch
y categorical-crossentropy como funcio´n de
pe´rdida.
En el caso del clasificador SVM se em-
pleo´ un parametro de penalizacio´n C=10 con
squared hinge como funcio´n de pe´rdida.
Para la configuracio´n de los hiper-para´me-
tros de los diferentes clasificadores emplea-
mos grid search. Los diferentes modelos se
han evaluado empleando el dataset de vali-
dacio´n.
Label Precision Recall F1-score
1 0.5987 0.7282 0.6571
2 0.4562 0.3303 0.3832
3 0.4211 0.3156 0.3608
4 0.4135 0.3140 0.3570
5 0.3964 0.3030 0.3434
6 0.4017 0.2728 0.3249
7 0.3847 0.2705 0.3176
8 0.3915 0.3236 0.3543
9 0.4302 0.3655 0.3952
10 0.6014 0.7675 0.6744
Micro 0.5197 0.5197 0.5197
Macro 0.4495 0.3991 0.4168
Tabla 1: Baseline. Resultados empleando tf-
idf y LinearSVM
La tabla 1 muestra los resultados del sis-
tema baseline. los mejores resultados se ob-
tienen en aquellas clases con mayor repre-
sentacio´n y ma´s polarizadas, obteniendo un
67.44 % y 65.71 % de F1 para las clases 10
y 1 respectivamente. De igual forma, los peo-
res resultados son aquellos obtenidos para las
clases menos representadas, llegando a obte-
ner un 32.49 % de F1 para la clase 6 y un
31.76 % para la clase nu´mero 7.
Las tablas 2 y 3 muestran los resultados
obtenidos por el modelo CNN. En la tabla 2
se muestran los resultados obtenidos al man-
tener los word embedding esta´ticos en el en-
trenamiento del modelo CNN. Mientras, en
la tabla 3, podemos observar los resultados
obtenidos al permitir que los valores de los
word embeddings sean ajustados durante el
entrenamiento de la red.
Como podemos comprobar en la tabla 2,
los resultados siguen el mismo patro´n que
los obtenidos con el modelo SVM. Los me-
jores resultados son aquellos obtenidos para
las clases mayoritarias (68.07 % y 64.74 %).
No obstante, los resultados de las clases mi-
noritarias son incluso ma´s bajos que los pro-
porcionados por el modelo SVM.
Si comparamos el modelo SVM y el mode-
lo CNN con word embeddings esta´ticos des-
critos hasta el momento, el modelo SVM ob-
tiene un 51.97 % de micro-F1, mientras que
el modelo CNN obtiene un 47.50 % de micro-
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Figura 2: Arquitectura de nuestro sistema
Label Precision Recall F1-score
1 0.5339 0.8223 0.6474
2 0.2690 0.1195 0.1655
3 0.2592 0.1247 0.1684
4 0.2416 0.0820 0.1224
5 0.2473 0.1524 0.1886
6 0.2047 0.0897 0.1247
7 0.2625 0.0984 0.1431
8 0.2815 0.2695 0.2754
9 0.3737 0.2528 0.3016
10 0.5816 0.8205 0.6807
Micro 0.4750 0.4750 0.4750
Macro 0.3255 0.2832 0.2818
Tabla 2: Resultados con CNN utilizando
word embeddings esta´ticos (no entrenables)
F1. Estos resultados pueden deberse a que
las caracter´ısticas extra´ıdas de la matriz de
embeddings por los filtros convolucionales no
fueran suficientes a la hora de discriminar en-
tre una clase u otra.
Sin embargo, el modelo CNN con word
embeddings no esta´ticos (tabla 3) mejora sig-
nificativamente los resultados de los modelos
anteriores. En este caso, los resultados ob-
tenidos por las clases mayoritarias continu´an
siendo superiores al resto clases. No obstante,
existe una notable mejor´ıa en lo que respec-
ta a las clases minoritarias, obteniendo final-
mente una micro-F1 de 66.72 % y una macro-
F1 de 61.81 % sobre el dataset de test.
Label Precision Recall F1-score
1 0.7119 0.7556 0.7331
2 0.6227 0.5771 0.5991
3 0.6254 0.5664 0.5945
4 0.6451 0.5413 0.5887
5 0.6035 0.5572 0.5794
6 0.6444 0.5139 0.5718
7 0.5903 0.5290 0.5579
8 0.5822 0.5770 0.5796
9 0.6026 0.6214 0.6119
10 0.7454 0.7858 0.7651
Micro 0.6672 0.6672 0.6672
Macro 0.6374 0.6025 0.6181






Tabla 4: Resultados de micro y macro-F1 de
los diferentes modelos. Los valores ma´s altos
esta´n resaltados en negrita
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5 Discusio´n
Como se ha mostrado anteriormente, nos en-
contramos ante un problema de multiclasifi-
cacio´n con las clases desbalanceadas. Esto re-
sulta problema´tico a la hora de clasificar co-
rrectamente aquellos comentarios cuya clase
esta´ escasamente representada en el dataset
de entrenamiento.
La representacio´n de los textos utilizando
una bolsa de palabras o tf-idf produce vec-
tores de elevadas dimensiones donde los da-
tos esta´n muy dispersos. Teniendo todo es-
to en cuenta, emplear un clasificador SVM
podr´ıa proporcionar buenos resultados (Joa-
chims, 1998).
Cuando comparamos el modelo generado
con embeddings esta´ticos, nos encontramos
con que los resultados son incluso inferiores a
los proporcionados por el clasificador SVM.
A pesar de que el modelo de word embed-
dings incluya un 82.04 % de las palabras del
corpus, las caracter´ısticas extra´ıdas por los
filtros convolucionales no parecen ser lo su-
ficientemente discriminatorias como para al-
canzar los resultados del modelo SVM.
No obstante, al permitir ajustar los word
embeddings durante el entrenamiento de la
red, podemos comprobar que una arquitec-
tura sencilla de CNN es capaz de alcanzar
una mejor´ıa significativa, incluso en las cla-
ses menos representadas. En la tabla 4, vemos
como el clasificador CNN nos proporciona un
66.72 % de micro-F1 frente a un 51.97 % ob-
tenido por el clasificador SVM. Al realizar la
media entre sus F1-score por igual sin nin-
guna ponderacio´n, obtenemos un 61.81 % de
macro-F1 frente al 41.68 % del clasificador
SVM, corroborando que el modelo CNN me-
jora el desempen˜o a la hora de predecir las
clases menos representativas.
6 Conclusio´n
Debido al creciente volumen de datos dispo-
nibles en internet, cada vez un mayor nu´mero
de pacientes buscan opiniones sobre la efica-
cia y los posibles efectos de sus tratamientos.
Por otro lado, el seguimiento y ana´lisis de es-
te tipo de opiniones sobre los fa´rmacos, apor-
ta una valiosa informacio´n complementaria a
la hora de detectar posibles efectos adversos,
que no fueron detectados durante los ensayos
cl´ınicos.
Mientras que la mayor´ıa de los trabajos
que han investigado en ana´lisis de sentimien-
to en el dominio de salud, se han centrado en
la clasificacio´n de comentarios en dos o tres
clases (positiva, negativa y neutra), en nues-
tro trabajo abordamos una tarea ma´s com-
plicada al tratar de clasificar los comentarios
en 10 clases distintas (cada una de ella refleja
el grado de satisfaccio´n del paciente con res-
pecto al fa´rmaco). Adema´s, otro reto impor-
tante es que debido al elevado nu´mero de cla-
ses, muchas clases esta´n poco representadas.
Nuestro mejores resultados son obtenidos con
el modelo CNN (61.81 % de macro-F1), fren-
te al enfoque tradicional de SVM con bolsa
de palabras tf-idf (41.68 % de macro-F1).
Como trabajo futuro, exploraremos otras
arquitecturas de aprendizaje profundo, tales
como CNN con un mayor nu´mero de capas
convolucionales, redes recurrentes y arquitec-
turas h´ıbridas. Adema´s, integraremos infor-
macio´n sema´ntica mediante el uso de modelos
de embeddings de conceptos. Para abordar el
problema de desbalanceo de datos, aplicare-
mos te´cnicas de sampling. Tambie´n nos plan-
teamos reducir el nu´mero de clases de 10 a 3
(positivo, negativo y neutro).
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