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1. Introduction
The study of heliumatomandhelium-like ions,which are composed of one nucleus and two electrons, plays an important
role in the development of the wave-mechanical quantum theory of Heisenberg and Schrödinger during the mid 1920’s [1].
Since the first experiment in [2] in 1963, the study of doubly excited states of helium has attracted the interest of both
physicists and mathematicians. Let e denote the electron’s charge, m denote the electron’s mass, rk = (xk, yk, zk) denote
the position vector of the kth electron (k = 1, 2), and r = (r1, r2). The electronic wave function Ψ (r) is governed by the
(steady-state) Schrödinger equation [3][
− h¯
2
2m
(∇21 +∇22 )+ V (r)
]
Ψ (r) = EeΨ (r), (1.1)
where
∇2k =
∂2
∂x2k
+ ∂
2
∂y2k
+ ∂
2
∂z2k
, k = 1, 2.
h¯ is the Planck constant; Ee is the energy level of the electronic structure; andV (r) is the Coulombpotential energy containing
the attracting and repelling potentials, given by
V (r) = −Ze
2
r1
− Ze
2
r2
+ e
2
r12
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where r12 = |r1 − r2| and Ze is the nuclear charge. |Ψ (r)|2 can be interpreted as the probability density that gives the
probability per unit volume of finding the electrons at r . By using the atomic unit a0 = h¯2 /me2 for length, where a0 is the
radius of the first Bohr orbit, and the Hartree Eh = e2/a0 for the unit of energy, one obtains[
−1
2
(∇21 +∇22 )+ V (r)
]
Ψ (r) = EΨ (r), (1.2)
where the Coulomb potential V (r) is now given by
V (r) = − Z
r1
− Z
r2
+ 1
r12
.
Eq. (1.2) constitutes an eigenvalue problem. We point out that Eq. (1.2) is not separable, and does not have close-form
solutions.
Define the Hamiltonian operator H by
HΨ (r) =
[
−1
2
(∇21 +∇22 )+ V (r)
]
Ψ (r).
Let H1(R6) denote the usual Sobolev space W 2,1(R6). For any Ψ1,Ψ2 ∈ H1(R6), use the Dirac bra-ket notation and the
physicist’s convention to write
⟨Ψ1|Ψ2⟩ =
∫
R6
Ψ ∗1 (r)Ψ2(r)dr,
where Ψ ∗1 denotes the complex conjugate of Ψ1, and
⟨Ψ1|H|Ψ2⟩ =
∫
R6
[
1
2
(∇1Ψ ∗1 · ∇1Ψ2 +∇2Ψ ∗1 · ∇2Ψ2)+ Ψ ∗1 V (r)Ψ2
]
dr.
Letσ(H),σp(H) andσe(H)denote the spectrum, point spectrumandessential spectrumofH respectively. It iswell-known [4]
that σ(H) = σp(H) σe(H), where σe(H) = [0,∞) and σp(H) ⊂ (−∞, 0). Each λ ∈ σp(H) is an eigenvalue ofH, andH has
infinitely many negative eigenvalues which accumulate at 0. The lowest eigenvalue and the corresponding eigenfunction
can be obtained by solving the minimization problem
inf
⟨Ψ |Ψ ⟩=1
Ψ∈H1(R6)
⟨Ψ |H|Ψ ⟩. (1.3)
The solution Φ0 attaining the minimum of ⟨Ψ |H|Ψ ⟩ is called the ground state, and the associated value E0 = ⟨Ψ0|H|Ψ0⟩
is called the ground state energy. Excited states Ψk with successively higher energy levels may be obtained sequentially for
k = 1, 2, . . ., through
Ek = ⟨Ψk|H|Ψk⟩ = min⟨Ψ |Ψ ⟩=1
Ψ∈Wk
⟨Ψ |H|Ψ ⟩, (1.4)
whereWk = {Ψ ∈ H1(R6) | ⟨Ψ |Ψj⟩ = 0, j = 0, 1, 2, . . . , k− 1}.
The computation of excited states of helium is challenging due to the high space dimension, and the singularities and
electronic interaction in the Coulomb potential. There are two types of methods in the computational physics literature
for calculating the energies of ground and excited states: the Monte Carlo methods coupled with cluster expansion,
configuration interactions, and density functions; and the perturbation expansion methods using the Hylleraas-type wave
functions coupled with finite discrete spectrum and complex rotations. All of these numerical methods have the following
unavoidable issues: (a) numerical algorithms are complex; (b) computations are extremely intensive; and (c) a physically
appealing picture of chemical bonds is largely lost. There remains a need for understanding electronic structures in some
relatively simple way that are capable of describing ground and excited states of atoms and molecules with good accuracy.
Physical parameters, such asmasses and charges of particles, often ‘‘disappear’’ fromdynamical equationswhen variables
such as distances and energies are expressed in terms of dimensionless ratios. In that case, there is no ‘‘free parameter’’ that
can be used to set up a perturbation or interpolation calculation. Then a quantity like a dimension, that otherwise would
be considered as given or fixed, may be treated as variable, in order to provide a perturbation parameter. The idea of a
dimensional scaling (D-scaling) technique was suggested first by the Field medalist Witten [5] and developed essentially by
Herschbach [6]. It provides an innovative approach to studymany-particle systems, and is now awell-established technique
in chemical physics (see [7,8], and the references therein).
Using the D-scaling with interpolation and 1/D expansion, Herschbach [6] studied the ground state of helium. The
accuracy of the Herschbach’s work was improved by in [9] by using the weighted truncation and Padé approximation. Using
the dimensional perturbation, Carzoli et al. [10,11] extended Herschbach’s method to study the excited states of helium.
However, the 1/D expansion converges slowly and the entire procedure, which uses the moments of coupled harmonic
oscillators and the Padé approximation, seems to be quite intricate. In a recent paper in [12], a quantum number D-scaling
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method was proposed to capture the excited states of helium, where the principal and orbital quantum numbers were
included in dimension parameters for the first time in the literature. This method does not require calculation of high order
1/D corrections in order to obtain high-angular momentum states. However, the effective potential for the excited states of
helium obtained in [12] is not consistent with the known results given in [9,6,13]. Furthermore, it has been noted [14,1] that
five quantum numbers (two principal quantum numbers, two angular momentum quantum numbers for electrons, and a
combined angularmomentumquantumnumber) are required to characterize the doubly excited states of helium. In a recent
paper [15] on three-body problems in atomic and molecular quantummechanics, we have proposed a quantum number D-
scaling method involving five quantum numbers to study the excited states of helium and obtained a dimensionally scaled
helium atom model.
The aim of this paper is to study the dimensionally scaled helium atommodel obtained in [15] and to propose numerical
algorithms for the computation of excited states of helium. The organization of this paper is as follows. In Section 2, for the
benefit of the readers, we introduce briefly the idea of D-scaling methods through the example of the hydrogen atom [7],
and the dimensionally scaled helium atommodel. In Section 3, we present themathematical analysis of the effective energy
potential corresponding to excited states of helium. As an important byproduct of our analysis, it is proved rigorously that the
dimensionally scaled helium atommodel obtained in [12] can capture only the so-called S-states of the helium atom. Based
on the mathematical analysis given in Section 3, two simple numerical algorithms are proposed in Section 4 to compute
excited states of helium. The comparison between our numerical results and those in the existing literature is also given to
indicate the accuracy and efficiency of the dimensionally scaled helium atom model.
2. A dimensionally scaled helium atommodel
D-scaling offers a useful computational approach to study multi-particle systems. There are four typical steps in various
D-scaling methods [7, Chapter 1].
(1) generalize the problem to D-dimension by writing the usual kinetic energy term in the Schrödinger equation as
−1
2
∇2 = −1
2
3−
i=1
∂2
∂x2i
→−1
2
D−
i=1
∂2
∂x2i
.
(2) transform the problem to a suitably scaled space to remove the major D-dependence of the quantity to be determined;
(3) evaluate the scaled quantity at one or more special D-values, such as D → ∞, where the computation is relatively
‘‘easy’’; and
(4) obtain an approximation for D = 3 by relating it to the special D-values, usually by some interpolation or extrapolation
procedures.
We now illustrate the idea of D-scaling through the example of the hydrogen atom.
Example 2.1. The electronic wave function Ψ of the hydrogen atom is governed by the Schrödinger equation
−1
2
3−
i=1
∂2
∂x2i
− Z
r

Ψ (r) = EΨ (r), (2.1)
where r = (x1, x2, x3) ∈ R3, r = |r|, and Z is the nuclear charge. The hydrogen atom is the simplest atomwhose ground state
energy and excited state energies can be obtained by solving (2.1) directly [16, Chapter 8]. Generalize Eq. (2.1) toD-dimension:
−1
2
D−
i=1
∂2
∂x2i
− Z
r

ΨD(r) = EΨD(r), (2.2)
where r = (x1, x2, . . . , xD) ∈ RD. Introduce the D-dimensional hyperspherical coordinates (r, θ1, θ2, . . . , θD−1) by
x1 = r cos θ1 sin θ2 sin θ3 · · · sin θD−1,
x2 = r sin θ1 sin θ2 sin θ3 · · · sin θD−1,
x3 = r cos θ2 sin θ3 sin θ4 · · · sin θD−1,
x4 = r cos θ3 sin θ4 sin θ5 · · · sin θD−1,
...
xD−1 = r cos θD−2 sin θD−1,
xD = r cos θD−1,
where r ≥ 0, 0 ≤ θ1 ≤ 2π , 0 ≤ θj ≤ π, j = 2, 3, . . . ,D− 1. The Jacobian volume factor is given by
J = rD−1 sin θ2 sin2 θ3 sin3 θ4 · · · sinD−2 θD−1. (2.3)
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The D-dimensional Laplacian now becomes
∇2D =
D−
i=1
∂2
∂x2i
= KD−1(r)− L
2
D−1
r2
, (2.4)
where
KD−1(r) ≡ 1rD−1
∂
∂r

rD−1
∂
∂r

(2.5)
and L2D−1 is the generalized orbital angular momentum operator given by
L21 = −
∂2
∂θ21
, L2k = −
1
sink−1 θk
∂
∂θk
sink−1 θk
∂
∂θk
+ L
2
k−1
sin2 θk
, 2 ≤ k ≤ D− 1. (2.6)
Thus Eq. (2.2) becomes
− 1
2

KD−1(r)− L
2
D−1
r2

ΨD − Zr ΨD = EDΨD. (2.7)
Let
ΨD(r,ΩD−1) = R(r)Y (ΩD−1),
whereΩD−1 denotes the collective angular variables. One can verify that Y (ΩD−1) is an eigenfunction of L2D−1 [17]:
L2D−1Y (ΩD−1) = ℓ(ℓ+ D− 2)Y (ΩD−1),
where ℓ is the orbital angular momentum quantum number, ℓ = 0, 1, 2, . . .. Thus Eq. (2.7) reduces to[
−1
2
KD−1(r)+ ℓ(ℓ+ D− 2)2r2 −
Z
r
]
ΨD = EDΨD, (2.8)
where we have used ΨD = ΨD(r) to replace R(r). Note that the radial part of the Jacobian volume factor (2.3) is JD = rD−1.
Introduce the following transformation
ΨD = r−(D−1)/2ΦD, (2.9)
which is motivated by the need to normalize the Jacobian factor to unity for the radial probability density, |ΦD|2 = JD|ΨD|2.
Thus (2.8) becomes[
−1
2
∂2
∂r2
+ Λ(Λ+ 1)
2r2
− Z
r
]
ΦD = EDΦD, (2.10)
where
Λ = ℓ+ 1
2
(D− 3). (2.11)
Eq. (2.10) is the radial Schrödinger equation inD-dimension. In (2.11), there is an inter-dimensional degeneracy [18]: increas-
ing the space dimension by 2 implies increasing the quantum number ℓ by 1. By scaling variables r and E as
rs = 4
(D− 1)2 r, (2.12)
Es = (D− 1)
2
4
ED, (2.13)
Eq. (2.10) becomes[
− 2
(D− 1)2
∂2
∂r2s
+ 2Λ(Λ+ 1)
(D− 1)2
1
r2s
− Z
rs
]
ΦD = EsΦD. (2.14)
By letting D →∞, we obtain
1
2r2s
− Z
rs

Φ∞ = EsΦ∞.
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The problem of calculating the ground state energy of hydrogen is reduced to a simple algebraic problem of minimizing the
effective potential
Es = 12r2s
− Z
rs
. (2.15)
A simple calculation gives E˜∞ = min E(rs) = −Z2/2 at rs = 1/Z , which coincides with the exact ground state energy of
hydrogen. 
The success of the D-scaling analysis on the hydrogen atom hinges very much on (2.12) and (2.13), due to [6]. We call (2.12)
and (2.13) the Herschbach hydrogenic D-scaling, which is a key ingredient in various D-scaling methods. The interpolation
or extrapolation procedure is not necessary for the hydrogen atom, but essential for other atomic and molecular structures.
More examples of D-scaling can be found in [7] and the references therein.
Next, we introduce the dimensionally scaled helium atom model obtained in [15]. Let (rj, θj, φj) denote the spherical
coordinates of rj for j = 1, 2. The Coulomb potential in (1.2) is then given by
V (r1, r2, θ1, θ2, φ) = − Zr1 −
Z
r2
+ 1
r12
,
where r12 = [r21 + r22 − 2r1r2(cos θ1 cos θ2 + sin θ1 sin θ2 cosφ)]1/2, and φ = φ1 − φ2 is usually called the dihedral angle.
If E in (1.2) is an eigenvalue, then (1.2) admits at least one eigenstate Ψ which depends only on five variables: r1, r2, θ1, θ2,
and φ. Thus, to compute the energies of excited states of helium, we consider only those excited states depending on r1, r2,
θ1, θ2, and φ. On the space of eigenstates that depend on r1, r2, θ1, θ2, and φ, the kinetic term in (1.2) reduces to
∇21 +∇22 =
1
r21
∂
∂r1

r21
∂
∂r1

+ 1
r22
∂
∂r2

r22
∂
∂r2

+ 1
r21
1
sin θ1
∂
∂θ1

sin θ1
∂
∂θ1

+ 1
r22
1
sin θ2
∂
∂θ2

sin θ2
∂
∂θ2

+

1
r21 sin
2 θ1
+ 1
r22 sin
2 θ2

∂2
∂φ2
. (2.16)
Introduce the following generalized kinetic energy term,
∇21 +∇22 = Kγ1(r1)+ Kγ2(r2)+
1
r21
L2α1(θ1)+
1
r22
L2α2(θ2)+

1
r21 sin
2 θ1
+ 1
r22 sin
2 θ2

L2β(φ), (2.17)
where
Kγj(rj) =
1
r
γj
j
∂
∂rj

r
γj
j
∂
∂rj

for j = 1, 2, and
L2λ(ψ) =
1
sinλ ψ
∂
∂ψ

sinλ ψ
∂
∂ψ

for λ = α1, α2 or β,
where γ1, γ2, α1, α2, β are different parameters tending toward ∞. The five parameters are expressed as a product of a
quantum number and a term of space dimension D according the following quantization postulate:
γ1 = n1(D− 1), γ2 = n2(D− 1),
α1 = ℓ1(D− 2), α2 = ℓ2(D− 2),
β = (L+ 1)(D− 3),
(2.18)
where n1, n2, ℓ1, ℓ2, L are quantum numbers:
nj = the principal quantum number of electron j for j = 1, 2,
ℓj = the angular momentum quantum number of electron j for j = 1, 2,
L = the combined angular momentum quantum number of both electrons,
and nj = 1, 2, 3, . . .
ℓj = 0, 1, 2, . . . , nj − 1,
L = |ℓ1 − ℓ2|, . . . , ℓ1 + ℓ2.
(2.19)
To recover ∇21 +∇22 in (2.16), one can make a first order 1/D-expansion by adding a second term in (2.18),
γ1 = n1(D− 1)+ 6(1− n1)/D, γ2 = n2(D− 1)+ 6(1− n2)/D,
α1 = ℓ1(D− 2)+ 3(1− ℓ1)/D, α2 = ℓ2(D− 2)+ 3(1− ℓ2)/D,
β = (L+ 1)(D− 3).
(2.20)
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As D →∞, (2.18) and (2.20) are equivalent asymptotically. The parameterizations (2.18) augment the usual D-dimensional
space for∇21 +∇22 to a much larger space which will be called the quantum-number dimensional space. The corresponding
Jacobian factor is given by
J = rγ11 rγ22 (sin θ1)α1(sin θ2)α2(sinφ)β .
By substituting (2.17) into (1.2), we have the Schrödinger equation for the heliumatom in the quantum-number dimensional
space, [
−1
2

Kγ1(r1)+ Kγ2(r2)+
1
r21
L2α1(θ1)+
1
r22
L2α2(θ2)+

1
r21 sin
2 θ1
+ 1
r22 sin
2 θ2

L2β(φ)

+ V (r1, r2, θ1, θ2, φ)
]
ΨD
= EDΨD. (2.21)
Introduce the following transformation
ΨD = r−γ1/21 r−γ2/22 (sin θ1)−α1/2(sin θ2)−α2/2(sinφ)−β/2ΦD
which is based on the probability density in the quantum-number dimensional space given by |ΦD|2 = J|ΨD|2. Then
Eq. (2.21) becomes
− 1
2
[
∂2
∂r21
+ ∂
2
∂r22
+ 1
r21
∂2
∂θ21
+ 1
r22
∂2
∂θ22
+

1
r21 sin
2 θ1
+ 1
r22 sin
2 θ2

∂2
∂φ2
]
ΦD
+
[
γ 21 + 2γ1
8r21
+ γ
2
2 + 2γ2
8r22
+ α
2
1 − 4α1
8r21
cot2 θ1 + α
2
2 − 4α2
8r22
cot2 θ2
+

1
r21 sin
2 θ1
+ 1
r22 sin
2 θ2

β2 − 4β
8
cot2 φ
]
ΦD + V (r1, r2, θ1, θ2, φ)ΦD = EDΦD. (2.22)
By using the Herschbach hydrogenic D-scaling,
r1 → (D− 1)
2
4
r1, r2 → (D− 1)
2
4
r2, ED → 4
(D− 1)2 ED, (2.23)
and letting D →∞, Eq. (2.22) becomes[
n21
2r21
+ n
2
2
2r22
+ ℓ
2
1
2r21
cot2 θ1 + ℓ
2
2
2r22
cot2 θ2 +

1
r21 sin
2 θ1
+ 1
r22 sin
2 θ2

(L+ 1)2
2
cot2 φ
]
Φ∞
+ V (r1, r2, θ1, θ2, φ)Φ∞ = E∞Φ∞. (2.24)
Thus, we obtain the effective potential for excited state |n1, ℓ1, n2, ℓ2, L⟩ of helium,
E = 1
2
2−
j=1

n2j
r2j
+ ℓ
2
j
r2j
cot2 θj + (L+ 1)
2
r2j sin
2 θj
cot2 φ

+ V (r1, r2, θ1, θ2, φ), (2.25)
where r1 > 0, r2 > 0, 0 ≤ θ1, θ2 ≤ π , and 0 ≤ φ ≤ 2π . More discussion on the effective potential given by (2.25) and its
comparison with the known results in the literature [6,19,12] can be found in [15].
A single electron has spin angular momentum 1/2. For a two-electron system, the total spin angular momentum can be
either 0 or 1. The state of total spin 0 is a singlet while the state of total spin 1 is triplet. The singlet and triplet of helium
constitute, respectively, what is called parahelium and orthohelium. The energies of excited states of helium can be computed
by minimizing or max-minimizing E(r1, r2, θ1, θ2, φ),
min
r1,r2,θ1,θ2,φ
E(r1, r2, θ1, θ2, φ) (2.26)
which gives the triplet (or orthohelium) states, and
max
φ
min
r1,r2,θ1,θ2
E(r1, r2, θ1, θ2, φ), (2.27)
which gives the singlet (or parahelium) states.
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3. Analysis of the effective potential as a min–max problem
From (2.25), the effective potential for excited state |n1, ℓ1, n2, ℓ2, L⟩ of helium is given by
E = 1
2
2−
j=1

n2j
r2j
+ ℓ
2
j
r2j
cot2 θj + (L+ 1)
2
r2j sin
2 θj
cot2 φ

−
2−
j=1
Z
rj
+ 1
r12
(3.1)
where
r12 = [r21 + r22 − 2r1r2(cos θ1 cos θ2 + sin θ1 sin θ2 cosφ)]1/2,
r1 > 0, r2 > 0, 0 ≤ θ1, θ2 ≤ π , and 0 ≤ φ ≤ 2π .
For the helium atom, Z = 2. From (2.26) and (2.27), we need to determine the critical points of E which correspond to
the singlet and triplet states of helium. Note that the ground state of heliumwhich corresponds to the global minimum of E
is a singlet state. Since E(r1, r2, θ1, θ2, φ) is symmetric with respect to φ = π on R2+ × [0, π]2 × [0, 2π ], we will consider
only the critical points of E(r1, r2, θ1, θ2, φ) in D = R2+ × [0, π]2 × [0, π].
Note that for any (r1, r2, θ1, θ2, φ) ∈ D,
E ≥ 1
2
2−
j=1
n2j
r2j
−
2−
j=1
Z
rj
= 1
2
2−
j=1

nj
rj
− 2
nj
2
−
2−
j=1
2
n2j
≥ −
2−
j=1
2
n2j
. (3.2)
Thus, E(r1, r2, θ1, θ2, φ) is bounded below on D. Define
M =

(r1, r2, θ1, θ2, φ) ∈ D|E(r1, r2, θ1, θ2, φ) <∞ and
2−
j=1
Z
rj
− 1
r12
> 0

.
M is obviously nonempty.
Theorem 3.1. For any (r1, r2, θ1, θ2, φ) ∈ M, there exists a unique t∗ ∈ R+ such that
E(t∗r1, t∗r2, θ1, θ2, φ) = min
t∈R+
E(tr1, tr2, θ1, θ2, φ) < 0.
For any (r1, r2, θ1, θ2, φ) ∉ M, either E(tr1, tr2, θ1, θ2, φ) = ∞ for any t ∈ R+, or E(tr1, tr2, θ1, θ2, φ) is amonotone decreasing
function of t on R+.
Proof. Let (r1, r2, θ1, θ2, φ) ∈ M be given. Define g : R+ → R by
g(t) = E(tr1, tr2, θ1, θ2, φ)
= 1
2t2
2−
j=1

n2j
r2j
+ ℓ
2
j
r2j
cot2 θj + (L+ 1)
2
r2j sin
2 θj
cot2 φ

− 1
t

2−
j=1
Z
rj
− 1
r12

.
Note that
g ′(t) = − 1
t3
2−
j=1

n2j
r2j
+ ℓ
2
j
r2j
cot2 θj + (L+ 1)
2
r2j sin
2 θj
cot2 φ

+ 1
t2

2−
j=1
Z
rj
− 1
r12

,
and
g ′′(t) = 3
t4
2−
j=1

n2j
r2j
+ ℓ
2
j
r2j
cot2 θj + (L+ 1)
2
r2j sin
2 θj
cot2 φ

− 2
t3

2−
j=1
Z
rj
− 1
r12

.
One can verify easily that g ′(t) = 0 admits a unique solution
t∗ =
2∑
j=1

n2j
r2j
+ ℓ
2
j
r2j
cot2 θj + (L+1)2r2j sin2 θj cot
2 φ

2∑
j=1
Z
rj
− 1r12
> 0
satisfying g ′′(t∗) > 0, and
g(t∗) = −

2∑
j=1
Z
rj
− 1r12
2
2
2∑
j=1

n2j
r2j
+ ℓ
2
j
r2j
cot2 θj + (L+1)2r2j sin2 θj cot
2 φ
 < 0.
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Thus, t∗ ∈ R+ is unique, and
E(t∗r1, t∗r2, θ1, θ2, φ) = min
t∈R+
E(tr1, tr2, θ1, θ2, φ) < 0.
Let (r1, r2, θ1, θ2, φ) ∉ M be given. Then either
E(r1, r2, θ1, θ2, φ) = ∞, (3.3)
or
2−
j=1
Z
rj
− 1
r12
≤ 0. (3.4)
For case (3.3), one has either
1
2
2−
j=1

n2j
r2j
+ ℓ
2
j
r2j
cot2 θj + (L+ 1)
2
r2j sin
2 θj
cot2 φ

= ∞,
or
−
2−
j=1
Z
rj
+ 1
r12
= ∞.
Thus, g(t) = E(tr1, tr2, θ1, θ2, φ) = ∞ for any t ∈ R+. For case (3.4), the expression of g ′(t) indicates that g ′(t) < 0 for any
t ∈ R+. Thus, g(t) = E(tr1, tr2, θ1, θ2, φ) is a monotone decreasing function on R+. 
From Theorem 3.1, we have the following.
Corollary 3.2. If (r1, r2, θ1, θ2, φ) is a critical point of E in D and
E(r1, r2, θ1, θ2, φ) <∞,
then (r1, r2, θ1, θ2, φ) ∈ M, and E(r1, r2, θ1, θ2, φ) < 0, and
2−
j=1

n2j
r2j
+ ℓ
2
j
r2j
cot2 θj + (L+ 1)
2
r2j sin
2 θj
cot2 φ

=
2−
j=1
Z
rj
− 1
r12
. 
Since E(r1, r2, θ1, θ2, φ) is bounded below on D, it follows from Theorem 3.1 that
inf
(r1,r2,θ1,θ2,φ)∈D
E(r1, r2, θ1, θ2, φ) < 0.
The next theorem indicates that the infimum value is attainable.
Theorem 3.3. There exists at least one global minimum (r∗1 , r
∗
2 , θ
∗
1 , θ
∗
2 , φ
∗) ∈ D such that
E(r∗1 , r
∗
2 , θ
∗
1 , θ
∗
2 , φ
∗) = inf
(r1,r2,θ1,θ2,φ)∈D
E(r1, r2, θ1, θ2, φ).
Proof. Let
γ = inf
(r1,r2,θ1,θ2,φ)∈D
E(r1, r2, θ1, θ2, φ) < 0.
Assume {(r1n, r2n, θ1n, θ2n, φn)}∞n=1 ⊂ D is a sequence such that
γ ≤ E(r1n, r2n, θ1n, θ2n, φn) ≤ γ + 1n . (3.5)
Note that {θ1n} ⊂ [0, π], {θ2n} ⊂ [0, π], and {φn} ⊂ [0, π]. By the Balzano–Weierstrass Theorem [20], there exist subse-
quences of {θ1n}, {θ2n}, and {φn}, denoted again by themselves, such that θ1n → θ∗1 , θ2n → θ∗2 , and φn → φ∗, as n → ∞,
and θ∗1 , θ
∗
2 , φ
∗ ∈ [0, π].
By (3.2), there exists a δ0 > 0 such that
r1n ≥ δ0, r2n ≥ δ0, ∀n ≥ 1.
There are only three possible cases for {r1n} and {r2n}:
(A) both {r1n} and {r2n} are unbounded;
(B) only one of {r1n} and {r2n} is unbounded;
(C) both {r1n} and {r2n} are bounded above.
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If case (A) is true, then there exist subsequences of {r1n} and {r2n}, denoted again by themselves, such that r1n →∞ and
r2n →∞ as n →∞. Thus,
lim
n→∞ E(r1n, r2n, θ1n, θ2n, φn) = 0.
Hence by (3.5), γ = 0, contradicting the fact that γ < 0. Thus, case (A) is impossible.
If case (B) is true, then assume, for instance, {r1n} is unbounded and {r2n} is bounded. Thus there exist subsequences of
{r1n} and {r2n}, denoted again by them themselves, such that r1n →∞ and r2n → r∗2 as n →∞. Then it follows from (3.5)
that
γ = lim
n→∞ E(r1n, r2n, θ1n, θ2n, φ)
= 1
2

n22
r∗22
+ ℓ
2
2
r∗22
cot2 θ∗2 +
(L+ 1)2
r∗22 sin
2 θ∗2
cot2 φ∗

− Z
r∗2
.
Then, for any r1 > 0, one has
γ ≤ E(r1, r∗2 , θ∗1 , θ∗2 , φ∗)
= γ +

1
2

n21
r21
+ ℓ
2
1
r21
cot2 θ∗1 +
(L+ 1)2
r21 sin
2 θ∗1
cot2 φ∗

− Z
r1
+ 1
r21 + r∗22 − 2r1r∗2 (cos θ∗1 cos θ∗2 + sin θ∗1 sin θ∗2 cosφ∗)
1/2

= γ − 1
r1

Z − 1
2

n21
r1
+ ℓ
2
1
r1
cot2 θ∗2 +
(L+ 1)2
r1 sin2 θ∗1
cot2 φ∗

− r1
r21 + r∗22 − 2r1r∗2 (cos θ∗1 cos θ∗2 + sin θ∗1 sin θ∗2 cosφ∗)
1/2

= γ − 1
r1
∆(r1).
Note that
lim
r1→∞
∆(r1) = Z − 1 > 0.
By choosing r1 large enough, one has
γ ≤ E(r1, r∗2 , θ∗1 , θ∗2 , φ∗) < γ ,
again a contradiction. Thus, case (B) is also impossible.
Therefore, case (C) is true, that is, both {r1n} and {r2n} are bounded. By the Balzano–Weierstrass Theorem, there exist
subsequences of {r1n} and {r2n}, denoted again by themselves, such that r1n → r∗1 and r2n → r∗2 , as n → ∞. Thus, there
exists at least one global minimum (r∗1 , r
∗
2 , θ
∗
1 , θ
∗
2 , φ
∗) ∈ D such that
E(r∗1 , r
∗
2 , θ
∗
1 , θ
∗
2 , φ
∗) = inf
(r1,r2,θ1,θ2,φ)∈D
E(r1, r2, θ1, θ2, φ). 
If (r1, r2, θ1, θ2, φ) ∈ D is a critical point of E, then it must satisfy
∂E
∂r1
= 0, ∂E
∂r2
= 0, ∂E
∂θ1
= 0, ∂E
∂θ2
= 0, ∂E
∂φ
= 0,
namely,
− 1
r31
[
n21 + ℓ21 cot2 θ1 +
(L+ 1)2
sin2 θ1
cot2 φ
]
+ Z
r21
− r1 − r2(cos θ1 cos θ2 + sin θ1 sin θ2 cosφ)
r312
= 0, (3.6)
− 1
r32
[
n22 + ℓ22 cot2 θ2 +
(L+ 1)2
sin2 θ2
cot2 φ
]
+ Z
r22
− r2 − r1(cos θ1 cos θ2 + sin θ1 sin θ2 cosφ)
r312
= 0, (3.7)
−ℓ
2
1
r21
cot θ1 csc2 θ1 − (L+ 1)
2
r21
cot θ1 csc2 θ1 cot2 φ + r1r2(− sin θ1 cos θ2 + cos θ1 sin θ2 cosφ)
r312
= 0, (3.8)
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−ℓ
2
2
r22
cot θ2 csc2 θ2 − (L+ 1)
2
r22
cot θ2 csc2 θ2 cot2 φ + r1r2(− cos θ1 sin θ2 + sin θ1 cos θ2 cosφ)
r312
= 0, (3.9)
−

(L+ 1)2
r21 sin
2 θ1
+ (L+ 1)
2
r22 sin
2 θ2

cotφ csc2 φ − r1r2 sin θ1 sin θ2 sinφ
r312
= 0. (3.10)
To find excited states of the helium atom, we need to solve the system of nonlinear algebraic equations (3.6)–(3.10). Due
to the complexity of this system, we will develop a numerical algorithm to compute the excited states of helium. Before
developing such a numerical algorithm, we need to gain more information on the critical points of E(r1, r2, θ1, θ2, φ).
Theorem 3.4. If (r1, r2, θ1, θ2, φ) ∈ D is a critical point of E, 0 < θ1 < π , 0 < θ2 < π , and 0 < φ < π , then
(a) π2 < φ < π .
(b) If θ1 ≠ π2 and θ2 ≠ π2 , then either {0 < θ1 < π2 , π2 < θ2 < π} or {π2 < θ1 < π, 0 < θ2 < π2 }.
Proof. Assume (r1, r2, θ1, θ2, φ) ∈ D is a critical point of E, 0 < θ1 < π , 0 < θ2 < π , and 0 < φ < π . (r1, r2, θ1, θ2, φ)
must satisfy system (3.6)–(3.10). Rewrite Eq. (3.10) as
(L+ 1)2
r21 sin
2 θ1
+ (L+ 1)
2
r22 sin
2 θ2

cosφ + r1r2 sin θ1 sin θ2 sin
4 φ
r312
= 0.
Note that 0 < θ1 < π and 0 < θ2 < π . Thus, we have cosφ < 0, which implies claim (a) because of 0 < φ < π .
By adding Eqs. (3.8) and (3.9), we have
ℓ21
r21
+ (L+ 1)
2
r21
cot2 φ

cos θ1
sin3 θ1
+

ℓ22
r22
+ (L+ 1)
2
r22
cot2 φ

cos θ2
sin3 θ2
+ r1r2 sin(θ1 + θ2)(1− cosφ)
r312
= 0.
Note that 0 < θ1 < π and 0 < θ2 < π . If 0 < θ1, θ2 < π2 , then
cos θ1
sin3 θ1
> 0,
cos θ2
sin3 θ2
> 0, sin(θ1 + θ2) > 0.
Thus, the above equation will not hold. Similarly, if π2 < θ1, θ2 < π , then
cos θ1
sin3 θ1
< 0,
cos θ2
sin3 θ2
< 0, sin(θ1 + θ2) < 0.
Thus, the above equation will also not hold. Therefore, one has the assertion (b). 
Note that θ1 = π2 and θ2 = π2 are the trivial solutions of Eqs. (3.8) and (3.9). In this case, Eqs. (3.6), (3.7) and (3.10)
become
−n
2
1
r31
− (L+ 1)
2
r31
cot2 φ + Z
r21
− r1 − r2 cosφ[r21 + r22 − 2r1r2 cosφ]3/2
= 0, (3.11)
−n
2
2
r32
− (L+ 1)
2
r32
cot2 φ + Z
r22
− r2 − r1 cosφ[r21 + r22 − 2r1r2 cosφ]3/2
= 0, (3.12)
−

(L+ 1)2
r21
+ (L+ 1)
2
r22

cotφ csc2 φ − r1r2 sinφ[r21 + r22 − 2r1r2 cosφ]3/2
= 0. (3.13)
Solutions of system (3.11)–(3.13) correspond, in fact, to the critical points of
E0(r1, r2, φ) = 12

n21
r21
+ n
2
2
r22

+ (L+ 1)
2
2

1
r21
+ 1
r22

cot2 φ −

Z
r1
+ Z
r2

+ 1[r21 + r22 − 2r1r2 cosφ]1/2
in D0 = R2+ × [0, π]. If L+ 1 is replaced by L, E0(r1, r2, φ) is exactly the effective energy potential obtained in [12], which,
as pointed out in [15], is not consistent with the known results given in [9,6,13].
Note that E0(r1, r2, φ) = E(r1, r2, π/2, π/2, φ). Thus, E0(r1, r2, φ) is bounded below. Define
M0 =

(r1, r2, φ) ∈ D0|E(r1, r2, φ) <∞, and
2−
j=1
Z
rj
− 1[r21 + r22 − 2r1r2 cosφ]1/2
> 0

.
By repeating the same argument as in Theorems 3.1 and 3.3, we have the following theorems.
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Theorem 3.5. For any (r1, r2, φ) ∈ M0, there exists a unique t∗ ∈ R+ such that
E0(t∗r1, t∗r2, φ) = min
t∈R+
E(tr1, tr2, φ) < 0.
For any (r1, r2, φ) ∉ M0, either E(tr1, tr2, φ) = ∞ for any t ∈ R+, or E(tr1, tr2, φ) is a monotone decreasing function of t
on R+. 
Theorem 3.6. There exists at least one global minimum (r∗1 , r
∗
2 , φ
∗) ∈ D0 such that
E0(r∗1 , r
∗
2 , φ
∗) = inf
(r1,r2,φ)∈D0
E0(r1, r2, φ). 
If (r1, r2, φ) is a critical point of E0 in D0, then (r1, r2, π/2, π/2, φ) is a critical point of E in D. Note that all critical points
of E0 in D0 correspond to the solutions of the system (3.11)–(3.13). From Eq. (3.13), it follows that π2 < φ < π if (r1, r2, φ)
is a critical point of E0 in D0. By applying Theorem 3.6, the system (3.11)–(3.13) admits at least one solution. Numerical
examples have indicated that E0 has only one critical point in D0. Thus, we study the uniqueness of critical points of E0 in D0.
To address the uniqueness of critical points of E0 in D0, we replace (r1, r2) by polar coordinates (r, θ), and let
E˜0(r, θ, φ) = E0(r cos θ, r sin θ, φ)
= 1
2r2

n21
cos2 θ
+ n
2
2
sin2 θ

+ (L+ 1)
2
2r2
cot2 φ
sin2 θ cos2 θ
− Z
r

1
cos θ
+ 1
sin θ

+ 1
r[1− sin 2θ cosφ]1/2 .
Restrict the domain of E˜0 to D˜0 = R+ × (0, π2 )× (π2 , π). If (r, θ, φ) ∈ D˜0 is a critical point of E˜0, then it must satisfy
∂ E˜0
∂r
= 0, ∂ E˜0
∂θ
= 0, ∂ E˜0
∂φ
= 0,
that is,
− 1
r3

n21
cos2 θ
+ n
2
2
sin2 θ

− (L+ 1)
2
r3
cot2 φ
sin2 θ cos2 θ
+ Z
r2

1
cos θ
+ 1
sin θ

− 1
r2[1− sin 2θ cosφ]1/2 = 0, (3.14)
1
r2

n21 sin θ
cos3 θ
− n
2
2 cos θ
sin3 θ

− (L+ 1)
2
r2
cot2 φ

1
sin3 θ cos θ
− 1
sin θ cos3 θ

− Z
r

sin θ
cos2 θ
− cos θ
sin2 θ

+ cos 2θ cosφ
r[1− sin 2θ cosφ]3/2 = 0, (3.15)
− (L+ 1)
2
r2 sin2 θ cos2 θ
cotφ csc2 φ − sin 2θ sinφ
2r[1− sin 2θ cosφ]3/2 = 0. (3.16)
From (3.16), we have
r = − (L+ 1)
2 cosφ
sin3 θ cos3 θ sin4 φ
[1− sin 2θ cosφ]3/2. (3.17)
By substituting (3.17) into (3.14) and (3.15) and simplifying them, one obtains
sin4 φ(n21 sin
6 θ cos2 θ − n22 cos6 θ sin2 sin2 θ)− (L+ 1)2 cos2 φ sin2 φ(cos4 θ sin2 θ − cos2 sin4 θ)
+ Z(L+ 1)2 cosφ(sin3 θ − cos3 θ)(1− sin 2θ cosφ)3/2
− (L+ 1)2 cos2 φ(cos4 θ sin2 θ − cos2 θ sin4 θ) = 0, (3.18)
and
sin4 φ(n21 sin
4 θ cos2 θ + n22 sin2 θ cos4 θ)+ (L+ 1)2 sin2 φ cos2 φ sin2 θ cos2 θ + 2(L+ 1)2 cos2 φ sin2 θ cos2 θ
+ Z(L+ 1)2 cosφ sin θ cos θ(1− sin 2θ cosφ)3/2 − (L+ 1)2 cosφ sin θ cos θ = 0. (3.19)
By multiplying sin2 θ to both sides of Eq. (3.19), subtracting the resulting equation from Eq. (3.18), and dividing both sides
of the resulting equation by− cos θ , we obtain
n21 sin
4 φ cos2 θ sin3 θ + (L+ 1)2 cos2 φ sin2 φ cos2 θ sin3 θ + (L+ 1)2 cos2 φ sin θ cos2 θ
+ Z(L+ 1)2 cosφ(1− sin 2θ cosφ)3/2 − (L+ 1)2 cosφ cos3 θ = 0. (3.20)
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By multiplying cos2 θ to both sides of Eq. (3.19), subtracting the resulting equation from Eq. (3.18), and dividing both sides
of the resulting equation by sin θ , we obtain
n22 sin
4 φ cos3 θ sin2 θ + (L+ 1)2 cos2 φ sin2 φ cos3 θ sin2 θ + (L+ 1)2 cos2 φ sin2 θ cos θ
+ Z(L+ 1)2 cosφ(1− sin 2θ cosφ)3/2 − (L+ 1)2 cosφ sin3 θ = 0. (3.21)
Note that the system of Eqs. (3.20)–(3.21) admits two trivial solutions (θ, φ) = (0, π/2) and (π/2, π/2). However, for
r ∈ R+, (r, 0, π/2) and (r, π/2, π/2) cannot be critical points of E˜0 because they are not in the domain of E˜0. To avoid this
awkward situation and to focus on theuniqueness of nontrivial solutions of system (3.20)–(3.21) inΩ = [0, π/2]×[π/2, π],
we rewrite system (3.20)–(3.21) as[
a11 a12
a21 a22
] [
sin4 φ sin2 θ cos2 θ
(L+ 1)2 cosφ
]
= 0, (3.22)
where
a11 = n21 sin θ,
a12 = cosφ sin2 φ cos2 θ sin3 θ + cosφ sin θ cos2 θ + Z[1− sin 2θ cosφ]3/2 − cos3 θ,
a21 = n22 cos θ,
a22 = cosφ sin2 φ cos3 θ sin2 θ + cosφ sin2 θ cos θ + Z[1− sin 2θ cosφ]3/2 − sin3 θ.
Eq. (3.22) admits a nontrivial solution (θ, φ) if and only if
det
[
a11a12
a21a22
]
= 0,
that is,
cosφ sin2 φ sin3 θ cos3 θ(n22 − n21)+ Z[1− sin 2θ cosφ]3/2(n22 cos θ − n21 sin θ)
+ cosφ sin θ cos θ(n22 cos2 θ − n21 sin2 θ)− (n22 cos4 θ − n21 sin4 θ) = 0. (3.23)
Theorem 3.7. Let n1 = n2 > 0 be given. Then system (3.20)–(3.21) admits a unique nontrivial solution (π/4, φ∗) in Ω .
Consequently, E˜0(r, θ, φ) has a unique critical point in D˜0, and E0(r1, r2, φ) has a unique critical point in D0.
Proof. Let n1 = n2 = n > 0 be given. If (θ, φ) ∈ Ω is a nontrivial solution of the system (3.20)–(3.21), then (θ, φ) must
satisfy (3.23). One then has
Z[1− sin 2θ cosφ]3/2(cos θ − sin θ)+ cosφ sin θ cos θ(cos2 θ − sin2 θ)− (cos4 θ − sin4 θ) = 0.
By simplifying this equation, one has
(cos θ − sin θ){Z[1− sin 2θ cosφ]3/2 + cosφ sin θ cos θ(cos θ + sin θ)− (cos θ + sin θ)} = 0.
Then either
cos θ − sin θ = 0, (3.24)
or
Z[1− sin 2θ cosφ]3/2 + cosφ sin θ cos θ(cos θ + sin θ)− (cos θ + sin θ) = 0. (3.25)
Since 0 < θ < π/2, one has
1 < sin θ + cos θ ≤ √2.
Note that Z = 2 and π/2 < φ < π . Thus, one has
Z[1− sin 2θ cosφ]3/2 + cosφ sin θ cos θ(cos θ + sin θ)− (cos θ + sin θ)
= Z[1− sin 2θ cosφ]3/2 − (cos θ + sin θ)(1− cosφ sin θ cos θ)
≥ Z[1− sin 2θ cosφ]3/2 − (cos θ + sin θ)(1− 2 cosφ sin θ cos θ)
= {Z[1− sin 2θ cosφ]1/2 − (cos θ + sin θ)}(1− cosφ sin 2θ)
≥ Z −√2 > 0.
Thus, Eq. (3.25) admits no solution. FromEq. (3.24), one obtains θ = π/4.When θ = π/4, Eqs. (3.20) and (3.21) are identical.
By substituting θ = π/4 into Eq. (3.20), one has
n2 sin4 φ + (L+ 1)2[cos2 φ sin2 φ + 4√2Z cosφ(1− cosφ)3/2 + 2 cos2 φ − 2 cosφ] = 0.
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Denote the left-hand side of this equation by F(φ). Note that F(φ) is continuously differentiable on [π/2, π], and
F(π/2) = n2 > 0, F(π) = (L+ 1)2(−16Z + 4) < 0.
Then there exists at least one φ ∈ (π/2, π) such that F(φ) = 0. Note that Z = 2 and
F ′(φ) = 4n2 sin3 φ cosφ + (L+ 1)2[sin 2φ cos 2φ − 4√2Z sinφ(1− cosφ)3/2
+ 6√2Z cosφ sinφ(1− cosφ)1/2 − 4 cosφ sinφ + 2L2 sinφ]
≤ − sinφ[0+ (L+ 1)2(−2+ 4√2Z + 0− 4− 2)]
= −(L+ 1)2 sinφ(4√2Z − 8) < 0.
Thus, F(φ) is monotonically decreasing on [π/2, π]. Hence there is a unique φ∗ ∈ (π/2, π) such that F(φ∗) = 0. Thus,
the system (3.20)–(3.21) admits a unique nontrivial solution (π/4, φ∗) inΩ . Consequently, E˜0(r, θ, φ) has a unique critical
point in D˜0. Hence, E0(r1, r2, φ) has a unique critical point in D0. 
To study the uniqueness of nontrivial solutions of system (3.20)–(3.21) when n1 ≠ n2, denote, for simplicity, the left-
hand sides of Eqs. (3.20) and (3.21) by F1(θ, φ) and F2(θ, φ) respectively. One can verify easily that both F1(θ, φ) and F2(θ, φ)
are continuously differentiable onΩ , and
∂F1
∂θ
(θ, φ) = −2n21 sin4 φ cos θ sin4 θ + 3n21 sin4 φ cos3 θ sin2 θ
− (L+ 1)2[2 sin2 φ cos2 φ cos θ sin4 θ − 3 cos2 φ sin2 φ cos3 θ sin2 θ
+ 3Z cos2 φ(1− sin 2θ cosφ)1/2 cos 2θ − cos2 φ cos3 θ + 2 cos2 φ sin2 θ cos θ − 3 cosφ cos2 θ sin θ ],
∂F1
∂φ
(θ, φ) = 4n21 sin3 φ cosφ cos2 θ sin3 θ + (L+ 1)2[2 cos3 φ sinφ cos2 θ sin3 θ
− 2 cosφ sin3 φ cos2 θ sin3 θ − Z sinφ(1− sin 2θ cosφ)3/2
+ 3Z sinφ cosφ sin θ cos θ(1− sin 2θ cosφ)1/2 − 2 sinφ cosφ sin θ cos2 θ + L2 sinφ cos3 θ ],
∂F2
∂θ
(θ, φ) = 2n22 sin4 φ cos4 θ sin θ − 3n22 sin4 φ cos2 θ sin3 θ
+ (L+ 1)2[2 sin2 φ cos2 φ cos4 θ sin θ − 3 cos2 φ sin2 φ cos2 θ sin3 θ
− 3Z cos2 φ(1− sin 2θ cosφ)1/2 cos 2θ − cos2 φ sin3 θ + 2 cos2 φ sin θ cos2 θ − 3 cosφ cos θ sin2 θ ],
∂F2
∂φ
(θ, φ) = 4n22 sin3 φ cosφ cos3 θ sin2 θ + (L+ 1)2[2 cos3 φ sinφ cos3 θ sin2 θ
− 2 cosφ sin3 φ cos3 θ sin2 θ − Z sinφ(1− sin 2θ cosφ)3/2
+ 3Z sinφ cosφ sin θ cos θ(1− sin 2θ cosφ)1/2 − 2 sinφ cosφ sin2 θ cos θ + sinφ sin3 θ ].
Note that for any φ ∈ (π/2, π), cosφ < 0, sinφ > 0 and− sinφ cosφ ≤ 12 . Thus, for any θ ∈ [0, π/2] and φ ∈ (π/2, π),
∂F1
∂φ
(θ, φ) ≤ −(L+ 1)2 sinφ[2 cosφ sin2 φ cos2 θ sin3 θ + Z(1− sin 2θ cosφ)3/2 + 2 cosφ sin θ cos2 θ − cos3 θ ]
≤ −(L+ 1)2 sinφ(Z − cos2 θ sin3 θ − 2 sin θ cos2 θ − cos3 θ).
By using 1 ≤ cos θ + sin θ ≤ √2 and 0 ≤ sin θ cos θ ≤ 12 on [0, π/2], we have
∂F1
∂φ
(θ, φ) ≤ −(L+ 1)2 sinφ

Z −√2− 1
2

< 0, ∀θ ∈ [0, π/2], φ ∈ (π/2, π). (3.26)
Similarly, we can obtain
∂F2
∂φ
(θ, φ) ≤ −(L+ 1)2 sinφ

Z −√2− 1
2

< 0, ∀θ ∈ [0, π/2], φ ∈ (π/2, π). (3.27)
Lemma 3.8. Eqs. (3.20) and (3.21) define respectively the unique continuously differentiable functions φ = φ1(θ) and φ =
φ2(θ) on [0, π/2], satisfying φ1(0) = φ1(π/2) = π/2 and φ2(0) = φ2(π/2) = π/2.
Proof. We consider Eq. (3.20) first. When θ = 0 or π/2, it is easy to check that Eq. (3.20) admits a unique solution φ = π/2.
For θ ∈ (0, π/2), define Fθ : [π/2, π] → R by Fθ (φ) = F1(θ, φ). Note that Fθ (φ) is continuously differentiable on [π/2, π],
Fθ (π/2) = n21 cos2 θ sin3 θ > 0 and
Fθ (π) ≤ −(L+ 1)2(Z −
√
2) < 0.
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Thus, there exists at least one φ ∈ (π/2, π) such that Fθ (φ) = 0. By (3.26),
F ′θ (φ) =
∂F1
∂φ
(θ, φ) < 0,
on (π/2, π). Therefore, Fθ (φ) = 0 admits a unique solution in (π/2, π). For each θ ∈ [0, π/2], denoted the solution of
Fθ (φ) = 0 by φ = φ1(θ). Thus, φ1(0) = φ1(π/2) = π/2. Note that F1(θ, φ) is continuously differentiable on Ω and
∂F1
∂φ
(θ, φ) < 0 on [0, π/2] × (π/2, π). By applying the Implicit Function Theorem, φ1(θ) is continuously differentiable on
[0, π/2].
By a very similar argument, one can show that Eq. (3.21) defines a unique continuously differentiable function φ = φ2(θ)
on [0, π/2] satisfying φ2(0) = π/2 and φ2(π/2) = π/2. 
Lemma 3.9. Let n1 > 0 and n2 > 0 be given. Then the system (3.20)–(3.21) admits at least one nontrivial solution (θ, φ) inΩ .
Proof. By Lemma 3.8, Eqs. (3.20) and (3.21) define respectively the unique continuously differentiable functions φ = φ1(θ)
and φ = φ2(θ) on [0, π/2], satisfying φ1(0) = φ1(π/2) = π/2 and φ2(0) = φ2(π/2) = π/2. By applying the implicit
differentiation to F1(θ, φ1) = 0 and F2(θ, φ2) = 0, we have
dφ1
dθ
= −
∂F1
∂θ
(θ, φ1)
∂F1
∂φ
(θ, φ1)
,
dφ2
dθ
= −
∂F2
∂θ
(θ, φ2)
∂F2
∂φ
(θ, φ2)
.
If θ → 0+, then φ1(θ)→ π2+ and φ2(θ)→ π2+. Thus,
F1(θ, φ1) = n21 sin3 θ + (Z − 1)(L+ 1)2 cosφ1 + o(cos2 φ1),
F2(θ, φ2) = n22 sin2 θ + Z(L+ 1)2 cosφ2 + o(cosφ2).
From F1(θ, φ1) = 0 and F2(θ, φ2) = 0, we have
cosφ1 = − n
2
1
(Z − 1)(L+ 1)2 sin
3 θ + o(sin3 θ), (3.28)
cosφ2 = − n
2
2
Z(L+ 1)2 sin
2 θ + o(sin2 θ). (3.29)
By using (3.28), we obtain
∂F1
∂θ
(θ, φ1) = 3n21 sin2 θ + O(sin4 θ),
∂F1
∂φ
(θ, φ1) = −(Z − 1)(L+ 1)2 + O(sin4 θ).
Thus,
dφ1
dθ
= 3n
2
1
(Z − 1)(L+ 1)2 sin
2 θ + O(sin4 θ). (3.30)
By using (3.29), we obtain
∂F2
∂θ
(θ, φ2) = 2n22 sin θ + O(sin3 θ),
∂F2
∂φ
(θ, φ2) = −Z(L+ 1)2 + O(sin3 θ).
Thus,
dφ2
dθ
= 2n
2
2
Z(L+ 1)2 sin θ + O(sin
3 θ). (3.31)
From (3.30) and (3.31), there exists a δ1 > 0 such that
dφ2
dθ
(θ) >
dφ1
dθ
(θ) > 0, 0 < θ < δ1.
Note that φ1(0) = φ2(0) = π/2. Therefore
φ2(θ) > φ1(θ), 0 < θ < δ1. (3.32)
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If θ → π2−, then φ1(θ)→ π2+ and φ2(θ)→ π2+. Thus,
F1(θ, φ1) = n21 cos2 θ + Z(L+ 1)2 cosφ1 + o(cosφ1),
F2(θ, φ2) = n22 cos3 θ + (Z − 1)(L+ 1)2 cosφ2 + o(cos2 φ2).
From F1(θ, φ1) = 0 and F2(θ, φ2) = 0, we have
cosφ1 = − n
2
1
Z(L+ 1)2 cos
2 θ + o(cos2 θ), (3.33)
cosφ2 = − n
2
2
(Z − 1)(L+ 1)2 cos
3 θ + o(cos3 θ). (3.34)
By using (3.33), we obtain
∂F1
∂θ
(θ, φ1) = −2n21 cos θ + O(cos3 θ),
∂F1
∂φ
(θ, φ1) = −Z(L+ 1)2 + O(cos3 θ).
Thus,
dφ1
dθ
= − 2n
2
1
Z(L+ 1)2 cos θ + O(cos
3 θ). (3.35)
By using (3.34), we obtain
∂F2
∂θ
(θ, φ2) = −3n22 cos2 θ + O(cos4 θ),
∂F2
∂φ
(θ, φ2) = −(Z − 1)(L+ 1)2 + O(cos4 θ).
Thus,
dφ2
dθ
= − 3n
2
2
(Z − 1)(L+ 1)2 cos
2 θ + O(cos4 θ). (3.36)
From (3.35) and (3.36), there exists a δ2 > 0 such that
dφ1
dθ
(θ) <
dφ2
dθ
(θ) < 0,
π
2
− δ2 < θ < π2 .
Note that φ1(π/2) = φ2(π/2) = π/2. Therefore
φ2(θ) < φ1(θ),
π
2
− δ2 < θ < π2 . (3.37)
Note that φ1(θ) and φ2(θ) are continuously differentiable on [0, π/2]. It follows from (3.32) and (3.37) that there exists at
least one θ ∈ (0, π/2) such that φ1(θ) = φ2(θ). Thus, the system (3.20)–(3.21) admits at least one nontrivial solution (θ, φ)
inΩ . 
Lemma 3.10. Let n1 > 0 and n2 > 0 be given. If (θ, φ) is a nontrivial solution of the system (3.20)–(3.21) inΩ , then 0 < θ < π4
if n1 > n2, and π4 < θ < π if n1 < n2.
Proof. Assume (θ, φ) ∈ Ω to be a nontrivial solution of the system (3.20)–(3.21), then 0 < θ < π2 and π2 < φ < π . It
follows from Eqs. (3.20) and (3.21) that
n21
n22
= cosφ sin
2 φ cos3 θ sin3 θ + cosφ sin θ cos3 θ + Z(1− sin 2θ cosφ)3/2 cos θ − cos4 θ
cosφ sin2 φ cos3 θ sin3 θ + cosφ sin3 θ cos θ + Z(1− sin 2θ cosφ)3/2 sin θ − sin4 θ .
Then
n21 − n22
n22
= (cos θ − sin θ)
sin θ
h1
h2
, (3.38)
where
h1 = cosφ sin θ cos θ(sin θ + cos θ)+ Z(1− sin 2θ cosφ)3/2 − (cos θ + sin θ),
h2 = cosφ sin2 φ cos3 θ sin2 θ + cosφ sin2 θ cos θ + Z(1− sin 2θ cosφ)3/2 − sin3 θ.
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Note that for any (θ, φ) ∈ Ω ,
h1 = Z[1− sin 2θ cosφ]3/2 − (cos θ + sin θ)(1− sin θ cos θ cosφ)
≥ Z(1− sin 2θ cosφ)−√2(1− 2 sin θ cos θ cosφ)
= (Z −√2)(1− sin 2θ cosφ)
≥ Z −√2,
h2 ≥ Z − cos3 θ sin2 θ − sin2 cos θ − sin3 θ
≥ Z − cos2 θ sin θ − sin2 θ cos θ − sin3 θ
≥ Z − sin θ − cos θ
≥ Z −√2
where we have used the inequality 1 ≤ cos θ + sin θ ≤ √2 on [0, π/2]. Thus, it follows from Eq. (3.38) that 0 < θ < π4 if
n1 > n2, and π4 < θ < π if n1 < n2. 
Lemma 3.11. Let n2 > 0 be given. Then there exists a ε > 0 such that for any n1 ∈ (n2 − ε, n2 + ε), the system of
Eqs. (3.20)–(3.21) admits a unique nontrivial solution inΩ .
Proof. By Theorem 3.7, system (3.20)–(3.21) admits a unique nontrivial solution (π/4, φ∗) inΩ if n1 = n2. Let n2 > 0 be
given, and n1 > 0 be a parameter. Denote F1(θ, φ) by F1(θ, φ, n1) and F2(θ, φ) by F2(θ, φ, n1) respectively. When n1 = n2,
we have
∂F1
∂θ
π
4
, φ∗, n2

= n
2
2
4
√
2
sin4 φ∗ + (L+ 1)
2
4
√
2
cos2 φ∗ sin2 φ∗ − (L+ 1)
2
2
√
2
cos2 φ∗ + 3(L+ 1)
2
2
√
2
cosφ∗,
∂F1
∂φ
π
4
, φ∗, n2

= 2n
2
2 − (L+ 1)2
2
√
2
sin3 φ∗ cosφ∗ + (L+ 1)
2
2
√
2
cos3 φ∗ sinφ∗
− Z(L+ 1)
2
2
sinφ∗(2− 5 cosφ∗)(1− cosφ∗) 12 − (L+ 1)
2
√
2
sinφ∗ cosφ∗ + (L+ 1)
2
2
√
2
sinφ∗,
∂F2
∂θ
π
4
, φ∗, n2

= − n
2
2
4
√
2
sin4 φ∗ − (L+ 1)
2
4
√
2
cos2 φ∗ sin2 φ∗ + (L+ 1)
2
2
√
2
cos2 φ∗ − 3(L+ 1)
2
2
√
2
cosφ∗,
∂F2
∂φ
π
4
, φ∗, n2

= 2n
2
2 − (L+ 1)2
2
√
2
sin3 φ∗ cosφ∗ + (L+ 1)
2
2
√
2
cos3 φ∗ sinφ∗
− Z(L+ 1)
2
2
sinφ∗(2− 5 cosφ∗)(1− cosφ∗) 12 − (L+ 1)
2
√
2
sinφ∗ cosφ∗ + (L+ 1)
2
2
√
2
sinφ∗.
Note that
∂F1
∂θ
π
4
, φ∗, n2

= −∂F2
∂θ
π
4
, φ∗, n2

,
∂F1
∂φ
π
4
, φ∗, n2

= ∂F2
∂φ
π
4
, φ∗, n2

.
Thus,
det

∂F1
∂θ
π
4
, φ∗, n2
 ∂F1
∂φ
π
4
, φ∗, n2

∂F2
∂θ
π
4
, φ∗, n2
 ∂F2
∂φ
π
4
, φ∗, n2

 = 2∂F1∂θ π4 , φ∗, n2 ∂F2∂φ π4 , φ∗, n2 .
From the proof of Theorem 3.7, φ∗ is the unique solution of F2(π/4, φ) = 0 in (π/2, π), that is,
n22
4
√
2
sin4 φ∗ + (L+ 1)
2
4
√
2
cos2 φ∗ sin2 φ∗ + Z(L+ 1)2 cosφ∗(1− cosφ∗) 32
+ (L+ 1)
2
2
√
2
cos2 φ∗ − (L+ 1)
2
2
√
2
cosφ∗ = 0.
Thus,
n22
4
√
2
sin4 φ∗ + (L+ 1)
2
4
√
2
cos2 φ∗ sin2 φ∗ = −Z(L+ 1)2 cosφ∗(1− cosφ∗) 32 − (L+ 1)
2
2
√
2
cos2 φ∗ + (L+ 1)
2
2
√
2
cosφ∗.
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Then
∂F1
∂θ
π
4
, φ∗, n2

= −Z(L+ 1)2 cosφ∗(1− cosφ∗) 32 − (L+ 1)
2
√
2
cos2 φ∗ +√2(L+ 1)2 cosφ∗
= −(L+ 1)2 cosφ∗
[
Z(1− cosφ∗) 32 + 1√
2
cosφ∗ −√2
]
≥ −(L+ 1)2 cosφ∗
[
Z(1− cosφ∗)+ 1√
2
cosφ∗ −√2
]
≥ −(L+ 1)2 cosφ∗(Z −√2) > 0.
By (3.27), we have
∂F2
∂φ
π
4
, φ∗, n2

< 0.
Thus,
det

∂F1
∂θ
π
4
, φ∗, n2
 ∂F1
∂φ
π
4
, φ∗, n2

∂F2
∂θ
π
4
, φ∗, n2
 ∂F2
∂φ
π
4
, φ∗, n2

 ≠ 0.
By the implicit function theorem [20], there exists an ε > 0 such that for any n1 ∈ (n2 − ε, n2 + ε), the system of
Eqs. (3.20)–(3.21) admits a unique nontrivial solution (θ(n1), φ(n1)) inΩ satisfying (θ(n2), φ(n2)) = (π4 , φ∗). 
Theorem 3.12. Let n1 > 0 and n2 > 0 be given. Then the system of Eqs. (3.20)–(3.21) admits a unique nontrivial solution inΩ .
Consequently, E˜0(r, θ, φ) has a unique critical point in D˜0, that is, E0(r1, r2, φ) has a unique critical point in D0.
Proof. Let n1 > 0 and n2 > 0 be given. The case of n1 = n2 was discussed in Theorem 3.7. Assume n1 ≠ n2. We discuss
the case n1 < n2 only. The discussion of case n1 > n2 is very similar. By Lemma 3.11, the system of Eqs. (3.20)–(3.21)
admits at least one nontrivial solution in Ω . By Lemma 3.9, the system of Eqs. (3.20)–(3.21) is equivalent to the equation
φ1(θ) = φ2(θ). Hence the equation φ1(θ) = φ2(θ) admits at least one solution in (0, π/2). We need to show that the
equation φ1(θ) = φ2(θ) admits one unique solution in (0, π/2).
Assume the equation φ1(θ) = φ2(θ) admits two solutions θa and θb in (0, π/2) and θa ≠ θb. Since n1 < n2, by
Lemma 3.10, we have π4 < θa <
π
2 and
π
4 < θb <
π
2 . Introduce a parameter n > 0, and let n1 in Eq. (3.20) be replaced by n.
The system of Eqs. (3.20) and (3.21) can be written as
F1(θ, φ, n) = 0,
F2(θ, φ, n2) = 0. (3.39)
By denotingφ1(θ) byφ1(θ, n) andφ2(θ) byφ2(θ, n2), the equationφ1(θ) = φ2(θ) is then replaced by the following equation
φ1(θ, n) = φ2(θ, n2). (3.40)
By Lemmas 3.8 and 3.9 and the above assumption, Eq. (3.40) admits two solutions θ1(n) and θ2(n) in (0, π/2) satisfying
θ1(n1) = θa and θ2(n1) = θb, which are continuous functions of n. By Lemma 3.11, there exists a ε > 0 such that for any
n ∈ (n2 − ε, n2 + ε), Eq. (3.40) admits a unique nontrivial solution in (0, π/2). Thus, one must have θ1(n) = θ2(n) for any
n ∈ (n2 − ε, n2 + ε). Since θa ≠ θb, there must exist a n∗ satisfying n1 < n∗ ≤ n2 − ε, and a small δ > 0, such that
π
4
< θ1(n) ≠ θ2(n) < π, ∀n ∈ (n∗ − δ, n∗),
π
4
≤ θ1(n) = θ2(n) < π, ∀n ∈ [n∗, n2].
(3.41)
Let θ∗ = θ1(n∗) = θ2(n∗) and φ∗ = φ1(θ∗, n∗) = φ2(θ∗, n2). Note that for any θ ∈ (0, π/2) and n > 0,
F1(θ, φ1(θ, n), n) = 0.
Differentiate this equation with respect to n and let n = n∗ in the resulting equation,
∂F1
∂n
(θ∗, φ∗, n∗)+ ∂F1
∂φ
(θ∗, φ∗, n∗)
∂φ1
∂n
(θ∗, n∗) = 0,
where
∂F1
∂n
(θ∗, φ∗, n∗) = 2n∗ sin4 φ∗ cos2 θ∗ sin3 θ∗ ≠ 0.
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By using (3.26), we have
∂φ1
∂n
(θ∗, n∗) = −
∂F1
∂n (θ
∗, φ∗, n∗)
∂F1
∂φ
(θ∗, φ∗, n∗)
≠ 0.
Note that θ1(n) = θ2(n)when n∗ ≤ n ≤ n2. By applying the implicit differentiation to Eq. (3.40) with respect to n on [n∗, n2]
and letting n = n∗ in the resulting equation, we obtain
∂φ1
∂n
(θ∗, n∗)+ ∂φ1
∂θ
(θ∗, n∗)
dθ1
dn
(n∗) = dφ2
dθ
(θ∗, n2)
dθ1
dn
(n∗).
Hence
dφ2
dθ
(θ∗, n2)− ∂φ1
∂θ
(θ∗, n∗)

dθ1
dn
(n∗) = ∂φ1
∂n
(θ∗, n∗) ≠ 0.
Thus, we have
dφ2
dθ
(θ∗, n2)− ∂φ1
∂θ
(θ∗, n∗) ≠ 0.
Note that
∂φ1
∂θ
(θ∗, n∗) = −
∂F1
∂θ
(θ∗, φ∗, n∗)
∂F1
∂φ
(θ∗, φ∗, n∗)
,
and
dφ2
dθ
(θ∗, n2) = −
∂F2
∂θ
(θ∗, φ∗, n2)
∂F2
∂φ
(θ∗, φ∗, n2)
.
By using (3.26) and (3.27), we then have
det

∂F1
∂θ
(θ∗, φ∗, n∗)
∂F1
∂φ
(θ∗, φ∗, n∗)
∂F2
∂θ
(θ∗, φ∗, n2)
∂F2
∂φ
(θ∗, φ∗, n2)
 ≠ 0.
By applying the implicit function theorem [20], there exists an η > 0 such that for any n ∈ (n∗ − η, n∗ + η), the system
(3.39) admits a unique nontrivial solution (θ(n), φ(n)) inΩ satisfying (θ(n∗), φ(n∗)) = (θ∗, φ∗), which contradicts (3.41).
Therefore Eq. (3.40) admits a unique solution θ = θ(n) in (0, π/2)when n1 < n2. Hence the system (3.20)–(3.21) admits a
unique nontrivial solution inΩ . Consequently, E˜0(r, θ, φ) has a unique critical point in D˜0, hence, E0(r1, r2, φ) has a unique
critical point in D0. 
We wish to point out that Theorem 3.12 indicates that the effective energy potential E0(r1, r2, φ) with three quantum
numbers [15,12] can capture only the excited S-states of helium.
4. Computation of ground and excited states of helium
As pointed in Section 1, developing a reliable and efficient numerical algorithm for the computation of ground and
excited states of helium has been an active research topic in the existing literature. Salomonson and Öster [21] proposed
a numerical method using the finite discrete spectrum. Ho and Bhatia [22] proposed later a complex rotation method
based on the Hylleraas-type wave functions. Lindroth [23] applied the complex rotation method with the method proposed
in [21]. Bürgers et al. [24] used the complex rotation method with the perimetric coordinates. All of these methods use the
perturbation expansion and require a delicate and significant amount of computation work. Based on the mathematical
analysis given in Section 3, we propose in this section two simple numerical algorithms to compute the ground and excited
states of helium.
The ground and excited states of helium correspond to those critical points of E(r1, r2, θ1, θ2, φ) specified by (2.26) and
(2.27). By Theorem 3.3, E(r1, r2, θ1, θ2, φ) has at least one global minimum in D. By Theorems 3.6 and 3.12, E0(r1, r2, φ) =
E(r1, r2, π/2, π/2, φ) admits a unique critical point (r∗1 , r
∗
2 , φ
∗) in D0, which is in fact the global minimum of E0(r1, r2, φ).
At a critical point of a functional, the number of negative eigenvalues of the Hessian matrix is called the Morse index of the
functional at that critical point. If a critical point is not degenerate, then it is a local minimum if its Morse index is equal to
0, and it is a saddle point if its Morse index is greater than or equal to 1. Note that E is bounded below on D. If the Morse
index of E at (r∗1 , r
∗
2 , π/2, π/2, φ
∗) is greater than or equal to one, then E will have at least two other critical points, which
correspond to the local minima of E. If the Morse index of E at (r∗1 , r
∗
2 , π/2, π/2, φ
∗) is 0, then there are two cases:
Z. Ding, G. Chen / Journal of Computational and Applied Mathematics 235 (2011) 2041–2062 2059
(a) (r∗1 , r
∗
2 , π/2, π/2, φ
∗) is the global minimum of E; and
(b) (r∗1 , r
∗
2 , π/2, π/2, φ
∗) is a local minimum of E.
Our numerical examples have indicated that case (a) is always true. In the numerical algorithm to be given next, we compute
first the global minimum (r∗1 , r
∗
2 , φ
∗) of E0(r1, r2, φ) in D0 by the steepest descent method, which is based on Theorems 3.6
and 3.12. Then we check the Morse index of E at (r∗1 , r
∗
2 , π/2, π/2, φ
∗). If it is greater than or equal to 1, then we compute
the local minima of E in D by the steepest descent method.
Steepest Descent Algorithm
Step 1. Choose an initial guess (r10, r20, φ0) ∈ R2+ × (π/2, π) such that E0(r10, r20, φ0) < 0;
Step 2. Find t∗ > 0 such that
E0(t∗r10, t∗r20, φ0) = min
t∈(0,∞)
E0(tr10, tr20, φ0)
and replace (r10, r20, φ0) by (t∗r10, t∗r20, φ0);
Step 3. Compute ∇E0(r10, r20, φ0);
Step 4. If |∇E0(r10, r20, φ0)| ≥ ϵ, then set
(r10, r20, φ0) = (r10, r20, φ0)−∇E0(r10, r20, φ0),
and goto Step 2;
Step 5. Compute the Morse index I of E at (r10, r20, π/2, π/2, φ0);
Step 6. If I = 0, then output (r10, r20, π/2, π/2, φ0), and stop;
else, choose an initial guesses (r10, r20, θ10, θ20, φ0) ∈ D satisfying either
0 < θ10 <
π
2
,
π
2
< θ20 < π, E(r10, r20, θ10, θ20, φ0) < 0,
or
π
2
< θ10 < π, 0 < θ20 <
π
2
, E(r10, r20, θ10, θ20, φ0) < 0;
Step 7. Find t∗ > 0 such that
E(t∗r10, t∗r20, θ10, θ20, φ0) = min
t∈(0,∞)
E(tr10, tr20, θ10, θ20, φ0)
and replace (r10, r20, θ10, θ20, φ0) by (t∗r10, t∗r20, θ10, θ20, φ0);
Step 8. Compute ∇E(r10, r20, θ10, θ20, φ0);
Step 9. If |∇E(r10, r20, θ10, θ20, φ0)| ≥ ϵ, then set
(r10, r20, θ10, θ20, φ0) = (r10, r20, θ10, θ20, φ0)−∇E(r10, r20, θ10, θ20, φ0),
and goto Step 7;
else, output (r10, r20, θ10, θ20, φ0), and stop.
Remark 4.1. Steps 2 and 7 in the algorithm are based on Theorems 3.1 and 3.5 respectively, and expedite the convergence
of the algorithm. The choice of θ1 and θ2 in Step 6 is based on Theorem 3.4, and generates two different local minima of E
in D. 
When either l1 or l2 equals 0, E(r1, r2, θ1, θ2, φ)will have at least two local minima on the boundary of D. In most cases,
the Steepest Descent Algorithm finds usually two local minima and one saddle point of E with I ≥ 1. To find those critical
points of E of Morse index 1, we propose an algorithm based on the Mountain Pass Theorem due to [25]. The Mountain Pass
Theorem has been used to prove the existence of critical points of functionals satisfying a condition called the Palais–Smale
(PS) condition, which occurs repeatedly in the critical point theory. We say that a functional J satisfies the PS condition if
any sequence {vn} ⊂ H for which J(vn) is bounded and J ′(vn) → 0 possesses a convergent subsequence. We include the
Mountain Pass Theorem for the benefit of readers.
Theorem 4.1 ([25]). Let X be a real Banach space, Bρ = {v ∈ X | ‖v‖ < ρ} and ∂Bρ = {v ∈ E | ‖v‖ = ρ}. Assume that
J ∈ C1(X,ℜ) satisfies the PS condition and J(0) = 0, and assume that
(a) there are constants ρ , α > 0 such that J|∂Bρ ≥ α,
(b) there is an e ∈ X \ Bρ such that J(e) ≤ 0.
Then J possesses a critical value c ≥ α. Moreover, c can be characterized as
c = inf
g∈Γ maxu∈g([0,1])
J(u),
where Γ = {g ∈ C([0, 1], X) | g(0) = 0, g(1) = e}. 
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Table 1
Singly excited states of helium.
State |n1, ℓ1, n2, ℓ2, L⟩ r1 r2 θ (°) E Ea,b ∆ (%)
1s5s 1S |1, 0, 5, 0, 0⟩ 0.50000 24.98480 90.0115 −2.02001 −2.02117 0.057
1s5s 3S |1, 0, 5, 0, 0⟩ 0.50000 24.03017 180 −2.02082 −2.02262 0.089
1s5p 1P |1, 0, 5, 1, 1⟩ 0.50000 24.98495 90.0029 −2.02001 −2.01990 0.005
1s5p 3P |1, 0, 5, 1, 1⟩ 0.50004 24.77994 111.4941 −2.02018 −2.02055 0.018
1s5d 1D |1, 0, 5, 2, 2⟩ 0.50000 24.98498 90.0013 −2.02001 −2.02001 0.000
1s5d 3D |1, 0, 5, 2, 2⟩ 0.50001 24.92419 96.9184 −2.02006 −2.02002 0.002
1s5f 1F |1, 0, 5, 3, 3⟩ 0.50000 24.98499 90.0007 −2.02001 −2.02000 0.000
1s5f 3F |1, 0, 5, 3, 3⟩ 0.50001 24.95749 93.1534 −2.02003 −2.02001 0.001
1s6s 1S |1, 0, 6, 0, 0⟩ 0.50000 35.98949 90.0055 −2.01389 −2.01456 0.033
1s6s 3S |1, 0, 6, 0, 0⟩ 0.50005 35.02092 180 −2.01428 −2.01538 0.054
1s6p 1P |1, 0, 6, 1, 1⟩ 0.50000 35.98956 90.0014 −2.01389 −2.01383 0.003
1s6p 3P |1, 0, 6, 1, 1⟩ 0.50002 35.78257 111.5908 −2.01397 −2.01421 0.012
1s6d 1D |1, 0, 6, 2, 2⟩ 0.50000 35.98957 90.0006 −2.01389 −2.01390 0.000
1s6d 3D |1, 0, 6, 2, 2⟩ 0.50001 35.92852 96.9348 −2.01392 −2.01390 0.001
1s6f 1F |1, 0, 6, 3, 3⟩ 0.50000 35.98958 90.0003 −2.01389 −2.01389 0.000
1s6f 3F |1, 0, 6, 3, 3⟩ 0.50000 35.96201 93.1573 −2.01390 −2.01389 0.000
1s7s 1S |1, 0, 7, 0, 0⟩ 0.50000 48.99229 90.0030 −2.01021 −2.01062 0.020
1s7s 3S |1, 0, 7, 0, 0⟩ 0.50003 48.01535 180 −2.01041 −2.01113 0.036
1s7p 1P |1, 0, 7, 1, 1⟩ 0.50000 48.99233 90.0007 −2.01021 −2.01017 0.002
1s7p 3P |1, 0, 7, 1, 1⟩ 0.50001 48.78416 111.6489 −2.01025 −2.01040 0.007
1s7d 1D |1, 0, 7, 2, 2⟩ 0.50000 48.99234 90.0003 −2.01021 −2.01021 0.000
1s7d 3D |1, 0, 7, 2, 2⟩ 0.50000 48.93114 96.9444 −2.01022 −2.01021 0.000
1s7f 1F |1, 0, 7, 3, 3⟩ 0.50000 48.99234 90.0002 −2.01021 −2.01020 0.000
1s7f 3F |1, 0, 7, 3, 3⟩ 0.50000 48.96474 93.1596 −2.01021 −2.01020 0.000
1s8s 1S |1, 0, 8, 0, 0⟩ 0.50000 63.99411 90.0017 −2.00781 −2.00809 0.014
1s8s 3S |1, 0, 8, 0, 0⟩ 0.50002 63.01175 180 −2.00794 −2.00843 0.024
1s8p 1P |1, 0, 8, 1, 1⟩ 0.50000 63.99413 90.0004 −2.00781 −2.00779 0.001
1s8p 3P |1, 0, 8, 1, 1⟩ 0.50001 63.78520 111.6865 −2.00784 −2.00795 0.005
1s8d 1D |1, 0, 8, 2, 2⟩ 0.50000 63.99414 90.0002 −2.00781 −2.00782 0.000
1s8d 3D |1, 0, 8, 2, 2⟩ 0.50000 63.93285 96.9505 −2.00782 −2.00782 0.000
1s8f 1F |1, 0, 8, 3, 3⟩ 0.50000 63.99414 90.0001 −2.00781 −2.00781 0.000
1s8f 3F |1, 0, 8, 3, 3⟩ 0.50000 63.96651 93.1610 −2.00781 −2.00781 0.000
a Bürgerset al. [24].
b NIST [26].
From the proof of Theorem 3.3, it is straightforward to deduce that E(r1, r2, θ1, θ2, φ) satisfies the PS condition. Assume
P1 ∈ D and P2 ∈ D are two local minima of E. We propose the following algorithm.
Mountain Pass Algorithm
Step 1. Choose an initial guess Q0 = (r10, r20, θ10, θ20, φ0) ∈ D satisfying
0 < θ10 < π, 0 < θ20 < π,
π
2
< φ0 < π, E(Q0) < 0.
Step 2. Find Q1 ∈ (P1Q0Q0P2) such that
E(Q1) = max
Q∈(P1Q0

Q0P2)
E(Q );
Step 3. Compute ∇E(Q1);
Step 4. If |∇E(Q1)| ≥ ϵ, then set Q0 = Q1 −∇E(Q1), and goto Step 2;
else, output Q1, and stop.
Remark 4.2. Since E is not degenerate, the critical point obtained by theMountain Pass Algorithmhas theMorse index 1. 
Remark 4.3. By choosing Q0 satisfying
0 < θ10 < π/2, π/2 < θ20 < π,
π
2
< φ0 < π, E(Q0) < 0,
or
π/2 < θ10 < π, 0 < θ20 < π/2,
π
2
< φ0 < π, E(Q0) < 0,
which is based on Theorem 3.4, the Mountain Pass Algorithm may find two different saddle points of E with the Morse
index 1. 
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Table 2
Doubly excited S states (ℓ1 = ℓ2 = 0) of helium.
State |n1, n2, L⟩ r1 r2 θ (°) E Ea ∆ (%)
2s2s 1S |2, 2, 0⟩ 2.28571 2.28571 180 −0.76562 −0.77787 1.574
2s3s 1S |2, 3, 0⟩ 2.02495 7.97284 95.8483 −0.55991 −0.54808 2.158
2s3s 3S |2, 3, 0⟩ 2.06310 6.27839 180 −0.58404 −0.60257 3.075
2s4s 1S |2, 4, 0⟩ 2.00309 15.50114 91.8134 −0.53188 −0.52771 0.790
2s4s 3S |2, 4, 0⟩ 2.01886 12.75236 180 −0.53989 −0.54884 1.630
2s5s 1S |2, 5, 0⟩ 2.00069 24.70880 90.7369 −0.52015 −0.51810 0.396
2s5s 3S |2, 5, 0⟩ 2.00733 21.48524 180 −0.52344 −0.52841 0.940
2s6s 1S |2, 6, 0⟩ 2.00021 35.80860 90.3544 −0.51394 −0.51276 0.230
2s6s 3S |2, 6, 0⟩ 2.00341 32.33700 180 −0.51551 −0.51854 0.584
3s3s 1S |3, 3, 0⟩ 5.14286 5.14286 180 −0.34028 −0.35354 3.750
3s4s 1S |3, 4, 0⟩ 4.69658 12.28709 107.7236 −0.25965 −0.26338 1.416
3s4s 3S |3, 4, 0⟩ 4.72809 10.49352 180 −0.27395 −0.27028 1.357
3s5s 1S |3, 5, 0⟩ 4.53842 22.62383 98.4006 −0.24347 −0.24663 1.281
3s5s 3S |3, 5, 0⟩ 4.59168 18.38598 180 −0.25041 −0.24900 0.568
3s6s 1S |3, 6, 0⟩ 4.50988 34.54387 94.0713 −0.23646 −0.23852 0.863
3s6s 3S |3, 6, 0⟩ 4.54243 28.69280 180 −0.23995 −0.23969 0.108
a Bürgerset al. [24].
Table 3
Doubly excited states of helium.
State |n1, ℓ1, n2, ℓ2, L⟩ r1 r2 θ (°) E Ea ∆ (%)
2s2p 3Po |2, 0, 2, 1, 1⟩ 2.31343 2.50451 113.322 −0.70736 −0.76049 6.986
2s2p 1Po |2, 0, 2, 1, 1⟩ 2.42785 2.42785 95.3006 −0.68444 −0.69313 1.254
2p2p 3Pe |2, 1, 2, 1, 1⟩ 2.42785 2.42785 95.3006 −0.68444 −0.71050 3.667
2p2p 1De |2, 1, 2, 1, 2⟩ 2.42909 2.42909 92.5515 −0.68094 −0.70194 2.992
2s3p 3Po |2, 0, 3, 1, 1⟩ 2.04094 7.30603 124.6138 −0.56891 −0.58467 2.695
2s3p 1Po |2, 0, 3, 1, 1⟩ 2.01606 8.22799 91.4705 −0.55888 −0.56409 0.924
2p3s 3Po |2, 1, 3, 0, 1⟩ 2.02621 7.93913 96.2374 −0.55999 −0.57903 3.288
2p3p 3Pe |2, 1, 3, 1, 1⟩ 2.01606 8.22799 91.4705 −0.55888 −0.56781 1.573
2p3p 3De |2, 1, 3, 1, 2⟩ 2.01441 8.27848 90.6523 −0.55869 −0.56069 0.357
2s3d 3De |2, 0, 3, 2, 2⟩ 2.02851 7.81088 107.8463 −0.56320 −0.58378 3.525
2s3d 1De |2, 0, 3, 2, 2⟩ 2.01441 8.27848 90.6523 −0.55868 −0.56922 1.852
2p3d 3Do |2, 1, 3, 2, 2⟩ 2.01441 8.27848 90.6523 −0.55869 −0.55933 0.114
2p3d 3F o |2, 1, 3, 2, 3⟩ 2.01383 8.29632 90.3666 −0.55862 −0.56620 1.338
3p3p 3Pe |3, 1, 3, 1, 1⟩ 5.46296 5.46296 98.8994 −0.30711 −0.29115 5.482
3d3s 3De |3, 2, 3, 0, 2⟩ 5.65598 5.23523 107.0837 −0.31076 −0.32533 4.478
3d3s 1De |3, 1, 3, 1, 2⟩ 5.46267 5.46267 95.3006 −0.30420 −0.31554 3.594
3d3d 3F e |3, 2, 3, 2, 3⟩ 5.46499 5.46499 93.1731 −0.30299 −0.31072 2.488
3d3p 3Do |3, 2, 3, 1, 2⟩ 5.46267 5.46267 95.3006 −0.30420 −0.31558 3.606
a Lindroth [23].
By using the algorithms proposed in this paper, we computed three sets of data for singly and doubly excited states of
helium, where π = (−1)l1+l2 is the parity (o: odd; e: even), and θ (in degrees) denotes the angle between r1 and r2.
The singly excited states of helium are given in Table 1. By comparing with the reference values from [24,26], we have
an excellent approximation for the singly excited states with the relative error∆ being less than 0.1%.
The doubly excited states of helium are given in Tables 2 and 3. The data are compared with the reference values
from [24,23]. Variances between the existing data and ours do exist while there are no ‘‘universally accepted’’ exact values.
Nevertheless, the overall agreement is quite favorable.
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