Abstract This paper describes a generalized axiomatic scale-space theory that makes it possible to derive the notions of linear scale-space, affine Gaussian scale-space and linear spatio-temporal scale-space using a similar set of assumptions (scale-space axioms).
Introduction
When analyzing sensory data, such as images, a fundamental issue arises from the fact that real-world objects may appear in different ways depending upon the scale of observation. This insight is a major motivation for the development of multi-scale representations such as pyramids [8, 10] and scale-space representation [20, 31, 32, 35, 39, 40, 65, 67, 73] . Indeed by studying the problem of how to construct a multi-scale representation, a general and multi-purpose theory for early visual operations can be stated, where the Gaussian kernel and its derivatives arise as a canonical family of image operators given natural requirements of a visual front-end. Complementary works have demonstrated that these filters can serve as a basis for expressing a large number of visual operations, including feature detection, stereo matching, computation of optic flow, tracking, estimation of shape cues and view-based object recognition [47] .
Traditionally, however, most works on multi-scale representations have been concerned with image data defined on isotropic spatial domains, characterized by the fact that image data are accessible in all directions and moreover that all directions are equally treated. During recent years, these ideas have been extended to non-isotropic spatial domains in terms of affine Gaussian scale-space, where different amounts of smoothing may be performed in different directions, for example to account for the linear (affine) component of perspective deformations [39, 51] , as well as to spatio-temporal scale-space, where space and time are intrinsically different dimensions and in addition Galilean motions may occur [43] . In particular, when dealing with temporal and/or spatio-temporal data in an on-line situation, we have to accept the fact that we cannot allow filters to extend into the future. For this reason, the smoothing filters have to be time-causal [33, 49] . The subject of this article is to show how a previously stated scale-space formulation in terms of non-enhancement of local extrema [38, 41] can be used for deriving Gaussian scale-spaces over non-isotropic as well as time-casual domains in an axiomatic way, by relaxing the requirement of rotationally symmetric filters that has been used in previous applications of non-enhancement of local extrema as a scale-space axiom.
It will be shown that a parameterized family of linear scale-spaces is obtained by this construction, including (i) the traditional linear scale-space representation for rotationally symmetric spatial domains, (ii) the affine Gaussian scale-space for non-isotropic spatial image domains that may be subject to local or global affine image deformations and (iii) spatio-temporal linear scale-space for spatiotemporal image domains subject to local Galilean motions. Spatio-temporal scale-spaces will be developed for both non-causal and time-causal spatio-temporal domains. Compared to the isotropic linear scale-space, these affine and spatio-temporal scale-spaces give rise to non-separable and elongated filter kernels over space and time, which allow for shape adaptation in space [5, 6, 51, 55, 61, 69] and velocity adaptation along the direction of motion [36, 37, 43, 52, 56] . Notably the receptive field profiles generated by this scalespace concept have high qualitative similarity to receptive fields profiles recorded from biological vision [11, 70] in analogy with previously established relations between spatial receptive fields and Gaussian derivative operators [74, 75] with extensions to spatio-temporal data in [76, 77] .
Outline of the Presentation
This paper is organized as follows: Section 2 gives a review of related work with emphasis on axiomatic derivations of linear scale-spaces. Section 3 defines the notion of non-enhancement of local extrema and gives formal proofs showing, by both necessity and sufficiency, how this requirement in combination with a semi-group structure implies both existence and a restriction on a corresponding infinitesimal generator. Specifically, it is shown how this algebraic structure implies that the scale-space has to satisfy a family of parabolic differential equations, where the second-order term is determined by a positive semi-definite covariance matrix. The consequences of this result with regard to different types of image domains are developed in Sect. 4 with emphasis on either rotationally symmetric, affine spatially anisotropic or non-causal spatio-temporal domains.
Up to this point, we have throughout assumed non-causal temporal image data, which is relevant for processing static spatial domains or spatio-temporal data in off-line situations. Then, to be able to handle time-causal data in on-line scenarios, where information about the future is not available, Sect. 5 shows how the previously stated scale-space formulation can be reformulated to handle time-causal data, where we do only have access to the past.
Interestingly, there are close relations between these scale-space theories and biological vision. Section 6 shows how the multi-scale spatio-temporal derivative operators from the two types of spatio-temporal scale-spaces relate to receptive fields registered in mammalian vision. Finally, Sect. 7 concludes with a summary and discussion about some of the main results.
Since the mathematical structure of the resulting timecausal scale-space turns out to be more complicated than for the Gaussian scale-space, we find it important to analyze and describe its properties in more detail. Therefore, Appendix D includes a brief review of closely related theory for heat conduction in solids, which is then transferred to spatio-temporal scale-space.
To simplify the flow through the presentation, we have also put some other more technical material in appendix sections. Appendix A develops the specific regularity properties of the scale-space kernels over scales that are used when deriving formal necessity results. Appendix B describes relations between the proposed notion of non-enhancement of local extrema and the maximum principle. Appendix C gives a theory for how Galilean invariant fixed points can be constructed in a spatio-temporal scale-space representation as a way of interpreting the output from an ensemble of velocity-adapted scale-space filters. Finally, Appendix E gives the formal definitions and proofs regarding the axiomatic derivation of the time-causal spatio-temporal scalespace.
Related Work on Axiomatic Scale-Space Formulations
The Gaussian scale-space concept satisfies a number of useful properties 1 that make it particularly attractive for generating a scale-space representation; (i) linearity, (ii) shift invariance, (iii) semi-group property, (iv) existence of an infinitesimal generator, (v) non-creation of local extrema or zero-crossings in the one-dimensional case, (vi) nonenhancement of local extrema in any number of dimensions, (vii) rotational symmetry, (viii) positivity, (ix) unit normalization, and (x) scale invariance. In fact, it can be shown that the Gaussian kernel by necessity is a unique choice for a number of different combinations of subsets of these scalespace axioms [4, 20, 32, 38, 39, 41, 47, 57, 67, 72, 78] g(x; s) = 1 (2πs) N 
The Gaussian function is also special in the respect that it (xi) minimizes the uncertainty relation and (xii) is the probability density function with maximum entropy. The maximum entropy result can be interpreted as the Gaussian kernel making minimal use of information. These properties are also desirable when constructing a scale-space representation, since the uncertainty relation makes the smoothing operation well localized over space and scales, while the maximum entropy result means that the Gaussian kernel is maximally uncommitted. When Witkin [73] coined the term "scale-space", he was concerned with one-dimensional signals and observed that new local extrema cannot be created under Gaussian convolutions. Specifically, he applied this property to zerocrossings of the second-order derivative to construct socalled "fingerprints". This observation shows that Gaussian convolution satisfies certain sufficiency results for being a smoothing operation. The first proof in the Western literature of the necessity of Gaussian smoothing for generating a scale-space was given by Koenderink [32] , who also gave a formal extension of the scale-space theory to higher dimensions. He introduced the concept of causality, which means that new level surfaces must not be created in the scalespace representation when the scale parameter is increased. By combining causality with the notions of isotropy and homogeneity, which essentially mean that all spatial positions and all scale levels must be treated in a similar manner, he showed that the scale-space representation must satisfy the diffusion equation
Related necessity results were given by Babaud et al. [4] and by Yuille and Poggio [78] . Lindeberg [38] considered the problem of characterizing those kernels in one dimension that share the property of not introducing new local extrema or new zero-crossings in a signal under convolution. Such scale-space kernels can be completely classified using classical results by Schoenberg [62, 63] . For continuous signals, it can be shown that all such non-trivial scale-space kernels can be decomposed into Gaussian kernels and truncated exponential functions. By imposing a semi-group structure on scale-space kernels, the Gaussian kernels will then be singled out as a unique choice. For discrete signals, the corresponding result is that all discrete scale-space kernels can be decomposed into generalized binomial smoothing, moving average or first-order recursive filtering and infinitesimal smoothing with the discrete analogue of the Gaussian kernel. To express a corresponding theory for higher-dimensional signals, Lindeberg [38] reformulated Koenderink's causality requirement into non-enhancement of local extrema and combined this requirement with a semi-group structure as well as an infinitesimal generator and showed that all such discrete scalespaces must satisfy semi-discrete diffusion equations. A corresponding scale-space formulation for continuous signals based on non-enhancement of local extrema for rotationally symmetric smoothing kernels was presented in [41] .
A formulation by Florack et al. [21] with continued work by Pauwels et al. [57] shows that the class of allowable scale-space kernels can also be restricted by combining a semi-group structure of convolution operations with scale invariance and rotational symmetry. When Florack et al. [21] studied this approach, they used separability in Cartesian coordinates as an additional constraint and showed that this lead to the Gaussian kernel. If the requirement about separability on the other hand is relaxed, Pauwels et al. [57] showed that this leads to a one-parameter family of scalespaces, with Fourier transforms of the form h(ω; s) = e −α|σ ω| p ,
where σ = √ s. Within this class, it can furthermore be shown that only the exponents p that are even integers lead to differential equations that have local infinitesimal generators of a classical form. 2 Specifically, out of this countable 2 Of the form stated in (11) and made more precise in Sect. 3. set in turn, only the choice p = 2 gives rise to a non-negative convolution kernel, which leads to the Gaussian kernel.
There are, however, also possibilities of defining scalespace representations for other values of p. The specific case with p = 1 has been studied by Felsberg and Sommer [18] , who show that the corresponding scale-space representation is in the two-dimensional case given by convolution with Poisson kernels of the form P (x; s) = s 2π(( s 2 ) 2 + |x| 2 ) 3/2 .
(4)
Duits et al. [12, 13] have investigated the cases with other non-integer values of p in the range ]0, 2[ and showed that such families of self-similar α-scale-spaces (with α = p/2) can be modelled so-called pseudo-partial differential equations of the form
These scale-spaces can be related to the theory of Lévy processes and infinitely divisible distributions. For example, according to this theory a non-trivial probability measure on R N is α-stable with 0 < α ≤ 2 if and only if its Fourier transform is of the form (3) with p = α [60, page 86] . These scale-space do, however, not obey non-enhancement of local extrema, and we will not consider such self-similar scalespaces with non-classical infinitesimal generators further, since the main subject of this article is to develop a more general theory for Gaussian scale-spaces corresponding to p = 2.
For the specific family of Gaussian scale-space representations Koenderink and van Doorn [35] carried out a closely related study, where they showed that Gaussian derivative operators are natural operators to derive from a scale-space representation, given the assumption of scale invariance. Axiomatic derivations of image processing operators based on scale invariance have also been given in earlier Japanese literature [72] .
With regard to temporal data, the first proposal about a scale-space for temporal data was given by Koenderink [33] by applying Gaussian smoothing to a logarithmically transformed time axes. Such temporal smoothing filters have been considered in follow-up works by Florack [20] and ter Haar Romeny et al. [68] . These approaches, however, require infinite memory of the past and have so far not been developed for computational applications. To handle timecausality in a manner more suitable for real-time implementation, Lindeberg and Fagerström [49] expressed a strictly time-recursive space-time separable spatio-temporal scalespace model based on cascades of temporal scale-space kernels in terms of either truncated exponential functions or first-order recursive filters. These temporal scale-space models also had the attractive and memory saving property that temporal derivatives could be computed from differences between temporal channels at different scales, thus eliminating the need for complimentary time buffering. A similar computation of temporal derivatives has been used by Fleet and Langley [19] . Early work on non-separable spatiotemporal scale-spaces with velocity adaptation was presented in Lindeberg [43, 46] with applications to Galilean invariant image descriptors and recognition of activities in [36, 37, 52] . More recently, Fagerström [16, 17] has studied scale-invariant continuous scale-space models that allows for the construction of continuous semi-groups over the internal memory representation and in a special case lead to a diffusion formulation.
Outside the class of linear operations, there is also a large literature on non-linear scale-spaces [66] . In particular, the works by Alvarez et al. [3] and Guichard [28] have many structural similarities to the linear/affine/spatio-temporal scale-space formulations in terms of semi-group structure, infinitesimal generator and invariance to rescalings and affine or Galilean transformations. Non-linear scale-space that obey similar properties as non-enhancement of local extrema have been studied in particular by Weickert [71] . With close relationship to non-enhancement of local extrema, the maximum principle has been used as a sufficient condition for defining linear or non-linear scale-space representations Alvarez et al. [3] , Hummel and Moniot [30] .
Generalizing Non-enhancement to Non-isotropic Domains
Out of the above mentioned large family of possibilities, we shall here start by exploring the richer structure that can be obtained from a scale-space family if the requirements about rotational symmetry are relaxed. To begin the treatment, let us start by restating the set of scale-space axioms that the analysis will be based on:
Structural Scale-Space Axioms
We would like to model an uncommitted visual front-end, that performs linear and shift-invariant operations. Hence, we assume that each scale level L(·; s) is generated by convolving the original signal f with a convolution kernel
in operator form written
Then, to ensure regularity with respect to scale, we assume that the family of scale-space kernels T (·; s) forms a semigroup
This condition means that all scale levels are computed from conceptually similar operations and that, in addition, the transformation from any fine scale level to any coarser scale level is of the same form as the transformation from the original signal
Another important consequence of imposing the semi-group requirement on the family of convolution kernels is that if we assume reasonable continuity requirements of T with respect to variations of the scale parameter s (see below), then it follows from a general result in functional analysis [29] that there exists a limit case operator, the infinitesimal generator
such that the scale-space family satisfies a differential equation of the form
With regard to differential equations, it is natural to formalize the non-enhancement requirement of local extrema in terms of a sign condition on the derivative of the scalespace family with respect to the scale parameter. Hence, at any non-degenerate extremum point over the image domain, in other words for each local extremum at which the determinant of the Hessian matrix is non-zero, we require the following conditions 3 to hold (see Fig. 1 for an illustration):
∂ s L ≥ 0 at any non-degenerate local minimum.
Formal Definitions
To be able to use tools from functional analysis, we will initially assume that both the original signal f and the family of convolution kernels T (·; s) are in the Banach space
, with the norm
Fig . 1 The non-enhancement condition of local extrema means that the grey-level value of a local maximum must not increase with scale and that the grey-level of a local minimum must not decrease
Then also the scale-space representations L(·; s) will be in the same space, and we can define a family of scale-space
The semi-group structure under convolution transformations in (8) in combination with the initial condition L(·; 0) = f imply that we require a semi-group structure on the smoothing operators
and in order to ensure sufficient regularity with respect to the scale parameter, we assume the semi-group to be strongly continuous (C 0 ) in the sense that
should hold for each f ∈ L 2 (R N ) and for any s 0 ≥ 0 [29, page 59] , [26, page 14] , [58, page 4] . In terms of explicit convolution kernels, this requirement corresponds to continuity at the origin in the sense that
should hold for every f ∈ L 2 (R N ). Given these assumptions, it follows from a general result in functional analysis [29, page 308] , [26, page 14] , [58, page 5] that there exists a limit case operator, the infinitesimal generator
The set of elements f ∈ L 2 (R N ) for which A exists is denoted D(A). This set is not empty and never reduces to the zero element. Actually,
[29, page 308], [58, page 5] . Hence, the scale-space family will satisfy a first-order differential equation with respect to scale.
To ensure sufficient regularity, we will also assume that the convolution kernels T (·; s) ∈ L 1 (R N ). This assumption implies that for all smooth functions f ∈ C ∞ (R N ) with compact support, spatial derivatives of the scale-space representation L do always exist by (21) even at s = 0. By applying this property recursively, the scale-space representation of a smooth signal with compact support will also be guaranteed to be smooth, i.e., L(·; s) ∈ C ∞ (R N ), also at s = 0. 4 In the following, we will show that the requirement of non-enhancement of local extrema combined with semigroup structure and regularity properties with respect to the scale parameter imply that the scale-space family must satisfy a family of parabolic differential equations, in which the second-order terms are determined by a positive semidefinite covariance matrix, while the first-order terms may be arbitrary. Specifically, the result that we shall derive implies that (i) the infinitesimal operator A must be a local operator that depends on local derivatives only, (ii) we cannot allow for derivatives of higher order than two, and (iii) we cannot allow for any zero-order term either.
To be able to express the non-enhancement condition in a context where derivatives of the scale-space representation with respect to the scale parameter are well-defined pointwise and not only almost everywhere, we will make a further requirement explained in more detail in Appendix A that the semi-group T should obey the following regularity requirements with respect to variations of the scale parameter
for some k > N/2 and for all smooth functions f ∈
4 Usually, one otherwise uses a family of smooth and rapidly decreasing smooth convolution kernels for defining derivatives of nondifferentiable functions f , by the theory of Schwartz distributions
Here, however, we start by initially weaker assumptions on the family of convolution kernels, with the aim that the requirement of non-enhancement of local extrema will then imply stronger restrictions on the scale-space representation when combined with a semi-group structure and rather modest regularity requirements on the semi-group with respect to variations of the scale parameter s.
This continuity condition is referred to as C 1 continuity and is a stronger condition than the more commonly used C 0 continuity of semi-groups [29, page 322] . As pre-requisites to the treatment that shall be performed, let us first summarize the basic algebraic structure in terms of a definition and a lemma.
Definition 1 (Continuous pre-scale-space representation) Let f ∈ L 2 (R N ) be a continuous signal and let T (s) with s ∈ R + be a strongly continuous semi-group of linear and shift-invariant operators from L 2 (R N ) to L 2 (R N ) according to (16) and (18) , where the convolution kernels T (·; s) are also required to be in L 1 (R N ) and the semi-group is also for some value k > N/2 required to be C 1 continuous with respect to the L 2 -based Sobolev norm
is said to be the continuous pre-scale-space representation of f generated by T (s).
As we have described in connection with (19) and (11), this algebraic structure implies that the pre-scale-space representation will be differentiable with respect to the scale parameter and will possess an infinitesimal generator.
for some linear and 
Proof The basic structure follows from [29, page 308] and our previous treatment. Since L is generated from f by convolutions, it follows that A must also be shift-invariant and commute with the shift operator
The operator A does, however, not need to be bounded. The smoothness of L with respect to space follows from the assumption of the convolution kernels T (·; s) ∈ L 1 (R N ) and the discussion in connection with (21) . As shown in Appendix A, the regularity requirements on the semi-group imply that smooth functions of compact support are in the domain D(A) of A implying that the partial derivatives ∂ s L(x; s) are well-defined for every (x; s) ∈ R N × R + . This property makes it possible to formulate the previously indicated scale-space property in terms of derivatives of the scale-space representation with respect to the scale parameter, such that the grey-level value in every local maximum point must not increase, whereas the grey-level value in every local minimum point must not decrease.
Definition 3 (Pre-scale-space property: Non-enhancement of local extrema) A continuous pre-scale-space representation L :
is said to possess continuous non-enhancement pre-scale-space properties, or equivalently not to enhance local extrema, if for every value of the scale parameter s 0 ∈ R + it holds that if x 0 ∈ R N is a critical point for the mapping x → L(x; s 0 ) and if the Hessian matrix at this point is non-degenerate, then the derivative of L with respect to s at this point has the same sign as the Hessian matrix, i.e.,
This condition is closely related to the maximum principle for elliptic and parabolic equations, however, it is not identical. The maximum principle refers to global property of a function concerning the global maximum (or minimum), while non-enhancement of local extrema refers to a local property concerning every local extremum (see Appendix B). Now we can state that a semi-group of operators generates is a scale-space family representation if it leads to nonenhancement of local extrema for any input signal.
Definition 4 (Continuous non-enhancement scale-space representation) Let T be a strongly continuous semi-group of linear and shift-invariant operators from
, the pre-scale-space representation L : R N × R + → R of f is said to be a continuous scale-space representation of f if and only if it for every smooth function f ∈ L 2 (R N ) ∩ C ∞ (R N ) of compact support it holds that the pre-scale-space representation L : R N × R + → R of f generated by the semi-group T (s) obeys non-enhancement of local extrema.
Necessity and Sufficiency
We shall first show that these conditions by necessity imply that the scale-space family L must satisfy the diffusion equation. 
where
sign
while the function f E may now assume non-zero values outside the circular region |x| ≤ ε. Let us initially assume that Af E = C 2 = 0. Then, if we consider a third test function of the form
Obviously, the sign of this expression can be made positive and (12) be violated by a suitable choice of β 1 . Hence, for any ε > 0 we have to require that Af E must be identically zero for all functions that assume non-zero values outside the region |x| < ε. In other words, A must be a local operator and Af can only exploit information from f at the central point. This means that for any smooth function Af must be of the form
C.2. The extremum point condition (12) also means that AL must not contain any term proportional to L or derivatives of order higher than two. This can be seen by considering a test function of the form
for some η = (η 1 , η 2 , . . . , η N ) ∈ Z N with |η| = |η 1 | + |η 2 | + · · · + |η N | > 2 where χ(x) ≥ 0 is a smooth function of compact support identically equal to one χ(x) = 1 in the disk |x| ≤ 1 and identically equal to zero χ(x) = 0 outside the disk |x| ≤ 2. If a ξ = 0 for some ξ ∈ Z N , it is clear that we can choose η = ξ and by a suitable choice of β 2 we can make the sign of Af 4 arbitrary and hence violate (12) . Similarly, by considering a test function of the form
it follows that a 0 must be zero. Thus, A can only contain derivatives of order one and two.
C.3.
Concerning the remaining first-and second-order terms, let us first note that the non-enhancement condition of local extrema does not impose any constraints on the firstorder terms, since the influence of the first-order terms vanishes at critical points. Regarding the second-order terms, we can next observe that without loss of generality, the influence of the secondorder terms can be written
for some symmetric matrix 0 . Let us next show by counterexample that 0 must be positive semi-definite, i.e., if 0 would have a strictly negative eigenvalue, then the nonenhancement property of local extrema would be violated. Such a violation occurs if we can find a positive definite ma-
for a given 0 with both positive and negative eigenvalues, we could find some positive definite H such that 
where all μ i > 0 and at least one λ i < 0, it is clear that we can find a suitable combination of μ i > 0 such that ∂ s L < 0 and we would thus violate the requirement of nonenhancement of local extrema. Hence, to guarantee that the requirement of non-enhancement of local extrema can be valid, we have to require that all the eigenvalues of 0 are positive.
Remark Equation (27) can also be written on the more common form
where the coefficients a ij form a positive semi-definite matrix. The reason why we have chosen a parameterization in terms of 0 and δ 0 here is because of the close connections to Gaussian kernels and velocity adaptation that will be developed later in Sects. 4-5.
To prove sufficiency, i.e., the reverse statement of Theorem 5, is straightforward and a basic property of parabolic equations. For completeness, we give the result with an explicit proof. 
Proof The regularity properties of the solution are apparent from the regularity properties of parabolic differential equations. To verify non-enhancement of local extrema, consider any non-degenerate local extremum x 0 of L at scale s 0 with Hessian matrix H 0 . Using the fact that To conclude, we can take the results in Theorems 5-6 as a generalized definition of the notion of Gaussian scalespace.
Definition 7 (Generalized Gaussian scale-space) The (nonenhancement) scale-space families that are defined from the solutions of parabolic differential equations of the form (27) are referred to as generalized Gaussian scale-spaces.
Concerning the regularity properties of the input signal f , it follows from the strong regularizing properties of the Gaussian kernel that the solution of (27) will be smooth for k > 0 for any bounded function f : R n → R. Hence, for the purpose of generating a scale-space representation of a realworld signal f , we can relax the condition on f to f being bounded.
Interpretations
In previous section, we showed that for a linear and shiftinvariant infinitesimal generator A the requirement of nonenhancement of local extrema in combination with continuity conditions implies that the scale-space representation should satisfy a parabolic differential equation of the form
for some positive semi-definite covariance matrix 0 and some translation vector δ 0 . If we take a delta function as input, the interpretation of this evolution equation is that at any time moment the solution corresponds to a Gaussian kernel with covariance matrix s = s 0 centered at δ s = sδ 0 . Thus, we can interpret the impulse response as a gradually growing elongated Gaussian kernel that moves with velocity δ 0 with respect to the evolution parameter s. In terms of filtering operations, this scale-space can equivalently be constructed by convolution with affine and velocity-adapted Gaussian kernels
which for a given s = s 0 and a given δ s = s δ 0 satisfy the diffusion equation (44 
and if linear scale-space representations of these images are defined by
then L and R are related by
where the covariance matrices L and R satisfy [51] 
and the velocity terms δ L and δ R in the Gaussian kernels can be traded against coordinate shifts in x and y as long as the following relation is satisfied:
This property is highly useful in connection with visual tasks involving image deformations, such as image matching, flow estimation and shape estimation. The closedness under affine transformation allows for perfect modelling and matching of image data under first-order approximations of image deformations due to motion or the perspective mapping, and has been explored by e.g. [5, 6, 36, 37, 51, 52, 55, 56, 61, 69] .
Special Cases
The above mentioned relations provide a general structure for linear scale-space concepts on shift-invariant continuous domains. Specifically, it includes the following special cases:
Rotationally Symmetric Linear Scale-Space
If we require the covariance matrix 0 to be a unit matrix, we obtain the regular (isotropic) Gaussian scale-space [20, 32, 39, 73] .
generated by convolutions with rotationally symmetric Gaussian kernels
From this scale-space, we can define the multi-scale N-jet by applying partial derivatives to the scale-space
where we have introduced multi-index α = (α 1 , . . . , α N ) to simplify the notation. Due to the linearity of the diffusion equation, all these scale-space derivatives L x α satisfy similar scale-space properties in terms of non-enhancement of local extrema as the original scale-space L. So do also directional derivatives. In two dimensions, the M:th order directional derivative in the direction (cos ϕ, sin ϕ) is given by
With regard to image deformations, the closedness properties of this original scale-space are restricted to translations, rotations and rescalings. This scale-space concept is on the other hand separable in any orthonormal coordinate system.
Affine Gaussian Scale-Space
If we relax the condition about rotational symmetry, while keeping a requirement that the corresponding Green's function should be mirror symmetric on every line through the origin (in the sense that the filters h should satisfy h(−x, −y; s) = h(x, y; s) for every (x, y) ∈ R 2 ), we obtain the affine Gaussian scale-space representation, generated by convolution with non-uniform Gaussian kernels
where s is a symmetric positive definite (covariance) matrix. Besides the requirement of rotational symmetry, the affine Gaussian scale-space basically satisfies similar scalespace properties as the linear scale-space. The main difference is that the affine Gaussian scale-space is closed under the full group of non-singular affine transformations.
With regard to image processing and computer vision, this means that image data subjected to affine transformations can be perfectly captured with the extended class of affine scale-space operations. Specifically, for twodimensional images arising as perspective projections of three-dimensional scenes, this notion of affine image deformations can be used as a first-order linear approximation of non-linear perspective effects. This scale-space concept has been studied by [27, 39, 50] and is highly useful when computing surface shape under local affine distortion [51] and performing affine invariant segmentation [5] and matching [6, 55, 61, 69] . Combined with derivative operations, it can also serve as a natural idealized model for filter banks [24, 64] consisting of elongated directional filters [59] .
To parameterize the affine Gaussian kernels, let us in the two-dimensional case consider the covariance matrix determined by two eigenvalues λ 1 , λ 2 and one orientation β. Then, the covariance matrix can be written
(59) Figure 2 shows a few examples of affine Gaussian filter kernels obtained in this way. Directional derivative operators of any order or orientation can then be obtained by combining (59) and (57); see Fig. 3 . When computing directional derivatives from elongated affine Gaussian kernels, it should be noted that it is natural to align the orientations of the directional derivative operators (the angle ϕ in (57)) with the orientations of the eigendirections of the covariance matrix in the affine Gaussian kernels (the angle β in (59)). This is also the most likely model for biological vision (see Figs. 18 and 19 in Sect. 6).
Gaussian Spatio-Temporal Scale-Space
While the affine Gaussian scale-space generated by (58) has essentially the same invariance properties as the spatiotemporal scale-space representation generated by (45) , one motivation for keeping the velocity term v in (45) arises when studying time dependent data. On a temporal domain, the non-zero offset in the Gaussian kernel can be used as a simplified model of the fact that all computations require non-zero computation time and time averages can only be computed from data that have occurred in the past. This requirement of time causality implies that any temporal receptive field has to be associated with a non-zero time delay. Moreover, on a spatio-temporal domain, we may want the receptive fields to follow the direction of motion, in such a way that the centres and the shapes of the receptive fields are adapted to the direction of motion; see Fig. 4 for an illustration. Such velocity adaptation [43] is useful for reducing the 
temporal blur induced by observing objects that move relative to the camera and is a natural mechanism to include in modules for multi-scale motion estimation [22, 56] and for recognizing spatio-temporal activities or events [36, 37] . In particular, invariance to local Galilean transformations can be achieved if the filter parameters can be adapted to the local spatio-temporal image structure [52] (see also Appendix C).
With respect to temporal implementation, however, the filters in this Gaussian filter class do not respect time causality in a strict sense. Although the total mass of the filter coefficients that imply access to the future can be made arbitrarily small, by a suitable choice of time delay associated with the scale parameter in the scale direction, all filters in this filter class have support regions that cover the entire time axis and are not suitable for real-time processing of temporal image data. Nevertheless, they are highly useful as the simplest possible model for studying properties of temporal and spatio-temporal scale-spaces. They are also highly useful for off-line processing. We shall later consider the topic of strict temporal causality in detail in Sect. 5.
Parameterization of shape-and velocity-adapted spatiotemporal filters.
In the case with two spatial dimensions and one temporal dimension, which will be referred to as 4 By adapting the shape and the position of a spatio-temporal smoothing kernel to the direction of motion, we can compute image descriptors that are invariant to constant velocity motion. This property can for example be used for reducing the effect of motion blur when computing image descriptors of moving objects at coarse temporal scales 2+1-dimensional space-time, let us consider a Galilean motion in the image plane
Then, by transforming the affine covariance matrix in (59) by such a Galilean transformation, we obtain (using (52)) a spatio-temporal covariance matrix of the form
Velocity-adapted spatio-temporal derivatives are then given by
Figures 5-6 show spatio-temporal scale-space kernels generated in this way. Figure 5 shows space-time separable filters corresponding to v = 0, while Fig. 6 shows corresponding velocity adapted and non-separable filters for a non-zero velocity v = 0. For the specific case with one spatial dimension and one temporal dimension, we obtain which after insertion into (45) implies that these Gaussian spatio-temporal kernels assume the form
Figures 7 and 8 show examples of these kernels over a 1+1-D space-time.
When implementing a velocity-adapted spatio-temporal scale-space representation in practice, there are different alternatives to consider. The simplest approach is to use the same velocity vector at all image positions, and is equivalent to global stabilization. More generally, one may also consider different image velocities at different image po-sitions. 5 In this way, the corresponding velocity-adapted spatio-temporal scale-space representations will for appropriate values of the velocity parameters correspond to filtering along the particle trajectories. Thereby, the system will be able to handle multiple moving objects and will also have the ability to derive a Galilean invariant representation for each object (see next section for details). Alternatively, we may at each image position even consider an ensemble of spatio-temporal filters that are tuned to different image velocities-a design with close relations to velocity-tuned receptive fields biological vision (see Sect. 6). Such a parallel treatment of velocity adaption for different image velocities also has the potential to handle transparent motion.
Galilean Invariant Fixed-Point Property of Spatio-Temporal Scale-Space
This spatio-temporal scale-space concept implies that spatiotemporal image data can be smoothed by a family of spatiotemporal filters that correspond to different spatial scales s, temporal scales τ and image velocities v. An underlying intention behind this construction is that the vision system should be able to handle objects that move with different velocities relative to the observer. Specifically, if a particular object moves with image velocity v 0 , then the spatiotemporal scale-space representation will for this value of the velocity parameter correspond to filtering along the direction of motion. In practice, however, we cannot expect the velocity of the object to be a priori known by the vision system, which is a major motivation for allowing for a family of different image velocities in the scale-scale representation. This idea is also in good agreement with findings about velocity-tuned cells in biological vision, that give their strongest responses around a particular stimulus velocity. If the image velocity v of the filter does not agree with the image velocity v 0 of the object, it is, however, not guaranteed that the corresponding filtered data will be easy to interpret. Therefore one may ask: Is there a way to determine from the output from a particular velocity-adapted filter alone if the output can be regarded as useful or not?
One way of making such judgements of velocity-adapted data can be derived from a Galilean-invariant fixed-point property of a notion referred to as Galilean block diagonalization of the spatio-temporal second-moment matrix/structure tensor [53] , which is a generalization of a corresponding affine-invariant fixed-point property of the spatial second-moment matrix/structure tensor [39, Sect. 15.4] , [51] . In Appendix C, we describe how such Galileaninvariant fixed points can be constructed theoretically and be detected computationally.
Time-Causal Spatio-Temporal Scale-Space
While the above mentioned Gaussian spatio-temporal scalespace model can be successfully used for analyzing off-line data, it is not suitable for a real-time implementation. In a real-time scenario, we have to require all scale-space kernels to be strictly time-causal in the sense that they should not require any access to the future. Fortunately, it is rather straightforward to adapt the above mentioned theories to be truly time-causal.
Time-recursive update rule over time t. Following Lindeberg and Fagerström [49] we would like the scale-space model to be based on time-causal scale-space kernels that lead to a limited internal memory that is successively updated with regard to novel contents. Furthermore, following Fagerström [17] we are seeking a scale-space representation that at any time moment to be computed from a continuous semi-group structure over time. Thus, given any spatiotemporal signal f (x, t) over space-time (x, t), we embed this signal into a scale-space representation L using a complementary spatial scale parameter s and a complementary temporal scale parameter τ that it is to be updated according to the following time-recursive formulation 6
where T now in combination with L generates a twoparameter cascade structure over both spatial scales s and time t (however NOT over temporal scales τ ). In analogy with the spatial scale-space concept, we require the algebraic structure to correspond to convolutions over the spatial domain (x, ξ ) and with regard to spatial scales s. We require the algebraic structure to be similar to a cascade structure over time t, using the temporal scales (τ , ζ ) as an internal temporal buffer. For reasons that will be apparent later, however, we do not require the updating rule over time to be a true convolution over temporal scales, but a more general integral formulation. Notably, this update rule makes it possible to compute the representation at any coarser scale s 2 and/or any later time moment t 2 from the representation at any finer scale s 1 and any earlier time moment t 1 , with the arguments of the updating kernel depending only on the differences s 2 − s 1 in scale and t 2 − t 1 in time. For the update rule over temporal scales as referred to by τ and ζ , however, we do not require a similar structure.
Joint two-parameter semi-group structure over spatial scales s and time t. Let us now turn to the problem of expressing a spatio-temporal scale-space representation L : R N × R + × R 2 + → R of a spatio-temporal signal f : R N × R + → R defined for all spatial positions x and all positive times t ≥ 0 and with two scale parameters (s, τ ) ∈ R 2 + . As combined boundary and initial condition, we take L(x, t; 0, 0) = f (x, t), and in terms of transformations from the original spatio-temporal signal f , we assume that the spatiotemporal scale-space can be obtained by a convolution over space x and time t that respects temporal causality over time.
L(x, t; s, τ )
Initially, we assume that both the original signal f and the convolution kernel h are in the Banach space X = L 2 (R N × R + ). Then, also all scale-space representations L will be in this space. To ensure sufficient regularity, we do also assume that the smoothing functions T (x, t; s, τ, ζ ) in the time recursive formulation (66) and that convolution kernels h(x, t; s, τ ) in the transformation (67) from the original spatio-temporal signal are to be absolute integrable, i.e., in L 1 (R N × R + ).
To describe this algebraic structure in terms of operators, let us introduce a two-parameter family of bounded linear
where a two-parameter semi-group condition on the operator T over spatial scales s and time t implies that T must satisfy
We require this semi-group to be strongly continuous (C 0 ) in the sense that
should hold for each f ∈ X and for any (s 0 , t 0 ) ≥ 0, where the limit operation (s, t) ↓ (s 0 , t 0 ) should be interpreted so as to hold for all paths ((s − s 0 ) 2 + (t − t 0 ) 2 ) → 0 to the origin for which s ≥ s 0 and t ≥ t 0 .
For this two-parameter semi-group, we define the infinitesimal generator as the linear transformation A :
for all L ∈ X and all (a 1 , a 2 ) ∈ R 2 + , where A 1 and A 2 are the infinitesimal generators of the one-parameter semi-groups T (s, 0) s≥0 and T (0, t) t≥0 respectively, defined in turn from
Specifically, the directional derivative of the semi-group in
and for all u = (α 1 , α 2 ) ∈ R 2 + and all f ∈ X we have for k > 0 and t > 0 that
where the domain of the operator 
+ given any smooth function f of compact support as input, we do also require the semi-group should for some k > (N + 1)/2 be C 1 continuous with respect to the L 2 -based Sobolev norm · H k (R N ×R + ) in the sense that for all connected regions ∈ R 2 + that shrink to zero in such a way that the maximum distance ρ( ) between a point in and the origin tends to zero
should be required to hold for all smooth functions f ∈
This algebraic structure constitutes a natural generalization of the corresponding framework for one-parameter semi-groups in Sect. 3.2; see Definition 11 and Lemma 12 in Appendix E for more formal statements.
Evolution properties over time t and scale s. From this analysis we can in analogy with Lemma 2 conclude that the spatio-temporal scale-space representation L should be differentiable with respect to scale s and time t and satisfy the following two differential equations
for some infinitesimal generators A 1 and A 2 . Specifically, the second equation reflects a time-recursive formulation where the temporal scales τ are now treated as an internal temporal memory buffer, which is not explicitly but only implicitly updated by the temporal evolution. In this respect, the relationship between time t and temporal scale τ is reversed compared to the relationship between space x and spatial scale s. Our next step is to investigate how the notion of nonenhancement of local extrema affects the choice of possible infinitesimal generators A 1 and A 2 and thus the class of possible operators T s,t with their associated admissible spatio-temporal scale-space representation L. A natural way to formulate the notion of non-enhancement of local extrema in a time-recursive spatio-temporal setting is as follows: If a point (x 0 , t 0 ; s 0 , τ 0 ) is a local maximum over the spatial coordinates x ∈ R N and the temporal scale τ , then the directional derivative of L in an arbitrary (forward) direction u in (s, t)-space must be negative. Similarly, if the point is a local minimum, then the directional derivative must by positive. In other words:
∂ u L ≥ 0 at any non-degenerate local minimum.
Since
and the sign condition on ∂ u L is required to hold for all nonnegative α 1 and α 2 , it follows that we have to require that
at any non-degenerate local minimum.
see Definitions 13 and 14 in Appendix E for more detailed statements.
From a similar way of reasoning as in the proof of Theorem 5, we can then conclude that the infinitesimal generators A 1 and A 2 must correspond to linear combinations of firstand second-order derivatives, where the second-order derivatives are determined from positive semi-definite covariance matrices 1 and 2 . In other words, the scale-space representation L should satisfy:
where in this setting, the gradient operator ∇ x,τ contains derivatives with respect to both the spatial coordinates x and the temporal scale τ ; see Lemma 15 in Appendix E for a proof.
If we want the spatial scale parameter s to be a pure spatial scale parameter, however, it is natural to require the first evolution equation for ∂ s L to be independent of explicit derivatives with respect to τ ; otherwise temporal phenomena would influence the definition of spatial scales. Thus, we reduce the first term in A 1 to
where the restricted gradient operator ∇ x corresponds to differentiation with respect to the spatial coordinates x only.
To avoid an unessential translation with respect to the spatial domain, we can apply similar reflection symmetry arguments as in Sect. 4.1 to set δ 1 = 0. Similarly, if we want the temporal scale parameter τ to correspond to a pure temporal scale parameter, it is natural to require those second-order terms in the second evolution equation that depend on explicit derivatives with respect to x to be zero. Then, only one second-order term with derivatives with respect to τ remains non-zero, leading to a single term of the form 1 2 ∂ τ τ L. Concerning the first-order terms, we do not want the temporal evolution to be dependent on the temporal history and thus not dependent on the temporal scale τ . Therefore, we set the first-order term with respect to τ to zero, implying that the first-order term will only contain partial derivatives with respect the spatial coordinates x. What will remain of A 2 will therefore be an operator of the form
where we in a moment will rename the x component of δ 2 into v. To conclude, we have shown that given the requirement of non-enhancement of local extrema and complementary regularity and symmetry requirements, the spatiotemporal scale-space representation should satisfy the following evolution equations:
Definition 16 and Theorems 17-18 in Appendix E give precise statements of the corresponding necessity and sufficiency results. Hence, for an original signal of dimensionality N + 1, the time-causal scale-space representation will (at least) comprise N + 3 dimensions. 7 In terms of integral expressions, it can be shown 8 that the solutions of these equations with initial condition L(x, 0; 0, τ ; , v) = 0 and combined boundary and initial condition L(x, t; 0, 0; , v) = f (x, t) can be written
where the notation with double semi-colons in the list of variables indicates that s and τ are parameters while and v are meta-parameters. The convolution kernel h is in turn given by
This form of time-causal spatio-temporal scale-space has also been derived by Fagerström [17] in the special case when = I , however, starting from different arguments of scale invariance. The additional degree of freedom in the spatial covariance matrix obtained here has the additional advantage that it allows for non-isotropic smoothing kernels over the spatial domain, which may be useful when dealing 7 If the full group of spatial covariance matrices and velocity vectors v is considered as well, the dimensionality of the affine-and velocityadapted scale-space will be dim(
To handle such high-dimensional scale-spaces in practice, some sorts of intelligent search strategies are obviously required, such as combinations of lower-dimensional subgroups. The shape adaptation and velocity adaptation algorithms constitute examples of such simplifying search strategies. With a massively parallel architecture, such as in biological vision, however, one could afford to represent a richer family of affine-adapted and/or velocity-adapted filters than would be possible to handle with a serial computer. We will return to this subject, when we describe relations to biological vision in Sect. with local image deformations over time and when considering motion boundaries. Figure 9 shows examples of the kernel h with spatiotemporal derivatives computed from it in the space-time separable case with v = 0. Figure 10 shows corresponding velocity-adapted kernels for non-zero velocities v with velocity-adapted temporal derivatives computed from a linear combination of temporal derivatives and spatial derivatives
Before proceeding with detailed analysis of this scale-space it can be mentioned that it will be shown in Sect. 5.1.4 that the spatial extent of these kernels is determined by the spatial covariance matrix , while the temporal extent is proportional to τ 2 .
Properties of the Time-Causal Spatio-Temporal Scale-Space
We can note that there are many structural similarities between this time-causal spatio-temporal scale-space concept and the previously considered Gaussian spatio-temporal scale-space. First of all, due to the linearity, the property of non-enhancement of local extrema carries over to any spatio-temporal derivative. Hence, all spatio-temporal derivatives satisfy corresponding scale-space properties as the original scale-space. Furthermore, with the evolution derivatives ∂ s L and ∂ t L over spatial scales s and over time t given by (88) and (89), it holds that the directional derivative ∂ u L in any direction u = (α, β) in (s, t) space (according to (81)) can be written
Thus, there is a very close similarity between these equations and the differential equations (44) governing the previously considered Gaussian spatio-temporal scale-space concept. With regard to temporal causality, which is necessary in a real-time setting, it follows from (89) in combination with (94) that velocity-adapted temporal derivatives of L, i.e., ∂ n t L, can be computed from derivatives over temporal scales (i.e., the internal temporal memory) ∂ n τ τ L according to
thus without need for any additional temporal buffering than the information already contained in the time-causal spatiotemporal scale-space. 
Relations to Regular Gaussian Smoothing
We can note that there is also a very close link to regular Gaussian smoothing. By inspection, it can be seen that the time-causal spatio-temporal smoothing can be interpreted as a first-order derivative with respect to temporal scale τ of a one-dimensional Gaussian over temporal scales, i.e.,
and an N -dimensional Galilean-transformed affine Gaussian kernel
over space x. For sake of convenience, we will henceforth change to the following notation:
Please, note the shift of the order of the arguments between φ and g 1 in (102).
Transformation Properties
This velocity-and shape-adapted spatio-temporal scalespace concept is closed under -rescalings of the spatial and temporal dimensions, -Galilean transformations in space-time and -affine transformations in the spatial domain.
Scaling transformations over space and/or time. To verify the first one of these properties, let us rescale the spatial and temporal domains by scaling factors a and b, i.e., given a spatio-temporal signal f (x, t) introduce a rescaled signal f (x , t ) = f (x, t) with x = a x and t = b t,
where a and b are non-zero scalar entities. Then, with
the time-causal spatio-temporal scale-space representations of f and f are related according to
with L given by (99) and L defined by
Galilean transformations in space-time. Concerning the Galilean transformation property, let us next given any spatio-temporal signal f (x, t) and any velocity vector w define a Galilean transformed signal by
, where
Then, provided that
the spatio-temporal scale-space representations of f and f are also equal
Affine transformation over the spatial domain. Finally, concerning the affine transformation property, it follows from (51) and (52) that if we have two spatio-temporal signals f and f that are related by f (x , t ) = f (x, t) with x = Ax and t = t and where A is a non-singular N × N matrix, then the time-causal spatio-temporal scalespace representations of f and f are related according to
General implications. To conclude, these results show that this spatio-temporal scale-space satisfies natural transformation properties that allow it to handle -image data acquired with different spatial and/or temporal sampling rates, -image structures of different spatial and/or temporal extent, -objects with different distances from the camera, -the linear component of relative motions between the camera and objects in the world, and -the linear component of perspective deformations.
Similar properties hold also for the Gaussian spatio-temporal scale-space in Sect. 4.1.3.
Temporal Cascade-Recursive Formulation
When computing a spatio-temporal scale-space representation at time t 2 
From this relation it follows that the time-causal spatiotemporal scale-space representation satisfies the following cascade-recursive structure over time t and spatial scales s:
where the kernel T for updating the internal memory representation L is given by
and the kernel B for incorporating new knowledge from the input signalf at the boundary is
Please, note that we have here dropped the arguments for the meta-parameters and v in order to simplify the notation.
Properties of the Time-Causal Smoothing Functions
To describe the evolution properties over temporal scales τ is however somewhat different than for the Gaussian spatiotemporal scale-space. While the integral of h over spacetime is finite
we cannot compute the first-and second-order moments of h over time t, since the corresponding integrals do not converge
Hence, we cannot parameterize the time-causal kernels h in terms of mean vectors and covariance matrices over spacetime, as is a natural approach for most other spatio-temporal scale-spaces. Nevertheless, we can compute the position in space-time of the local maximum of h(x, t; , v, τ )
and make another definition of the effective temporal extent of the time-causal kernel from the values t t/2,1 < t 1/2,2 for which the one-dimensional purely temporal time-causal kernel φ(t; τ ) assumes half its maximum value
with the approximate estimates
that lead to the following measure of the temporal width of the one-dimensional time-causal scale-space kernel
We can also define the temporal delay according to
Both the temporal width and the temporal delay of the time-causal scale-space kernel are hence proportional to the square of the temporal scale parameter τ (see Figs. 11-12 for illustrations).
To visualize the temporal response properties of the onedimensional time-causal kernel φ(t; τ ), we can also compute the response to a step function f step (t) = H (t) = 1 for Fig. 11 Graphs of the one-dimensional time-causal scale-space kernels φ(t; τ ) for τ = 1, 2 and 4
Fig. 12
Illustration of the definition of the width of the time-causal kernel from the values t t/2,1 < t 1/2,2 for which the time-causal kernel (here with τ = 1) assumes half its maximum value t > 0 and f step (t) = H (t) = 0 for t < 0
and to a linear ramp f ramp (t) = t (see Fig. 13 )
We can also compute the spatial meanx and the spatial covariance matrix C(x, x) of the composed spatio-temporal kernel h(x, t; , v, τ ) according tō In other words, (i) the spatial shape of the spatio-temporal kernel h(x, t; , v, τ ) is described by the spatial covariance matrix , (ii) the temporal extent is proportional to τ 2 and (iii) the velocity vector v specifies the orientation of the kernel in space-time.
C(x, x) = x∈R N xx T h(x, t; , v, τ ) dx x∈R N h(x, t; , v, τ ) dx
−xx T = s .(127)
Behaviour over Temporal Scales τ
Under variations of the temporal scale parameter τ , it can be noted that the explicit expression for the time-causal kernel φ(t; τ ) is self-similar with regard to the ratio τ/ √ t . This means that the time-causal kernels will be self-similar over temporal scales, as reflected in the scaling property in (104)-(105). With the Laplace transform of the purely temporal part of the time-causal kernel defined by
it can be seen that the result of multiplying two such Laplace transforms is of the form Fig. 14 The spatio-temporal scale-space L representation of an image is a function over space x ∈ R N , time t ∈ R + , spatial scale s ∈ R + and temporal scale τ ∈ R + , with a spatial covariance matrix ∈ R N 2 and an image velocity vector v ∈ R N as meta parameters. With the temporal scale parameter τ treated as an internal state variable in addition to (the here invisible) space x, we can describe this spatio-temporal scale-space representation as a two-parameter semi-group that obeys non-enhancement of local extrema over spatial scale s and time t , and with a both time-causal and time-recursive update rule over time t . If we on the other hand treat space-time (x, t) as the internal state, we obtain another two-parameter semi-group over spatial scales s and temporal scales τ , which obeys non-enhancement of local extrema with increasing spatial scales s while only scale invariance over temporal scales τ
corresponding to the linear semi-group structure of φ(t; τ ) under additions of the temporal scale parameter τ . Thus, the time-causal kernels also form a semi-group over temporal scales with regard to one-sided and finite support convolution operations
of the form
This property carries over to a corresponding semi-group property of the time-causal spatio-temporal kernels under convolutions over space-time
which means that the spatio-temporal derivatives obey the following cascade smoothing property
Along the direction of temporal scales τ , however, this semigroup does not obey non-enhancement of local extrema with increasing temporal scales, only scale invariance (see Fig. 14 ).
Temporal Derivatives with Respect to Transformed Time
When computing temporal derivatives of time-causal spatiotemporal kernels, the temporal derivative operator reduces to temporal derivatives of the one-dimensional time kernel φ(t; τ ). For space-time separable kernels with v = 0 we have
∂ x α t γ h(x, t; s, τ ) = ∂ x α t γ (g(x; s) φ(t; τ )) = g x α (x; s) φ t γ (t; τ )
while for velocity-adapted kernels the corresponding velocityadapted spatio-temporal derivatives are given by
∂ x αt γ h(x, t; s, τ, v) = ∂ x αt γ (g(x − vt; s) φ(t; τ )) = g x α (x − vt; s) φ t γ (t; τ ).
Hence, we can reveal many of the temporal response properties of the composed spatio-temporal kernels h(x, t; s, τ ) and h(x, t; s, τ, v) by studying the temporal derivatives of the one-dimensional time-causal kernel φ(t; τ ). In this subsection, we shall follow this notion and extend the regular temporal derivative operator ∂ t by a transformed derivative operator ∂ t with respect to a transformed time. The motivation for this extension is that the time-causal kernels are highly asymmetric over time, which means that it may be more natural to consider temporal derivatives with respect to a transformed time axis
where ϕ should be a monotonically increasing function, we can in particular consider a self-similar logarithmic transformation
or a self-similar power law
The derivative operation ∂ t with respect to logarithmic time will then related to the regular temporal derivative operator ∂ t according to top) The time-causal kernel φ(t; τ ) = 1/ √ 2πt 3 τ exp(−τ 2 /2t) considered in the previous row, but with derivatives computed with respect to square root time t = √ t ; (bottom row) The time-causal kernel φ(t; τ ) = 1/ √ 2πt 3 τ exp(−τ 2 /2t) considered in the previous row, but with derivatives computed with respect to logarithmic time t = log(t/t 0 ) with t 0 = 2
which for the logarithmic time transformation implies
and for the power law t = t α
The third and fourth rows in Fig. 15 show the result of computing first-and second-order temporal derivatives from the time-causal smoothing kernel in this way. For comparison, we also show derivatives of the Gaussian temporal kernel and regular temporal derivatives of the time-causal kernel.
As we can see, the change of temporal variable by a self-similar monotonically increasing transformation does not change the position of the zero-crossing for the firstorder derivative; it only leads a multiplication by linear time-dependent scalar factor. For the second-order derivative, however, the behaviour is qualitatively different. The regular first-order derivative of the time-causal kernel has two peaks and one interior zero-crossing, while the secondorder derivative with respect to transformed time has three clearly visible peaks and two internal zero-crossings, as a second-order scale-space derivative kernel should have.
For these reasons, we will henceforth consider this generalized notion of temporal derivatives with respect to transformed time when studying temporal derivative responses of highly asymmetric smoothing kernels. Indeed, for both the logarithmic transformation and for the power law the transformed derivative operator is of the form
and we will refer to this operator as temporal derivatives with respect to self-similarly transformed time. It can be shown that this definition is compatible with spatio-temporal scale invariance for scale selection based on local extrema over temporal scales of scale-normalized derivatives (manuscript in preparation). Specifically, the value κ = 1/2 can be motivated both from theoretical considerations and agreement with biological receptive fields. Figure 16 and 17
show corresponding spatio-temporal derivative operators for a 1+1-D space-time.
Relations to Biological Vision
In a comprehensive review, DeAngelis et al. [11] present an overview of temporal response properties of receptive fields in the central visual pathways. Foremost, the authors point out the limitations of defining receptive fields in the spatial domain only, and emphasize the need to characterize receptive fields in the joint space-time domain, in order to describe how a neuron processes the visual image. Then, for basic cell types in the LGN and the striate cortex, they essentially describe the spatio-temporal response characteristics as follows:
LGN neurons: The neurons in the LGN have approximately circular center-surround organization in the spatial domain (see Fig. 18(a) ) and most receptive fields are separable in space-time. There are two main classes of temporal responses for such cells: In a "non-lagged cell" the first temporal lobe is the largest one ( Fig. 20(a) ) whereas for a "lagged cell" the second lobe dominates (Fig. 20(b) ). Such temporal response properties are typical for first-and second-order temporal derivatives of a time-causal temporal scale-space representation (see Fig. 15 ). 9 The spatial re- sponse, on the other hand, shows a high similarity to a Laplacian of a Gaussian. Within the above mentioned spatio-temporal scale-space theory, we can model the qualitative shape of these circular center-surround receptive fields in the LGN as:
where -the sign determines whether the cell is of type "on-centeroff-surround" or "off-center-on-surround", -the parameter n = 1, 2 describes the order of differentiation with respect to time, -g(x, y; s) is an isotropic smoothing kernel in the spatial domain generated by the rotationally symmetric Gaussian scale-space concept with spatial scale parameter s, -h(t; τ ) is a temporal smoothing kernel over time t with temporal scale parameter τ , -the operator ∂ t denotes differentiation with respect to a possibly transformed temporal axis according to a selfsimilar transformation ∂ t ∼ t κ ∂ t , where κ = 0 corresponds to regular temporal derivatives, κ = 1 corresponds to the computation of temporal derivatives with respect to logarithmic time, and κ ∈ ]0, 1[ corresponds to tempoclasses of time-causal temporal smoothing kernel, the second peak may be the most dominant for second-order temporal derivatives (see Fig. 15 ).
ral derivatives with respect to a power law transformation t = t α with κ = 1 − α. Simple cells: For simple cells in the striate cortex, the receptive fields are oriented in the spatial domain (see Fig. 18(b) ). The spatial component of such cells can be modelled by directional derivatives of affine Gaussian kernels according to (58) , (59) and (57) In the joint space-time domain, the spatio-temporal response properties range from separable ( Fig. 22) to strongly inseparable (Fig. 24) , where a majority exhibit marked spacetime inseparability. The temporal profile is reported to be typically biphasic, although some cells are reported to have monophasic or triphasic responses. In terms of temporal derivatives, a biphasic behaviour arises from first-order derivatives, a monophasic behaviour from zero-order derivatives and a triphasic behaviour from second-order derivatives. Concerning the oriented spatial response characteristics, there is a high similarity with directional derivatives of Gaussian kernels (Young [75] ).
In fact, for all these linear receptive fields, spatiotemporal filters with qualitatively similar response characteristics can be generated by applying Cartesian or directional partial derivative operators of low orders to the spatio-temporal filters obtained from the spatio-temporal scale-space framework outlined in Sects. 4 and 5. 
with space-time tilted spatio-temporal derivative operators ∂x = ∂ x and ∂t = v ∂ x + ∂ t and with the transformed selfsimilar temporal derivative operator according to ∂ t ∼ t κ ∂ t .
Motion selectivity. Concerning motion selectivity, DeAngelis et al. [11] report that most cortical neurons are quite sensitive to stimulus velocity and the speed tuning is more narrow than for LGN cells. Simple cells with inseparable receptive fields have directional preference while cells with space-time separable receptive fields do not. Moreover, the preferred direction of motion corresponds to the orientation of the filter in space-time. This structure is nicely compatible with velocity adaptation, as described in Sects. 4.1.3-4.1.4, 5 and Appendix C. Within the above mentioned terminology, separable receptive fields correspond to spatio-temporal scale-space kernels without velocity adaptation, while inseparable receptive fields correspond to kernels that are explicitly adapted to non-zero velocities.
The directional preference of the cells in the spatial domain can, in turn, be controlled by the covariance matrix of the affine Gaussian scale-space concept as outlined in Sect. 4.1.2. We obtain receptive fields without directional preference in the spatial domain if we set the covariance matrix = s I proportional to the unit matrix, and spacetime separable receptive fields if we in addition choose the velocity adaptation vector v equal to zero. Assuming that the influence of and v can be neglected (e.g. by setting proportional to the unit matrix and v to zero), the filter shape will then be determined solely by the spatial scale s and the temporal scale λ. Conversely, we can construct inseparable kernels with strong directional preference by ap- Fig. 20 Examples of space-time separable receptive field profiles in the LGN as reported by DeAngelis et al. [11] . There are two main categories of such cells; (a) for a non-lagged cell, the first temporal lobe dominates, while (b) for a lagged cell the second temporal lobe is strongest. In terms of the spatio-temporal receptive field model presented in this paper, non-lagged cells can be modelled by first-order temporal derivatives, while the shape of lagged cells resembles second-order temporal derivatives (see Fig. 21 ). (Horizontal dimension:
propriate combinations of the covariance matrix and the velocity adaptation vector v.
The above mentioned fact that a majority of the cells are inseparable in space-time is indeed nicely compatible with a description in terms of a multi-parameter scale-space as outlined in Sect. 4 . If the vision system is to give a reasonable coverage of a set of filter parameters and v, then the set of filters corresponding to space-time separable receptive fields (corresponding to the filter parameters v = 0) will be much smaller than the set of filters allowing for non-zero values of the mixed parameters over space and time.
Complex cells. Besides the above mentioned linear receptive fields, there is a large number of early non-linear receptive fields that do not obey the superposition principle and which are referred to as complex cells. The response profile of such a cell in the spatial domain is typically of the form illustrated in Fig. 18(c) .
In their study of spatio-temporal receptive field properties, DeAngelis et al. [11] also report a large number of complex cells with non-linear response profiles in the joint space-time domain; see Fig. 26 for an example. Within the framework of the presented spatio-temporal scale-space concept, it is interesting to note that non-linear receptive fields with qualitatively similar properties can be constructed by squaring first-and second-order derivative responses and summing up these components [34] . Provided that the filters are appropriately normalized, we can then construct a quasi quadrature measure over a onedimensional either spatial or temporal domain as [42] 
where ∂ ξ = √ s ∂ x denotes normalized derivatives with respect to normalized coordinates ξ = x/ √ s [44] and where the constant C can be determined either to minimize the amount of ripples in the operator response (C = 2/3 ≈ 0.667) or from scale selection properties (C = e/4 ≈ 0.670). In the case of operating on a 1+1-D space-time with a Gaussian spatio-temporal scale-space, and with normalized Fig. 22 Examples of space-time separable receptive field profiles in the striate cortex as reported by DeAngelis et al. [11] : (a) a non-lagged cell reminiscent of a first-order temporal derivative in time and a first-order derivative in space (compare with Fig. 23(a) ) (b) a non-lagged cell reminiscent of a first-order temporal derivative in time and a second-order derivative in space (compare with Fig. 23(b) ). (Horizontal dimension: space x; Vertical dimension: time t .) derivatives over scale-normalized time λ = t/ √ τ according to ∂ λ = √ τ ∂ t or more generally ∂ λ = τ γ /2 ∂ t , we can then consider the following generalizations of the quasi quadrature measure: 10 10 In the first spatio-temporal quasi quadrature entity Q 1 L, the square of the first-order derivative L 2 ξ in the corresponding one-dimensional measure QL has been replaced by the squared gradient magnitude L 2 ξ + L 2 λ in space-time, while the square of the second-order derivative L 2 ξξ has been replaced by the Frobenius norm L 2 ξξ + 2L 2 ξλ + L 2 λλ of the Hessian matrix computed over a scale-normalized space-time. For this entity to respond, it is sufficient that there are significant variations in the signal over either space or time. The second spatio-temporal quasi quadrature measure Q 2 L has been defined as the product of corresponding quasi quadrature measures over pure space L 2 ξ + C L 2 ξξ and pure time L 2 λ + C L 2 λλ . Therefore, this entity will only generate responses when there simultaneously occur variations in the signal over both space and time. Hence, the operator Q 2 L will be much more selective than Q 1 L. Finally, the third entity Q 3 L has been defined from spatio-temporal derivative operators with high degree of qualitative similarity to biological receptive fields, and with a similar spirit of summing up squares of Gaussian derivative operator responses that correspond to first-and second-order derivatives with respect to space and time. Since all the primitives in Q 3 L contain derivatives with respect to both space and time, this entity will only generate significant responses if there are significant variations over both space and time. For all of these quasi quadrature entities, we can compute the derivatives either from a space-time separable spatio-temporal scale-space or a velocity-adapted scale-space. In the latter case, the entire operator will therefore be tuned to a particular stimulus velocity. The illustrations in Fig. 27 have, however, been computed with space-time separable derivative operators. For the time-causal scale-space, we can express corresponding scale-normalized operators as
where the temporal derivatives ∂ t with respect to selfsimilarly transformed time are related to derivatives with respect to regular time according to ∂ t ∼ t κ ∂ t . 11 Figure 27 shows the result of computing the response of these quasi quadrature measures to a delta function over a 1+1-D space-time. Note that this type of computational structure is nicely compatible with results by Valois et al. [70] , who show that first-and second-order receptive fields typically occur in pairs that can be modelled as approximate Hilbert pairs.
Summary and Discussion
We have presented a generalized theory for Gaussian scalespace representation of spatial and/or spatio-temporal data. Starting from a general condition about non-creation of spurious structures with increasing scales formalized in terms of non-enhancement of local extrema, a complete characterization has been given of the semi-groups of convolution transformations that obey this requirement on different types of image domains. The resulting theory comprises the existing continuous scale-space theory on symmetric spatial domains, with extensions to non-symmetric spatial domains as well as spatio-temporal domains. Specifically, we have shown that this combination of scale-space axioms makes it possible to axiomatically derive the notions of: -rotationally symmetric Gaussian scale-space on isotropic spatial domains, -affine Gaussian scale-space on anisotropic spatial domains, -Gaussian spatio-temporal scale-space on non-causal spatiotemporal domains, and -time-causal spatio-temporal scale-space on time-causal spatio-temporal domains.
A main message is that a much richer structure of affine as well as spatio-temporal filters can be obtained if we start 
from a reformulation of Koenderink's causality requirement into non-enhancement of local extrema, and then relax the requirement of spatial symmetry that was prevalent in the earliest scale-space formulations as well as most follow-up works.
In companion works, such affine and spatio-temporal scale-spaces have been shown to be highly useful for different tasks in computer vision, by allowing the vision system to take into explicit account as well as to compensate for the following type of image transformations that arise when a vision system observes a real world: -affine transformations arising from the first-order linearized component of the perspective mapping, and -Galilean transformations arising because of relative motions between the observer and objects in the world.
Indeed, by considering more general covariance matrices for anisotropic handling of different dimensions and as well as spatial and/or spatio-temporal derivative operators applied to corresponding filters, a much richer family of filter shapes can be generated than from rotationally symmetric Gaussian filters. All these generalized derivative filters do also obey non-enhancement of local extrema as well as a transfer of the semi-group property into a cascade smoothing property.
We have also showed that the resulting spatial as well as spatio-temporal derivative operations have high similarities to receptive fields recorded from biological vision. The treatment does hence show that a very rich and general set of visual front-end operations can be obtained from a unified and generalized Gaussian scale-space theory.
Of course, we do not exclude the possibilities of considering other types of non-Gaussian scale-space theories, such as the self-similar scale-space families arising from (3) or its affine generalizationĥ(ω; s) = e −α|Bω| p , where B is a non-singular N × N matrix. In this context we would, however, like to stress that the generalized Gaussian scale-space theory presented in this paper constitutes a particularly convenient class with most attractive properties. For example, compared to the Poisson kernel in (4), the Gaussian smoothing filter decreases much faster towards infinity and faster than any polynomial, which implies a very strong regularizing property for any scale-space derivative. Compared to the α-scale-spaces, the Gaussian scale-spaces have classical infinitesimal generators, straightforward closed-form expressions in the spatial domain and obey non-enhancement of local extrema. The Gaussian scale-spaces are also maximally uncommitted in the sense that their smoothing kernels have maximum entropy.
Concerning more technical contributions, we have also analysed the time-causal spatio-temporal scale-space in more detail, regarding the temporal cascade structure it satisfies over time and as well as specific properties of the corresponding time-causal spatio-temporal derivative kernels, which differ from the properties of the more commonly used Gaussian spatio-temporal derivatives. We have moreover shown how temporal derivatives with respect to selfsimilarly transformed time can be defined, resulting in the formulation of a novel analogue to normalized derivatives for time-causal temporal or spatio-temporal scale-spaces.
We propose that this generalized Gaussian scale-space framework constitutes both a natural, theoretically wellfounded and general basis to consider (i) when designing visual front-end operations for computer vision systems and (ii) when modelling some of the earliest processing stages in biological vision.
of applying the infinitesimal generator of the semi-group to f r is
Proof Consider
Then, by a change of variables in the first integral we have
which by an inspection of the intervals over which the integration is performed can be written
Due to the assumption (155) in combination with (159) it therefore follows that
when h → 0. Hence, we know for sure that f r ∈ D(A) with
(Please, note that there is no limit operator in this expression.) Specifically, it holds that
Our aim is then to use an equality with an L 2 -based Sobolev norm 12 to estimate the maximum norm of the deviation between the difference approximation (T (h) − I )/h and the infinitesimal generator in (162).
and let for any k > N/2 (where k is not required to be an integer)
where the constant C does only depend on k and N and not on u.
which by the Schwartz inequality and the definition of the L 2 -based Sobolev norm u H k (R N ) can be overestimated by
provided that the integral
converges. By the use of N -dimensional spherical coordinates, where C (N ) denotes the area of an N − 1-dimensional unit hypersphere, it is clear that the latter integral converges provided that
Using this Sobolev inequality, we will estimate
and prove differentiability with respect to s and that the infinitesimal generator A is well-defined for smooth functions f of compact support given certain regularity requirements on the semi-group T by showing that Proof Given the estimate (169), let us for any smooth function f with bounded support consider
with f r according to (154), where we from equations (160) and (161) in combination with the assumption (171) know that
for every r > 0. From (162) it follows that
Returning to the definition of f r , we have that
and we can write
(T (s) − I )(T (r) − I )(T (s ) − I ) r 2 f ds ds .
(176)
A sufficient condition for
in ( 
(T (s) − I )(T (r) − I )(T (s ) − I ) r 2 f ds ds
should hold for some k > N/2, some r > 0 and all functions f of compact support in combination with (171); also for all functions f of compact support. By rewriting (178) into
by noting that T (s) is a bounded operator and r > 0 is not required to tend to zero, then we can see that the operator
will also be a bounded operator. Since the operator T corresponds to a convolution kernel T (·; s) ∈ L 1 (R N ), the operator U does also preserves smoothness. Given that f has bounded support, it follows that Uf will be in L 1 (R N ). Hence, a sufficient condition for (179) to hold can also be expressed as the requirement that
should for some k > N/2 hold for all smooth functions
The latter condition is similar to the notion of C 1 continuity of the semi-group, although here being expressed in terms of the Sobolev norm · H k (R N ) . For a general Banach space, the notion of C 1 continuity is a stronger condition than C 0 continuity [29, page 322] .
Appendix B: Non-enhancement of Local Extrema vs. the Maximum Principle
This appendix describes relationships between non-enhancement of local extrema as formulated in Definition 3 and the maximum principle.
The strong maximum principle for parabolic or elliptic differential equations states that if a function assumes its maximum in the interior of the domain, then the function must be a constant [15, pages 330-333, 375-377] . The weak maximum principle on the other hand says that the maximum of the function is to be found on the boundary, but may also occur in the interior [15, pages 327-329, 368-370] . Corresponding results can be expressed for minima.
For our purpose of defining a scale-space representation, however, we cannot a priori assume that the scale-space should be generated by a parabolic or elliptic differential equation. Hence, it is of general interest to perform a study without a priori preconceptions regarding the form of the evolution equation. Moreover it should be noted that the maximum principle refers to global properties of the function, while non-enhancement of local extrema refers to local properties. For a general evolution equation, one may hence conceive situations where the global maximum of a function has to occur at the boundary, while some other local maximum point (which is not the local maximum) may nevertheless be enhanced (see Fig. 28 ). Therefore, one may express maximum principles for differential equations that do not obey non-enhancement of local extrema, such as the simple differential equation . From the solution L(x; t) = e −t f (x) it is obvious that at a negative maximum over x will always increase with t and the value at a positive minimum over x will always decrease with t. This example hence shows that the assumption of non-enhancement of local extrema leads to a different set of smoothing processes than the maximum principle would lead to.
B.1 A Formal Connection Given the Assumption of a Local Process
Still, however, there is an at least formal connection between non-enhancement of local extrema and the maximum principle. If we assume that the scale-space should be governed by a partial differential equation with a linear operator AL that corresponds to a local operator (in terms of derivatives at the central point only), then we can use similar arguments as in step C.2 in the proof of Theorem 5 to show that AL must not contain derivatives of order higher than two. If we use a test function of the form
where χ(x) is defined in a similar way as in the text following (35), then we can choose β 2 and K in such a way that f 4 (x) ≤ 0 ∀x and AL(0) ≥ 0. Thus, the maximum principle would be violated, because the maximum of the solution would be greater than zero and would not occur at the boundary of the domain. Given the complementary assumption of a local process, the requirement of the maximum principle to hold does, however, not yield an offset a 0 equal to zero in the evolution equation as the requirement of non-enhancement of local extrema leads to. If we allow ourselves to reparameterize the scale parameter in the evolution equation by the following change of variables
and if L is a solution of
as would be obtained from the maximum principle, then the transformed representationL is a solution of
which agrees with the form of evolution equations obtained from non-enhancement of local extrema. In this respect, there is a close formal relationship between nonenhancement of local extrema and the maximum principle. Given the requirement of the maximum principle to hold, it should, however, be emphasized that non-enhancement of local extrema would not be guaranteed to hold in the original domain, only in some transformed domain.
B.2 A More Fundamental Difference in Terms of Local vs. Non-local Processes
In the above mentioned analysis, we made a complementary assumption that the evolution equation should be determined by a local evolution equation. In our previous treatment in Sect. 3, such a local form of the evolution process was established from the assumption of non-enhancement of local extrema in step C.1 in the necessity proof underlying Theorem 5. A very notable difference between the maximum principle and non-enhancement of local extrema, however, is that the maximum principle allows for non-local evolution processes, where the minimum and maximum values have to occur at the boundary, whereas non-enhancement of local extrema is violated for such evolution processes. Consider, for example, an evolution equation of the form
where w is a non-negative smooth C ∞ function with bounded L 1 norm. From the averaging interpretation of this process, it is evident that if x 0 is a global maximum (minimum) of the mapping x → L(x; s 0 ), then L(x 0 − ξ ; s) − L(x 0 ; s 0 ) will always be negative (positive), which means that ∂ s L(x 0 ; s 0 ) is guaranteed to be negative (positive). Hence, this evolution process satisfies a maximum (minimum) principle in the sense that the global maximum (minimum) of the mapping x → L(x; s 0 ) is always guaranteed to decrease (increase). This property in turn means that the global maximum (minimum) of the mapping (x, s) → L(x; s) has to occur at the boundary of the (x, s) domain. There is, however, no guarantee concerning the sign of ∂ s L(x; s) at local extrema of the mapping x → L(x; s 0 ), and an evolution process of this form may therefore violate non-enhancement of local extrema (see Fig. 28 for an illustration). Thus, an evolution process that obeys the maximum principle does not even have to be local, in the sense that the right-hand side in the evolution equation (187) may depend on values of L at several points, while the result in Theorem 5 shows that a smoothing process that obeys nonenhancement of local extrema always has to be local and be determined by a second-order parabolic operator.
B.3 Fourth-Order Evolution Equations
Maximum principles can also be stated for certain types of fourth-order elliptic equations (Dunninger [14] , Zhang and Zhang [79] ), such as
which are, however, not within the class of non-enhancement scale-spaces that we shall consider. In connection with the problem of choosing between candidate smoothing processes, it may also be highly relevant to ask if, for example, a fourth-order evolution equation of the form 13
could be regarded as a possible model for generating a scalespace? The solutions of this equation may, however, have non-intuitive properties in the sense that positivity may be violated and local ripples may be amplified [7, page 366] . The latter fourth-order process can be ruled out by both the maximum principle and non-enhancement of local extrema.
Appendix C: Galilean-Invariant Fixed Points in Gaussian Spatio-Temporal Scale-Space
The subject of this appendix is to describe one way to make appropriate selection of velocity parameters for interpreting the results in a multi-parameter spatio-temporal scale-space representation in a general situation when there is no a priori information of the motion of observed objects relative to the observer. The method that will be proposed is based on the definition of Galilean invariant fixed points constructed by normalizing local spatio-temporal image patterns by a 13 The minus sign is needed here to make this equation dissipative in L 2 [7, page 371] .
method referred to as Galilean block diagonalization and by comparing and adapting the velocity parameter based on local spatio-temporal image measurements.
C.1 Basic Definitions
Consider a spatio-temporal image sequence
, where g denotes the spatio-temporal Gaussian kernel
with a spatio-temporal covariance matrix of the form (61) 
where δ 1 and δ 2 denote the time constant in the first and second stages of scale-space smoothing, respectively. Then, from the general transformation property of second-moment matrices under affine transformations [39, Sect. 15.3] , [51] , if follows that the second-moment matrices μ and μ are related according to
C.3 Galilean Block Diagonalization Our next step is to introduce the notion of Galilean block diagonalization, which corresponds to finding the unique Galilean transformation that transforms the spatio-temporal second-moment matrix to block diagonal form with all mixed purely spatio-temporal components being zero μ
Such a block diagonalization can be obtained if the velocity
with the solution
i.e., structurally similar equations as are used for computing optic flow according to the method by Lukas and Kanade [54] . This is a very general approach for normalizing local spatio-temporal image patterns, which also applies to spatiotemporal patterns that cannot be modelled by a Galilean transformation of an otherwise temporally stationary spatial pattern.
C.4 Galilean Invariant Property of Galilean Diagonalization
In view of the above mentioned definition of the notion of Galilean block diagonalization of the spatio-temporal second-moment matrix, let us next return to the previously stated general transformation property (193) of the Gaussian spatio-temporal scale-space under Galilean transformations. Given a certain spatio-temporal pattern L around a point p in space-time, let us assume that we have a Galilean transformation G(u) that transforms μ into block diagonal form
Let us moreover assume that the original spatio-temporal image pattern L is transformed by some unknown Galilean transformation with velocity vector v into a transformed scale-space representation L . From (193), it then follows that the spatio-temporal second-moment matrix μ for this transformed image pattern can be written
. This transformed spatio-temporal secondmoment matrix can in turn be brought to a Galilean block diagonalized form by a velocity vector w such that μ = G −T (w) μ G −1 (w). By combining the last two expressions, we thus obtain
Since Galilean transformation matrices satisfy
and we have that the Galilean transformation G(w) = G(u − v) will bring the second-moment matrix μ of the transformed pattern into block diagonal form. Thus, the property of Galilean block diagonalization is preserved under Galilean transformations. Specifically, the velocity vector associated with the Galilean transformation, that brings a second-moment matrix into block diagonal form, is additive under superimposed Galilean transformations. Therefore, if we normalize local space-time structures using a local Galilean transformations determined from the requirement that the second-moment matrix should be block diagonal, it follows that the result after normalization will always be the same, irrespective of any superimposed Galilean transformation. From this view-point, the notion of Galilean block diagonalization leads to a canonical Galilean invariant way of normalizing local spatio-temporal image structures. 14 14 Note that although a similar result could be expected from the viewpoint of optic flow computations according to the method by Lukas and Kanade [54] , we have in this proof not made any assumption that the local spatio-temporal image structures within the support region of the window function should represent a local translational model. (The optic flow estimation method by Lukas and Kanade is derived from such an assumption.) Therefore this result applies to arbitrary types of space-time structures and spatio-temporal events. The only assumption we have made above is that the purely spatial component of the second-moment matrix is non-singular, i.e., that det{μ xx } = 0. If this assumption is violated, then the velocity vector u in the Galilean transformation G(u) that diagonalizes the spatio-temporal second-moment matrix μ is not uniquely determined, and we have a situation with a local aperture problem. This indeterminacy will, however, not effect the Galilean normalization, since the indeterminacy will not effect the transformed pattern.
C.5 Fixed-Point Property: Adaptation of the Velocity Vectors to the Local Spatio-Temporal Image Structure A pre-requisite for carrying out the proofs underlying the transformation properties above is that the spatio-temporal covariance matrices used for computing the second-moment matrices are related according to
Thus, perfect Galilean invariance can only be expected if the shapes of the spatio-temporal smoothing kernels are coupled. Otherwise, the transformation properties will only be approximate. From this viewpoint, a scale-space concept that allows for velocity adaptation for any image velocity can therefore be motivated from the desire of achieving true Galilean invariance.
We can formally test if true Galilean invariance has been achieved by checking if the velocity estimateû according to (196) agrees with the velocity v of the velocityadapted spatio-temporal filters used for computing the estimate. Then, the image measurements are in agreements with the assumptions used for computing them. In practice, an operational criterion of the form
can therefore be expected to sort out stable spatio-temporal image descriptors from unstable ones, with the interpretation that if this condition is satisfied, then the velocity parameter in the scale-space representation could be regarded as approximately matching an average velocity estimate for the local spatio-temporal image pattern [53] .
In an actual implementation based on a limited set of filter parameters, we can also iteratively adapt the velocity parameter to previous image measurements and stop the iterations when the increments are below a threshold. Provided that this iterative velocity adaption procedure converges, the resulting image descriptors will then be Galilean invariant.
An underlying assumption for the iterative velocity adaptation approach to be applicable is that the velocity estimates are stationary over time intervals longer than combined temporal delay δ 1 + δ 2 corresponding to the time constants of the first-and second-layer scale-space filters. If the velocity estimates vary strongly on a much shorter time scale, the results of iterative velocity adaptation may, however, be unpredictable.
Let us finally remark that although the analysis in this appendix concerns the Gaussian spatio-temporal scale-space, a corresponding treatment can be performed for the timecausal spatio-temporal scale-space. Moreover, besides a Galilean invariant representation based on a single velocity parameter, there is also a potential in exploring representations based multiple values of the velocity parameter in a corresponding manner as multiple orientations of spatial receptive fields may be used in an advantageous manner in spatial vision.
Appendix D: Solutions for the Time-Causal Spatio-Temporal Scale-Space
In this section, we will study the solution of diffusion equations on semi-infinite domains, with emphasis on how timedependent boundary conditions influence the temperature distribution in the interior. This type of physical model arises in time-causal scale-spaces on temporal and spatio-temporal domains. To simplify the treatment, let us begin with a simplified case with one temporal dimension and no spatial dimensions. Please note that this treatment is given for introductory and tutorial purposes. For a detailed account of the solutions of the diffusion equation in different types of solids, please refer to Carslaw and Jaeger [9] . A difference compared to classical heat diffusion, however, is that we will here later consider diffusion over two temporal dimensions; one for the spatial scale parameter s and one for the ordinary time t.
D.1 Pure Temporal Time-Causal Scale-Space
Consider the solution of the diffusion equation
on a semi-infinite solid with initial condition L(0; τ ) = L 0 (τ ) and a time-dependent boundary condition L(t; 0) = f (t). This equation describes how an initial heat distribution L 0 (τ ) evolves over time t in an infinite solid with τ > 0 while also being strongly influenced by a time varying temperature f (t) at the boundary τ = 0. With regard to a temporal scale-space representation, the temperature distribution at a non-infinitesimal distance τ from the boundary τ = 0 will be interpreted as the time-causal scale-space representation of a temporal signal f (t) at coarser time scales τ . In [9, Sect. 14.2] it is shown that the solution of this onedimensional equation can be written
and
As can be seen, this solution consists of two terms. The first term describes how the initial heat distribution L 0 (τ ) evolves over time t in such a way that the influence of this heat distribution will be kept to zero at the boundary τ = 0.
For this reason of keeping the boundary influence to zero, an artificial distribution of negative heat sinks −L 0 (−τ ) has been introduced on the negative τ axis, manifested in terms of the addition of a negative Gaussian in the convolution expression. The second term describes how the time dependent boundary condition f (t) at τ = 0 spreads into the heat conducting medium. Specifically, the kernel φ(t − u; τ ) arising in this term describes how an amount of heat f (u) at the boundary at time t − u spreads over time t into the medium at a penetration depth τ from the boundary. Due to the linearity of the diffusion equation, these two solutions can be superimposed, and the resulting solution will satisfy both the initial condition and the boundary condition. While one could in general initiate a temporal or spatio-temporal scalespace concept over time t with an initial distribution over temporal scales τ , we will henceforth simplify the treatment by setting the initial condition to zero and focus on the latter boundary component of the solution only. Thus, with initial condition
with
as the solution for the boundary-dependent part of the diffusion equation with the time-dependent boundary condition L(t; 0) = f (t). By verification, it can be shown that φ(t; τ ) satisfies the diffusion equation. More easily, by observing that φ(t; τ ) = −∂ τ g(τ ; t) we can also immediately see that φ(t; τ ) has to satisfy the diffusion equation, since the Gaussian g(τ ; t) is a solution of the diffusion equation and the operator ∂ τ used for computing φ from g is a linear operator.
D.2 Fulfillment of the Boundary Condition
To verify that L according to (204) satisfies the boundary condition L(t; 0) = f (t), we can start from the explicit integral expression
and perform a change of variables by [9] 
which transforms the integral expression into
If we would allow ourselves to take limits inside the integral, we would obtain
and the fulfillment of the boundary condition would be proven. A more detailed proof showing that this conclusion can indeed be made valid is given in [48] .
D.3 Temporal Cascade-Recursive Structure Over Time
In addition to the cascade smoothing property over temporal scales τ , the time-causal scale-space also obeys a recursive structure over time t. If we start from the general expression for the solution of the diffusion equation over a semi-infinite solid in (202), and let the initial condition be the temporal scale-space representation at time 
If we at time t = t 2 consider t = t 1 as a divider of the history, we can from this expression explicitly see how L(t 1 ; ζ ), when considered as a representation over all temporal scales ζ works as an internal memory of what has happened before t = t 1 . This information is updated by integration with two shifted Gaussians, one of these negative, each with variance t 2 − t 1 . The novel contribution of information between t = t 1 and t 2 is incorporated into the temporal scale-space representation L by convolving the input signal f with the time-causal scale-space kernel φ(t; τ ). If we in turn combine this expression with the definition of L(t i ; τ ) 
By changing the order of integration in the middle integral and then identifying first the integrals over the interval [0, t 1 ]
and then also identifying the arguments of these integrals with the complementary motivation that this relation should hold for all sufficiently regular f , we can after replacing the arguments t i − u by t i state that φ(t 2 ; τ ) = 
and (70), where the semi-group corresponds to a spatiotemporal convolution operation of the form (67) with the convolution kernels h(x, t; s, τ ) ∈ L 1 (R N × R) and the smoothing functions T (x, t; s, τ, ζ ) in the time-recursive update rule (66) also being in L 1 (R N × R). The semi-group is also required to be C 1 continuous with respect to the L 2 -based Sobolev norm · H k (R N ×R + ) in the sense that for all connected regions ∈ R 2 + near the origin that shrink to zero in such a way that the maximum distance ρ( ) between a point in and the origin tends to zero 
Remark The definition of local extrema underlying this definition, i.e., local extrema of the mapping (x, τ ) → L(x, t 0 ; s 0 , τ ) for every scale s 0 ∈ R + , means that these local extrema can be detected from the always available internal buffer over (x; s, τ ) at any time moment t 0 and do not imply any explicit references to the future t > t 0 or the past t < t 0 . In this respect, the notion of non-enhancement of local extrema for the time-causal spatio-temporal scale-space differs from the notion of non-enhancement of local extrema for the Gaussian spatio-temporal scale-space, where nonenhancement of local extrema is expressed in terms of local extrema of the mapping (x, t) → L(x, t; s 0 , τ 0 ). 
with boundary condition L(x, t 0, 0) = f (x, t) for some positive semi-definite (spatial) covariance matrices 1 and 2 and some velocity vectors δ 1 and δ 2 .
Proof A proof that the evolution property over spatial scales s has to be of the form in (220) can be performed by constructing a similar set of counterexamples from functions f i (x, t) = f i (x) i = 1..5 with f i (x) given by the five functions used for constructing counterexamples in the proof of Theorem 5. A proof that the evolution property over time t has to be of the form in (221) can be performed by constructing a similar set of counterexamples determined by L 0 (x; τ ) = f i (τ ) with f i (τ ) determined by the five counterexamples in the proof of Theorem 5.
The existence of derivatives with respect to space x as used in the first part of the proof follows from the assumption of the convolution kernels h(x, t; s, τ ) in (67) being in L 1 (R N × R), which implies that we for smooth functions f with compact support have
∂ x j (h(·; s, τ ) * f (·)) = h(·; s, τ ) * (∂ x j f )(·)).
(222)
The existence of derivatives with respect to temporal scale τ as used in the second part of the proof follows from the assumption of the smoothing functions T (·, t; s, τ, ·) in the time recursive formulation (66) being in L 1 (R N × R).
Out of this family of differential equations, it is not necessarily the case that all differential equations give rise to reasonable evolution processes with regard to interpretations in terms of spatial scales and temporal scales. More generally, given a two-parameter semi-group, one may also conceive different ways of parameterizing the same semi-group. In addition to the above mentioned structural conditions, we would, however, also would like to have the ability to interpret the first parameter s in the two-parameter semi-group as a spatial scale parameter and the second parameter t as regular time t. We say that a parameterization is on standard form if such an interpretation is possible.
Definition 16 (Standard form for the spatio-temporal scalespace) A system of partial differential equations describing a spatio-temporal scale-space representation L : R N × R + × R 2 + → R of a spatio-temporal signal f ∈ L 2 (R N × R + ) is said to be on standard form if (i) the parameter s can be interpreted as a spatial scale parameter in the sense that the evolution equation over s does not explicitly depend on derivatives with respect to temporal scale τ , (ii) the evolution over spatial scales s does not imply any translation in space in the sense that the coefficients of the first-order derivatives with respect to space x and temporal scale τ are zero, (iii) the evolution equation over spatial scales s is stationary over time in the sense that the coefficients do not depend on time t, (iv) the evolution equation over time t should not be affected by the spatial scales in the sense that the coefficients of the second-order derivatives with respect to space x must be zero, (v) the evolution equation over time t does not involve temporal scale dependent translation in time in the sense that the coefficient of the first-order derivative with respect to temporal scale τ is zero.
Given these conditions, the evolution equations reduce to a simpler form: 
with initial condition L(x, t 0, 0) = f (x, t) for some positive semi-definite (spatial) covariance matrix 0 and some velocity vector v.
Proof Lemma 15 implies that the spatio-temporal scalespace representation has to satisfy the evolution equations (220) and (221 → L(x, t 0 ; s 0 , τ ) His research interests in computer vision relate to scale-space representation, image features, object recognition, spatio-temporal recognition, focus-of-attention and shape. He has developed theories and methodologies for continuous and discrete scale-space representation, detection of salient image structures, automatic scale selection, scaleinvariant image features, affine invariant features, affine and Galilean normalization, temporal and spatio-temporal scale-space concepts as well as spatial and spatio-temporal image descriptors for image-based recognition. He has also worked on applications in medical image analysis and gesture recognition. He is author of the book Scale-Space Theory in Computer Vision.
