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Abstract
Unique effective material properties are not possible for random heterogeneous
materials at intermediate length scales, which is to say at some mesoscale above
the microscale yet prior to the attainment of the representative volume element
(RVE). Focusing on elastic moduli in particular, a micromechanical analysis based
on the Hill-Mandel condition leads to the conclusion that two fields, stiffness and
compliance, are required to bound the response of the material. Continuing the
work of M. Ostoja-Starzewski, in this thesis we analyze variations of a random
planar material with a two-phase microstructure. We employ micromechanics, in
what can be viewed as a smoothing procedure using the concept of a mesoscale
“window”, and random field theory to compute the correlation structure of 4th-
rank tensor fields of stiffness and compliance for a given mesoscale. Results are
presented for various correlation distances, volume fractions, and contrasts in
stiffness between phases. The main contribution of this research is to provide
the data for developing analytical correlation functions, which can then be used
at any mesoscale to generate stochastic finite elements (SFE) with an authentic
micromechanical-basis.
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Dedicated to the Divine Logos:
The One who structures and guides all things.
L’amor che move il sole e l’altre stelle.1
In humble recognition of the beauty and intricacy of the cosmos.
La gloria di colui che tutto move
Per l’universo penetra.2
For we are constantly admiring, studying, and striving to imitate Your creation.
Sit gloria Domini in saeculum;
Laetetur Dominus in operibus suis.3
1Paradiso, Canto XXXIII, 145—The Love which moves the sun and the other stars.
2Paradiso, Canto I, 1—The glory of Him who moveth everything / Doth penetrate the
universe...
3Psalm 104:31—May the glory of the LORD endure forever; may the LORD be glad in his
works!
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Chapter 1
Introduction
Material properties play a key role within science and engineering. In me-
chanics, material coefficients, or moduli, have traditionally formed the bridge
between applied loading (as studied in statics and dynamics) and the geometry
of deformation and motion (as studied in kinematics), without which we would
be unable to solve many problems. Even today, results achieved through the use
of computational methods, such as finite element analysis (FEA), depend upon
these moduli.
Constitutive models, phenomenological in nature, describe the relationship be-
tween physical quantities by incorporating material moduli derived from experi-
ments. For example, Young’s modulus, which characterizes the linear behavior of
stress as a function of strain, is derived from displacements (or strains) and loads
that are measured during a standard uniaxial tensile test.
The assumption of constitutive relations is central to the classical theory of
continuum mechanics. Within the linear elastic theory for solid materials, the
generalized version of Hooke’s law utilizes tensors of elastic moduli to establish
the appropriate relationship between stress and strain. Boundary value problems
are able to be solved precisely because of material moduli linking stresses and
strains.
There is now a massive database of material properties, a collection of measure-
ments made in laboratories worldwide for centuries. This list continues to grow
with the ongoing creation of new materials.
In the attempt to measure and characterize the behavior of many real materials,
certain situations arise—even for materials commonly regarded as isotropic—in
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which anisotropy and spatial variation must be taken into account, perhaps caus-
ing moduli idealized as constants to give way to fields of moduli.
Variations in material properties are typically accounted for by (local) spatial
averaging [2] or by averaging multiple measurements, or by a combination of both.
In some cases, experimentalists opt to employ instruments with better capabilities,
perhaps with greater sophistication or higher precision. These methods, however,
do not have a micromechanical basis.
The inherent complexities of real materials—multiple constituents, random
variations in the material, etc.—mean that fields of moduli, if so necessary, may
depend on several parameters, including a material’s microstructure, the location
and orientation within a material body, and the length scale being considered.
1.1 Motivation
Composites. Composite materials are a case in point [3, 4]. They hold great
potential because combinations of different materials offer seemingly endless pos-
sibilities in the search for new materials with more desirable properties, such as
improved stiffness, greater strength, or higher heat resistance. The whole is greater
than the sum of its parts.
Concrete, fiberglass, and carbon fiber reinforced polymers—just to name a
few—have made a great impact on society in recent history and continue to affect
how we live today. Mud and straw have been combined for centuries to produce
structural materials, namely adobe and brick.
In addition, the natural world is full of composite materials. Wood and bone,
for example, are ubiquitous. These composites are highly complex on account of
their hierarchical structures.
The desirable properties of composites are the result of their complex structures,
which are built from simpler parts. Yet, it is precisely the complexity of their
heterogeneous structures that poses a challenging problem for engineers, who rely
on bulk material properties in design and analysis. With composites, therefore,
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we encounter the problem of obtaining effective material properties.
Given the possible material combinations, it is impractical to measure these
effective properties experimentally in every case. Rather, it is more expedient to
determine them analytically [4], if possible.
Microstructure. The a priori assumption of homogeneity in materials has been
changing in the last few decades due to an increasing interest in materials at the
microscale. M. Ostoja-Starzewski [1] has indicated a growing interest, since the
late 1980s, in the problem of effective properties of material microstructures.
Thus, the problem of determining effective properties is not limited simply
to those materials that we usually consider to be composites. Upon closer ex-
amination, real materials—both natural and engineered—exhibit composite-like
structures.
The details of a material’s microstructure are often overlooked or ignored due
to the fact that we function at the macroscale in our everyday lives, where typical
length scales are practically infinitely larger than that of a material’s microstruc-
ture. Yet, the properties of a material depend on its microstructure.
Furthermore, the constituent particles of an arbitrary material are typically
disordered to a greater or lesser degree. At the macroscale, however, materials
often appear to be continuous and homogeneous; therefore, we treat them as
such. Is there a need to account for these differences between scales when solving
problems in mechanics of materials? If so, when and how?
In the field of continuum mechanics, homogeneity of the material is assumed
through the fundamental concept of a representative volume element (RVE). The
attainment of the RVE limit, however, is very often taken for granted without any
reference to a length scale.
Considering that real materials are composed of complex, heterogeneous mi-
crostructures, yet recognizing that many models in mechanics assume a homoge-
neous material, we are led to ask ourselves: When are we justified in making such
an assumption? How do we proceed in passing from discrete particles to contin-
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uum models or finite element (FE) approximations? What tools do we need to
be able to work at some intermediate length scale?
Length Scale. When considering a separation of length scales between the
microscale and the macroscale, we must take note of a so-called mesoscale at
which microscopic properties have not yet homogenized.
At intermediate scales, therefore, we are forced to deal with spatial randomness,
which is a natural consequence of a material’s complex microstructure. This
situation challenges us to find ways to characterize a mechanical system and its
response to within a desired precision for a given length scale.
In particular, two complementary fields of moduli are required to bound the
response of a linear elastic material at the mesoscale: stiffness and compliance.
These fields do not become equal until the RVE limit is reached, as will be ex-
plained in detail below.
1.2 Objectives
Motivated by M. Ostoja-Starzewski’s work in random media and scaling in me-
chanics of materials—primarily in [1], but also in [5, 6, 7]—in this thesis we
consider the microstructure of a random material and postulate scale-dependent
meso-continuum fields of moduli based on this microstructure. In our view, these
fields will bridge the gap between a material’s microstructure and a continuum
approximation of the material when working at intermediate scales.
Our primary intention here is to continue the work of M. Ostoja-Starzewski by
exploring and achieving results for in-plane elasticity, thus establishing a baseline
case for further studies of more complex microstructures, and providing a foothold
to generalize into three dimensions.
The two main goals of the present research are to discover and establish the
spatial correlation structure of mesoscale moduli and to construct tensor-valued
random fields of moduli, dependent on microstructure and scale. Fields like these,
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but based on the microstructure of a specific material, can be incorporated into
FE software for the purpose of generating stochastic finite elements with a mi-
crostructural basis.
In order to accomplish these goals, we proceeded by following the method pro-
posed by M. Ostoja-Starzewski in [7].
1.3 Method and Scope
Random fields can be specified by their one-point and two-point statistics. How-
ever, starting from the assumption that spatial correlations of these fields are
neither intuitive nor derivable through analytical methods, we have employed
a Monte Carlo approach—that is, repeated sampling of a random material—to
estimate these statistics and reveal the general structure of the fields.
From the outset it must be stated that we restricted our scope to a random two-
phase composite material, and we considered only the complementary material
properties of stiffness and compliance. The research was limited to a setting of
in-plane linear (hyper-) elasticity, specifically where we assumed that the material
was under a state of plane strain.
1.4 Outline
The contents of this thesis are organized into several chapters according to the
following divisions:
 Chapter 2 provides the background of the research by introducing hetero-
geneous and random materials, discussing mechanics at the mesoscale for
in-plane linear elasticity, and briefly covering random field theory;
 Chapter 3 proposes a microstructural model, then discusses the methods
used to compute tensor-valued fields of mesoscale moduli and analyze spatial
correlations in these moduli;
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 Chapter 4 collects and discusses the results obtained from the methods
presented in the previous chapter;
 Chapter 5 summarizes the research and draws conclusions;
 Chapter 6 provides direction for future work by proposing more realistic
microstructures and closes by providing some initial results.
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Chapter 2
Background
We begin by introducing heterogeneous materials and random media. This is
followed by the main topic of this chapter, mechanics of random materials at the
mesoscale, where disordered heterogeneities give rise to random fields of material
moduli. The chapter closes with a brief coverage of random field theory, which
includes a review of spatial statistics, and of stochastic finite elements.
2.1 Heterogeneous Materials
2.1.1 Composites
A composite is a heterogeneous material consisting of two or more constituents,
or phases, which are typically bonded to one another at their interfaces. Each
constituent is assumed to be a distinct, homogeneous material with unique phys-
ical properties. In materials science, the primary constituent is the “matrix”
phase (e.g., mud, cement, polymer, ceramic, or metal), which is reinforced by
one or more “dispersed phases” (usually particulates, such as fibers) that are
stiffer and/or stronger than the matrix. Table 2.1 lists some common examples
of composite materials.
A composite can be characterized not only by the size, shape, and physical
properties of its constituents, but also by their relative quantity (or volume frac-
tion), orientation, and arrangement (or spatial distribution). These parameters
often prove to be useful for determining the effective behavior of the composite.
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2.1.2 Material Microstructures
An arbitrary material may be viewed as a composite by considering its microstruc-
ture. Like a composite, the microstructure of a given material is composed of
various constituents. This can be represented by
B = B(1) ∪ ... ∪B(n) =
n⋃
k=1
B(k), (2.1)
where the overall microstructure B is composed of a union of n individual phases
B(k). Additionally, a microstructure can be described geometrically by the size,
shape, orientation, and distribution of its various phases; and physically by indi-
vidual properties of the phases, such as density, stiffness, strength, and so forth.
The most complete description of a microstructure is given by an indicator
function, which provides the exact location and extent of each phase. For example,
χ(x) =
 1 if x ∈ B
(1)
0 if x ∈ B(2)
or χ : R2 → {0, 1} (2.2)
describes a two-phase composite. When applied to the stiffness of the constituents,
say C(1) and C(2), the indicator function in (2.2) gives the local property at any
point:
C(x) = χ(x)C(1) + [1− χ(x)]C(2). (2.3)
If there is an ordered (or preferential) pattern to the arrangement of the various
phases, then a microstructure is periodic and may be represented by a typical
Table 2.1: Common composite materials.
Natural wood, tendon, bone, enamel, nacre, rock, dragline (spider) silk
Engineered adobe, asphalt, concrete, plywood;
polymer matrix—kevlar, fiberglass;
ceramic matrix—braking systems, engine components;
metal matrix—aircraft parts, turbine engine components
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unit cell; otherwise, a microstructure is random and probability distributions are
required to describe it adequately. The current study is limited to random two-
phase composites.
2.1.3 Random Media
A random medium is defined as a set of deterministic1 heterogeneous media:
B = {B(ω);ω ∈ Ω} . (2.4)
Probability theory is used to analyze the set of specimens.
In the case of a random two-phase composite, each sample ω from the set is a
realization of the composite material that is formed by the union of two distinct
phases, B(1) and B(2),
B(ω) = B(1) ∪B(2). (2.5)
We can describe the random material, similar to the composite above, by ex-
panding the indicator function (2.2) to include the dependency on realizations
from the set,
χ(ω,x) =
 1 if x ∈ B
(1)
0 if x ∈ B(2)
or χ : Ω× R2 → {0, 1}, (2.6)
and likewise for the local property (2.3),
C(ω,x) = χ(ω,x)C(1) + [1− χ(ω,x)]C(2). (2.7)
1By the term deterministic, we simply mean that the body under consideration is subject to
classical laws of physics by which its response can be predicted.
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2.2 Meso-Mechanics of Random Media
2.2.1 Micromechanics
Historical Background. J. Eshelby is credited for initiating studies in 1957
[8] into what is now called micromechanics, which is a branch of mechanics of ma-
terials. This field is primarily concerned with analyzing heterogeneous materials
at small scales in order to obtain effective physical properties and, if possible, to
determine local fields (such as strain and stress). Great progress has been made in
developing a systematic theory for obtaining effective properties of heterogeneous
materials by T. Mura [9], S. Nemat-Nasser and M. Hori [10], S. Torquato [11], J.
Qu and M. Cherkaoui [12], and M. Ostoja-Starzewski [1], not to mention several
others.
Effective Properties. At the scale of a single heterogeneity—for example, a
polycrystal grain or an inclusion within a matrix—individual constituents within
a heterogeneous material are assumed to be homogeneous and their material prop-
erties are assumed to be known. At larger scales, however, it becomes a challenge
to obtain effective properties for the composite material. Effective properties are
those properties that characterize the response of a heterogeneous material (or
microstructure) by approximating its true behavior at scales (infinitely) larger
than the microscale. They are typically obtained through some process of homog-
enization.
Representative Volume Element (RVE). It has been said that “continuum
mechanics hinges on the concept of a representative volume element (RVE)” [1],
because the properties of a mathematical point within a continuum field depend
on those of the RVE. It is typically assumed, when modeling a real material as
a continuous body, that a homogenization limit has been reached such that the
(effective) properties of the RVE approximate the real behavior of the material.
The key concern, however, is that the size of the RVE is usually not specified!
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How does one know if he is justified in applying the properties of the RVE to the
length scale at which he is working? Just above the microscale, in particular, we
must ask: At what point has the response of the material microstructure been
honestly and authentically captured?
Separation of Scales. Assuming a macroscopic body with a heterogeneous
microstructure, a separation of length scales
d < L Lmacro (2.8)
is usually set up to designate meaningful levels at which the body under consid-
eration is locally homogeneous. Hashin [4] coined the term “Micro, Mini, and
Macro”—or the MMM principle—to describe the separation of scales.
The first of these levels is the microscale, designated by d. This scale represents
the characteristic length of a heterogeneity within the larger body. The next
larger scale, an intermediate level at which the heterogeneous microstructure may
be treated as homogeneous, is designated by the size L of the RVE. The final level
is the macroscale, which corresponds to the size of the macroscopic body. This
level is designated by Lmacro.
Mesoscale. Typically, the mesoscale is taken to be synonymous with the size
of the RVE. In contrast to this viewpoint, however, this thesis is concerned with
characterizing statistical scatter before homogenization has taken place. In our
view, the mesoscale is an intermediate level of size L between the microscale and
the RVE:
d < L < LRV E  Lmacro. (2.9)
The mesoscale allows for another volume element besides the RVE to be pos-
tulated: the statistical volume element, or SVE. This element takes into account
the random fluctuations due to the heterogeneous nature of the microstructure at
finite scales beneath that of the RVE.
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The mesoscale can therefore be defined as a finite intermediate scale at which
apparent2 properties (corresponding to the SVE) have not yet homogenized and
become effective properties (corresponding to the RVE).
It is useful to characterize the mesoscale by a dimensionless parameter
δ =
L
d
(2.10)
which provides a measure of the intermediate scale with reference to the mi-
croscale. As δ increases and approaches infinity, the RVE limit is reached.
In a two dimensional setting, the mesoscale describes a mesodomain, which
can be pictured as a square “window” with side of length L. This mesodomain
corresponds to a single SVE.
2.2.2 Meso-Mechanics
Hill-Mandel Condition. The determination of mesoscale properties rests on
the Hill-Mandel condition, which is a principle that expresses the equivalence of
effective properties derived by energetic means and effective properties derived by
mechanical means [14].
The principle can be derived in the following way. Consider a mesoscale body
Bδ loaded quasi-statically, such that the equilibrium equations
σij,j = 0 (2.11)
apply. We assume linear hyperelastic behavior and small strains. The stress and
strain fields of the body, σ(x) and ε(x) respectively, may be represented by a
superposition of their means and zero-mean fluctuations:
σ(x) = σ + σ′(x) and ε(x) = ε+ ε′(x). (2.12)
2A term defined by Huet in [13].
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Here, the overbar indicates a volume average taken over the mesodomain:
σ =
1
V
∫
Bδ
σ(x)dV and ε =
1
V
∫
Bδ
ε(x)dV . (2.13)
The volume average of the energy density over Bδ is defined as
U =
1
2V
∫
Bδ
σ(x) : ε(x)dV =
1
2
σ : ε, (2.14)
where (:) indicates a double-contraction. Carrying out this operation, we get
1
2
σ : ε =
1
2
σ : ε+
1
2
σ′ : ε′. (2.15)
By inspection, if
σ′ : ε′ = 0, (2.16)
then we arrive at the Hill-Mandel condition:
σ : ε = σ : ε. (2.17)
To ensure the equality in (2.16), we expand its left-hand side and see that
σ′ijε′ij =
1
V
∫
Bδ
σ′ijε
′
ijdV
=
1
V
∫
Bδ
(σij − σij) (εij − εij) dV
=
1
V
∫
Bδ
{
[(σij − σij) (ui − ui)],j − (σij,j − σij,j) (ui − ui)
}
dV
=
1
V
∫
∂Bδ
[(σij − σij) (ui − ui)]njdS
=
1
V
∫
∂Bδ
[(ti − σijnj) (ui − εijxj)] dS, (2.18)
where we have made use of partial differentiation and employed the divergence
theorem (which may also be referred to as the Green-Gauss theorem). Next, we
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make use of the average strain theorem,
εij =
1
V
∫
Bδ
εijdV
=
1
2V
∫
Bδ
(ui,j + uj,i) dV
=
1
2V
∫
∂Bδ
(uinj + ujni) dS
=
1
2V
∫
∂Bδ
(
ε0ikxknj + ε
0
jkxkni
)
dS
= ε0ij, (2.19)
which allows us to equate the average strain over the domain with a constant
strain over the boundary, and the average stress theorem,
σij =
1
V
∫
Bδ
σijdV
=
1
V
∫
Bδ
σikδkjdV
=
1
V
∫
Bδ
σikxj,kdV
=
1
V
∫
Bδ
(σikxj),k dV
=
1
V
∫
∂Bδ
σ0ikxjnkdS
=
1
V
∫
Bδ
σ0ikxj,kdV
= σ0ij, (2.20)
which allows us to do likewise for average stress and a constant stress. Finally,
we see that the necessary and sufficient condition for (2.17) is
∫
∂Bδ
(
t− σ0 · n) · (u− ε0 · x) dS = 0. (2.21)
Boundary Conditions. It is clear that Equation (2.21) is satisfied by one of
three types of boundary conditions (BCs) specified on the mesodomain:
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1. uniform static boundary condition (USBC), or uniform displacement (d),
also known as Neumann or natural,
ti(x) = σ
0
ijnj ∀x ∈ ∂Bδ; (2.22)
2. uniform kinematic boundary condition (UKBC), or uniform traction (t), also
known as Dirichlet or essential,
ui(x) = ε
0
ijxj ∀x ∈ ∂Bδ; (2.23)
3. uniform kinematic-static, or uniform displacement-traction (dt), also called
mixed orthogonal,
[
ti(x)− σ0ijnj
] · [ui(x)− ε0ijxj] = 0 ∀x ∈ ∂Bδ. (2.24)
These three BCs lead to Stδ, C
d
δ , and C
dt
δ , respectively.
3 We shall consider only
the first two BCs, since Hazanov and Huet [15] have shown that
[
Stδ
]−1 ≤ Cdtδ ≤ Cdδ , (2.25)
in the sense that a · [Stδ]−1 ·a ≤ a ·Cdtδ ·a for an arbitrary 2nd-rank tensor a 6= 0.
Hence, Stδ and C
d
δ bound the response of a given mesodomain Bδ; these rigorous
limits are commonly referred to as the Reuss lower bound and the Voigt upper
bound, respectively.
It must be noted that, in general, the inverse of compliance (from USBC) is not
equal to stiffness (from UKBC)
[
Stδ
]−1 6= Cdδ (mesoscale) (2.26)
3Here the superscript (t) stands for traction-controlled, (d) stands for displacement-controlled,
and (dt) stands for displacement- and traction-controlled.
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until the RVE limit is reached, at which point the inequalities collapse and we get
[
St∞
]−1
= Cd∞ (RVE). (2.27)
Apparent Moduli for In-Plane Elasticity. From the generalized Hooke’s
law
σ = Cε or σij = Cijklεkl (2.28)
and the inverse relation
ε = Sσ or εij = Sijklσkl, (2.29)
we wish to determine the apparent moduli, Cdδ and S
t
δ, of a mesodomain centered
at a particular location x in a microstructure. We limit ourselves to the two-
dimensional case (i, j, k, l = 1, 2).
The volume averages of stress and strain over the mesodomain can be used in
these relations, such that
σij(x) = C
d
ijkl(x)εij and εij(x) = S
t
ijkl(x)σij. (2.30)
Using the average strain and average stress theorems, where εij = ε
0
ij and σij = σ
0
ij,
we obtain
σij(x) = C
d
ijkl(x)ε
0
ij and εij(x) = S
t
ijkl(x)σ
0
ij. (2.31)
This means that we only need to measure either the average stress after prescribing
a constant strain, or the average strain after prescribing a constant stress, in order
to solve for individual components of either Cdδ (x) or S
t
δ(x).
Alternatively, we can prescribe either a constant strain or a constant stress,
then measure the total strain energy,
Udδ (x) =
V
2
ε0ijC
d
ijkl(x)ε
0
kl or U
t
δ(x) =
V
2
σ0ijS
t
ijkl(x)σ
0
kl, (2.32)
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and finally solve for either Cdδ (x) or S
t
δ(x).
Assuming the most general case (i.e., anisotropy) for linear elasticity, it is well
known that the fourth-rank stiffness tensor C has 21 independent components
on account of its major and minor symmetries: Cijkl = Cjikl = Cijlk = Cklij.
The components of C may be represented in Voigt notation as a symmetric 6× 6
matrix. In the case of in-plane (2D) elasticity, the number of independent com-
ponents reduces to 6 and can be compactly represented as a symmetric 3× 3
matrix:
C ∼

C1111 C1122 C1112
C2222 C2212
Sym C1212
 = C. (2.33)
Here the underline symbol indicates matrix notation. The constitutive relation
can then be rewritten as
σ = C ε (2.34)
where
σ =

σ11
σ22
σ12
 (2.35)
and
ε =

ε11
ε22
2ε12
 . (2.36)
The matrix form of the inverse relation is
ε = S σ (2.37)
where
S ∼

S1111 S1122 2S1112
S2222 2S2212
Sym 4S1212
 = S. (2.38)
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Figure 2.1: Comparison of a piecewise uniform, discrete-state field of stiffness at
the microscale (for a two-phase composite) with its two corresponding
continuous fields of stiffness at the mesoscale. (Borrowed from ch. 8 of [1],
courtesy of M. Ostoja-Starzewski.)
Random Fields of Moduli. When solving for the spatially dependent fields of
stiffness and compliance for a random set of deterministic media at the mesoscale,
we need to test several mesodomains Bδ(ω,x) from each realization B(ω) of the
set B. Each mesodomain, which is taken from a particular location x from a
particular realization ω, gives a unique set of responses, which we measure as
Udδ (ω,x) (or σij(ω,x)) and U
t
δ(ω,x) (or εij(ω,x)). The stiffness and compliance
fields are determined from these responses. Random field theory is then employed
to characterize the two resulting fields of moduli for B for a given δ.
2.3 Random Field Theory
We focus only on the apparent stiffness Cdδ for the meantime. For each and
every realization of the model, we transition from a piecewise uniform, discrete-
state field of stiffness at the microscale, Cδ=1 (as given in Equation (2.3)), to two
smooth, continuous fields of stiffness at the mesoscale, Cdδ and [S
t
δ]
−1
. These three
fields for a two-phase composite material are compared in Figure 2.1.
Together, the continuum-type fields of stiffness corresponding to each realiza-
tion from the random material, form a set of samples from the random field of
moduli at the mesoscale—i.e., we arrive at an estimation of the discrete-valued
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random field with a continuous parameter:
Cδ =
{
Cδ(ω,x);ω ∈ Ω,x ∈ R2
}
.
We may proceed in conducting an analysis of this field by employing spatial
statistics.
2.3.1 Spatial Statistics
Given a finite set of N realizations of a random tensor-valued field, such as C, we
may utilize one-point and two-point statistics to characterize the field.
One-Point Statistics. These statistics describe the field at a single point in
space, x.
 The mean or ensemble average, 〈Cijkl(x)〉, is the average value of the
field at x. Moreover, it is an estimate of the first moment or expected value
of the random variable C. In the context of this thesis, it is synonymous
with the arithmetic (or sample) mean,
〈Cijkl(x)〉 = 1
N
N∑
m=1
Cijkl(ωm,x), (2.39)
since we are dealing with a finite number of samples. In probability theory
[16], the law of large numbers gives us confidence that with increasing sam-
ples the arithmetic mean will approach the mean of the population, which
is the expected value.
 The variance,
Varijkl(x) =
〈
[Cijkl(x)]
2〉− 〈Cijkl(x)〉2 , (2.40)
is an estimator of the second moment about the mean for a finite number
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of samples.
 The standard deviation,4
SDijkl =
√
Varijkl(x), (2.41)
like variance, is also an estimate of variation about the mean. In practice,
the standard deviation is often preferred to variance since the former has
the same units as the mean.
Two-Point Statistics. These statistics describe the field at one point in space,
x1, in relation to the same field at another point in space, x2.
 The covariance,
Covprstijkl (x1,x2) = 〈[Cijkl(x1)− 〈Cijkl(x1)〉][Cprst(x2)− 〈Cprst(x2)〉]〉, (2.42)
is a measure of the linear relationship of the random variable. We note that
the variance (above) is obtained from the covariance when x1 = x2 = x.
 The correlation coefficient,
ρprstijkl (x1,x2) =
Covprstijkl (x1,x2)
SDijkl(x1)SDprst(x2)
, (2.43)
is the normalized covariance, where −1 ≤ ρprstijkl ≤ 1. If (ijkl) = (prst),
we refer to this case as “auto-correlation”; all other cases are referred to as
“cross-correlations”.
4Note that we have used the notation SD here in order to distinguish the standard deviation
from stress σ.
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2.4 Stochastic Finite Elements
There is a need to connect the deterministic, multiscale, and statistical methods
in mechanics [7]. With this in mind, our work is aimed toward furthering the
development of multiscale stochastic mechanics.
The method of stochastic finite elements (SFE) was developed to address prob-
lems of a random (in contrast to a deterministic) nature, including random fields
of moduli such as those which are dealt with in this thesis. In the present con-
text, where our focus is on problems in which the RVE has not been attained, the
mesoscale SVE (cf. Section 2.2.1) becomes the input for solving a given macro-
scopic boundary value problem (BVP).
Conventional SFE methods—including perturbation, Neumann series, weighted
integral, and spectral methods—begin by assuming a random field of constitutive
coefficients, which is then used in formulating the global stiffness matrix (when
the minimum potential energy principle is employed). The present SFE method
is different, however, in that it seeks to establish SFE with a micromechanical
basis.
From the Hill-Mandel condition, we know that Stδ and C
d
δ bound the response
for a given mesodomain. In turn, these fields lead to two bounds on the global re-
sponse: the global flexibility matrix L (from the minimum complementary energy
formulation) bounds the response from below, and the global stiffness matrix K
(from the minimum potential energy formulation) bounds it from above.
These bounds lead to two competing trends. On the one hand, the random
noise (i.e., statistical scatter) in L and K becomes smaller as the mesoscale (δ)
is increased; however, the size of the FE mesh becomes coarser at the same time,
since it increases according to the mesoscale. On the other hand, making the
mesh finer by decreasing the element size leads to an increase in noise. There is
a clear trade-off between compliance–stiffness bounds and statistical scatter as a
function of mesoscale/FE mesh size. Therefore, there must be an optimum mesh
size.
21
Once the one-point and two-point statistics of tensors Stδ and C
d
δ are known
for a given (type of) microstructure, these statistics allow for a rapid generation
of stochastic flexibility and stiffness matrices, L and K, for a given problem.
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Chapter 3
Mesoscale Moduli with a Microstructural Basis
In this chapter, we begin by explaining the method used to model a random two-
phase composite material. Then, the methods used to compute mesoscale moduli
and their correlations are covered in detail.
3.1 Formulation of the Microstructural Model
3.1.1 Checkerboard Model
A binary checkerboard model was selected to approximate the microstructure of a
random two-phase composite material, where one phase is stiffer than the other.
As pictured in Figure 3.1, the white squares of the checkerboard represent the
“compliant” phase (c) and the black squares represent the “stiff” phase (s).
The reason for making this selection was twofold: first, this model is one of
the simplest cases, consequently it is a good basis for studies of more complex
microstructures; second, this model with its individual cells carries over quite
naturally and easily to a finite element setting with square elements.
Figure 3.1: Two-phase microstructure modeled as a binary checkerboard.
23
It was assumed that the elastic moduli would—in addition to spatial location on
a particular realization of the material—be a function of three dimensionless pa-
rameters, namely mesoscale δ, volume fraction of the stiff phase v
(s)
f , and contrast
in stiffness α:
C = C
(
ω,x, δ, v
(s)
f , α
)
and S = S
(
ω,x, δ, v
(s)
f , α
)
.
Therefore, several values were selected for each of the dimensionless parameters
in order to allow for an examination of the parameter space. The parameters
and their assigned values are summarized in Table 3.1, and their significance is
described in detail below.
Physical Dimensions. The cells of the checkerboard were square in shape.
The overall size of the checkerboard was determined in the following way. First,
the size of the cells was arbitrarily set at d = 1. This length corresponds to
the average size of the grains or heterogeneities. Then, the size of the mesoscale
and the desired correlation distances were taken into consideration. Since scaling
effects have been studied extensively in [1], and to save time, it was decided to
focus on a fixed mesoscale of δ = 20. According to (2.10), the physical length
of any square mesodomain therefore had to be L = 20. The overall dimensions
(height and width) of each checkerboard were set to 80 rows × 80 columns, in
order to allow for two full window lengths (L) of spacing between mesodomains
in both the horizontal (x1) and vertical (x2) directions. The physical parameters
of the microstructure are summarized in Table 3.2.
Distribution of Phases. Starting with the simplest case, the binomial distri-
bution, the phase of each cell on the checkerboard was determined by performing
a Bernoulli trial. Thus, a random number was drawn from the uniform distribu-
tion for each and every cell of the checkerboard independently of all the others.
The primary parameter specifying the distribution was the dimensionless volume
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(a) 10% (b) 25% (c) 41% (d) 50% (e) 59%
Figure 3.2: Material realizations for various nominal volume fractions.
fraction,
v
(s)
f =
V (s)
V
, (3.1)
where Vs is the volume of the stiff phase. This parameter corresponds to the
probability that a given point within the body represents the stiff phase.1 Values
of v
(s)
f = {0.10, 0.25, 0.41, 0.50, 0.59} were chosen in order to capture a range of
various physical phenomena. In particular, we note that: low volume fractions
tend to resemble matrix-inclusion composites; values of 41% and 59% were selected
to observe the percolation point of the material; and Hosford [17] cites 55–60%
volume fraction as a practical upper limit for fiber-reinforced composites.
Specifically, the function in Equation (2.2) was implemented by creating an
m × n array of zeros in MATLAB, such that each entry in the array directly
corresponded to a single square of an m × n checkerboard. Each entry in the
array was subjected to a simple test in order to determine which phase it was to
represent. At each location, a random variable zk uniformly distributed in the
range [0, 1] was generated using the rand function. If zk < v
(s)
f , then a value
of 1 was assigned to this element of the array; otherwise, by default it assumed
a value of 0.2 Repeating this process m × n times, a single realization of the
random material was obtained. Typical realizations of the two-phase composite
for various volume fractions are shown in Figure 3.2.
1In a 2D setting, the volume V here corresponds to area A.
2We note that the value at each location was independent of all the others; therefore, this
model is essentially equivalent to white noise. This fact, as mentioned above, should make the
results of this thesis a good basis for further studies of tensor-valued fields of mesoscale moduli.
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Mechanical Properties. Next, mechanical properties were assigned to the in-
dividual squares of the checkerboard, as in Equation (2.3), according to the binary
values of the array: 1 = stiff phase, 0 = compliant phase. Each realization of
the random checkerboard B(ω) was assumed to be piecewise uniform, consisting
entirely of perfectly bonded, isotropic phases. The primary parameter was the
dimensionless contrast,
α =
C(s)
C(c)
=
E(s)
E(c)
, (3.2)
which is a ratio comparing the stiffness of the two phases. Since ABAQUS was
selected to conduct quasi-static 2D simulations on mesodomains taken from each
realization B(ω) of the composite, Young’s modulus E was assigned to the com-
pliant phase and then α was specified. An arbitrary value of C(c) = E(c) = 100e3
was chosen for the compliant phase,3 and values of α = {2, 10, 100, 1000} were
selected for comparison. Poisson’s ratio was set at a constant value of ν = 0.30 for
both phases, since this is a common value for many materials, metals in partic-
ular.4 The mechanical properties of the microstructure are summarized in Table
3.3.
3A unit of MPa for E is implied, although ABAQUS does not store units.
4We note that it is not entirely realistic to maintain a constant ν while varying Young’s
modulus for each cell throughout the microstructure; however, it was decided to keep the former
parameter fixed for the sake of simplicity.
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Table 3.1: Dimensionless parameters of the microstructure.
Parameter Symbol Relation Values
Mesoscale δ L/d {20}
Volume fraction v
(s)
f V
(s)/V {0.10, 0.25, 0.41, 0.50, 0.59}
Contrast α C(s)/C(c) {2, 10, 100, 1000}
Table 3.2: Physical parameters of the microstructure.
Parameter Symbol Value Physical Dimension
Microscale d 1 [L]
Mesoscale L 20 [L]
Height (or rows), microstructure m 80 [L]
Width (or columns), microstructure n 80 [L]
Table 3.3: Mechanical properties of the microstructure.
Parameter Phase Symbol Value Physical Dimension
Young’s modulus compliant E(c) 100e3 [ML−1T−2]
stiff E(s) αE(s) [ML−1T−2]
Poisson’s ratio compliant ν(c) 0.30 -
stiff ν(s) 0.30 -
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3.2 Mesoscale Fields of Moduli
This section describes the systematic methods used to compute mesoscale mod-
uli and their spatial correlations. Commercial software packages, MATLAB and
ABAQUS, were used to construct the microstructural model and perform the
necessary computations.
Overview of the Method. From the outset, it is helpful to keep a snapshot
of the entire procedure in mind. First, realizations of the random microstructural
model were generated in a Monte Carlo sense for a particular combination of pa-
rameters, and then stored. Next, mesodomains were “cut out” of each material
realization, as shown in Figures 3.4 and 3.6. Due to the random nature of the
problem, the cutting and testing procedures were repeated for numerous realiza-
tions, at multiple locations along each realization. To determine the individual
components of the stiffness and compliance tensor for a given mesodomain, each
mesodomain was subjected to six uniform quasi-static simulations (Figure 3.8),
and the resulting strain energy was queried and stored. Finally, the strain energy
results were used to compute: fourth-rank tensor-valued fields of elastic moduli;
and eighth-rank correlation coefficients of these moduli as a function of center-
to-center spacing between mesodomains, mesoscale, volume fraction, and stiffness
ratio (or contrast).
3.2.1 Computational Tools
We begin by describing the hardware and software that were used to perform the
computations.
Hardware. For the sake of convenience and availability, two computers were
used to perform the computations. The first was a commercially available laptop,
a Dell Latitude E6510, with an Intel Core i7-620M CPU (2.67 GHz), 4 GB RAM,
running Windows 7 Enterprise (64–bit). The second was a custom-built desktop
28
with an Intel Core 2 Duo CPU E8400 (3.00 GHz), 4 GB RAM, running Windows
7 Professional (64–bit).
Software. Two widely used commercial software packages were used to compute
the mesoscale moduli (and their correlations). ABAQUS (versions 6.10–1 and
6.11–1) was selected to conduct finite element analysis on individual mesodomains,
and MATLAB (version R2011b, 64–bit) was selected to automate the generation
of input files for ABAQUS and then to analyze the results from ABAQUS.
Custom Code. Scripts were written in MATLAB in order to accomplish four
main tasks:
1. generate numerous realizations of the material for a particular combination
of parameters amongst those listed in Tables 3.1, 3.2, and 3.3;
2. compute mesoscale moduli—stiffness and compliance, using UKBC and
USBC, respectively—at several locations on each material realization based
on strain energy results from ABAQUS;
3. compute the statistics of the resulting fields of stiffness and compliance; and
4. examine the results from several parameter combinations.
The source code (for dealing with stiffness only) is documented in Appendix A.
3.2.2 Computing Mesoscale Moduli
Assumptions. The heterogeneous material model was assumed to consist of
perfectly bonded, homogeneous, isotropic phases. This assumption was carried
over into the finite element analysis of each mesodomain.
Plane strain elements were selected to model each mesodomain. The specific
element type in ABAQUS was CPE4R, which is a 4-node bilinear element that
utilizes reduced integration with hourglass control. This choice was made to
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facilitate a quick and efficient analysis, since multiple tests had to be performed
on each mesodomain.
In the determination of C from UKBC, an arbitrary5 yet realistic value of 500
(µ-strain) was chosen for the uniform strain ε0ij, such that
ε011
ε022
2ε012
 =

500
500
1000
 (µ-strain).
The uniform stress σ0ij used to determine S from USBC was obtained, in turn,
by applying this uniform strain to a homogeneous medium with the properties of
the compliant phase (Table 3.3), such that
σ011
σ022
σ012
 =

96.15
96.15
38.46
 (MPa).
Method. Here we describe the method used to compute mesoscale moduli,
which are spatially dependent on account of the (heterogeneous) microstructure.
For the sake of simplicity, we focus primarily on mesoscale stiffness, even though
the procedure is nearly identical for mesoscale compliance.
In order to determine the spatial variability of the stiffness tensor, mesodomains
were systematically “cut out” of a given material realization. Each mesodomain
was defined by a square window, whose size L was determined by the mesoscale
parameter δ, and whose position x was given according to the location of its
center. The first window placed on the material (Figures 3.3 and 3.4) established
the coordinate system for subsequent windows (Figure 3.5).
Every mesodomain was subjected to six quasi-static loadings, or “tests”, in
ABAQUS in order to determine the components of its stiffness tensor (Figures
5Any value of strain, say ε0ij = 1 for the sake of simplicity, could have been used here
since we assume the material to be linear elastic. Even though such a strain would produce
(unrealistically) large displacements, the moduli would be identical.
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3.7 and 3.8). According to UKBC, uniform strain ε0ij was prescribed along the
boundary ∂Bδ of every mesodomain Bδ in each of these simulations. The total
strain energy from each simulation, which was recorded in an output file generated
by ABAQUS, was used to compute the components of the stiffness tensor. We
note that the average stress over the domain could have been used instead of the
strain energy.
Recalling that the strain energy density is defined as
uδ =
1
2
σijε
0
ij =
1
2
ε0ijCijklε
0
kl, (3.3)
the total strain energy for a realization ω at location x is
Uδ(ω,x) = uδV =
V
2
ε0ijCijkl(ω,x)ε
0
kl, (3.4)
where V is the volume (or, in 2D, the area) of the mesodomain. The components
of the stiffness tensor were easily found using (3.4). For example, the (1111)
component of C at a certain location on a given realization is
C1111(ω,x) =
2Uδ(ω,x)
V (ε011)
2 . (3.5)
The components of the compliance tensor were found in a completely analogous
way using
u∗δ =
1
2
σ0ijεij =
1
2
σ0ijSijklσ
0
kl, (3.6)
so that the complementary energy is
U∗δ (ω,x) = u
∗
δV =
V
2
σ0ijSijkl(ω,x)σ
0
kl ⇒ Sijkl(ω,x), (3.7)
where uniform stress σ0ij was prescribed along the boundary of every mesodomain
(USBC).
The tensor-valued fields of stiffness at the mesoscale, Cδ(ω,x), for the random
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material were then characterized by one-point statistics, namely the mean and
standard deviation at each location on the material, using (2.39) and (2.41).
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x2 
x1 A 
Figure 3.3: The placement of the first window at A establishes the coordinate
system on a given material realization.
(a) Material (80×80 units2, v(s)f = 0.59) (b) Material within window (L = 20)
Figure 3.4: Material with mesoscale window placed at x = (0, 0).
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x2 
x1 
B 
A 
Figure 3.5: Subsequent windows are placed on the material relative to the
location of the first window at A.
(a) Material (80×80 units2, v(s)f = 0.59) (b) Material within window (L = 20)
Figure 3.6: Material with mesoscale window placed at x = (20, 0).
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Figure 3.7: Mesodomain in ABAQUS prior to loading (v
(s)
f = 0.41, δ = 20).
(a) Test #1: ε011 (b) Test #2: ε
0
22
(c) Test #3: ε012 (d) Test #4: ε
0
11 and ε
0
22
(e) Test #5: ε022 and ε
0
12 (f) Test #6: ε
0
11 and ε
0
12
Figure 3.8: For a typical mesodomain, six quasi-static loadings are simulated in
ABAQUS using UKBC where ε0ij is prescribed in each test. (Pictured here:
v
(s)
f = 0.41 and δ = 20.)
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3.2.3 Computing Spatial Correlations
Here we provide a two-point statistical description of the random material. The
spatial correlations of the tensor fields of elastic moduli were computed according
to Equation (2.43), which required the use of (2.39)–(2.42).
There are a total of 21 independent correlations—6 auto-correlations and 15
cross-correlations—on account of the major symmetry (ρprstijkl = ρ
ijkl
prst) inherent in
the correlation coefficient (Table 3.4).
Table 3.4: Correlations of Cijkl and Sijkl.
ρ 1111 1122 1112 2222 2212 1212
1111 auto cross cross cross cross cross
1122 auto cross cross cross cross
1112 auto cross cross cross
2222 auto cross cross
2212 Sym auto cross
1212 auto
In this thesis, the correlation coefficient is a tensor-valued field which was mea-
sured with respect to a single coordinate system {X, ej}, where the unit vectors
ej represent an orthonormal basis. It is possible, of course, to measure the field
with respect to another coordinate system {Xˆ, eˆi}, which is connected to the first
according to a passive transformation subject to the SO(2) group
xˆ = R · x or xˆi = Rijxj, (3.8)
where Rij are the direction cosines between the respective axes of the two frames.
Additionally, due to the nature of the correlation itself, the rotation of the coordi-
nate system necessitates a simultaneous rotation of the elastic tensors, at points
x1 and x2, between which the correlation is being made:
Cijkl(x1)→ Cˆabcd(x1) and Cprst(x2)→ Cˆefgh(x2).
One of the primary reasons for mentioning these rotations is that we wanted to
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examine the correlation field for certain desirable properties of correlation func-
tions in general, namely homogeneity (which is related to stationarity), quadrant
symmetry, and isotropy. We emphasize that these properties refer to the field,
and are to be distinguished from any properties of the material itself. When we
do this, we are in a sense examining the invariance properties of the field. In order
to look for these properties, the following steps were taken.
The correlations were generalized such that they could be computed as a func-
tion of relative distance, or spacing, rather than fixed spatial locations in the
material. We defined the parameter
ξ = x2 − x1 (3.9)
to be the vector drawn from the center of the first mesodomain to the center
of the second, where x1 and x2 are the positions of the two mesodomains at
A and B, respectively, whose elastic tensors were being correlated (Figure 3.9).
Without loss of generality, the location of the first mesodomain was set at the
origin, x1 = 0, so that x2 = 0 + ξ = ξ. The Euclidean norm, or magnitude, of ξ
is defined as
ξ = ‖ξ‖ = [(ξ1)2 + (ξ2)2] 12 , (3.10)
where (ξ1, ξ2) are the coordinates of ξ.
Transformations were performed on every correlation in which the second win-
dow was placed at some positive vertical distance in the x1–x2 plane, and not
only along the x1 axis (as in most of the cases we examined). For each pair of
mesodomains, local frames were established at their centers, aligned to the coor-
dinate system X (Figure 3.10). Both frames, along with the coordinate system,
were then rotated by the same angle α (Figure 3.11). We required α to be equal
to the angle θ formed by the location of the two mesodomains being correlated.
Physically, θ is the angle between the horizontal axis x1 of the global coordinate
system X and the imaginary line extending from the first mesodomain at the
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origin (x1 = 0) to the second mesodomain at x2 = ξ. In the present (2D) setting,
θ is therefore defined by
θ = arctan (ξ1, ξ2). (3.11)
As illustrated in Figure 3.12, every rotated correlation became a function of a new
spacing vector ξˆ (where ξˆ = R · ξ), which in every case was aligned with the xˆ1
axis of the rotated coordinate system.
This process was repeated for every pair of mesodomains, thus re-establishing
all correlations in the plane and effectively removing the directional dependence
of the original correlations. The resulting correlations throughout the plane were
then dependent solely on the (invariant) magnitude ξ of the spacing vector. These
transformations allowed us to to check for quadrant symmetry and isotropy by al-
lowing a comparison to be made between the original and transformed correlation
fields.
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x2 
x1 
B 
ξ 
A 
Figure 3.9: Mesodomains A and B separated by vector ξ.
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x2 
x1 
θ 
B 
ξ 
A 
x2'' 
x1'' 
x2' 
x1' 
Figure 3.10: Local frames, X ′ and X ′′, are assigned to each mesodomain.
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x2 
x1 
θ 
B 
ξ 
x1 
^ 
x2 
^ 
A 
α 
x2'' 
^ 
x1'' 
^ 
x2' 
^ 
x1' 
^ 
Figure 3.11: The coordinate system and the local frames are then all rotated by
the same angle α.
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θ 
A 
B 
x1 
x1 
^ 
x2 
x2 
^ 
ξ 
^ 
Figure 3.12: The original coordinate system X has been rotated by an angle θ to
obtain a transformed system Xˆ. The mesodomains can now be correlated as a
function of spacing along the xˆ1 axis.
42
Chapter 4
Results and Discussion
In the previous chapter, a random two-phase composite material was modeled as
a binary checkerboard. The parameters describing the material were varied, and
mesoscale moduli and their spatial correlations were computed for each combina-
tion of parameters. The results of these computations are presented and discussed
below.
4.1 Mesoscale Stiffness
We may begin by considering the stiffness tensors of the homogeneous constituents
at the microscale. To lay the groundwork for further analysis, we focus temporarily
on one particular case: v
(s)
f = 0.50 and α = 2, at mesoscale δ = 20, for N = 250
realizations.
Having already assumed that both of the phases are homogeneous and isotropic,
where values of E(c) = 100e3, ν(c) = 0.30,1 and ν(s) = 0.30 were assigned (Table
3.3), we get
C
(c)
δ=1 ∼ C(c) =

1.3462 0.5769 0
1.3462 0
Sym 0.3846
× 105
and
C
(s)
δ=1 ∼ C(s) =

2.6923 1.1538 0
2.6923 0
Sym 0.7692
× 105
1These values correspond to K = 8.3333e4 for the bulk modulus and µ = 3.8462e4 for the
shear modulus (of the compliant phase).
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for the compliant phase and the stiff phase, respectively.
Next, we can compare these baseline values with the stiffness of the composite
at the mesoscale for multiple realizations. Figure 4.1 shows the results from many
realizations for each of the 6 components of the stiffness tensorCdδ=20, as a function
of spacing along x1. It is clear that the values of mesoscale stiffness fall between
the bounds provided by the corresponding components of the stiffness tensors of
the compliant and stiff phases at the microscale. It is important to point out here
that the apparent stiffness of the composite is not the same as taking a volume
average of the stiffness of the constituents over the mesodomain.2
By selecting a few points along x1 in one of these plots, say C1111, we can
examine and compare distributions from the set of realizations at certain locations.
Histograms of C1111 for 5 evenly spaced points, starting at x1 = 0 (or ξ = 0), are
shown in Figure 4.2. The data at all points appear to follow a normal distribution,
which is to be expected according to the central limit theorem.
One can gain a clearer picture of the spatial variation of the stiffness tensor
by viewing the outcome for shifts of the window along two dimensions of a single
realization. For this case, we maintain δ = 20 but now focus on the parameter
combination v
(s)
f = 0.41 and α = 2. With reference to Figure 4.3, as the location
of the mesoscale window (red) varies within the finite region shown in blue, the
field of mesoscale stiffness, shown in Figure 4.4, is obtained.
At this point, we turn to the two-point statistics in order to conduct further
analysis of the stiffness tensor fields.
2Which, in the present case, where v
(s)
f = 0.50, would simply be the arithmetic mean:
Cijkl =
1
V
∫
Cijkl(x)dV = v
(c)
f C
(c)
ijkl + v
(s)
f C
(s)
ijkl =
1
2
[
C
(c)
ijkl + C
(s)
ijkl
]
.
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Figure 4.1: Stiffness components Cijkl, plotted as a function of spacing ξ along
x1 for v
(s)
f = 0.50, α = 2, δ = 20, and N = 250, using UKBC. Thick lines
designate the mean (solid) and ±1 standard deviation from the mean (dashed).
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Figure 4.2: Histograms of C1111 at 5 values of spacing ξ along x1 for v
(s)
f = 0.50,
α = 2, δ = 20, and N = 250.
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Figure 4.3: Mesoscale window (red frame) being shifted in both x1 and x2
within a given range (blue frame) on a single realization of the microstructure.
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Figure 4.4: The resulting field of stiffness Cδ(x) for a single realization when the
mesoscale window is shifted along both x1 and x2 (v
(s)
f = 0.41, α = 2, δ = 20).
Six plots, one for each component of the tensor, are required to capture the field.
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4.1.1 Spatial Correlations at a Single Point (Many Materials)
We now focus on spatial correlations of the mesoscale stiffness field Cδ(ω,x) ob-
tained from UKBC. In order to get a precise estimate of the strength of the
dependencies among the components of the stiffness tensor at some arbitrary lo-
cation in the composite material, we observe the correlations between overlapping
mesoscale windows (x1 = x2)—i.e., with no spacing (ξ = 0) between windows.
Numerical results of these correlations for various v
(s)
f and α are provided in
Tables 4.1–4.5 on the following pages. Results are not provided for ρ12121212 since, for
every v
(s)
f and α, they were all equal to 1. These results are based on N = 1000
realizations of each random material, at a fixed mesoscale of δ = 20.
Observations. Based on these results, we make the following observations.
1. Auto-correlations always have a value of 1.
2. Cross-correlations always have a value less than 1.
3. Six correlations—namely, ρ11221111, ρ
2222
1111, ρ
1212
1111, ρ
2222
1122, ρ
1212
1122, and ρ
1212
2222—exhibit
a strong decreasing trend with increasing α. Furthermore,
(a) the strength of the trend varies with v
(s)
f ;
(b) peak values of ρprstijkl are observed at low v
(s)
f and low α; and
(c) the range of ρprstijkl is smallest at low α and largest at high α, and this
range varies with v
(s)
f for a fixed α.
4. All cross-correlations made with the (1112) and (2212) components of Cijkl
are nearly zero; additionally, they are always less than 0.14 with one excep-
tion:
(a) cross-correlation ρ22121112 exhibits a strong increasing trend with increasing
α, and its values range between 0.60 and 1.00 for all v
(s)
f and α.
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Table 4.1: Correlations ρprst1111 at ξ = 0 (δ = 20, N = 1000).
v
(s)
f (%) α ρ
1111
1111 ρ
1122
1111 ρ
1112
1111 ρ
2222
1111 ρ
2212
1111 ρ
1212
1111
10
2 1.0000 0.9928 -0.0475 0.9842 0.0097 0.9918
10 1.0000 0.9105 -0.0600 0.8886 -0.0114 0.9298
100 1.0000 0.6668 -0.0799 0.6086 -0.0070 0.8006
1000 1.0000 0.6421 -0.0753 0.4487 0.0091 0.7862
25
2 1.0000 0.9872 -0.0267 0.9682 0.0448 0.9845
10 1.0000 0.8675 -0.0081 0.7883 0.0418 0.8870
100 1.0000 0.5261 0.0541 0.4242 0.0847 0.6623
1000 1.0000 0.4517 0.0601 0.2661 0.0994 0.5874
41
2 1.0000 0.9841 0.0148 0.9559 0.0219 0.9792
10 1.0000 0.8561 0.0153 0.7318 0.0558 0.8505
100 1.0000 0.5519 0.0039 0.4290 0.0830 0.6667
1000 1.0000 0.4079 -0.0055 0.2062 0.0615 0.5594
50
2 1.0000 0.9826 0.0274 0.9512 0.0549 0.9767
10 1.0000 0.8540 0.0378 0.7029 0.0728 0.8359
100 1.0000 0.6395 0.0274 0.4818 0.0760 0.6973
1000 1.0000 0.4991 0.0033 0.2979 0.0572 0.6170
59
2 1.0000 0.9829 0.0318 0.9544 0.0704 0.9764
10 1.0000 0.8673 0.0413 0.7227 0.0891 0.8372
100 1.0000 0.7170 0.0223 0.5814 0.0802 0.7340
1000 1.0000 0.6545 0.0214 0.4978 0.0765 0.7087
max 1.0000 0.9928 0.0601 0.9842 0.0994 0.9918
min 1.0000 0.4079 -0.0799 0.2062 -0.0114 0.5594
∆ 0.0000 0.5849 0.1400 0.7780 0.1108 0.4324
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Table 4.2: Correlations ρprst1122 at ξ = 0 (δ = 20, N = 1000).
v
(s)
f (%) α ρ
1122
1122 ρ
1112
1122 ρ
2222
1122 ρ
2212
1122 ρ
1212
1122
10
2 1.0000 -0.0452 0.9933 0.0092 0.9980
10 1.0000 -0.0434 0.9069 0.0049 0.9648
100 1.0000 -0.0652 0.4396 0.0740 0.9148
1000 1.0000 -0.0654 0.3073 0.0901 0.9103
25
2 1.0000 -0.0327 0.9876 0.0425 0.9982
10 1.0000 -0.0329 0.8595 0.0408 0.9584
100 1.0000 -0.0389 0.3875 0.1080 0.8844
1000 1.0000 -0.0431 0.2454 0.1240 0.8794
41
2 1.0000 0.0067 0.9826 0.0131 0.9979
10 1.0000 0.0071 0.8408 0.0383 0.9471
100 1.0000 0.0182 0.5096 0.0948 0.8264
1000 1.0000 -0.0077 0.3176 0.1039 0.8328
50
2 1.0000 0.0219 0.9808 0.0503 0.9975
10 1.0000 0.0409 0.8366 0.0814 0.9417
100 1.0000 0.0353 0.5905 0.1299 0.8025
1000 1.0000 -0.0006 0.4210 0.1316 0.8011
59
2 1.0000 0.0340 0.9841 0.0681 0.9974
10 1.0000 0.0551 0.8777 0.0795 0.9437
100 1.0000 0.0459 0.7349 0.0867 0.8100
1000 1.0000 0.0382 0.6655 0.1052 0.7783
max 1.0000 0.0551 0.9933 0.1316 0.9982
min 1.0000 -0.0654 0.2454 0.0049 0.7783
∆ 0.0000 0.1205 0.7479 0.1267 0.2199
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Table 4.3: Correlations ρprst1112 at ξ = 0 (δ = 20, N = 1000).
v
(s)
f (%) α ρ
1112
1112 ρ
2222
1112 ρ
2212
1112 ρ
1212
1112
10
2 1.0000 -0.0523 0.6646 -0.0471
10 1.0000 -0.0537 0.8026 -0.0572
100 1.0000 0.0123 0.9070 -0.0454
1000 1.0000 0.0497 0.9023 -0.0369
25
2 1.0000 -0.0388 0.6238 -0.0303
10 1.0000 -0.0384 0.6730 -0.0233
100 1.0000 0.0036 0.8416 -0.0099
1000 1.0000 0.0197 0.8581 -0.0131
41
2 1.0000 0.0060 0.6581 0.0102
10 1.0000 0.0192 0.6666 0.0164
100 1.0000 0.0361 0.7786 -0.0129
1000 1.0000 0.0091 0.8164 -0.0267
50
2 1.0000 0.0277 0.6324 0.0188
10 1.0000 0.0651 0.6487 0.0300
100 1.0000 0.1023 0.7476 0.0378
1000 1.0000 0.0844 0.7941 0.0074
59
2 1.0000 0.0304 0.6321 0.0340
10 1.0000 0.0515 0.6340 0.0525
100 1.0000 0.0843 0.7075 0.0566
1000 1.0000 0.0927 0.7545 0.0605
max 1.0000 0.1023 0.9070 0.0605
min 1.0000 -0.0537 0.6238 -0.0572
∆ 0.0000 0.1560 0.2832 0.1177
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Table 4.4: Correlations ρprst2222 at ξ = 0 (δ = 20, N = 1000).
v
(s)
f (%) α ρ
2222
2222 ρ
2212
2222 ρ
1212
2222
10
2 1.0000 0.0055 0.9924
10 1.0000 -0.0142 0.9274
100 1.0000 -0.0061 0.6521
1000 1.0000 -0.0000 0.5632
25
2 1.0000 0.0393 0.9850
10 1.0000 0.0311 0.8862
100 1.0000 0.0335 0.5821
1000 1.0000 0.0419 0.4515
41
2 1.0000 0.0115 0.9775
10 1.0000 0.0272 0.8424
100 1.0000 0.0405 0.6288
1000 1.0000 0.0208 0.4764
50
2 1.0000 0.0506 0.9741
10 1.0000 0.0732 0.8224
100 1.0000 0.1113 0.6734
1000 1.0000 0.0999 0.5646
59
2 1.0000 0.0552 0.9774
10 1.0000 0.0492 0.8369
100 1.0000 0.0715 0.7247
1000 1.0000 0.0890 0.6854
max 1.0000 0.1113 0.9924
min 1.0000 -0.0142 0.4515
∆ 0.0000 0.1255 0.5409
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Table 4.5: Correlations ρprst2212 at ξ = 0 (δ = 20, N = 1000).
v
(s)
f (%) α ρ
2212
2212 ρ
1212
2212
10
2 1.0000 0.0076
10 1.0000 -0.0021
100 1.0000 0.0600
1000 1.0000 0.0768
25
2 1.0000 0.0404
10 1.0000 0.0433
100 1.0000 0.1121
1000 1.0000 0.1282
41
2 1.0000 0.0124
10 1.0000 0.0329
100 1.0000 0.0590
1000 1.0000 0.0669
50
2 1.0000 0.0470
10 1.0000 0.0626
100 1.0000 0.0952
1000 1.0000 0.0909
59
2 1.0000 0.0719
10 1.0000 0.0996
100 1.0000 0.1053
1000 1.0000 0.1125
max 1.0000 0.1282
min 1.0000 -0.0021
∆ 0.0000 0.1303
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4.1.2 Spatial Correlations along One Dimension (One Material)
Next, we consider how the correlations vary in a single direction along a given
material. Results were obtained for N = 250 realizations of the material with
v
(s)
f = 50 and α = 2, using UKBC, at δ = 20 (Figures 4.5–4.10). These correlations
were made at 5 values of spacing along the x1 axis: ξ = {0, 5, 10, 15, 20}.
In Section 4.2 below, results obtained from USBC will be compared with the
results obtained from UKBC presented here.
Observations. Based on these results, we make the following observations.
1. Several components of ρprstijkl seem to be nearly overlapping.
2. The correlations ρprstijkl appear fairly linear as a function of spacing ξ. Devi-
ations from linearity are likely due to the limited number of samples/real-
izations.
3. Also due to the limited number of samples, the correlation at ξ = L (i.e.,
the distance at which the windows cease to overlap) has not stabilized to 0,
even though we know that it should by theoretical arguments.
4. All cross-correlations made with the (1112) and (2212) components of Cijkl
are nearly zero, with the exception of cross-correlation ρ22121112, which appears
to decrease linearly from approximately 0.63 to 0 with increasing ξ.
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Figure 4.5: Correlations ρprst1111 as a function of spacing ξ along x1 for v
(s)
f = 50
and α = 2 (δ = 20, N = 250, UKBC).
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Figure 4.6: Correlations ρprst1122 as a function of spacing ξ along x1 for v
(s)
f = 50
and α = 2 (δ = 20, N = 250, UKBC).
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Figure 4.7: Correlations ρprst1112 as a function of spacing ξ along x1 for v
(s)
f = 50
and α = 2 (δ = 20, N = 250, UKBC).
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Figure 4.8: Correlations ρprst2222 as a function of spacing ξ along x1 for v
(s)
f = 50
and α = 2 (δ = 20, N = 250, UKBC).
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Figure 4.9: Correlations ρprst2212 as a function of spacing ξ along x1 for v
(s)
f = 50
and α = 2 (δ = 20, N = 250, UKBC).
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Figure 4.10: Correlations ρprst1212 as a function of spacing ξ along x1 for v
(s)
f = 50
and α = 2 (δ = 20, N = 250, UKBC).
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4.1.3 Spatial Correlations along One Dimension (Many Materials)
Again we focus on correlations for shifts in a single direction on a material. Here,
however, we are interested in the effects on the correlations due to variations in
material properties, namely volume fraction v
(s)
f and stiffness contrast α.
The following results were obtained for several different combinations of v
(s)
f and
α, all at δ = 20, for N = 250 realizations of each material (Figures 4.11–4.31). In
every case, the correlations were made at 5 values of spacing along the x1 axis:
ξ = {0, 5, 10, 15, 20}.
Observations. Based on these results, we make the following observations.
1. With the exception of cross-correlations made with the (1112) and (2212)
components, correlations ρprstijkl
(
x, v
(s)
f , α
)
generally
(a) appear to be linear at low α for all v
(s)
f ;
(b) appear to become nonlinear at high α at low volume fractions, yet to
become increasingly linear as v
(s)
f increases.
2. In general, cross-correlations made with the (1112) and (2212) components
are nearly zero for every α and v
(s)
f . However,
(a) auto- and cross-correlations between the (1112) and (2212) components
are highly nonlinear for every α and v
(s)
f .
3. All correlations approach 0 as ξ → L (i.e., as windows cease to overlap);
however, deviations from 0 at ξ = L appear to be due to a finite number of
realizations.
4. In general, the strength of the correlations appears to become weaker with
increasing α for all v
(s)
f .
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Figure 4.11: Auto-correlation ρ11111111 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.12: Cross-correlation ρ11221111 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.13: Cross-correlation ρ11121111 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.14: Cross-correlation ρ22221111 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.15: Cross-correlation ρ22121111 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.16: Cross-correlation ρ12121111 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.17: Auto-correlation ρ11221122 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.18: Cross-correlation ρ11121122 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.19: Cross-correlation ρ22221122 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.20: Cross-correlation ρ22121122 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.21: Cross-correlation ρ12121122 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.22: Auto-correlation ρ11121112 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.23: Auto-correlation ρ22221112 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.24: Auto-correlation ρ22121112 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.25: Cross-correlation ρ12121112 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.26: Auto-correlation ρ22222222 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.27: Auto-correlation ρ22122222 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
76
−1
−0.5
0
0.5
1
α = 2, vf = 0.10 α = 2, vf = 0.25 α = 2, vf = 0.41 α = 2, vf = 0.50 α = 2, vf = 0.59
−1
−0.5
0
0.5
1
α = 10, vf = 0.10 α = 10, vf = 0.25 α = 10, vf = 0.41 α = 10, vf = 0.50 α = 10, vf = 0.59
−1
−0.5
0
0.5
1
α = 100, vf = 0.10 α = 100, vf = 0.25 α = 100, vf = 0.41 α = 100, vf = 0.50 α = 100, vf = 0.59
0 10 20
−1
−0.5
0
0.5
1
α = 1000, vf = 0.10
0 10 20
α = 1000, vf = 0.25
0 10 20
α = 1000, vf = 0.41
0 10 20
α = 1000, vf = 0.50
0 10 20
α = 1000, vf = 0.59
Figure 4.28: Cross-correlation ρ12122222 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.29: Auto-correlation ρ22122212 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.30: Cross-correlation ρ12122212 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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Figure 4.31: Auto-correlation ρ12121212 as a function of spacing ξ along x1 for
various α and v
(s)
f (δ = 20, N = 250, UKBC).
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4.1.4 Spatial Correlations along Two Dimensions (One Material)
The following correlations cover all possible placements, or “shifts”, of the sec-
ond window in the x1–x2 plane. Since the computations for these particular
correlations were highly time-consuming,3 results were only obtained for a single
combination of parameters, v
(s)
f = 0.41 and α = 2, for δ = 20 and N = 250
realizations.
First, we present the “raw” results of the correlation field ρprstijkl (Figures 4.32–
4.37), in which the local frames of each mesodomain maintain the same orientation
as the global coordinate system imposed on the material.
Next, we present the rotated correlation field ρˆprstijkl for comparison (Figures 4.38–
4.43), in order to check for homogeneity (stationarity), quadrant symmetry, and
isotropy.
Observations. Based on these results, we make the following observations.
1. In general, the rotations of ρprstijkl affect only the correlations made with the
(1112) and (2212) components.
2. All cross-correlations made with (not between) the (1112) and (2212) com-
ponents are nearly zero for shifts throughout the x1–x2 plane.
3. In general, the correlation surfaces ρprstijkl
(
x, v
(s)
f , α
)
and their contours:
(a) match the results for the anti-plane case reported in [6], such that
(b) with the exception of cross-correlations made with the (1112) and
(2212) components, these surfaces display a mismatch in strength along
the x1 and x2 axes, suggesting an elliptical correlation structure; and
3Each simulation in ABAQUS took approximately 12-15 seconds to run. In the present
case, 600,000 tests were required—400 window placements (20 locations along x1 for each of 20
locations along x2), 6 tests at each location, and 250 realizations), for a total of 2000-2500 hours
of computing time on a single computer. Results were obtained more quickly by running up to
3 simulations simultaneously on the 2 computers listed in Section 3.2.1.
81
(c) auto- and cross-correlations made with the (1112) and (2212) compo-
nents appear to have an isotropic correlation structure.
4. The transformed correlations ρˆprstijkl involving the (1112) and (2212) compo-
nents all exhibit some type of “twisting” phenomenon, which is likely due
to a limited number of realizations.
5. All correlations approach 0 as the spacing approaches the window size
(ξ → L) and are practically 0 when the windows finally cease to overlap
(ξ ≥ L).
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Figure 4.32: Correlations ρprst1111 as a function of spacing ξ in the x1–x2 plane
(v
(s)
f = 0.41, α = 2, δ = 20, N = 250, UKBC).
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Figure 4.33: Correlations ρprst1122 as a function of spacing ξ in the x1–x2 plane
(v
(s)
f = 0.41, α = 2, δ = 20, N = 250, UKBC).
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Figure 4.34: Correlations ρprst1112 as a function of spacing ξ in the x1–x2 plane
(v
(s)
f = 0.41, α = 2, δ = 20, N = 250, UKBC).
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Figure 4.35: Correlations ρprst2222 as a function of spacing ξ in the x1–x2 plane
(v
(s)
f = 0.41, α = 2, δ = 20, N = 250, UKBC).
86
0
10
20
0
10
20
−1
−0.5
0
0.5
1
x1x2
(a) ρ22122212
0
10
20
0
10
20
−1
−0.5
0
0.5
1
x1x2
(b) ρ12122212
Figure 4.36: Correlations ρprst2212 as a function of spacing ξ in the x1–x2 plane
(v
(s)
f = 0.41, α = 2, δ = 20, N = 250, UKBC).
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Figure 4.37: Auto-correlation ρ12121212 as a function of spacing ξ in the x1–x2 plane
(v
(s)
f = 0.41, α = 2, δ = 20, N = 250, UKBC).
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Figure 4.38: Rotated correlations ρˆprst1111 as a function of spacing ξ in the x1–x2
plane (v
(s)
f = 0.41, α = 2, δ = 20, N = 250, UKBC).
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Figure 4.39: Rotated correlations ρˆprst1122 as a function of spacing ξ in the x1–x2
plane (v
(s)
f = 0.41, α = 2, δ = 20, N = 250, UKBC).
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Figure 4.40: Rotated correlations ρˆprst1112 as a function of spacing ξ in the x1–x2
plane (v
(s)
f = 0.41, α = 2, δ = 20, N = 250, UKBC).
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Figure 4.41: Rotated correlations ρˆprst2222 as a function of spacing ξ in the x1–x2
plane (v
(s)
f = 0.41, α = 2, δ = 20, N = 250, UKBC).
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Figure 4.42: Rotated correlations ρˆprst2212 as a function of spacing ξ in the x1–x2
plane (v
(s)
f = 0.41, α = 2, δ = 20, N = 250, UKBC).
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Figure 4.43: Rotated auto-correlation ρˆ12121212 as a function of spacing ξ in the
x1–x2 plane (v
(s)
f = 0.41, α = 2, δ = 20, N = 250, UKBC).
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4.1.5 Convergence Plots
Since we used a Monte Carlo method in our approach, it is desirable to know how
well the correlations were being approximated. To this end, plots were generated
in order to monitor the evolution of the correlation, at a particular point in space,
for an increasing number of realizations.
Convergence plots of ρ11111111 and ρ
2222
1111 are provided here for v
(s)
f = 0.10 at δ = 20,
where we compare contrasts α = 2 (Figure 4.44) and α = 100 (Figure 4.45).
These plots are typical in the sense that they are representative of similar plots
of ρprstijkl (x, v
(s)
f , α). Therefore, the observations below should apply generally to all
of the results already presented above in Sections 4.1.1–4.1.4.
Observations. Based on these results, we make the following observations.
1. As expected, convergence toward a stable value of ρprstijkl (x) was observed as
the number of realizations increased.
2. Auto-correlations at ξ = 0 never fluctuate and always take a value of 1
independent of the number of realizations.
3. In general, the values of ρprstijkl (x) seem to stabilize between 500-700 real-
izations, even for high contrasts (α); lower α’s, however, appear to require
fewer realizations to achieve stability. It is important to point out that
this observation, in particular, has clear implications for the results already
reported.
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Figure 4.44: Convergence plots of ρ11111111 at 5 different values of spacing ξ along
the x1 axis, comparing α = 2 and α = 100 (v
(s)
f = 0.10, δ = 20).
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Figure 4.45: Convergence plots of ρ22221111 at 5 different values of spacing ξ along
the x1 axis, comparing α = 2 and α = 100 (v
(s)
f = 0.10, δ = 20).
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4.2 Mesoscale Compliance
Next, we turn to mesoscale compliance, and continue our analysis.
Repeating what was done above for stiffness, we get
S
(c)
δ=1 ∼ S(c) =

0.9100 −0.3900 0
0.9100 0
Sym 2.6000
× 105
and
S
(s)
δ=1 ∼ S(s) =

0.4550 −0.1950 0
0.4550 0
Sym 1.3000
× 105
for the compliance matrices of the compliant and stiff phases, respectively.
Next, we can compare these values with the compliance of the composite at
the mesoscale for multiple realizations. Figure 4.46 shows the results from 250
realizations for each of the 6 components of the compliance tensor Stδ=20, as a
function of spacing along x1. It is clear that the values of mesoscale compliance
fall between the bounds provided by the corresponding values of the two phases
at the microscale.
Another comparison can be made by inverting St to obtain Ct, such that, for
the present case of δ = 20,
Ctδ=20 ∼ Ct =
[
St
]−1 ∼ [Stδ=20]−1 .
Figure 4.47 shows the same results as before, but now for each of the 6 components
of the stiffness tensor Ctδ=20 as a function of spacing along x1, thus allowing for a
direct comparison between stiffness computed by UKBC and stiffness computed
by UKBC (Figure 4.1). As expected, it is clear that the computed values of Ctδ=20
using USBC provide the lower bound to stiffness at the mesoscale, while those for
Cdδ=20 using UKBC provide the upper bound.
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Figure 4.46: Compliance components Sijkl, plotted as a function of spacing ξ
along x1 for v
(s)
f = 0.50, α = 2, δ = 20, and N = 250, using USBC. Thick lines
designate the mean (solid) and ±1 standard deviation from the mean (dashed).
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Figure 4.47: Stiffness components Cijkl, plotted as a function of spacing ξ along
x1 for v
(s)
f = 0.50, α = 2, δ = 20, and N = 250, using USBC. Thick lines
designate the mean (solid) and ±1 standard deviation from the mean (dashed).
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4.2.1 Spatial Correlations along One Dimension (One Material)
We report here the results for correlations of Cijkl are based on compliance results
using USBC (St), from which the elastic tensor was computed: Ct = [St]
−1
. The
correlations were made at spacing values of ξ = {0, 5, 10, 15, 20} along the x1 axis.
Results were obtained for N = 250 realizations of v
(s)
f = 0.50 and α = 2, using
USBC, at δ = 20.
We note that Figures 4.48–4.53 below can be compared with those in Section
4.1.2.
Observations. Based on these results, we make the following observations.
1. The results presented here are nearly identical to those presented in Section
4.1.2; therefore, the same observations can be applied to these results, with
one exception:
(a) cross-correlation ρ22121112 is not as strong here as the result from UKBC.
2. These similarities should provide confidence that correlations obtained by
UKBC and USBC will exhibit nearly identical results.
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Figure 4.48: Correlations ρprst1111 as a function of spacing ξ along x1 for v
(s)
f = 0.50
and α = 2 (δ = 20, N = 250, USBC).
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Figure 4.49: Correlations ρprst1122 as a function of spacing ξ along x1 for v
(s)
f = 0.50
and α = 2 (δ = 20, N = 250, USBC).
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Figure 4.50: Correlations ρprst1112 as a function of spacing ξ along x1 for v
(s)
f = 0.50
and α = 2 (δ = 20, N = 250, USBC).
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Figure 4.51: Correlations ρprst2222 as a function of spacing ξ along x1 for v
(s)
f = 0.50
and α = 2 (δ = 20, N = 250, USBC).
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Figure 4.52: Correlations ρprst2212 as a function of spacing ξ along x1 for v
(s)
f = 0.50
and α = 2 (δ = 20, N = 250, USBC).
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Figure 4.53: Correlations ρprst1212 as a function of spacing ξ along x1 for v
(s)
f = 0.50
and α = 2 (δ = 20, N = 250, USBC).
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Chapter 5
Conclusions
5.1 Summary
We conclude by giving a summary of the presentation contained herein.
Our primary goal in this thesis was to help continue and develop the work of
M. Ostoja-Starzewski by performing a 2D analysis of a random material at the
mesoscale, in order to work toward developing correlation functions to be used
for generating tensor-valued random fields of elastic moduli with a microstruc-
tural basis for stochastic multiscale finite element methods. Future studies will
certainly include more realistic (and complex) microstructures and will seek to
obtain results for the most general case—three dimensions.
First, we provided a background to our research in Chapter 2, in order to situate
our methods and results within a meaningful context.
Next, we described our methods in Chapter 3. Following the approach and using
the methods proposed by M. Ostoja-Starzewski, we have considered variations of
a planar two-phase microstructure for a simple random material, modeled as a
binary checkerboard. These microstructures were spatially equivalent to white
noise of different volume fractions (i.e., black-to-white ratios). The phases of
the material were assigned different elastic moduli, though both were assumed
to be homogeneous and isotropic. Realizations of the material were generated
in a Monte Carlo fashion, and then sections of the material were “tested” using
ABAQUS in order to obtain tensor-valued fields of apparent moduli.
Finally, we presented our results in Chapter 4: fourth-rank tensor fields of
moduli at the mesoscale and eighth-rank spatial correlations of these fields. At
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a given mesoscale, two fields of moduli—stiffness and compliance—are required
to bound the response of any material; we obtained fields of stiffness for all cases
considered, yet we obtained fields of compliance for only one case due to time
constraints and owing to the fact that the correlation results from both fields
appeared very similar. One-point and two-point spatial statistics of these moduli
were obtained for each variation of the random material.
Future work, focusing on more realistic microstructures, will be proposed in the
next chapter.
The main observations of the results can now be summarized:
 Using the principles of micromechanics, we have effectively computed the
correlation structure of fourth-rank tensor fields of elastic moduli, stiffness
and compliance, for a planar, two-phase microstructure at a given mesoscale.
 Our results have shown that, in general, tensor fields of mesoscale moduli
C = C
(
ω,x, δ, v
(s)
f , α
)
and S = S
(
ω,x, δ, v
(s)
f , α
)
for a binary checkerboard model appear to be a function of the 5 parameters
considered: ω is a realization of the random material from the sample space,
x is a location on the material, δ is the size of the mesoscale, v
(s)
f is the
volume fraction of the stiff phase, and α is the contrast in stiffness between
stiff and compliant phases.
 In our analysis of these fields, the correlation coefficients
ρ = ρ
(
ξ, δ, v
(s)
f , α
)
for the same model appear to be a function of the 4 parameters considered,
where ξ is the center-to-center spacing between mesodomains (ξ = x2 − x1).
 A more thorough analysis of the probability space would remove any doubt
as to whether these fields and their correlations are truly a function of all the
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parameters listed here, and should clarify ρ’s dependence on the remaining
parameters.
 Based on our results, we note the following features of ρ:
1. Correlations at a single point in space (ξ = 0) either always have a
value of 1, in the case of auto-correlations, or always have a value less
than 1, in the case of cross-correlations.
2. All the cross-correlations with (not between) the (1112) and (2212)
components of Cijkl (or Sijkl) are practically 0.
3. Independent of volume fraction, the correlations appear linear at low α
but tend to become nonlinear at high α; linearity is restored, however,
at high v
(s)
f . Additionally, the strength of the correlations seems to
weaken as α increases, independent of v
(s)
f .
4. The correlations fall off to 0 with increasing ξ; in particular, the corre-
lations are practically 0 when the mesoscale windows cease to overlap
(ξ ≥ L), suggesting linear (but not otherwise) independence between
the components of the elastic tensor of non-overlapping mesodomains.
5. As demonstrated by the convergence plots, the number of realizations
has an effect on the stability (and reliability) of the results obtained.
Thus, the level of noise in the correlations decreased with an increas-
ing number of realizations. In general, it was found that at least 500
realizations were needed to obtain a reasonably stable approximation
of any component of ρ
(
ξ, δ, v
(s)
f , α
)
.
 Finally, we note that our results differ from conventional SFE methods
(mentioned in Section 2.4) and could not have been intuitively predicted
(as mentioned in Section 1.3).
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5.2 Theoretical Aspects
Analytical Correlation Functions. Using the results obtained in this thesis,
the next logical step is to formulate analytical correlation functions fitted to the
data. M. Ostoja-Starzewski presents and reviews several of the common functions
available for scalar random fields in both [1] and [7]. Since the results of this
research were obtained for a fixed mesoscale (δ = 20), the data set may need
to be expanded to include various other mesoscales in order to formulate these
functions.
Three Dimensions. The next major goal, of course, is to generalize the process
to three dimensions. Obtaining this goal may involve considerable time and effort,
given the extent of the work for the present 2D (plane strain) case, which focused
on a single mesoscale. Since the most time-consuming aspect of the research was
waiting for individual (ABAQUS) simulations to run,1 we recommend tapping
into the power available in the parallel-processing capabilities of a supercomputer.
Additionally, these simulations performed by ABAQUS generated gigabytes of
data, most of which was not used in the final analysis. A custom FE code might be
preferable; however, such a code would likely need to be checked by the processes
of verification and validation.
Additional Morphologies. Finally, we recommend repeating this analysis for
additional microstructure morphologies. A combination of additional models
(such as Voronoi tesselations) and even images of actual microstructures (ana-
lyzed for further use according to accepted methods, such as those proposed by
L. Wojnar [18]), would provide further insight into the problem.
1As mentioned previously, each simulation required approximately 12-15 seconds to run on
a single computer.
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5.3 Applications
Multiscale Stochastic Mechanics. Knowledge of one-point and two-point
statistics of the elastic compliance tensor Stδ and the elastic stiffness tensor C
d
δ
for various classes of materials (i.e., types of microstructures) should prove useful
in developing analytical functions for multiscale stochastic models. As mentioned
in Section 2.4, these statistics would allow for a rapid generation of stochastic
flexibility and stiffness matrices, L and K. These matrices would allow problems
of a stochastic nature, involving several length scales, to be solved.
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Chapter 6
Future Work: Toward More Realistic
Microstructures
In this chapter, we briefly extend our work to cover two additional microstruc-
ture models that move toward being more realistic. These models inherently have
greater complexity than the binary checkerboard used to model a two-phase com-
posite microstructure presented in Chapter 3. Each of these models is followed
by preliminary results of mesoscale stiffness and spatial correlations.
6.1 Microstructure II: Matrix-Inclusion Model
6.1.1 Model Formulation
The matrix-inclusion model makes us of the same checkerboard layout as before,
with one distinguishing feature: positive spacing r between every cell with a stiff
phases. The black cells of the checkerboard now resemble (stiff) inclusions within a
(compliant) matrix. In contrast to the Bernoulli lattice process used previously to
generate the binary checkerboard, this model is achieved by generating a binomial
point field with sequential inhibition.
A condition of minimum spacing between inclusions is specified according to the
center-to-center distance r between inclusions. Each time a point representing an
inclusion is assigned a random placement on the material, the condition is checked.
If the condition is not met, the point is tossed out and the process is repeated until
a desired volume fraction of inclusions is obtained. In this way, minimum spacing
between all inclusions is ensured, thus preventing any of them from touching or
overlapping.
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For a checkerboard, the minimum spacing can be defined in the following way.
Consider each square inclusion with side d as a circular inclusion with effective di-
ameter (D). With reference to Figure 6.1, the minimum center-to-center distance
rmin between inclusions can now be specified as a percentage p (%) of D:
rmin ≥ (100 + p)
100
D =
(
1 +
p
100
)√
2d. (6.1)
We assigned a minimum spacing of 20%, which evaluates to rmin ≥ 1.41 for a
grain size of d = 1. On the checkerboard, this value ensures that all inclusions are
surrounded by at least one cell of matrix material in every direction. A sample
realization with this spacing, for a 10% volume fraction of inclusions, is shown in
Figure 6.2.
To complete the model, the same material properties as in Table 3.3 were then
assigned to the (compliant) matrix and the (stiff) inclusions.
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Figure 6.1: Center-to-center distance between inclusions.
Figure 6.2: Sample realization of a matrix-inclusion composite material for
v
(i)
f = 10% and rmin ≥ 1.41.
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6.1.2 Preliminary Results
We first present the results of correlations as a function of spacing ξ for a matrix-
inclusion composite with v
(s)
f = 0.10 and α = 10 (Figures 6.3–6.8). These corre-
lations of Cijkl were made at spacing values of ξ = {0, 1, 2, . . . , 15} along the x1
axis. Results were obtained using UKBC at δ = 10 for N = 250 realizations of
the material. Convergence plots are included for ρ11111111 and ρ
1112
1111 (Figures 6.9 and
6.10).
Next, we present the results of correlations as a function of spacing ξ for the
same material, but now increasing the mesoscale to δ = 20 (Figures 6.11–6.16).
These correlations of Cijkl were made at spacing values of ξ = {0, 2, 4, . . . , 30}
along the x1 axis. Results were obtained using UKBC for N = 250 realizations
of the material. Convergence plots are included for ρ11111111 and ρ
1112
1111 (Figures 6.17
and 6.18).
Observations. Based on these results, we make the following observations.
1. As seen in the anti-plane analysis of matrix-inclusion composites without
overlap by [6], the correlations here also exhibit a “wavy” character.
2. Correlations at δ = 20 seem to be smoother than those at δ = 10.
3. There is overlap of several components of ρprstijkl .
4. At ξ = 0, auto-correlations are always 1, whereas cross-correlations always
have some value less than 1.
5. Correlations involving the (1112) and (2212) components are nearly zero for
all values of ξ, with the exception of ξ = 0.
6. At ξ > L, where the mesoscale windows cease to overlap, all correlations
are nearly zero.
7. Fluctuations, especially in correlations involving the (1112) and (2212) com-
ponents, are most likely due to a finite number of realizations.
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Figure 6.3: Correlations ρprst1111 as a function of spacing ξ along x1 for v
(s)
f = 0.10
and α = 10 (δ = 10, N = 250, UKBC).
 
 
0 5 10 15
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
ρ1122
1122
ρ1122
1112
ρ1122
2222
ρ1122
2212
ρ1122
1212
Figure 6.4: Correlations ρprst1122 as a function of spacing ξ along x1 for v
(s)
f = 0.10
and α = 10 (δ = 10, N = 250, UKBC).
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Figure 6.5: Correlations ρprst1112 as a function of spacing ξ along x1 for v
(s)
f = 0.10
and α = 10 (δ = 10, N = 250, UKBC).
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Figure 6.6: Correlations ρprst2222 as a function of spacing ξ along x1 for v
(s)
f = 0.10
and α = 10 (δ = 10, N = 250, UKBC).
113
  
0 5 10 15
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
ρ2212
2212
ρ2212
1212
Figure 6.7: Correlations ρprst2212 as a function of spacing ξ along x1 for v
(s)
f = 0.10
and α = 10 (δ = 10, N = 250, UKBC).
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Figure 6.8: Correlations ρprst1212 as a function of spacing ξ along x1 for v
(s)
f = 0.10
and α = 10 (δ = 10, N = 250, UKBC).
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Figure 6.9: Convergence plots of ρ11111111 at 5 different values of spacing ξ along the
x1 axis (v
(s)
f = 0.10, α = 10, δ = 10).
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Figure 6.10: Convergence plots of ρ11121111 at 5 different values of spacing ξ along
the x1 axis (v
(s)
f = 0.10, α = 10, δ = 10).
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Figure 6.11: Correlations ρprst1111 as a function of spacing ξ along x1 for v
(s)
f = 0.10
and α = 10 (δ = 20, N = 250, UKBC).
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Figure 6.12: Correlations ρprst1122 as a function of spacing ξ along x1 for v
(s)
f = 0.10
and α = 10 (δ = 20, N = 250, UKBC).
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Figure 6.13: Correlations ρprst1112 as a function of spacing ξ along x1 for v
(s)
f = 0.10
and α = 10 (δ = 20, N = 250, UKBC).
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Figure 6.14: Correlations ρprst2222 as a function of spacing ξ along x1 for v
(s)
f = 0.10
and α = 10 (δ = 20, N = 250, UKBC).
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Figure 6.15: Correlations ρprst2212 as a function of spacing ξ along x1 for v
(s)
f = 0.10
and α = 10 (δ = 20, N = 250, UKBC).
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Figure 6.16: Correlations ρprst1212 as a function of spacing ξ along x1 for v
(s)
f = 0.10
and α = 10 (δ = 20, N = 250, UKBC).
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Figure 6.17: Convergence plots of ρ11111111 at 5 different values of spacing ξ along
the x1 axis (v
(s)
f = 0.10, α = 10, δ = 20).
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Figure 6.18: Convergence plots of ρ11121111 at 5 different values of spacing ξ along
the x1 axis (v
(s)
f = 0.10, α = 10, δ = 20).
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6.2 Microstructure III: Advanced Models
6.2.1 Model Formulation
Regarding the modeling of multiscale media, there are two new correlation func-
tions available:
 the generalized Cauchy correlation function,
ρ(x) = (1 + xα)−β/α , 0 < α ≤ 2, β > 0; (6.2)
 and the Dagum correlation function,
ρ(x) = 1− (1 + x−β)−γ/β , 0 < β ≤ 1, 0 < γ ≤ 1, (6.3)
where α, β, and γ act as smoothing parameters. Sample realizations of scalar-
valued random fields generated with (6.2) and (6.3) using R statistical software,
and then plotted in MATLAB, are shown in Figures 6.19 and 6.20, respectively.
Scalar-valued random fields of stiffness, E = E(ω,x), were generated using the
generalized Cauchy function, where an exponential transformation
Eˆ(ω,x) = e[µ+σE(ω,x)], µ = 0, σ = 1 (6.4)
was applied. To simulate a random material, Poisson’s ratio was assigned a con-
stant value of ν = 0.25 at every x. These parameters correspond to a material
with central force interactions on very small scales. The same procedures as before
(described in Sections 3.2.2 and 3.2.3) were performed on the material to obtain
mesoscale moduli and spatial correlations of these moduli.
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(a) (b)
Figure 6.19: Sample material realizations of the Cauchy function with an
exponential transformation applied (generated in R, plotted in MATLAB).
(a) (b)
Figure 6.20: Sample material realizations of the Dagum function with an
exponential transformation applied (generated in R, plotted in MATLAB).
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6.2.2 Preliminary Results
We present results for two cases of the generalized Cauchy correlation function:
1. 500 realizations of the material with α = 1, β = 1, at a mesoscale of δ = 2,
for 11 window shifts ξ = {0, 1, . . . , 10} along the x1 axis (Figures 6.21–6.26);
2. 250 realizations of the material with α = 1, β = 1, at a mesoscale of δ = 20,
for 9 window shifts ξ = {0, 5, . . . , 40} along the x1 axis (Figures 6.29–6.34).
Observations. Based on these results, we make the following observations.
1. These correlations clearly exhibit long-range effects; in particular, auto- and
cross-correlations between components (1111), (2222), and (1212) remain
very strong even at large values of ξ.
2. There is tight overlap in some of the correlations.
3. The results do not seem to have converged, apparently due to a limited
number of realizations, for either δ = 2 or δ = 20; however, the results of
the latter case appear smoother than the former.
4. In both cases, correlations ρ11121112 and ρ
2212
1112 start at 1 and then approach 0 as
the mesoscale windows cease to overlap, after which they seem to oscillate
around 0 for increasing ξ.
122
  
0 2 4 6 8 10
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
ρ1111
1111
ρ1111
1122
ρ1111
1112
ρ1111
2222
ρ1111
2212
ρ1111
1212
Figure 6.21: Correlations ρprst1111 as a function of spacing ξ along x1 using UKBC
(δ = 2, N = 500).
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Figure 6.22: Correlations ρprst1122 as a function of spacing ξ along x1 using UKBC
(δ = 2, N = 500).
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Figure 6.23: Correlations ρprst1112 as a function of spacing ξ along x1 using UKBC
(δ = 2, N = 500).
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Figure 6.24: Correlations ρprst2222 as a function of spacing ξ along x1 using UKBC
(δ = 2, N = 500).
124
  
0 2 4 6 8 10
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
ρ2212
2212
ρ2212
1212
Figure 6.25: Correlations ρprst2212 as a function of spacing ξ along x1 using UKBC
(δ = 2, N = 500).
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Figure 6.26: Correlations ρprst1212 as a function of spacing ξ along x1 using UKBC
(δ = 2, N = 500).
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Figure 6.27: Convergence plots of ρ11111111 at 5 different values of spacing ξ along
the x1 axis (δ = 2).
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Figure 6.28: Convergence plots of ρ11121111 at 5 different values of spacing ξ along
the x1 axis (δ = 2).
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Figure 6.29: Correlations ρprst1111 as a function of spacing ξ along x1 using UKBC
(δ = 20, N = 250).
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Figure 6.30: Correlations ρprst1122 as a function of spacing ξ along x1 using UKBC
(δ = 20, N = 250).
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Figure 6.31: Correlations ρprst1112 as a function of spacing ξ along x1 using UKBC
(δ = 20, N = 250).
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Figure 6.32: Correlations ρprst2222 as a function of spacing ξ along x1 using UKBC
(δ = 20, N = 250).
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Figure 6.33: Correlations ρprst2212 as a function of spacing ξ along x1 using UKBC
(δ = 20, N = 250).
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Figure 6.34: Correlations ρprst1212 as a function of spacing ξ along x1 using UKBC
(δ = 20, N = 250).
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Figure 6.35: Convergence plots of ρ11111111 at 5 different values of spacing ξ along
the x1 axis (δ = 20).
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Figure 6.36: Convergence plots of ρ11121111 at 5 different values of spacing ξ along
the x1 axis (δ = 20).
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Appendix A
Source Code
Code was written in MATLAB to automate and perform the computations of
mesoscale stiffness and their correlations. This code is documented here.
A.1 Overview
The individual scripts and functions are listed and described in the tables below.
All files are listed in the order in which they are to be executed, since files and
data generated by earlier scripts provide inputs for subsequent scripts.
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Table A.1: MATLAB scripts written to automate procedures for computing
fields of mesoscale stiffness and spatial correlations of the fields, listed in order of
execution.
ID Script Name Description
1 makeFolders.m Create file structure
2 defineMaterial.m Define material
3 genMaterial.m Generate material
4 defineMesoscale.m Define mesoscale and window placements
5 genInputFiles.m Generate input files
6 makeAutoBat.m Create batch file to automate submission of
input files
7 reviewResults.m Review simulation results
8 obtainEnergy.m Automate process of obtaining total strain
energy from output files
9 computeStiffness.m Compute fields of stiffness
10 computeCC.m Compute correlation coefficients
Table A.2: MATLAB functions written to support certain scripts.
Parent ID Function Name Description
3 randomPtField.m Generate random points using a
Bernoulli lattice process
5 genWin.m Finds the material definition for a given
mesodomain
5 inputFilesUKBC.m Generate UKBC input files for a given
mesodomain
8 findEnergy.m Finds the total strain energy from an
ABAQUS output file
10 rotStiffness2d.m Transform a given stiffness tensor by a
rotation according to a specified angle
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A.2 MATLAB Scripts
Each script listed in Table A.1 is documented in this section.
A.2.1 Create File Structure (makeFolders.m)
1 % Creates the necessary folder structure for all files generated.
2
3 %% Initialize
4
5 clear; clc; close all;
6 tic
7
8 %% Define and create file locations
9
10 currentdir = pwd;
11 [pathstr, name, ext] = fileparts(currentdir);
12 parentdir = [pathstr '\'];
13 folders.root = parentdir;
14 folders.scripts = [folders.root 'scripts\'];
15 folders.settings = [folders.root 'settings\'];
16 folders.definitions = [folders.root 'definitions\'];
17 folders.material = [folders.root 'material\'];
18 folders.ABAQUS = [folders.root 'ABAQUS\'];
19 folders.bat = [folders.root 'batch\'];
20 folders.results = [folders.root 'results\'];
21 folders.rerun = [folders.root 'rerun\'];
22 folders.windows = [folders.root 'windows\'];
23
24 if isempty(dir(folders.root))
25 mkdir(folders.root)
26 end
27 if isempty(dir(folders.settings))
28 mkdir(folders.settings)
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29 end
30 if isempty(dir(folders.definitions))
31 mkdir(folders.definitions)
32 end
33 if isempty(dir(folders.material))
34 mkdir(folders.material)
35 end
36 if isempty(dir(folders.ABAQUS))
37 mkdir(folders.ABAQUS)
38 end
39 if isempty(dir(folders.bat))
40 mkdir(folders.bat)
41 end
42 if isempty(dir(folders.results))
43 mkdir(folders.results)
44 end
45 if isempty(dir(folders.rerun))
46 mkdir(folders.rerun)
47 end
48 if isempty(dir(folders.windows))
49 mkdir(folders.windows)
50 end
51
52 %% Save these parameters to a .MAT file and .TXT file
53
54 save([folders.settings 'fileLocations.mat'],'folders')
55
56 fid folders = fopen([folders.settings 'folders.txt'], 'w+');
57 fprintf(fid folders,'FILE LOCATIONS\n\n');
58 fprintf(fid folders,'root: <%s>\n',folders.root);
59 fprintf(fid folders,'scripts: <%s>\n',folders.scripts);
60 fprintf(fid folders,'settings: <%s>\n',folders.settings);
61 fprintf(fid folders,'definitions: ...
<%s>\n',folders.definitions);
62 fprintf(fid folders,'material: <%s>\n',folders.material);
63 fprintf(fid folders,'ABAQUS: <%s>\n',folders.ABAQUS);
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64 fprintf(fid folders,'bat: <%s>\n',folders.bat);
65 fprintf(fid folders,'results: <%s>\n',folders.results);
66 fprintf(fid folders,'rerun: <%s>\n',folders.rerun);
67 fprintf(fid folders,'windows: <%s>\n',folders.windows);
68 fclose(fid folders);
69
70 %% Display the final status to the command window
71
72 fprintf('\n')
73 fprintf('%s\n',datestr(now))
74 fprintf('File structure created and material defined.\n')
75 fprintf(' %s\n',folders.root)
76 toc
A.2.2 Define Material (defineMaterial.m)
1 % Defines the size and properties of the material.
2
3 %% Initialize
4
5 clear; clc; close all;
6 tic
7
8 %% Request parameters
9
10 disp('Requesting parameters ...')
11 load('..\settings\fileLocations.mat')
12
13 %% Material parameters
14
15 ID = '20120403 vf10 alpha10 seqinhibit';
16 materialType = 'SINGLESQR';
17 N = 1000; % number of material realizations
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18 rows = 80; % height of grid (vertical)
19 cols = 80; % width of grid (horizontal)
20 d = 1; % inclusion size
21 volFraction = 0.10; % inclusion volume fraction
22 contrast = 10;
23 emMatrix = 100e3; % [MPa]
24 nuMatrix = 0.3;
25 nuInclusions = 0.3;
26 label = sprintf('typ%s dim%iR%iC matset%s n%i',...
27 materialType,rows,cols,ID,N);
28 fieldWidth = num2str(round(log10(N)) + 1);
29
30 %% Save these parameters to a .MAT file and .TXT file
31
32 save([folders.definitions 'materialSetDefinition.mat'],...
33 'ID','materialType','N','d','rows','cols',...
34 'volFraction','contrast',...
35 'emMatrix','nuMatrix','nuInclusions','label','fieldWidth')
36
37 fid material = fopen([folders.definitions 'material.txt'], 'w+');
38 fprintf(fid material, 'MATERIAL DEFINITION\n\n');
39 fprintf(fid material, 'ID: %s\n',ID);
40 fprintf(fid material, 'Material Type: %s\n',materialType);
41 fprintf(fid material, '# of realizations (N): %i\n',N);
42 fprintf(fid material, 'Rows: %i\n',rows);
43 fprintf(fid material, 'Cols: %i\n',cols);
44 fprintf(fid material, 'Inclusion size (d): %i\n',d);
45 fprintf(fid material, 'Vol. Frac. (vf): %f\n',volFraction);
46 fprintf(fid material, 'Contrast (alpha): %f\n',contrast);
47 fprintf(fid material, 'E matrix: %f\n',emMatrix);
48 fprintf(fid material, 'nu matrix: %f\n',nuMatrix);
49 fprintf(fid material, 'nu inclusions: %f\n',nuInclusions);
50 fprintf(fid material, '\n');
51 fprintf(fid material, 'Label: %s\n',label);
52 fclose(fid material);
53
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54 %% Display the final status to the command window
55
56 fprintf('\n')
57 fprintf('%s\n',datestr(now))
58 fprintf('Material definition stored at:\n')
59 fprintf(' %s\n',folders.definitions)
60 toc
A.2.3 Generate Material (genMaterial.m)
1 % Creates realizations according to the material definition.
2
3 %% Initialize
4
5 clc
6 disp('Initializing ...')
7 clear; close all;
8 tic
9
10 %% Request parameters
11
12 disp('Requesting parameters ...')
13 load('..\settings\fileLocations.mat')
14 load([folders.definitions 'materialSetDefinition.mat'])
15
16 %% Check on existing material
17
18 existingfiles = dir([folders.material '*.*']);
19 nFiles = length(existingfiles) − 2;
20
21 if nFiles > 0
22 nRealizations = nFiles;
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23 prompt1 = sprintf('%i material realization(s) currently ...
exist(s). Create more? Y/N [N]: ',nRealizations);
24 reply1 = input(prompt1,'s');
25 if isempty(reply1)
26 reply1 = 'N';
27 end
28 if strcmpi(reply1,'n')
29 return
30 end
31 end
32
33 prompt2 = 'How many realizations to generate? [1]: ';
34 reply2 = input(prompt2);
35 if isempty(reply2)
36 reply2 = 1;
37 end
38 N = reply2;
39
40 %% Generate material according to given specifications
41
42 disp('Generating material ...')
43
44 precision = ['%0' fieldWidth '.0f'];
45 for realization = nFiles + 1:nFiles + N
46 [materialDef,inclusionLocations,vfActual] = ...
47 randomPtField(cols,rows,volFraction);
48 counter = num2str(realization,precision);
49 filename = ['r' counter '.mat'];
50 save([folders.material filename],...
51 'materialDef','inclusionLocations','vfActual')
52 if mod(realization−1,10) == 0
53 fprintf('\n')
54 fprintf('%i ',realization)
55 else
56 fprintf('%i ',realization)
57 end
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58 end
59
60 %% Display the final status to the command window
61
62 fprintf('\n\n')
63 fprintf('%s\n',datestr(now))
64 fprintf('Material generation complete.\n')
65 toc
66 fprintf('%i new realization(s) stored at\n',N)
67 fprintf(' %s\n',folders.material)
68 fprintf('\n')
A.2.4 Define Mesoscale and Window Placements
(defineMesoscale.m)
1 % Defines the mesoscale and placements of windows on the material.
2
3 %% Initialize
4
5 clc
6 disp('Initializing . . .')
7 clear; close all;
8 tic
9
10 %% Request parameters
11
12 disp('Requesting parameters . . .')
13
14 load('..\settings\fileLocations.mat')
15 load([folders.definitions 'materialSetDefinition.mat'])
16
17 %% Define parameters *** USER INPUT ***
18
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19 L = 10; % window size
20 mesoscale = L/d;
21 winVol = Lˆ2; % effective vol (assuming thickness of 1 unit)
22
23 x1 i = 0;
24 x1 f = L;
25 x2 i = 0;
26 x2 f = 0;
27 dx = 2;
28
29 x1 = x1 i:dx:x1 f;
30 x2 = x2 i:dx:x2 f;
31
32 nx1 = length(x1);
33 nx2 = length(x2);
34 nPositions = nx1*nx2;
35
36 tic
37 winPositions = zeros(nPositions,2);
38 for i = 1:nx1
39 for j = 1:nx2
40 index = nx2*(i−1) + j;
41 winPositions(index,:) = [x1(i) x2(j)];
42 end
43 end
44 toc
45
46 % Set the necessary placeholders
47 precisionX = '2';
48 precisionY = '2';
49
50 %% Save these parameters to a .mat file
51
52 disp('Saving parameters and file locations ...')
53 save([folders.definitions 'windowDefinition.mat'],...
54 'L','d','mesoscale','winVol','winPositions',...
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55 'precisionX','precisionY')
56
57 fid meso = fopen([folders.definitions 'mesoscale.txt'], 'w+');
58 fprintf(fid meso, 'MESOSCALE DEFINITION\n\n');
59 fprintf(fid meso, 'Window size (L): %i\n',L);
60 fprintf(fid meso, 'Mesoscale parameter (∆): %i\n',mesoscale);
61 fprintf(fid meso, 'Window volume (Lˆ2): %i\n',winVol);
62 fprintf(fid meso, 'Initial window placement in x1 (x1 i): ...
%i\n',x1 i);
63 fprintf(fid meso, 'Final window placement in x1 (x1 f): ...
%i\n',x1 f);
64 fprintf(fid meso, 'Initial window placement in x2 (x2 i): ...
%i\n',x2 i);
65 fprintf(fid meso, 'Final window placement in x2 (x2 f): ...
%i\n',x2 f);
66 fprintf(fid meso, 'Spacing increment (dx): %i\n',dx);
67 fprintf(fid meso, '\n');
68 fprintf(fid meso, 'Total number of window placements: ...
%i\n',nPositions);
69 fclose(fid meso);
70
71 %% Display the final status to the command window
72
73 fprintf('\n')
74 fprintf('%s\n',datestr(now))
75 fprintf('Mesoscale defined.\n')
76 toc
77 fprintf('Definition stored at:\n')
78 fprintf(' %s\n',folders.definitions)
79 fprintf('\n')
A.2.5 Automate Generation of ABAQUS Input Files
(genInputFiles.m)
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1 % Generates ABAQUS input files to determine strain energy.
2
3 %% Initialize
4
5 clc
6 disp('Initializing . . .')
7 clear; close all;
8 tic
9
10 %% Request parameters
11
12 disp('Requesting parameters . . .')
13
14 load('..\settings\fileLocations.mat')
15 load([folders.definitions 'materialSetDefinition.mat'])
16 load([folders.definitions 'windowDefinition.mat'])
17
18 %% Define parameters *** USER INPUT ***
19
20 existingfiles = dir([folders.material '*.*']);
21 nFiles = length(existingfiles) − 2;
22 if nFiles > 0
23 nRealizations = nFiles;
24 fprintf('%i material realization(s) currently ...
exist(s).\n',nRealizations);
25 else
26 fprintf('No material realizations have been generated!\n');
27 return
28 end
29 prompt1 = '* Select first realization of range [1]: ';
30 reply1 = input(prompt1);
31 if isempty(reply1)
32 reply1 = 1;
33 end
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34 prompt2 = sprintf('* Select last realization of range [%i]: ...
',nRealizations);
35 reply2 = input(prompt2);
36 if isempty(reply2)
37 reply2 = nRealizations;
38 end
39
40 % Specify the range of realizations for which to generate files
41 ri gen = reply1;
42 rf gen = reply2;
43
44 % Specify test conditions
45 strain = 500e−6; % [strain]
46
47 %% Generate UKBC input files for ABAQUS
48
49 disp('Generating UKBC files for ABAQUS ...')
50
51 % Write input files for each realization
52 positions = size(winPositions,1);
53 totalPositions = positions*6;
54 prefix = 'call C:\SIMULIA\Abaqus\Commands\abaqus.bat j=';
55 for r = ri gen:rf gen
56
57 disp(r)
58
59 % create a batch file for each material realization
60 counter = num2str(r,['%0' fieldWidth '.0f']);
61 batfilename = [folders.bat 'r' counter '.bat'];
62 fid = fopen(batfilename, 'w+');
63
64 % batch file header
65 fprintf(fid,'@ECHO OFF\n');
66 fprintf(fid,'ECHO %s\n', folders.ABAQUS);
67 fprintf(fid, 'cd %s\n', folders.ABAQUS);
68
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69 % place a mesoscale window incrementally,
70 % and generate 6 tests at each location
71 index = 0;
72 for i = 1:positions
73 col = winPositions(i,1);
74 row = winPositions(i,2);
75 rName = sprintf('r%s.mat',counter);
76 load([folders.material rName])
77 [winDef] = genWin(inclusionLocations,L,row,col);
78 spacingX1 = num2str(col,['%0' precisionX '.0f']);
79 spacingX2 = num2str(row,['%0' precisionX '.0f']);
80 % file name convention: r001 win10 x00 y00 t1.inp
81 filename = sprintf('r%s win%i x%s y%s',...
82 counter,L,spacingX1,spacingX2);
83 save([folders.windows filename '.txt'], 'winDef', ...
'−ASCII')
84 for t = 1:6
85 index = index + 1;
86 percentage = (index/totalPositions)*100;
87 inputfilename = [filename ' t' num2str(t) '.inp'];
88 inputFiles UKBC(folders.ABAQUS,inputfilename,...
89 d,emMatrix,contrast,nuMatrix,nuInclusions,...
90 winDef,L,strain,t)
91 fprintf(fid,'ECHO −−−−−\n');
92 fprintf(fid,'ECHO %%DATE%% %%TIME%%\n');
93 fprintf(fid,'ECHO %s submitted\n',inputfilename);
94 fprintf(fid,'ECHO PROGRESS: Test %i of %i −−−% ...
7.4f %%%% complete\n',...
95 index,totalPositions,percentage);
96 fprintf(fid,'%s%s t%i\n',prefix,filename,t);
97 end
98 end
99
100 % end the file
101 fprintf(fid,'ECHO −−−−−\n');
102 fprintf(fid,'ECHO %%DATE%% %%TIME%%\n');
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103 fprintf(fid,'ECHO JOB(S) COMPLETED.\n');
104 fprintf(fid,'PAUSE');
105
106 fclose(fid);
107
108 end
109
110 %% Save these parameters to a .mat file
111
112 disp('Saving parameters . . .')
113 save([folders.settings 'testFileSettings UKBC.mat'], ...
'ri gen','rf gen','strain')
114
115 %% Display the final status to the command window
116
117 fprintf('\n')
118 fprintf('%s\n\n',datestr(now))
119 toc
120 fprintf('UKBC test files generated for realizations %i thru ...
%i.\n',ri gen,rf gen)
121 fprintf('File(s) are stored at\n')
122 fprintf(' %s\n',folders.ABAQUS)
123 fprintf('\n')
A.2.6 Create Batch File to Automate ABAQUS Simulations
(makeAutoBat.m)
1 % Creates batch file to automate submission of files to ABAQUS.
2
3 %% Initialize
4
5 clc
6 fprintf('\n*** AUTOBAT (EXPLICIT) ***\n\n')
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7 disp('Initializing . . .')
8 clear; close all;
9 tic
10
11 %% Request parameters
12
13 disp('Requesting parameters . . .')
14 load('..\settings\fileLocations.mat')
15 load([folders.definitions 'materialSetDefinition.mat'])
16 load([folders.definitions 'windowDefinition.mat'])
17 load([folders.settings 'testFileSettings UKBC.mat'])
18
19 %% Define parameters *** USER INPUT ***
20
21 existingfiles = dir([folders.material '*.*']);
22 nFiles = length(existingfiles) − 2;
23 if nFiles > 0
24 nRealizations = nFiles;
25 fprintf('%i material realization(s) currently ...
exist(s).\n',nRealizations);
26 else
27 fprintf('No material realizations have been generated!\n');
28 return
29 end
30 prompt1 = '* Select first realization of range [1]: ';
31 reply1 = input(prompt1);
32 if isempty(reply1)
33 reply1 = 1;
34 end
35 prompt2 = sprintf('* Select last realization of range [%i]: ...
',nRealizations);
36 reply2 = input(prompt2);
37 if isempty(reply2)
38 reply2 = nRealizations;
39 end
40
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41 ri bat = reply1;
42 rf bat = reply2;
43
44 %% Display status to the command window
45
46 fprintf('Creating batch files for realizations %i to %i . . ...
.\n',...
47 ri bat,rf bat)
48
49 %% Create batch files
50
51 % settings
52 batchfolder = folders.bat;
53 batFilename = ...
sprintf('%sautobat %i %i.bat',folders.root,ri bat,rf bat);
54 fid = fopen(batFilename, 'w+');
55
56 % header
57 fprintf(fid,'@ECHO OFF\n');
58 fprintf(fid,'ECHO %s\n', folders.ABAQUS);
59 fprintf(fid, 'cd %s\n', folders.ABAQUS);
60 prefix = 'call C:\SIMULIA\Abaqus\Commands\abaqus.bat j=';
61
62 % batch files within range
63 positions = size(winPositions,1);
64 total = (rf bat−ri bat+1)*positions*6;
65 index = 0;
66 for r = ri bat:rf bat
67 for i = 1:positions
68 col = winPositions(i,1);
69 row = winPositions(i,2);
70 for t = 1:6
71 index = index + 1;
72 percentage = (index/total)*100;
73 filename = sprintf(['r%0' fieldWidth ...
'.0f win%i x%0' ...
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74 precisionX '.0f y%0' precisionX '.0f t%i' ],...
75 r,L,col,row,t);
76 fprintf(fid,'ECHO −−−−−\n');
77 fprintf(fid,'ECHO %%DATE%% %%TIME%%\n');
78 fprintf(fid,'ECHO %s submitted\n',filename);
79 fprintf(fid,'ECHO PROGRESS: File %i of %i −−−% ...
7.4f %%%% complete\n',...
80 index,total,percentage);
81 fprintf(fid,'%s%s\n',prefix,filename);
82 end
83 end
84 end
85
86 % end the file
87 fprintf(fid,'ECHO −−−−−\n');
88 fprintf(fid,'ECHO %%DATE%% %%TIME%%\n');
89 fprintf(fid,'ECHO JOB(S) COMPLETED.\n');
90 fprintf(fid,'PAUSE');
91
92 fclose(fid);
93
94 %% Display the final status to the command window
95
96 fprintf('\n')
97 fprintf('%s\n\n',datestr(now))
98 toc
99 fprintf('autobat.bat batch file created for realizations %i ...
thru %i.\n',ri bat,rf bat)
100 fprintf('File is stored at\n')
101 fprintf(' %s\n',folders.root)
102 fprintf('\n')
A.2.7 Review Results of ABAQUS Simulations
(reviewResults.m)
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1 % Reviews the results of the ABAQUS jobs to ensure successful ...
completion.
2
3 %% Initialize
4
5 clc
6 fprintf('\n*** CHECK FOR ERRORS ***\n\n')
7 disp('Initializing . . .')
8 clear; close all;
9 tic
10
11 %% Request parameters
12
13 disp('Requesting parameters . . .')
14
15 load('..\settings\fileLocations.mat')
16 load([folders.definitions 'materialSetDefinition.mat'])
17 load([folders.definitions 'windowDefinition.mat'])
18 load([folders.settings 'testFileSettings UKBC.mat'])
19
20 % Obtain info about output (.DAT) and locked (.LCK) files
21 datFiles = dir([folders.ABAQUS '*.dat']);
22 lckFiles = dir([folders.ABAQUS '*.lck']);
23
24 %% Define parameters *** USER INPUT ***
25
26 existingfiles = dir([folders.material '*.*']);
27 nFiles = length(existingfiles) − 2;
28 if nFiles > 0
29 nRealizations = nFiles;
30 fprintf('%i material realization(s) currently ...
exist(s).\n',nRealizations);
31 else
32 fprintf('No material realizations have been generated!\n');
33 return
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34 end
35 prompt1 = '* Select first realization of range [1]: ';
36 reply1 = input(prompt1);
37 if isempty(reply1)
38 reply1 = 1;
39 end
40 prompt2 = sprintf('* Select last realization of range [%i]: ...
',nRealizations);
41 reply2 = input(prompt2);
42 if isempty(reply2)
43 reply2 = nRealizations;
44 end
45
46 % Specify the range of realizations to review
47 ri rvw = reply1;
48 rf rvw = reply2;
49
50 minFileSize = 190e3; % if less than this value, deem a failed job
51 batSizeMax = 1e4; % max number of files to re−submit, if needed
52
53 %% Display status to the command window
54
55 fprintf('Analyzing realizations %i to %i from \n\t<%s> . . ...
.\n\n',...
56 ri rvw,rf rvw,folders.ABAQUS)
57
58 %% Review results of files submitted and processed
59
60 nDAT = size(datFiles,1);
61 nLCK = size(lckFiles,1);
62 datNames{nDAT,1}=[];
63
64 % generate a BAT file; save results to a text file
65 % −−− and, find files that have not been processed;
66 % generate BAT files; save results to text files
67 ts = datestr(now, 'yyyymmdd HHMMSS');
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68 range = sprintf('r%i %i',ri rvw,rf rvw);
69
70 filename txt processed = ['results processed ' ts ' ' range ...
'.txt'];
71 filename txt rerun = ['results rerun ' ts ' ' range '.txt'];
72 filename missing = ['results missing ' ts ' ' range '.txt'];
73 filename summary = ['results summary ' ts ' ' range '.txt'];
74 fid processed = fopen([folders.results ...
filename txt processed], 'w+');
75 fid rerun = fopen([folders.results filename txt rerun], 'w+');
76 fid missing = fopen([folders.results filename missing], 'w+');
77 fid summary = fopen([folders.results filename summary], 'w+');
78
79 fid bat = fopen([folders.results 'results rerun.bat'], 'w+');
80 fid missing bat = fopen([folders.results ...
'results missing.bat'], 'w+');
81
82 % headers
83 fprintf(fid bat,'@ECHO OFF\n');
84 fprintf(fid bat,'ECHO %s\n', folders.rerun);
85 fprintf(fid bat, 'cd %s\n', folders.rerun);
86
87 fprintf(fid missing bat,'@ECHO OFF\n');
88 fprintf(fid missing bat,'ECHO %s\n', folders.ABAQUS);
89 fprintf(fid missing bat, 'cd %s\n', folders.ABAQUS);
90 prefix = 'call C:\SIMULIA\Abaqus\Commands\abaqus.bat j=';
91
92 % get the names of the existing output files
93 positions = size(winPositions,1);
94 for i = 1:nDAT
95 datNames{i} = datFiles(i).name(1:end−4);
96 end
97
98 % evaluate the *.LCK files, if any
99 if nLCK > 0
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100 fid lck bat = fopen([folders.results 'results lck.bat'], ...
'w+');
101 lckNames{nLCK,1}=[];
102 fprintf(fid lck bat,'@ECHO OFF\n');
103 fprintf(fid lck bat,'ECHO %s\n', folders.ABAQUS);
104 fprintf(fid lck bat, 'cd %s\n', folders.ABAQUS);
105 fprintf(fid lck bat,'ECHO −−−−−\n');
106 fprintf(fid lck bat,'ECHO %%DATE%% %%TIME%%\n');
107 fprintf(fid lck bat,'mkdir "%sTEMP"\n',folders.root);
108 fprintf(fid lck bat,'PAUSE\n');
109 for i = 1:nLCK
110 lckName = lckFiles(i).name(1:end−4);
111 lckNames{i} = lckName;
112 fprintf('Locked %i:\t%s\n',i,lckName);
113 fprintf(fid lck bat, 'copy "%s%s.inp" ...
"%sTEMP\\%s.inp"\n', ...
114 folders.ABAQUS,lckName,folders.root,lckName);
115 fprintf(fid lck bat, 'erase "%s.*"\n', lckName);
116 fprintf(fid lck bat, 'copy "%sTEMP\\%s.inp" ...
"%s%s.inp"\n', ...
117 folders.root,lckName,folders.ABAQUS,lckName);
118 end
119 fprintf(fid lck bat,'ECHO −−−−−\n');
120 fprintf(fid lck bat,'ECHO %%DATE%% %%TIME%%\n');
121 fprintf(fid lck bat,'ECHO All *.LCK files and associated ...
files deleted.\n');
122 fprintf(fid lck bat,'PAUSE');
123 fclose(fid lck bat);
124 end
125
126 reviewed = 0;
127 nMissing = 0;
128 nRerun = 0;
129 for r = ri rvw:rf rvw
130 for i = 1:positions
131 col = winPositions(i,1);
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132 row = winPositions(i,2);
133 for t = 1:6
134 reviewed = reviewed + 1;
135 testname = sprintf(['r%0' fieldWidth ...
'.0f win%i x%0' ...
136 precisionX '.0f y%0' precisionX '.0f t%i' ],...
137 r,L,col,row,t);
138 match = find(strcmp(datNames,testname));
139 if isempty(match)
140 nMissing = nMissing + 1;
141 fprintf('Missing %i:\t%s\n',nMissing,testname)
142 fprintf(fid missing, '%s\n',testname);
143 if nMissing ≤ batSizeMax
144 fprintf(fid missing bat,'ECHO −−−−−\n');
145 fprintf(fid missing bat,...
146 'ECHO %%DATE%% %%TIME%%\n');
147 fprintf(fid missing bat,...
148 'ECHO %s submitted\n',testname);
149 fprintf(fid missing bat,...
150 '%s%s\n',prefix,testname);
151 end
152 else
153 datName = datFiles(match).name(1:end−4);
154 fileSize = datFiles(match).bytes;
155 tag = '';
156 if fileSize < minFileSize
157 nRerun = nRerun + 1;
158 fprintf('Rerun %i:\t%s\n',nRerun,datName)
159 fprintf(fid rerun,'%s\n',datName);
160 tag = '< RE−PROCESS';
161 if nRerun ≤ batSizeMax
162 % add file to the list of those
163 % being re−submitted
164 fprintf(fid bat,'ECHO −−−−−\n');
165 fprintf(fid bat,...
166 'ECHO %%DATE%% %%TIME%%\n');
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167 fprintf(fid bat,...
168 'ECHO %s submitted\n',datName);
169 fprintf(fid bat,...
170 '%s%s\n', prefix,datName);
171 end
172 % copy input files that need to be rerun
173 % to the appropriate location
174 inpFilename = [datName '.inp'];
175 source = [folders.ABAQUS inpFilename];
176 destination = [folders.rerun inpFilename];
177 copyfile(source,destination)
178 end
179 fprintf(fid processed, '%s\t%6.2e\t%s\n',...
180 datName,fileSize,tag);
181 end
182 end
183 end
184 end
185
186 % close the files
187
188 fprintf(fid missing bat,'ECHO −−−−−\n');
189 fprintf(fid missing bat,'ECHO %%DATE%% %%TIME%%\n');
190 fprintf(fid missing bat,'ECHO JOB(S) COMPLETED.\n');
191 fprintf(fid missing bat,'PAUSE');
192 fclose(fid missing);
193 fclose(fid missing bat);
194
195 fprintf(fid bat,'ECHO −−−−−\n');
196 fprintf(fid bat,'ECHO %%DATE%% %%TIME%%\n');
197 fprintf(fid bat,'ECHO JOB(S) COMPLETED.\n');
198 fprintf(fid bat,'PAUSE');
199 fclose(fid processed);
200 fclose(fid rerun);
201 fclose(fid bat);
202
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203 %% Create summary file
204
205 fprintf(fid summary,'SUMMARY OF RESULTS FROM REVIEW\n\n');
206 fprintf(fid summary,'%s\n\n',datestr(now));
207 fprintf(fid summary,...
208 'Total number of files reviewed: %i\n',reviewed−nMissing);
209 fprintf(fid summary,...
210 '\tTotal number of locked files: %i\n',nLCK);
211 fprintf(fid summary,...
212 '\tTotal number of missing files: %i\n',nMissing);
213 fprintf(fid summary,...
214 '\tTotal number of files that need to be re−run: ...
%i\n',nRerun);
215 fprintf(fid summary,'Results recorded at %s\n',folders.results);
216 fclose(fid summary);
217
218 %% Display the final status to the command window
219
220 fprintf('\n')
221 fprintf('%s\n\n',datestr(now))
222 toc
223 fprintf('Total number of files reviewed: %i\n',reviewed−nMissing)
224 fprintf('\tTotal number of locked files: %i\n',nLCK);
225 fprintf('\tTotal number of missing files: %i\n',nMissing)
226 fprintf('\tTotal number of files that need to be re−run: ...
%i\n',nRerun)
227 fprintf('Results recorded at %s\n',folders.results)
228 fprintf('\n')
A.2.8 Obtain Strain Energy (obtainEnergy.m)
1 % Obtains the total strain energy from ABAQUS output files.
2
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3 %% Initialize
4
5 clc
6 fprintf('\n*** ENERGY ***\n\n')
7 disp('Initializing . . .')
8 clear; close all;
9 tic
10
11 %% Request parameters
12
13 disp('Requesting parameters . . .')
14
15 load('..\settings\fileLocations.mat')
16 load([folders.definitions 'materialSetDefinition.mat'])
17 load([folders.definitions 'windowDefinition.mat'])
18 load([folders.settings 'testFileSettings UKBC.mat'])
19
20 %% Define parameters *** USER INPUT ***
21
22 existingfiles = dir([folders.material 'r*.mat']);
23 nFiles = length(existingfiles);
24 if nFiles > 0
25 nRealizations = nFiles;
26 fprintf('%i material realization(s) currently ...
exist(s).\n',nRealizations);
27 else
28 fprintf('No material realizations have been generated!\n');
29 return
30 end
31 prompt1 = '* Select first realization of range [1]: ';
32 reply r1 = input(prompt1);
33 if isempty(reply r1)
34 reply r1 = 1;
35 end
36 prompt2 = sprintf('* Select last realization of range [%i]: ...
',nRealizations);
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37 reply r2 = input(prompt2);
38 if isempty(reply r2)
39 reply r2 = nRealizations;
40 end
41
42 % Specify the range of realizations for analysis
43 ri energy = reply r1;
44 rf energy = reply r2;
45
46 %% User input
47
48 %ask whether to combine new results will previous ones
49 reply1 = input('Lookup previous set? Y/N [N]: ', 's');
50 if isempty(reply1)
51 reply1 = 'N';
52 end
53 reply3 = '';
54 this x1i = min(winPositions(:,1));
55 this x1f = max(winPositions(:,1));
56 this x2i = min(winPositions(:,2));
57 this x2f = max(winPositions(:,2));
58 if strcmpi(reply1,'y')
59 load([folders.results 'energyResults.mat'])
60 energyOld = energy;
61 oldFirstR = min(energyOld(:,4));
62 oldLastR = max(energyOld(:,4));
63 oldFirstX1 = min(energyOld(:,2));
64 oldLastX1 = max(energyOld(:,2));
65 oldFirstX2 = min(energyOld(:,3));
66 oldLastX2 = max(energyOld(:,3));
67 x1i = this x1i;
68 x1f = this x1f;
69 x2i = this x2i;
70 x2f = this x2f;
71 fprintf('First & last realization from previous set: %i, ...
%i\n',oldFirstR,oldLastR)
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72 fprintf('First & last realization from current set: %i, ...
%i\n',ri energy,rf energy)
73 fprintf('First & last X1 from previous set: %i, ...
%i\n',oldFirstX1,oldLastX1)
74 fprintf('First & last X1 in current set: %i, %i\n',x1i,x1f)
75 fprintf('First & last X2 from previous set: %i, ...
%i\n',oldFirstX2,oldLastX2)
76 fprintf('First & last X2 in current set: %i, %i\n',x2i,x2f)
77 fprintf('\n')
78 reply2 = input('Continue? Y/N [N]: ', 's');
79 if isempty(reply2)
80 reply2 = 'N';
81 end
82 if strcmpi(reply2,'n')
83 return
84 end
85 reply x1i = input(['Select first X1 for current set [' ...
num2str(x1i) ']: ']);
86 if ¬isempty(reply x1i)
87 x1i = reply x1i;
88 end
89 reply x1f = input(['Select last X1 for current set [' ...
num2str(x1f) ']: ']);
90 if ¬isempty(reply x1f)
91 x1f = reply x1f;
92 end
93 reply x2i = input(['Select first X2 for current set [' ...
num2str(x2i) ']: ']);
94 if ¬isempty(reply x2i)
95 x2i = reply x2i;
96 end
97 reply x2f = input(['Select last X2 for current set [' ...
num2str(x2f) ']: ']);
98 if ¬isempty(reply x2f)
99 x2f = reply x2f;
100 end
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101 fprintf('\n')
102 reply3 = input('Combine current results with previous set? ...
Y/N [N]: ', 's');
103 if isempty(reply3)
104 reply3 = 'N';
105 end
106 A = winPositions(:,1)≥x1i;
107 winPositions = winPositions(A,:);
108 B = winPositions(:,1)≤x1f;
109 winPositions = winPositions(B,:);
110 C = winPositions(:,2)≥x2i;
111 winPositions = winPositions(C,:);
112 D = winPositions(:,2)≤x2f;
113 winPositions = winPositions(D,:);
114 end
115
116 %% Obtain energy
117
118 fprintf('Realizations %i to %i from \n\t<%s> \nare being ...
analyzed . . .\n\n',...
119 ri energy,rf energy,folders.results)
120
121 nPositions = size(winPositions,1);
122 nFiles = (rf energy−ri energy+1)*(nPositions)*6;
123 energy = zeros(nFiles,6);
124 count = 0;
125 for r = ri energy:rf energy
126 for i = 1:nPositions
127 col = winPositions(i,1);
128 row = winPositions(i,2);
129 for t = 1:6
130 count = count + 1;
131 filename = sprintf(['r%0' fieldWidth ...
132 '.0f win%i x%0' precisionX '.0f y%0' ...
precisionY ...
133 '.0f t%i.dat' ],r,L,col,row,t);
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134 realization = r;
135 winSize = L;
136 posX = col;
137 posY = row;
138 test = t;
139 strainEnergy = findEnergy([folders.ABAQUS filename]);
140 energy(count,:) = ...
[winSize,posX,posY,realization,test,strainEnergy];
141 check = mod(count,20);
142 if check == 0
143 progress = 100*count/nFiles;
144 fprintf('%i of %i files analyzed − %0.2f%% ...
complete\n',count,nFiles,progress)
145 end
146 end
147 end
148 end
149
150 %% Save results
151
152 % Combine new results with old
153 range = sprintf('%i−%i',ri energy,rf energy);
154 locations = ...
sprintf('%i−%i %i−%i',this x1i,this x1f,this x2i,this x2f);
155 if strcmpi(reply3,'y')
156 energyNew = energy;
157 energy = [energyOld; energyNew];
158 energy = sortrows(energy,2); % sort by locaiton
159 energy = sortrows(energy,4); % sort by realization
160 fprintf('Realizations %i−%i added to %i−%i.\n',...
161 ri energy,rf energy,oldFirstR,oldLastR)
162 save([folders.results 'energyResults r' range ' ' ...
locations '.mat'], 'energyNew')
163 save([folders.results 'energyResults BACKUP.mat'], ...
'energyOld')
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164 save([folders.results 'energy r' range ' ' locations ...
'.txt'], 'energyNew', '−ASCII')
165 save([folders.results 'energy BACKUP.txt'], 'energyOld', ...
'−ASCII')
166 else
167 save([folders.results 'energyResults r' range ' ' ...
locations '.mat'], 'energy')
168 save([folders.results 'energy r' range ' ' locations ...
'.txt'], 'energy', '−ASCII')
169 end
170
171 %%
172 save([folders.results 'energyResults.mat'], ...
173 'datFilesInRange', 'energy','x1i', 'x1f', 'x2i', 'x2f')
174 save([folders.results 'energy.txt'], 'energy', '−ASCII')
175
176 %% Display the final status to the command window
177
178 fprintf('Energy analysis complete.\n')
179 toc
180 fprintf('%s\n\n',datestr(now))
A.2.9 Compute Stiffness Tensors (computeStiffness.m)
1 % Computes stiffness tensors for a range of realizations.
2
3 %% Initialize
4
5 clc
6 fprintf('\n*** STIFFNESS ***\n\n')
7 disp('Initializing . . .')
8 clear; close all;
9 tic
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10
11 %% Request parameters
12
13 disp('Requesting parameters . . .')
14
15 load('..\settings\fileLocations.mat')
16 load([folders.definitions 'materialSetDefinition.mat'])
17 load([folders.definitions 'windowDefinition.mat'])
18 load([folders.settings 'testFileSettings UKBC.mat'])
19 load([folders.results 'energyResults.mat'])
20
21 %% Define parameters *** USER INPUT ***
22
23 Realizations = unique(energy(:,4));
24 nRealizations = length(Realizations);
25 if nRealizations > 0
26 fprintf('%i material realization(s) available for ...
analysis.\n',nRealizations);
27 else
28 fprintf('No material realizations have been generated!\n');
29 return
30 end
31 prompt1 = sprintf('* Select first realization of range [%i]: ...
',min(Realizations));
32 reply1 = input(prompt1);
33 if isempty(reply1)
34 reply1 = min(Realizations);
35 end
36 prompt2 = sprintf('* Select last realization of range [%i]: ...
',max(Realizations));
37 reply2 = input(prompt2);
38 if isempty(reply2)
39 reply2 = max(Realizations);
40 end
41
42 % Specify the range of realizations for analysis
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43 ri stiff = reply1;
44 rf stiff = reply2;
45
46 %% Compute stiffness
47
48 fprintf('Realizations %i to %i from \n\t<%s> \nare being ...
analyzed . . .\n\n',...
49 ri stiff,rf stiff,folders.results)
50
51 e11 = strain;
52 e22 = strain;
53 e12 = strain;
54
55 n = size(energy,1)/6;
56 stiffness = zeros(n,10);
57 for i = 1:n
58 tag = energy(6*i−5,1:4);
59 U = energy(6*i−5:6*i,6);
60 C1111 = 2*U(1)/(winVol*e11ˆ2);
61 C1122 = 2*( U(4) − U(1) − U(2) )/(2*winVol*e11*e22);
62 C1112 = 2*( U(6) − U(1) − U(3) )/(4*winVol*e12*e11);
63 C2222 = 2*U(2)/(winVol*e22ˆ2);
64 C2212 = 2*( U(5) − U(2) − U(3) )/(4*winVol*e22*e12);
65 C1212 = 2*U(3)/(4*winVol*e12ˆ2);
66 stiffness(i,1:4) = tag;
67 stiffness(i,5:10) = [C1111 C1122 C1112 C2222 C2212 C1212];
68 end
69
70 % make sure rows are sorted in the appropriate order
71 stiffness = sortrows(stiffness,[4 2 3]);
72
73 %% Convert stiffness matrix to C tensor for every location
74
75 nRealizations = rf stiff − ri stiff + 1;
76 X = unique(winPositions(:,1));
77 nX = length(X);
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78 Y = unique(winPositions(:,2));
79 nY = length(Y);
80 nPositions = length(winPositions);
81
82 % Assign elements from the stiffness results to the stiffness ...
tensor (C)
83 % format: [C1111 C1122 C1112 C2222 C2212 C1212]
84 C 1111 = zeros(nX,nY,nRealizations);
85 C 1122 = zeros(nX,nY,nRealizations);
86 C 1112 = zeros(nX,nY,nRealizations);
87 C 2222 = zeros(nX,nY,nRealizations);
88 C 2212 = zeros(nX,nY,nRealizations);
89 C 1212 = zeros(nX,nY,nRealizations);
90
91 xref = unique(winPositions(:,1));
92 yref = unique(winPositions(:,2));
93
94 for r = 1:nRealizations
95 % filter by realization
96 stiffness r = stiffness(stiffness(:,4)==r,:);
97 for i = 1:size(stiffness r,1)
98 x = find(xref == stiffness r(i,2));
99 y = find(yref == stiffness r(i,3));
100 C 1111(x,y,r) = stiffness r(i,5);
101 C 1122(x,y,r) = stiffness r(i,6);
102 C 1112(x,y,r) = stiffness r(i,7);
103 C 2222(x,y,r) = stiffness r(i,8);
104 C 2212(x,y,r) = stiffness r(i,9);
105 C 1212(x,y,r) = stiffness r(i,10);
106 end
107 end
108
109 %% Save results
110
111 save([folders.results 'stiffness ALL.mat'], ...
112 'winVol', 'e11', 'e22', 'e12','X','Y', ...
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113 'stiffness', ...
114 'C 1111','C 1122','C 1112','C 2222','C 2212','C 1212');
115
116 %% Display the final status to the command window
117
118 fprintf('\n%s\n',datestr(now))
119 fprintf('Stiffness computation complete.\n')
120 toc
121 fprintf('\n')
A.2.10 Compute Correlation Coefficients (computeCC.m)
1 % Computes the correlation coefficients for a range of ...
realizations.
2
3 %% Initialize
4
5 clc
6 fprintf('\n*** CORRELATION COEFFICIENT ***\n\n')
7 disp('Initializing . . .')
8 clear; close all;
9
10 %% Request parameters
11
12 disp('Requesting parameters . . .')
13
14 load('..\settings\fileLocations.mat')
15 load([folders.definitions 'materialSetDefinition.mat'])
16 load([folders.definitions 'windowDefinition.mat'])
17 load([folders.settings 'testFileSettings UKBC.mat'])
18 load([folders.results 'energyResults.mat'])
19 load([folders.results 'stiffness ALL.mat'])
20
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21 %% Define parameters *** USER INPUT ***
22
23 Realizations = unique(stiffness(:,4));
24 nRealizations = length(Realizations);
25 if nRealizations > 0
26 fprintf('%i material realization(s) available for ...
analysis.\n',nRealizations);
27 else
28 fprintf('No material realizations have been generated!\n');
29 return
30 end
31 prompt1 = sprintf('* Select first realization of range [%i]: ...
',min(Realizations));
32 reply1 = input(prompt1);
33 if isempty(reply1)
34 reply1 = min(Realizations);
35 end
36 prompt2 = sprintf('* Select last realization of range [%i]: ...
',max(Realizations));
37 reply2 = input(prompt2);
38 if isempty(reply2)
39 reply2 = max(Realizations);
40 end
41
42 % Specify the range of realizations for analysis
43 ri cc = reply1;
44 rf cc = reply2;
45
46 %% Display status
47
48 fprintf('Realizations %i to %i from \n\t<%s> \nare being ...
analyzed . . .\n\n',...
49 ri cc,rf cc,folders.results)
50 tic
51
52 %% Compute parameters
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53
54 nRealizations = rf cc − ri cc + 1;
55 X = unique(winPositions(:,1));
56 nX = length(X);
57 Y = unique(winPositions(:,2));
58 nY = length(Y);
59 nPositions = length(winPositions);
60
61 % correlation coefficients − for each location
62 rho 1111 1111 = zeros(nX,nY);
63 rho 1111 1122 = zeros(nX,nY);
64 rho 1111 1112 = zeros(nX,nY);
65 rho 1111 2222 = zeros(nX,nY);
66 rho 1111 2212 = zeros(nX,nY);
67 rho 1111 1212 = zeros(nX,nY);
68
69 rho 1122 1122 = zeros(nX,nY);
70 rho 1122 1112 = zeros(nX,nY);
71 rho 1122 2222 = zeros(nX,nY);
72 rho 1122 2212 = zeros(nX,nY);
73 rho 1122 1212 = zeros(nX,nY);
74
75 rho 1112 1112 = zeros(nX,nY);
76 rho 1112 2222 = zeros(nX,nY);
77 rho 1112 2212 = zeros(nX,nY);
78 rho 1112 1212 = zeros(nX,nY);
79
80 rho 2222 2222 = zeros(nX,nY);
81 rho 2222 2212 = zeros(nX,nY);
82 rho 2222 1212 = zeros(nX,nY);
83
84 rho 2212 2212 = zeros(nX,nY);
85 rho 2212 1212 = zeros(nX,nY);
86
87 rho 1212 1212 = zeros(nX,nY);
88
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89 % compute correlations at each location
90 for x = 1:nX
91 for y = 1:nY
92
93 % angle in radians, based on point P(x,y) in reference ...
frame
94 theta = atan2(Y(y),X(x));
95
96 % rotation matrix Q ij
97 Q = [ cos(theta) sin(theta);
98 −sin(theta) cos(theta) ];
99
100 % rotated tensors
101 Crot 1111 x1 = zeros(nRealizations,1);
102 Crot 1122 x1 = zeros(nRealizations,1);
103 Crot 1112 x1 = zeros(nRealizations,1);
104 Crot 2222 x1 = zeros(nRealizations,1);
105 Crot 2212 x1 = zeros(nRealizations,1);
106 Crot 1212 x1 = zeros(nRealizations,1);
107
108 Crot 1111 x2 = zeros(nRealizations,1);
109 Crot 1122 x2 = zeros(nRealizations,1);
110 Crot 1112 x2 = zeros(nRealizations,1);
111 Crot 2222 x2 = zeros(nRealizations,1);
112 Crot 2212 x2 = zeros(nRealizations,1);
113 Crot 1212 x2 = zeros(nRealizations,1);
114
115 % For each realization, transform C
116 for r cc = ri cc:rf cc
117
118 % original tensors
119 Cref 1111 x1 = C 1111(1,1,r cc);
120 Cref 1122 x1 = C 1122(1,1,r cc);
121 Cref 1112 x1 = C 1112(1,1,r cc);
122 Cref 2222 x1 = C 2222(1,1,r cc);
123 Cref 2212 x1 = C 2212(1,1,r cc);
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124 Cref 1212 x1 = C 1212(1,1,r cc);
125
126 Cref 1111 x2 = C 1111(x,y,r cc);
127 Cref 1122 x2 = C 1122(x,y,r cc);
128 Cref 1112 x2 = C 1112(x,y,r cc);
129 Cref 2222 x2 = C 2222(x,y,r cc);
130 Cref 2212 x2 = C 2212(x,y,r cc);
131 Cref 1212 x2 = C 1212(x,y,r cc);
132
133 % get current components − x1
134 clear Cref x1
135 Cref x1 = zeros(6,6);
136 Cref x1(1,1) = Cref 1111 x1;
137 Cref x1(1,2) = Cref 1122 x1;
138 Cref x1(1,6) = Cref 1112 x1;
139 Cref x1(2,1) = Cref x1(1,2); % by symmetry
140 Cref x1(2,2) = Cref 2222 x1;
141 Cref x1(2,6) = Cref 2212 x1;
142 Cref x1(6,1) = Cref x1(1,6); % by symmetry
143 Cref x1(6,2) = Cref x1(2,6); % by symmetry
144 Cref x1(6,6) = Cref 1212 x1;
145
146 % transform stiffness − x1
147 clear Crot x1
148 Crot x1 = rotstiffness2d(Cref x1,Q);
149
150 % store results − x1
151 Crot 1111 x1(r cc) = Crot x1(1,1);
152 Crot 1122 x1(r cc) = Crot x1(1,2);
153 Crot 1112 x1(r cc) = Crot x1(1,6);
154 Crot 2222 x1(r cc) = Crot x1(2,2);
155 Crot 2212 x1(r cc) = Crot x1(2,6);
156 Crot 1212 x1(r cc) = Crot x1(6,6);
157
158 % get current components − x2
159 clear Cref x2
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160 Cref x2 = zeros(6,6);
161 Cref x2(1,1) = Cref 1111 x2;
162 Cref x2(1,2) = Cref 1122 x2;
163 Cref x2(1,6) = Cref 1112 x2;
164 Cref x2(2,1) = Cref x2(1,2); % by symmetry
165 Cref x2(2,2) = Cref 2222 x2;
166 Cref x2(2,6) = Cref 2212 x2;
167 Cref x2(6,1) = Cref x2(1,6); % by symmetry
168 Cref x2(6,2) = Cref x2(2,6); % by symmetry
169 Cref x2(6,6) = Cref 1212 x2;
170
171 % transform stiffness − x2
172 clear Crot x2
173 Crot x2 = rotstiffness2d(Cref x2,Q);
174
175 % store results − x2
176 Crot 1111 x2(r cc) = Crot x2(1,1);
177 Crot 1122 x2(r cc) = Crot x2(1,2);
178 Crot 1112 x2(r cc) = Crot x2(1,6);
179 Crot 2222 x2(r cc) = Crot x2(2,2);
180 Crot 2212 x2(r cc) = Crot x2(2,6);
181 Crot 1212 x2(r cc) = Crot x2(6,6);
182
183 end
184
185 % compute standard deviations at each point
186 sigma 1111 x1 = std(Crot 1111 x1,1);
187 sigma 2222 x1 = std(Crot 2222 x1,1);
188 sigma 1212 x1 = std(Crot 1212 x1,1);
189 sigma 1122 x1 = std(Crot 1122 x1,1);
190 sigma 2212 x1 = std(Crot 2212 x1,1);
191 sigma 1112 x1 = std(Crot 1112 x1,1);
192
193 sigma 1111 x2 = std(Crot 1111 x2,1);
194 sigma 2222 x2 = std(Crot 2222 x2,1);
195 sigma 1212 x2 = std(Crot 1212 x2,1);
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196 sigma 1122 x2 = std(Crot 1122 x2,1);
197 sigma 2212 x2 = std(Crot 2212 x2,1);
198 sigma 1112 x2 = std(Crot 1112 x2,1);
199
200
201 % −−−−− C1111 −−−−−
202
203 % AUTO
204 cov 1111 1111 = mean( ( Crot 1111 x1 − ...
mean(Crot 1111 x1) ).*( Crot 1111 x2 − ...
mean(Crot 1111 x2) ) );
205 p 1111 1111 = cov 1111 1111/(sigma 1111 x1*sigma 1111 x2);
206
207 % CROSS
208 cov 1111 1122 = mean( ( Crot 1111 x1 − ...
mean(Crot 1111 x1) ).*( Crot 1122 x2 − ...
mean(Crot 1122 x2) ) );
209 p 1111 1122 = cov 1111 1122/(sigma 1111 x1*sigma 1122 x2);
210
211 cov 1111 1112 = mean( ( Crot 1111 x1 − ...
mean(Crot 1111 x1) ).*( Crot 1112 x2 − ...
mean(Crot 1112 x2) ) );
212 p 1111 1112 = cov 1111 1112/(sigma 1111 x1*sigma 1112 x2);
213
214 cov 1111 2222 = mean( ( Crot 1111 x1 − ...
mean(Crot 1111 x1) ).*( Crot 2222 x2 − ...
mean(Crot 2222 x2) ) );
215 p 1111 2222 = cov 1111 2222/(sigma 1111 x1*sigma 2222 x2);
216
217 cov 1111 2212 = mean( ( Crot 1111 x1 − ...
mean(Crot 1111 x1) ).*( Crot 2212 x2 − ...
mean(Crot 2212 x2) ) );
218 p 1111 2212 = cov 1111 2212/(sigma 1111 x1*sigma 2212 x2);
219
220 cov 1111 1212 = mean( ( Crot 1111 x1 − ...
mean(Crot 1111 x1) ).*( Crot 1212 x2 − ...
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mean(Crot 1212 x2) ) );
221 p 1111 1212 = cov 1111 1212/(sigma 1111 x1*sigma 1212 x2);
222
223 % −−−−− C1122 −−−−−
224
225 % AUTO
226 cov 1122 1122 = mean( ( Crot 1122 x1 − ...
mean(Crot 1122 x1) ).*( Crot 1122 x2 − ...
mean(Crot 1122 x2) ) );
227 p 1122 1122 = cov 1122 1122/(sigma 1122 x1*sigma 1122 x2);
228
229 % CROSS
230 cov 1122 1112 = mean( ( Crot 1122 x1 − ...
mean(Crot 1122 x1) ).*( Crot 1112 x2 − ...
mean(Crot 1112 x2) ) );
231 p 1122 1112 = cov 1122 1112/(sigma 1122 x1*sigma 1112 x2);
232
233 cov 1122 2222 = mean( ( Crot 1122 x1 − ...
mean(Crot 1122 x1) ).*( Crot 2222 x2 − ...
mean(Crot 2222 x2) ) );
234 p 1122 2222 = cov 1122 2222/(sigma 1122 x1*sigma 2222 x2);
235
236 cov 1122 2212 = mean( ( Crot 1122 x1 − ...
mean(Crot 1122 x1) ).*( Crot 2212 x2 − ...
mean(Crot 2212 x2) ) );
237 p 1122 2212 = cov 1122 2212/(sigma 1122 x1*sigma 2212 x2);
238
239 cov 1122 1212 = mean( ( Crot 1122 x1 − ...
mean(Crot 1122 x1) ).*( Crot 1212 x2 − ...
mean(Crot 1212 x2) ) );
240 p 1122 1212 = cov 1122 1212/(sigma 1122 x1*sigma 1212 x2);
241
242 % −−−−− C1112 −−−−−
243
244 % AUTO
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245 cov 1112 1112 = mean( ( Crot 1112 x1 − ...
mean(Crot 1112 x1) ).*( Crot 1112 x2 − ...
mean(Crot 1112 x2) ) );
246 p 1112 1112 = cov 1112 1112/(sigma 1112 x1*sigma 1112 x2);
247
248 % CROSS
249 cov 1112 2222 = mean( ( Crot 1112 x1 − ...
mean(Crot 1112 x1) ).*( Crot 2222 x2 − ...
mean(Crot 2222 x2) ) );
250 p 1112 2222 = cov 1112 2222/(sigma 1112 x1*sigma 2222 x2);
251
252 cov 1112 2212 = mean( ( Crot 1112 x1 − ...
mean(Crot 1112 x1) ).*( Crot 2212 x2 − ...
mean(Crot 2212 x2) ) );
253 p 1112 2212 = cov 1112 2212/(sigma 1112 x1*sigma 2212 x2);
254
255 cov 1112 1212 = mean( ( Crot 1112 x1 − ...
mean(Crot 1112 x1) ).*( Crot 1212 x2 − ...
mean(Crot 1212 x2) ) );
256 p 1112 1212 = cov 1112 1212/(sigma 1112 x1*sigma 1212 x2);
257
258 % −−−−− C2222 −−−−−
259
260 % AUTO
261 cov 2222 2222 = mean( ( Crot 2222 x1 − ...
mean(Crot 2222 x1) ).*( Crot 2222 x2 − ...
mean(Crot 2222 x2) ) );
262 p 2222 2222 = cov 2222 2222/(sigma 2222 x1*sigma 2222 x2);
263
264 % CROSS
265 cov 2222 2212 = mean( ( Crot 2222 x1 − ...
mean(Crot 2222 x1) ).*( Crot 2212 x2 − ...
mean(Crot 2212 x2) ) );
266 p 2222 2212 = cov 2222 2212/(sigma 2222 x1*sigma 2212 x2);
267
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268 cov 2222 1212 = mean( ( Crot 2222 x1 − ...
mean(Crot 2222 x1) ).*( Crot 1212 x2 − ...
mean(Crot 1212 x2) ) );
269 p 2222 1212 = cov 2222 1212/(sigma 2222 x1*sigma 1212 x2);
270
271 % −−−−− C2212 −−−−−
272
273 % AUTO
274 cov 2212 2212 = mean( ( Crot 2212 x1 − ...
mean(Crot 2212 x1) ).*( Crot 2212 x2 − ...
mean(Crot 2212 x2) ) );
275 p 2212 2212 = cov 2212 2212/(sigma 2212 x1*sigma 2212 x2);
276
277 % CROSS
278 cov 2212 1212 = mean( ( Crot 2212 x1 − ...
mean(Crot 2212 x1) ).*( Crot 1212 x2 − ...
mean(Crot 1212 x2) ) );
279 p 2212 1212 = cov 2212 1212/(sigma 2212 x1*sigma 1212 x2);
280
281 % −−−−− C1212 −−−−−
282
283 % AUTO
284 cov 1212 1212 = mean( ( Crot 1212 x1 − ...
mean(Crot 1212 x1) ).*( Crot 1212 x2 − ...
mean(Crot 1212 x2) ) );
285 p 1212 1212 = cov 1212 1212/(sigma 1212 x1*sigma 1212 x2);
286
287 % store results
288 rho 1111 1111(x,y) = p 1111 1111;
289 rho 1111 1122(x,y) = p 1111 1122;
290 rho 1111 1112(x,y) = p 1111 1112;
291 rho 1111 2222(x,y) = p 1111 2222;
292 rho 1111 2212(x,y) = p 1111 2212;
293 rho 1111 1212(x,y) = p 1111 1212;
294
295 rho 1122 1122(x,y) = p 1122 1122;
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296 rho 1122 1112(x,y) = p 1122 1112;
297 rho 1122 2222(x,y) = p 1122 2222;
298 rho 1122 2212(x,y) = p 1122 2212;
299 rho 1122 1212(x,y) = p 1122 1212;
300
301 rho 1112 1112(x,y) = p 1112 1112;
302 rho 1112 2222(x,y) = p 1112 2222;
303 rho 1112 2212(x,y) = p 1112 2212;
304 rho 1112 1212(x,y) = p 1112 1212;
305
306 rho 2222 2222(x,y) = p 2222 2222;
307 rho 2222 2212(x,y) = p 2222 2212;
308 rho 2222 1212(x,y) = p 2222 1212;
309
310 rho 2212 2212(x,y) = p 2212 2212;
311 rho 2212 1212(x,y) = p 2212 1212;
312
313 rho 1212 1212(x,y) = p 1212 1212;
314
315 end
316 end
317
318 save([folders.results 'rho.mat'], 'ri cc','rf cc','X','Y', ...
319 'rho 1111 1111', 'rho 1111 1122', 'rho 1111 1112', ...
'rho 1111 2222', 'rho 1111 2212', 'rho 1111 1212', ...
320 'rho 1122 1122', 'rho 1122 1112', 'rho 1122 2222', ...
'rho 1122 2212', 'rho 1122 1212', ...
321 'rho 1112 1112', 'rho 1112 2222', 'rho 1112 2212', ...
'rho 1112 1212', ...
322 'rho 2222 2222', 'rho 2222 2212', 'rho 2222 1212', ...
323 'rho 2212 2212', 'rho 2212 1212', ...
324 'rho 1212 1212');
325
326 header = {'\rho {1111}ˆ{1111}', '\rho {1111}ˆ{1122}', ...
'\rho {1111}ˆ{1112}', '\rho {1111}ˆ{2222}', ...
'\rho {1111}ˆ{2212}', '\rho {1111}ˆ{1212}', ...
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327 '\rho {1122}ˆ{1122}', '\rho {1122}ˆ{1112}', ...
'\rho {1122}ˆ{2222}', '\rho {1122}ˆ{2212}', ...
'\rho {1122}ˆ{1212}', ...
328 '\rho {1112}ˆ{1112}', '\rho {1112}ˆ{2222}', ...
'\rho {1112}ˆ{2212}', '\rho {1112}ˆ{1212}', ...
329 '\rho {2222}ˆ{2222}', '\rho {2222}ˆ{2212}', ...
'\rho {2222}ˆ{1212}', ...
330 '\rho {2212}ˆ{2212}', '\rho {2212}ˆ{1212}', ...
331 '\rho {1212}ˆ{1212}'};
332 data = [rho 1111 1111, rho 1111 1122, rho 1111 1112, ...
rho 1111 2222, rho 1111 2212, rho 1111 1212, ...
333 rho 1122 1122, rho 1122 1112, rho 1122 2222, ...
rho 1122 2212, rho 1122 1212, ...
334 rho 1112 1112, rho 1112 2222, rho 1112 2212, ...
rho 1112 1212, ...
335 rho 2222 2222, rho 2222 2212, rho 2222 1212, ...
336 rho 2212 2212, rho 2212 1212, ...
337 rho 1212 1212];
338
339 % save data as an Excel spreadsheet
340 filename xls = sprintf('rho−r%i %i.xls',ri cc,rf cc);
341 xlswrite([folders.results filename xls], data);
342
343 % save data (for zero spacing) as text file
344 filename txt = sprintf('rho−at−zero−r%i %i.txt',ri cc,rf cc);
345 rhotxtfileID = fopen([folders.results filename txt], 'w');
346
347 % print header info
348 fprintf(rhotxtfileID, 'Correlations at zero spacing\n');
349 fprintf(rhotxtfileID, 'N = %i\n',rf cc);
350
351 % print the (1111) components next
352 fprintf(rhotxtfileID, '\n');
353 fprintf(rhotxtfileID, '%s & %s & %s & %s & %s & %s\n', ...
header{1:6});
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354 fprintf(rhotxtfileID, '%06.4f & %06.4f & %06.4f & %06.4f & ...
%06.4f & %06.4f\n', data(1:6));
355 fprintf(rhotxtfileID, '\n');
356
357 % print the (1122) components next
358 fprintf(rhotxtfileID, '\n');
359 fprintf(rhotxtfileID, '%s & %s & %s & %s & %s\n', header{7:11});
360 fprintf(rhotxtfileID, '%06.4f & %06.4f & %06.4f & %06.4f & ...
%06.4f\n', data(7:11));
361 fprintf(rhotxtfileID, '\n');
362
363 % print the (1112) components next
364 fprintf(rhotxtfileID, '\n');
365 fprintf(rhotxtfileID, '%s & %s & %s & %s\n', header{12:15});
366 fprintf(rhotxtfileID, '%06.4f & %06.4f & %06.4f & %06.4f\n', ...
data(12:15));
367 fprintf(rhotxtfileID, '\n');
368
369 % print the (2222) components next
370 fprintf(rhotxtfileID, '\n');
371 fprintf(rhotxtfileID, '%s & %s & %s\n', header{16:18});
372 fprintf(rhotxtfileID, '%06.4f & %06.4f & %06.4f\n', data(16:18));
373 fprintf(rhotxtfileID, '\n');
374
375 % print the (2212) components next
376 fprintf(rhotxtfileID, '\n');
377 fprintf(rhotxtfileID, '%s & %s\n', header{19:20});
378 fprintf(rhotxtfileID, '%06.4f & %06.4f\n', data(19:20));
379 fprintf(rhotxtfileID, '\n');
380
381 % print the (1212) components last
382 fprintf(rhotxtfileID, '\n');
383 fprintf(rhotxtfileID, '%s\n', header{21});
384 fprintf(rhotxtfileID, '%06.4f\n', data(21));
385
386 % close the file
177
387 fclose(rhotxtfileID);
388
389 %% Display the final status to the command window
390
391 fprintf('\n%s\n',datestr(now))
392 fprintf('Correlation coefficient computation complete.\n')
393 toc
394 fprintf('\n')
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A.3 Supporting Functions
Each function listed in Table A.2 is documented in this section.
A.3.1 Generate Random Points (randomPtField.m)
1 % Generates random points establishing locations of stiff phase.
2 % DESCRIPTION: binomial point field, no restrictions
3
4 function [matdef,locations,vfActual] = ...
randomPtField(nCols,nRows,volFrac)
5
6 volTotal = nCols*nRows;
7
8 % define inclusion locations by volume fraction
9 randomField = rand(nRows,nCols);
10 matdef = randomField < volFrac;
11
12 % find row and col of inclusions
13 [rows,cols] = find(matdef > 0);
14 locations(:,1) = rows;
15 locations(:,2) = cols;
16
17 nInclusions = length(rows);
18 vfActual = nInclusions/volTotal;
A.3.2 Find Definition of Mesodomain (genWin.m)
1 % Finds the material definition within a particular window.
2
3 function [winDef] = genWin(inclusionLocations,L,row,col)
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45 % define the mesoscale window
6 Xi = L/2;
7 Yi = L/2;
8 boundaryS = Yi − L/2 + row;
9 boundaryN = Yi + L/2 + row;
10 boundaryW = Xi − L/2 + col;
11 boundaryE = Xi + L/2 + col;
12
13 % obtain the material definition within the current window
14 winDef = [];
15 m = size(inclusionLocations,1);
16 for i = 1:m
17 if (inclusionLocations(i,1) > boundaryS) && ...
(inclusionLocations(i,1) ≤ boundaryN)
18 if (inclusionLocations(i,2) > boundaryW) && ...
(inclusionLocations(i,2) ≤ boundaryE)
19 winDef = [winDef; inclusionLocations(i,:)];
20 end
21 end
22 end
23
24 % apply shift for FE software & sort the list
25 if ¬isempty(winDef)
26 winDef(:,1) = winDef(:,1) − boundaryS;
27 winDef(:,2) = winDef(:,2) − boundaryW;
28 winDef = sortrows(winDef,[1 2]);
29 end
A.3.3 Generate UKBC Input Files (inputFilesUKBC.m)
1 % Generates 6 UKBC input files for a given mesodomain.
2
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3 function inputFiles UKBC(directory,filename,d,E,alpha,nuM,nuI,...
4 winDef,L,strain,test)
5
6 %% ***** Specify mesoscale (window size) *****
7
8 % NOTE: the inclusion size, d, is the same as the element size
9 elementSize = d; % default = 1
10
11 %% ***** Specify how to generate elements *****
12
13 elements = L/elementSize;
14 N = elements;
15 nn = N*N; % total number of elements
16 wd = L; % length of window along one dimension
17 ww = wd/N; % length of element along one dimension
18
19 %% ***** MATERIAL PROPERITIES *****
20
21 emMatrix = E;
22 contrast = alpha;
23 emInclusion = emMatrix*contrast; % [MPa]
24 nuMatrix = nuM;
25 nuInclusion = nuI;
26
27 %% ***** BOUNDARY CONDITIONS *****
28
29 % strain
30 eo = strain;
31
32 % displacement
33 uo = wd*eo;
34
35 %% ***** INPUT FILE: OPEN FILE *****
36
37 fid = fopen([directory '\' filename], 'wt');
38
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39 %% ***** INPUT FILE: HEADER *****
40
41 fprintf(fid,'*Heading\n');
42 fprintf(fid,'*Preprint, echo=NO, model=NO, history=NO, ...
contact=NO\n');
43 fprintf(fid,'*Part, name=SquarePart\n');
44 fprintf(fid,'*End Part\n');
45 fprintf(fid,'*Assembly, name=Assembly\n');
46 fprintf(fid,'*Instance, name=SquareAssembly, part=SquarePart\n');
47 fprintf(fid,'*Node\n');
48
49 %% ***** INPUT FILE: GEOMETRY *****
50
51 % node locations
52 for i = 1:(nn+2*N+1)
53 cn = mod(i−1,N+1);
54 rn = (i−1−cn)/(N+1);
55 fprintf(fid,'%7i,\t%7g.,\t%7g.\n',i,ww*cn,ww*rn);
56 end
57
58 % element
59 % general plane strain element
60 fprintf(fid,'*Element, type=CPE4R\n');
61
62 % generate elements
63 for i = 1:nn
64 cn = mod(i−1,N);
65 rn=(i−1−cn)/N;
66 dn = i+rn;
67 fprintf(fid,'%5i,%5i,%5i,%5i,%5i\n',i,dn,dn+1,dn+N+2,dn+N+1);
68 end
69
70 %% ***** INPUT FILE: SECTION *****
71
72 nInclusions = size(winDef,1);
73 windowDef = zeros(L);
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74 for i = 1:nInclusions
75 r = winDef(i,1);
76 c = winDef(i,2);
77 windowDef(r,c) = 1;
78 end
79 [rows,cols] = find(windowDef == 0);
80 matrixDef = [rows,cols];
81 nMatrix = length(rows);
82
83 fprintf(fid,'*Elset, elset=ElemSet−Matrix, generate\n');
84 for i = 1:nMatrix
85 r = matrixDef(i,1);
86 c = matrixDef(i,2);
87 thisElement = N*(r − 1) + c;
88 fprintf(fid,'\t%i,\t%i\n',thisElement,thisElement);
89 end
90
91 fprintf(fid,'*Elset, elset=ElemSet−Inclusions, generate\n');
92 for i = 1:nInclusions
93 r = winDef(i,1);
94 c = winDef(i,2);
95 thisElement = N*(r − 1) + c;
96 fprintf(fid,'\t%i,\t%i\n',thisElement,thisElement);
97 end
98
99 % material sections
100 fprintf(fid,'*Solid Section, elset=ElemSet−Matrix, ...
material=Material−Matrix\n');
101 fprintf(fid,'1.0\n');
102 fprintf(fid,'*Solid Section, elset=ElemSet−Inclusions, ...
material=Material−Inclusions\n');
103 fprintf(fid,'1.0\n');
104
105 fprintf(fid,'*End Instance\n');
106
107 %% ***** INPUT FILE: BOUNDARY *****
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108 % NOTE: Defined by nodes.
109
110 % Left side:
111 fprintf(fid,'*Nset, nset=NodesLEFT, instance=SquareAssembly, ...
generate\n');
112 fprintf(fid,' %i, %i, %i\n',1,nn+N+1,N+1);
113 % Right side:
114 fprintf(fid,'*Nset, nset=NodesRIGHT, instance=SquareAssembly, ...
generate\n');
115 fprintf(fid,' %i, %i, %i\n',N+1,nn+2*N+1,N+1);
116 % Bottom side (inner nodes only):
117 fprintf(fid,'*Nset, nset=NodesBOTTOM, instance=SquareAssembly, ...
generate\n');
118 fprintf(fid,' %i, %i, %i\n',2,N,1);
119 % Top side (inner nodes only):
120 fprintf(fid,'*Nset, nset=NodesTOP, instance=SquareAssembly, ...
generate\n');
121 fprintf(fid,' %i, %i, %i\n',nn+N+2,nn+2*N,1);
122
123 %% ***** INPUT FILE: LOAD SURFACE *****
124 % NOTE: Defined by elements.
125
126 % Left side:
127 fprintf(fid,'*Elset, elset=ElementsLEFT, ...
instance=SquareAssembly, generate\n');
128 fprintf(fid,' %i, %i, %i\n',1,nn−N+1,N);
129 fprintf(fid,'*Surface, type=ELEMENT, name=SurfaceLEFT\n');
130 fprintf(fid,'ElementsLEFT, S4\n');
131 % Right side:
132 fprintf(fid,'*Elset, elset=ElementsRIGHT, ...
instance=SquareAssembly, generate\n');
133 fprintf(fid,' %i, %i, %i\n',N,nn,N);
134 fprintf(fid,'*Surface, type=ELEMENT, name=SurfaceRIGHT\n');
135 fprintf(fid,'ElementsRIGHT, S2\n');
136 % Bottom side:
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137 fprintf(fid,'*Elset, elset=ElementsBOTTOM, ...
instance=SquareAssembly, generate\n');
138 fprintf(fid,' %i, %i, %i\n',1,N,1);
139 fprintf(fid,'*Surface, type=ELEMENT, name=SurfaceBOTTOM\n');
140 fprintf(fid,'ElementsBOTTOM, S1\n');
141 % Top side:
142 fprintf(fid,'*Elset, elset=ElementsTOP, ...
instance=SquareAssembly, generate\n');
143 fprintf(fid,' %i, %i, %i\n',nn−N+1,nn,1);
144 fprintf(fid,'*Surface, type=ELEMENT, name=SurfaceTOP\n');
145 fprintf(fid,'ElementsTOP, S3\n');
146 % Entire window (i.e., all elements):
147 fprintf(fid, '*Elset, elset=entirewindow, ...
instance=SquareAssembly, generate\n');
148 fprintf(fid, '%i, %i, %i\n',1,nn,1);
149 fprintf(fid,'*End Assembly\n');
150
151 %% ***** INPUT FILE: MATERIAL *****
152
153 fprintf(fid, '*Material, name=Material−Matrix\n');
154 fprintf(fid, '*Elastic\n %f, %f\n',emMatrix,nuMatrix);
155 fprintf(fid, '*Material, name=Material−Inclusions\n');
156 fprintf(fid, '*Elastic\n %f, %f\n',emInclusion,nuInclusion);
157
158 %% ***** INPUT FILE: LOADING *****
159
160 % Specify loading conditions
161 fprintf(fid,'*Step, name=Loading\n');
162 fprintf(fid,'*Static\n 1., 1., 1e−05, 1.\n');
163
164 switch test
165
166 case 1 % ***** TEST 1: e11 *****
167
168 % Left side
169 fprintf(fid,'*Boundary\n');
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170 fprintf(fid,'NodesLEFT, 1, 2, 0\n');
171
172 % Right side
173 fprintf(fid,'*Boundary\n');
174 fprintf(fid,'NodesRIGHT, 1, 1, %g\n',uo);
175 fprintf(fid,'NodesRIGHT, 2, 2, 0\n');
176
177 % Bottom side
178 fprintf(fid,'*Boundary\n');
179 fprintf(fid,'NodesBOTTOM, 2, 2\n');
180 BS = 2:1:N;
181 spacing = 0:1/N:1;
182 for i = 1:length(BS)
183 u = uo*spacing(i+1);
184 fprintf(fid,'SquareAssembly.%i, 1, 1, %g\n', ...
BS(i), u);
185 end
186
187 % Top side
188 fprintf(fid,'*Boundary\n');
189 fprintf(fid,'NodesTOP, 2, 2\n');
190 TS = nn+N+2:1:nn+2*N;
191 spacing = 0:1/N:1;
192 for i = 1:length(TS)
193 u = uo*spacing(i+1);
194 fprintf(fid,'SquareAssembly.%i, 1, 1, %g\n', ...
TS(i), u);
195 end
196
197 case 2 % ***** TEST 2: e22 *****
198
199 % Left side
200 fprintf(fid,'*Boundary\n');
201 fprintf(fid,'NodesLEFT, 1\n');
202 LS = 1:N+1:nn+N+1;
203 spacing = 0:1/N:1;
186
204 for i=1:length(LS)
205 u = uo*spacing(i);
206 fprintf(fid,'SquareAssembly.%i, 2, 2, %g\n', ...
LS(i), u);
207 end
208
209 % Right side
210 fprintf(fid,'*Boundary\n');
211 fprintf(fid,'NodesRIGHT, 1\n');
212 RS = N+1:N+1:nn+2*N+1;
213 spacing = 0:1/N:1;
214 for i=1:length(RS)
215 u = uo*spacing(i);
216 fprintf(fid,'SquareAssembly.%i, 2, 2, %g\n', ...
RS(i), u);
217 end
218
219 % Bottom side
220 fprintf(fid,'*Boundary\n');
221 fprintf(fid,'NodesBOTTOM, 1, 2, 0\n');
222
223 % Top side
224 fprintf(fid,'*Boundary\n');
225 fprintf(fid,'NodesTOP, 2, 2, %g\n',uo);
226
227 case 3 % ***** TEST 3: e12 *****
228
229 % Left side
230 fprintf(fid,'*Boundary\n');
231 fprintf(fid,'NodesLEFT, 2, 2, 0\n');
232 LS = 1:N+1:nn+N+1;
233 spacing = 0:1/N:1;
234 for i=1:length(LS)
235 u = uo*spacing(i);
236 fprintf(fid,'SquareAssembly.%i, 1, 1, %g\n', ...
LS(i), u);
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237 end
238
239 % Right side
240 fprintf(fid,'*Boundary\n');
241 fprintf(fid,'NodesRIGHT, 2, 2, %g\n',uo);
242 RS = N+1:N+1:nn+2*N+1;
243 spacing = 0:1/N:1;
244 for i=1:length(RS)
245 u = uo*spacing(i);
246 fprintf(fid,'SquareAssembly.%i, 1, 1, %g\n', ...
RS(i), u);
247 end
248
249 % Bottom side
250 fprintf(fid,'*Boundary\n');
251 fprintf(fid,'NodesBOTTOM, 1, 1, 0\n');
252 BS = 2:1:N;
253 spacing = 0:1/N:1;
254 for i=1:length(BS)
255 u = uo*spacing(i+1);
256 fprintf(fid,'SquareAssembly.%i, 2, 2, %g\n', ...
BS(i), u);
257 end
258
259 % Top side
260 fprintf(fid,'*Boundary\n');
261 fprintf(fid,'NodesTOP, 1, 1, %g\n',uo);
262 TS = nn+N+2:1:nn+2*N;
263 spacing = 0:1/N:1;
264 for i=1:length(TS)
265 u = uo*spacing(i+1);
266 fprintf(fid,'SquareAssembly.%i, 2, 2, %g\n', ...
TS(i), u);
267 end
268
269 case 4 % ***** TEST 4: e11 & e22 *****
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270
271 % Left side
272 fprintf(fid,'*Boundary\n');
273 fprintf(fid,'NodesLEFT, 1, 1, 0\n');
274 LS = 1:N+1:nn+N+1;
275 spacing = 0:1/N:1;
276 for i=1:length(LS)
277 u = uo*spacing(i);
278 fprintf(fid,'SquareAssembly.%i, 2, 2, %g\n', ...
LS(i), u);
279 end
280
281 % Right side
282 fprintf(fid,'*Boundary\n');
283 fprintf(fid,'NodesRIGHT, 1, 1, %g\n',uo);
284 RS = N+1:N+1:nn+2*N+1;
285 spacing = 0:1/N:1;
286 for i=1:length(RS)
287 u = uo*spacing(i);
288 fprintf(fid,'SquareAssembly.%i, 2, 2, %g\n', ...
RS(i), u);
289 end
290
291 % Bottom side
292 fprintf(fid,'*Boundary\n');
293 fprintf(fid,'NodesBOTTOM, 2, 2, 0\n');
294 BS = 2:1:N;
295 spacing = 0:1/N:1;
296 for i=1:length(BS)
297 u = uo*spacing(i+1);
298 fprintf(fid,'SquareAssembly.%i, 1, 1, %g\n', ...
BS(i), u);
299 end
300
301 % Top side
302 fprintf(fid,'*Boundary\n');
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303 fprintf(fid,'NodesTOP, 2, 2, %g\n',uo);
304 TS = nn+N+2:1:nn+2*N;
305 spacing = 0:1/N:1;
306 for i=1:length(TS)
307 u = uo*spacing(i+1);
308 fprintf(fid,'SquareAssembly.%i, 1, 1, %g\n', ...
TS(i), u);
309 end
310
311 case 5 % ***** TEST 5: e12 & e22 *****
312
313 % Left side
314 fprintf(fid,'*Boundary\n');
315 LS = 1:N+1:nn+N+1;
316 spacing = 0:1/N:1;
317 for i=1:length(LS)
318 u = uo*spacing(i);
319 fprintf(fid,'SquareAssembly.%i, 1, 1, %g\n', ...
LS(i), u);
320 end
321 for i=1:length(LS)
322 u = uo*spacing(i);
323 fprintf(fid,'SquareAssembly.%i, 2, 2, %g\n', ...
LS(i), u);
324 end
325
326 % Right side
327 fprintf(fid,'*Boundary\n');
328 RS = N+1:N+1:nn+2*N+1;
329 spacing = 0:1/N:1;
330 for i=1:length(RS)
331 u = uo*spacing(i);
332 fprintf(fid,'SquareAssembly.%i, 1, 1, %g\n', ...
RS(i), u);
333 end
334 for i=1:length(RS)
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335 u = uo*( spacing(i) + 1 );
336 fprintf(fid,'SquareAssembly.%i, 2, 2, %g\n', ...
RS(i), u);
337 end
338
339 % Bottom side
340 fprintf(fid,'*Boundary\n');
341 fprintf(fid,'NodesBOTTOM, 1, 1, 0\n');
342 BS = 2:1:N;
343 spacing = 0:1/N:1;
344 for i=1:length(BS)
345 u = uo*spacing(i+1);
346 fprintf(fid,'SquareAssembly.%i, 2, 2, %g\n', ...
BS(i), u);
347 end
348
349 % Top side
350 fprintf(fid,'*Boundary\n');
351 fprintf(fid,'NodesTOP, 1, 1, %g\n',uo);
352 TS = nn+N+2:1:nn+2*N;
353 spacing = 0:1/N:1;
354 for i=1:length(TS)
355 u = uo*( spacing(i+1) + 1 );
356 fprintf(fid,'SquareAssembly.%i, 2, 2, %g\n', ...
TS(i), u);
357 end
358
359 case 6 % ***** TEST 6: e12 & e11 *****
360
361 % Left side
362 fprintf(fid,'*Boundary\n');
363 fprintf(fid,'NodesLEFT, 2\n');
364 LS = 1:N+1:nn+N+1;
365 spacing = 0:1/N:1;
366 for i=1:length(LS)
367 u = uo*spacing(i);
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368 fprintf(fid,'SquareAssembly.%i, 1, 1, %g\n', ...
LS(i), u);
369 end
370
371 % Right side
372 fprintf(fid,'*Boundary\n');
373 fprintf(fid,'NodesRIGHT, 2, 2, %g\n',uo);
374 RS = N+1:N+1:nn+2*N+1;
375 spacing = 0:1/N:1;
376 for i=1:length(RS)
377 u = uo*( spacing(i) + 1 );
378 fprintf(fid,'SquareAssembly.%i, 1, 1, %g\n', ...
RS(i), u);
379 end
380
381 % Bottom side
382 fprintf(fid,'*Boundary\n');
383 BS = 2:1:N;
384 spacing = 0:1/N:1;
385 for i=1:length(BS)
386 u = uo*spacing(i+1);
387 fprintf(fid,'SquareAssembly.%i, 1, 1, %g\n', ...
BS(i), u);
388 end
389 for i=1:length(BS)
390 u = uo*spacing(i+1);
391 fprintf(fid,'SquareAssembly.%i, 2, 2, %g\n', ...
BS(i), u);
392 end
393
394 % Top side
395 fprintf(fid,'*Boundary\n');
396 TS = nn+N+2:1:nn+2*N;
397 spacing = 0:1/N:1;
398 for i=1:length(TS)
399 u = uo*( spacing(i+1) + 1 );
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400 fprintf(fid,'SquareAssembly.%i, 1, 1, %g\n', ...
TS(i), u);
401 end
402 for i=1:length(TS)
403 u = uo*spacing(i+1);
404 fprintf(fid,'SquareAssembly.%i, 2, 2, %g\n', ...
TS(i), u);
405 end
406
407 otherwise
408 disp('error');
409 exit;
410
411 end
412
413 %% ***** INPUT FILE: OUTPUT REQUEST *****
414
415 fprintf(fid,'*Restart, write, frequency=0\n');
416 fprintf(fid,'*ENERGY PRINT\n');
417 fprintf(fid,'*EL PRINT, elset=entirewindow\n');
418 fprintf(fid,'S\n');
419 fprintf(fid,'E\n');
420 fprintf(fid,'*End Step\n');
421
422 %% ***** INPUT FILE: CLOSE FILE *****
423
424 fclose(fid);
A.3.4 Find Total Strain Energy in an Output File
(findEnergy.m)
1 % Finds the total strain energy from a DAT file.
2
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3 function y = findEnergy(filename)
4
5 fid = fopen(filename);
6 y = 0;
7 tline = fgetl(fid);
8 while ischar(tline)
9 matches = strfind(tline, 'T = 1.00000');
10 num = length(matches);
11 if num > 0
12 break
13 end
14 tline = fgetl(fid);
15 end
16 while ischar(tline)
17 matches = strfind(tline, 'TOTAL STRAIN ENERGY (STRESS POWER)');
18 num = length(matches);
19 if num > 0
20 remain = tline;
21 while true
22 [str, remain] = strtok(remain);
23 if isempty(str)
24 break
25 end
26 y = str2num(str);
27 if (isnumeric(y) && ¬isempty(y))
28 break
29 end
30 end
31 break
32 end
33 tline = fgetl(fid);
34 end
35
36 fclose(fid);
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A.3.5 Transform Stiffness Tensor by a Rotation
(rotStiffness2d.m)
1 % Transform a stiffness tensor (2D) by a specified rotation.
2
3 function [Crot,Creffull,Crotfull] = rotstiffness2d(Cref,Q)
4
5 % FORMAT: Co = 6 rows x 6 cols
6
7 % initially set all components of Co (C in the reference ...
frame) to zero
8 Co = zeros(2,2,2,2);
9
10 Co(1,1,1,1) = Cref(1,1);
11 Co(1,1,2,2) = Cref(1,2);
12 Co(1,1,1,2) = Cref(1,6);
13
14 Co(2,2,1,1) = Cref(2,1);
15 Co(2,2,2,2) = Cref(2,2);
16 Co(2,2,1,2) = Cref(2,6);
17
18 Co(1,2,1,1) = Cref(6,1);
19 Co(1,2,2,2) = Cref(6,2);
20 Co(1,2,1,2) = Cref(6,6);
21
22 % symmetries: Cijkl = Cjikl = Cijlk = Cklij
23 % C1111 − [none]
24 % C1122 − 1: 2211*
25 % C1112 − 2: 1121, 1211*, 2111
26 % C2222 − [none]
27 % C2212 − 2: 2221, 1222*, 2122
28 % C1212 − 3: 2112, 1221, 2121
29 % (*) indicates already accounted for above
30
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31 Co(1,1,2,1) = Co(1,1,1,2);
32 Co(2,1,1,1) = Co(1,2,1,1);
33 Co(2,2,2,1) = Co(2,2,1,2);
34 Co(2,1,2,2) = Co(1,2,2,2);
35 Co(2,1,1,2) = Co(1,2,1,2);
36 Co(1,2,2,1) = Co(1,2,1,2);
37 Co(2,1,2,1) = Co(1,2,1,2);
38
39 % transformation equation:
40 % Cr ijkl = Q ip * Q jq * Q kr * Q ls * Co pqrs
41
42 % transformed tensor
43 Cr = zeros(2,2,2,2);
44
45 index = 0;
46 % iterate through all indices: i,j,k,l
47 for i = 1:2
48 for j = 1:2
49 for k = 1:2
50 for l = 1:2
51 % sum on these indices: p,q,r,s
52 for p = 1:2
53 for q = 1:2
54 for r = 1:2
55 for s = 1:2
56 index = index + 1;
57 Cr(i,j,k,l) = Cr(i,j,k,l) + ...
58 Q(i,p)*Q(j,q)*Q(k,r)*Q(l,s)*Co(p,q,r,s);
59 end
60 end
61 end
62 end
63 end
64 end
65 end
66 end
196
67 Creffull = Co;
68 Crotfull = Cr;
69
70 % assign values of result to 6x6 rotated matrix
71 Crot = zeros(6,6);
72
73 Crot(1,1) = Cr(1,1,1,1);
74 Crot(1,2) = Cr(1,1,2,2);
75 Crot(1,6) = Cr(1,1,1,2);
76
77 Crot(2,1) = Cr(2,2,1,1);
78 Crot(2,2) = Cr(2,2,2,2);
79 Crot(2,6) = Cr(2,2,1,2);
80
81 Crot(6,1) = Cr(1,2,1,1);
82 Crot(6,2) = Cr(1,2,2,2);
83 Crot(6,6) = Cr(1,2,1,2);
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