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I. INTRODUCTION
F USING image data with associated geographic information is of critical importance in a variety of military and civilian applications. This research develops a system for associating inertial data with image information in order to aid navigation of air vehicles. The methods presented here leverage proven computer vision techniques to develop a navigation system capable of operating independently or in conjunction with current navigation systems. This approach is based on using a series of images to reconstruct three dimensional structure while using known control points to tie that structure to a real world coordinate system. The focus of this analysis is the performance of these methods in aerial environments representative of actual operational scenarios for manned or un-manned aircraft. An analysis of the errors associated with these techniques is presented as the basis for future work toward the goal of a real-time vision based navigation system for aerial vehicles.
A. Applications
Most military aircraft (both autonomous and manned) use an Inertial Navigation System (INS) to provide the basis for a navigation solution. INS is particularly attractive to military users because it is a stand alone system of accelerometers and gyroscopes that is able to integrate accelerations to determine the vehicle's position after a certain amount of time. This does not require external signals which are often susceptible to jamming and denial in wartime scenarios. Unfortunately, even the best INS alone is limited by gyroscope drift rates and high quality gyroscopes are expensive. In order to improve and maintain the INS-only navigation solution over time, one must inject truth data inputs to the INS during flight. Without these inputs, the INS drifts at a rate unacceptable for most modern navigation applications. The most common and accurate external input is GPS; however, GPS is very susceptible to jamming and may not be reliable in all scenarios. Currently, without GPS pilots can make manual corrections to the INS by visually identifying a known reference point, flying over that point and updating position based on over-flight. This process is significantly less accurate and also burdensome to the operator.
Digital image processing gives promising solutions to this problem in two ways. First, computer vision techniques can be used to recognize known landmarks in the navigation space and thereby automate the manual correction process to increase accuracy and reduce operator workload. This approach requires a database of known world features that can be recognized and matched by the onboard vision system. A second approach to this problem does not require known features in the navigation space but only requires a known starting point and a series of images. The sequential series of images can be related to one another so that the vision system can estimate trajectory independent of the INS. Both of these approaches can also be used in concert to develop a navigation system completely independent from both INS and GPS. Sequential images matched together form an INSlike trajectory solution while images matched to a database form a GPS-like position update. In order to do this, it must be possible to accurately relate the reconstructed trajectory to some world navigation frame and understand the errors inherent in this process.
B. Problem Statement
The primary computer vision techniques used to support the goals of this research involve automatic feature matching and recognition, pose estimation and three dimensional reconstruction from multiple view geometry. These are fundamental computer vision techniques and they are currently implemented in many open source software packages; however their application to aerial navigation in a real world coordinate frame is relatively new and presents some unique challenges. Applying these computer vision techniques to realistic operational situations in a way that is useful for aerial navigation is the key problem explored in this effort.
C. Research Objectives
There are two primary objectives for this research. The first objective is to create a process for using a series of images to successfully predict the trajectory of an aerial vehicle in a real world coordinate system. The process is designed in such a way that it can be realistically implemented on future systems. Secondly, the sources of error in the developed process are investigated and understood under a variety of conditions. The error sources investigated include the effect of camera calibration/mounting, feature matching noise, trajectory type, bundle adjustment parameters and process noise. The effect of the various error sources are characterized to assess feasibility of this vision navigation approach. These objectives are investigated using both simulation and real world flight test data representative of operational scenarios.
II. THEORETICAL FRAMEWORK

A. Coordinate Frames
There are six coordinate frames that are of interest in this research. The first frame is the Earth Centered Earth Fixed Frame (ECEF). This frame has origin at the center of the Earth and has a z-axis pointing through the North pole. The ECEF frame is fixed to the Earth and rotates with the Earth. The ECEF frame can be easily converted to a latitude, longitude and altitude on the Earth using the WGS-84 Earth model. The next frame is fixed to the aircraft center of gravity and is the aircraft body frame. This frame is defined with the x-axis pointing through the aircraft nose, the y-axis out the right wing and the z-axis down through the aircraft belly. It is fixed to the aircraft structure as the aircraft maneuvers. The aircraft North-East-Down (NED) frame shares the same origin as the aircraft body frame; however this frame remains in the same NED orientation as the aircraft maneuvers. The x-axis remains North, the y-axis points East and the z-axis points down (ie. perpendicular to the local surface of the Earth). The relationship between the aircraft NED and aircraft body frame is described by Euler angle rotations using the order of 'ZYX' or 'yaw, pitch, roll' from NED to body. The aircraft body and NED frames are depicted below in Figure 1 and Figure 2 depicts the ECEF frame's relationship to various body and local level frames.
It is also useful to describe a local level navigation frame for the purposes of analyzing trajectories. This will be defined as an East-North-Up frame with the origin at the center of gravity of the aircraft at it's first position in the trajectory. For example, at time zero the aircraft will be at the origin of the ENU local level frame and then will move away from the origin as time progresses and the trajectory is flown. See Figure 3 showing the ENU frame for a given trajectory.
In this research a camera is fixed to the aircraft body. The camera frame has its origin at the optical center of the camera and z-axis parallel to the camera bore-sight pointing toward the scene. The x-axis of the camera frame points to the right when looking toward the scene and the y-axis points down. Note that this frame is the same camera frame used in the Visual Structure from Motion (VSFM) software package [10] and is shown in Figure 4 .
The standard computer vision convention for a pixel coordinate frame is used. The pixel frame is a two dimensional frame with x and y axes parallel to the camera body x and y axes. The origin of the frame is the top left corner of the image as depicted below. Some of the derivations below describe an image coordinate frame. This is the same as the pixel frame; however, it has an origin that is in the center of the image plane instead of the top left corner. The x and y axes are the same direction. In Figure 4 the image coordinate frame location is denoted as (x,y) while the pixel coordinate frame location is denoted (u,v).
B. Structure from Motion Overview
Structure from Motion (SFM) uses corresponding features in multiple images of the same scene to construct a three dimensional representation of the scene as well as to estimate camera pose and even calibration. There are many different forms and variations of the Structure from Motion algorithm; however, this section will introduce the generic procedure used by SFM given a collection of images. The four main steps to any SFM process are as follows:
• Determine correspondences between images
• Determine fundamental matrices for each pair of images • Use the fundamental matrices to determine an initial 3-D structure • Minimize the re-projection errors in the initial structure to create an accurate but relative 3-D reconstruction 1) Image Correspondences: SFM algorithms generally use a feature based approach to image correspondence. In this approach the first step is to identify the locations of distinct features in an image and then describe those features in a unique way so that they can be matched to the same feature descriptions that appear in other images. Research has shown that distinct features in an image tend to be the result of corners or other sharp gradients in pixel values. The general approach is then to look for and describe areas that have these distinct gradients. There are several methods to do this but the method used in this research is Scale Invariant Feature Transform (SIFT) developed by David Lowe [7] . SIFT is a powerful feature detection and matching tool because it is invariant to changes in scale and rotation and can also handle some perspective changes.
The output of running SIFT on a group of images is a set of 128-dimension descriptor vectors where each vector describes an image feature as well as x-y pixel locations for these features in each image. The next challenge is to effectively search through the set of vectors from each image and match those that are the same. This is done by comparing the Euclidean distance between a descriptor vector and its potential match. Euclidean distance between two vectors is calculated with a dot product. The higher the value of the dot product then the more similar the vectors. For example, the dot product of two identical vectors is 1. Once dot products between every combination of vectors are calculated it is possible to threshold the highest dot product results and declare those a match. There are several methods to threshold dot products. The simplest but least accurate is to pick a nonadaptive threshold value. The most commonly used technique and one that generally produces a low rate of false matches is the 2nd-nearest neighbor method. In this method, a given feature vector is combined via dot product with every other feature that is a potential match. The magnitude of the dot products are ordered from highest to lowest and the ratio of the highest dot product to the second highest dot product is taken. The lower the ratio the better the match. A low ratio essentially means that the two features are most like each other and not like other features in the set. In general the threshold ratio is set between .6 and .8 but can vary and can be experimentally determined for a given image set. The result of this process produces a set of corresponding features.
The matching process is not perfect and can result in some outlier matches. These outliers can be eliminated by using geometric constraints and random sampling consensus (RANSAC). Any two images will be related via a fundamental matrix that maps features in one image to features in another image through the Epipolar constraint [2] , [1] . The matches generated by SIFT matching must be consistent with some common fundamental matrix. Any matches that are not consistent with a common fundamental matrix must be outliers. Random sampling is used to determine the common fundamental matrix by randomly selecting a set of matching features. From these features a fundamental matrix is calculated. This fundamental matrix then is used to project all the features in one image to features in the other image. The projections are compared to the actual feature locations and if the majority line up within a certain threshold then this must be a good fundamental matrix. This process is repeated multiple times with several random samples until a fundamental matrix is found that minimizes the total re-projection error. Any feature matches that don't align with this final fundamental matrix are considered outliers and disregarded.
In addition to using RANSAC with a fundamental matrix constraint, the same process can be used but with a simpler matrix constraint called a homography constraint. Unlike a fundamental matrix which relates cameras that are viewing a 3-D scene through Epipolar geometry, a homography matrix is a simple planar transformation between pixels in two images. In other words, the following constraint must be satisfied between two 2-D images:
where H is a 3x3 matrix and x im1 and x im2 are 3xn matrices where each column is an x,y feature location expressed in homogeneous coordinates and n is the number of features. Solving for H is a simple linear, least squares solution to the above equation. The homography constraint and the fundamental matrix constraint can be used in conjunction to eliminate as many outliers as possible. Other logical constraints can also be applied to further improve outlier rejection (ie. one feature can only match to one other feature, etc). Figure 5 and 6 show matching between two very dissimilar images (ie. different cameras, scales, perspective, time of year, etc) with and without using geometry constraints. In this case there are initially a lot of outliers; however, these outliers are effectively removed using geometric and logical constraints. Even though dissimilar images may have a lot of outliers and end up with only a few good SIFT matches, similar images taken from the same camera often have thousands of good matches. Figure 7 shows SIFT matching between two sequential images taken from the same camera of the same target area. This is the type of result expected when attempting to match images in a sequence taken from an airborne camera. 2) Determining initial 3-D structure: The second step of the SFM process is to calculate a fundamental matrix for each image pair. This was likely already done as part of the outlier rejection step in SIFT matching. The fundamental matrices for each image pair can then be used to calculate camera projection matrices and relative positions of each camera. Using this information, the 3-D locations of the matching features can be triangulated to form an initial 3-D structure that is self-consistent. Note that even though the 3-D structure found from triangulation is consistent with itself, it is not and cannot be tied to any real world reference system without some other knowledge about the location of features or cameras in the real world.
Generating an initial 3-D structure relies on the fact that certain 3-D features can be tracked through several images. The SFM algorithm picks a first initialization pair of images as the pair of images with the most matches. This initial pair is then used to generate a set of 3-D features. From this initial pair the next image in the set is added based off which image sees the most number of 3-D points generated by the first two images. Images are then added one at a time in this same manner to construct the initial 3-D structure and camera pose estimates. Note that this process is heavily dependent on an accurate estimate of focal length for each camera. An inaccurate estimate of focal length may lead to a highly inaccurate initial 3-D structure and the inability to generate tracks which will lead to reconstruction failure [12] .
3) Bundle Adjustment: Once an initial estimate of 3-D structure and camera pose is available, the final step is to run a Spare Bundle Adjustment (SBA) on the model to further refine the 3-D reconstruction. The basic concept of SBA is to minimize the pixel re-projection error between the estimated 3-D point positions and estimated camera poses. This minimization cost function is defined as:
for n 3-D points, m cameras and where w ij is a weighting function that is 1 if a point is viewed in a given camera or zero is the point is not viewed in a given camera. q ij is the actual projection of the ith point in the jth camera and P is the predicted projection of the ith point in the jth camera given the camera intrinsics (K), camera pose (G) and 3-D point location (X). The camera intrinsics, poses and 3-D points that minimize this cost function represent the final solution for the 3-D structure. This minimization problem is most commonly solved with the Levenberg-Marquardt non-linear least squares estimation algorithm. The problem is simplified by the sparse nature the Jacobian matrices involved. The solution method uses two Jacobian matrices, A and B, where A describes the change in re-projection error due to changes in camera location, orientation and intrinsic parameters while B describes the change in re-projection error due to changes in 3-D point location. The general structure of the two Jacobian matrices is shown in Figure 8 .
Note that since re-projection errors are only affected by the cameras and points involved (and not other cameras in the bundle) then both Jacobian matrices have a block diagonal sparse structure. In other words, changes in the re-projection error of a given 3-D point are only caused by changes in the location of that point and changes to the camera that is viewing that point. Note that the Bundle Adjustment on a given 3-D structure can be constrained in various ways by changing elements of the Jacobian matrices. For example, if the intrinsic camera parameters are known from a previous calibration then the elements of the Jacobian matrix corresponding to changes in camera parameters can be set to zero. This will result in a solution that keeps the initial camera parameters fixed and Fig. 8 . This is the Jacobian structure for a system with three cameras and four 3-D points. The A and B Jacobian matrices have been combined into one matrix. The un-shaded regions represent non-zero elements of the Jacobian. The pixel re-projection error is x, the pose of each camera, p, is made of roll, pitch, yaw, 3-D location as well as camera intrinsics (if K is not known) and X is the 3-D point location. adjusts the optimal structure to meet these constraints.
The Levenberg-Marquardt technique for minimization has the potential to converge on local minima and therefore success of the technique is highly dependent on the initial parameters. As a result, the initial 3-D structure is used as an input to the SBA process but if this structure is significantly inaccurate then SBA will likely fail to converge. Bundle Adjustment is often run iteratively during the SFM process and is therefore interwoven with the previous step above. Every time a new camera is added to the structure then a Bundle Adjustment can be run before another camera is added. Obviously, a final Bundle Adjustment is run as the last step to any reconstruction.
III. NAVIGATION ALGORITHM
The minimum inputs required for the algorithm are as follows:
• Sequential series of images taken from the aerial platform • Known real world camera locations for two of the images • Known real world camera orientation for one of the images • Known transformation from camera frame to aircraft body frame In general, for a navigation application, it is appropriate to assume that the camera location and orientation of the first camera in the sequence is known (ie. known starting point) and that the location of the second camera can be relatively easily determined and will serve as the second reference location. The location of the second camera can be obtained through separate means (ie. GPS, INS, dead reckoning, etc). Even though any two cameras can be used as reference locations, this analysis will focus on using only the first two cameras in an effort to simulate a known starting point and propagating the solution to the current time when a navigation update is desired. For example, even though it would be possible to obtain the solution by using the first and last camera in the sequence, it is assumed that for navigation the last camera in the sequence is the current position and is unknown. The transformation between the the camera frame and the aircraft frame can either be fixed for every image in the trajectory or it can change with each image. In other words, the camera can be rigidly mounted to the aircraft body or it can slew as the aircraft moves. In either case it is possible and realistic to measure the transformation between frames. For simplicity, the simulations and tests in this research utilize designs with a fixed transformation between aircraft frame and camera frame.
Even though this algorithm only requires the above four inputs, if available it is also helpful to provide a real world orientation and altitude to every camera in the sequence as well as intrinsic camera calibration parameters (measured from previous manual calibration). This is possible and is, in fact, realistic for air vehicles equipped with an INS and altimeter. The INS orientation measurements (roll, pitch and yaw) do not drift as much as INS position estimates and therefore it is realistic to assume that these are available and can be used to aid the algorithm without detracting from the usefulness of the system. Manual camera calibration is a well proven procedure so it is also realistic to assume that a fixed and accurate calibration can be done prior to flight. Finally, measurements from the aircraft's altimeter provide an accurate, reliable and independent source of altitude information.
The algorithm developed in this research follows the following steps:
• Collect sequential series of images • Apply SFM to series of images • Transform resulting 3-D reconstruction to real world coordinate system • Apply Sparse Bundle Adjustment to SFM output using available constraints as desired • Use calculated trajectory for navigation
A. Collect images
This research used both real images collected from flight test as well as simulated images. In order to effectively analyze the errors associated with this approach it was necessary to develop a simulation in which all parameters could be completely controlled to determine their effect on navigation accuracy. This was done by simulating flight of an aircraft mounted camera over a set of simulated feature points on the Earth's surface. The software package ProfGen was developed by the Air Force Research Lab (AFRL) in order to generate various aircraft trajectories in a world coordinate system given a starting point and various aircraft maneuvers. These profiles were then input into the SIFT feature simulator developed by the AFIT Advanced Navigation Technology Center. The SIFT feature simulator uses the flight profile, camera calibration information and camera mounting parameters to randomly generate features for the camera to see as it flies along the given trajectory. These features are randomly distributed along the Earth's surface as modeled by a Digital Terrain Elevation Data (DTED) map uploaded from National GeospatialIntelligence Agency (NGA) data at the location of the flight trajectory. The simulator uses the pinhole camera projection equations to calculate the location of each feature in every image taken along the trajectory. Each feature is given a unique identifier so it is possible to tell which features match between each simulated image. Overall, the simulator outputs a set of feature locations (x,y pixel locations) in each image and the unique identifier associated with each simulated feature.
The Air Force Research Lab provided imagery from the All Source Positioning and Navigation (ASPN) program flight test. In this program a camera was mounted to a DC-3 and flown over Athens, OH. An on-board INS/GPS system provided truth navigation data for every image frame. The camera used in the ASPN test was rigidly mounted to the aircraft fuselage so that it looked straight down.
B. Apply SFM to Series of Images
This project used the software package Visual Structure from Motion (VSFM) developed by Changchang Wu to implement the Structure from Motion process [10] . VSFM is closed source software but there are multiple paths whereby the user can adjust settings and manipulate the algorithm to achieve desired results. These features make VSFM the ideal tool for this research. The only required inputs to VSFM are a set of images. Using the input images, VSFM runs SIFT on each image, matches SIFT features, builds a sparse 3-D reconstruction and computes sparse bundle adjustment to refine the solution. The 3-D reconstruction is displayed to the user and an output text file is generated with the positions and orientations of all the reconstructed model points and cameras in an arbitrary VSFM model frame.
1) Simulator Interface to VSFM: VSFM generally requires input JPEG images; however, the SIFT simulation used in this research only generates data files with a list of feature locations and feature identifiers in each simulated frame and not actual images. Fortunately, VSFM allows for input of user defined features and matches instead of having to use the built in SIFT based matching process. To do this the user must write and input a .SIFT file that contains feature locations for each image and a text file that specifies feature matching between images. Finally, even though the SIFT matching is already specified by the input files, actual JPEG images are still needed by VSFM to complete the graphical display of the reconstruction. Therefore, completely black (arrays of zero) JPEG images were generated and sized appropriately for the simulated camera. This allowed VSFM to run as if it were processing normal images.
2) VSFM Parameters: When using actual imagery collected from flight test data the only step that needs to be accomplished is to load the images into Visual SFM. From this point a 3-D reconstruction can be generated without any additional data; however, there are several parameters that can be modified to influence the quality and speed of the reconstruction. The first option that can significantly affect the reconstruction is related to lens distortion. Radial and tangential lens distortion can have a significant impact on the pixel location of a given feature point. VSFM can estimate lens distortion in the process; however the results are not as reliable as an independent measurement of lens distortion. The known distortion parameters for each set of flight test data were used to undistort images prior to inputting them into VSFM. This gave significantly better results and having access to distortion parameters is a realistic assumption for a navigation system since these parameters can be determined via a controlled calibration prior to flight.
The next set of parameters are the SIFT matching parameters. VSFM matching uses a nearest neighbor criteria as well as homography and fundamental matrix constraints as described earlier. The user can modify the distance ratio for nearest neighbor matching, the pixel re-projection thresholds for the two geometry constraints, the maximum number of matches and the RANSAC sample size. In the default setting VSFM will attempt to match every image in the set to every other image. For image sequences (as used in this research), the user can specify what images should be attempted to match to other images. For example, one can choose to only attempt to match an image with the X images immediately before and after it in the sequence based on the aircraft motion and expected overlap between sequential images. This can significantly speed up reconstruction since time is not wasted trying to match images that may not share common features.
Once feature matching is complete there are several parameters that influence the 3-D reconstruction. Perhaps the most important parameter is the initial guess of focal length. VSFM generally uses EXIF tags from digital cameras for this initial estimate; however, this EXIF data was generally not included in the flight test images so a rough estimate of the camera focal length must be input manually. A guess of focal length that is wildly inaccurate may lead to convergence on an incorrect local minimum and failure of the reconstruction. If the actual camera calibration is known (as is the case for this research) then the camera matrix can be input and VSFM will constrain the reconstruction to fit this known calibration. This is currently the only way in which VSFM will constrain the bundle adjustment (ie. the user is not able to input known rotations, etc). Finally, there are several thresholds describing how often bundle adjustment is done in the reconstruction process and when to add new cameras or tracks to the reconstruction. Many of these settings are already optimized for the best reconstruction so this research only focuses on adjusting the parameters that may be important in navigation applications.
C. Real World Transformation
The VSFM process gives outputs that are referenced to an arbitrary frame and scale. It is therefore necessary to convert the VSFM output model to a real world frame prior to the final bundle adjustment step. This is done by first converting the camera orientations output by VSFM in the arbitrary VSFM model frame (denoted m) to the frame of the first camera in the sequence called the reference camera frame (denoted r). The known INS orientation of the reference camera is then used to associate the model frame with a real world East-NorthUp frame and from there each VSFM camera orientation can be converted to an orientation relative to ENU. The overall equation for this process is as follows:
where (C c m ) N is the VSFM model frame to camera frame rotation as output by VSFM for the Nth camera, C m r is the rotation of the reference camera (first camera in sequence) frame to the VSFM model frame as output by VSFM, C r a1 is the rotation from the first aircraft frame to the reference camera frame as determined by camera mounting parameters, C a1 N ED is the rotation from NED frame to aircraft frame as given by the INS for the first camera (assuming INS is mounted in aircraft frame) and C N ED EN U is the conversion from East-NorthUp to North-East-Down. This equation represents the rotation of the Nth camera relative to the ENU frame as determined by VSFM.
Camera positions must also be converted from the VSFM model frame to the ENU frame prior to the final bundle adjustment. VSFM outputs the translation of each camera from the arbitrary model frame origin to the camera center as expressed in the camera frame. The position of the Nth camera in the VSFM model frame is then given as:
where (x m ) N is the position of the Nth camera in the model frame, (t c ) N is the translation in the Nth camera frame output by VSFM and (C N is the rotation of the Nth camera to the model frame as output by VSFM. The position of each camera in the model frame is then converted to a position relative to the first camera in the sequence (the reference camera) by
where (x m ) 1 is the position of the reference camera in the model frame. Finally, the known orientation of the reference camera is used to compute the position of each camera in the ENU world frame. In this case the ENU world frame has an origin at the position of the first camera.
where C
N ED a1
and C a1 r come from the INS orientation and mounting parameters of the reference camera. The VSFM outputs have now been successfully converted to a real world coordinate system; however, the data still needs to be scaled appropriately.
The only way to assign a real world scale to the resulting system is to use a second reference point. Although any camera can be used, for navigation purposes the second camera in the sequence is chosen. This means that the first two camera measurements must be accompanied by some sort of independent relative measurement in position. Although the first camera requires a real world coordinate measurement (GPS, surveyed starting point, etc) the second camera just needs to be determined relative to the first. This can be done either with another absolute measurement (GPS, surveyed point) or by a relative method (INS, dead reckoning, etc). A scale factor, k, is then determined using the ratio of the distance between the two reference cameras in the VSFM frame and the independently measured distance. Multiplying the scale factor by the above equation gives the position of all cameras in an ENU frame with origin at the first camera.
If it is not desired to run any further bundle adjustment steps using more constraints then this is the final step and the solution can be compared to truth data. However, it might be possible to improve the quality of the solution by incorporating known constraints measured from other reliable sources into a final bundle adjustment.
D. Post-VSFM Bundle Adjustment
As mentioned earlier, the only parameter that can be fixed in the VSFM bundle adjustment is the camera calibration. For navigation applications, it may be desirable to further constrain the bundle adjustment by incorporating known camera orientations from an INS measurement or even incorporating known altitudes from altimeter measurements. In theory, more known constraints incorporated into the bundle adjustment should improve reconstruction accuracy. Unfortunately, VSFM can only constrain bundle adjustment using camera calibration. A Matlab based software package called the Vision Lab Geometry (VLG) Library developed by the Vision Lab at UCLA [11] provides an open source bundle adjustment implementation with more flexibility. This software requires an initial guess of the 3-dimensional structure and camera locations that must be relatively close to the actual structure. Using this initial guess, a Levenburg-Marquardt algorithm is implemented to minimize re-projection errors and refine the reconstruction. The VSFM reconstruction is used as the initial guess and is input to this software. When no parameters are changed from the VSFM reconstruction then the output is the same result as given by VSFM. However, modifications to this software provide the ability to fix a variety of parameters including the orientation of each camera based off known INS data. This is done by setting the terms in the Jacobian matrices that represent the change in re-projection error due to variations in camera orientation to zero. Recall the structure of the Jacobian matrix discussed earlier. This Jacobian represents unconstrained bundle adjustment; however, by setting the terms dealing with camera orientation and camera calibration to zero we essentially fix calibration and fix camera rotation to the values input in the initial guess. The new structure of the Jacobian matrix is shown in Figure 9 .
In order to constrain with respect to camera orientation, the camera orientation input needs to be the actual camera orientation as measured by the INS. The INS measures camera orientation in the real world. In other words, it gives the transformation from the NED frame to the body frame. Therefore true orientations of each camera are calculated using the following equation: N is the transformation from the aircraft body to the Nth camera, which is generally constant but can vary for a gimballed camera system.
In addition to INS orientation data, very accurate altitude measurements are often available from a barometric altimeter. This measurement corresponds to the Up component of the ENU frame. In this case the Jacobian term relating changes in re-projection error to variations in Up position for each camera is set to zero and the Up position for each camera (Z) is fixed as the difference between the altitude of the reference camera and the measured altimeter reading of the Nth camera:
Other variations on the constrained bundle adjustment are certainly possible; however, the most useful for navigation purposes are fixed camera calibration, fixed camera orientation and fixed camera altitude.
E. Use Calculated Trajectory for Navigation
Once a trajectory has been calculated in a real world coordinate system there are several ways to use the information for effective aerial navigation. In the simplest approach the last image in the sequence may represent the current position and therefore determining the position of the last image gives the user's current location. In order for this approach to be useful the entire algorithm must be able to run fast enough to process all images and determine location before the user moves from the position where the final image was taken. In a high speed aircraft this will be a difficult task especially considering that the current implementation of this algorithm takes several minutes to process a small sequence of images. However, lagging position updates can still be useful when incorporated with other navigation systems via a Kalman Filter. Either way, it seems that the most useful way for such a system to operate is to collect a sequence of images for a set amount of time, calculate position and then repeat the process using the last calculated position as the new reference point. Obviously in this approach, longer times between position updates means more images to process and more processing time while shorter update times require less images but must be done more often. Additionally, updates that are not frequent enough are not useful to the user. There also may be accuracy implications from using too many or too few images for a given navigation solution and the optimal number of images may vary with altitude, speed, terrain and camera parameters.
F. Software Tools
The major software tools used to implement and test this navigation algorithm are VSFM, the SIFT simulator, ProfGen, the UCLA Vision Lab Geometry (VLG) function library, Open Computer Vision (OpenCV) function library, the UCLA VLFeat function library and the Matlab image processing toolbox. All the code except VSFM and ProfGen is implemented within Matlab. In the cases of the VLG, OpenCV and VLFeat libraries some functions are implemented via MEX files that in turn call compiled versions of C++ functions from these libraries. This is necessary since calculation in Matlab on large image data sets can be very slow. The OpenCV and VLFeat libraries provide a variety of general image processing functions that are helpful throughout the process (ex: undistort images). Fig. 10 . The implementation and testing of the algorithm is done using a combination of the software tools outlined above.
G. Limitations
The use of both simulated and real world data to test the algorithm provided greater flexibility in assessing and controlling sources of error; however, both these approaches have limitations. The primary limitation of the simulation approach is that the simulator is unable to accurately render simulated features for aggressively maneuvering trajectories, camera mounting angles close to horizontal or very high altitude flight. In these cases, the simulator outputs far too many visible features per image than SIFT would actually generate. This is because the simulator thinks that the camera can see features that are very far away instead of limiting the total number of features. The very large number of features is too high to effectively run the process in a reasonable amount of time and this large number of features does not represent real world images. This limitation can be fixed in future versions of the SIFT simulator but for the purposes of this research the test cases were designed to avoid this limitation.
The use of pre-compiled MEX libraries as well as some closed source software also presented additional limitations. The first is that the ability to constrain altitude in the bundle adjustment is limited to the straight and level flight profile with a straight downward looking camera. Although, this effectively limits the testing of altitude constrained bundle adjustment to one test case, this is enough to demonstrate the concept. Second, when constraining bundle adjustment using INS rotation information, the accuracy of the yaw, pitch and roll is limited and numerical errors can be as high as 1e-4 depending on camera configuration. This is due to the process used to convert between rotation vectors and direction cosine matrices. Although significant in some cases, this error is acceptable for the purposes of this analysis.
H. Theoretical Error Sources
This section outlines the major sources of error in the proposed algorithm.
1) SFM Parameter Dependent Errors and Numerical Errors: SFM is essentially a non-linear least squares estimation process and therefore is subject to limitations depending on the estimation routines and parameters used. For example, an inaccurate estimate of initial focal length can wreak havoc on the solution by converging on a false local minimum. Additionally, parameters in the bundle adjustment process control the number of iterations used when converging on a solution. These parameters can be varied and often are a tradeoff between speed and accuracy. For the purposes of this research, they will not be varied and will be left at the default settings used in the VSFM software package. Additionally, the errors associated with varying these parameters are purely process errors and are often small compared to the other sources of error considered.
2) Scaling and Camera Errors: As outlined above, this algorithm relies on at least two known positions and one known orientation. Any inaccuracies in these known positions and orientations will transfer linearly into the final solution. Additionally, the accuracy with which the camera is mounted to the aircraft body will affect both position and attitude error. Since the first camera is used to fix real world orientation, any mounting error in that camera will be linearly related to position error as a function of distance by the following equation:
where r is the total distance flown and δθ is the angular mounting error (assuming small angles). The camera calibration accuracy will also have a significant effect of the overall reconstruction. Inaccuracies caused by errors in camera calibration are not easily quantified as they are heavily dependent on the bundle adjustment process but clearly constraining bundle adjustment with an inaccurate calibration matrix will cause a degraded reconstruction. Also, radial and tangential distortions that are not properly removed will lead to pixel errors. Finally, the camera resolution certainly has an effect on reconstruction accuracy as higher resolution cameras minimize pixel quantization error. Higher quantization error means that the pixel locations input to SFM from SIFT are less accurate which in turn leads to less accurate estimation of the fundamental matrices between cameras.
3) Feature Matching Errors and Pixel Noise: Quantization error is not the only reason that there may be errors in the pixel locations used for fundamental matrix estimation. The SIFT process itself may be limited in how accurately it can locate features based on either image geometry or feature type. For example, less distinct features (ie. weak corners) are not as easy for SIFT to find and describe and therefore are not as accurately located within an image. There also exists the possibility of false matches. The matching geometry constraints discussed earlier can be tuned to eliminate false matches and reduce the feature location pixel error to a given threshold. This pixel noise threshold has a strong effect on the accuracy of the final reconstruction. Additionally, the number of successfully matched features will influence the reconstruction. More matching features between images means a more robust estimation of the fundamental matrix so images with more feature matches should produce better reconstructions in the presence of noise.
4) Geometry Effects:
The number of cameras used and the relative positions of those camera is also an important consideration in reconstruction accuracy. Ekholm showed that at least three cameras and a minimum convergence angle of 6
• is generally required for an accurate reconstruction [3] . In other words cameras without sufficient angular separation lead to poorly conditioned matrices that do not produce accurate results. In a sequence of images taken from an aircraft this means that camera mounting angles, camera frame rate and aircraft trajectory will play an important part in the accuracy of the navigation solution. Mounting angles, frame rates and trajectories that allow for angular diversity will likely perform better than those that do not. To better visualize this effect imagine trying to estimate motion from a camera fixed on the front of a car pointing forward as the car drives toward a wall. The only cues of motion are scale changes in the images of the wall. Now imagine the same scenario but with the camera pointing sideways. In the second scenario features will flow opposite the direction of vehicle movement and provide ample information to estimate motion (at least in one dimension).
IV. RESULTS AND ANALYSIS
This section presents some preliminary results in testing of the developed SFM based navigation algorithm. This work is ongoing as part of a Master's thesis project so only preliminary conclusions and analysis are presented.
A. Effect of Camera Calibration
The use of an accurately calibrated camera is necessary in order to get the best navigation solution possible. If camera calibration is not available, the algorithm will still work as long as a reasonable guess for camera focal length is provided. The effect of camera calibration was first tested in an ideal simulation with no noise, a high resolution camera and using a simulated straight and level trajectory flown at 300 knots with 31 images taken every .5 seconds from a downward pointing camera as depicted in Figure 11 . Figures 12 and 13 show the resulting errors for this trajectory. In this case, SFM estimated the focal length to be 6120.224 pixels for each camera instead of the actual value of 6675 pixels. The initial guess for focal length was 6675 pixels. The same test was repeated; however this time the initial guess of camera calibration was changed to 3000 pixels. In this case the SFM process failed to converge at a solution due to the highly inaccurate estimate of focal length. This highlights the importance of an accurate initial focal length guess even if the true calibration is not known. Figures 14 and 15 show the results when bundle adjustment is constrained with the actual focal length. There is roughly an order of magnitude Fig. 14. Calibrated Camera ENU Position Errors improvement in both position and attitude estimates by using fixed calibration. Additionally, the algorithm is significantly faster in this mode since the number of degrees of freedom is reduced. In most navigation applications it is reasonable to assume that the camera has been calibrated before flight and that this information is available to the algorithm. Additionally, using fixed calibration increases speed which will be critical for any real time implementation of this process. For these reasons, all further tests in this research use the fixed, known 
B. Simulated Pixel Noise
In order to investigate the effect of imperfect SIFT feature matching, noise was injected into the pixel feature locations for the simulated straight and level flight profile with a downward looking camera. This simulates the fact that features may not be perfectly defined by SIFT and some mis-matches may occur. The tolerance on the acceptable level of pixel noise can be set using fundamental and homography matrix constraints on SIFT matching. For sequential images taken by the same camera, subpixel noise tolerances should be achievable; however the following simulation used random Gaussian noise with a standard deviation of 3 pixels in order to clearly illustrate and isolate noise effects. This noise is much higher than the noise expected when matching actual sequential images but this larger noise value is useful to help understand the effects of pixel noise. Figures 16 and 17 show the solution error with this noise when only camera calibration is fixed. Note the dramatic increase in error due to this small Figure  21 shows the fixed calibration, rotation and altitude solution when the standard deviation of the pixel noise is decreased .5 pixels. This is more representative of the actual noise expected since sequential images should allow for subpixel registration. 
C. Scale Effects
The choice of reference cameras will clearly affect the error distribution in the final solution. In order to investigate these effects the same straight and level profile with 3 pixel noise was processed using the first and last cameras as reference cameras. Even though this is not realistic for a navigation system (since the position of the last camera in the sequence is unknown), this exercise provides insight into error propagation due to the scale assignment process. Figures 22 and 23 show the result of fixed calibration, rotation and altitude bundle adjustment using different cameras as reference points. It is clear that using a longer baseline between reference cameras reduces error, particularly in the North direction (direction of travel). Cameras that are farther apart in the sequence likely will not see the same features and therefore are only related through intermediate frames as fundamental matrices for camera pairs without common feature points cannot be estimated. It is therefore expected that the relative positions of cameras that do not share common features will not be as accurate as relative positions of camera pairs that do share features. In the above simulation, generally, only camera frames within 2 seconds (5 frames) of each other directly shared features. In other words, any frames taken greater than 2 seconds apart were related though an intermediate frame. Figure 24 shows the relationship between total error at the last camera and the camera frame used as the second reference camera. Note the clear decrease in error as the baseline between reference cameras is increased. It is therefore desirable to use as long a baseline as possible between the first and second reference cameras. The maximum length of the baseline will depend on the availability of external navigation inputs to fix the position of the second camera.
D. Camera Mounting and Trajectory
Several different trajectories and camera mounting positions were tested. In general, the effect of camera mounting and trajectory geometry is small compared to pixel noise. In ideal cases (no pixel noise), any camera mounting setup or trajectory that caused the camera to point parallel to the direction of travel generated larger errors than when the camera was pointed perpendicular to the direction of travel. This was expected since it is more difficult to estimate motion when there is less relative feature movement.
E. Real World Data
As a starting point the data from the ASPN flight test was used since this provided a straight and level flight trajectory with a downward looking camera similar to the simulation cases. The ASPN test was flown at a slower speed (approximately 145 knots) and images were taken every .2 seconds. The first set of data used 25 images collected by ASPN over Athens, OH and the reconstructed trajectory was compared to a truth GPS/INS trajectory measured onboard the aircraft. Figures 25 through 27 show the errors in the reconstructed trajectory with various constraints (calibration, rotation, altitude) applied. The fundamental and homography matrix constraints used in the SIFT matching for the ASPN data were set to a 1 pixel threshold. It is clear that constraining with rotation improves the solution as expected. The current implementation of the altitude constraint requires perfect straight and level flight and a perfect downward looking camera. Since the actual trajectory was not perfectly straight and level, using the current implementation to constrain altitude was not effective and produced worse results. In order to compare to simulation, the actual ASPN trajectory and camera parameters were simulated. The calibration and rotation constrained results are shown in Figure 28 . Note that the simulator suggests much better results than were actually observed. It is unlikely that this extra error is due to higher pixel noise in the real data since the matching thresholds were set to 1 pixel; however, there is likely some uncertainty in the fixed calibration parameters used with the real world data as the calibration was done through manual calibration prior to flight. The uncertainty in measured focal length and principal point each had a standard deviation of approximately 5 pixels from the calibration process. The simulation in Figure 28 
V. INITIAL CONCLUSIONS AND FUTURE WORK
Overall, the navigation error appears to be dominated by pixel error in feature locations, feature mis-matches, pixel quantization error, calibration error and scale errors when associating the solution to a real world coordinate system. Constraining bundle adjustment with known camera calibration information, known INS rotations as well as known altimeter information significantly improves the solution as well as speeds up the entire process. By extrapolating the results presented above, simulation suggests that drift rates on the order of .04 m error per 1 km of flight are possible with a high resolution camera and robust feature matching techniques. Thus far the actual performance with real world data has been 5.5 m error per 1 km of flight. These results are comparable to the performance of certain INS units; however, the tools required to achieve this using vision systems are significantly cheaper than the expensive gyroscopes and accelerometers used in an INS.
These preliminary results suggest that the developed algorithm is a viable method for using Structure from Motion in aerial navigation applications when supplemented with absolute position updates to correct the drifting trajectory solution. The calculated position of the last camera in the sequence can be combined via Kalman filter with other navigation measurements. If a stand alone vision navigation system is desired, the presented algorithm can be used as an INS type solution to solve for positions in between absolute image measurements. The absolute image measurements would use similar techniques as those presented here (ie. feature matching, pose estimation and constrained bundle adjustment) but instead would match features in an image to the same features in a known database to determine absolute position in the navigation space. This combination of relative and absolute position updates allows for a stand alone vision navigation system. Finally, users interested in aerial reconnaissance operations can use this same type of approach to understand and minimize errors in three dimensional models constructed from aerial imagery.
Future work will focus on predicting the error using covariance matrices from the bundle adjustment process and comparing to test results. Additionally, further flight test data will be analyzed to understand the differences between the simulated and real world results so as to eliminate as much error as possible in the final implementation.
