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Abstract—Rate-splitting (RS) has recently been recognized as
a promising physical-layer technique for multi-antenna broad-
cast channels (BC). Due to its ability to partially decode the
interference and partially treat the remaining interference as
noise, RS is an enabler for a powerful multiple access, namely
rate-splitting multiple access (RSMA), that has been shown to
achieve higher spectral efficiency (SE) and energy efficiency
(EE) than both space division multiple access (SDMA) and
non-orthogonal multiple access (NOMA) in a wide range of
user deployments and network loads. As SE maximization and
EE maximization are two conflicting objectives, the study of
the tradeoff between the two criteria is of particular interest.
In this work, we address the SE-EE tradeoff by studying the
joint SE and EE maximization problem of RSMA in multiple
input single output (MISO) BC with rate-dependent circuit
power consumption at the transmitter. To tackle the challenges
coming from multiple objective functions and rate-dependent
circuit power consumption, we first propose two methods to
transform the original problem into a single-objective problem,
namely, weighted-sum method and weighted-power method. A
successive convex approximation (SCA)-based algorithm is then
proposed to jointly optimize the precoders and RS message split
of the transformed problem. Numerical results show that our
algorithm converges much faster than existing algorithms. In
addition, the performance of RS is superior to or equal to non-
RS strategy in terms of both SE and EE and their tradeoff.
Index Terms—Rate-splitting, spectral efficiency, energy ef-
ficiency, precoder design, successive convex approximation
(SCA).
I. INTRODUCTION
Rate-splitting (RS) has recently emerged in multi-antenna
broadcast channel (BC) as a powerful and robust non-
orthogonal transmission technique and interference manage-
ment strategy for cellular networks. At the base station
(BS), the message intended for each user is split into a
common and a private part. After jointly encoding the
common parts into a common stream to be decoded by
all users and independently encoding the private parts into
the private streams for the corresponding users only, BS
linearly precodes all the encoded streams and broadcasts
the superimposed data streams to all users. By allowing
each user to sequentially decode the common stream and
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the intended private stream with the assistance of successive
interference cancellation (SIC), RS grants all users the ability
to partially decode the interference and partially treat the
remaining interference as noise.
The study of RS dates back to early 1980s in [1] for
the two-user single-input single-output (SISO) interference
channel (IC). The flexibility of RS in dealing with in-
terference in SISO IC has motivated the investigation of
the benefits of RS in modern multiple input single output
(MISO) BC [2], [3]. As the two fundamental indicators
for a communication system design, spectral efficiency (SE)
demonstrates the amount of information to be transmitted
per unit of time while energy efficiency (EE) demonstrates
how much information rate can be transmitted per unit of
energy. Existing literature of RS in MISO BC has shown that
RS is an enabler for a powerful multiple access, namely
rate-splitting multiple access (RSMA), that achieves both
higher SE and EE over space division multiple access
(SDMA) and non-orthogonal multiple access (NOMA) in
both perfect Channel State Information at the Transmitter
(CSIT) [4]–[8] and imperfect CSIT [9]–[14]. Compared with
RSMA that dynamically partially decodes the interference
and partially treats interference as noise, SDMA and NOMA
fall into two extreme interference management cases where
users in SDMA always decode their intended signal by
fully treating any residual interference as noise and users
in NOMA always fully decode the interference generated
by the users with weaker channel strengths [5]. Besides
conventional MISO BC, the benefits of RS in the SE domain
have been further demonstrated in massive MISO system
[10], millimeter wave system [11], overloaded system [14],
MISO BC with user relaying [15], etc. The benefits of RS
from an EE perspective are also investigated in MISO BC
[16], and MISO BC with a common message (so-called non-
orthogonal unicast and multicast transmission) [4].
However, since EE is a quasi-convex function with respect
to transmit signal-to-noise (SNR) and SE is a monotonic-
increasing function of SNR, EE and SE conflict with each
other in the high SNR regime [17]. This conflict leads to a
fundamental tradeoff between SE and EE, which needs to
be studied so as to provide guidance for system designers
on how to balance the two metrics.
The SE-EE tradeoff optimization problem is a multi-
objective optimization (MOO) problem which is generally
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2transformed to its corresponding single-objective optimiza-
tion (SOO) problems such as weighted sum method [18],
[19], epsilon-constraint method [20], etc. Two widely used
precoder design frameworks to solve the transformed SOO
problems are Dinkelbach’s framework [21] [22] and suc-
cessive convex approximation (SCA) framework [23] [24]
or called inner approximation (IA) framework [25]. The
key step of the Dinkelbach’s framework is to transform the
fractional program into a sequence of parametric problems
by introducing an auxiliary variable, which can then be
solved by zero forcing (ZF) [26], weighted minimum mean
square error (WMMSE) [27], SCA methods [28], monotonic
optimization [29], [30]. It is indeed a two-layer iterative
algorithm framework, which optimizes the parameter in the
outer layer and precoder in the inner layer. In comparison,
SCA framework can be directly applied to solve the SE-
EE tradeoff problem by approximating the fractional EE
metric as well as other non-convex expressions into their
convex approximation counterparts, which results in a one-
layer iterative algorithm. The SCA framework has shown its
performance advantages in terms of convergence compared
to the Dinkelbach’s framework in conventional communica-
tion systems with orthogonal multiple access (OMA) [24].
In this work, we investigate the SE-EE tradeoff of RSMA
in multi-user multi-antenna systems. The major contributions
of this work are as follows:
• We investigate the SE-EE tradeoff achieved by RSMA
in a MISO BC. Previous works on RS either address
the SE (as in [4]–[7], [9]–[14]) or EE (as in [4], [16]),
but the tradeoff between SE and EE has never been
studied. It should be reminded that, since RSMA is a
general framework for non-orthogonal transmission that
subsumes SDMA, NOMA, OMA and multicasting as
special cases [3], [5], identifying the SE-EE tradeoff
of RSMA automatically solves the SE-EE tradeoff of
those particular strategies.
• We formulate a MOO problem that jointly maximizes
SE and EE of RSMA in a MISO BC subject to an
average transmit power constraint. To obtain reasonable
operating points on the Pareto boundary that balance
SE and EE, we adopt two different approaches to
convert the MOO problem into a SOO problem, namely
the weighted-sum and the weighted-power approaches.
The former transformation is achieved by maximizing
the weighted sum of SE and EE and the latter is to
minimize the weighted sum of the inverse of both SE
and EE.
• Due to the non-convexity of the transformed SOO
problems, we propose a SCA-based framework to solve
both weighted-sum and weighted-power problems with
two different rate lower bounds to relax the non-convex
rate constraints, namely “LB I” and “LB II” . LB I is
achieved by exploiting the convexity of log function
and directly using the first-order Taylor approximation
of the rate function. In comparison, LB II is obtained
by approximating the fractional signal-to-interference-
plus-noise ratio (SINR) expression only. The proposed
SCA-based algorithm is shown to not only solve the
SE-EE tradeoff problem but also the individual SE and
EE problems.
• We demonstrate through numerical results that RS
achieves a larger achievable SE and EE tradeoff re-
gion than the conventional multi-user linearly-precoded
Non-RS (NoRS) strategy (commonly used in SDMA
and multi-user MIMO) in different user deployments,
SE and EE weights, transmit power constraints, etc. We
further evaluate the convergence and complexity of the
developed algorithm by observing the CPU time and the
number of required iterations. The proposed SCA-based
algorithm with both lower bound LB I and II converges
within a few iterations and is faster than the existing
Dinkelbach’s algorithm. LB I converges slightly slower
than LB II but both converge to similar boundary point.
We conclude that RS can not only improve individual
SE and EE, but also achieve a better SE-EE tradeoff in
multi-antenna BC.
The remaining of this paper is organized as follows. In
Section II, the system model is specified and the optimiza-
tion problems are formulated. The weighted-sum approach is
proposed to design the precoder in Section III. A weighted-
power approach is proposed to design the precoder in
Section IV. Section V and Section VI show the numerical
results and conclusion, respectively.
Notations: Vectors and matrices are denoted by boldface
lowercase and uppercase letters, respectively. The sym-
bols x∗, xT and xH denote the conjugate, transpose, and
Hermitian (conjugate transpose) of vector x, respectively.
Additionally, the symbol C denotes complex field and R
represents real field. The symbol ||x||2 denotes 2-norm of
vector x and the symbol ||X||F denotes Frobenius norm of
matrix X. The symbols Tr{·}, Re{·}, and |·| denote the
trace, real part and modulus, respectively.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we specify the system model of RS in
MISO BC followed by the formulated SE and EE tradeoff
problem. The rate-dependent power consumption model of
the transmitter is also specified in this section.
A. Rate-Splitting Transmit Signal Model
In this work, we consider a downlink multi-antenna multi-
user communication system where one base station (BS)
with Nt transmit antennas transmits K messages simul-
taneously to K single-antenna users. The principle of RS
strategy is discussed as follows. At the BS, the message Wk
intended for user k is split into a private part Wp,k and a
common part Wc,k. The private parts Wp,1, · · · ,Wp,K are
independently encoded into the private streams s1, · · · , sK
and the common parts of all users Wc,1, · · · ,Wc,K are
combined into a common message Wc, which is encoded
into a common stream sc using a public codebook. Denoting
s = [sc, s1, · · · , sK ]T and assuming Gaussian signaling with
3E[ssH] = I, the K + 1 streams are linearly precoded by
precoding vectors fc, f1, · · · , fK . Define set Kc = K ∪ {c}
and set K = {1, 2, ...,K}, the resulting transmit signal of
RS strategy can be written as
x =
∑
i∈Kc
fisi. (1)
We use a compact notation F to denote the family of the
precoder vectors as F = [fc, f1, · · · , fK ] ∈ CNt×(K+1). It
belongs to the power constraint set S = {F| ||F||2F≤ Pmax}
where Pmax is the maximum available transmit power at the
BS.
The received signal of user k is
yk = h
H
k
∑
i∈Kc
fisi + nk, (2)
where hk ∈ CNt×1 is the channel between BS and user k
and noise nk follows Gaussian distribution, i.e., N(0, σ2k).
In this work, we assume perfect CSIT.
At the receivers, each user firstly decodes the common
stream by treating all the private streams as noise, then SIC
is used to remove the decoded common stream from the
received signal under the assumption of error-free decoding.
Each user then decodes its own private stream by treating
other private streams as noise. Thus, the spectral efficiencies
(bit/s/Hz) of the intended common and private streams at
user k are formulated as
Rc,k (F) = log2
(
1 +
hHk fcf
H
c hk
σ2k +
∑
i∈K h
H
k fif
H
i hk
)
, (3)
Rk (F) = log2
(
1 +
hHk fkf
H
k hk
σ2k +
∑
i∈K\{k} h
H
k fif
H
i hk
)
. (4)
The achievable SE of the common stream is given as
Rc (F) = mink∈KRc,k (F) in order to guarantee that all
users are capable of decoding the common stream success-
fully. Therefore, the system SE is the sum of the SE of the
common and private streams, which is given by
f (F) =
∑
k∈Kc
Rk (F) . (5)
B. Spectral Efficiency Maximization
The existing literature [5], [10]–[15] have investigated
precoder design of RS for maximizing the SE in various
scenarios. The SE maximization problem is formulated as
follows
max
F∈S
f (F) . (6)
Popular precoding techniques rely on closed form pre-
coders based on ZF method [26] for private messages as
in [3], [9]–[11], or optimized precoders based on convex
optimization commonly relying on an extended version of
the WMMSE method [27], as in [5], [12]–[15]).
C. Energy Efficiency Maximization
As another important performance metric, EE benefits of
RS strategy in multi-antenna BC have only been studied in
a few literature [4], [16] and only constant circuit power
consumption is considered in those works. However, in
practical communication systems, the circuit power con-
sumption contains two parts, namely the rate-independent
fixed part and the rate-dependent dynamic part [31], [32].
The former is for basic circuit operations, e.g., channel
estimation, precoder chains, and linear processing at the BS
while the latter is for information processing, e.g., coding,
decoding and backhaul power consumption. In this work,
we consider a more practical power consumption model that
has not been studied in the literature of RS yet. We adopt
the power consumption model of [32], [33], where the rate-
dependent circuit power consumption is written as a linear
function of the system sum-rate. Therefore, the total power
consumption is modeled as
g (F) = ||F||2F+Pc + χf (F) , (7)
where ||F||2F is the transmit power consumption, Pc is
a constant representing the rate-independent fixed power
consumption, and χ ≥ 0 is a constant demonstrating the
coding, decoding, and backhaul power consumption per unit
data rate (W/(bit/s/Hz)) [31].
The corresponding EE maximization problem under the
practical power consumption model is formulated as
max
F∈S
f (F)
g (F)
. (8)
Problem (8) is a fractional programming with non-concave
numerator and non-convex denominator, which is hard to be
solved directly. In addition, the non-convex practical power
consumption model with non-linear rate expression makes
the entire problem more complex to solve.
D. Spectral Efficiency and Energy Efficiency Tradeoff
The system SE is an increasing function of the transmit
power consumption and its maximization is achieved by
consuming all available transmit power. Such a strategy
may not be suitable for EE maximization, since EE tries to
balance SE and power consumption. Hence, EE and SE are
two conflicting metrics, which results in a SE-EE tradeoff.
The goal is to characterize this tradeoff and identify the
precoder strategy that achieves the best SE-EE tradeoff. The
SE-EE tradeoff is a MOO problem, which is given by
max
F∈S
[
f (F)
g (F)
, f (F)
]
. (9)
The solutions of Problem (9) are Pareto optimal since none
of the objective value can be improved without reducing that
of the other.
There are several methods to find the Pareto optimal
solutions of a multi-objective problem. The first one is
weighted sum method [18], [19], which collapses the mul-
tiple objectives into a single objective by summing up all
4the objective functions with a specific weight given to
each objective function. Another one is epsilon-constraint
method [4], [20], in where one of the original objectives is
maximized under the new constraints transformed from the
other objectives.
To solve the MOO Problem (9), we adopt two different
methods to obtain the Pareto optimal solutions, namely, the
weighted-sum approach and the weighted power approach.
The two approaches will be specified in the following
Section III and IV, respectively.
Note that the SE maximization Problem (6) and the EE
maximization Problem (8) are actually special cases of the
SE-EE tradeoff Problem (9). As a consequence, individual
problems (6) and (8) can also be solved under the framework
of our proposed algorithm for Problem (9).
III. WEIGHED-SUM APPROACH
In this section, the weighted-sum approach to solve Prob-
lem (9) is specified. Weighted-sum approach is a classical
method to solve MOO. It converts MOO into a SOO problem
by assigning a weight to each normalized objective function
and sum them up. Therefore, the MOO of (9) is transformed
into
max
F∈S
w
f (F)
g (F)
+ (1− w)f (F)
Pc
, (10)
where w ∈ [0, 1] is a constant to control the priority of
EE and SE. As in [19], the denominator Pc of the second
fraction in (10) is introduced to unify the units of the two
objective functions in (9) so that the values are comparable.
We remark that the denominator of the second term is a
constant which could be chosen randomly without affecting
the solutions of Problem (10).
Problem (10) is difficult to solve for the reason that the
objective function has non-convex numerator and denomi-
nator, and the non-convex property mainly comes from the
rate expressions. A popular method to solve general frac-
tional programming problem is Dinkelbach’s method [21].
It is capable of converting fractional programming to linear
programming by introducing parameters to denote those
fractions. These parametric linear programming problems
are then addressed by applying SCA [34] and WMMSE [22].
The Dinkelbach’s framework is in fact a two-layer iterative
procedure, which requires huge computational complexity.
More importantly, the convergence of this framework cannot
be guaranteed since each parametric linear programming
problem may only achieve local optimum [24].
A. SCA-based Algorithm
In order to address the above shortcomings, we propose a
one-layer iterative algorithm under the SCA framework [23]
directly. Firstly, we introduce a new variable η denoting the
EE and reformulate Problem (10) as
max
F∈S,η
wη + (1− w)f (F)
Pc
(11a)
s.t. η ≤ f (F)
g (F)
. (11b)
To tractably recast non-convex fractional constraint (11b),
we replace it with the following three constraints
η ≤ x
2
y
, (12a)
x2 ≤ f (F) , (12b)
g (F) ≤ y, (12c)
where variable x represents the square roof of the total
sum rate, and variable y represents the total power. Then,
we introduce variables r = [rc, r1, ..., rK ]T to denote rates
{Ri (F)}∀i∈Kc and rewrite Problem (11) equivalently as
max
f∈S,η,r,x,y
wη +
(1− w)
Pc
∑
i∈Kc
ri (13a)
s.t. (12a)
x2 ≤
∑
i∈Kc
ri (13b)
||F||2F+Pc + χ
∑
i∈Kc
ri ≤ y (13c)
rk ≤ Rk (F) ,∀k ∈ K (13d)
rc ≤ Rc,k (F) ,∀k ∈ K (13e)
The non-convexity of Problem (13a) is due to the con-
straints (12a), (13d) and (13e), which motivates us to use
SCA framework to approximate the non-convex constraints.
Specifically the right hand side of (12a) is a quadratic-
over-linear function, which is jointly convex in (x, y). We
approximate it by its first-order lower approximation at fixed
point (x(n), y(n)) as [35]
x2
y
≥ 2x
(n)
y(n)
x−
(
x(n)
y(n)
)2
y , φ(n)(x, y). (14)
The remaining challenge is to tackle the non-convexity of
constraints (13d) and (13e). In most literature, the relation
between rate and WMMSE is used to transform the non-
convex rate-based function into its convex WMMSE coun-
terpart by introducing auxiliary variables, i.e., weights and
equalizers. The method known as WMMSE is widely used in
the literature [13], [22], [23] and shows good performance.
However, WMMSE method is an iterative optimization
method, in which the weights, equalizers and precoders are
updated in an iterative manner.
In the following, we investigate the intrinsic convexity of
the rate expressions Rk (F) and Rc,k (F), and then propose
two lower bounds of approximating the non-convex rate
expressions.
1) Lower-bound (LB) I: The first lower bound of rate is
summarized in the following Lemma 1.
Lemma 1 Let F(n) denote the optimal solution obtained in
the (n− 1)-th iteration. The concave lower bound function
of Rk (F) in the n-th iteration is given by
R
(n)
k (F) , constk + 2Re
{
akb
H
k fk
}− ak∑
i∈K
fHi bkb
H
k fi,
(15)
5at point F(n), where
ak = 1 + (σ
2
k +
∑
i∈K\{k}
hHk f
(n)
i f
(n),H
i hk)
−1f (n),Hk hkh
H
k f
(n)
k ,
(16)
bk = (σ
2
k +
∑
i∈K
hHk f
(n)
i f
(n),H
i hk)
−1hHk f
(n)
k hk, (17)
constk = Rk
(
F(n)
)
− 2Re
{
akb
H
k f
(n)
k
}
+ ak
∑
i∈K
f
(n),H
i bkb
H
k f
(n)
i . (18)
Meanwhile, the concave lower bound function of Rc,k (F)
is given by
R
(n)
c,k (F) ,
constc,k + 2Re
{
ac,kb
H
c,kfc
}− ac,k ∑
i∈Kc
fHi bc,kb
H
c,kfi,
(19)
at point fn, where
ac,k = 1 + (σ
2
k +
∑
i∈K
hHk f
(n)
i f
(n),H
i hk)
−1f (n),Hc hkh
H
k f
(n)
c ,
(20)
bc,k = (σ
2
k +
∑
i∈Kc
hHk f
(n)
i f
(n),H
i hk)
−1hHk f
(n)
c hk, (21)
constc,k = Rc,k
(
F(n)
)
− 2Re
{
ac,kb
H
c,kf
(n)
c
}
+ ac,k
∑
i∈Kc
f
(n),H
i bc,kb
H
c,kf
(n)
i . (22)
Proof: Please refer to Appendix A. 
As we mentioned before, many works address the non-
convex problem with rate-based utility function by using the
relation between rate and WMMSE. Actually, the following
Lemma reveals the connection between the lower bound of
rate in Lemma 1 and that derived via WMMSE.
Lemma 2 In perfect CSIT, our proposed lower bounds of
rate in Lemma 1 is the same with the WMMSE-based lower
bound [36].
Proof: Please refer to Appendix A. 
Recall that the WMMSE method is based on an alternating
optimization framework. While, by adopting the proposed
LB I, the optimal solutions of all variables can be found in
each iteration, which provides better fixed point for the next
iteration.
With the concave lower bound approximations (14), (19),
and (15), Problem (13) is reformulated equivalently as the
following convex problem:
max
F∈S,η,r,x,y
wη +
(1− w)
Pc
∑
i∈Kc
ri (23a)
s.t. η ≤ φ(n)(x, y) (23b)
rk ≤ R(n)k ,∀k ∈ K (23c)
rc ≤ R(n)c,k (F) ,∀k ∈ K (23d)
(13b),(13c).
2) Lower-bound (LB) II: We note that the lower bound
approximation proposed in Lemma 1 is the first-order ap-
proximation of log function directly. Recall that each rate
function is a composition function with an inner fractional
SINR function embraced by an outer log function. Motivated
by the convexity of the outer log function, another method
is to approximate only the inner SINR function with its
concave lower bound and keep the outer log function.
Specifically, we introduce new variables γ = [γ1, ..., γK ]T
to denote the SINRs of the private streams at all users and
variables γc = [γc,1, ..., γc,K ]T to denote the SINRs of the
common streams at all users. Constraints (13d) and (13e)
can be recast equivalently as
rk ≤ log2(1 + γk),∀k ∈ K (24a)
rc ≤ log2(1 + γc,k),∀k ∈ K (24b)
γk ≤
∣∣hHk fk∣∣2
r−k
,∀k ∈ K (24c)
γc,k ≤
∣∣hHk fc∣∣2
rk
,∀k ∈ K (24d)
where r−k = σ2k +
∑
i∈K\{k} h
H
k fif
H
i hk and rk = r−k +
hHk fkf
H
k hk. The right hand side of (24c) and (24d) are all
in the form of x
2
y . Thus, according to (14), we obtain (25)
by applying substitutions x = hHk fk and y = r−k, and (26)
by applying substitutions x = hHk fc and y = rk.
∣∣hHk fk∣∣2
r−k
≥
2Re
{
fn,Hk hkh
H
k fk
}
rn−k
−
∣∣∣∣hHk fnkrn−k
∣∣∣∣2 r−k , Γ (n)k (F),
(25)∣∣hHk fc∣∣2
rk
≥ 2Re
{
fn,Hc hkh
H
k fc
}
rnk
−
∣∣∣∣hHk fnkrnk
∣∣∣∣2 rk , Γ (n)c,k (F).
(26)
With (24a), (24b), and the concave lower bound ap-
proximations (25) and (26), Problem (13a) is reformulated
equivalently as the following convex problem:
max
F∈S,η,r,x,y,γ,γc
wη +
(1− w)
Pc
∑
i∈Kc
ri (27a)
s.t. γk ≤ Γ (n)k (F),∀k ∈ K (27b)
γc,k ≤ Γ (n)c,k (F),∀k ∈ K (27c)
(13b), (13c), (23b), (24a), (24b).
Based on the specified LB I or LB II, the optimal SE-
EE tradeoff problem can be achieved by designing f under
the SCA framework which is summarized in Algorithm 1.
The initial points are generated as follows. F(0) is created
to meet the power constraint F ∈ S, and then x(0) and y(0)
are obtained by setting constraints (12b) and (12c) to be
equality, respectively.
6Algorithm 1 SCA-based precoder design for the Problem
(10)
Initialize: Set n = 0, and generate initialize points
(F(n), x(n), y(n)).
1: repeat
2: Update (F(n+1), x(n+1), y(n+1)) according to (23) or
(27).
3: n = n+ 1.
4: until Convergence.
B. Convergence and Complexity Analysis
In this subsection, we discuss the convergence and per-
iteration complexity of Algorithm 1. To start with, the
optimal solution obtained at the n-th iteration is also feasible
for the Problem (23) and (27) at the next iteration [37].
Therefore, the sequence of the objective values generated by
Algorithm 1 is non-decreasing and the sequence is bounded
above due to the power constraints F ∈ S. Hence, the
convergence of Algorithm 1 is guaranteed. Moreover, the
proposed algorithm converges to a KKT solution of Problem
(23) or (27) [37].
Next, we estimate the worst-case per-iteration complexity
of Algorithm 1 with the SOCP (23) and general convex pro-
gram (GCP) (27). Specifically, the computational complexity
of solving SOCP is O(NsocpM3.5socp + N
3
socpM
2.5
socp), where
Nsocp and Msocp are the dimension of second order cone and
the number of second order cone constraints, respectively.
Therefore, the per-iteration computational complexity of
solving SOCP (23) is O(Nt(K + 1)4.5 + N3t (K + 1)
5.5).
Meanwhile, the per-iteration computational complexity of
solving the GCP (27) is O(N4t (K + 1)
4).
IV. WEIGHTED-POWER APPROACH
In the low transmit power constraint Pmax, both EE and
SE increase with Pmax, and the optimal transmit power
equals Pmax. Therefore, there is no conflict of interest
between these two objective functions. However, when Pmax
is large, the maximum SE is achieved when the optimal
transmit power equals Pmax, which reduces the EE. In order
to maximize EE, only part of the available power is used,
which reduces the SE eventually. That means there is a
tradeoff between EE and SE when the maximum available
transmit power is high. Since both EE and SE are affected
by transmit power, a weighted-power EE metric is proposed
to investigate this tradeoff.
According to [18], maximizing EE and SE is also equiv-
alent to minimizing their inverse. Therefore Problem (9) is
equivalent to
min
F∈S
[
gRS (F)
fRS (F)
,
1
fRS (F)
]
. (28)
Problem (28) is also solved via its corresponding single-
objective problem as follows
min
F∈S
w
gRS (F)
fRS (F)
+ (1− w) Pc
fRS (F)
, (29)
where w ∈ [0, 1]. With the same denominator, Problem (29)
is equivalent to
max
F∈S
fRS (F)
w(||F||2F+χfRS (F)) + Pc
. (30)
From a mathematical point of view, the metric in Problem
(30) only has an additional constant w in the denominator
compared with Problem (8). Hence, we name the objective of
Problem (30) weighted-power EE metric. Physically speak-
ing, by changing w from 0 to 1, we could investigate the
SE-EE tradeoff. When w = 0, Problem (30) focuses only on
maximizing the SE without considering how much energy
is consumed. When w increases, it means there is a penalty
for increasing the transmit power. This process may reduce
the transmit power and thereby reduce the SE. When w = 1,
Problem (30) focuses only on maximizing the EE.
Following the same method of obtaining Problem (23) and
(27), Problem (30) can also be equivalently approximated by
a SCA problem. Specifically, let a new variable ηˆ represent
the weighted-power EE objective value in Problem (30) and
take the place of η in the constraint (23b), i.e.,
ηˆ ≤ φ(n)(x, y). (31)
Then constraint (13c) is also replaced by
w(||F||2F+χ
∑
i∈Kc
ri) + Pc ≤ y. (32)
In summary, Problem (30) can be approximated by LB I
as an SOCP given by
max
f∈S,η,r,x,y
ηˆ (33a)
s.t. (13b), (23c), (23d),(31), (32),
or by using LB II as a GCP given by
max
f∈S,η,r,x,y,γ,γc
ηˆ (34a)
s.t. (13b), (24a), (24b), (27b), (27c),(31), (32).
Remark 1: Tow different metrics are proposed to inves-
tigate the SE-EE tradeoff. The weighed-sum approach is
very intuitive, because it directly studies the MOO problem
(9) with EE metric and SE metric, and then solves the
MOO problem through its corresponding SOO problem. The
weighted-power approach is an indirect way. By controlling
the proportion of power consumption in the denominator
of the objective function in (30), we indirectly control the
proportions of EE metric and SE metric in the original MOO
problem (9).
Remark 2: SE Problem (6) and EE Problem (8) are
special cases of SE-EE tradeoff Problem (10) and (30). In
particular, when w = 0, Problem (10) and (30) reduce to
Problem (6). When w = 1, Problem (10) and (30) boil down
to Problem (8). Therefore, the proposed Algorithm 1 can be
leveraged to solve individual SE and EE problems.
7V. NUMERICAL RESULTS AND DISCUSSIONS
In this section, extensive numerical results are provided
to evaluate the effectiveness of our proposed algorithm
and the SE-EE tradeoff performance of RS. Without loss
of generality, the BS is equipped with Nt = 4 transmit
antennas, the noise power is σ2k = −20 dBm, the static
circuit power consumption is Pc =5 dBW, χ = 0.1
W/(bit/s/Hz), and the iterative procedure of all the algorithms
considered in this section is terminated when the objective
values between two subsequent iterations is less than 10−6.
The SNR in the figures is defined as 10 log10(Pmax/σ
2
k).
Some specific simulation parameters are given according
to different figures. According to [11], we consider the
simplified geometric channel model as
hk = νk[1, e
j 2piλc d cos θk , ..., ej
2pi
λc
(Nt−1)d cos θk ]T, (35)
where νk is the gain of channel and characterizes channel
disparity parameter, θk is the angle-of-departure (AoD) from
BS to user k and characterizes the correlation between
channels, and the scalar d is the interval of antennas and
λc is the carrier wavelength. All algorithms are performed
on a PC with a 1.99 GHz i7-8550U CPU and 16 GB RAM,
and all convex problems are solved by using MOSEK solver
[38].
A. Convergence Analysis
We note the fact that the computational complexity of
Problem (23) and Problem (33) are the same, while that of
Problem (27) and Problem (34) are also the same, hence this
subsection only investigates the convergence performance of
Problem (23) and Problem (27) proposed under weighted-
sum approach.
Denote the proposed Algorithm 1 running with (23) and
(27) as “RS-SOCP” and “RS-GCP”, respectively. As a
comparison, an SOCP approximation of Problem (27) has
been considered by replacing the exponential cone (24a) and
(24b) with their convex approximations (see (43) in [19]) and
we denote this SOCP approximation method as ”RS-GCP-
SOCP”. In addition, the Dinkelbach’s algorithm proposed in
[22] is also considered as our benchmark algorithm, which
is denoted as ”RS-D-MMSE”. Basically, the idea of this
benchmark algorithm is to use the WMMSE method to solve
the parametric subproblems obtained from applying the
Dinkelbach’s algorithm to Problem (10). For completeness
of the analysis, the NoRS is also considered, whose design
problem can be solved by Dinkelbach’s algorithm with
semi-closed form solution [23] in each iteration or by (27)
with minor modifications. Those methods are represented
by ”NoRS-D-bisearch” and ”NoRS-GCP”, respectively. The
algorithms are summarized and compared in Table I.
Fig. 1 compares the numbers of iterations for those
SCA algorithms with one layer iteration to converge when
there are 3 users with [θ1, θ2, θ3] = [0, pi/9, 2pi/9] and
ν1 = ν2 = ν3 = 1. The SNR is 20 dB and the objective value
in Y-axis is the optimal objective value of Problem (10). It
is observed that the RS-GCP method takes the least number
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of iterations to converge since the GCP approximation is
a tighter approximation of the original Problem (10). In
contrast, the lower bound of rate proposed in Lemma 1,
which is also known as the WMMSE lower bound, is a
looser one.
Fig. 2 then compares the overall CPU time of different
algorithms when there are 5 users under random channel
realizations with the entries following i.i.d. CSCG distri-
bution. We note that the proposed RS-GCP has the lowest
complexity among all algorithms used for RS optimization.
B. Energy Efficiency and Spectral Efficiency Performance of
the RS Strategy
The SE and EE benefits of RS have been verified in [4].
Specifically, [4] separately investigates the SE maximization
problem which is solved by the WMMSE method and EE
8TABLE I: Comparison algorithm summary
System model Algorithm framework used to address the
fractional programming
Method used in the inner iteration
RS-SOCP RS SCA SOCP in (23)
RS-GCP RS SCA GCP in (27)
RS-GCP-SOCP RS SCA SOCP approximation [19] of GCP in (27)
RS-D-MMSE RS Dinkelbach’s WMMSE [22]
NoRS-D-bisearch NoRS Dinkelbach’s Semi-closed form solution with bisearch [23]
NoRS-GCP NoRS SCA GCP in (27) with ||fc||2= 0
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Fig. 4: Spectral efficiency and power consumption versus
SNR for RS/NoRS precoder designed with Nt = 4 and K =
2.
maximization problem which is solved by the SCA method.
However, how the system EE of RS changes with the SNR,
and how RS can control its SE and power consumption
to achieve high EE, have never been studied. In this sub-
section, we compare the EE of RS with that of NoRS as
SNR increases as well as the corresponding SE and power
consumption achieved with both strategies. As we mentioned
in Remark 2, Algorithm 1 can be directly adopted to solve
the SE maximization Problem (6) and the EE maximization
Problem (8) by setting w = 0 and w = 1, respectively.
Fig. 3 shows the EE comparison in different schemes
containing 2 users with AoDs [θ1, θ2] = [0, pi/9]. We should
notice that when w = 0, the value of EE is the ratio of the
optimal SE over the power consumption. For the sake of
argument, the corresponding denominators and numerators
of EE, i.e., achievable SE and achievable transmit power
consumption, are also shown in Fig. 4(a) and Fig. 4(b),
respectively. Firstly, the EE performance of SCA algorithms
and their corresponding Dinkelbach’s algorithms are almost
the same in both RS and NoRS strategies. Secondly, the
EE of each algorithm with w = 1 is equal to that with
w = 0 at low SNR, while at high SNR their behaviors
conflict with each other. This is because the aim of Problem
(8) is to optimize EE and keep the objective value non-
decrease, while that of Problem (6) is to use all the available
transmit power to produce maximum SE and even sacrifice
EE. Thirdly, the EE produced by RS precoder is higher
than that generated by NoRS precoder. This behavior is
easy to understand in the class of ’w = 0’ curves, where
RS precoder uses the same available power (see Fig. 4(b))
to produce higher achievable SE (see Fig. 4(a)). While in
the class of ’w = 1’ curves, RS precoder uses a little
bit higher power (see Fig. 4(b)) to produce much higher
SE (see Fig. 4(a)) than NoRS precoder, the resulting EE
value of RS precoder naturally much higher than that of
NoRS precoder. That is to say RS strategy shows its crucial
benefits in EE communication system. Finally, the behavior
of these curves with w = 1 in Fig. 4(a) and Fig. 4(b)
reveals the performance superiority of SCA algorithm over
Dinkelbach’s algorithm. Basically, while achieving the same
high EE, the SE resulted by SCA algorithm is higher than
that generated by Dinkelbach’s algorithm, which guarantees
the quality of service (QoS) of the communication system.s
C. The SE-EE Tradeoff of the RS Strategy
This subsection investigates the SE-EE tradeoff perfor-
mance of the RS and NoRS strategies where the RS/NoRS
precoders are designed by the GCP since it generates better
objective values and incurs the least CPU time.
Fig. 5 shows the SE-EE tradeoff generated by our pro-
posed weighted-sum approach (10) and weighted-power
approach (30) when K = 2 and [θ1, θ2] = [0, pi/9].
Firstly, it is obvious that the performances of the weighted-
sum and weighted-power approaches are the same. While
the mathematical model of the weighted-power metric is
more concise than the weighted-sum metric. Secondly, when
SNR=15 dB, the EE and SE remain unchanged in the range
of w from 0 to 1, which indicates that the interests between
EE and SE do not conflict with each other at low SNR.
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Nt = 4 and K = 4.
Finally, when SNR=25 dB, we noticed a tradeoff between
EE and SE. Since the performance of the weighted-sum
approach and the weighted-power approach is the same, the
following simulations only adopt the weighted-sum approach
to investigate the SE-EE tradeoff performance.
Fig. 6 considers the 4-user case with [θ1, θ2, θ3, θ4] =
[0, pi/9, 2pi/9, 3pi/9] at different SNR and χ. It is observed
that the EE decreases with the increase of χ, but the change
of χ does not affect the SE.
Fig. 7 shows the SE-EE tradeoff performance with differ-
ent θ2 = {pi/18, pi/9, pi/6}. It is obvious that the AoDs
has no effect on the performance of the NoRS strategy,
but has a significant effect on the performance of the RS
strategy. This is because when users’ channels are aligned
(e.g., θ2 = {pi/18, pi/9}) and the inter-channel interference
is large, RS strategy can perform more effective interference
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Fig. 7: The SE-EE tradeoff for RS/NoRS precoder with
SNR=25 dB, Nt = 4, K = 2 and χ = 0.1W/(bit/s/Hz).
0 0.1 0.2 0.3 0.4 0.5
0.5
1
1.5
2
2.5
3
3.5
4
En
er
gy
 e
ffi
cie
nc
y 
(bi
t/J
/H
z) K=4
K=2
Fig. 8: Energy efficiency versus χ with Nt = 4, K = 2 and
w = 1.
management than NoRS strategy. When users’ channels
are nearly orthogonal (e.g., θ2 = pi/6), the interference
management advantage of the RS strategy becomes not
obvious. Finally, it is found that the RS strategy performs
better than the NoRS strategy when the SE metric occupies a
large proportion of the multi-objective optimization problem.
That is to say the performance gain of RS in terms of spectral
efficiency is more obvious than that of energy efficiency.
Following the conclusion obtained from Fig. 5 that χ
does not affect the SE, Fig. 8 only depicts the effect of
rate-dependent dynamic circuit power consumption on EE
performance when w = 1. It shows that the increment of χ
leads to the decrease of the EE.
Fig. 9 illustrates the effect of K on the SE-EE tradeoff
with RS and NoRS under CSCG random channels. The
average trade-off regions of different strategies are generated
over 200 random channel realizations when SNR=25 dB
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Fig. 9: The SE-EE tradeoff for RS/NoRS precoder with
SNR=25 dB and χ = 0.1W/(bit/s/Hz).
and χ = 0.1W/(bit/s/Hz). It is observed that the EE-SE
trade-off region gap between RS and NoRS increases as the
number of user increases. This shows that the interference
management advantage of RS over NoRS is more obvious
in the overloaded scenario.
VI. CONCLUSION
In this paper, we have addressed the SE-EE tradeoff
of RSMA in a multi-antenna Broadcast Channel and have
shown the potential of RSMA to boost the SE-EE tradeoff.
The tradeoff problem is a multiple-objective optimization
problem and each objective function is non-convex due to
the complex sum rate expressions and power consumption
expression. In order to overcome those challenges, we firstly
proposed two approaches, namely weighted-sum approach
and weighted-power approach, to obtain the equivalent sin-
gle objective optimization problems. Then SCA algorithm is
used to get the optimal precoder. Numerical results demon-
strate the effectiveness of the proposed algorithm. More
importantly, compared to the conventional non-RS strategy,
RS has significant performance gains in terms of EE and
SE.
APPENDIX A
PROOF OF LEMMA 1
Proof: We first derive the concave lower bound function
(15) of common rate Rk, and then (19) could be derived
following the same procedure directly. For the convenience
of deduction, (4) needs to be reformulated in a more readable
equivalent, as
Rk = log2
(
1 +
hHk fkf
H
k hk
σ2k +
∑
i∈K\{k} h
H
k fif
H
i hk
)
= log2
(
1 + r−1−kf
H
k hkh
H
k fk
)
= − log2
(
1− r−1k fHk hkhHk fk
)
(36)
where r−k = σ2k +
∑
i∈K\{k} h
H
k fif
H
i hk and rk = r−k +
hHk fkf
H
k hk. The third equation of (36) follows from applying
the Woodbury matrix identity [39]. Let Rk(fk, rk) represent
the third equation of (36) with constraint rk = σ2k +∑
i∈K h
H
k fif
H
i hk,− log2 (·) is convex and 1−r−1k fHk hkhHk fk
is jointly concave in (fk, rk), thus Rk(fk, rk) is jointly
convex in (fk, rk) [35] and minorized by its first-order
approximation at fixed point (fnk , r
n
k ). Specifically,
Rk (fk, rk)
≥ Rk (fnk , rnk ) +
(
∂Rk
∂fk
|fk=fnk
)T
(fk − fnk )
+
(
∂Rk
∂f∗k
|f∗k=fn,∗k
)T (
f∗k − fn,∗k
)
+
∂Rk
∂rk
|rk=rnk (rk − rnk )
= Rk (f
n
k , r
n
k ) + 2Re
{
akb
H
k (fk − fnk )
}
− ak(rnk )−2fn,Hk hkhHk fnk (rk − rnk ), (37)
where ak and bk are defined in (16) and (17), respectively.
Undo rk = σ2k +
∑
i∈K h
H
k fif
H
i hk and r
n
k = σ
2
k +∑
i∈K h
H
k f
n
i f
n,H
i hk, the last equation of (37) equals (15).
APPENDIX B
PROOF OF LEMMA 2
Proof: We first show the lower bound of rate Rk derived
via MMSE. The lower bound of the matrix version in MIMO
system can be found in [36]. Then we proof that the lower
bound obtained via MMSE is the same with (15).
1) lower bound obtained via MMSE: Let wk be the equal-
izer of user k for private stream. Then MSE of estimated
signal sˆk = wHk yk is given by
ek = w
∗
k(σ
2
k +
∑
i∈K
hHk fif
H
i hk)wk − 2Re
{
w∗kh
H
k fk
}
+ 1
= rk|wk|2−2Re
{
w∗kh
H
k fk
}
+ 1. (38)
(36) is rewritten as
Rk(qk) = − log2 (qk) (39)
where qk = 1− r−1k fHk hkhHk fk. Rk is a convex function of
qk and minorized by its linear approximation as
Rk(qk) = − log2 (qk)
≥ − log2 (qnk )− (qk − qnk )/qnk
= − log2 (qnk ) + 1− qk/qnk (40)
at fixed point qnk . In addition, ek/q
m
k is a convex function of
wk and the global minimum is achieved at MMSE receiver,
i.e.,
woptk = h
H
k fk/rk (41)
Put (41) into (38), one has
ek(w
opt
k ) = qk. (42)
Therefore
qk/q
n
k ≤ ek/qnk (43)
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for any wk. And furthermore
Rk ≥ − log2 (qnk ) + 1− qk/qnk
≥ − log2 (qnk ) + 1− ek/qnk . (44)
Keep in mind that (41) is obtained based on given f . In
Alternating Iterative Algorithm, denote fn as the optimal
precoders at the n-th iteration, then the optimal equalizer at
the (n+ 1)-th iteration is
wn+1k = h
H
k f
n
k /r
n+1
k (45)
Put (45) into ek/qnk as
ek/q
n
k
=
(
rk|wn+1k |2−wn+1,∗k hHk fk − fHk hkwn+1k + 1
)
/qnk
=
∑
i∈K
hHk fif
H
i hk|wn+1k |2/qnk + 1/qnk
− 2Re
{
wn+1,∗k h
H
k fk/q
n
k
}
+ σ2k|wn+1k |2/qnk (46)
Therefore (44) is
Rk ≥ − log2 (qnk ) + 1− ek/qnk
= − log2 (qnk ) + 1−
∑
i∈K
hHk fif
H
i hk|wn+1k |2/qnk
+ 2Re
{
wn+1,∗k h
H
k fk/q
n
k
}
− σ2k|wn+1k |2/qnk − 1/qnk
= const + 2Re
{
wn+1,∗k h
H
k fk/q
n
k
}
−
∑
i∈K
hHk fif
H
i hk|wn+1k |2/qnk (47)
where
constmmse,k = − log2 (qnk ) + 1− σ2k|wn+1k |2/qnk − 1/qnk
(48)
The equation of (47) holds when f = fn.
2) Claim the Equivalence: In the following, we claim that
the last equation of (47) equals (15).
In particular,
ak = 1/q
n
k ,
bk = hkw
n+1
k .
The constant in (48) equals that in (18), i.e.,
constk
= Rk (f
n)− 2Re{akbHk fnk }+ ak∑
i∈K
fn,Hi bkb
H
k f
n
i
= Rk (f
n)− 2Re{akbHk fnk }
+ (hHk
∑
i∈K
fni f
n,H
i hk + σ
2
k)ak|wn+1k |2−σ2kak|wn+1k |2
= Rk (f
n)− 2Re{akbHk fnk }
+ rnkak|wn+1k |2−σ2kak|wn+1k |2
= Rk (f
n)− σ2kak|wn+1k |2−akbHk fnk
= Rk (f
n)− σ2kak|wn+1k |2+
(
ak − akbHk fnk − ak
)
= Rk (f
n)− σ2kak|wn+1k |2+
(
ak(1− bHk fnk )− ak
)
= Rk (f
n)− σ2kak|wn+1k |2+1− ak
= constmmse,k (49)
The penultimate equation is because ak = 1/(1− bHk fnk ).
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