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Abstract
In the present paper the authors consider the Pν,2-transform as a generalization of the Widder
potential transform and the Glasser transform. The Pν,2-transform is obtained as an iteration of
the the L2-transform with itself. Many identities involving these transforms are given. By making
use of these identities, a number of new Parseval-Goldstein type identities are obtained for these
and many other well-known integral transforms. The identities proven in this paper are shown to
give rise to useful corollaries for evaluating infinite integrals of special functions. Some examples
are also given as illustration of the results presented here.
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1 Introduction
Over a decade ago, Sadek and Yu¨rekli [1] presented a systematic account of so-called the
L2-transform:
L2
{
f(x); y
}
=
∫
∞
0
x exp
(
− x2 y2
)
f(x) dx (1.1)
The L2-transform is related to the classical Laplace transform
L
{
f(x); y
}
=
∫
∞
0
exp(−x y) f(x) dx (1.2)
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by means of the following relationships:
L2 {f(x); y} = 1
2
L
{
f
(√
x
)
; y2
}
, (1.3)
L{f(x); y} = 2L2
{
f
(
x2
)
;
√
y
}
. (1.4)
Subsequently, various Parseval-Goldstein type identities were given in (for example) [2],
[3], [4], [5], and [6] for the L2-transform. New solutions techniques were obtained for the
Bessel differential equation in [7] and the Hermite differential equation in [8] using this
integral transform. There are numerous analogous results in the literature on various integral
transforms (see, for instance [9], [10], [11], and [12]).
Over four decades ago, Widder [13] presented a systematic account of the so-called Widder
potential transform:
P
{
f(x); y
}
=
∫
∞
0
x f(x)
x2 + y2
dx, (1.5)
which, by an exponential change of variables, becomes a convolution transform with kernel
belonging to a general class investigated by Hirschman and Widder [14].
Over three decades ago, Glasser [4] considered so-called the Glasser transform
G
{
f(x); y
}
=
∫
∞
0
f(x)√
x2 + y2
dx. (1.6)
Glasser gave the following Parseval-Goldstein type theorem (cf. [4, p. 171, Eq. (4)])
∫
∞
0
f(x)G
{
g(y); x
}
dx =
∫
∞
0
g(x)G
{
f(y); x
}
dx, (1.7)
and evaluated a number of infinite integrals involving Bessel functions. Additional results
about the Glasser transform can be found in Srivastava and Yu¨rekli [9] and Kahramaner et
al. [16].
In this article, we introduce a new generalization of the Widder potential transform and the
Glasser transform. We establish potentially useful identities for so-called the Pν,2-transform
and several other known integral transforms. First of all, the Pν,2-transform is defined by
Pν,2
{
f(x); y
}
=
∫
∞
0
x f(x)(
x2 + y2
)ν dx. (1.8)
If we put ν = 1 in the definition (1.8) above, we obtain the Widder potential transform (1.5):
P1,2
{
f(x); y
}
= P
{
f(x); y
}
=
∫
∞
0
x f(x)
x2 + y2
dx. (1.9)
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If we put ν = 1/2 in (1.8), we obtain the Glasser transform (1.6):
P 1
2
,2
{
f(x)
x
; y
}
= G
{
f(x); y
}
=
∫
∞
0
f(x)√
x2 + y2
dx. (1.10)
The Hankel transform is defined by
Hν
{
f(x); y
}
=
∫
∞
0
√
xy Jν(x y) f(x) dx (1.11)
where Jν(x) is the Bessel function of the first kind of order ν, and the K-transform is defined
by
Kν
{
f(x); y
}
=
∫
∞
0
√
xy Kν(x y) f(x) dx (1.12)
where Kν is the Bessel function of the second kind of order ν.
In Section 2 of this paper, we show that an iteration of L2-transform (1.1) with itself is
Pν,2-transform (1.8). Using this iteration identity, a number of new Parseval-Goldstein type
identities are then obtained for these and many other well-known integral transforms. Our
main theorem is shown to yield new identities for the integral transforms introduced above.
As applications of the identities and the Theorem, some illustrative examples are also given.
2 The Main Theorem
In the following lemma, we give an iteration identity involving the L2-transform (1.1) and
the Pν,2-transform (1.8).
Lemma 1 The identity
L2
{
u2ν−2 L2
{
g(x); u
}
; y
}
=
Γ(ν)
2
Pν,2
{
g(x); y
}
, (2.1)
holds true, provided that ℜ(ν) > 0 and the integrals involved converge absolutely.
PROOF. Using the definition (1.1) of the L2-transform, we have
L2
{
u2ν−2L2
{
g(x); u
}
; y
}
=
∫
∞
0
u2ν−1 exp
(
− y2 u2
) [ ∫ ∞
0
x exp
(
− x2 u2
)
g(x) dx
]
du. (2.2)
Changing the order of integration, which is permissible by absolute convergence of the in-
tegrals involved, and then using the definition (1.1) of the L2-transform once more, we find
3
from (2.2) that
L2
{
u2ν−2 L2
{
g(x); u
}
; y
}
=
∫
∞
0
x g(x)
[ ∫
∞
0
u2ν−1 exp
[(
− y2 + x2
)
u2
]
du
]
dx
=
∫
∞
0
x g(x)L2
{
u2ν−2;
(
x2 + y2
)1/2}
dx (2.3)
Furthermore, we have
L2
{
u2ν−2;
(
x2 + y2
)1/2}
=
1
2
Γ(ν)(
x2 + y2
)ν , (2.4)
where ℜ(ν) > 0. Now the assertion (2.1) follows from (2.3), (2.4), and the definition (1.8) of
the Pν,2-transform. ✷
Setting ν = 1 in (1) of our Lemma 1 and using the relation (1.9), we obtain the known
identity (cf. [1, p. 518, Eq. (2.1)]) contained in
Corollary 2 We have
L2
{
L2
{
f(x); u
}
; y
}
= P
{
f(x); y
}
. (2.5)
In the following corollary we evaluate the Pν,2-transform of the Bessel function of the first
kind as an illustration of our Lemma 1:
Corollary 3 We have
Pν,2
{
xµ Jµ(z x); y
}
=
1
Γ(ν)
(
z
2
)ν−1
yµ−ν+1Kν−µ−1(z y), (2.6)
where −1 < ℜ(µ) < ℜ(2ν − 1/2).
PROOF. We set
g(x) = xµ Jµ(z x) (2.7)
in (2.1). Using the relation (1.3) and then the formula [17, Entry (30), p.185], we find
L2
{
xµ Jµ(z x); u
}
=
1
2
L
{
xµ/2 Jµ(z x
1/2); u2
}
=
zµ
2µ+1
u−2µ−2 exp
(
− z
2
4u2
)
, (2.8)
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where ℜ(µ) > −1. Multiplying both sides of Eq. (2.8) with u2 ν−2 and then applying the
L2-transform, we obtain
L2
{
u2 ν−2 L2
{
xµ Jµ(z x); u
}
; y
}
=
zµ
2µ+1
L2

u2ν−2µ−4 exp
(
− z
2
4u2
)
; y

 (2.9)
Once again using the relation (1.3) and then the formula [17, Entry (29), p.146], we obtain
the assertion (2.6). ✷
Remark 4 If we use the definition (1.8) of the Pν,2-transform, we may write the formula
(2.6) of Corollary 3 as
∫
∞
0
xµ+1 Jµ(z x)(
x2 + y2
)ν dx = 1
Γ(ν)
(
z
2
)ν−1
yµ−ν+1Kν−µ−1(z y), (2.10)
where −1 < ℜ(µ) < ℜ(2ν − 1/2), (cf. [18, Entry 6.565 (4), p. 686]).
Remark 5 If we put ν = µ+ 3/2 in (2.10) and use the formula
K1/2(x) = K−1/2(x) =
(
pi
2x
)1/2
exp(−x) (2.11)
we obtain ∫
∞
0
xµ+1 Jµ(z x)(
x2 + y2
)µ+3/2 dx =
√
pi zµ exp(−z y)
2µ+1 y Γ(µ+ 3/2)
, (2.12)
where ℜ(µ) > −1, (cf. [18, Entry 6.565 (3), p. 686]). Similarly, setting ν = µ+1/2 in (2.10)
and using the formula (2.11), we obtain
∫
∞
0
xµ+1 Jµ(z x)(
x2 + y2
)µ+1/2 dx =
√
pi zµ−1 exp(−z y)
2µ Γ(µ+ 1/2)
, (2.13)
where ℜ(µ) > −1/2, (cf. [18, Entry 6.565 (2), p. 686]).
Corollary 6 We have
G
{
xµ−1 Jµ(z x); y
}
=
(
2
pi z
)1/2
yµ+1/2Kµ+1/2(z y), (2.14)
where −1 < ℜ(µ) < 1/2 and
P
{
xµ Jµ(z x); y
}
= yµKµ(z y), (2.15)
where −1 < ℜ(µ) < 3/2.
PROOF. Setting ν = 1/2 in (2.6) of our Corollary 3 and using the relationship (1.10), we
obtain the special case (2.14). Similarly, the special case (2.15) follows upon setting ν = 1
5
in (2.6), using the relationship (1.9), and making use of the fact that the function Kν(x) is
an even function with respect to the index ν.
Theorem 7 If the conditions stated in Lemma 1 are satisfied, then the Parseval-Goldstein
type relations
∫
∞
0
y2ν−1 L2 {f(x); y} L2 {g(u); y} dy = Γ(ν)
2
∫
∞
0
x f(x)Pν,2
{
g(u); x
}
dx (2.16)∫
∞
0
y2ν−1 L2 {f(x); y} L2 {g(u); y} dy = Γ(ν)
2
∫
∞
0
u g(u)Pν,2
{
f(x); u
}
du (2.17)
and
∫
∞
0
x f(x)Pν,2
{
g(u); x
}
dx =
∫
∞
0
u g(u)Pν,2
{
f(x); u
}
du (2.18)
hold true.
PROOF. We only give the proof of (2.16), as the proof of (2.17) is similar. Identity (2.18)
follows from the identities (2.16) and (2.17).
Using the definition (1.1) of the L2-transform, we have
∫
∞
0
y2ν−1L2
{
f(x); y
}
L2
{
g(u); y
}
dy
=
∫
∞
0
y2ν−1L2
{
g(u); y
} [∫ ∞
0
x exp
(
− x2 y2
)
f(x) dx
]
dy. (2.19)
Changing the order of integration (which is permissible by absolute convergence of the inte-
grals involved) and using the definition (1.1) of the L2-transform once again, we find from
(2.19) that
∫
∞
0
y2ν−1 L2
{
f(x); y
}
L2
{
g(u); y
}
dy
=
∫
∞
0
x f(x)
[∫
∞
0
y2ν−1 exp
(
− x2 y2
)
L2
{
g(u); y
}
dy
]
dx
=
∫
∞
0
x f(x)L2
{
y2ν−2L2
{
g(u); y
}
; x
}
dx (2.20)
Now the assertion (2.16) easily follows from (2.20) and (2.1) of the Lemma 1. ✷
Setting ν = 1 in the identities (2.16), (2.17), and (2.18) of our Theorem 7 and using the rela-
tions (1.9), (2.5), we obtain identities involving the L2-transform and the Widder potential
transform contained in (cf. [1, p. 519, Eq. (2.4)])
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Corollary 8 If the conditions stated in Lemma 1 are satisfied, then the Parseval-Goldstein
type relations
∫
∞
0
yL2 {f(x); y} L2 {g(u); y} dy = 1
2
∫
∞
0
x f(x)P
{
g(u); x
}
dx (2.21)∫
∞
0
yL2 {f(x); y} L2 {g(u); y} dy = 1
2
∫
∞
0
u g(u)P
{
f(x); u
}
du (2.22)
and
∫
∞
0
x f(x)P
{
g(u); x
}
dx =
∫
∞
0
u g(u)P
{
f(x); u
}
du (2.23)
hold true.
An immediate consequence of Theorem 7 is contained in
Corollary 9 If the integrals involved converge absolutely, then we have
L2
{
y2µ−2ν L2
{
f(x);
1
2y
}
; z
}
=
zν−µ−
3
2
2µ−ν+1
Kν−µ−1
{
xµ−ν+
3
2 f(x); z
}
(2.24)
L2
{
y2µ−2ν L2
{
f(x);
1
2y
}
; z
}
=
22ν−µ−2
zµ+
1
2
Γ(ν)Hµ
{
uµ+
1
2 Pν,2
{
f(x); u
}
; z
}
(2.25)
and
Hµ
{
uµ+
1
2 Pν,2
{
f(x); u
}
; z
}
=
1
Γ(ν)
(
z
2
)ν−1
Kν−µ−1
{
xµ−ν+
3
2 f(x); z
}
, (2.26)
where −1 < ℜ(µ) < ℜ(2ν − 1
2
) and ℜ(ν) > 0.
PROOF. We set
g(u) = uµ Jµ(z u) (2.27)
in (2.16) of Theorem 7. Utilizing (2.8), we have
L2
{
g(u); y
}
=
zµ
2µ+1
y−2µ−2 exp
(
− z
2
4y2
)
. (2.28)
Utilizing (2.6), we have
Pν,2
{
g(u); x
}
=
1
Γ(ν)
(
z
2
)ν−1
xµ−ν+1Kν−µ−1(z x). (2.29)
7
Substituting the results (2.27), (2.28), and (2.29) into (2.16) of Theorem 7, we obtain
∫
∞
0
y2ν−2µ−3 exp
(
− z
2
4y2
)
L2 {f(x); y} dy
=
(
z
2
)ν−µ−1 ∫ ∞
0
xµ−ν+2Kν−µ−1(z x) f(x) dx. (2.30)
The assertion (2.24) follows if we change the variable of the integration to y = 1/2v on the
left-hand side of (2.30); and then use the definition (1.1) of the L2-transform on the left-hand
side of (2.30) and the definition (1.12) of the K-transform on the right hand side of (2.30).
To prove the identity (2.25), we substitute Eqs. (2.27) and (2.28) into (2.17) of Theorem 7,
we obtain
∫
∞
0
y2ν−2µ−2 exp
(
− z
2
4y2
)
L2 {f(x); y} dy
=
(
2
z
)µ
Γ(ν)
∫
∞
0
uµ+1 Jµ(z u)Pν,2
{
f(x); u
}
du. (2.31)
The assertion (2.25) follows if we change the variable of the integration to y = 1/2v on the
left-hand side of (2.31), then use the definition (1.1) of the L2-transform on the left-hand
side of (2.31) and use the definition (1.11) of the Hankel transform on the right hand side
of (2.31).
The proof of identity (2.26) immediately follows from the identities (2.24) and (2.25). ✷
Remark 10 Setting ν = 1 in Corollary 9, making use of the fact that Kν(x) is an even
function with respect to the index ν and the relationship (1.9), we obtain the following iden-
tities:
L2
{
y2µ−2L2
{
f(x);
1
2y
}
; z
}
=
z−µ−
1
2
2µ
Kµ
{
xµ+
1
2 f(x); z
}
(2.32)
L2
{
y2µ−2L2
{
f(x);
1
2y
}
; z
}
=
2−µ
zµ+
1
2
Hµ
{
uµ+
1
2 P
{
f(x); u
}
; z
}
(2.33)
and
Hµ
{
uµ+
1
2 P
{
f(x); u
}
; z
}
= Kµ
{
xµ+
1
2 f(x); z
}
, (2.34)
where −1 < ℜ(µ) < 3/2. We would like to note that the identity (2.32) is obtained earlier
(see, [1, p. 519, Eq. (2.11)]). If we put µ = −1/2 in (2.34) and use the special cases (2.11)
and
J
−
1
2
(x) =
(
2
pi x
)1/2
cos(x). (2.35)
we obtain another known identity [20, p. 153, Eq. 10].
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Corollary 11 If the integrals involved converge absolutely, then we have
∫
∞
0
y2ν−2µ−1L2
{
g(u); y
}
dy =
Γ(ν)
Γ(µ)
∫
∞
0
x2µ−1Pν,2
{
g(u); x
}
dx (2.36)
∫
∞
0
y2ν−2µ−1L2
{
g(u); y
}
dy =
Γ(ν − µ)
2
∫
∞
0
u2µ−2ν−1 g(u) du (2.37)∫
∞
0
x2µ−1 Pν,2
{
g(u); x
}
dx =
1
2
B(µ, ν − µ)
∫
∞
0
u2µ−2ν−1 g(u) du (2.38)
where 0 < ℜ(µ) < ℜ(ν), and B(x, y) denotes the beta function.
PROOF. The proof of the identity (2.36) follows upon setting
f(x) = x2µ−2 (2.39)
in (2.16) of Theorem 7 and using the formula (2.4).
Next we verify the identity (2.37). We replace f(x) in the assertion (2.17) of the Theorem 7
with the function considered in (2.39). Using the known formula [17, p. 310, Entry (19)], we
evaluate the Pν,2-transform
Pν,2
{
x2µ−2; u
}
=
∫
∞
0
x2µ−1
(x2 + u2)ν
dx =
1
2
u2µ−2ν B(µ, ν − µ). (2.40)
We have the well known relationship
B(x, y) =
Γ(x) Γ(y)
Γ(x+ y)
(2.41)
between the gamma function and the beta function. We substitute the equations (2.39) and
(2.40) into the identity (2.17) of the Theorem 7. The assertion stated in (2.37) of our corollary
immediately follows upon using the results (2.4) and (2.41) after the substitution.
The last identity (2.37) is obtained by using the result (2.41) in the identity (2.18) of the
Theorem 7. ✷
Corollary 12 If the integrals involved converge absolutely, then we have
Pµ,2
{
Pν,2
{
g(u); x
}
; t
}
=
1
Γ(ν)
∫
∞
0
y2ν+2µ−2 exp
(
t2 y2
)
Γ
(
− µ+ 1; t2 y2
)
L2
{
g(u); y
}
dy (2.42)
G
{
Pν,2
{
g(u); x
}
; t
}
=
√
pi
Γ(ν)
∫
∞
0
y2ν−1 exp
(
t2 y2
)
Erfc(ty)L2
{
g(u); y
}
dy (2.43)
where 0 < ℜ(µ) < ℜ(ν), and B(x, y) denotes the beta function.
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3 Illustrative Examples
An interesting illustration for the identity (2.1) asserted by Lemma 1 for the exponential
integral Ei(x) = −E1(−x) defined by
E1(x) =
∫
∞
x
e−u
u
du (3.1)
is contained in the following example.
Example 13 We show that
Pν,2
{
E1
(
a2
x2
)
; y
}
=
Γ(ν − 1)
2a(ν − 1) y
−2ν+3 exp
(
a2
2y2
)
W
−ν+ 3
2
,0
(
a2
y2
)
, (3.2)
where ℜ(ν) > 1 and Wλ,µ(x) denotes Whittaker’s function.
Demonstration. We put
g(x) = Ei
(
− a2/x2
)
(3.3)
in the identity (2.1) of Lemma 1. Using the relation (1.3) and the known identity [19, p. 136,
Entry 3.4.1-(13)], we find that
L2
{
g(x); u
}
=
1
2
L
{
Ei
(
− a
2
x
)
; u2
}
= − 1
u2
K0(2 a u). (3.4)
Multiplying both sides of (3.5) by u2ν−2, applying the L2-transform, and then using the
relation (1.3) once more we deduce that
L2
{
L2
{
g(x); u
}
; y
}
= −L2
{
u2ν−4K0(2 a u); y
}
= −1
2
L
{
uν−2K0(2 a u
1/2); y2
}
. (3.5)
Now the assertion (3.2) follows from (3.5) upon using the known formula [19, p. 353, Entry
3.16.2-(3)].
Another illustration for the identity (2.1) asserted by Lemma 1 for the Tricomi confluent
hypergeometric function Ψ(a, b; z) is contained in the following example. The Tricomi hy-
pergeometric function is defined by
Ψ(a, b; z) =
Γ(1− b)
Γ(a− b+ 1) 1F1(a, b; z) +
Γ(b− 1)
Γ(a)
z1−b 1F1(a− b+ 1, 2− b; z), (3.6)
where b /∈ Z and 1F1(a, b; z) is the Kummer confluent hypergeometric function defined by
1F1(a, b; z) =
∞∑
k=0
(a)k z
k
(b)k k!
. (3.7)
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Example 14 We show that
Pν,2
{
x2 µ exp
(
− a2 x2
)
; y
}
=
Γ(µ+ 1)
2
a2ν−2µ−2 Ψ
(
ν, ν − µ; a2 y2
)
, (3.8)
where ℜ(µ) > −1, ℜ(ν) > 0, and ν − µ /∈ Z.
Demonstration. If we set
g(x) = x2µ exp
(
− a2 x2
)
(3.9)
in the assertion (2.1) of Lemma 1 and use the relationship (1.3) and the known formula [17,
p. 144, Entry (3)], we find that
L2
{
g(x); u
}
=
1
2
L
{
xµ exp
(
− a2 x
)
; u2
}
=
1
2
Γ(µ+ 1)
(
u2 + a2
)
−µ−1
. (3.10)
Multiplying both sides of (3.10) by u2ν−2, applying the L2-transform and using the relation-
ship (1.3) once more, we deduce that
L2
{
u2ν−2L2
{
g(x); u
}
; y
}
=
Γ(µ+ 1)
2
L2
{
u2ν−2
(
u2 + a2
)
−µ−1
; y
}
=
Γ(µ+ 1)
4
L
{
uν−1
(
u+ a2
)
−µ−1
; y2
}
. (3.11)
Now the assertion (3.8) follows upon using the known formula [19, p. 18, Entry 2.1.3-(1)] to
evaluate the Laplace transform on the right hand side of (3.11).
Example 15 We show that
Kν−µ−1
{
xµ−ν+
1
2 cos(a x); z
}
=
2µ−ν
√
pi
zν−µ−
3
2
Γ
(
µ− ν + 3
2
)
(
z2 + a2
)µ−ν+ 3
2
(3.12)
Hµ
{
uµ+ν Kν− 1
2
(a u); z
}
= 21/2
(
a
2
)ν− 1
2
(2z)µ+
1
2
Γ
(
µ− ν + 3
2
)
(
z2 + a2
)µ−ν+ 3
2
, (3.13)
provided that the conditions of Corollary 9 hold true.
Demonstration. If we put
f(x) =
1
x
cos(a x), (3.14)
in our Corollary 9, then using the relationship (1.3) and the known formula [17, p. 158, Entry
4.7 (67)] we find that
L2
{
f(x);
1
2y
}
=
1
2
L
{
x−1/2 cos
(
a x1/2
)
;
1
4y2
}
=
√
pi y exp
(
− a2 y2
)
. (3.15)
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Multiplying both side of (3.15) by y2µ−2ν , applying both sides the L2-transform, and finally
using the relation (1.3) we obtain
L2
{
y2µ−2ν L2
{
f(x);
1
2y
}
; z
}
=
√
piL2
{
y2µ−2ν+1 exp
(
− a2 y2
)
; z
}
=
√
pi
2
L
{
yµ−ν+
1
2 exp
(
− a2 y
)
; z2
}
=
√
pi
2
Γ
(
µ− ν + 3
2
)
(
z2 + a2
)µ−ν+ 3
2
· (3.16)
The assertion (3.12) follows upon substituting (3.14), and (3.16) into the identity (2.24) of
the Corollary 9. In order to verify the assertion (3.13), we use the known formula [18, p. 959,
Entry 8.432-5] to get
Pν,2
{
cos(a x)
x
; u
}
=
√
pi
Γ(ν)
(
u
2a
)ν− 1
2
Kν− 1
2
(a u). (3.17)
Now the assertion (3.13) follows upon substituting (3.14), (3.16), and (3.17) into the identity
(2.25) of the Corollary 9.
We conclude this investigation by remarking that many other innite integrals can be evalu-
ated in this manner by applying the above Lemma, the above Theorem, and their various
corollaries and consequences considered here.
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