This paper examines fault tolerant power converter topologies and develops a technique for producing data to compare the reliability of topologies. The various states of fault-tolerant systems are modelled, following which reliability curves and failure rate data is constructed.
Introduction
The more electric aircraft seeks to replace hydraulic systems with electric drives. In many cases these drives have a flight critical function and reliability becomes paramount. In some cases the specification can require a mean time between failures of up to 10 9 hours, which is many orders of magnitude beyond the capability of existing drives or machines.
Fault-tolerant drives with redundancy are essential, and have therefore received significant attention. A range of faulttolerant drive topologies have emerged from researchers around the world, aiming to reduce the impact of a failure through the introduction of additional parts. The inclusion of extra components in any system will decrease the reliability, as there will be a greater number of devices likely to fail, yet the ability to survive malfunctions provided by the parts will increase the overall reliability. The aim of this paper is to examine a range of fault-tolerant drives using probabilistic methods, and therefore gain a better understanding of their reliability. The focus of this work is upon power converter faults; motor and other electronic failures will be incorporated in future research.
Fault Tolerant Topologies
Most research has centred on d.c. link converters: some involving the introduction of additional legs, others with split d.c. link capacitors and/or triacs to isolate faults. Welchko et al [1] highlight how a number of fault-tolerant modifications can affect the performance and cost of three-phase AC drives. Alongside the three-phase drives, there is a lot of work on supplying each phase of a multi-phase drive, using separate H-bridges. This provides additional redundancy in the circuitry, which helps add fault tolerance and improve the post fault drive performance. The resulting topology is a drive that can continue operation with anyone phase faulted.
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The authors have previously built fault-tolerant drives using 3, 4, and 6 single-phase H-bridges with fault tolerance in mind [2] . Yet any increase in phase number must be balanced against the cost and complexity of the accompanying circuitry. Each extra phase requires extra switches, diodes, and control circuitry. Unfortunately as the number of components in any given circuit increases, so does the probability of failure. Representing system failure in a probabilistic way is attractive because it naturally accounts for uncertainty [3] . The process of a component or system can be considered as a random variable, within a finite state space. If one of the states represents the complete failure of the system then, as the random variable changes between states, there is a chance that it will eventually equal the 'failure' state. This path of the system can be modelled as a stochastic process; a random sequence where it is more probable that the system will enter some states than others, regardless of the starting point.
If the future state of a stochastic process relies only upon the current state, and is not influenced by the history of previous states, then it holds the Markov property:
The deterioration of a system can be modelled as a discrete Markov chain process as the probability of a transition to failure only depends on the present state, and is independent of the history of the system.
Discrete Time Markov Chains
Note also that the arrow in the directed graph only goes in one direction, from state i to j. This implies that state j is absorbing, and once the system moves into state j, it will not be able to return to state i. Therefore Pji = O. A system with two states, i and j, is shown as the Markov Chain directed graphic in Figure 2 . The probability of transition from state i to j in one step is:
Reliability Modelling
The Markov Chain model is based upon the probability of failure, which is realised as a transition between states in the chain. Therefore before any thorough models of systems can be devised it is important to know the failure rate, A, of components, so the probability of transition from 'healthy' to 'faulty' is based upon accurate data. The manufacturers of parts often provide data about the failure rate, A, of their devices. These values are gathered from stress tests and surveys. In addition, large studies about the reliability of electronic equipment and discrete components within a system have been performed by the IEEE [6] and United States Department of Defense [7] .
Where R(n) represents the reliability after n, and lCf (n) represents the probability of being in the absorbing failure state after n steps.
In matrix form, the two state system is represented as follows: (6) Assuming that Pi is the 'healthy' state, and~the 'faulty' state of the system, the reliability will be determined by the probability of the functioning state as it changes with timeo If the system had multiple functioning states, then the sum of the probability distributions across all these states would be the reliability of the system. As the probability distribution sums to 1 for all the states, the reliability of the system could also be recorded as the probability of the 'faulty' state subtracted from 1.
If the model is used to represent an electrical system, state i represents the system being 'healthy', and state j the system being 'faulty' 0 Therefore the probability of transition, Pij is equal to the failure rate of the system, A. All the transitions between states of the system can be represented using a right stochastic matrix. The transition matrix for the Markov Chain shown in Figure 2 is as follows:
A Markov Chain can be described as follows: Given a set of states, S = { SJ, S2, ..., Sr }. The process starts in one of these states and moves successively from one state to another. Each move is called a step, and each step has a probability of transition [4] .
Failure Rate (FIT) Device
A-normal A-stressed
Failure Data
For the reliability information of different drives to be comparable, a couple of as'sumptions need to be made. The first is that all the drives will be built using the same elementary devices with exponential failure distributions. The other is that the topologies being tested will be subject to the same external/environmental conditions. With these variables kept stable, changes observed in reliability will be the sole result of fault tolerant topological changes in the circuit.
The device listing, Table 1 , shows failure rates for all the elementary devices. The data is a realistic representation of the device failure rates, based upon manufacturer, military, and civilian records. The failure rates are presented using the Failures In Time, FIT, standard which gives the number of failures in one billion, 10 9 , hours of operation.
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If only constant failure rates are considered, Homogenous Markov chains can be used because of the stationarity of transition probabilities. Using such a model, the transition probabilities become time invariant and depend only on the values of the states [3] . This ensures that Pu never changes with respect to time.
To relate transitions to reliability we need a variable X(n) to be a discrete Markovian process and let lC;(n) = P(X(n) = S;) be the probability that the process is in the state i for finite values of time sequence n = 0, 1, 2'00 [5] The state probability vector across all of the system states, S, is given as follows:
To determine the probability of states after n steps, we take Triac 100 300
the initial probability vector of the system, 11: As the states are mutually exclusive, the random variable X(n) must always be in one of the states, so even if one state is more popular than others, the sum of the probability vectors distributed over all the states will equal 1.
Similar Markov Chain models have been constructed for the Standard Three-Phase Inverter, as well as a Three-Phase Inverter with Redundant Leg, Figure 5 , Three-Phase Inverter with Triac Controlled Phases and Neutral, Figure 6 , and a Multi-Phase drive with Four Separate H-bridges and Capacitors providing redundancy, as shown in Figure 7 . Once the circuit is in the remedial state, the components are stressed compared to the normal operating conditions. This is because the phase-current references are increased by "./3. This increases the likelihood of failure of the parts involved, and having already survived one fault, any fault in the remaining 4 switches of the phase legs, the 2 switches in the neutral leg, or the capacitor would bring about the complete failure of the drive. This is modelled with a transition from state 2 to state 3. The failure rates of electronic devices vary according to the operating conditions. Many of the fault-tolerant topologies utilise remedial strategies which require stressing the components more than the pre-fault control strategy. If a phase is lost, to maintain the same output power in the motor the current in the remaining phases is increased. This incurs extra losses in the switching devices which heat up and result in an increase in the failure rate. Triacs, if present, will also have to block greater voltages in most remedial strategies, and this increases their likelihood of failure. Also with any increase in current and voltage the temperature of the capacitor rises as a result of increased joule heating loss, raising the failure rate.
Topology Modelling
Failure rates for capacitors usually vary from 150 FIT to 400 FIT depending upon whether electrolytic, ceramic or film based technologies are used to achieve the capacitance. A value of 250 FIT has been chosen to provide a typical estimate.
Several designs for Fault Tolerant power electronics have evolved from the standard Three-Phase Inverter topology. Originally small modifications were made to create a survival path in the event of one particular fault, but more modem schemes are tolerant to multiple electrical faults and only resemble the standard three phase inverter in the way they function as a drive to control the motor.
One of the first fault-tolerant configurations designed for the Three-Phase Inverter, included the addition of two extra switches on the neutral leg of the motor, as seen in Figure 3 , to allow control of the motor star point in the event of a failure causing the loss of a phase [8] . This scheme only proved useful if a switch failed open, but it was one of the first topologies purposely built to survive failure.
Using the reliability model proposed earlier, a Fault-Tolerant 3-phase Inverter with a neutral leg scheme, as seen in Figure  3 , is represented as a chain model in Figure 4 . For the faulttolerant 3-phase Inverter with Neutral Leg, state 1 is the normal operating state, state 2 represents the remedial strategy of the drive to cope with a switch open circuit, using the extra switches on the neutral leg to control the motor star point. State 3 represents the complete failure of the topology.
While the remedial strategy is beneficial in protecting the drive from switches failing open, there are still single point faults which would result in the drive completely failing In the 3-phase Inverter with Redundant Leg drive proposed in [9] , there is a spare phase leg, which is connected through triacs to all the return lines of the windings of the machine. In the event of a switch failing open or short circuit, the complimentary switch in the faulty phase leg is turned off, removing the phase from the drive. Then the triac associated with that phase is turned on to connect the spare leg to the open winding. The benefit of such a system is that the control scheme would remain identical to that of the drive when healthy, and there would be no detrimental effect on the performance of the drive, as there are still three legs controlling the three phases of the motor.
Results
The dotted line labelled 3, is the reliability curve of a standard 3-phase inverter circuit, and is included as a reference. Two situations were considered: one where repairs are not allowed, as may occur on a satellite for example, and another where repairs are permitted while the drive is in a remedial state, such as when an aircraft lands. If the failure of a device to which the drive is tolerant is detected and the component repaired within 24 hours of operation, then the overall operational lifetime can be greatly increased.
A range of fault-tolerant topologies were analysed to identify components used, and strategies employed to achieve fault tolerance. Reliability Models were constructed based on the information gathered, and the results analysed to determine Mean Time To Failure, MTTF, data.
Constructing transformation matrices and using probability vector equations it is possible to find reliability curves for all the systems. The reliability data has an hourly sampling rate, because the model is discrete and all the failure rates of components are given in hours.
The models can also be adapted to permit repairs. If a drive suffers a fault and enters the remedial state, then the motor will still be functioning, and the drive can be repaired before a second fault occurs, leading to catastrophic failure of the motor drive. Representing this in the model requires that the remedial state ceases to be absorbing, and has a probability of repair that will return the drive to the healthy state. For an aircraft, the system must identify the existence of a fault and have this repaired upon landing. A conservative estimate of 24 hours operation before repair has been selected. For each model this is represented as an arrow drawn from the remedial state back to the healthy state, linked to the rate of repair. Finally a multi-phase drive featuring separate H-bridges and DC links is included, as shown in Figure 7 . The redundancy in the circuitry helps to greatly improve the tolerance to capacitor and supply faults, and prevents one troublesome phase from interfering with the others. If a switch fails then the whole phase is simply disabled and the machine will continue to run with three active phases instead. Analogous to previous statements, any increase in components and complexity reduces the overall reliability of the system.
Inclusion of Repairs
Another fault tolerant topology derived from a standard threephase inverter features triac control of the winding lines and a neutral leg, proposed by Bianchi et ale [10] . If an open or short-circuited switch is detected, then the topology is able to survive the fault by instructing the complimentary switch in the faulted phase leg to turn off, as well as opening the triac connecting the faulted phase leg to the winding. This mirrors an open phase fault, at which point the triac linked to the neutral leg is triggered closed, permitting the machine to operate using control algorithms designed for schemes with two-phases and a neutral leg.
The most successful scheme is the Triac Controlled Phase and Neutral topology proposed in [10] . Only four extra components are used, yet with them, it is capable of avoiding many of the single-point faults common in other circuits, and it is able to improve the reliability beyond that offered by a standard inverter.
Most of the benefits of adding fault tolerance to a 3-phase inverter only affect short term reliability because all the extra components required eventually increase the likelihood of failure, beyond the gains afforded by the remedial strategies. However, the improvement over standard topologies is so small as to question the viability of the fault-tolerant approach.
When repairs are allowed, the absolute MTTF values for all of the topologies increase as detailed in Table 2 . This is because the stresses and probabilistic risk of running the drive in the remedial state only occurs for an average of 24 hours before replacement parts are found and fitted, extending the lifetime.
The Neutral and Redundant topologies fail to outperform the Standard Inverter because both drives cannot survive a switch short-circuit failure. The more refined Triac Controlled Phase and Neutral topology is able to surpass that bottleneck, yet becomes limited because it cannot accommodate capacitor faults. 
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