Some fast algorithms in signal and image processing. by Ng, Michael K. & Chinese University of Hong Kong Graduate School. Division of Mathematics.
SOME FAST ALGORITHMS IN SIGNAL 




j Kwok-Po Ng 
i 
) 
I . 1 :i \ 
i 
\ Thesis 
Submitted to the Faculty of the Graduate School of 
\ The Chinese University of Hong Kong 




: In Partial Fulfillment of the Requirements 
for the Degree of 









• \ i \ I 
丨..1 ,..�i 二 » 
k 12 B im I p N ( 






I would like to express my sincere and deepest gratitude to my supervisor Dr. Raymond H.F. 
Chan for his inspired guidance and discussions during the course of my Ph.D. research work at 
the Chinese University of Hong Kong. I am deeply grateful to Professor Robert Plemmons of the 
Department of Mathematics and Computer Science, Wake Forest University for his beneficial 
discussions and suggestions. I would also like to thank my colleagues Dr. X.Q. Jin, Mr. H.C. 
Chan, Mr. W.K. Ching, Mr. F.R. Lin, Mr. W.F. Ng, Mr. H.W. Sun, Mr. T.M. Tso, Mr. C.K. 
Wong and Mr. H.M. Zhou for their very helpful discussions. 
Finally, I thank my wife Anna for her patient and encouraging support, without which the 





Summary of the papers A-F p.2 
Paper A p.15 
Paper B p.36 
Paper C p.63 
Paper D p.87 
Paper E p.l09 
Paper F p.l22 
Abstract 
Toeplitz and Toeplitz-related systems arise in a variety of applications in mathematics and 
engineering, especially in signal and image processing. In this thesis, we consider using pre-
conditioned conjugate gradient methods to solve Toeplitz and Toeplitz-related systems Ax = b 
arising from signal and image processing applications. These applications include linear-phase 
least squares estimations, sliding window recursive least squares computations, adaptive filter-
ing, deconvolution and image restorations. The preconditioners C are based on the fast Fourier 
transform which has a fast algorithm for its computations. The arithmetic complexity of com-
puting the discrete Fourier transform components of an tz-vector is of 0{n\og n) operations. 
Therefore, both the matrix-vector multiplications Aw and the solutions of Cu = v can be com-
puted efficiently in 0(nlog n) operations where n is the order of matrices A and C. Moreover, 
we prove that under the practical assumptions in these signal and image processing applications, 
the spectra of these preconditioned Toeplitz and Toeplitz-related matrices have clustered spec-
tra. The preconditioned conjugate gradient methods converge sufficient fast and hence efficient 
algorithms are developed for these applications. A number of numerical experiments on these 
applications are performed to support our convergence analysis. 
The thesis is based on the following papers, which will be referred to in the text by the 
captial letters A-F. 
(A) M. Ng, Fast Iterative Method for Solving Toeplitz-plus-Hankel Least Squares Problems, 
Elec. Trans. Numer. Anal., 2 (1994), pp. 154-170. 
(B) M. Ng and R. Plemmons, Fast RLS Adaptive Filtering by FFT-based Conjugate Gradient 
Iterations, accepted for publication by SI AM J. Sci. Comput. 
(C) M. Ng and R. Plemmons, LMS-Newton Adaptive Filtering Using FFT-based Conjugate 
Gradient Iterations, submitted to IEEE Trans. Signal Process. 
(D) R. Chan, M. Ng and R. Plemmons, Generalization of Strang's Preconditioner with Ap-
plications to Toeplitz Least Squares Problems, accepted for publication by Numer. Linear 
Algebra Appl. 
(E) R. Chan, X. Jin and M. Ng, Circulant Integral operators as Preconditioners for Wiener-
Hop f Equations, Integr. Equat. Oper. Theory, 21 (1995), pp. 12-23. 
(F) R. Chan, M. Ng and C. Wong, Sine-transform Based Preconditioners For Symmetric 
Toeplitz Systems, accepted for publication by Linear Algebra Appl. 
Summary 
1 Introduction 
An n-hy-n matrix An is said to be Toeplitz if 
CLq CL-1 • • • 
0,1 ClO CL-l CL2—n 
An = ： ai ao ： , (1-1) 
Om-2 ••• 
_ Cin-1 0,n-2 • • • _ 
i.e., An is constant along its diagonals. The name Toeplitz originates from the work of Otto 
Toeplitz [39] in the early 1900，s on bilinear forms related to Laurent series, see Grenander 
and Szego [22] for details. Toeplitz systems arise in a variety of applications in mathematics 
and engineering, especially in signal and image processing. These applications have motivated 
both mathematicians and engineers to develop specific algorithms catering to solving Toeplitz 
systems. We will call these algorithms Toeplitz solvers. 
Most of the early works on Toeplitz solvers were focused on direct methods. A straight-
forward application of the Gaussian elimination method will result in an algorithm of 0{n^) 
complexity where n the order of Toeplitz matrices. However, since n-hy-n Toeplitz matrices are 
determined by only {2n — 1) entries rather than ri? entries, it is expected that the solution of 
Toeplitz systems can be obtained in less than 0{n^) operations. There are a number of Toeplitz 
solvers that decrease the complexity to O(n^) operations, see, for instance, Levinson (1946) [29], 
Baxter (1961) [3], Trench (1964) [44], and Zohar (1974) [51]. These algorithms require the in-
vertibility of the {n— l)-by-(ri— 1) principal submatrix of An- Around 1980, fast direct Toeplitz 
solvers of complexity 0{n\og^ n) were developed, see, for instance, Brent, Gustavson, and Yun 
(1980) [5], Bitmead and Anderson (1980) [4], Morf (1980) [34], de Hoog (1987) [24], and Ammar 
and Gragg (1988) [2]. These algorithms require the invertibility of the [n/2j-by-[n/2j principal 
submatrix of A^. The stability properties of these direct methods for symmetric positive definite 
Toeplitz systems are discussed in Bunch [6]. 
Recent research on using the preconditioned conjugate gradient method as an iterative 
method for solving Toeplitz systems has brought much attention. One of the main important 
results of this methodology is that the complexity of solving a large class of Toeplitz systems can 
be reduced to 0(nlogn) operations as compared to the 0{nlog^ n) operations required by fast 
direct Toeplitz solvers, provided that a suitable preconditioner is chosen under certain conditions 
on the Toeplitz operator. In this thesis, we consider using these iterative Toeplitz solvers to solv-
ing Toeplitz and Toeplitz-related systems arising from signal and image processing applications. 
Applications of these Toeplitz solvers to some practical problems are also given. 
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2 Summary of the papers A—F 
A summary of the papers A—F in the thesis is given, and the results are briefly reviewed. 
2.1 Paper A 
Least squares estimations have been used extensively in a wide variety of applications in signal 
processing, for instance spectrum analysis [16, 31], system identifications [32], equalizations [18 
and speech processing [23, p. 49]. In these applications, one usually uses filters to estimate the 
transmitted signal from a sequence of received signal samples or to model an unknown system. 
One important class of filters commonly used in signal processing is the class of finite impulse 
response (FIR) linear-phase filters. Such filters are especially important for applications where 
frequency dispersion due to nonlinear phase is harmful, for example in speech processing. 
In this paper, our work is to design the impulse response vector w of the linear-phase 
filter whose characteristics are determined on the basis of an observed time series, and not 
on a priori specification. It has been studied in [25, 33] that given M real data samples 
{a;(l), a ; ( 2 ) , . . x { M ) } and desired response vector d, the impulse responses can be found by 
solving the Toeplitz-plus-Hankel least squares problem 
min||d- (Xi +X2)w||2. (2.2) 
Here Xi is an {M-{-2n— l)-by-ri rectangular Toeplitz matrix with its first row and column given 
by 
…,0] and [x{l),x{2),..a;(M), 0, . . . , 0] .^ 
respectively. Moreover, X2 is an (M + 2n — l)-by-n rectangular Hankel matrix with its last 
column given by 
and zero vector as its first row. 
We apply the preconditioned conjugate gradient algorithm with circulant (FFT-based) pre-
conditioners to solve the normal equations (T打 + = (Xi + The main result of 
the paper is that under some practical signal processing assumptions, the spectrum of the Han-
kel matrix Hn is clustered around zero with probability 1. The contribution of the term Hn 
is not significant as far as the conjugate gradient method is concerned, and we therefore not 
approximate it by a circulant matrix. Thus the preconditioner c ( T j is just defined to be the 
minimizer of \\Qn-Tn\\F over all n-hy-n circulant matrices Qn. Here || .||i? denotes the Frobenius 
norm. As Tn is a Toeplitz matrix, the circulant preconditioner c(T^) can be found in 0{n\og n) 
operations. We also see that the eigenvalues of c(T„) can be derived from the Blackman-Tukey 
spectral estimator with the Bartlett window that is a commonly used non-parametric spectral 
estimation method in signal processing. 
As for the convergence rate of the method, we prove that if the stochastic process {a:(z)} is 
stationary and its underlying spectral density function is (£+ l)-times difFerentiable function for 
^ > 0 then the spectra of the preconditioned matrices c{Tn)~^{Tn + H^) are clustered 1 with 
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probability 1. If the smallest singular value of X1 + X2 is of order 0{n^) with a > 0, the method 
converges in at most 0({2a + 1) logn + 1) steps with probability 1. Since the data matrices Xi 
and X2 are Toeplitz and Hankel matrices respectively, the normal equations and the circulant 
preconditioner can be formed in 0 ( M log n) operations, see Ng and Chan [37]. Once they 
are formed, the cost per iteration of the preconditioned conjugate gradient method is of order 
0{n\og n) operations, as only Toeplitz, Hankel and circulant matrix-vectors multiplications are 
required in each iteration. Therefore the total work of obtaining the impulse responses to a 
given accuracy is of order 0{Mlog n + {2a + l)n\og^ n + nlog n). 
2.2 Paper B 
Adaptive filters are used extensively in many signal processing and control applications: for 
instance, in system identification, equalization of telephone channels, spectrum analysis, noise 
cancellation, echo cancellation, and in linear predictive coding. In these applications the recur-
sive least squares (RLS) algorithm is a well-known and extremely powerful tool. 
In RLS computations arising in adaptive control and signal processing, it is required re-
calculate w when observations (i.e. equations) are successively added to, or deleted from, the 
standard least squares problem, i.e. the least squares estimator at step t is found by solving the 
n-vector w(/：) in 
min||d(0-X(i)w(i)||2. (2.3) 
Here d{t) is an desired signal M-vector at step t and X{t) is an corresponding M-hy-n data 
matrix at step t. In the area of signal processing, RLS algorithms are often used to process 
signals that result from time-varying environments. RLS estimations for a time-varying finite 
impulse response or a transversal filter are often obtained by limiting the filter memory. The 
most common technique uses an exponential data weighting infinite memory method controlled 
by a forgetting factor 7, with 0 < 7 < 1 [23, p. 478]. This facilitates simplified computations in 
contrast to finite memory sliding data window methods, but at the cost of diminished tracking 
and stability characteristics [30, 41]. In many applications it is desirable to use a true finite 
memory algorithm, i.e. a sliding window algorithm, in order avoid undesired effects from data 
in the distant past. A typical situation is where the parameters of the underlying model that 
generates the signal are subject to jump-type variations of random amplitudes [49, 50]. For a 
sliding window M-hy-n data matrix, the least squares estimators can be computed by modifying 
the Cholesky factor of the normal equations with O(n^) operations per adaptive filter input where 
n is number of filter coefficients, see for instance [40]. 
Recently, fast recursive least squares (FRLS) algorithms have been a topic of considerable 
interest because of their low computational cost [23, pp. 583-584]. In most applications in signal 
processing, for instance linear predictive coding and system identification, the displacement 
structure of the data matrix allows one to develop computationally efficient algorithms, which 
are fast in the sense that they require only 0{n) operations per adaptive filter input. But 
the numerical stability of these FRLS algorithms has always been in question [27, 30, 41]. In 
particular, Luo and Qiao, and Qiao [30, 41] have recently shown that the all known infinite 
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memory FRLS algorithms are unstable when the forgetting factor, used to diminish the effects 
of the old data, is less than one. 
The purpose of this paper is to propose a new FFT-based iterative RLS algorithm with 
reasonable complexity for computing least squares estimators recursively, that may also avoid 
some of the instability problems associated with direct fast RLS methods. 
In this paper, we consider the recursive least squares computations where the data matrices 
are assumed to have a Toeplitz (displacement) structure. We propose a new algorithm for com-
puting least squares estimators recursively. Our approach uses sliding data windows involving 
multiple updating and downdating computations, for superior tracking capabilities. When X{t) 
is an M-by-n rectangular data matrix (M is the length of sliding window) with full column 
rank, then the least squares estimator w(t) at the step t can be obtained by solving the normal 
equations 
x{tyx{t)w{t) = x{tyd{t). ( 2 . 4 ) 
We note that X{ tyX{t ) , although generally not Toeplitz, is an n-hj-n "near-Toeplitz" matrix, 
as it can be written in the form T{t) - L{tyL{t) - U{t)*U{t), where r(^) is Toeplitz, and L{t) 
and U{t) are lower triangular and upper triangular Toeplitz matrices, respectively (see §2). 
Our approach is to apply the preconditioned conjugate gradient algorithm with circulant 
preconditioners to solve the system (2.4) in each step t. In our algorithm, the proposed n-hy-n 
circulant preconditioner C{t) is taken to be the equations matrix T{t). We prove that if the 
input stochastic process is stationary and its underlying spectral density function is positive 
and in the Wiener class, then our circulant preconditioner C{t) will be positive definite and its 
smallest eigenvalue will be uniformly bounded away from zero with probability 1, provided that 
sufficiently large numbers of data samples are taken, i.e. M is sufficiently large. Under the same 
assumptions, we also prove that the spectrum of the preconditioned matrix C{t)~^X{t)*X(t) is 
clustered around 1 with probability 1. Thus, when we apply the conjugate gradient method to 
the preconditioned system, the method converges superlinearly with probability 1. In the case 
of point-processing {k — 1), our method requires 0{n\og n) operations per adaptive filter input 
where n is the number of least squares estimators. In the case of block-processing (A; > n), our 
method requires only O(log n) operations per adaptive filter input. A simple method is given 
for tracking the spectral condition number of the data matrix at each step. 
We also derive a convergence analysis of the sliding window RLS involving multiple updating 
and downdating computations. We prove that with probability 1, if the desired response and 
the input stationary stochastic process are related by a multiple linear regression model, then 
<2 norm of the difference between the least squares estimator computed by the sliding window 
RLS algorithm and the constant regression parameter is bounded by a constant, provided that a 
large number of data samples is taken, i.e. M is sufficiently large. Under the same assumptions, 
we prove that with probability 1, the average least squares error of the sliding window RLS is 
also bounded by a constant. 
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2.3 Paper C 
The main concerns in the design of adaptive filter algorithms in signal processing applications 
are their convergence performance and their computational requirements. These concerns are 
especially important when the filters are used in real-time signal processing applications or where 
the sizes of the filters are very large (as is the case in acoustic echo or active noise cancellation 
problems [23]). 
The most popular adaptive filter algorithm is the well-known Least Mean Square (LMS) 
algorithm. It allows a simple implementation and requires only 0{n) operations for computing 
the filter coefficients per adaptive filter input, where n is the size of the FIR filter [23]. However, 
a significant drawback of the LMS algorithm is that it is based on first order statistics and 
therefore its convergence rate depends on the input signal spectrum. When the input signal 
process is white, good convergence performance is obtained. But when input signal process 
is highly colored, the LMS algorithm converges very slowly, see for instance Widrow [47, pp. 
146-147]. In order to reduce the effect of the input signal spectrum on the convergence rate of 
the adaptive system, Gitlin and Magee [17] proposed an LMS-Newton (LMSN) adaptive filter 
algorithm. The approach is to use the second order statistics of the input signal to eliminate 
the dependence of the convergence of the LMS algorithm on the input signal process. 
For the LMSN algorithm, the filter coefficients column vector w � is recursively updated by 
w(i + 1) = w � + M � � - i x ⑴， （2.5) 
where fi(t) is a step size, e{t) is the estimation error and T{t) is an estimate of the n-hy-n input 
signal autocorrelation matrix at time step t. In many signal processing applications, the input 
signal is generally assumed to come from a wide sense stationary (stationary up to the second 
order, see [23, p. 80]) stochastic process. It is well-known that the corresponding autocorrelation 
matrix is Hermitian and Toeplitz, i.e. it is constant along diagonals, see for instance [23, p. 139]. 
Thus T{t) is also Hermitian and Toeplitz in practical implementations of the LMSN algorithm. 
The basic and costly part of the LMSN algorithm is to compute the matrix-vector multiplication 
or solve a Toeplitz system T{t)z(t) 二 x⑴，a t each adaptive time step t. The Toeplitz 
structure of T{t) allows one to find z{t) with direct methods that require many fewer operations 
than the 0{n^) operations used in Gaussian elimination. Several direct methods have been 
derived to solve such Toeplitz systems and these methods require 0{n^) operations. It follows 
that the computational requirement is O(n^) operations per adaptive filter input. 
The purpose of this paper is to propose a new fast Fourier transform (FFT) based LMSN 
adaptive filter algorithm with reasonable complexity and fast convergence. Based on the con-
vergence performance of LMSN, our algorithm converges rapidly regardless of the input signal 
statistics. Moreover, the basic tool of our adaptive filter algorithm is the FFT. Since the FFT 
is highly parallelizable and has been implemented on multiprocessors efficiently [1, p.238], our 
algorithm can be expected to perform efficiently on a parallel machine for large-scale or real-time 
applications. 
The sample autocorrelation matrices T{t) are assumed to be positive definite at each adaptive 
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time step. One can compute the inverse of T{t) by solving a linear system 
T{t)u{t) = e , (2.6) 
where e打 is the last unit vector. By using the solution vector u � in (2.6), Ammar and Gader 
"2] showed that there exists a circulant matrix Bi{t) and a skew-circulant matrix B2 (t) such 
that 
T � 一 1 = W* + B2{trB,{t)]. (2.7) 
The equation (2.7) is called by Ammar and Gader the cyclic displacement representation of 
r � — 1 . The main problem left is how to compute u{t) efficiently at each adaptive time step. 
Our strategy is to apply the preconditioned conjugate gradient (PCG) method to solve the linear 
system (2.6). It is well-known that the convergence performance of the conjugate gradient 
method depends on the spectrum and, in particular, the condition number of the coefficient 
matrix. If the condition number of the coefficient matrix is near 1, convergence will be rapid. 
Thus, to make the conjugate gradient method a useful iterative method (converge rapidly), one 
preconditions the system. In our case, as the cyclic representation of T{t - 1)"^ has already 
been obtained at the time step i - 1, we therefore use T{t - 1) as preconditioner. That means, 
instead of solving the original system (2.6), one solves the preconditioned system 
T{t — l)-^T(t)vi{t) 二 T{t — 1)—le几 
by the conjugate gradient method at the time step t. Under certain practical assumptions in 
signal processing applications, we prove that with probability 1, the condition number of the 
preconditioned matrix T{t— l)~^T{t) is near to 1. The method converges very fast and the filter 
coefficients can be updated in 0{n\og n) operations per adaptive filter input. Numerical results 
on the adaptive filtering model are reported to illustrate the effectiveness of the method. 
2.4 Paper D 
In 1986, Strang [43] addressed the question of whether iterative methods can compete with 
direct methods for solving symmetric positive definite Toeplitz systems of linear equations. The 
answer has turned out to be an unqualified yes. Strang proposed the use of circulant matrices to 
precondition Toeplitz matrices in conjugate gradient iterations. Strang's circulant preconditioner 
Sn is defined to be the matrix that copies the central diagonals of A^ and reflects them around 
to complete the circulant. More precisely, the entries in the first column of Sn are given by 
rc 1 J 叫， 0 < A; < [|J , . � 
(Here [|J denotes the largest integer m < 
The reason why this approach is competitive with direct methods is clear. The use of circu-
lant matrices as preconditioners for Toeplitz problems allows to use the fast Fourier transforms 
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(FFTs) throughout the computations, and these FFT-based iterations are not only numerically 
efficient, but also highly parallelizable. The convergence rate of the method has been analyzed by 
Chan and Strang [11]. They proved that if the diagonals of the Toeplitz matrix are Fourier coef-
ficients {cij}^_co of a positive function in Wiener class (i.e. is absolutely summable), 
then the spectrum of the circulant preconditioned system S~^An is clustered around 1 and the 
preconditioned conjugate gradient method converges superlinearly. More precisely, for any given 
e > 0, there exists a constant (7(e) > 0 such that the error vector e^  at the gth iteration satisfies 
|||e,|||<C(6)€^ |||eo|||, (2.9) 
where 
infill = (2.10) 
see Chan and Strang [11]. It follows that the preconditioned iterations converge very fast. 
Besides Strang's initial circulant preconditioner, several other successful circulant precondi-
tioners have been proposed and analyzed, see, e.g. T. Chan [13], Huckle [26], Ku and Kuo [28], 
and Tyrtyshnikov [45]. In these papers, it has been shown that under the same assumptions 
on the Toeplitz matrices, these circulant preconditioned systems also converge superlinearly. 
Among these preconditioners, we remark that the T. Chan's circulant preconditioner is defined 
for general square matrices, not necessarily of Toeplitz form. Given any general n-hy-n ma-
trix An, it is defined to be the minimizer of \\Qn - A\\f over all n-hy-n circulant matrices Qn. 
(Here || . \\F denotes the Frobenius norm.) Most circulant preconditioners including Strang's, 
are not defined for arbitrary matrices. Therefore, T. Chan's preconditioner is particularly useful 
in solving non- Toeplitz systems arising from the numerical solution of elliptic partial differen-
tial equations [7] and Toeplitz least squares problems arising from signal and image processing 
"8, 9，14, 38]. Convergence results for T. Chan's preconditioner have also been established for 
these problems. 
In this paper, we propose a method to generalize the construction of Strang's circulant 
preconditioner to arbitrary n-hj-n matrices An and to employ this new circulant approximation 
in deconvolution applications in signal and image processing. The idea of constructing such a 
preconditioner is simple. Given A…the [|Jth column of our circulant preconditioner Sn is equal 
to the [^Jth column of An. Thus if An is a square Toeplitz matrix, then Sn is just the Strang 
circulant preconditioner. When Sn is not Hermitian, our circulant preconditioner can be defined 
as 
It turns out that the idea of constructing an approximation by selecting the central column 
of a given matrix has been considered in tomographic inversion problems in image processing 
and has been referred to as the forward-backward projection method [15]. The approximation 
matrix is used as a preconditioner to speed up the convergence of the steepest descent method. 
One of the purposes of this paper is to analyze the convergence properties of this approximating 
matrix when used as a preconditioner in the preconditioned conjugate gradient method. We show 
that if the matrix A^ has decaying coefficients away from the main diagonal, then the circulant 
approximating matrix is a good preconditioner for A^ and hence we expect fast convergence when 
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applying the preconditioned conjugate gradient method to solve these problems. Numerical tests 
are given to illustrate fast convergence. 
We study some applications of our generalized Strang circulant preconditioner to Toeplitz 
least squares problems and deconvolution problems, and analyze the convergence rate of the 
preconditioned systems for these applications. Some numerical results are reported, including 
comparisons with the block-based and displacement-based preconditioning schemes suggested 
in [8, 10]. Test results are also reported for a 2-D Toeplitz least squares deconvolution problem 
arising from ground-based atmospheric imaging, which is also considered in [35, 36] using an 
inverse Toeplitz preconditioner. 
2.5 Paper E 
Half-line Wiener-Hopf integral equations 
y{t) + r a{t - s)y{s)ds 二 ^r⑴，0 < ^ < oo, (2.11) 
Jo 
in which a{t) e Li{u) and g{t) G L2[0,oo) are given functions, arise in a variety of practical 
applications in signal processing, such as linear prediction problems for stationary stochastic 
processes [21, pp. 145—146] and [48, pp. 244-245], diffusion problems and scattering problems 
21, pp. 186-189]. 
One way of solving (2.11) is by the projection method [19], where the solution y{t) of (2.11) 
is approximated by the solution y^ {t) of the finite-section equation 
yr{t) + r a{t - s)yr{s)ds = g{t), 0<t<T. (2.12) 
Jo 
It is shown in [19, Theorem 3.1] that 
J ^ W V r - y\\Lp[0,T) = 0 , 1 < ^ < OO. 
The finite-section equation (2.12) can be solved numerically by either direct or iterative methods. 
For a fixed r, the finite-section operator Ar defined by 
( 人 测 = { r 冲 - 咖 ( 咖 … 0 … 丁 , (2.13) 
[ 0 , t > T. 
is a compact operator. Therefore, the spectrum of the Wiener-Hopf operator 工 + 人(where X is 
the identity operator) is clustered around 1, and hence solving (2.12) by iterative methods such 
as the conjugate gradient method is less expensive than direct methods. 
However, as r tends to oo, the spectrum of this finite-section operator Ar becomes dense 
in the spectrum of the half-line operator defined by (2.11), and hence the convergence rate 
of the conjugate gradient method deteriorates, see the numerical results in [20] for instance. 
A standard way of speeding up the convergence rate of the conjugate gradient method is to 
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apply a preconditioner. Thus, instead of solving (2.12), one solves a preconditioned operator 
equation. We remark that there is a close relation between Wiener-Hopf integral equations 
and semi-infinite Toeplitz operators, see Gohberg and Feldman [19, p.5]. The methodology of 
preconditioning "discrete" Toeplitz systems can be modified and applied to the "continuous" 
Wiener-Hopf equations. 
In [20], Gohberg, Hanke, and Koltracht proposed using circulant integral operators to pre-
condition (2.12). Circulant integral operators are operators of the form 
(CtO；)�=�Cr{t - s)x{s)ds, 0 < ^ < r, (2.14) 
Jo 
where Cr is a r-periodic conjugate symmetric function in Li[—r, r], i.e., 
c^ (t + r) 二 Cr(t) and Cr(-t) = Cr(t), \ft e [ - r , r . 
We remark that Cr is a compact, self-adjoint operator on L2[-r, r]. The preconditioned equation 
is given by 
{I+Cr)-\I + Ar)yr{t) 二 {X + Cr)'^ 9[t), 0 < ^ < T. (2.15) 
The convergence rate of the method has been analyzed by Gohberg et al. [20]. They proved 
that if 
= (2.16) 
then the finite-section Wiener-Hopf integral operator can be approximated by circulant integral 
operators within a sum of a small and a finite rank operators. It follows that the spectra of 
the corresponding circulant preconditioned operators are clustered around 1 for large r and the 
method converges superlinearly. 
We remark that there is a close relationship between Wiener-Hopf integral equations and 
semi-infinite Toeplitz operators, see [19, p.5]. The idea of using the preconditioned conjugate gra-
dient method with circulant preconditioners for solving Toeplitz systems has been well-studied. 
In Chan and Yeung [12], they considered circulant preconditioners from the viewpoint of con-
volution products and proved that most of the circulant preconditioners proposed for Toeplitz 
matrices can be derived by taking the convolution products of the generating function p of the 
Toeplitz matrix with some well-known convolution kernels such as the Dirichlet and the Fejer 
convolution kernels. They proved that if the convolution product converges to p uniformly, then 
the spectrum of the corresponding circulant preconditioned matrix will be clustered around 1. 
In this paper, we will consider the circulant integral operators from the same viewpoint. 
The main aim of the paper is to give an easy and general scheme for constructing circulant 
integral operators for Wiener-Hopf equations. We will also study their convergence property by 
using convolution products. For ease of presentation, let us denote by q the Fourier transform 
of any function q. Our first step is to relate Cr{t) in (2.14) to a sequence of conjugate symmetric 
functions {Cr{t)}r and translate the convergence requirement (2.16) on Cr{t) to conditions on 
{Cr{t)}r- Basically we want Cr{t) to be such that the convolution product (5V * 於 will converge 
/s uniformly to k. We will see that the "wrap-round" and "optimal" circulant integral operators, 
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proposed by Gohberg et al. in [20], can be derived from this approach. Using the result 
in [20], we prove that for sufficiently large r, if {CV}t is uniformly bounded on the real line 
R and the convolution product of C^ with d(^) converges to a{t) uniformly on R, then the 
spectra of our circulant preconditioned operators will be clustered around 1. It follows that 
the conjugate gradient method, when applied to solving the preconditioned operator equation, 
converges superlinearly. We show that {Cr{t)}T can be derived easily from the Dirac delta 
function or from approximate convolution identities commonly used in Fourier analysis. Several 
circulant integral operators possessing the clustering and superlinear convergence properties 
are constructed explicitly by our scheme. Numerical examples are also given to demonstrate 
the performance of different circulant integral operators as preconditioners for Wiener-Hopf 
operators. 
2.6 Paper F 
Circulant matrices are precisely those matrices that can be diagonalized by the discrete Fourier 
transform, a transform which has a fast algorithm for its computations. However, there are 
other transforms (for instance, the Hartley transform and the sine and cosine transforms) with 
fast algorithms too, see [46]. It is therefore natural to consider using these fast transforms to 
construct new classes of preconditioners for solving Toeplitz systems. 
We recall that the optimal circulant preconditioners c(AJ，which are the minimizers of 
\Cn — AuWf over all n-hy-n circulant matrices Cn, are good preconditioners for Toeplitz systems, 
see T. Chan [13]. One may therefore consider preconditioners that are minimizers of \\Qn — ^ nWr 
over a set of n-hy-n matrices Q^ that can be diagonalized by a fast discrete transform matrix 
屯打.According to the terminology used in T. Chan [13] for optimal circulant preconditioners 
(where the preconditioner is based on the fast Fourier transforms), we call these minimizers the 
optimal transform based preconditioners. 
As the Frobenius norm is a unitary-invariant norm, the minimum of \\Qn — AnWr over all 
Qn of the form Qn = W^A^W*, An a diagonal matrix, is attained at . Here A^ is a 
diagonal matrix with diagonal entries 
jj — ^j^An^n. j — I5 • • • 5 (2.17) 
For Toeplitz matrices, (2.17) can be computed directly for optimal transform based precondi-
tioners. However, computing A^ using (2.17) is costly even when the matrix-vector product ^^y 
can be done efficiently. We emphasize that to construct T. Chan's minimizers economically, we 
exploit the fact that the class of circulant matrices has a very nice basis, namely the shift oper-
ator (i.e. the circulant matrix with [0, •. .,0,1] as its first row) and its powers. Given another 
transform matrix 屯„，in order to construct its minimizer efficiently, we need to find matrices 
having special algebraic structures to characterize all matrices that can be diagonalized by W… 
This is the crucial step in finding a fast algorithm for obtaining the minimizers. 
In this paper, optimal sine transform based based preconditioners s{An) for symmetric 
Toeplitz matrices An are considered. The constructions of such preconditioners require 0{n) 
operations for Toeplitz matrices, the same count as that for the optimal circulant preconditioner 
Summa,ry 11 
c{An). Similar to T. Chan's circulant preconditioner, these optimal transform based precondi-
tioners are also defined for arbitrary matrices. In general, the construction of such optimal 
approximations for any given n-hj-n matrix is of O(n^) operations. Since only sine transforms 
matrices Sn will be involved, all computations can be done in real arithmetic. We remark that 
the matrix-vector product SnV can be done in 0(nlog n) real operations, see for instance Yip 
and Rao [42]. 
As for how good optimal sine transform based preconditioners s(A打)are as preconditioners 
for Toeplitz systems A^x 二 b, we show that they have the same convergence properties as the 
optimal circulant preconditioners c(An). More precisely, we will show that if a given Toeplitz 
matrix An is generated by a 27r-periodic positive continuous function, then the spectrum of 
s{An)~^An is clustered around 1. We also show that is positive definite when is 
positive definite. Furthermore, if SnAnSn has Property A, then s{An) is the best conditioned 
sine transform based preconditioner, i.e., 
for any matrices Qn that can be diagonalized by the sine transform matrix Sn-
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Fast Iterative Methods for Solving 
Toeplitz-plus-Hankel Least Squares Problems 
Abstract 
In this paper, we consider the impulse responses of the linear-phase filter whose character-
istics are determined on the basis of an observed time series, not on a prior specification. The 
impulse responses can be found by solving a least squares problem min 丨|d — {Xi + X2)w|丨2 
by the fast Fourier transform (FFT) based preconditioned conjugate gradient method, for 
(M + 2n - l)-by-n real Toeplitz-plus-Hankel data matrices X i + X2 with full column rank. 
The FFT-based preconditioners are derived from the spectral properties of the given input 
stochastic process and their eigenvalues are constructed by the Blackman-Tukey spectral 
estimator with Bartlett window commonly used in signal processing. When the stochas-
tic process is stationary and its spectral density function is positive and difFerentiable, we 
prove that with probability 1，the spectra of the preconditioned normal equations matrices 
are clustered around 1, provided that large data samples are taken. Hence if the smallest 
singular value of Xi + X2 is of order O(n^), a > 0, then the method converges in at most 
0 ( (2a + l ) logn+1) steps. Since the cost of forming the normal equations and the FFT-based 
preconditioner is 0{M log w) operations and each iteration requires 0(n logn) operations, the 
total complexity of our algorithm is of order 0 ( M log n + (2a + l)n log^ n + n log n) opera-
tions. Finally, numerical results are reported to illustrate the effectiveness of our FFT-based 
preconditioned iterations. 
1 Introduction 
The conjugate gradient (CG) method is an iterative method for solving symmetric positive 
definite systems Aw = d, see for instance Golub and van Loan [14, pp. 362-374]. When A is a 
rectangular matrix with full column rank, one can still use the method to find the solution to 
the least squares problem 
min I I'd — Aw||2 (1.1) 
where ||. II2 denotes the usual Euclidean norm. This can be done by applying the method to the 
normal equations 
A^A-w = A^d. (1.2) 
The convergence rate of the method depends on the eigenvalues of the normal equations matrix 
see Axelsson and Barker [1, pp. 24-28]. If the eigenvalues of A^A cluster around a fixed 
point, convergence will be rapid. Thus, to make the algorithm a useful iterative method, one 
15 
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usually preconditions the system. That means, instead of solving the original system (1.2), we 
solve the preconditioned system 
with preconditioner P. In this paper, we apply the preconditioned conjugate gradient (PCG) 
method to solve structured least squares problems arising from signal processing applications, 
where the data matrix A is a rectangular Toeplitz-plus-Hankel matrix with full column rank. A 
matrix T — [tjk) is said to be Toeplitz if tjk 二 tj-k, i.e. T is constant along its diagonals. A 
matrix H = (hjk) is said to be Hankel if hjk = hj+k' 
1.1 Linear-phase Filtering 
Least squares estimations have been used extensively in a wide variety of applications in signal 
processing, for instance spectrum analysis [11, 19], system identifications [20], equalizations [13 
and speech processing [15, p. 49]. In these applications, one usually uses filters to estimate the 
transmitted signal from a sequence of received signal samples or to model an unknown system. 
One important class of filters commonly used in signal processing is the class of finite impulse 
response (FIR) linear-phase filters. Such filters are especially important for applications where 
frequency dispersion due to nonlinear phase is harmful, for example in speech processing. 
In this paper, our work is to design the impulse response vector w of the linear-phase 
filter whose characteristics are determined on the basis of an observed time series, and not 
on a priori specification. It has been studied in [16, 21] that given M real data samples 
{x{l),x{2),.. .,x{M)} and desired response vector d, the impulse responses can be found by 
solving the Toeplitz-plus-Hankel least squares problem 
min ||d -（Xi + X2)w||2. (1-3) 
Here Xi is an (M + 2 n - l)-by-n rectangular Toeplitz matrix with its first row and column given 
by 
； 0 ] and .. .，a;(M)，0，..Of. 
respectively. Moreover, X2 is an {M 2n - l)-by-n rectangular Hankel matrix with its last 
column given by 
[ 0 , … , 0 , x { l ) , x { 2 ) , … , . . . , 0]^ 
and zero vector as its first row. 
1.2 Outline 
The use of conjugate gradient methods with circulant preconditioners for solving n-hy-n Toeplitz 
systems T^z = v has been studied extensively in recent years, see [6], [8], [9] and [10]. Since 
circulant matrix can always be diagonalized by the discrete Fourier matrix, an n-hy-n linear sys-
tem with circulant coefficient matrix can be solved in 0{n \og n) operations, using fast Fourier 
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transform (FFT). Also, matrix-vector multiplications T^u can be computed by using FFT in 
0(nlog n) operations, by first decomposing Tn into a sum of circulant and skew-circulant ma-
trices, see Chan and Ng [6]. It follows that the number of operations per iteration of the 
preconditioned conjugate method is of order 0(nlog n) operations. 
In the practical applications, one always assumes that the data matrix Xi + X2 is of full 
column rank. Therefore, the normal equations matrix + X 2 严 + 利 is non-singular and 
positive definite, and the solution w of (1.3) is obtained by solving the normal equations 
(Xi + X 2 f { X i + X2)w = + X 2 f d . (1.4) 
Noting that the normal equations matrix is an n-hy-n Toeplitz-plus-Hankel 
matrix Tn + Hn- By transforming Hankel matrix Hn to a Toeplitz matrix using the reversal 
matrix Jn, the Hankel matrix-vector products HnU can be computed by using FFT in 0{n\og n) 
operations. 
In this paper, we apply the preconditioned conjugate gradient algorithm with circulant 
(FFT-based) preconditioners to solve the normal equations (Tn + i?n)w = {Xi + X2)^d. The 
main result of the paper is that under some practical signal processing assumptions, the spec-
trum of the Hankel matrix Hn is clustered around zero with probability 1. The contribution 
of the term Hn is not significant as far as the conjugate gradient method is concerned, and 
we therefore not approximate it by a circulant matrix. Thus the preconditioner c{Tn) is just 
defined to be the minimizer of \\Qn - TuWf over all n-hy-n circulant matrices Qn. Here || • ||f 
denotes the Frobenius norm. As is a Toeplitz matrix, the circulant preconditioner c{Tn) can 
be found in 0(nlog n) operations. We also see that the eigenvalues of c(Tn) can be derived 
from the Blackman-Tukey spectral estimator with the Bartlett window that is a commonly used 
non-parametric spectral estimation method in signal processing. 
As for the convergence rate of the method, we prove that if the stochastic process is 
stationary and its underlying spectral density function is (^+l)-times diiferentiable function for 
^ > 0 then the spectra of the preconditioned matrices c{Tn)~^{Tn + Hn) are clustered 1 with 
probability 1. If the smallest singular value of X1+X2 is of order with a > 0, the method 
converges in at most •((2a + 1) log72 + 1) steps with probability 1. Since the data matrices Xi 
and X2 are Toeplitz and Hankel matrices respectively, the normal equations and the circulant 
preconditioner can be formed in O(Mlogn) operations, see Ng and Chan [23]. Once they 
are formed, the cost per iteration of the preconditioned conjugate gradient method is of order 
0(71 log n) operations, as only Toeplitz, Hankel and circulant matrix-vectors multiplications are 
required in each iteration. Therefore the total work of obtaining the impulse responses to a 
given accuracy is of order O(Mlog n + (2a + l)nlog^ n-\-n\ogn). 
The outline of the paper is as follows. In Section 2, we study some properties of the normal 
equations matrices and introduce our FFT-based preconditioners. In Section 3, we analyze 
the convergence rate of the method probabilistically. In Section 4, numerical experiments are 
performed to illustrate the effectiveness of the method. Some concluding remarks are given in 
Section 5. 
.18 M. Ng 
2 FFT—based Preconditioners 
The least squares solutions to (1.3) can be obtained by solving the scaled (normalized version 
of) normal equations 
+ 对 而 + 对 而 + 对 = • ( X i + 而 f x . (2.5) 
We note that Xi and X2 have special structures. Each row of Xi is a right-shifted version of 
the previous row and each row of X2 is a left-shifted version of the previous row. By utilizing 
these special rectangular Toeplitz and Hankel structures, the matrices ^ { X ^ X i + X f X2) and 
^ { X ^ X i + XIX2) can be written in the following form 
+ = and ^{X^ X, + X^ X,) = H^ (2.6) 
respectively. Here Tn is an n-hy-n symmetric Toeplitz matrix and Hn is an n-hy-n symmetric 
Hankel matrix. The first column of Tn is given by 
.70,715 • • '^Tn-lJ , 
and the first row and the last column of Hn are given by 
；r2Ti_l，0"2ri—2，• • .^ovl and [7n,7n-l, • • • 5 Tl]'^ 
respectively where 
1 M-k 
l k = J^ + A; = 0,1,...,271— 1. 
j=i 
In the statistics literature, if the input stochastic process is stationary, the parameter jk is called 
estimators of the autocorrelation of the stationary process. The parameter jk has a small mean 
square error than other estimators, see for instance Priestley [24, p. 322 . 
Our preconditioner is taken to be the circulant approximation of the Toeplitz part Tn of 
the normal equations matrix. We remark that our preconditioner is different from that recently 
proposed by Ku and Kuo [18] for Toepltiz-plus-Hankel systems. They basically take the circulant 
approximations of Toepltiz matrix and Hankel matrix and then combine them together to form a 
preconditioner. We note that under the assumptions in [18], the spectrum of the Hankel matrix 
is not clustered around zero. The motivation behind our preconditioner is that the Toeplitz 
matrix Tn is the sample autocorrelation matrix which intuitively should be a good estimation 
to the autocorrelation matrix of the discrete-time stationary process, provided that sufficiently 
large number of data samples are taken. Moreover, we prove in §3 that under practical signal 
processing assumptions, the spectrum of the Hankel matrix Hn is clustered around zero. Hence 
it suffices to approximate Tn by circulant preconditioner. 
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In this paper, we only focus on "optimal" circulant preconditioner c(Tn) for Tn which is 
defined to be the minimizer of \\Qn - T^Hf over all n-hy-n circulant matrices Qn, see T. Chan 
.10]. The (J, k) entry of c{Tn) is given by the diagonals Cj—k where 
f (几 - ^ h k + kjn-k n < k < V ‘ � 
n ， ° - - (2.7) 
[Cn+fc, 0 < —k < n. 
As Tn is a Toeplitz matrix, the circulant preconditioner c{Tn) is found in 0{n) operations. An in-
teresting spectral property of c{Tn) is that liTn is symmetric positive definite, the corresponding 
"optimal" circulant matrix c(r„) is also symmetric positive definite. In fact, we have 
XmUTn) < AminWr,)) < A^ax(c(T,)) < AmaxP；) (2.8) 
where Amin and 入max denote the minimum and maximum eigenvalues respectively, see Tyrtysh-
nikov [26]. 
In addition, the preconditioner is closely related to the Blackman-Tukey spectral estimator 
with the Bartlett window that is one of the popular method for non-parametric spectral analysis 
in signal processing, see [2]. The Bartlett spectral estimator can be expressed as 
M 
• ) = ^ 尋 h / ^ e — , \/uj e [0, 27r] 
k=-M 
where 
r \ k \ 
W[k) — 1 - "灯， 
[ 0 , > n, 
see [17, p. 80]. On the other hand, as c{Tn) is a circulant matrix, it can be diagonalized by the 
discrete Fourier matrix Fn with entry [Fn\j,k - -^e—kln,观 have 
— P-n-^nFu-) 
where A^ is a diagonal matrix holding its eigenvalues. Using the relationship between the first 
column of c(T几）and its eigenvalues, the eigenvalues Aj(c(Tn)) of c{Tn) can be expressed as 
follows 
\j{c[Tn)) 二 70 + E + - 7 n - J 0 < i < n, (2.9) 
, 一 Th Th 
k=l L 
w h e r e = see also Chan and Yeung [9]. After some rearrangement of the terms in 
(2.9), we note that the eigenvalues of c ( T j are just equal to the values of s((j) sampled at the 
points {27rj/n}^~o on [0, 27r]. 
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3 Spectra of Preconditioned Normal Equations Matrices 
As we deal with data samples from stochastic processes, the convergence rate will be considered 
in a probabilistic way which is different from the deterministic case discussed in [1, pp. 24-28 . 
We first make the following practical signal processing assumptions (A) on the input discrete-
time real-valued process 
(Al) The process is stationary with non-zero constant mean 
(A2) The underlying spectral density function of the process is a + l)-times difFerentiable 
function for £ > 0; 
(A3) The spectral density function of the process is positive; 
(A4) The variances of 备 E^T^ and 备 — + k) - fj] are bounded by 
/ 1 M-k \ n 
Var ^ ^ x{j) “ 0 , l , 2 r . . ’ M - l (3.10) 
V / 
and 
( 1 M-k \ o 
Var ^ + < 2 , = (3.11) 
\ / 
where f5i and are positive constants depending on the input stochastic process. The remarks 
on the assumptions can be found in [23]. The following lemma gives the spectrum of the 
covariance matrix Rn stated in Hay kin [15, p.139 . 
Lemma 1 Let the stochastic process be stationary with zero mean and its spectral density 
function be f{9) with minimum and maximum values fmin and /max respectively. Then the 
spectrum cr{Rn) of Rn satisfies 
C7{Rn) C [/n,in,/max], VTI > 1. (3.12) 
In the following, we express x{j)x{j + k) in terms of fi 
x{j)x{j = [x{j) - ii][x{j + /c) - m] + + + k)] - /A 
Thus the matrices Tn and Hn are in the forms 
r 厂 乂 Ti3) and 丑 ^ 丑丄” + " i j f ) - 丑 ^ 3 ) 
respectively. The (j, A;)th entries of Toeplitz matrices l i ” , T�?) and r f ) are given by 
M-\j-k\ 
[Ti%,k = ^ E (3.13) 
丄 
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M-\j-k\ 
= J^ E + (3.14) 
and 
0 < j . k < n (3.15) 
respectively; and the (j, A;)th entries of Hankel matrices E^ ^^  and H f � a r e given by 
E [x{p) - fAMp+ - j + k) - fj], 0<j,k<n, (3.16) 
P=1 
.M~2n+l+j+k 
= ^ E [x{p) + x{p + 2n-l + j + k)l 0<j,k<n, (3.17) 
丄 yji -i 
and 
_ 尸 " + … ) , ( 3 . 1 8 ) 
respectively. By the linearity of the "optimal" circulant approximation, c{Tn) is decomposed 
into three parts: 
= cCT i^)) + " c cz f ) ) — (3.19) 
In the following discussions, we let E(Z) to be the expected value of a random matrix Z and 
the entries of Z{Z) are the expected value of the elements of Z, i.e. 
The following two lemmas will be useful later in the analysis of the convergence rate of the 
method. 
Lemma 2 (Ng and Chan [23, Theorem 1]) Let the stochastic process satisfy as-
sumptions (Al), (A2) and (A4). Then for any given e > 0 and 0 < T] < 1, there exist positive 
integers K and N such that for n > N, 
and Pr { at most K eigenvalues of li” - have absolute value greater than e } > 1 - rj, 
provided that M = with v > 0, i.e. number of data samples taken is at least as large as 
We remark that in Lemma 2, the parameter i/ is theoretically used to let the probability of 
the event tend to 1. 
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Lemma 3 Let the stochastic process satisfy assumption (A4). Then for any given e > 0， 
we have 
‘T2 1 M-k / 1 M-k \ 、 
Pr E + + l E [冗⑴+ + 左 ) ] 5 。 
、k=n j=i \ j=i / . 
8|7"2 —ri + l|3/3i 
- Im 
and 
'T2 1 M-k / 1 M-k \ 1 
�k=n M j=i y^^ j=i / J 
|r2 - ri + 
2丄 ^ . 
with any integers ti and 丁2. 
Proof: By using a lemma in Fuller [12, p.l82] and Chebyshev's inequality [12, p.l85], we have 
‘ T2 1 M-k { 1 M-k \ \ 
Pr I： i ： ^ ^ ) . ) — … + 的]—f i l ： [ … ) + … + 幻] 
k^ Tx i=i \ j=i / J 
T2 ( 1 M-k ( -, M-k \ e l 
< 去 E [ 彻 + … + 州 i E [ 彻 + … + 州 … I 
j = l \ j = l J ) 
^ 4|r2 - ri + 1|2 [Var (备 …)）+ Var (去 E 泣 M i + 功 : 
- — ^ “^ 
8|r2-ri + l|3/ji 
- ？M • 
The other part can be derived similarly, it is therefore omited. 
Using Lemma 3, we prove that the £2 norm of the difference between the random matrices 
and their expected values are sufficiently small with probability 1. 
Corollary 1 Let the stochastic process satisfy assumptions (Al)，(A2) and (A4). Then 
for any given e > 0 and 0 < rj < we have 
Pr {||tW - + " P f ) - q i f ))]||2 (3.20) 
and 
- 贼 1)) —娜)]|丨2 < e } > l - v , (3.21) 
provided that M 二 with " > 0. 
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Proof: We note that 
- M T 丄 1 ) ) + " P f ) - < - + ) _ 
We can show that both - and 丨丨时？）一 are bounded by 2 times the ii 
norm of their corresponding first column vectors, see (3.13) and (3.14). Then the result follows 
by setting n = 0 and r2 = n — 1 in Lemma 3. Using similar arguments, we establish the same 
bound for I I 丑 丑 I n fact, ||丑P) - and ||丑P)-"丑 
are bounded by 2 times the £i norm of their corresponding last column vectors. Hence (3.21) 
follows. 
Next we prove the main result of the paper about the clustering property of the matrices 
Hn-
Theorem 1 Let the stochastic process satisfy assumptions (Al), (A2) and (A4). Then 
for any given e > 0 and 0 < r/ < 1，there exist positive integers K and N such that for n > N, 
Pr { at most K eigenvalues of Hn have absolute value greater than e } > 1 - rj, provided that 
M = with z/ > 0. 
Proof: We write Hn as follows: 
where L^ is an n-hy-n matrix with all entries being 1. By (3.17) and (Al) , we obtain 
By using (3.21) in Corollary 1 and - Lnh < we have 
Pr {l l i?!” - + "[丑P) - _ /x^Ff) + /^f — 
provided that M 二 with i/ > 0. We remark that rank (L^) = 1. Therefore, it suffices 
to prove that the spectrum of ^ (^丑：！丄）)is clustered around zero deterministically. By (3.16), the 
entries of are given by 
where Vk is the A^ -lag autocovariance of the stationary process. By (A2), the autocovariances 
of the stationary process are absolutely summable. Hence for any given e > 0, there exists an 
N > 0 such that 
£ < (3.22) 
j=N+l 
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Let Un be the n-hy-n matrix obtained from by replacing (n — N)-hy-(n — N) leading 
principal submatrix of f ( M ” ) by the zero matrix. Then rank {Un) < 2N. Let K 三 明 。 — 
Un. The leading (n - A^)-by-(n - AQ block of K is the leading [n - N)-hy-�n - N) principal 
submatrix of S{Hn^). Hence this block is a Hankel matrix, and using (3.22) and 
^ A 
w < 萨 
where P3 is a positive constant, the ii norm of K is attained at the {n - N - l)th column. As 
Vn is a symmetric matrix, the result follows by noting that \\Vn\\2 < ||^ n||i < e. 
Under the assumptions, the smallest eigenvalues of Tn and c{Tn) are uniformly bounded 
away from zero with probability 1. Therefore, c{Tn) is uniformly invertible. As we consider the 
process with non-zero mean in general, the theorem below extends the result of Theorem 2 in 
Ng and Chan [23；. 
Theorem 2 Let the stochastic process satisfy assumption (A). Then for any given 6 > 0 
and 0 < rj < 1, there exist a positive integer N such that for n > N, 
P r { A w ( T , ) > / m i n - € } > l - | and Pr {Xm..{Tn) < fi^n + /^ax + e } > 1 -
provided that M = with " � 0 . In particular, we have 
P r { A ^ i n ( c ( r , ) ) > / m i n - € } > l - ^ and Pr {Xm.MTn)) < y^n + /^ax + €} > 1 -
Proof: We write 
By (3.14), (3.15) and (A l ) , we obtain 
Using Lemma 1 and the fact that Rn and Ln are symmetric and the eigenvalues of are 0 and 
fM n^, it follows by Corollary in [14, p.269] that the smallest and largest eigenvalues of Rn + fJ^ '^ Ln 
are bounded below by /min and above by /max + l^ '^^ n respectively. Then the result follows by 
using Lemma 2, (3.20) in Corollary 1 and some simple probability arguments, provided that 
M = with z/ > 0. Using (2.8), we immediately have the result for the smallest and 
largest eigenvalues of c(T^). 
Theorem 3 Let the stochastic process satisfy assumptions (Al), (A2) and (A4). Then 
for any given e > 0 and 0 < rj < 1, there exist positive integers K and N such that for n > N, 
Pr { at most K eigenvalues of Tn + Hn - c{Tn) have absolute value greater than e } > 1 -
provided that M = with v > 0. 
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Proof: By (3.19), 
Tn - C(T^) 二 - c(T(i)) + - + ^(T^^)) - + 
印 ( I f ) ) ) - ))] - 乂 P f L cpzf))] . 
We note from (3.14), (3.15) and ( A l ) that 
" q i f ) ) - ) = 呼） a n d = 
Thus (3.23) becomes 
Using (2.8), the commutative property of circulant approximation and expectation operator and 
the circulant structure of L^, we obtain 
llccrf)) - s(c(ri2)))||2 < iirp) - (3.23) 
and ( _ . 
||c(rf)) - L.lb < l l l f ) _ L. lb < (3.24) 
In view of Lemmas 2 and 1, (3.20) in Corollary 1，(3.23) and (3.24), the theorem follows. 
By combining Theorems (2) and (3), the main theorem about the spectra of the precondi-
tioned matrices is proved. 
Theorem 4 Let the stochastic process satisfy assumption (A). Then for any given e > 0 
and 0 < T] < 1, there exist positive integers K and N such that for n > N, Pr { at most 
K eigenvalues of c{Tn)~^{Tn + Hn) have absolute value larger than e} > I -r], provided that 
M = with Z/ > 0. 
As for the convergence rate of the preconditioned conjugate gradient method for our circulant 
preconditioned Toeplitz-plus-Hankel matrix c(r几)_i(r打+ 丑打)，the method converges in at most 
0{{2a + 1) logn + 1) steps when the smallest singular value of the data matrix Xi + X : is of 
order 0{n°'). We begin by noting the following error estimate of the conjugate gradient method, 
see [5]. 
Lemma 4 Let Gn be an n-hy-n positive definite matrix and z he the solution to GnZ = v. Let 
Zj be the jth iterant of the ordinary conjugate gradient method applied to the equation GnZ 二 v. 
If the eigenvalues {AaJ of Gn are such that 
0 < Al < ... < Ap < 6i < Ap+I < ... < Xn-q < < ^n-q+l < ... < 入n， 
then , „ V 
max | ft f | . (3.25) 
||z-zo||Gn “ \b-\-lJ � / J 
Here b = (62/^1)2 > 1 and ||v||g„ = 
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For the preconditioned system 
c{Tn)-\Tn + Hn)w = + X2fd, (3.26) 
the iteration matrix Gn is given by Gn = c(T打)-1/2(�打 + 丑 打 ) " 2 . Theorem 4 implies that 
we can choose 61 = 1 - € and 62 = 1 + e with probability 1. Then p and q are constants that 
depend only on e but not on n. By choosing e < 1, we have 
6 - 1 l - V Y ^ 
= < e. 
6 + 1 e 
In order to use (3.25), we need a lower bound for Aa；, 1 < A; < p. We note that with probability 
1, 1 , 
We then see that for all n sufficiently large, 
for some constant jS^ that does not depend on n. Therefore, 
A , > min A, = — ^ > /^4几—(2时丄)，I < k < n. 
^ Gn 2 
Thus for 1 < A; < p and A G [1 — e, 1 + e], we have, 
Xk 
Hence (3.25) becomes 
- WjIIG^ < ,几 P ( 2 a + l ) � - g . 
|w - WoIIg^ ^ 4 
Given arbitrary tolerance (5 > 0, an upper bound for the number of iterations required to make 
|W-Wj||G„ < ^ 
|w - WoliGn 
is therefore given by 
拟三 q log 6 = O [Za log n + 丄), 
with probability 1. 
Since by using FFTs, the Toeplitz, Hankel and circulant matrix-vector products in the PCG 
method can be done in 0(ri log n) operations, the cost per iteration of the conjugate gradient 
method is of order 0{n\og n). Thus we conclude that the work of solving (3.26) to a given 
accuracy S is of order 0 ( ( 2 a + l)n\og^ n + nlog n) when a > 0. We remark that the order of 
complexity of our iterative method is less than that of direct methods (see Merchant and Parks 
.22] and Yagle [27]) which requires O(n^) operations. 
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n II 16 II 32 II 64 128 
I I c— I \c I c 
4 w ~ w w 113 ~ ~ ^ 
8 ^ ^ 102 
96 20" 183 ~ W 
I F " 4 7 r r 94 18 169 
64 II 23 14 II 47 16 || 90 16 165 14 
Table 1: Average number of iterations when AR(2) process is used. 
4 Numerical Experiments 
In this section, numerical experiments are performed to test the convergence performance of the 
algorithm. All the computations are done by Matlab on a Sparc workstation. We use AR(2) 
and MA(2) processes given by 
x{t) - lAx{t - 1) + 0.bx{t - 2 ) = v{t) and x{t) = v{t) + 0.75v{t — 1) + Q.25v{t - 2) 
respectively to generate the Toeplitz-plus-hankel matrices Tn + Hn. Here {v{t)} is a Gaussian 
process with zero mean and variance 1 as input stationary process. In Figures 1 and 2, we depict 
the spectra of the normal equations matrix and the preconditioned normal equations matrix in 
one of the realization of AR(2) and MA(2) processes respectively with n 二 128 and M = 1024. 
We note that the spectra of the preconditioned matrices indeed are clustered around 1. 
In the numerical tests, we use the zero vector and a random vector as our initial guess and 
right hand side vector. The stopping criterion of the preconditioned conjugate gradient method 
is ||ej||2/||eo||2 < 10"'^, where ej is the residual vector after j iterations. In the tables below, 
M' — M/n is the number of blocks of data samples with size n and I denotes no preconditioner 
is used whereas C signifies the "optimal" circulant preconditioner is used. Tables 1-2 show the 
average number of iterations (rounded to the nearest integer) over 100 runs of the algorithms 
when AR(2) and MA(2) processes are used. We see that the preconditioned system converges 
very fast and the average number of iterations of preconditioned systems is much less than that 
of non-preconditioned one when n is large. As for the comparison of times in conjugate gradient 
iterations, Tables 3 and 4 show the average number of kilo-flops (counted by Matlab) used for 
the cases of the AR(2) and MA(2) processes tested in Tables 1 and 2. We see from the tables 
that the number of kilo-flops used for the preconditioned systems is significantly less than that 
of non-preconditioned systems especially when n is large. 
In this paper, we employ the autocorrelation windowing method to formulate the Toeplitz-
plus-Hankel least squares problem. Other windowing methods can be used, for instance co-
variance windowing method, pre-windowed method and post-windowed method, see Hay kin [15, 
p.373]. We remark that the other windowing methods lead to non-Toeplitz-plus-Hankel normal 
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n=128, M=1024 
2 I 1 1 ~ I I I I I I I 1 1 ~ I ~ I I I I I I 1 1 ~ I ~ I M i l l 1 1 ~ I I M i l l 1 I I T T T T T 
I 1.8 - -
1.6- -
* * mmmmmm^mmm* * * 
1 4 - -
preconditioned matrix 
1 . 2 - -
1 - -
0.8 - _ 
0.6 - -
-H- I醫 ltlllWIIWIIIIII I I I m I  II ••+II 11111111 II ++++4H-H- + + -Hf+ +-m- + ++ + 
0 4- . -
• normal equations matrix 
0.2- -
I I I 1 1 I I I I I I I I I I u I I t I t _ I I I I I I 1 1 _ I _ I I I I I I 1 1 I “ ' I ' l l 
10-2 10-1 100 101 102 103 
Figure 1: Eigenvalues for normal equations matrix and preconditioned matrix when AR(2) 
process is used, (autocorrelation windowing method) 
n II 16 II 32 II 64 || 128 
'W'~TTc~ I \C ' I \ C 
" 1 1 7 W 19 . 55 
16 11 14~ 50 15— 
16 10 I T 39 I F "44~~！^ 
64 II 16 9 II 28 10 36 I 10 II 39 I 9 
Table 2: Average number of iterations when MA(2) process is used. 
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n=128, M=1024 





‘ preconditioned matrix 
1.2- _ 
1 - -
0.8 - _ 
0 . 6 - 一 
廿 4fHf 111II  iimi 11 Iiniiii III11111 n nil I HI • IIIMIIIII mm I itt + 
0-4 - normal equations matrix 
0.2- _ 
rj I I I I I I I I I I I__I__I I I I I I 1 1_I I 1 1~I 
10-2 10-1 100 101 102 
Figure 2: Eigenvalues for normal equations matrix and preconditioned matrix when MA(2) 
process is used, (autocorrelation windowing method) 
—n II 16 32 II 64 1  128 
"W I I I C I \ C ' I \ C ' 
I T ' 52 54" 277 145 1306 451 5925 1106" 
~ 8 ^ ^ 262 132 1179 384 5290 
52 5 T 256 114 _ 1109 334 4654 700 “ 
~32~ 54 47" 107 "l086 300 4298 590 一 
~64~ 54 47 246 101 || 1040 267 || 4196 
Table 3: Average number of kilo-flops (rounded to nearest kilo-flops) when AR(2) process is 
used. 
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- n 16 II 32 II 64 128 
I \c —I \ c I \ c 
" 6 3 ^ 367 T s s F 922 
40 44 " T ^ 95 234 l^OO" 700 
38 37 " " “ 4 8 5 234 ~1272~ 553 . 
^ 146 451 200 1119 "44^ ' 
^ 63 "416 167 992 332 
Table 4: Average number of kilo-flops (rounded to nearest kilo-flops) when MA(2) process is 
used. 
equations matrices. However, by exploiting the structure of the normal equations matrices, it 
can still be written as 
^ { X , + + 义2) =T“H几-处)-—处)-劝） 
where S ^ are non-Toeplitz and non-Hankel matrices. By considering similar arguments as 
in Ng and Chan [23], it can be shown that the norm of these matrices Si {i = 1,2,3,4) are 
sufficiently small when M is sufficiently large. Therefore, our algorithm can handle the Toeplitz-
plus-Hankel least squares problems with the use of different windowing methods. To illustrate 
the performance of our preconditioner for these problems, we use AR(2) process to generate the 
covariance windowing data matrices Xi and X2. In Figure 3, we depict the spectra of the normal 
equations matrix and the preconditioned normal equations matrix in one realization of AR(2) 
process where n = 128 and M = 1024. The figure shows clustering of the eigenvalues of the 
FFT-based preconditioned matrices. Also Tables 5 and 6 show the average number of iterations 
(rounded to the nearest integer) and the corresponding average number of kilo-flops required 
respectively over 100 runs of the algorithms when AR(2) process is used. We see that both the 
average number of iterations and the average kilo-flops used of the preconditioned systems are 
much less than those of the non-preconditioned systems especially when n is large. 
5 Concluding Remarks 
In this paper, we have proposed a new FFT-based preconditioned Toeplitz-plus-Hankel least 
squares iterations. Our preliminary numerical results show the effectiveness of our algorithm. 
We list the following remarks for our algorithm. 
(i) In signal processing applications, the linear-phase filters can also be characterized by an-
tisymmetric impulse responses. We solve the following Toeplitz-plus-Hankel least squares 
problem: 
min ||d - {Xi -
Toeplitz-plus-Hcinkel Least Squares Problems 31 
n=128, M=1024 
21 1—I~II I 1111 1—I~II I 1111 1—I~1I I 1111 1—I~II I 1111 I I I 
1.8 - -
1 . 6 - -
* ** 1111_1丨_旧_圓1圓__國11__1_11 * * 
1 4 - -
‘ preconditioned matrix 
1 . 2 - -
1 - -
0 . 8 - -
0.6- _ 
•4H-+ IIIIIIIHIIIII III III I tlll-H- im III I I I ++44+ ++ •+4f -H- HH- + + + + 
0-4 normal equations matrix 
0 . 2 - _ 
n I • . ‘ I I I I I I I t I 1 I _ I I I I I I I 1 — — I _ I I I I M I 1 — — I ~ 丨 I M I I 1 
10-2 10-1 100 101 102 103 
Figure 3: Eigenvalues for normal equations matrix and preconditioned matrix when AR(2) 
process is used, (covariance windowing method) 
n II 16 II 32 II 64 1  128 
I \ c ~ I c 
^ 1 1 3 27 233 
^ 1 0 2 208 
96 20— 183 " T ^ 
14" " 4 7 " T r 94 169 
64 II 23 14 II 47 16 || 90 16 || 165 14 
Table 5: Average number of iterations when AR(2) processes is used. 
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" V T 16 II 32 II 64 II 128 ~ 
~W J I . / I C - / C I c — 
~ 4 ~ 488 370 2640 " T T ^ 12574 57481 7721 
~ 8 3 4 ^ 2491 1091 1 1 3 ^ 2669 —51313 6177— 
2441 10682 2321 45146 4890 
2341 883 10459 2088 ~41692 4118— 
" 6 ^ 5 1 0 323 II 2341 831 [| 10014 1856 || 40705 3 6 5 ^ 
Table 6: Average number of kilo-flops (rounded to nearest kilo-flops) when AR(2) process is 
used. 
and the normal equations becomes 
• (XiTXi + x^X, - X^X, - X^X,)^ 
The preconditioned conjugate gradient algorithm can also be applied to solve normal 
equations in this case. 
(ii) Recently, other discrete transforms matrices Wn are used to construct the "optimal" pre-
conditioners to symmetric Toeplitz matrices. These transform matrices include using sine 
transform [7] and Hartley transform [3]. These preconditioners are defined to be the min-
imizer of \\Qn - T^ Hf over all n-hy-n matrices Qn that can be diagonalized by Wn- We 
note that they are defined similar to c(Tn). In [7] and [3], it has been shown that the 
performance of their preconditioners are very well for solving symmetric Toeplitz systems. 
Thus, we expect these preconditioners to be good alternatives to our FFT-based ones in 
solving Toeplitz-plus-Hankel least squares problems. 
(iii) In [22], it has been shown that a Toeplitz-plus-Hankel system of equations can be refor-
mulated as a block-Toeplitz system of equations with 2 x 2 blocks, i.e. 
( T n Hn\( ^ d \ 
\ Hn Tn ) \ J n w ) ~ \ J n d ) ' 
In this case, a block-circulant preconditioner 
(c{Tn) 0 \ 
V 0 ) 
can be used to precondition the block equations. By Theorem 1, we note that the block-
circulant matrix is also a good preconditioner. However, the approach doubles the dimen-
sion of the problem being solved and hence it doubles the operations per iteration. 
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(iv) Our algorithm presented in this paper is of the fixed order n and the block-processing 
type, i.e. M data samples are collected over a finite time interval, the estimates of the 
autocorrelations are then computed and an n-hy-n Toeplitz-plus-Hankel system as in (2.5) 
is formed and solved by the preconditioned conjugate gradient method. The complexity of 
solving Toeplitz-plus-Hankel systems is reduced to 0(nlog^ n) operations as compared to 
O(n^) operations required by direct solvers. We note that the basic tool of our fast iterative 
algorithm is the fast Fourier transforms (FFTs). Since FFTs is highly parallelizable and 
has been implemented on multiprocessors efficiently, see for instance Swarztrauber [25 . 
Our algorithm is expected to perform efficiently in parallel environment. 
Next we compare the complexity between iterative methods and direct methods in up-
dating computations of the impulse responses of the filter when the size of the filter is 
increased from n to 1. Our iterative approachs re-compute the impulse responses of 
the filter again and thus the method still requires 0(nlog^ n) operations. However, one 
important advantage of using the Levinson-type recursion to decompose the coefficient 
matrix is that it can generate the model parameters automatically. In this case, only 0{n) 
operations are required to update the impulse responses of the filter, see Haykin [15]. Thus 
direct methods can be preferable to iterative methods in this application. 
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Fast RLS Adaptive Filtering by FFT—Based 
Conjugate Gradient Iterations 
Abstract 
Recursive least squares (RLS) estimations are used extensively in many signal processing 
and control applications. In this paper we consider RLS with sliding data windows involving 
multiple (rank k) updating and downdating computations. The least squares estimator can 
be found by solving a near-Toeplitz matrix system at each step. Our approach is to em-
ploy the preconditioned conjugate gradient method with circulant preconditioners to solve 
such systems. Here we iterate in the time domain (using Toeplitz matrix-vector multipli-
cations) and precondition in the Fourier domain, so that the fast Fourier transform (FFT) 
is used throughout the computations. The circulant preconditioners are derived from the 
spectral properties of the given input stochastic process. When the input stochastic process 
is stationary, we prove that with probability 1, the spectrum of the preconditioned system is 
clustered around 1 and the method converges superlinearly provided that a sufficient number 
of data samples are taken, i.e. the length of sliding window is sufficiently long. In the case of 
point-processing (it 二 1), our method requires O(nlogn) operations per adaptive filter input 
where n is the number of least squares estimators. In the case of block-processing {k > n), 
our method requires only O(logn) operations per adaptive filter input. A simple method 
is given for tracking the spectral condition number of the data matrix at each step, and 
numerical experiments are reported in order to illustrate the effectiveness of our FFT-based 
method for fast RLS filtering. 
1 Introduction 
1.1 Background 
Adaptive filters are used extensively in many signal processing and control applications: for 
instance, in system identification, equalization of telephone channels, spectrum analysis, noise 
cancellation, echo cancellation, and in linear predictive coding. A large number of books and 
papers have been written on various aspects of these applications, notably among them being 
.13, pp. 17-75], [2, pp. 1-5] and [24]. In these applications the recursive least squares (RLS) 
algorithm is a well-known and extremely powerful tool. 
The standard linear least squares problem can be posed as follows: Given a complex M-hy-n 
data matrix X with full column rank n (so that X*X is Hermitian positive definite) and an 
M-vector d (desired signal vector), find the n-vector w (filter coefficient vector) solves 
min ||d — Xw||2, (1.1) 
36 
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where || • |丨2 denotes the usual Euclidean norm. Here X* denotes the conjugate transpose. The 
solution to (1.1) is given by 
w = ( X * X } - ^ X * d . (1.2) 
Here X*X is often called the normal equations matrix [11, p. 142], is known as the information 
matrix for (1.1) in the signal processing literature [13, p. 383]. It measures the information 
content in the experiment leading to (1.1). 
In RLS computations arising in adaptive control and signal processing, it is required re-
calculate w when observations (i.e. equations) are successively added to, or deleted from, the 
problem (1.1), i.e. the least squares estimator at step t is found by solving the n-vector w � in 
m i n | | d � — X � w � I I 2 . ( 1 . 3 ) 
Here d{t) is an desired signal M-vector at step t and X{t) is an corresponding M-hy-n data 
matrix at step t. In the area of signal processing, RLS algorithms are often used to process 
signals that result from time-varying environments. RLS estimations for a time-varying finite 
impulse response or a transversal filter are often obtained by limiting the filter memory. The 
most common technique uses an exponential data weighting infinite memory method controlled 
by a forgetting factor 7 , with 0 < 7 < 1 [13, p. 478]. This facilitates simplified computations in 
contrast to finite memory sliding data window methods, but at the cost of diminished tracking 
and stability characteristics [15, 23]. In many applications it is desirable to use a true finite 
memory algorithm, i.e. a sliding window algorithm, in order avoid undesired effects from data 
in the distant past. A typical situation is where the parameters of the underlying model that 
generates the signal are subject to jump-type variations of random amplitudes [26, 27]. For a 
sliding window M-hy-n data matrix, the least squares estimators can be computed by modifying 
the Cholesky factor of the normal equations with 0{n'^) operations per adaptive filter input where 
n is number of filter coefficients, see for instance [21]. 
Recently, fast recursive least squares (FRLS) algorithms have been a topic of considerable 
interest because of their low computational cost [13, pp. 583-584]. In most applications in 
signal processing, for instance linear predictive coding and system identification, the Toeplitz 
(displacement) structure of the data matrix allows one to develop computationally efficient 
algorithms, which are fast in the sense that they require only 0{n) operations per adaptive 
filter input. But the numerical stability of these FRLS algorithms has always been in question 
.14, 15, 23]. In particular, Luo and Qiao, and Qiao [15, 23] have recently shown that the all known 
infinite memory FRLS algorithms are unstable when the forgetting factor, used to diminish the 
effects of the old data, is less than one. 
The purpose of this paper is to propose a new FFT-based iterative RLS algorithm with 
reasonable complexity for computing least squares estimators recursively, that may also avoid 
some of the instability problems associated with direct fast RLS methods. 
1.2 FFT-based Preconditioned Iterative Method 
The use of conjugate gradient methods with circulant preconditioners for solving n-hy-n Toeplitz 
systems A^u 二 v has been studied extensively in recent years. The key idea is to use n-hy-n 
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circulant matrices Sn to precondition the Toeplitz systems so as to speed up the convergence rate 
of the method, e.g., Chan and Strang [4]. That means, instead of solving the original Toeplitz 
system, one solves the preconditioned system 
by the conjugate gradient method. 
Circulant matrices can always be diagonalized by the discrete Fourier matrix Fn with en-
tries given by [Fn\j,k = OJy/^�e-如砂丨"".Thus linear systems with circulants can be solved in 
0 (n logn) operations using the Fast Fourier Transform (FFT). Also, matrix-vector multiplica-
tions AnV can be computed using the FFT in 0{n\og n) operations, by first embedding An into 
a 2n-by-2n circulant matrix, see [4]. It follows that the number of operations per iteration of 
the preconditioned conjugate gradient (PCG) method is of order 0{n\og n), using the FFT. 
The convergence rate of this FFT-based PCG method has been analyzed by Chan and Strang 
•4]. They proved that if the diagonals of the Toeplitz matrix An are Fourier coefficients of a 
positive function in the Wiener class, then the spectrum of the preconditioned system S'^An 
will be clustered around 1 for large n, and thus the method will converge superlinearly. More 
precisely, for all e > 0, there exists a constant c(e) > 0 such that the error vector b j of the 
preconditioned conjugate gradient method at the jth iteration satisfies 
|bJL_i/2 . „-i/2 < c(e)€-^ ||bo|L-i/2 .厂 1/2 
Sn AnSn ^n ^n^n 
when n is sufficiently large. Here 
V ^-1/2 . 1/2 — V ^wJn V. 
Hence the complexity of solving a large class of Toeplitz systems can be reduced to 0(nlog n) 
operations in such situations. 
We remark that circulant approximations to Toeplitz matrices have been considered and 
used for some time in image processing, signal processing and time series analysis, see [8, 18 
for references. Besides Strang's circulant preconditioner Sn, several other successful circulant 
preconditioners have been proposed and analyzed, see [6, 9, 25]. Recently, the use of circulant 
preconditioners for Toeplitz least squares problems was considered by Chan, Nagy and Plemmons 
7, 8] and Ng and Chan [18]. In these papers, formal convergence results are established for the 
least squares problems and some applications to signal and image processing are derived. 
1.3 Outline 
In this paper, we consider the recursive least squares computations where the data matrices are 
assumed to have a Toeplitz (displacement) structure. We propose a new algorithm for computing 
least squares estimators recursively. Our approach uses sliding data windows involving multiple 
updating and downdating computations, for superior tracking capabilities. When X{t) is an M-
hy~n rectangular data matrix (M is the length of sliding window) with full column rank, then 
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the least squares estimator w(t) at the step t can be obtained by solving the normal equations 
x(tyx(t)w(t) = x(tyd(t)： (1.4) 
We note that X(t)*X(t), although generally not Toeplitz, is an n-hy-n "near-Toeplitz" matrix, 
as it can be written in the form T(t) - L(t)*L(t) — U(t)*U(t), where T(t) is Toeplitz, and L(t) 
and [/(t) are lower triangular and upper triangular Toeplitz matrices, respectively (see §2). 
Our approach is to apply the preconditioned conjugate gradient algorithm with circulant 
preconditioners to solve the system (1.4) in each step t. In our algorithm, the proposed n-hy-n 
circulant preconditioner C{t) is taken to be the equations matrix T{t). We prove that if the 
input stochastic process is stationary and its underlying spectral density function is positive 
and in the Wiener class, then our circulant preconditioner C{t) will be positive definite and its 
smallest eigenvalue will be uniformly bounded away from zero with probability 1, provided that 
sufficiently large numbers of data samples are taken, i.e. M is sufficiently large. Under the same 
assumptions, we also prove that the spectrum of the preconditioned matrix C{ty^X{t)*X{t) is 
clustered around 1 with probability 1. Thus, when we apply the conjugate gradient method to the 
preconditioned system, the method converges superlinearly with probability 1. We also derive 
a convergence analysis of the sliding window RLS involving multiple updating and downdating 
computations. We prove that with probability 1, if the desired response and the input stationary 
stochastic process are related by a multiple linear regression model, then h norm of the difference 
between the least squares estimator computed by the sliding window RLS algorithm and the 
constant regression parameter is bounded by a constant, provided that a large number of data 
samples is taken, i.e. M is sufficiently large. Under the same assumptions, we prove that with 
probability 1, the average least squares error of the sliding window RLS is also bounded by a 
constant. 
The outline of the paper is as follows. In §2, we first formulate the sliding window RLS 
method for a Toeplitz data matrix and analyze the convergence rate of the preconditioned 
conjugate gradient method probabilistically. In §3, we present our FFT-based RLS algorithms 
and study the convergence of the sliding window RLS algorithm. In §4, numerical experiments 
are performed for the sliding window RLS scheme in order to illustrate the effectiveness of the 
method. A simple method is also given for tracking the spectral condition number of the data 
matrix at each step. Some concluding remarks are given in §5. 
2 Sliding Window RLS with Toeplitz Data Matrix 
To present the sliding window RLS method, we first introduce some notation from adaptive 
filter theory [13, p. 18； • 
• discfete time index or step: t 
• order of filter: n 
• input sample scalar at time t: x{t) 
• input sample row vector at time t: x(t)* = [x(t),x(t — 1), •.., - w + 1) 
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• optimal filter coefficient column vector (the least squares estimator) at time t: w(t) 二 
• desired signal scalar at time t: d{t) 
• filter output scalar at time t: o(t) = x � * w � 
• difference (estimation error) between the desired response d{n) and the output o{t) pro-
duced by the filter at time t: e{t) 二 d(t) - o(t) 
• length of sliding window: M (we assume that M > n) 
• rank number for updating and downdating computations: k {k < M). 
In the sliding window RLS method, the corresponding data matrix at the step t {t > M) is 
an M-hy-n rectangular Toeplitz matrix of the form 
‘ x { t - M + 1) x{t- M -n + 2)‘ 
• • • 
• • • 
X{t)= •.. ‘ . (2.5) 
； ... x{t-M + l) 
. • • 
• • • 
_ x{t-n-{-l) _ 
We assume that t-M-n^2>lm X{t). Thus all data samples are available at the step 
t except when t = M. In this case, we let x{j) 二 0 for j < 0. Moreover, we always assume 
that the data matrix X{t) is of full column rank n at each updating and downdating step 
t 二 Af, M + A;, Af + 2A;,.... By minimizing the estimation error over the steps from t - M I 
to t, 
E � ( 2 . 6 ) 
j=t-M+l 
the least squares estimator w � can be found by solving the least squares problem 
min||d(i) - X{t)w{t)\\2. 
Here d{t) is a known M-vector and given by 
d ⑷ 二 [d{t - M + 1), - M + 2)，….’ d{t)f. (2.7) 
It follows that the solution w � can be obtained by solving normal equations 
• • • w � = 邱 ) * d � . 
Since the data matrix X{t) is assumed to have full column rank n, the normal equations matrix 
is non-singular. We remark that the data matrix has a special structure. Each row of X{t) 
is a right-shifted version of the previous row. By utilizing this special rectangular Toeplitz 
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(displacement) structure of the data matrix, the normal equations matrix X*{t)X(t) can be 
written in the form 
xityx{t) = T{t) — L{tyL{t) - u{tyu{t), (2.8) 
where T{t) is Hermitian and Toeplitz, and L{t) and U{t) are lower triangular and upper tri-
angular Toeplitz matrices respectively, e.g. [18]. As the product of a lower triangular Toeplitz 
matrix and an upper triangular Toeplitz matrix is not Toeplitz, in general, the normal equations 
matrix X{tyX{t) is not Toeplitz. We call X{tyX{t) near-Toeplitz. 
Here, the first column of the Hermitian Toeplitz matrix T{t) in (2.8) is given by 
where 
t-\j\ 
yj{t) = Y^ x{s)x{s+\j\), j = 0,l,..•，r^ — 1 . 
s=t-M-n+2 
Moreover, in the statistics literature, if the input stochastic process is stationary, the parameters 
藝 ] i T ? ? ^ ’ " 1 ’ . — 1, (2.9) 
are called estimators of the autocovariances rj of the stationary process, see for instance Priestley 
•22, p. 322]. We also note that the first column of the lower triangular Toeplitz matrix L{t) and 
the first row of upper triangular Toeplitz matrix U{t) are given by 
'0,x{t- M-n + 2), • ",x{t-M)f and [0, • • •, - n + 2)；. 
respectively, e.g. [18]. 
2.1 Updating and Downdating Computations 
Figure 1 displays the sliding data window RLS method. Here, k rows, denoted by the k-hy-n 
updating matrix Y{t) are added and k rows, denoted by the k-hy-n downdating matrix Z{t) are 
removed, forming the M-by-n data matrix X{t + k) at the step t + k. We note that the k-hy-n 
updating matrix Y � and downdating matrix Z{t) are given by 
“ x { t + 1 ) � . . —71 + 2 ) 
. . . • . 眷 鲁 • 
導 ： • . . . ： 
• • • • 
. • • • 
x{t + k) ... x{t-\- k - n + 1) 
and -, 
“x{t- M-\-l) + 
• • • • 
糊二 ： .. ••’ . ： • 
• • • 
• • • • 
x ( t - M - h k ) x ( t - M + k - n + l ) _ 
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k rows deleted i：：：!：：：：：!；!：：：^：：：：：：：：：：：：!：：；： i^ iiii 
z{t) liiiiiiiiiiiiiiiil 11 
E:::::::i::::il：：：：： 邱）：：： d(t) 
k rows added 
y ⑴ LJ 
Figure 1: Sliding Window RLS Method: Updating with Y{t) and Downdating with Z{t). 
The right-hand-side data vector d{t + k) is modified in a corresponding fashion. In practice, 
the sliding window length M can be modified adaptively in the recursive computations. This 
is accomplished easily. For instance, to increase (decrease) M one can downdate with fewer 
(more) rows than used for updating. For simplicity of notation, however, we describe only the 
case where the window length M is fixed, i.e. we describe the FFT-based sliding window RLS 
algorithm only for combined rank k updates and downdates. Next we show how to generate 
the normal equations matrix X{t + kyx{t + k) and the right-hand side vector of the normal 
equations X{t + kyd{t + k) at the next step. 
We use the fact that at the step t + k, the normal equations matrix can be written as the 
following form which corresponds to (2.8), 
+ kyx{t + A；) = T{t + k)- L(t + kyL{t + k)- u{t + k y u + 
where the first column of T{t + k) is given by 
[joit + AO, 7 1 (亡 + & ) , .••， I n - l i t + k)'. 
and , , . , 
Ij {t-^k)= X (s)x(s+|i|). 
s=t-M+k-n-\-2 
Here the first column of the lower triangular and the first row of the upper triangular Toeplitz 
matrices L{tk) and U{t-]-k) are given by 
'Q,x{t- M + M + k)f and [0, x{t+k),..., x{tk - n + 2)' 
respectively. Both the matrices L{t + k) and U{t + k) can be easily generated from the updating 
matrix y(^) and downdating matrix Z{t). Moreover, the first column of the Toeplitz matrix 
T{t + k) can be generated by 
T{t + k)ei 二 r � e i + Y{trY{t)^i - HZ{tf {Z{tfren, 
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where H is the n-hy-n anti-diagonal identity matrix, and ei and en are the first unit and last 
unit vectors. By utilizing the special Toeplitz (displacement) structure of the data matrices 
Y � and the first column of T{t + k) can be obtained by the FFT in 0(max{n, k} log n) 
operations. We note that the right-hand side vector X{t+ k)*d{t + k) of the normal equations 
at the step t + k ca>n be obtained in 0(max{A;, n} logn) operations by using similar updating 
and downdating computations, i.e. 
x(t + kyd(t + k) = x(tyd(t) — z*{t)dd{t) + Y%t)du{t) 
where the vectors dd{t) and du{t) are given by 
dd{t) = [d{t - M + 1口(卜 M + 2 ) ， … . , M + k)f 
and 
d , ⑴ = K i + 1 ) ， + 2 ) , … . , ( t + k)f 
respectively. 
We remark in the case of point-processing, i.e. when k = 1, the updating and downdat-
ing computations for the sliding window RLS process is much simpler than the case of block-
processing {k > 1). More precisely, we do not need to use the FFT to compute the first column 
of the Toeplitz matrix r ( i + l) and the right-hand side vector at the step i +1. The first column 
of T{t + 1) can be generated by 
T(t + l)ei = T{t)ei + -x{t-M-n + 2)H^{t-M + 1). 
Similarly, the right-hand side vector X*(/； + l)d(t + 1) is computed by the following formula 
+ l)d{t + 1) 二 X{tyd{t) -d{t-M+ l ) x (亡 - M + 1) + + l)x(t + 1). 
Here, the complexity of these rank 1 updating and downdating computations is 0{n). 
Recall that our propose is to use the circulant preconditioned conjugate gradient method 
to compute the filter coefficient vectors at each adaptive time step. In the next section, we 
introduce our circulant preconditioner and show that circulant preconditioned system converges 
very fast at each adaptive time step. 
2.2 FFT-based Preconditioned Conjugate Gradient Iterations 
In this paper, we only focus on the optimal circulant preconditioner C{t) at the step t, which 
is defined to be the minimizer of \\Qn — T{t)\\F over all n-hy-n circulant matrices Qn [9]. Here 
I . IIf denotes the Frobenius norm. The following Lemma gives the the spectral properties of 
the optimal circulant preconditioner. Its proof can be found in Tyrtyshinkov [25 . 
Lemma 1 (Tyrtyshinkov) Let An be an arbitrary n-hy-n Hermitian matrix and Cn be the 
optimal preconditioner, which is defined to be the minimizer of \\Qn 一 A^Hf over all n-hy-n 
circulant matrices Qn, Then Cn is Hermitian and 
Amin(An) < W ^ O < A^ax(Cn) < A m a x � ， （2.10) 
% 
• i . - • . 』 ， 
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where Amax(-) and Amin(-) denote the largest and the smallest eigenvalues respectively. In par-
ticular, if An is positive definite, then Cn is also positive definite. 
We remark that most of the other circulant preconditioners do not satisfy (2.10), see Chan 
and Yeung [6]. Since T[t) is a Toeplitz matrix, the first column of C{t) can be obtained in 
0{n\og n) operations by the FFT, i.e. the circulant matrix C{t) can be generated in 0{n\og n) 
operations [9]. 
Next we analyze the convergence rate of the conjugate gradient method when applied to 
solving the preconditioned system, which can be expressed as 
at each step t. As we deal with data samples from a random input processes, the convergence 
rate will be considered in a probabilistic way, which is different from the deterministic case 
discussed in §1.2. For simplified notation in the following discussions, we define an integer 
J = M + n - 1, 
which refers to number of data samples given in the data matrix X{t) (cf. (2.5)). 
We first make the following practical assumption (A) on the input signal process so that 
results of the convergence rate can be derived. 
(Al) The input discrete-time stochastic process is stationary. 
(A2) The underlying spectral density function /(6>) (see Haykin [13, pp. 116-117] for definition) 
of the input process is real-valued, positive and in the Wiener class, i.e. the autocovariances 
{rk} of the process are absolutely summable: 
CO 
^ \rk\ <a<oo. (2.11) 
k= — oo 
(A3) The variances of the estimators rk{t) given in (2.9) are bounded by 
Var(r,(i))三 Var ( ^ ) < “ 0, ±1，±2,..., (2.12) 
\ J J J 
where is a constant. 
(A4) The stationary process has zero-mean, i.e. S{x(t)) = /x 二 0 for all t where S is the 
expectation operator. 
Here are some remarks on the assumptions. 
1. The assumption (Al) is often true in signal-processing applications. For instance (Al) 
holds for autoregressive processes (AR), moving-average processes (MA) and autoregressive 
and moving-average processes (ARMA), which are commonly used as input stochastic 
stationary processes, see Haykin [13, pp. 90-94 . 
！ 
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2. In time-series analysis, assumption (A2) is often valid. For example, the spectral density 
functions of autoregressive-moving average (ARMA) processes are rational functions [3, p. 
121]. The positiveness of the spectral density function can be guaranteed by the causality 
of the process [3, p. 85] whereas the absolutely summability of the autocovariances can 
be assured by the invertibility of the process [3, p. 86]. In the time-series literature, the 
Hermitian Toeplitz matrix Rn with its first column given by 
r iT 
is called the covariance matrix of the input stochastic stationary process, [13，p. 82 . 
Moreover we have the following Lemma about the spectrum (T{Rn) of Rn given in Hay kin 
13, p. 139；. 
Lemma 2 Let the input process satisfy assumptions (Al) and (A2). Then the spectrum 
a{Rn) of Rn satisfies 
偶K [ / m i n , / m a x ] , Vn > 1, (2.13) 
where /min and /max are the minimum and maximum values of f{0) respectively. In par-
ticular, if f {9) is positive, then Rn is positive definite. 
We note that further remarks on the assumptions can also be found in [18]. We first estab-
lish the result that the smallest eigenvalue and the largest eigenvalue of X{tyX{t) is uniformly 
bounded away from zero with probability 1. Basically, the lemma states that the normal equa-
tions matrix is a good approximation to the covariance matrix Rn in the stochastic sense. In 
time-series analysis and signal processing, the normal equations matrix is sometimes called a 
sample covariance matrix [22, pp. 321-322] or [13, pp. 378-379；. 
Lemma 3 (Ng and Chan [18, Theorem 2 and Lemma 4]) Let the input process satisfy 
assumption (A). Then for any given e>0 andO<S <1, there exists a positive integer N such 
that for n > N, 
Pr (Amin (^j[X{tyX{t)]j > XmURn) — € ^ m i n 一 } > 1 — A 
r / 1 � 1 
PrjA^ax ij[X{tyX{t)]j < Xm..{Rn) + € < /max + > 1 -
provided that number of data samples J(= M n - 1) is sufficiently large (J > n). 
Next we prove that the circulant preconditioned matrices have clustered spectra. The result 
is stated as the following Theorem. 
Theorem 1 Let the input process satisfy assumption (A). Then for any given e > 0 and 
0 < S <1, there exist positive integers K and N such that for n> N, 
FT{at most K eigenvalues of In — C{t)-'^X{tyX{t) have absolute value > e } > 1 - S, 
provided that number of data samples J is sufficiently large (J > n). 
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Proof: We define the following events: 
El = {at most K eigenvalues of j[C{t) - X{tyX(t)] have absolute value > e }, 
E2 = {Aniin(C'(i)) is uniformly bounded away from zero}, and 
E3 = {at most K eigenvalues of In - CX{tyX{t) have absolute value > e } . 
By the results proved in Ng and Chan [18, Theorem 3 and Lemma 4], we have for any given 
€ > 0 and 0 < 5 < 1, there exist positive integers K and N such that for n > iV, Pr {^^i} > 1-S. 
Using Lemmas 2 and 3, we have Pr {^2} > 1 — & Then we note that 
Ft{Ei and E2} = Ft{Ei} + P r { £ y — Pr{£^i or E2} > I - 26. 
Since events Ei and E2 together imply E3, the theorem follows. 
Using Theorem 1, we can easily show that the conjugate gradient method, when applied to 
the preconditioned matrix converges superlinearly with probability 1 provided 
that number of data samples J{= M + n - 1) is sufficiently large, i.e. M is sufficiently large. 
For details of the proof of the superlinearly convergence rate, see Chan and Strang [4]. Thus the 
number of iterations required to achieve a fixed accuracy remains bounded as the filter order n 
is increased (see the numerical examples in [18]). Recall that in each iteration, the work is of 
order 0 (n log n) operations. Therefore, the work of obtaining the least squares estimator w{t) 
at each step i to a given accuracy is also of order 0(nlogn). 
3 FFT-based Sliding Window RLS Algorithm 
As the FFT-based preconditioned conjugate gradient method is efficient in solving the normal 
equations (1.2), we employ the method in the sliding window RLS computations. In the fol-
lowing, we describe our FFT-based sliding window RLS algorithm. We assume that the sliding 
window RLS process is initialized, i.e. at time t 二 M, the Toeplitz matrices T(M), L{M) 
and U{M) are given and the least squares estimator w(M) is also computed. Otherwise, the 
first step can be done by applying the conjugate gradient method to solving the preconditioned 
system 
C{M)-^[X{MyX{M)]w{M) = C(M)-iX*(M)d(M), 
in factored form [7, 18], with the zero vector as our initial approximation to the filter coefficient 
vector. The general step of our algorithm is described as follows. 
Algorithm: FFT-based Sliding Window RLS Algorithm 
Let M denote the length of sliding data window, and let k denote the block length of the update 
and downdate blocks. Given the n-by-n Toeplitz matrix T(t), the k-hy-n downdating matrix 
Z{t), the k-by-n updating matrix Y{t) and the associated right-hand side M-vector X{tyd{t ) 
at step t in the RLS process. Let w{t) denote the least squares estimator at the step t. This 
algorithm computes the least squares estimator w{t + k) at the step t + k. 
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• Generate information for the three n-hy-n Toeplitz matrices T(t+k), L{t+k) and U{t-{-k) 
and the associated right-hand side n-vector X{t + kyd{t + k), using the method proposed in 
§2.1. 
• Find the first column of the optimal circulant preconditioner C{t + k) for T(t + k) using 
the method described in §2.2. 
• Apply the conjugate gradient algorithm, as in §2.2, to solving the preconditioned system 
represented as 
C(t + k)-'[X(t + k)*X(t + k)]w(f + k) = C(t + k)-'X(t + kyd(t + k), 
with starting initial guess w � . 
Next we provide some remarks about the algorithm: 
1. The FFT-based sliding window RLS algorithm consists of three basic parts. The FFT can 
be used to generate normal equations and circulant preconditioner in the first and second 
parts. The number of operations required is of 0(max{A;, n} log n) operations. In the third 
part, by using FFT, the cost of matrix-vector multiplications involving the matrices C(t + 
k)-i, T(t+k), L(t-hk), L(t-hk)*, U(t-\-k) and U(t+k)* can be done efficiently in O(nlogn) 
operations. It follows that the number of operations per iteration in the preconditioned 
conjugate gradient method is 0(n log n) operations. The total work of obtaining the least 
squares estimators at each step t to a given accuracy is of order O(nlogn) operations 
for point-processing and O (max{A;, n} log n + n log n) for block-processing. In the case of 
block-processing when k > n, the method in average will require only 0(log n) operations 
per adaptive filter input. A corresponding scheme for averaging the computations over n 
steps has been considered for the LMS algorithm by Marshall and Jenkins [16；. 
2. The basic tool of our fast sliding window RLS algorithm is the FFT. Since the FFT is 
highly parallelizable and has been implemented on multiprocessors efficiently [1，p. 238], 
our algorithm can be expected to perform efficiently in a parallel environment for large-
scale or for near real-time applications. One could, for example, assign each step of the 
algorithm to a different group of processors. A group of processors would be responsible 
for generation of the right hand side vector X{tyd{t) of the normal equations, and the first 
columns of the Toeplitz matrices T(t), L(t) and U(t) at step t, respectively. Then a group 
of processors can be used to generate the first column of circulant preconditioner C (t). 
The conjugate gradient method can be implemented on an another group of processors. 
3. When the input stochastic process is stationary and the adaptive filter system is subjected 
to the effect of white noise, both the expected value of the least squares estimators w^t-^k) 
and w � are equal to the solution of the discrete Wiener-Hopf equation, see [13, pp. 165-
167]. Thus if k is not large, w{t) will be a good initial approximation (instead of a randomly 
chosen one) to the least squares estimator w(i + /c) when the input process of the adaptive 
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system is time-varying in practical applications. It follows that the number of iterations 
of preconditioned conjugate gradient method can possibly be reduced with this choice of 
starting vector, see numerical results in §4. 
Next we demonstrate the convergence of the sliding window RLS algorithm involving multiple 
updating and downdating computations. We consider two aspects of the problem in the analysis: 
(1) the estimate w � , a n d (2) the average least square error of the RLS process. We use 
a probabilistic approach to consider these aspects of the problem. For the analysis, we first 
assume that the desired response d{t) and the input sample column vector x � are related by a 
multiple linear regression model In particular, we write 
c/(i) = eoW + xW*w, (3.14) 
where w is an n-by-1 constant regression parameter vector of the model and eo{t) is the mea-
surement error. We also assume that the measurement error process {eo{t)} is white noise with 
zero mean and variance In addition, we assume that the input process satisfies assumption 
(A). This assumption is equivalent to saying that the adaptive system operates in a stationary 
environment. 
We first give the following lemma which is useful later in the analysis of the convergence of 
the sliding window RLS algorithm. 
Lemma 4 Let {eo(i)} be a discrete-time white noise process where the mean of the process is 
equal to 0 and the variance of process is equal to ―. If Vor(eo⑴2) 二 " W = 1, 2,…，then for 
any given € > 0， 
where Go{t) is an M-vector given by 
eo{t) = [eo{t — M + l),eo(i - M + 2 ) , . . . , e � � f (3.15) 
and 亡二 M, M + 1, . . . . 
Proof: Since {eo{t)} is a white noise process, i.e. it is a sequence of uncorrelated random 
variables, and the mean and the variance of the random variable E j l i - M + j)^ is equal 
to 7*2 and vjM respectively. By Chebyshev's inequality, see Fuller [10], we get the following 
result, 
r 1 M 1 ^ 
The remaining results can be derived in a straight forward way by considering simple probability 
arguments. 
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We let a(t) denote the weight-error vector at the step t, defined as the difference between the 
least squares estimator w � produced by the sliding window RLS algorithm and the regression 
parameter vector w of the multiple linear regression model, i.e. 
a ( 0 三 w{t) - w. (3.16) 
We first prove that with probability 1, ||a�||2 is bounded by a constant depending on the 
variance of the process of the measurement error and minimum values of spectral density function 
f[6) of the input process. 
Theorem 2 Let the input process satisfy assumption (A). Let the desired response d{t) be 
given by (3.14): If the variance of is bounded Vi 二 1, 2 ,…, then for any given e�Q and 
0<S <1, 
(3.17) 
provided that number of data samples J is sufficiently large ( J � n ) , where t飞 is the variance 
of the measurement error {eo{t)}. 
Proof: We assume in §2.1 that the normal equations matrix X{t)*X(t) is non-singular. Thus 
the least squares estimator w{t) at the step t is given by 
w � = [ X � * 义 ⑷ ] — 1 义 ⑴ * d � 
where d � is an M-vector given by (2.7). Therefore, by (3.14) and (3.16), we have 
a � = [ X { t y X { t ) ] - ' X { t y e o { t ) , 
where the vector eo(i) is given by (3.15). It follows that 
||a�II2 = ( j x ( t r X ( t ) ^ ‘ j x ( t r e o ( t ) 
< ( 3 尊邱))—尊 | | ; ^ e � � II2 
< ^A^in II ^eo (0I I^ . (3.18) 
Then we note by Lemma 3 that 
Pr [min O ) * 耶 ) ) 2 fmin - e j > 1 - S, 
where fmin are the maximum and the minimum values of the positive spectral density function 
of the input stationary process. Combining the above result with Lemma 4，we have 
25’ （3.19) 
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where z/ is the variance of eo � . T h e theorem follows by using simple probability arguments in 
(3.19), provided that J is sufficient large. 
We see from the bound (3.17) that the £2 norm of weight-error vector is magnified by the 
smallest eigenvalue of X { tYX[t ) . Thus the sensitivity of the sliding window RLS algorithm is 
determined initially by the conditioning of the normal equations matrix X{t)*X{t). 
Next, we consider the average least square error of the sliding window RLS algorithm. For 
the sliding window RLS method, we solve the least squares problem (2.8) and thus the average 
least square error is given by (2.6). In the following analysis, we let ({t) denote the average least 
square error of the sliding window RLS estimate at each step t, i.e. 
cw - 7 E 
Recall that J is the number of data samples taken in the sliding window RLS method at the 
step t. We will show that with probability 1, the average least square error ({t) is bounded by a 
constant depending on the variance of the process of the measurement error and the maximum 
and minimum values of spectral density function /(6>) of the input process, provided that J is 
sufficiently large. 
Theorem 3 Let the input process satisfy assumption (A). If the desired response d{t) is given 
by (3.14), then for any given e > 0 and 0 < ^ < 1； 
p ] ^ ( � + —<5’ 
provided that number of data samples J is sufficiently large (J > n). 
Proof : By (3.14) and (3.16), we can write 
ICWI = 
=j[d{t) - X{t)w{t)Y[d{t) - X � w � ] 
U 
= j e S � e oW + 知 * ⑷ 邱 � a � + + 全 a* ⑷ 邱 ) * e o � 
< 2 + \x[trX{t) | |a⑴丨 11 + 
V J 2 J 2 1 
2 4 f e o ( t ) \ x { t r x { t ) ' _ |丨 2 . (3.20) 
V J 2 ^ 2 
Combining Theorem 2, Lemma 3, and Lemma 4, the theorem follows by considering proba-
bility arguments and using (3.20). 
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Figure 2: Adaptive FIR System Identification Model 
Based on Theorems 2 and 3, it follows that the sliding window RLS algorithm always con-
verges when the adaptive system is operated in a stationary environment. 
4 Numerical Experiments 
In this section, numerical experiments are performed to test the convergence performance of 
FFT-based sliding window RLS algorithm. All the computations are done using Matlab on an 
HP-715 workstation. We first illustrate the convergence rate of preconditioned conjugate gradi-
ent method by using adaptive finite impulse response (FIR) system identification computations. 
FIR system identification has wide applications in engineering [13]. Figure 2 is a block diagram 
for the implementation of our algorithm in an adaptive FIR system identification model. The 
input signal x{t) drives the unknown system to produce the output sequence d{t). We model 
the unknown system as an FIR filter. If the unknown system is actually an FIR system, then 
the model is exact. 
We apply our method to first and second order autoregressive models as input stochastic 
processes. The first order autoregressive AR(1) and second order autoregressive AR(2) processes 
are given by 
x(t) + px{t - 1) = (0 and x{t) + Xi^t-i + X2Xt-2 = ” � 
ry 
'22, p. 238 and p. 241], respectively, where {v{t)} is a white noise process with variance rj . 
In our tests, we choose the parameters in each input process so that the corresponding spectral 
density functions are positive and in the Wiener class. The variance rf" of {v{t)} chosen as 
1. The reference (unknown) system is an n-th order linear phase FIR filter with uncorrelated 
Gaussian white noise added. The finite impulse response {w^lLi used for the unknown system 
is given by 
2k-n-l\ , in 
Wk 二 1.1 , k 二 
7 1 — 丄 
.52 M. Ng 
501 1 1 1 1 1 1 1 1 1 n 351 1 1 1 1 r 1 I ‘ ‘ ^ 
48 J - ； 
I 30 -丨丨 _ 
46 -I I 1 N=2 1 
晨25-���,二〜、�、、、，、�，�v-�广、,、 、 , ： 
活 .、/ /代一 \ U S 、•、rs/ “ S ！ V 当 i 云 42 J - 0 1 
^ 0 i 
I40. - P—i N=4 
, , /_'•—•、.,/.、•、/•、，k 
、'、.、” 、 乂 A 哪 : , : ‘ > ( 碍 ^ ^ ^ ^ ^ — — — 
M 益 ― “ t o t o “ “ t o % t o W I O q 10 20 30 40 50 60 70 80 90 100 Recursive Rank 1 Updating and Downdating Step Recursive Rank 1 Updating and Downdating Step 
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We note that the shape of the FIR filter is triangular. The Gaussian white noise measurement 
error {eo{t)} with variance t飞 is added into the FIR system identification model to test the 
performance of the RLS algorithm. In the figures below, N = M/n is the number of blocks of 
the data samples used in data matrix X{t) where the size of each block is equal to n. Recall 
that M is the length of the sliding window RLS. In the numerical tests, the stopping criterion 
of the preconditioned conjugate gradient method is that the £2 norm of the residual vector after 
j iterations is less than 10"^. 
We first consider number of iterations at each recursive updating and downdating step of 
the FFT-based sliding window RLS algorithm. We use A; = 1 as rank numbers for the updating 
and downdating computations to test our method. Figures 3-4 show the average numbers 
of iterations of the normal systems and of the preconditioned systems at each adaptive time 
step, averaged over 20 runs of the algorithm. In the tests, we use zero vector and current filter 
coefficient vectors as our initial guesses at time step t = M and at time step t = M+k, M+2/c, . . . 
respectively. From the numerical results, we see that the conjugate gradient algorithm for our 
preconditioned systems converges very fast and the number of iterations required for convergence 
is always less than that of non-preconditioned systems. Figure 5 shows how the choice of the 
initial vectors in the preconditioned conjugate gradient method improves the convergence. In 
these tests, the current solution vectors and randomly chosen vectors are used as initial guesses 
at each adaptive time step to test the performance of the algorithm. From the numerical results, 
we see that when k = 1, the reduction in the number of iterations required for convergence in 
preconditioned systems at each updating and downdating step is significant. However, when 
k = n, the reduction is not as significant as A; 二 1. This trend is not surprising, since w � is 
expected to be a less effective starting vector at time t + k, for larger k. 
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Next, we consider the £2 norm of the weight-error vector a � and the average least square 
error C(0 at each recursive step to test the convergence behavior of our algorithm. Figure 6 
shows the £2 norm of the weight-error vector and the average least square error for AR(1) with 
p - -0.9999 as input stationary processes at each recursive updating and downdating step. 
In these cases, the variances of the Gaussian white noise measurement error {eo{t)} are equal 
to 0.025. We remark that the numerical results are average values based on 20 runs of our 
algorithm. From the figures, we note that both ||a� I I 2 and C � are bounded by a constant 
depending on the variances of the background white noise. We also see that as 
increases, the average least square error \C{t) \ increases; however, | | a ( i ) | | 2 decreases. • 
The latter phenomenon can be explained by considering the the expected value of the weight-
error correlation matrix K{t) defined by 
K{t) E 制树)*) 
at the step t. Haykin [13, pp. 487-489] proved that the least squares estimator w � is unbiased, 
I.e. � ) = w 
and the expected value 
of K(t) is given by 
K � = r2[X � � ] - 1 , (4.21) 
where — is the variance of the measurement error {eo{t)}. We can rewrite (4.21) as follows: 
—[尊耶)]-i 
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From Lemma 3 we observe that with probability 1，\\K{t)\\2 is bounded by 
provided that J is sufficient large. Based on the result about the correlation matrix of the 
weight-error vector, we will expect ||a� ||2 to decrease as J increases. Moreover, figure 7 shows 
the effect of background white noise on ||a�||2 and |C�I. Different levels of variances — of the 
Gaussian white noise are used. We see that both ||a�||2 and \C{t) \ increases as — increases. 
In the following tests we compare our FFT-based sliding window RLS algorithm with stan-
dard recursive least squares 0{n'^) operations [13, p.485] and fast transversal filter 0(n) opera-
tions algorithms [13, pp. 586-599]. An exponential weighting factor 7 is generally used in the 
standard recursive least squares and fast transversal filter algorithms. The inverse of 1 - 7 is 
approximately related to a "measure" of the memory of the algorithm. Here, the length of the 
sliding window M used in our FFT-based sliding window RLS algorithm is related to 7 by the 
approximation formula, 
M ^ . 
1 - 7 
Figures 8-9 show the prior average least square error {d{t) - w*(i - l ) x � 尸 and h norm of 
weight-error vector of different adaptive filter algorithms when an AR(1) input process with 
p — -0.9999 is used. Different levels of variances of the Gaussian white noise are used to test 
the performances of different adaptive filter algorithms. We see from the figures 8(b) and 9(b) 
that the fast transversal filter algorithm given in [13, pp. 586-599] does not converge when 
noise is added to the adaptive FIR system. However, both the standard recursive least squares 
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(Figures 8(a) and 9(a)) and our FFT-based sliding window (Figures 8(c) and 9(c)) algorithms 
converge very fast. 
Next, we compare the complexity of our algorithm with the standard recursive least squares 
algorithm. Figures 10 and 11 show the number of kilo-flops used by the standard recursive least 
squares algorithm and the FFT-based preconditioned conjugate gradient method for rank 1, 
rank 4, rank 10 and rank n recursive updating. We see that when the order of filter is small, 
the complexity of our algorithm is greater than that of the standard recursive least squares 
algorithm. However, when the order of filter is large, the complexity of our algorithm is quite 
competitive with the standard least squares algorithm. From Figures 10 and 11, we note that 
the reduction in the complexity of our algorithm is significant for rank n recursive updating. 
Thus our algorithm is particularly useful in signal processing applications where the sizes of the 
filters are very large (as, for example, in the case of acoustic echo or active noise cancellation 
problems, n is between 250 and 2000, depending on the precise application, [17] and [20]). In 
addition, more effective parallel implementations of our FFT-based scheme are possible [21]. 
Finally, we remark that our FFT-based sliding window RLS scheme also facilitates tracking 
the smallest and largest eigenvalues of the normal equations matrix at each time step. 
The procedure is to determine the optimal circulant approximation to the normal equations 
matrix. We note that by (2.8) and linearity of optimal circulant approximation, we have 
lic - x{tyxmF < \\c{t) - r � + IIClW — + \\Cu{t) — ⑷IIf, 
where we define 
C = Cit}-CL(t)-Cu(t). (4-22) 
Here circulant matrices C{t), � and CV � are the optimal circulant preconditioners of the 
matrices T(t), L � * L � and U(tyU(t} respectively. By Lemma 1, we have 
Amin(邱)*邱 ) )< Amin(C) < W Q < W 尊 糊 . （‘.測 
By considering the spectral condition number K(C(t)), it follows from (4.23) that 
/ .(CW)=�max(g(么)< ^(X(trx(t)), or < ⑷). （4.24) 
Here k(.) denotes the spectral condition number of a matrix. Thus (4.24) provides a lower bound 
on the spectral condition number of For the generation of the circulant matrices 
Cz (^t) and CV⑴，Chan, Jin and Yeung [5] have proved that the circulant matrices C ^ � and 
Ci/(t) can be generated in O(nlogn) operations. It follows that the eigenvalues of C can be 
obtained in 0 (n log n) operations. Consequently, if (4.24) is large, then the data matrix X(t) is 
ill-conditioned. Regularization schemes can then be used to stabilize the computations in the 
FFT-based sliding window RLS algorithm if X(t) is ill-conditioned. In particular, Hanke, Nagy 
and Plemmons [12] have devised a regularization scheme based on modifying the eigenvalues 
of C(t) that can be applied to overcome the effects of ill-conditioning in X(t). In addition, 
other regularization techniques for Toeplitz least squares problems have also been studied by 
> 
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Figure 9: (a) Standard Recursive Least Squares Algorithm with 7 = 0.9922, (b) Fast Transversal 
Filter Algorithm with 7 二 0.9922, (c) FFT-based Sliding Window RLS Algorithm with TV 二 4. 
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Chan, Nagy and Plemmons [7, 8]. These approaches using regularization can lead to stable 
and robust implementations of our FFT-based sliding window RLS algorithm. Figure 11 lists 
the corresponding average spectral condition number of the circulant matrix C and the data 
matrix X{t) (symbol X) at each recursive updating and downdating step. We note that the 
condition number for C provides a reasonable lower bound as it adaptively tracks the changes 
in the condition number of the data matrix at each time step. 
5 Concluding Remarks 
In this paper we have proposed a new FFT-based sliding window recursive least squares al-
gorithm. Preliminary results show that, for many important problems, FFT-based iterative 
methods can compete with direct methods in an adaptive signal processing environment. A 
summary of some of these results is also included in [19]. 
Also, we remark that our iterative FFT-based sliding window algorithm can be adapted to 
handle 2-D signal processing applications. Here direct methods are well known to experience 
numerous difficulties, e.g. [13]. Chan, Nagy and Plemmons [8] have studied block least squares 
computations, min ||6 - Tx\\2, where T is a rectangular Toeplitz-block matrix. They consider 
there the solution of block least squares problems by the preconditioned conjugate gradient 
algorithm using square nonsingular circulant-block and related preconditioners, constructed from 
the blocks of the rectangular matrix T. Preconditioning with such matrices allows efficient 
implementation using the 2-D Fast Fourier Transform (FFT). This extends the earlier work 
on preconditioners for Toeplitz least squares iterations for 1-D problems outlined in §2. Our 
iterative FFT-based sliding window RLS algorithm described in §3 can thus be applied to 2 -
Fast RLS Computations 
D signal processing applications, where the data matrix X(t) generally has a Toeplitz-block 
structure. 
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LMS-Newton Adaptive Filtering using FFT-based 
Conjugate Gradient Iterations 
Abstract 
In this paper, we propose a new fast Fourier transform (FFT) based LMS-Newton 
(LMSN) adaptive filter algorithm. At each adaptive time step t, the nth-order filter coeffi-
cients are updated by using the inverse of an n-hy-n Hermitian positive definite Toeplitz oper-
ator T{t). By applying the cyclic displacement formula for the inverse of a Toeplitz operator, 
T(才)一 1 can be constructed using the solution vector of the Toeplitz system T{t)u{t) 二 e„ , 
where is the last unit vector. We apply the FFT-based preconditioned conjugate gradient 
(PCG) method with the Toeplitz matrix T(t - 1) as preconditioner to solve such systems 
at the step t. As both matrix vector products T(t)v and T{t - 1 ) " ^ can be computed by 
circular convolutions, FFTs are used throughout the computations. Under certain practical 
assumptions in signal processing applications, we prove that with probability 1, the condition 
number of the preconditioned matrix T{t - l)-'T(i) is near to 1. The method converges 
very fast and the filter coefficients can be updated in 0 (n log n) operations per adaptive filter 
input. Preliminary numerical results are reported in order to illustrate the effectiveness of 
the method. 
1 Introduction 
Adaptive finite impulse response (FIR) filters are used extensively in many signal processing and 
control applications: for instance, in system identification, equalization of telephone channels, 
spectrum analysis, noise cancellation, echo cancellation and in linear predictive coding [12 
and [18]. The main concerns in the design of adaptive filter algorithms are their convergence 
performance and their computational requirements. These concerns are especially important 
when the filters are used in real-time signal processing applications or where the sizes of the 
filters are very large (as is the case in acoustic echo or active noise cancellation problems [12]). 
The most popular adaptive filter algorithm is the well-known Least Mean Square (LMS) 
algorithm. It allows a simple implementation and requires only 0{n) operations for computing 
the filter coefficients per adaptive filter input, where n is the size of the FIR filter [12]. However, 
a significant drawback of the LMS algorithm is that it is based on first order statistics and 
therefore its convergence rate depends on the input signal spectrum. When the input signal 
process is white, good convergence performance is obtained. But when input signal process 
is highly colored, the LMS algorithm converges very slowly, see for instance Widrow [19, pp. 
146-147；. 
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In order to reduce the effect of the input signal spectrum on the convergence rate of the 
adaptive system, Gitlin and Magee [9] proposed an LMS-Newton (LMSN) adaptive filter algo-
rithm. The approach is to use the second order statistics of the input signal to eliminate the 
dependence of the convergence of the LMS algorithm on the input signal process. To present 
the LMS-Newton (LMSN) algorithm properly, we first introduce some notation from adaptive 
filter theory [12, p. 18:. 
• discrete time index or step: t 
• order of filter: n 
• input sample scalar: x{t) 
• input sample column vector: x � = [ x { t ) , x { t - 1), • --.x^t- n + 1)] 
• filter coefficients column vector: w(^) = [wi{t), W2{t),..., Wn{t)] 
• desired signal scalar: d{t) 
• filter output scalar: o{t) 二 w � * x � , w h e r e * denotes the conjugate transpose. 
• estimation error: e{t) = d(t) 一 o(t) = d(t) 一 w(t)*x(t) 
In the notation above, the LMS method in its simplest form for recursively updating the 
filter coefficients column vector w (亡)can be expressed as 
w(t + 1) 二 w � + / i � e ( 神 ) ， 
where jii(t) is a step size. The method is remarkable in simplicity, but as noted earlier, slow 
convergence can often be a problem. 
For the LMSN algorithm, the filter coefficients column vector w(t) is recursively updated by 
w ( t + l ) = w � + M � • � - i x ⑷ ， （1.1) 
where ju(t) is again a step size, and now T(t) is an estimate of the n-hy-n input signal autocorre-
lation matrix at time step t. In many signal processing applications, the input signal is generally 
assumed to come from a wide sense stationary (stationary up to the second order, see [12, p. 80]) 
stochastic process. It is well-known that the corresponding autocorrelation matrix is Hermitian 
and Toeplitz, i.e. it is constant along diagonals, see for instance [12, p. 139]. Thus T{t) is also 
Hermitian and Toeplitz in practical implementations of the LMSN algorithm. The basic and 
costly part of the LMSN algorithm is to compute the matrix-vector multiplication T � — i x ⑷ ， 
or solve a Toeplitz system T{t)z{t) 二 x⑴，at each adaptive time step t. The Toeplitz structure 
of T{t) allows one to find z(t) with direct methods that require many fewer operations than 
the 0(n3) operations used in Gaussian elimination. Several direct methods (see for instance, 
Levinson, 1947 [14]) have been derived to solve such Toeplitz systems and these methods re-
quire 0(^2) operations. It follows that the computational requirement is 0{n'^) operations per 
adaptive filter input. 
The purpose of this paper is to propose a new fast Fourier transform (FFT) based LMbJN 
adaptive filter algorithm with reasonable complexity and fast convergence. Based on the con-
vergence performance of LMSN, our algorithm converges rapidly regardless of the input signal 
statistics. Moreover, the basic tool of our adaptive filter algorithm is the FFT. Since the FFT 
is highly parallelizable and has been implemented on multiprocessors efficiently [1, p.238], our 
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algorithm can be expected to perform efficiently on a parallel machine for large-scale or real-time 
applications. 
The sample autocorrelation matrices T(t) are assumed to be positive definite at each adaptive 
time step. One can compute the inverse of T(t) by solving a linear system 
T(t)u(t) = en (1.2) 
where en is the last unit vector. By using the solution vector u(t) in (1.2)，Ammar and Gader 
•2] showed that there exists a circulant matrix Bi (t) and a skew-circulant matrix B2 � such 
that 
jjn 
The equation (1.3) is called by Ammar and Gader the cyclic displacement representation of 
T(t)-K The main problem left is how to compute u(t) efficiently at each adaptive time step. 
Our strategy is to apply the preconditioned conjugate gradient (PCG) method to solve the linear 
system (1.2). It is well-known that the convergence performance of the conjugate gradient 
method depends on the spectrum and, in particular, the condition number of the coefficient 
matrix. If the condition number of the coefficient matrix is near 1, convergence will be rapid. 
Thus, to make the conjugate gradient method a useful iterative method (converge rapidly), one 
preconditions the system. In our case, as the cyclic representation of T{t - 1)"^ has already 
been obtained at the time step i - 1, we therefore use T{t — 1) as preconditioner. That means, 
instead of solving the original system (1.2), one solves the preconditioned system 
T{t - l)-^T{t)u{t) 二 T{t - 1 ) � 
by the conjugate gradient method at the time step t. 
The outline of the paper is as follows. In §2, We formulate the updating computations ofT(t) 
and introduce our FFT-based preconditioners. In §3, we present our FFT-based LMSN adaptive 
filtering algorithm and analyze the convergence rate of the PCG method probabilistically. In §4, 
numerical experiments on some adaptive filtering simulation models are reported to illustrate 
the effectiveness of our algorithm. Finally, some concluding remarks are given in §5. 
2 Updating in the LMSN Algorithm 
Here we consider the case where input signal comes from a discrete-time complex-valued process. 
Since T{t) is an Hermitian Toeplitz matrix, it is completely determined by its first column. Let 
the first column of T{t) be denoted by 
:7o ⑷ ， � ] T . 
The parameter� ( t ) , 0 < fc < n - 1, is the estimate of the A;th-lag autocorrelation of the input 
signal process at the time step t and also jo{t) is real. In practical situations, there is no prior 
knowledge of the autocorrelations of the input signal process. In this case, the autocorrelations 
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are estimated from the finite number of input signal samples received up to the time step t, i.e. 
In the following discussion, we consider the estimates {TfcWlfc^o constructed from 
the convolution of input data samples given by 
� = 7 + A; 二 0 ,1 , . . . , n — 1. (2.4) 
In signal processing terminology, the correlation windowing method is used and the data samples 
prior to j = 0 and after j = t are assumed to be zero at time step t [12, p. 373]. We 
remark that the correlation windowing method always leads to a positive semi-definite Toeplitz 
matrix, see for example, Ng and Chan [16]. If the input signal process is stationary, jk{t) is the 
common estimator of the /cth-lag autocorrelation of input stationary process in the time-series 
literature. Assuming stationarity, we remark that 7^(0 has a smaller mean squared error than 
other estimators, see Priestley [17, p. 322]. . 
Adaptive filter algorithms are often used to process signals that result from time-varying 
environments. The estimates of the autocorrelations are often obtained by limiting the filter 
memory. A useful technique is an exponential data weighting infinite memory method controlled 
by a forgetting factor a, with 0 < a < 1 [12, p. 478]. Roughly speaking, the inverse of 
1 _ a is a measure of the memory of the adaptive filter algorithm. For the construction of 
the estimates of the autocorrelations, we consider the exponentially weighted data samples 
{a (尤—a (亡一2)/2：^ � , . . . , x { t ) } instead of {x{l),x{2),..., x{t)}. 
2.1 Updating Computations for T � 
In adaptive systems, data samples arrive continuously. It is necessary to update the autocor-
relations from time t - 1 to time t. Using (2.4) with forgetting factor a, the relation between 
jkit) and jk(t - 1) is given by 
7 知⑴=ii^ll^Y^i - 1 ) + 二 0,1, 2 . . . , n - 1, (2.5) 
t t 
see for instance Widrow [19, p. 148]. In matrix form, the sample autocorrelation matrix T{t) 
can be written as follows: 
T{t) = - 1) + ^Vr(t), t > 2, (2.6) 
t t 
where VrW is a Toeplitz matrix with first column given by 
. 顽 雄 - n + 2 ) , - n + 1): • 
In each iteration of the PCG method, a matrix-vector multiplication T � v is required. In 
general, the matrix-vector product can be done in 0{n^) operations. However, we can embed 
T{t) into the 2n-by-2n circulant matrix: 
[ T � 叫 
• • 
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Here S(t) is so constructed such that C(t) is a circulant matrix. The first column of C(t) is 
given by 
[ 7 0⑴ , 7 1⑴ ,….,⑷ , 0 ,7 n — 1 ( 0 , … . ,硕 f . (2.7) 
Since C(t) can be diagonalized by using the discrete Fourier matrix F2n with entries given by 
'F2n]j,k = 加砂I气 The spectral decomposition of ( 7 � is given by 
C{t) = F2nmFL (2.8) 
where 八(t) is 2n-by-2n diagonal matrices holding the eigenvalues of C{t). We see that if ei and 
l2n denote the first unit vector and the 2n-vector of all ones respectively, then the eigenvalues 
of C{t) are related to its first column. We have 
A{t)l2n = V^F^^C{t)ei. (2.9) 
It follows that the matrix-vector product T � v can be computed by using the FFT in a total 
of 0 ( n log n) operations, by first embedding T{t) into C{t). 
Instead of computing the eigenvalues ofC(t) explicitly at each adaptive time step, we directly 
update A � from A{t - 1). The updating scheme for the eigenvalues of C{t) is stated in the 
following Algorithm 1. Before we begin, we define n-vectors fi � and f ? � by 
f iW 三[^ W, • • - + (2.10) 
and � 三 [ 0 , — n + 1), . . .，0 ^ 3 / 2 冲 — - l ) f (2.11) 
respectively at each time step t. For simplicity, we also denote : j] by the sub-matrix 
formed from the kth column to the jth column of the discrete Fourier matrix FJ^ where j > k. 
Algorithm 1: Updating the Eigenvalues A � . G i v e n A{t - 1) and a new input signal 
sample x{t), we let gi � and g2(t) be the following n-vectors 
= and - 1) = + 1 : 2n]f2{t - 1). 
參 Compute � 
gi � = 兩 ： 1] + — 1) _ : - n + 2 ) ) Q F|J2 ： 2] 
g 2 � = : 2n]+a"2 _ 1) - FJJn + 2 : n + — n + 2))© 
: 2n] 
where © denotes point-wise multiplications on two 2n-vectors. 
• Update __ 
A W L . = - 1)1,. + ^  fei� + g .W] • (2-12) 
As for the validity of Algorithm 1, it is suffices to establish the following Lemma. 
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Lemma 1 Let gi � and g2 � be computed in Algorithm 1. Then we have 
gi(0 = F2*J1 : n]fi(t) and g 2 � = + 1 ： 2n]f2(0-
Proof: We let Zn denote the n-hy-n downshift matrix. 
giW � 
= : 1] + (f*J1 ： n]fi(i — 1) - : ”/？^^亡一n + 2)) © F*J2 : 2] 
二 ： 1] + a '^ 'ZnFUl : n ^ t - 1 ) 0 : 2] 二 F?*几[1 ： n]f,{t). 
By using a similar argument, we can prove g 2 � 二 + 1 ： 2Ti]f2(0. • 
By using (2.5), (2.7), (2.9), (2.10), (2.11) and Lemma 1, we obtain 
A � 二 = \ F;^C{t — l)ei + — ^ � ) 
= — 1)1,. + ^ ^ [ g i W + g2 � ] ( 2 . 1 3 ) 
t t 
It follows that the eigenvalues of C(t) can easily be updated from time step 亡—1 to 力.As 
for the storage requirement, the following vectors gi � , g 2 ( 0 and A � l 2 n are needed for the 
updating step. The total cost of Algorithm 1 is 0(n) operations. We remark that in a parallel 
processing environment with 0(n) processors, the complexity of Algorithm 1 is reduced to 0(1) 
time steps, Le. a constant number of time steps. 
2.2 FFT-based Preconditioners 
In this subsection, we explain the choice of the Toeplitz matrix T{t - 1) instead of other pre-
conditioners in the preconditioned conjugate gradient iterations to solving T(i)u(t) 二 e^. We 
remark that, in general, a preconditioner P should be chosen with the following criteria: 
• The inverse of P should be easy to compute. 
• The matrix-vector products should be easy to form. 
• The condition number of the preconditioned matrix should be close to 1, and/or the 
spectrum should be clustered around 1. 
In recent years, the use of circulant matrices or the inverses of Toeplitz matrices as pre-
conditioners for solving Toeplitz systems Tz 二 v has been proposed and studied extensively, 
see for instance Chan and Strang [5], Ku and Kuo [13], T. Chan [6], and Chan and Ng [4]. 
They used circulant or Toeplitz matrices to approximate T - i . In many practical situations, the 
preconditioned matrix is clustered around 1. In such cases, the PCG method can be shown to 
converge superlinearly, see Chan and Strang [5]. However, the inverse of a Toeplitz matrix is 
non-Toeplitz in general. Thus circulant matrices or the inverse of Toeplitz matrices may not 
always be good preconditioners for solving Toeplitz systems. We note from (2.6) that VrW is 
a small norm matrix when t is sufficiently large. Thus we expect that the condition number of 
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our preconditioned matrices will be close to 1 (cf. (P3)). A detailed convergence analysis will 
be given in §3.1. 
As for (PI), we wish to construct the inverse of T{t - 1) easily. According to formula (1.3)， 
the inverse of T{t - 1) can be constructed efficiently by using the solution vector u(t - 1) of the 
Toeplitz system T{t-l)u{t-l) 二 e^. We remark that, in the preconditioned conjugate gradient 
iterations, the solution vector u{t-l) is computed up to a given accuracy. Therefore, we employ 
a certain approximation f { t - l ) to T{t- 1) as a preconditioner to solve T{t)u{t) 二 e” at time 
step t. Given the computed solution vector 
- 1) = [ii�(t - 1 ) ， - 1), . . . , Un-l{t - l ) f , 
we use a cyclic displacement formula that expresses the inverse of our preconditioner f{t - 1)-工 
in the following form: 
f{t _ 1)一1 二 \ — 1)^1 - 1)* + Mt 一 1)* 启 - 1)]， (2-14) 
� 2un-i{t- 1 ) 
where Bi (t - 1) is a circulant matrix with its first row given by 
[Un-l (t - 1),如(t - 1),...，公n-3 (i - 1) , Un-2 {t 一 l)] 
and B2 {t - 1) is a skew-circulant matrix with its first row given by 
： 公 — 1 ) , - 如 1 ) , . . . , — 知 1 ) , — 知 — 1)]. 
Since r(亡一1) is Hermitian positive definite matrix, we can assume that the component Un-i (t-l) 
is real and positive. By direct verification, we have the following Lemma about the matrices 
that are constructed by using a cyclic displacement formula. 
Lemma 2 Let q be any n-vector with [q]n being a real number. If the first column of the 
circulant matrix Qi and the skew-circulant matrix Q2 is given by Jnq, then Q2QI + QlQi 访 « 
Hermitian matrix where Jn denotes the n-hy-n reversal matrix. 
It follows from Lemma 2 that f { t - l ) - ' is a Hermitian matrix. As for the cost matrix-vector 
products f { t — l ) - i v , both circulant and skew-circulant matrix-vector products can be done 
efficiently by using the n-dimensional FFT, in 0 (n log n) operations (cf. (P2)). The displacement 
formulas for the decomposition of f{t — I)—! into the difference of products of lower triangular 
and upper triangular Toeplitz matrices are also presented in Gohberg and Semencul [10]. In this 
case one embeds the lower and upper triangular Toeplitz matrices into an 2n-by-2n circulant 
matrices, and then uses the 2n-dimensional FFT to compute T{t-l)-'v. This approach is more 
expensive than our method of using the cyclic displacement formula for computing T{t — 1) v . 
The method only involves the rz-dimensional FFT, see Ammar and Gader [2] for details of the 
approach. 
.70 M. Ng 
In practice, we solve the scaled preconditioned system 
aT(t - l)-'T(t)u(t) 二 aT(t — (2.15) 
where a = by the conjugate gradient iterations at each step t. The version of the PCG 
algorithm we use is given in [11, p. 373] in generic form, and can be stated as follows for our 
application: 
Algorithm 2: Preconditioned Conjugate Gradient Method. Let u (o )� be an approxi-
mation for solving (2.15). The algorithm computes the solution u � to a fixed accuracy e. Here 
(j)]^ and pk are scalars and q⑷，r� and p � are n-vectors. 
• r(o) 二 e ^ T � u(o)� 
•TO 二 ||r(o)||2 
• For A; 二 1 ,2, . . . until Tk-i/ro < s 
q(/c-i) 二鄉—l)-ir(fc-i) 
如 二 q ( A ： - 2 ) ( 如 二 0) 
p � 二 q(知-1) + 小kP" ( p � 二 q(。)） 
Pk = � * : r � P � 
u � = u ( 知 - 1 ) + 卿 ⑷ 
一 r � 二 r('-” - p 卵 ) P � 
3 FFT-based LMSN Algorithm 
In this section, we summarize our FFT-based LMSN adaptive filter algorithm. Figure 1 displays 
the block diagram of the algorithm. We take the initial filter coefficient vector w(l ) and starting 
initial guess u(0) to be zero vectors, and also assume that • 0. Thus, we have x(l ) 二 
a^(l),0，...,0]T. 
Algorithm 3: FFT-based LMSN Adaptive Filter Algorithm. For t = 1,2,3,.. . 
• Compute the estimation error e{t) 二 d{t�一 w⑷*x⑷. 
• Update A � in (2.12) using Algorithm 1. 
• Apply the preconditioned conjugate method (Algorithm 2) to solving the preconditioned 
system represented as in (2.15), with starting initial guess u{t - 1). 
• Generate the cyclic displacement representation of f �一丄 using formula (1.3). 
• Update w � by w ( t + l ) 二 w � + � 丄 乂 � . 
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Algorithm 1 Algorithm 2 (PCG) 
^ ^ Update T(t): 八 � _ ^ Compute the cyclic 
A(t) representation of T � - 1 
Compute 咖 广 Update w(t + l) 
• “ “ “ ^ w ( t + l ) 
Estimation Error by w � + 
m . ^ 
e � = d ( t ) — w � *x � w � /^(t)e(t)f(t)-'x(t) 
Figure 1: Block Diagram of the FFT-based LMSN Algorithm. 
3.1 Convergence Analysis of the PCG Iterations 
In this part, we analyze the convergence rate of the preconditioned conjugate gradient method 
at each adaptive time step t. In the following, we assume that the computed solution vector 
u(t) is represented as 
i i � = u W + y ⑴ ， （3.16) 
where 
y⑷二 知 — . 
Our first Theorem gives the perturbation f � — i of T � — i when the computed solution vector 
u(t) is used to construct T � - � 
Theorem 1 . Let u{t) be given by (3.16) and define the error matrix E{t) by 
E⑴二 f ⑷—1 一 T⑴-1 (3.17) 
at time step t. Then E(t) is Hermitian and, moreover, i / | | y � I I 2 � � II2 < 1，then 
_丨丨2 <- i S l i l ； h 肩 2 + 8 聊 ) - i | 丨 2 + f 1 , (3.18) 
where K2{T{t)) is the spectral condition number ofT{t). 
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The proof of Theorem 1 can be found in the Appendix. As T � — i is positive definite, it 
follows from Theorem 1 that if E{t) is sufficiently small then f { t ) -^ is also positive definite. 
We note from (3.18) that the error matrix E(t�depends on ||y(0||2, and the maximum and 
minimum eigenvalues of T{t). Thus the sensitivity of the £2 norm of the error matrix E{t) is 
initially determined by the conditioning of T{t). 
As we deal with signal data samples from random input signal processes, the convergence 
rate is considered in a probabilistic way, which is quite different from the deterministic case. 
We first make the following assumption on the input signal processes so that the results of the 
convergence rate can be derived. 
Assumption (A): Assume that there exist constants Ci independent of t such that 
(Al) S (x{t)x{t - \ < Ci, = —1. 
(A2) Var (x{t)x{t - k]) < C2, A; 二 0 ,1 , . . . , — 1. 
(A3) \\T{t)\\2<nC3 and ||T(i)-^ ||2 < C4. 
Here are some remarks on the assumptions when the input signal processes under consider-
ation are wide sense stationary. Autoregressive processes (AR), moving-average processes (MA) 
and autoregressive and moving-average processes (ARMA) are commonly used wide sense sta-
tionary input processes in many signal processing applications [12, pp. 96-113 . 
1. The assumption (Al) is often true for a stationary input signal process. In the stationary 
environment, the autocorrelation function of the input process is given by 
S {x{t)x{t - k)) = _ + = (3.19) 
where f3 and n are the mean and the k-th lag autocovariance of the stationary input 
process, see Haykin [12, p. 82]. As |r,| is always less than the variance r � o f the input 
process, the constant Ci in (Al) can be set to be |/5p+ro depending on the input statuary 
process. 
2. The variance of x{t)x{t - k) is given by 
Var = ^ {x{t)x{t-k)x{t)x{t 一 k)) — 
Assumption (A2) is satisfied when the input signal process is Gaussian process (see Haykin 
12，p. 109] for definition). The variance of x{t)x{t — k) is bounded by 
Var [x{t)x{t-k)) < 40|"|4 + 12|/3|Vo + 3rg. (3.20) 
The proof of (3.20) can be found in the Appendix. 
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3. Assumption (A3) is satisfied when the underlying spectral density function /(6>) of the 
input stationary process is positive and in the Wiener class, i.e. the autocovariances 
{n }r=-oo of the process are absolutely summable, < � . W e remark that the 
spectml density function /(6>) is always non-negative. We have the following Lemma about 
the smallest and largest eigenvalues of T(t), proved in Ng [15] when the forgetting factor 
a is equal to 1. 
Lemma 3 Let the spectral density function /(6>) of the input stationary process be in the 
Wiener class and the mean of the process be f3. Then for any given e > and ^ < 6 < I, 
there exists a positive integer N such that for n> N (where n is size ofT{t)), 
Fv{\^n{T{t))>fmin-e}>l-S and Pr {XmUm) < /max + + e} > 1 - S, 
for sufficiently large t where /min and /max are the minimum and maximum values of f {6). 
Before beginning the convergence analysis, we first denote E{Y) as the expected value of a 
random matrix Y, where the entries of E{Y) are the expected values of the elements of Y, i e 
the (i, entry of ^(Y) is given by [^(F)],,. 二 The following Lemma will be useful 
later in the analysis of the convergence rate of the method. 
Lemma 4 Let the input signal process satisfy assumption (A2). Then for any given 6 > 0，霞 
X Ai—0 _ 
Proof: By using a Lemma in Fuller [8, p. 182] and Chebyshev's inequality [8, p. 185], we obtain 
k=0 ^ ^ 
As both matrices f{t - 1) and T{t) are.Hermitian positive definite the preconditioned 
^^trirps ^f(t 一 - are similar to the matrices aT{t) ' T{t - 1) 1 [ t ) . 
； S r 二 that the cVndJtion 雅 ber of the matrix - 1)—iT � " 2 is close to 1, 
with probability 1. 
Theorem 2 Let the input signal process satisfy assumption (A). If 
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then for any given 0 < 6 < 1 - €i and 0 < S < 1, there exists an integer to, which depends upon 
n, e, 8 , a, Ci, C2, C3 and C4，such that for t > to， 
Pr^K2(aT(ty/'f(t 一 1)_1『⑷ 1/2) < 二；二} > 1 _ & 
Proof; By (3.17), the matrix f(t) can be written as follows: 
f(t) = a[ln^ T{tfl'E(t - 1)T � 1/2 + ntf!' (T[t - l ) - i — T{tr') T(tfl'] . (3.22) 
Next we estimate the £2 norm of the matrices 赠“即-1)T�丄“and m 作 { t - 1)一1 一 
T � — i ) r � 1/2 in the right hand side of (3.22). From (A3) and the hypothesis on \\E{t - 1)||2, 
the £2 norm of the matrix r � l ) r � " 2 is bounded by 61. As both T{t) and T ( i - l ) are 
Hermitian positive definite matrices, the matrix T � - l ” - is similar 
to the matrix T(t - — T(t — l))T(t — 1)—"2. Therefore it suffices to estimate the £2 
norm of T(t - l ) - i / 2 ( r � - T ( t - l))T(t —丄广丄".By (2.6), we have 
T(t - l ) - i /2 (T(t) - T(t - 1)) T{t -
= - [ 学 V t � - S ( 华 吟 ⑷ ) ] T { t — l ) - " 2 + 
r(卜 半 Vt � ) r ( 卜 
� V t / 
With 
二 2 E 1 M ^ ^ — t — j , 
k=o L \ / � 
using Lemma (4) and considering probability argument, we obtain 
By (Al), we also have 
\t J 2 i � 
Thus there exists to given by to 二 m a x { 乎 , ^ J ^ W ] , 狐 h that for t > to, then we have 
� � " 2 卯 - 1)-1 - T ( t r ' ) T i t ) ' / % < e, 
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with probability 1 - S. It follows from (3.22) that the minimum and maximum eigenvalues of 
— 1 ) - � " 2 are bounded as follows with probability 1 - S: 
a ( l - €1 - €) < —1�(01/2) 
< Amax (aT(ty/'f{t — 1)—ir � 1/2) < a ( l + 61+6) (3.23) 
Hence the theorem follows. 口 
Using Theorem 2, we can estimate the number of iterations required for convergence. We 
let s � ( t ) be the error vector given by 
S � � 二 u � - u⑷⑴， 
after the kth iteration of preconditioned conjugate gradient method is applied to solving the 
preconditioned system. As for convergence of the PCG method, we mean that | | s ( ) � 2 
is sufficiently small at the kth iteration so that the £2 norm of the error matrix satisfies 
E(t)h < ei/nCs. We remark that if \\E{t)\\2 is sufficiently small then the filter coefficients 
can be computed accurately at each time step, the PCG method will not be divergent, and the 
number of PCG iterations can be reduced. 
Lemma 5 Let the input signal process satisfy assumption (A3). For any given 61 > 0，there 
exists if > 0 such that if | | y � I I 2 < V* then \\E(t)\\2 < 巧. 
Proof: Choose 
* . r 1 I q _ l . - i -
“ 二 mm \ ^ ' V 2 4 n C i C 3 ' 48nCiC3C4' SCiClQ J nCs 
and put into the error bound E{t) as stated in Theorem 1. The result follows. 口 
In the following, we denote as the smallest positive integer k such that | | s � � lb < 
Therefore, Ar(i,r/*) is the fewest number of iterations required for the convergence of the 
PCG method'at time t. The following main Theorem gives an upper bound for N{t, 77*). 
Theorem 3 Let the input signal process satisfy assumption (A). For any given 0 < e < 1 - 61 
and{)<5 <1, there exists an integer to, which depends on n, e, 5, a, Ci, C2, C3 and CU，such 
that for t > to，if 
Nit ,*) < i log [2(1 卞 广 + 1 (3.24) 
then r^ /,� ^ 
P r { | | s ( W | | 2 “ * } > l - & 
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Proof: By using Theorem 2 and the convergence rate of the conjugate gradient iterations in [3, 
Theorem 1.12, p. 26], one can prove that if N{t, rj*) is bounded above as stated as in (3.24), we 
have ^ . 
Here ||| • ||| is the energy norm corresponding to the preconditioned matrix 
d f (力一 1)-1/2了 � —1/2, 
defined by , ~ " o 
|||v||| 二 - i)-i/2T(i)T(t - l)-i/2v. 
As the minimum and maximum eigenvalues of the preconditioned matrix are bounded as stated 
in (3.23), for any vector v , we obtain 
a{l - e i - e ) | | v | | 2 < | | | v | | | < d ( l + e i + e ) | | v | | 2 . ( 3 . 2 6 ) 
Putting (3.26) into (3.25), the result follows. 口 
Using Theorem 3, we easily note that the conjugate gradient method, when applied to the 
preconditioned system „ , 
af(t 一 l)-'T{t)u{t) = aT{t -
converges rapidly with probability 1, provided that t is sufficiently large and \\E{t - 1)||2 is 
sufficiently small. . . i • f 
We recall that in each iteration of the preconditioned conjugate iterations, the work is ot 
order O(nlogn) operations. Therefore, the work for obtaining the solution vector u � to a 
given accuracy is also of order 0{n\ogn) operations. Hence the total work of obtaining w � 
at each adaptive time step is of order only O(nlogn) operations, if the input process satisfies 
assumption (A). Finally, we remark that our LMSN algorithm is highly parallelizabk. In 
a parallel envircmment with 0(n) processors, the total work of updating the filter coefficient 
vector w � at each adaptive time step is O(logn) operations. 
4 Numerical Experiments 
In this section, some numerical experiments are performed to test the convergence rate of the 
preconditioned conjugate gradient algorithm. All the computations are done using Matlab^ In 
the numerical tests, the stopping criterion used for the preconditioned conjugate gradient (PCG) 
method is n / r o < 10"^ as stated in Algorithm 2. Moreover, in all tests, the forgetting factor is 
set to 1, for simplicity. . 
In the first set of numerical tests, we illustrate our method by using an adaptive filtermg 
model problem from [7]. Figure 2 shows the block diagram of the adaptive filtering simulation 
model The common input to the unknown (reference) system and adaptive filter is a MA(16) 
input process that is obtained by passing a Gaussian white noise with unity variance through a 
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n{t) 
d{t)人 
• Unknown System 
o — @ 
X � O Adaptive Filter {wk{t)}ii^ - -
o � 
I ^ FFT-based LMSN Algorithm 
Figure 2: Adaptive Filtering Simulation Model 
h(U 二 —0 024476535 M5、二 0.024523262 h(9) 二 -0.005495879 "(13) = 0.224112905 
^ 0 - - n 1 9 9 1 h ( e . ) 二 —O.QSlgggg" hilO) = -0.055246398 hjU) 二 0 . 0 1 5 0 7 9 9 7 5 
/i 3 二 0 1 3 3 0 0 7 7 4 1 h ( 7 � 二 -0.024950762 hjll) 二 -0.017690268 hjl^) 二 一0.475178548 
h\4) = -0.050216528 "(8) 二 0.096703820 M12) 二 -0.058418098 /i(16) = 0.409890873 
Table 1: The impulse responses of the FIR filter with h(k) 二 h(32 - k + 1) used for generation 
of the input signal process. 
FIR filter whose impulse responses is given in Table 1. The unknown (reference) ^system ^s^an 
14-th order FIR system with transfer function r ( z ) given h y P ( z ) = l + 4z - z + 0.2z + 
0 u - 1 3 Different levels of variances of the Gaussian white noise {n{t)} are used to test the 
performance of the F F T - b a s e d LMSN algorithm. The length n of the adaptive filter is selected 
to be 16. _ . - . , , 
As for the comparison, T . Chan circulant preconditioners [6] are used in the tests. Figure 
3 shows the condition numbers of different preconditioned matrices for one realization of input 
signal We note that the condition numbers of our preconditioned systems are near to 1 when t 
is large enough Figure 4 shows the average number of iterations of the preconditioned system 
at each step, averaged over 100 independent runs of the algorithm for different levels of Gaussian 
noise (variances of noise = 0.01 and 0.1) added into the adaptive systems. We remark that for 
different levels of noise, the Toeplitz systems T( t )u ( t ) = e几 are the same. We see from the 
rmmerical results that the conjugate gradient method for our preconditioned systems converges 
faster than that of the circulant-preconditioned systems and non-preconditioned systems. 
Figures 5 - 6 show the corresponding ensemble-averaged learning curves of these adaptive 
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I non-preconditioned matrices 
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.1 III I I J our preconditioned matrices 
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Figure 3: Condition Numbers of Different Preconditioned Matrices. 
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Figure 4: Numbers of Iterations for Convergence at Each Time Step with n = 16. 
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n = 16，variance of noise = 0.01’ step size = 0.025 
102 1 1 1 1 . 1 ‘― 1 r ‘ = 
- _ 
； -----FFT-based LMSN Algorithm -
IQi I ..... LMS Algorithm 三 
g I ： 
i 1 _ 
§ - \ • • 鶴 〜 . 
10-” I . -
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Figure 5: Learning Curves of the FFT-based LMSN and LMS Algorithms. 
filtering models. As for the comparison, the learning curves of the LMS algorithms are presented 
together in Figures 5 -6 . We used the same step size 0.025 (arbitrarily chosen) for the FFT-based 
LMSN and LMS algorithms. From the numerical results of the FFT-based LMSN algorithm, the 
mean squared error (estimation error e(t)) decreases rapidly to a steady-state value of the average 
squared error. Also the decrease of mean squared error using FFT-based LMSN algorithm is 
faster than that by using the LMS algorithm. , ^ . , 
For the second set of simulations, we consider a non-Gaussian input process and desired 
responses. We consider the channel equalization problem as shown as in Figure 7, see [7] and 
[12 p 342] The random sequence {a{t)} applied to the channel input is in polar form, with 
a(t) = ± 1 with equal probability. The impulse responses of the channel are given in Table 2 A 
Gaussian white noise {n{t)} is added to the output of the channel. The channel input {a{t)} is 
delayed by 15 samples to provide the desired responses for the equalizer. 
Figure 8 shows the condition number of different preconditioned matrices for one realization 
of input signal. We note that the condition numbers of our preconditioned systems are near to 1 
when t is sufficiently large. Figure 9 shows the average number of iterations of our preconditioned 
system, circulant-preconditioned system and non-preconditioned system at each step, averaged 
over 100 independent runs of the algorithm. The preconditioned conjugate gradient method 
with our FFT-based preconditioners converges faster than the others at each step. Figure lU 
also shows the ensemble-averaged learning curves of the FFT-based LMSN and LMS algorithms 
where the variance of noise is 0.01. The step size (arbitrarily chosen) used in two algorithms is 
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n = 16，variance of noise = 0.1，step size = 0.025 
102 , , 1 1 r- 1 1 ‘ E 
——FFT-based LMSN Algorithm -
I 101 fe …•• LMS Algorithm , 
i l l�.�__mmmmmd 
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Figure 6: Learning Curves of the FFT-based LMSN and LMS Algorithms. 
a[t - 15) 
Delay 
a{t) o Channel with Noise n{t) 
~ ~ O — @ 
Equalizer { w k { t ) } l t i 
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FFT-based LMSN Algorithm 
Figure 7: The Equalization Problem used for Simulation. 
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" � = 0 . 0 0 6 6 I " (5 ) = 0.3605 h(9) = -0 .2270 h(13) = —0.015"^ 
h�=0.0262- /i(6) 二 0 . 6 7 6 F ~ h{lO) = 0.1048 TjlA) 二 0.0083 
- " ( 3 ) = 0.1919" h(7) 二 —0.2620 h ( l l ) 二 —0.0509 h(15} = -0 .0331 
h(4) = 0.2867 " (8 ) 二 0.3977 " “ 2 ) 二 0.0278 h(16) 二 0.0005 
Table 2: The Impulse Responses of the Channel. 
0.01. We note from the numerical results that the decrease of the of mean squared error using 
the FFT-based LMSN algorithm is faster than that by using the LMS algorithm. 
5 Concluding Remarks 
In this paper, we have proposed a new FFT-based LSMN algorithm. Preliminary numerical 
results show that the performance of the algorithm is good in the sense of reasonable complexity 
and convergence. Also, the complexity of the algorithm is only O ( n l o g n ) operations per each 
adaptive time step and the algorithm itself is highly parallelizable. These attractive features 
could lead to the use of the algorithm in diverse adaptive filtering applications. We remark that 
the FFT-based LMSN algorithm can be adapted to handle 2 - D signal processing applications, 
for example 2 - D linear prediction, multichannel filtering and spectrum analysis, as in [18]. The 
results for 1 - D signal processing applications thus far look promising, and we intend to test a 
2 - D FFT-based LMSN algorithm in the next phase of our work. 
6 Appendix 
Proof of Theorem 1 : We first let Bi (t) and B2 (t) be the circulant and skew-circulant matrices 
respectively. Their first rows are given by 
[以 n - lW,权 n-2 ⑷ 硕 ] a n d [ 以 n - l W , - 〜 - 2 ⑴ ， . . . ， - 以 。 ⑴ ] 
respectively where u � is the actual solution vector of the linear system T(t)u(t) 二 e^. It follows 
torn Lemma 2 that �召丄⑴* + 热 ⑴ * 历 ⑴ is a Hermitian matrix. By (3.16), we obtain 
⑴二 ⑴ + 所 ⑴ and B2(t) = B2(t)-hF2(t). 
Therefore, the matrix Fi ( t ) is the circulant matrix with first row given by 
and F2(t) is the skew-circulant matrix with first row given by 
bM—1 ⑴ , . … ， 一 ( 6 . 2 8 ) 
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Figure 8: Condition Numbers of Different Preconditioned Matrices. 
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Figure 9: Numbers of Iterations for Convergence at Each Time Step with n 二 16. 
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Figure 10: Learning Curves of the FFT-based LMSN and LMS Algorithms. 
It follows that the error matrix E{t) is equal to 
_ = — + + � �] 
二 i i -1 few^iw*+MtyMt) - B2{t)B,{tr+B,{trB,{t) 
— 2 k — i W + yn-iWJ L 
_ _ _ 1 _ _ _ - - mt)B^(tr+B,{trB,{t)] 
2 [Un-l ⑴ + Vn-l � 从n-1 � 
二 1 [ i -1 [ 爲 ⑴ 氣 ⑴ * + M t y M t ) - B2{t)B,{tr - B2{trB,{t) 
2 h “ � � J L 
1 1 I ] T { t ) - \ (6.29) 
2 k 一 1 � 1 � U n - l � j 
Here we recall that T { t ) - ' = B,{t)B^{tY + B,{tYB,[t). From u � 二 糊-、,观 get 
Un-lW 二 IT(Xrl]n，n. 
As the diagonal elements of T { t ) - ' are always greater than or equal to p ^ , we have 
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Therefore, the £2 norm of the second term of the right hand side in (6.29) is given by 
1 1 L _ 1 T(t ) - ' < 丨_丨丨2 托2 剛 (6.30) 
2 k - i � + 2M-1 � - 以 n - i W J “ 2 - 2[1 - l l yWIbrwIb] 
As for the first term of right hand side in (6.29), we first rewrite it as follows: 
良 ⑴ 氣 ⑷ *+启2 � * 启1 � - B 2 { t ) B , { t r - B2{trB,{t) 
二 —B2{t)Mtr+B2{t)Mtr — B^mM+启2�*启i�* - 召 2 � + 
=E2{t)Bi{ty + B2{t)Ei{t) + E2{tyBi{t) + B2{tyEi{t) 
二 E2{t)B,{ty - E2{t)Bi{tr + E2{t)Bi{tr + B2{t)E,{t) + 丑2(0*^ 1 ⑷ 一 糊 糊 + 
E2(t)Biit) + B2(trEi(t) 
= 丑 2 ⑴ 五 1 � * + 五 2 � � * + ⑴ 丑 1 � + 丑 2 � * 私 ⑷ + E2it)B^(t) + � * 丑 1 ( 0 
We see from (6.27) and (6.28) that 
\\E2{t)Ei{tr\\2 < ⑴ I M I ^ M O I b < 4 | | y W l l i | | y ⑴ 1 1 1 < 4 | | y W I I ? 
and 
\\B2{t)Ei{tyh < II战⑷Ibll丑1 � * l l 2 < 4||uWI|i||yWlli 
二 4 | | T � - l e j i l l y � 1 1 1 < 4 剛 - i | M | y � l l i . 
We can establish similar results for the matrices � * 丑 i W , 五 2 � � * , � * 丑 i W and 
E2{t)Bi{t). Thus we obtain 
II应2⑴氣⑴* + m r M t ) - B2{t)Bi{tr - 战 ⑴ 
< S\\y{t)\\l + 16||r�-i||i||y�111 < Sn\\y{t)\\l + Wn\\T{t)-%\\y{t)\\2. (6.31) 
Combining (6.31) and (6.30) into (6.29), the result follows. 口 
Proof of (3.20): By expanding the expression 
E [{x �—f3) {x{t-k) 及 ) — 劝, 
we can obtain 
S {x{t)x{t-k)x{t)x{t-k)) 
= S ( ( 湖 _ — 卵 兩 - 取 外 - 的 - " ) ) 一 “ � 2 
+內S ( 兩 + + " 扣 冲 ) + 外 - 明 
+2/3^ fx(t -k)x(t )x(t - k)) + ( 0 ； ⑴ - k)'^) 
[x{t)x{t - k ) - k ) + x{t- fcM卜 却 ⑴ ) 
+作[^t)x{t - k)) + fs{x{t)x{t - k)). (6.32) 
LMS-Newton Adaptive Filtering ^^ 
Similarly we can derive 
S： (^x(t - k)x{t)x(t)^ 
=S ( ( 兩 — ' ^ ) { x { t ) - f3){x{t-k) - + 0 - _ {x{t-k)+^) 
-fi^E {x{t)) + 批{x{t-k)x{t -k)+ '^x{t)) + f3x{t-k)x{t). (6.33) 
As {x{t) - is a zero-mean complex Gaussian stationary process up to the second order with 
the variances ro, we have 
S [{x{t) - ^){x{t-k) - k ) - /?)) 
=28 [{x{t) - I5){x{t - k ) < 2rl (6.34) 
and S { { W ^ -歹)(^I^y — ^  (冗(i 一 ^  - 二 0, (6.35) 
see Haykin [12, pp. 110-111], Also we have 
S {x{t)x{t-k)) I < + ro. (6.36) 
Combining (6.32), (6.33), (6.34), (6.35), (6.36) and (3.19) together, it follows that 
S [x{t)x{t-k)x{t)x{t 40|/3|4 + 12|/5|Vo + 3rg, 
establishing (3.20). • 
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Generalization of Strang's Preconditioner with 
Applications to Toeplitz Least Squares Problems 
Abstract 
In this paper, we propose a method to generalize Strang's circulant preconditioner for 
arbitrary n-hy-n matrices An- The [ f j t h column of our circulant preconditioner Sn is equal 
to the l^lth column of the given matrix Thus if An is a square Toeplitz matrix, then 
S几 is just the Strang circulant preconditioner. When Sn is not Hermitian, our circulant 
preconditioner can be defined as 邸nY". This construction is similar to the forward-
backward projection method used in constructing preconditioners for tomographic inversion 
problems in medical imaging. We show that if the matrix has decaying coefficients away 
from the main diagonal, then is a good preconditioner for Comparisons of 
our preconditioner with other circulant-based preconditioners are earned out for some 1-D 
Toeplitz least squares problems: min||6 — Ao l^h- Preliminary numerical results show that 
our preconditioner performs quite well, in comparison to other circulant preconditioners. 
Promising test results are also reported for a 2-D deconvolution problem arising m ground-
based atmospheric imaging. 
1 Introduction 
An n-hy-n matrix is called a Toeplitz matrix if its entries are constant along each diagonal, 
i.e. 
An 二 [aj,k\o<j,k<n-l 二 |_< j^-/d0Sj’A;�n_l. 
In 1986 Strang [22] addressed the question of whether iterative methods can compete with 
direct methods for solving symmetric positive definite Toeplitz systems of linear equations. The 
answer has turned out to be an unqualified yes. Strang proposed the use of circulant matrices to 
precondition Toeplitz matrices in conjugate gradient iterations. Strang's circulant preconditioner 
S is defined to be the matrix that copies the central diagonals of A , and reflects them around 
to complete the circulant. More precisely, the entries in the first column of Sn are given by 
re 1 —卜h 0 < ^ < LtJ ' (1.1) 
[从’o 二 b “ ， LtJ < ^ < 
(Here [ f j denotes the largest integer m < f . ) 
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The reason why this approach is competitive with direct methods is clear. The use of circu-
lant matrices as preconditioners for Toeplitz problems allows to use the fast Fourier transforms 
(FFTS) throughout the computations, and these FFT-based iterations are not only numerically 
efficient, but also highly parallelizable. The convergence rate of the method has been analyzed by 
Chan and Strang [7]. They proved that if the diagonals of the Toeplitz matrix are Fourier coef-
ficients of a positive function in Wiener class (i.e. is absolutely summable), 
then the spectrum of the circulant preconditioned system S'^An is clustered around 1 and the 
preconditioned conjugate gradient method converges superlinearly. More precisely, for any given 
e > 0, there exists a constant C{e) > 0 such that the error vector e^ at the gth iteration satisfies 
|||e,|||<C(6)e^ |||eo|||, (1.2) 
where \ M \ ^ (1.3) 
see Chan and Strang [7]. It follows that the preconditioned iterations converge very fast. . 
Besides Strang's initial circulant preconditioner, several other successful circulant precondi-
tioners have been proposed and analyzed, see, e.g. T. Chan [9], Huckle [16], Ku and Kuo [18], 
and Tyrtyshnikov [23]. In these papers, it has been shown that under the same assumptions 
on the Toeplitz matrices, these circulant preconditioned systems also converge superlinearly 
Among these preconditioners, we remark that the T. Chan's circulant preconditioner is defined 
for general square matrices, not necessarily of Toeplitz form. Given any general n-by-n ma-
trix An, it is defined to be the minimizer of \\Qn - A\\F over all n-by-n circulant matrices Q^ 
(Here f denotes the Frobenius norm.) Most circulant preconditioners including Strang's, 
are not defined for arbitrary matrices. Therefore, T. Chan's preconditioner is particularly useful 
in solving non-Toeplitz systems arising from the numerical solution of elliptic partial differen-
tial equations [3] and Toeplitz least squares problems arising from signal and image processing 
4, 5, 10, 21]. Convergence results for T. Chan's preconditioner have also been established for 
these problems. . , . i + 
In this paper, we propose a method to generalize the construction of Strang s circulant 
preconditioner to arbitrary n-by-n matrices A . and to employ this new circulant approximation 
in deconvolution applications in signal and image processing. The idea of constructing such 
a preconditioner is simple. Given A , , the Lfjth column of our circulant preconditioner ^ is 
equal to the 引th column of A, . Thus if A , is a square Toeplitz matrix, then Sn is just the 
Strang circulant preconditioner. When is not Hermitian, our circulant preconditioner can be 
defined as (5*5^)1/2. por matrices of low displacement rank, there exists another generalization 
of Strang's preconditioner, see Freund and Huckle [12 . 
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It turns out that the idea of constructing an approximation by selecting the central column 
of a given matrix has been considered in tomographic inversion problems in image processmg 
and has been referred to as the forward-backward projection method [11]. The approximation 
matrix is used as a preconditioner to speed up the convergence of the steepest descent method. 
One of the purposes of this paper is to analyze the convergence properties of this approximating 
matrix when used as a preconditioner in the preconditioned conjugate gradient method. We show 
that if the matrix An has decaying coefficients away from the main diagonal, then the circulant 
approximating matrix is a good preconditioner for An and hence we expect fast convergence when 
applying the preconditioned conjugate gradient method to solve these problems. Numerical tests 
are given to illustrate fast convergence. 
The outline of the paper is as follows. In §2, we define our generalized Strang preconditioner 
and discuss it in relation to the forward-backward projection method [11]. We also mention 
some of the standard results on circulant preconditioned Toeplitz systems. In §3, we study 
some applications of our generalized Strang circulant preconditioner to Toeplitz least squares 
problems and deconvolution problems, and analyze the convergence rate of the preconditioned 
systems for these applications. In §4, some numerical results are reported, including comparisons 
with the block-based and displacement-based preconditioning schemes suggested in [4, 6]. Test 
results are also reported for a 2-D Toeplitz least squares deconvolution problem arising from 
ground-based atmospheric imaging, which is also considered in [19, 20] using an inverse Toeplitz 
preconditioner. 
2 Generalized Strang Preconditioner 
In the convergence analysis of circulant preconditioned conjugate iterations for Toeplitz systems, 
one often considers Toeplitz matrices A . that are generated by a fixed function. More precisely, 
we assume that there is a function f given by 
f{e)= £ ake-认e, V^G[0,27r] 
k= — oo 
such that the n-hy-n Toeplitz matrices 人 under consideration have their diagonals given by 
{ ^ . p - i 1. The eigenvalues in the spectrum of An are closely related to the functional values 
of'itsgentr'ating function / , as indicated in the following theorem. 
Lemma 1 (Grenander and Szego [14]) Let / ⑷ G 27r] be real-valued and the generating 
function of the sequence of square Toeplitz matrices A. . Then the spectra of A . are umformly 
bounded in the interval [ / i n f , / s u p ] where / i n f and f 卿 蒙 the essential infimum and supremum 
of f{0) respectively. 
Given a Toeplitz matrix A . with diagonals { a , } 口 州 , i t s Strang c i r c u l a n t preconditioner 
S几 is defined as in (1.1). We note that the spectrum of Sn is also closely related to / . in tact, 
we have = ^ a 严 丨 0 < ^ < n - 1, (2.4) 
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see for instance Chan and Yeung [8]. For a general non-Toeplitz matrix A^ 二 [aj,kl we define 
its generalized Strang circulant preconditioner Sn as 
i.e., the [ f j t h column of Sn is given by the [ f j th column of A^. Note that if is Toeplitz, 
then this definition coincides with that in (1.1). In general Sn constructed from this scheme 
will not be Hermitian even if An is Hermitian. In this case, we define the generalized Strang 
preconditioner as 
We remark that our idea of constructing the generalized Strang circulant preconditioner is 
the same as the forward-backward projection method discussed in [11] for image reconstruction. 
That method tries to estimate the point spread function involving a given, but not necessarily 
Toeplitz, matrix An by forward projecting and backprojecting a one-pixel point source located 
at the center of the field-of-view. In matrix terms, the approximate point spread function is 
just equal to the [ f j th column of An. The circulant matrix thus obtained was used in [11] 
as a preconditioner in the steepest descent method to speed up the convergence rate. In this 
paper, we analyze and apply this circulant matrix as a preconditioner for the conjugate gradient 
method. 
3 Applications and Convergence Analysis 
In this section, we study the convergence of our preconditioner for general deconvolution problems 
and Toeplitz least squares problems. For such problems, one seeks the solution of a least squares 
problem 
min 丨丨2, (3.5) 
X 
in which A is either a rectangular column circulant matrix or a rectangular Toeplitz matrix 
These Toeplitz least squares problems occur in a variety of applications especially in signal 
processing [13，21] and image processing for the 2-D block Toeplitz case [4, 10, 17, 19]. 
3.1 Deconvolution Problems 
We start with the 1-dimensional deconvolution problem. Consider the convolution of a 1 -
dimensional discrete signal of length n with a convolution vector h of the form 
[/l—饥+l,/i-m+2, •••，"(）,•••, . 
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The resulting vector b is of length 2m + n - 2, and the convolution operation can be expressed 
in matrix notation as b 二 where Hm,n is a column circulant matrix of the form 
/ m + l 0 \ 
h-rn+2 ^-m+1 
• • • 
• • • 
Jiq • • ^―m+1 
H — : .. : . (3-6) 
上 丄 — • 
hm-2 • • 
hm-l • • • 
hm-1 • • 
• • 
« « 
\ 0 hm-l J 
In applications such as signal restoration, the observed signal b and the discrete point spread 
function h (essentially any column of Hm,n) are known, or can be estimated. The aim is to 
compute a; This is known as discrete deconvolution. Continuous deconvolution can be modeled 
as an integral equation of the first kind (an ill-posed inverse problem [15]). It is well-known that 
deconvolution algorithms can be extremely sensitive to noise [15, 17]. Since any realistic signal 
processing problem involves noise, there is a need to incorporate some form of regularization to 
stabilize the computations. The Tikhonov regularization is probably the best known method for 
regularizing ill-posed problems [15]. In matrix terms, Tikhonov regularization often amounts to 
solving the least squares problem 
. ( b \ ( H^^ n \ (3.7) 
mm r 2， 
where f, is the regularization parameter that depends on the noise level and In is the identity 
matrix. The solution x of (3.7) can be obtained by solving the normal equations 
We employ the preconditioned conjugate gradient method with generalized Strang circulant 
preconditioner defined in §2 to solve the normal equations (3.8), and study the convergence 
rate of the method. Since Hm,n is a column circulant matrix, the normal equations matrix 
J^ + H: ^Hm,n is a Toeplitz matrix. Hence its generalized Strang preconditioner bn is the 
same as the Strang preconditioner. 
To consider convergence of our general scheme, we assume that the sequence is 
absolutely summable, i.e. � 
Y ^ < M < oo. (3.9) 
j=-oo 
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Associate with the sequence the function g defined by 
g{e)= f^ hje-研,V6>G [0,27r]. 
j=-oo 
Note that ^ is a function in the Wiener class . Hence gg is also a function in the Wiener class 
and is given by 
9m = m\'= f ： tje-砂, 
j = — O O 
where ^ 
tj= [khk+” j 二 0 ,1 ,2 , . . . . (3.10) 
—oo 
Here t] 二 t-j. Let us denote the n-by-rz Toeplitz matrix generated by gg by Tn (i.e. Tn.has 
diagonals { t j } 二 i + i ) , and the corresponding Strang preconditioner of fi^In + Tn by Wn- Since 
the generatingfunction of m'Iu + is fj" + \g{9)\' which is positive and in the Wiener class, 
we can state a clustering results for the preconditioner Wn-
Lemma 2 (Chan [2, Corollary 1]) For any given e > 0，there exist positive integers Ni and 
N2 such that for all n > Ph, one can write fJ^In + Tn-Wn = Rn + Ln，with ||丑』2 < ^ — 
rank L < N2, Moreover, the smallest eigenvalue ofWn is uniformly bounded away from zero. 
In particular, the spectrum of the preconditioned matrix {fi'ln + Tn) is clustered around L 
Now we are going to establish the same result for Sn, when it is used to precondition 扎 + 
H:几H讯 We note by direct verification that the diagonals dj of H^^^^Hm.n are given by 
m-l-j 
dj 二 Yu 0 < i < n - 1 (3.11) 
k=—m-\-l 
with d—j 二 Thus a generating function of 丑二’几丑m，n is given by 
where D m ^ 9 is the convolution of g with the Dirichlet kernel, i.e. 
271" W —1 




Note that if /^饥三 0 for |m| > (3, i.e. 肌’，has a fixed band-width 久 then by (3.12), 
A n * 分二双 for all m> f3. Hence for all m > ！！：^’具’几 二 T仇 and Sn 二 队 . W e are 
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now going to show that when the sequence does not have a fixed band-width, but is 
absolutely summable, then 丑;丑m，n and its generalized Strang preconditioner Sn are close to 
Tn and respectively, in the 2-norm. 
Lemma 3 Let the sequence be absolutely summable. Then for m>n, 
lim - Tn\\2 = 0-
n—^oo ‘ 
Proof: Note that by Lemma 1, for m>n, 
< 11 (An * 分 ) _ 颇11 � 
< \\{Dm^ g) { {Dni^g) -9 ) + { D n ' ^ g - 9)9\I oo. 
Since g is in the Wiener class, Dni^g converges to g uniformly. Hence the last term in the above 
equality will tend to 0 as n tends to infinity. 
Lemma 4 Let the sequence be absolutely summable. Then for m>n, 
lim \\Wn — Sn\\2 二 0. 
n—¥oo 
Proof: Since Sn and Wn are both Strang circulant preconditioners, their eigenvalues are given 
by 
A,(幻二 X： d 严 卜 and A “ M y 二 E 、 严 , 
| i | < L n / 2 j 丨化刚 
see (2.4). Therefore 
^ |i|<Ln/2j I 化 刚 
However, by (3.10) and (3.11), we have 
ll^n-VTnlU < E \ E \hkhk+j\+T.\hkhk-j\\ 
| j | S | _ ^ / 2 � k > m ) 
o o 




Where the last inequality follows from (3.9). As oo is absolutely summable, the last 
summation tends to 0 as n tends to infinity. 
Combining Lemmas 2 to 4, we have the following theorem. 
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Theorem 1 Let the sequence {h滞—⑴ be absolutely summable. Then for any given e > 0， 
there exist positive integers Ni and N2, such that for all m > n > Ni, at most N2 eigenvalues 
of the matrix + 丑；;，n丑爪,n) — h have absolute values larger than e. 
Proof: We note that 
fi'ln +『饥,具，几-S 几二 { ( " 2 / , + T.) - W J + 、 『 饥 - ^n} + { W , - ^n}-
By Lemmas 2 to 4, we see that fi'ln + 丑;^ ’n丑爪，n — Sn can be written as the sum of a low 
rank matrix and a matrix of small norm for n sufficiently large. Moreover, since the ^mallest 
eigenvalue of Wn is also uniformly bounded away from zero and limn彿\\Sn - WnlU = 0, the 
smallest eigenvalue of Sn is also uniformly bounded away from zero for sufficiently large n. Thus 
we see that S'^ii^In + 丑;;丑m，n) — h can also be written as the sum of a low rank matrix 
and a matrix of small norm for n sufficiently large. 
It follows from Theorem 1 that the conjugate gradient method, when applied to the precon-
ditioned system + H：^  nHm,n), converges superlinearly (see Chan and Strang [7].) 
In practical applications such as signal restoration, the most significant information ot re-
garding the discrete point spread function is often confined to values in the convolution vector h 
near ho [17]. Moreover, the magnitudes of the h\k\ decrease significantly as k increases. Figure 1 
shows a particular example of a 1-dimensional discrete point spread function in signal restora-
tion with a Gaussian form [17]. When the rate of decrease of h\k\ is known, we can get a more 
precise bound on the convergence rate of our method than (1.2) in terms of the rate of decay ot 
the numbers h\k\. 
Theorem 2 If 
< fc 二 0,士 1,±2,..., (3.13) 
for some constants i >0 and C, then for sufficiently large n, then the error vector e, at the qth 
iteration in exact arithmetic satisfies 
Gq 
丨卜g ^ ( ( g— 1)!产如， 
where C is a constant depending on and £ only and ||| . ||| is defined in (1.3). 
Proof: By (3.13), the function g associated with is a (£ + l)-times difFerentiable 
function. It implies that gg is also a (€+ l)-times differentiable function. It follows that the rate 
of decrease of in (3.10) is given by 
The remaining part of the proof is similar to that in Theorem 3 of Chan [2] and therefore is 
omitted. 
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k Figure 1: Example of a discrete 1-D Gaussian blur point spread function h 
Next we consider 2-dimensional deconvolution problems. In this case, one is still concerned 
with solving a least squares problem as in (3.5). Here, the matrix A is a block column circulant 
matrix with column circulant blocks. More precisely, 
/ ^(-^+1) 0 \ 
• • • 
•  •. •. 
4(0) ... 糾） 
... : (3.14) 
2) . . . 
A(饥-1) •.. 4(0) 
... 
• • • • 
V 0 1) / 
with each subblock 4 � being a 2m + n — 2-by-n matrix of the form given by (3.6) We note 
that A* A will be a n-block-by n-block block Toeplitz matrix with n-by-n Toeplitz blocks. The 
2-dimensional deconvolution problem has n" unknowns since A has n" columns. 
The generalized Strang circulant preconditioner S for A*A is related to the level-2 Strang 
c i r c u l a n t preconditioner proposed by T. Chan and Olkin [10]. For block Toeplitz matrices with 
Toeplitz blocks that are generated by a fixed generating function, the convergence rate of the 
method has been discussed in [5, Theorem 3]. Here however, in contrast to the 1-D case the 
block Toeplitz matrices with Toeplitz blocks A*A do not have a fixed generating function - their 
diagonals vary with n. However, if we assume that the diagonals of A are absolutely summable, 
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i.e., ||A||i < M < oo, then the same arguments used in 1-D case can also give us the same 
convergence result (cf, [5，Theorem 3]). 
Theorem 3 Consider the 2-D deconvolution problem with r? unknowns. For A given in (3.14), 
suppose P i l l < M < oo. Then for any given e > 0，there exists a positive integer N, such that 
for all n > N ,—at most 0{n) eigenvalues of S'^fx'^I + A* A) - I have absolute values larger than 
e. 
We note that the ground-based atmospheric imaging problem considered in §4 satisfies the 
conditions of Theorem 3. 
3.2 Toeplitz Least Squares Problems 
For simplicity, we first consider pre-windowed Toeplitz least squares problems [13]. The general 
Toeplitz least squares problems will be discussed later. For pre-windowed Toeplitz least squares 
problems, the Toeplitz matrices Am,n are given by 
/ ao 0 . . . 0 � 
ai ao • 
； 0 
Am,n 二 f^m-n 
. • 參 • 
• . . • 
. • • • 
• • • • 
\ am-1 CLm-n J 
with m > n and full column rank n. The solution of these least squares problem \\b - AmM\2 
can be found by solving the normal equations 
Since A nis not column circulant, the normal equations matrix is non-Toeplitz. We 
employ the generalized Strang preconditioner for the normal equations matrix and 
solve the preconditioned systems 
Here Sn is a circulant matrix with its Lf Jth column given by 
Since Am,n is lower-triangular, we can write 
《 人 n = K,nBm,n - KU^. (3.15) 
where Un is the n-by-n upper triangular Toeplitz matrix with its first row given by 
0, tt饥一 1, flm—2, . . ., (hn—u+l. 
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and Bm,n is the (m + n)-hy-n column circulant matrix obtained by stacking Am,n on top of Un. 
By (3.15), we see that Sn is the difference of two circulant matrices, 
=处 ) -悲） （3.16) 
where the [ f j th columns of ^！” and sii^ are given by 
•e:，nBm，neu�and KUney^^ 
respectively. We note that S^i) is Hermitian and sl?^ is in general not. 
Since Bm,n is column circulant, we can use the results in §3.1 to study the approximation 
properties of S^i). For this, we associate the (j, A;)th entries aj—k of 4饥，n with the function 
/ ⑷ 二 认没 
k=o 
defined on [0,27r]. We will assume that / is a function in the Wiener class (i.e. the sequence 
{ak}tLo is absolutely summable) and has no zero on [0,2兀].Then using arguments similar to 
that iTsed in Lemmas 3, 4 and Theorem 1, we have the following Lemma. 
Lemma 5 Let f be in the Wiener class. Then for any given e > 0，there ex^t positive integers 
Ni and N2, such that for all m > n > Ni, one can write BknBm,n - Sn 二丑n + Ln, with 
| i ? � 2 < e and rank Ln < U moreover f has no zeros on [0’27r]，then the spectra of Sn 
and of its inverse are uniformly bounded for all large n. 
Thus for large n, B ： ^ , 具 , n - 欢 ） i s the sum of a small norm matrix and a low rank matrix. 
Next we show that Un is a sum of a low rank matrix and small norm matrix and Sn is also 
small norm matrix for large n. 
Lemma 6 Let f be in the Wiener class. Then for any given e > 0，there exists integer Ni > 0， 
such that for n > Ni, 
U*Un = Rn + Ln, 
with \\Rn\\2 < ( and rank Ln < Moreover, we have 
lim 115^ 2)112 = 0. 
n-^oo 
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and also for any given e > 0, there exists a positive integer Ni such that 
� e 
丨 - M -
k=Ni 
For n > ATi, we partition Un as Ln + Rn, where the first { n - N i ) columns of Ln are zero vectors 
and the last Ni columns of K are given by the last Ni columns of Un. Clearly L^ is matrix ot 
rank Ni and ^ 
m-l m-l g 
ll^nlll < E ^ E ^ M-
j=m-n+l-\-Ni j=Ni+l 
Thus ~ � ~ 
irjJn 二 [In + RnT{Ln + Rn) = ^n + Rn. 
where … 
rank L , = rank {L:Rn + KLn + L^Ln) < 2Ni 
and ~ ~ e 
WRnh < WKRnh < 




/ m-l \ 2 
< M ^ M 
< 
Using the above two lemmas, we can show that {S:SnY丨]is close to s i ). 
Lemma 7 Let f be a function in the Wiener class with no zeros on [0,2兀].Then 
lim IK 饭 " 2 - 视 二 0. n—oo . 
In particular, the spectra of {S^SnY'^ and of its inverse are uniformly bounded. 
Proof: We first note t h a t � 此 ) ， 论 ） a n d are all circulant matrices and hence can 
be diagonalized by the same Fourier matrix. For simplicity, let us denote their eigenvalues by 
入fc, 41),入if) and Afc respectively. By (3.16), Xk can be expressed as 
Genercilizcition of Strang's Preconditioner with Applications 99 
Hence ‘ � , , 
— ( A � 2 二 _ (Ai^ ))^  = — 
where Re(.) denotes the real part of a complex number. By Lemmas 5 and 6, we know that 
as n tends to infinity,入^丄）are uniformly bounded while |入^^ )| will tend to zero uniformly. In 
particular, we have 
lim max | X | - ( A � 2 | 二 um max ^ lA^ ^^ P - | = 0. n-^ oo 0</!;<n-l n-^oo o<k<n-l 
Since A i^) are uniformly bounded, this implies that Xk are also uniformly bounded and hence 
~ ⑴ 
lim max -入^ | 二 0. 
n—oo 0<k<n-l 
Combining the last three lemmas, we can easily prove that the preconditioned matrices have 
clustered spectra. 
Theorem 4 Let f be a function in the Wiener class and has no zeros on [0,2兀].Then for 
any given e > 0，there exist positive integers Ni and N] such that for all n > Nu at most N2 
eigenvalues of 丄/？乂；；’打^ ’^几 have absolute values larger than e. 
Proof: We note that 
( 《 幻 1/2 _ A：；,.A.,. 二 { ( � S n ) " 2 - 41) } + { 处 ) - + KUn. 
Combining the results in Lemmas 5, 6 and 7, we thus see that [SlSnY''^ 一 ^ be 
written in a sum of a small norm matrix and a low rank matrix. The result now follows by 
noting that�S:SnY•”] is uniformly invertible and 
From Theorem 4 we have the desired clustering result. It can also be shown, in a manner 
similar to the derivation in §4 of [4], that if the condition number of is of 7 > 0, 
then the conjugate gradient method converges in at most 0(7logn + 1) steps. Since each 
iteration requires O(mlogn) operations using the FFT, it follows that the tota complexity of 
the algorithm is only 0(7mlog2 n + mlogn). When 7 = 0，i.e., ^(A^ ) 二 0(1) the number 
of iterations required for convergence is ofO(l) . Hence the complexity of the algorithm reduces 
to 0(mlogn), for sufficiently large n. In contrast, the method converges just linearly for the 
non -p recond i t ioned case, as is illustrated by numerical examples in the next section. 
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Finally we consider the general Toeplitz least squares problems. In this case, the rectangular 
Toeplitz matrices Am,n are given by 
/ tto a_i . . . a-n+i \ 
ai ao .. • 
: •.. a—1 
Am,n = a-m-n . 
• . . • 
\ dm-l 0"m-n / 
We remark that in the pre-windowed case the entries [Am,n]j,k for j <k are assumed to be zero. 
Similar to (3.15), we have 
= B*饥,具,n _ U:Un — 
where K is the n-by-n lower triangular Toeplitz matrix with its first column given by 
-|T 
0, • • • ? . 
and Bm,n is the (m + 2n)-by-n column circulant matrix given by 
I ^ ^ � 
\ Un ) 
Thus instead of (3.16), we have 
Sn 二处)-处)-处） 
where the ？ th columns of si^ ^ and s f ) are given by 
L 2 -
t^；：队 ^ L 到 and 
respectively. In order to prove convergence, we assume similar to the pre-windowed case that 
the function oo 
m = E - k e - 认 e 
k= — oo 
defined on [0,2d is in the Wiener class and has no zero on [0,27r]. Then by using similar 
arguments as in Lemma 6, we can prove that for sufficiently large n, V^K is a sum of a low 
rank matrix and a small norm matrix, and that is small. Therefore the conclusion of 
Lemma 7 still holds and hence the preconditioned matrices ( � S , ) — 丄 “ ^ ’ 打 ^ ’ 打 will still have 
clustered spectra around 1. Accordingly, the preconditioned conjugate gradient method with 
the generalized Strang preconditioner will also be an efficient algorithm for solving Toeplitz least 
squares equations. 
Genercilizcition of Strang's Preconditioner with Applications 101 
Table 1: Numbers of iterations for Examples 1 and 2 when m = n 
Example 1 a = 2 Q^  = 1.1 
n no gens disp part no gens disp part 
17 9 5 5 5 1 0 7 5 ^ 
33 13 4 5 5 17 6 5 5 
65 16 4 5 5 28 6 5 5 
129 20 4 5 5 42 5 5 5 
257 22 5 5 5 57 5 5 5 
Example 2 a = 2 Q^  = 1.1 
n no gens disp parF no gens disp part 
孫 1 7 5 5 5 7 6 
129 20 5 5 5 43 6 6 6 
257 22 5 5 5 56 6 6 6 
4 Numerical Results 
In this section the effectiveness of our preconditioner is illustrated by some numerical examples. 
For each of the 1-D examples we use the vector of all ones as the right hand side and the 
zero vector as the initial guess. The stopping criteria is �|b/||以(。）||2 < lO—? where 权⑴ is 
the normal equations residual after j iterations. We conclude with a 2-D problem arising m 
ground-base astronomical imaging. All computations were performed using Matlab. In the tirst 
two test examples, we consider column circulant matrices H ， a s in (3.6) with entries given by 
{hk}r=-oo that satisfy the conditions of Theorem 1. We note that in Example 2, the bandwidth 
of the column circulant matrices is set to 63. 
Example 1. 二 + 1)", /c 二 0, 土1，士2,.... 
Example 2. hk 二 • + 1广，k 二 0, 士 1, ± 2 , . . . 土 31. 
In Table 1 we present the number of iterations needed for convergence when using the 
preconditioned' conjugate gradient method with no preconditioner, our generalized Strang pre-
conditioner, the displacement preconditioner as defined in [6], and the preconditioner based on 
partitioning rectangular Toeplitz matrices as defined in [4]. We denote these by no , gens , 
"disp" and "part" respectively. . i + + t 
Next in Examples 3-5, we consider matrices A^,^ that are not column circulant but Toeplitz. 
Hence the normal equations matrices are not Toeplitz, and therefore the original Strang pre-
conditioner is not defined. Here we will use the generalized Strang preconditioner and compare 
it with the other circulant preconditioners. We denote the entries of the first columns and the 
first rows of the matrices ‘，, by c(.) and r(.) respectively. We remark that the matrices m 
Examples 3 and 4 are pre-windowed Toeplitz matrices while the matrices m Example 5 are 
general Toeplitz matrices. The convergence results are listed in Tables 2 and 3. 
.102 M. Ng 
Table 2: Numbers of iterations for Examples 3, 4 and 5 when m 二 n. 
Example 3 Example 4 Example 5 
no gens disp parF no gens disp part" no gens disp part 
~ T 7 1 5 6 6 6 12 7 6 ^ 14 9 10 8 
33 22 6 6 6 17 7 6 7 29 6 14 10 
65 30 6 7 6 21 7 7 7 56 6 11 9 
129 31 6 7 7 25 7 7 7 98 6 9 8 
257 31 6 7 7 30 7 7 7 142 6 8 7 
Table 3: Numbers of iterations for Examples 3, 4 and 5 when m = 2n. 
Example 3 Example 4 Example 5 
no gens disp part no gens disp part no gens disp part 
- 1 7 9 4 6 5 1 2 7 6 ^ 24 11 16 12 
33 15 4 6 5 17 7 6 7 46 9 17 11 
65 22 4 5 5 21 7 7 7 85 9 14 10 
129 30 4 5 5 25 7 7 7 137 9 12 9 
257 31 4 5 4 30 7 7 7 186 9 10 9 
c(k) = e—0.1 广 k = l,...,m 
Example 3. r(l) 二 c(l), 
r(k) 二 0， k = 2,...,n. 
c{k) 二 l/A^i.i, k 二 
Example 4. r⑴ 二 c(l), 
r(k) = 0, k = 2 , n . 
c(k) 二 e—o.iP, k = l,...,m 
Example 5 .八的 二 k = l,...,n. 
From Tables 1 2 and 3, we observe that the number of iterations needed for convergence 
for the preconditioned systems is essentially independent of the sizes of the matrices. These 
numerical results illustrate that the generalized Strang circulant preconditioner can significantly 
reduce the number of iterations needed for convergence. The performance of all three circulant 
preconditioners is similar for these 1-D problems. We stress, however, that the generalized 
Strang circulant preconditioner can be defined for more general matrices such as the non-
Toeplitz normal equation matrices arising from Toeplitz least square problems. 
Finally we consider a 2-dimensional deconvolution problem arising in ground-based atmo-
spheric imaging. We use the preconditioned conjugate gradient algorithm with the generalized 
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Strang circulant preconditioner to remove the blurring in an image resulting from the effects of 
atmospheric turbulence. The problem consists of a 256-by-256 image of an ocean reconnaissance 
satellite observed by a simulated ground-based imaging system together with a 256-by-256 im-
age of a guide star observed under similar circumstances (see Figure 2.) The data are provided 
by the Phillips Air Force Laboratory at Kirkland AFB, NM [1]. The imaging system detects 
the atmospheric distortions using a natural guide star image. A wavefront sensor measures the 
optical distortions which can then be digitized into a blurred image of the guide star pixel. To 
form the discrete point spread function h, the rows of the blurred pixel image are stacked into 
a column vector. Then the point spread function matrix A is given in block form as in (3.14) 
with h as its first column. Moreover A satisfies the conditions of Theorem 3, since the guide 
star for the atmospheric imaging problem yields a Gaussian point spread function [20]. 
In Figures 3 and 4, we present restorations without and with using the generalized Strang 
preconditioner described in §3. The regularization parameter fi in both cases is chosen to be 
0 01 From the figures, we observe that when no preconditioner is used, an acceptable restoration 
is achieved after 34 iterations. Essentially, the same restoration is achieved in 3 iterations when 
preconditioning is used. We remark that the cost per iteration using Strang's preconditioner 
is less than that using the preconditioner proposed in [20]. This is because we use circulant 
based preconditioning, whereas an inverse Toeplitz based preconditioner is used in [20], which 
doubles the dimension of the problem being solved. In particular roughly 0.61 X 10 floating 
point operations per iteration are used for our circulant based deconvolution, while mughly 
0.98 X 108 per iteration are necessary using the method in [20]. The count for no preconditioning 
is 0.50 X 108. M … + r 
For comparison, we also used T. Chan's circulant preconditioner [9] to test the restoration 
of the above atmospheric image. We report that about the same restoration is achieved m 6 
iterations when T. Chan's circulant preconditioner is used. This is twice the number of iterations 
required using our generalized Strang preconditioner, and both schemes require the same number 
of operations per iteration. Figure 5 shows the 2-norm of the normal equations residuals of these 
preconditioned conjugate gradient methods. We observe that the decrease of residuals when 
Strang's preconditioning is used is faster than that when T. Chan's preconditioning is used. 
In summary, these preliminary experiments suggest that the preconditioned conjugate gra-
dient algorithm with the generalized Strang circulant preconditioner may be an efficient and 
effective method for deconvolution problems. 
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Generalization of Strang's Preconditioner with 
Applications to Toeplitz Least Squares Problems 
Abstract 
In this paper, we propose a method to generalize Strang's circulant preconditioner for 
arbitrary n-hy-n matrices The [ f j t h column of our circulant preconditioner Sn is equal 
to the l lJth column of the given matrix Thus if An is a square Toeplitz matrix, then 
S介 is just the Strang circulant preconditioner. When Sn is not Hermitian, our circulant 
preconditioner can be defined as This construction is similar to the forward-
backward projection method used in constructing preconditioners for tomographic inversion 
problems in medical imaging. We show that if the matrix has decaying coefficients away 
from the main diagonal, then 即n"}* is a good preconditioner for Comparisons of 
our preconditioner with other circulant-based preconditioners are carried out for some 1-D 
Toeplitz least squares problems: min||6 — Aa l^h- Preliminary numerical results show that 
our preconditioner performs quite well, in comparison to other circulant preconditioners. 
Promising test results are also reported for a 2-D deconvolution problem arising m ground-
based atmospheric imaging. 
1 Introduction 
An n-hy-n matrix is called a Toeplitz matrix if its entries are constant along each diagonal, 
i.e. 
An 二 [< j^,A;]0�j,fc�n—1 二 [C j^-fc]02j’fcSn—1. 
In 1986 Strang [22] addressed the question of whether iterative methods can compete with 
direct methods for solving symmetric positive definite Toeplitz systems of linear equations. The 
answer has turned out to be an unqualified yes. Strang proposed the use of circulant matrices to 
precondition Toeplitz matrices in conjugate gradient iterations. Strang's circulant preconditioner 
S几 is defined to be the matrix that copies the central diagonals of A , and reflects them around 
to complete the circulant. More precisely, the entries in the first column of Sn are given by 
r^l -卜, 0 < ^ < LtJ ' (1.1) 
(Here [|J denotes the largest integer m < 
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The reason why this approach is competitive with direct methods is clear. The use of circu-
lant matrices as preconditioners for Toeplitz problems allows to use the fast Fourier transforms 
(FFTs) throughout the computations, and these FFT-based iterations are not only numerically 
efficient, but also highly parallelizable. The convergence rate of the method has been analyzed by 
Chan and Strang [7]. They proved that if the diagonals of the Toeplitz matrix are Fourier coef-
ficients of a positive function in Wiener class (i.e. is absolutely summable), 
then the spectrum of the circulant preconditioned system S'^An is clustered around 1 and the 
preconditioned conjugate gradient method converges superlinearly. More precisely, for any given 
€ > 0, there exists a constant C{e) > 0 such that the error vector Cq at the qth. iteration satisfies 
|||e,|||<C(e)€^ |||eo|||, (1.2) 
where , , � 
llMii 三 冗 ( 1 . 3 ) 
see Chan and Strang [7]. It follows that the preconditioned iterations converge very fast. 
Besides Strang's initial circulant preconditioner, several other successful circulant precondi-
tioners have been proposed and analyzed, see, e.g. T. Chan [9], Huckle [16], Ku and Kuo [18], 
and Tyrtyshnikov [23]. In these papers, it has been shown that under the same assumptions 
on the Toeplitz matrices, these circulant preconditioned systems also converge superlinearly. 
Among these preconditioners, we remark that the T. Chan's circulant preconditioner is defined 
for general square matrices, not necessarily of Toeplitz form. Given any general n-hy-n ma-
trix 4， i t is defined to be the minimizer of ||Qn - A||f over all n-by-n circulant matrices Qn. 
(Here |，. ||厂 denotes the Frobenius norm.) Most circulant preconditioners including Strang's, 
are not defined for arbitrary matrices. Therefore, T. Chan's preconditioner is particularly useful 
in solving non-Toeplitz systems arising from the numerical solution of elliptic partial differen-
tial equations [3] and Toeplitz least squares problems arising from signal and image processing 
•4，5, 10, 21]. Convergence results for T. Chan's preconditioner have also been established for 
these problems. . , . , , 
In this paper, we propose a method to generalize the construction of Strang s circulant 
preconditioner to arbitrary n-by-n matrices A^ and to employ this new circulant approximation 
in deconvolution applications in signal and image processing. The idea of constructing such 
a preconditioner is simple. Given A, , the Lfjth column of our circulant preconditioner is 
equal to the I f j th column of A, . Thus if A , is a square Toeplitz matrix, then Sn is just the 
Strang circulant preconditioner. When Sn is not Hermitian, our circulant preconditioner can be 
defined as {S^SnY''^' For matrices of low displacement rank, there exists another generalization 
of Strang's preconditioner, see Freund and Huckle [12 . 
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It turns out that the idea of constructing an approximation by selecting the central column 
of a given matrix has been considered in tomographic inversion problems in image processmg 
and has been referred to as the forward-backward projection method [11]. The approximation 
matrix is used as a preconditioner to speed up the convergence of the steepest descent method. 
One of the purposes of this paper is to analyze the convergence properties of this approximating 
matrix when used as a preconditioner in the preconditioned conjugate gradient method. We show 
that if the matrix An has decaying coefficients away from the main diagonal, then the circulant 
approximating matrix is a good preconditioner for An and hence we expect fast convergence when 
applying the preconditioned conjugate gradient method to solve these problems. Numerical tests 
are given to illustrate fast convergence. 
The outline of the paper is as follows. In §2, we define our generalized Strang preconditioner 
and discuss it in relation to the f o rwa r d-backward projection method [11]. We also mention 
some of the standard results on circulant preconditioned Toeplitz systems. In §3, we study 
some applications of our generalized Strang circulant preconditioner to Toeplitz least squares 
problems and deconvolution problems, and analyze the convergence rate of the preconditioned 
systems for these applications. In §4, some numerical results are reported, including comparisons 
with the block-based and displacement-based preconditioning schemes suggested in [4, 6]. Test 
results are also reported for a 2-D Toeplitz least squares deconvolution problem arising from 
ground-based atmospheric imaging, which is also considered in [19, 20] using an inverse Toeplitz 
preconditioner. 
2 Generalized Strang Preconditioner 
In the convergence analysis of circulant preconditioned conjugate iterations for Toeplitz systems, 
one often considers Toeplitz matrices A^ that are generated by a fixed function. More precisely, 
we assume that there is a function f given by 
oo 
f{e)= Ya afcf'"。，V0G[o，2兀] 
fc 二一oo 
such that the n-by-n Toeplitz matrices K under consideration have their diagonals given by 
1. The eigenvalues in the spectrum of An are closely related to the functional values 
of'itsgeneJating function f , as indicated in the following theorem. 
Lemma 1 (Grenander and Szeg6 [14]) Let / � G L2[0, 27r] be real-valued and the generating 
function of the sequence of square Toeplitz matrices A,. Then the spectra o f � a r e uniformly 
hounded in the interval [ / i n f , / s u p ] where i W and “ are the essential infimum and supremum 
of f{6) respectively. 
Given a Toeplitz matrix A . with diagonals its Strang circulant preconditioner 
S几 is defined as in (1.1). We note that the spectrum of Sn is also closely related to / . In tact, 
we have „ 。 . . ， / , , /o a\ 
入 fc(Sn) 二 Yu 呼 善 , ( 2 . 4 ) 
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see for instance Chan and Yeung [8]. For a general non-Toeplitz matrix An 二 [aj,kl we define 
its generalized Strang circulant preconditioner Sn as 
i.e., the [ f j th column of Sn is given by the [ f j th column of An- Note that if is Toeplitz, 
then this definition coincides with that in (1.1). In general Sn constructed from this scheme 
will not be Hermitian even if An is Hermitian. In this case, we define the generalized Strang 
preconditioner as 
(S :义 ) "2 . 
We remark that our idea of constructing the generalized Strang circulant preconditioner is 
the same as the forward-backward projection method discussed in [11] for image reconstruction. 
That method tries to estimate the point spread function involving a given, but not necessarily 
Toeplitz, matrix An by forward projecting and backprojecting a one-pixel point source located 
at the center of the field-of-view. In matrix terms, the approximate point spread function is 
just equal to the [fJth column of An- The circulant matrix thus obtained was used in [11 
as a preconditioner in the steepest descent method to speed up the convergence rate. In this 
paper, we analyze and apply this circulant matrix as a preconditioner for the conjugate gradient 
method. 
3 Applications and Convergence Analysis 
In this section, we study the convergence of our preconditioner for general deconvolution problems 
and Toeplitz least squares problems. For such problems, one seeks the solution of a least squares 
problem 
min b - Ax\\2, (3.5) 
X 
in which A is either a rectangular column circulant matrix or a rectangular Toeplitz matrix 
These Toeplitz least squares problems occur in a variety of applications especially in signal 
processing [13, 21] and image processing for the 2-D block Toeplitz case [4, 10, 17, 19]. 
3.1 Deconvolution Problems 
We start with the 1-dimensional deconvolution problem. Consider the convolution of a 1 -
dimensional discrete signal of length n with a convolution vector h of the form 
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The resulting vector b is of length 2m + n - 2 , and the convolution operation can be expressed 
in matrix notation as 6 = Hm,nX, where Hm,n is a column circulant matrix of the form 
("-rn+l 0 \ 
h-m-\-2 h-m+1 
• • • 
• • • 
• • • 
Jiq • • ^―m+1 
H - : •• : • (3.6) 
hm-2 . . 
hm-1 • . . 
hm-1 . . 
. • • • 
• • 
\ 0 hm-1 / 
In applications such as signal restoration, the observed signal b and the discrete point spread 
function h (essentially any column of 丑讯’n) are known, or can be estimated. The aim is to 
compute a: This is known as discrete deconvolution. Continuous deconvoliition can be modeled 
as an integral equation of the first kind (an ill-posed inverse problem [15]). It is well-known that 
deconvolution algorithms can be extremely sensitive to noise [15, 17]. Since any realistic signal 
processing problem involves noise, there is a need to incorporate some form of regularization to 
stabilize the computations. The Tikhonov regularization is probably the best known method for 
regularizing ill-posed problems [15]. In matrix terms, Tikhonov regularization often amounts to 
solving the least squares problem 
. f h \ ( Hm,n \ ^ (o 7 � 
m m ( 0 ) - “ / J 、 ， （3.7) 
where is the regularization parameter that depends on the noise level and In is the identity 
matrix. The solution of (3.7) can be obtained by solving the normal equations 
if^'ln + =丑二 rA (3.8) 
We employ the preconditioned conjugate gradient method with generalized Strang circulant 
preconditioner defined in §2 to solve the normal equations (3.8), and study the convergence 
rate of the method. Since H讯,n is a column circulant matrix, the normal equations matrix 
八 + is a Toeplitz matrix. Hence its generalized Strang preconditioner Sn is the 
same as the Strang preconditioner. . 
To consider convergence of our general scheme, we assume that the sequence is 
absolutely summable, i.e. � 
Y^ S M < oo. (3.9) 
j 二一 oo 
I 
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Associate with the sequence { h j }告—① the function g defined by 
g{e)= £ /i^e-研，V^G[0,27r]. 
j=-oo 
Note that g IS function in the Wiener class • Hence gg is also a function in the Wiener class 
and is given by � 
郝 ) 二 _ | 2 二 E 一州， 
j=-oo 
where ^ 
tj= Y1 巧"好” J•二 0，1,2,.... (3.10) 
k 二一oo 
Here t] 二 t—j. Let us denote the n-hy-n Toeplitz matrix generated by gg by Tn (i.e. T^ has 
diagonals 二 in+i) , and the corresponding Strang preconditioner of p^In^Tn by T^n. Since 
the generatingfunction of fi^h + T . is + | 州 ) � w h i c h is positive and in the Wiener class， 
we can state a clustering results for the preconditioner Wn-
Lemma 2 (Chan [2，Corollary 1]) For any given e > 0，there exist positive integers Ni and 
N2, such that for all n > Nu one can write y?In + - W n 二丑n + Ln，with \\Rn\\2 < e and 
rank L < N2 Moreover, the smallest eigenvalue ofWn is uniformly bounded away from zero. 
In particular, the spectrum of the preconditioned matrix W'' (^'In + Tn) is clustered around 1. 
Now we are going to establish the same result for Sn, when it is used to precondition fi'^ In + 
TJ^ H We note by direct verification that the diagonals dj of are given by 
m_l — j 
d, 二 [khk+” 0<j<n-l (3.11) 
m+l 
with d-j 二 Tj. Thus a generating function of H^^^Hm^n is given by 
where Dm^9 is the convolution of g with the Dirichlet kernel, i.e. 
27r rn — 1 
( A n * 没 ） ⑷ 三 权 一 二 E "而已-湖， （3.12) 
w 她 � s i n ( m - | ) 0 
Dm{0) = - . . sm(会 6>) 
Note that if 肌三 0 for |m| > i.e. has a fixed band-width /3, then by (3.12), 
Dm” 二 g 似 all m> f3. Hence for all m > /3, H：；^,具,n 二 and Sn 二 队 . W e are 
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now going to show that when the sequence does not have a fixed band-width, but is 
absolutely summable, then H:,JIm，n and its generalized Strang preconditioner Sn are close to 
Tn and W^, respectively, in the 2-norm. 
Lemma 3 Let the sequence be absolutely summable. Then for m>n, 
lim ||_fCxni?m’n - Tnib = 0. 
n—^oo ‘ 
Proof: Note that by Lemma 1, for m > n, 
< 11 (An * 双 ) _ 颇11� 
< 11 (An * 50 ({Dn •g)-g) + [Dn~kg — g)9\I � • 
Since g is in the Wiener class, D^i^g converges to g uniformly. Hence the last term in the above 
equality will tend to 0 as n tends to infinity. 
Lemma 4 Let the sequence be absolutely summable. Then for m>n, 
lim 二 0. 
n—)-oo 
Proof: Since Sn and Wn are both Strang circulant preconditioners, their eigenvalues are given 
by 
入 二 Y^ d 严 I- and 二 Y^ t 严 卜 , 
l.l<Ln/2j ⑴少/2J 
see (2.4). Therefore 
However, by (3.10) and (3.11)，we have 
I化 1^/2�l^fcC-m k>m ) 
oo 
< 丨 丨 " i 
|A;|�m 
< MYI \hk\ 
\k\>n 
Where the last inequality follows from (3.9). As oo is absolutely summable, the last 
summation tends to 0 as n tends to infinity. 
Combining Lemmas 2 to 4, we have the following theorem. 
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Theorem 1 Let the sequence be absolutely summable. Then for any given e > 0， 
there exist positive integers Ni and N2, such that for all m > n > Ni, at most N2 eigenvalues 
of the matrix S'^ifi'^In + 丑二n丑m，n) — In have absolute values larger than e. 
Proof; We note that 
+ 一 Sn 二 {(/^"n + T^) - Wn} + {丑；;，n丑m’n - ^n} + {^n - ^n}-
By Lemmas 2 to 4, we see that + 丑;n丑m’n 一 Sn can be written as the sum of a low 
rank matrix and a matrix of small norm for n sufficiently large. Moreover, since the smallest 
eigenvalue of Wn is also uniformly bounded away from zero and linin-^ o^o\\Sn - WnlU = 0, the 
smallest eigenvalue of Sn is also uniformly bounded away from zero for sufficiently large n. Thus 
we see that +�m,nHm,n) - In can also be written as the sum of a low rank matrix 
and a matrix of small norm for n sufficiently large. 
It follows from Theorem 1 that the conjugate gradient method, when applied to the precon-
ditioned system S'^fi^In + converges superlinearly (see Chan and Strang [7].) 
In practical applications such as signal restoration, the most significant information ot re-
garding the discrete point spread function is often confined to values in the convolution vector h 
near ho [17]. Moreover, the magnitudes of the "丨&丨 decrease significantly as k increases. Figure 1 
shows a particular example of a 1-dimensional discrete point spread function in signal restora-
tion with a Gaussian form [17]. When the rate of decrease of is known, we can get a more 
precise bound on the convergence rate of our method than (1.2) in terms of the rate of decay of 
the numbers 
Theorem 2 If 
m i l < A = 0 , ± l , ± 2 , . . . , (3.13) 
for some constants £ > 0 and C, then for sufficiently large n, then the error vector e, at the qth 
iteration in exact arithmetic satisfies 
丨丨〜^ ( ( g — l ) ! 产 如 ， 
where C is a constant depending on — i only and ||| • ||| is defined in (L3). 
Proof. By (3.13), the function g associated with is a + l)-times differentiable 
function. It implies that gg is also a (^+l)-times differentiable function. It follows that the rate 
of decrease of w\j\ in (3.10) is given by 
\w\j\\ < r ^ , j 二 0, 士 1,±2,.... 
The remaining part of the proof is similar to that in Theorem 3 of Chan [2] and therefore is 
omitted. 
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Figure 1: Example of a discrete 1-D Gaussian blur point spread function h 
Next we consider 2-dimensional deconvolution problems. In this case, one is still concerned 
with solving a least squares problem as in (3.5). Here, the matrix A is a block column circulant 
matrix with column circulant blocks. More precisely, 
/ ^(-^+1) 0 \ 
^(-m+2) ^(-m+1) 
• • • 
： •. •. 
4(0) .. . 糾） 
A - ; ... : (3.14) 
A - 2) ... 
^(m-l) ... 
# - 1 ) . . . 
• • 
• * 
V 0 * -1) / 
with each subblock 4 � being a 2m + n - 2-by-n matrix of the form given by (3.6) We note 
that A*A will be a n-block-by n-block block Toeplitz matrix with n-hyn Toeplitz blocks. The 
2-dimensional deconvolution problem has n^ unknowns since A has n columns. 
The generalized Strang circulant preconditioner S for A*A is related to the leve - 2 Strang 
c i r c u l a n t preconditioner proposed by T. Chan and Olkin [10]. For block Toeplitz matrices with 
Toeplitz blocks that are generated by a fixed generating function, the convergence rate of he 
method has been discussed in [5，Theorem 3]. Here however, in contrast to the 1-D case the 
block Toeplitz matrices with Toeplitz blocks A* A do not have a fixed generating function _ their 
diagonals vary with n. However, if we assume that the diagonals of A are absolutely summable, 
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i.e., ||A||i < M < oo, then the same arguments used in 1-D case can also give us the same 
convergence result (cf, [5, Theorem 3]). 
Theorem 3 Consider the 2-D deconvolution problem with n^ unknowns. For A given in (3.14), 
suppose ||A||i <M< oo. Then for any given e > 0, there exists a positive integer N, such that 
for all n > N,~at most 0{n) eigenvalues of S'^ + A* A) - I have absolute values larger than 
e. 
We note that the ground-based atmospheric imaging problem considered in §4 satisfies the 
conditions of Theorem 3. 
3.2 Toeplitz Least Squares Problems 
For simplicity, we first consider pre-windowed Toeplitz least squares problems [13]. The general 
Toeplitz least squares problems will be discussed later. For pre-windowed Toeplitz least squares 
problems, the Toeplitz matrices Am,n are given by 
/ ao 0 . . . 0 \ 
ai ao -
； • • • 0 
Am,n 二 (hn—n 
• • • 
. . • • • • • • 
. • • • 
\ a饥一 1 Clm-n 1 
with m > n and full column rank n. The solution of these least squares problem ||6 -
can be found by solving the normal equations 
Since Am n is not column circulant, the normal equations matrix A^ ^^ A^^ n^ is non-Toeplitz. We 
employ the generalized Strang preconditioner for the normal equations matrix and 
solve the preconditioned systems 
(《幻-1/2A；；，J爪，nO^ 二 
Here Sn is a circulant matrix with its [fJth column given by 
Since Am,n is lower-triangular, we can write 
二 - KU… (3.15) 
where U^ is the n-by-n upper triangular Toeplitz matrix with its first row given by 
0, tty^-i, a饥一2, . . . , 0"m-n-\-l. 
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and Bm,n is the (m + n)-hy-n column circulant matrix obtained by stacking Am,n on top of Un. 
By (3.15), we see that Sn is the difference of two circulant matrices, 
Sn =处)-处） （3.16) 
where the ？ th columns of ^ ！” and S^ "^  are given by 
L Z J 
and t/:t/neL5� 
respectively. We note that S^i) is Hermitian and S^2) is in general not. 
Since Bm,n is column circulant, we can use the results in §3.1 to study the approximation 
properties of '^i '^ For this, we associate the (j, A;)th entries aj-k of A^,. with the function 
/ ⑷ = 湖 
k=0 
defined on [0,27r]. We will assume that / is a function in the Wiener class (i.e. the sequence 
is absolutely summable) and has no zero on [0,2^]. Then using arguments similar to 
that u—sed in Lemmas 3, 4 and Theorem 1, we have the following Lemma. 
Lemma 5 Let f he in the Wiener class. Then for any given e > 0，there exist positive integers 
ATi and N2, such that for all m > n > Ni, one can write - Sn 二丑n + Ln, with 
||i?n||2 < € and rank L , < N^- If moreover f has no zeros on [0,2兀]，then the spectra of Sn 
and of its inverse are uniformly hounded for all large n. 
Thus for large n, B ： ^ , 具 , n - 处 ） i s the sum of a small norm matrix and a low rankmatrix. 
Next we show that Un is a sum of a low rank matrix and small norm matrix and Sn is also 
small norm matrix for large n. 
Lemma 6 Let f be in the Wiener class. Then for any given e > 0，there exists integer Ni > 0， 
such that for n > Ni, 
U^Un == Rn + Ln, 
with \\Rn\\2 < e and rank Ln < 训i. Moreover, we have 
lim 丨|s12)||2 二 0. 
n-^oo 
Proof: Since {ak}t=o is absolutely summable, we have 
OO 
< M < oo, 
j=0 
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and also for any given e > 0, there exists a positive integer iVi such that 
e 
E M ^ M ' 
k=Ni 
For n > Ni, we partition Un as Ln + Rn. where the first ( n - N i ) columns of In are zero vectors 
and the last Ni columns of Ln are given by the last Ni columns of Un. Clearly Ln is matrix of 
rank iVi and 
m—1 ^― 1 £ 
Pnlll < E 丨〜丨 S E ^ M-
j=m—n+l+iVi i=iVi+l 
Thus ~ 
U:Un = (in + RnYiLn + Rn) 二 � n + 丑n, 
where „ ~ ~ ~ 
rank U = rank { p j l n + K ^ n + KLn) < 2iVi 
and � ~ e 
\Rn\\2 < WKi^nlU < J^' 
Similarly, for n > 2Ni, we get 
11 处 < 11处)IMI 处)lloo 
< WKUne^Wl 
< \\Un\\l\\Une^\\l 
/ m-1 \ 2 
< M 
< 
Using the above two lemmas, we can show that�S:SnY丨]is close to s i ” . 
Lemma 7 Let f be a function in the Wiener class with no zeros on [0,27r]. Then 
lim |丨(《幻"2-处)丨|2 二 0. 
n—>-00 � 
In particular, the spectra of (S^Sn)'^' and of its inverse are uniformly bounded. 
Proof: We first note that Sn,欢），论）and {818^)" ' are all circulant matrices and hence can 
be diagonalized by the same Fourier matrix. For simplicity, let us denote their eigenvalues by 
入知，A^i), A � a n d \k respectively. By (3.16), \k can be expressed as 
入 r : ； ^ ” 一 入 0 < f c < n - l . 
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Hence 
XI - (A⑵2 二 一 (4I))2 二 |入1?)|2 — 2Ai%e(Ai^)) 
where Re(.) denotes the real part of a complex number. By Lemmas 5 and 6, we know that 
as n tends to infinity, A i^) are uniformly bounded while |入?）| will tend to zero uniformly. In 
particular, we have 
lim max 厂（A�2丨二 lim max ^ - = 0. n^oo 0<A:<n-l ^ n^oo o<k<n-l 
Since A i^) are uniformly bounded, this implies that Xk are also uniformly bounded and hence 
lim max \Xk - 二 0. n-)-oo 0<A;<n-l 
Combining the last three lemmas, we can easily prove that the preconditioned matrices have 
clustered spectra. 
Theorem 4 Let f be a function in the Wiener class and has no zeros on [0,27r]. Then for 
any given e > 0，there exist positive integers Ni and N) such that for all n � N i , at most N2 
eigenvalues of 一丄 “ 义 ； ； ’ , ^ ^ , , have absolute values larger than 6. 
Proof: We note that 
— A：；,.A.,. 二 { ( � S n ) " 2 - 处)} + {SiD - 饥’nBr^’n} + KUn. 
Combining the results in Lemmas 5, 6 and 7, we thus see that {SlSnY''^ 一 can be 
written in a sum of a small norm matrix and a low rank matrix. The result now follows by 
noting that ( S ^ S n ) — i s uniformly invertible and 
( S 工 二 /n + ( • n ) - " 2 { � n 4 ， n — ( � S 
Fmm Theorem 4 we have the desired clustering result. It can also be shown, in a manner 
similar to the derivation in §4 of [4], that if the condition number of A^, . is of 7〉 0 ’ 
then the conjugate gradient method converges in at most 0 (7 logn + 1) steps. Since each 
iteration requires O(mlogn) operations using the FFT, it follows that the tota complexity of 
the algorithm is only 0(7mlog^ n + mlogn). When 7 = • ， 啦 ， ） ： 0 ( 1 ) , the number 
of iterations required for convergence is of 0(1). Hence the complexity of the a gonthm reduces 
to O(mlogn), for sufficiently large n. In contrast, the method converges just linearly for the 
non -p recond i t ioned case, as is illustrated by numerical examples in the next section. 
.100 M. Ng 
Finally we consider the general Toeplitz least squares problems. In this case, the rectangular 
Toeplitz matrices Am,n are given by 
/ ao a _ i . . . \ 
ai clq • • ’ 
: •. • a一 1 
Am,n 二 am-n 以0 . 
• . . • . • • • . . . . 
\ dm-l am-n / 
We remark that in the pre-windowed case the entries [Am,n]j,k for j <k are assumed to be zero. 
Similar to (3.15), we have 
= B：^,几B讯,n 一 KUn -
where K is the n-by-n lower triangular Toeplitz matrix with its first column given by 
0, a_„+i, a_n+2, • • • ? . 
and Bm,n is the (m + 2n)-by-n column circulant matrix given by 
( V n � 
\ Un J 
Thus instead of (3.16), we have 
Sn 二 处 ) — 处 ) - 總 ） 
where the ？ Ith columns of si^ ^ and s P are given by 
L 2 J 
B : n , n B m , n e i ^ ] , a n d 
respectively. In order to prove convergence, we assume similar to the pre-windowed case that 
the function oo 
m = E ake-ae 
k= — oo 
defined on [0,2兀]is in the Wiener class and has no zero on [0,2^]. Then by using similar 
arguments as in Lemma 6, we can prove that for sufficiently large n, V^K is a sum of a low 
rank matrix and a small norm matrix, and that 丨丨论)||2 is small. Therefore the co^clu^ion of 
Lemma 7 still holds and hence the preconditioned matrices will still have 
clustered spectra around 1. Accordingly, the preconditioned conjugate gradient method with 
the generalized Strang preconditioner will also be an efficient algorithm for solving Toeplitz least 
squares equations. 
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Table 1: Numbers of iterations for Examples 1 and 2 when m 二 n 
Example 1 a = 2 Q^  二 1.1 
n no gens disp part no gens disp part 
17 9 5 5 5 10"""7 5 ^ 
33 13 4 5 5 17 6 5 5 
65 16 4 5 5 28 6 5 5 
129 20 4 5 5 42 5 5 5 
257 22 5 5 5 57 5 5 5 
Example 2 a = 2 二 U 
n no gens disp parT no gens disp part 
^ 1 7 5 5 5 ^ 7 6 7 ~ 
129 20 5 5 5 43 6 6 6 
257 22 5 5 5 56 6 6 6 
4 Numerical Results 
In this section the effectiveness of our preconditioner is illustrated by some numerical examples. 
For each of the 1-D examples we use the vector of all one? as the right hand side and the 
zero vector as the initial guess. The stopping criteria is |卜⑴|b/||权(0)丨丨2 < lO—:’ where 以⑴ is 
the normal equations residual after j iterations. We conclude with a 2-D problem arising m 
ground-base astronomical imaging. All computations were performed using Matlab. In the tirst 
two test examples, we consider colu画 circulant matrices H ^ as in (3.6) with entries given by 
that satisfy the conditions of Theorem 1. We note that in Example 2, the bandwidth 
of the column circulant matrices is set to 63. 
Example 1. /ifc 二 + fc = 0, ±1, ±2 , . . . . 
Example 2. hk 二 + 1广，k = 0, ±1，士2,. ..士 31. 
In Table 1 we present the number of iterations needed for convergence when using the 
preconditioned' conjugate gradient method with no preconditioner, our generalized Strang pre-
conditioner, the displacement preconditioner as defined in [6], and the preconditioner based on 
partitioning rectangular Toeplitz matrices as defined in [4]. We denote these by no , gens , 
"disp" and “part,，respectively. . � + k + t�ni;十？ 
Next in Examples 3-5, we consider matrices that are not column circulant but Toeplitz. 
Hence the normal equations matrices are not Toeplitz, and therefore the original Strang pre-
conditioner is not defined. Here we will use the generalized Strang preconditioner and compare 
it with the other circulant preconditioners. We denote the entries of the first columns and the 
first rows of the matrices by c(.) and r(.) respectively. We remark that the ma rices m 
Examples 3 and 4 are pre-windowed Toeplitz matrices while the matrices in Example 5 are 
general Toeplitz matrices. The convergence results are listed in Tables 2 and 3. 
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Table 2: Numbers of iterations for Examples 3, 4 and 5 when m 二 n. 
Example 3 Example 4 Example 5 
no gens disp p a ^ no gens disp parT no gens disp part 
~ ~ n 1 5 6 6 6 12 7 6 ^ 14 9 10 8 
33 22 6 6 6 17 7 6 7 29 6 14 10 
65 30 6 7 6 21 7 7 7 56 6 11 9 
129 31 6 7 7 25 7 7 7 98 6 9 8 
257 31 6 7 7 30 7 7 7 142 6 8 7 
Table 3: Numbers of iterations for Examples 3, 4 and 5 when m 二 2n. 
Example 3 Example 4 Example 5 
no gens disp part no gens disp part no 朗 ns disp part 
" 1 7 9 4 6 5 " " " 1 2 7 6 ^ 24 11 16 12 
33 15 4 6 5 17 7 6 ^ 46 9 17 11 
65 22 4 5 5 21 7 7 7 85 9 14 10 
129 30 4 5 5 25 7 7 7 137 9 12 9 
257 31 4 5 4 30 7 7 7 186 9 10 9 
c{k) 二 e-0.1 广 k = l”..，m 
Example 3. r(l) 二 c(l), 
r(k) = 0 , k 二 
c{k) 二 l/A^i.i， &二 
Example 4. r(l) 二 c(l), 
r[k) 二 0, k 二 2,... ^n. 
c(k) 二 e-o.i 广 k=l,...,m 
Example 5 . 明 二 广。.仏2, &二 i’...，几. 
Fmm Tables 1, 2 and 3, we observe that the number of iterations needed for convergence 
for the preconditioned systems is essentially independent of the sizes of the matrices. These 
numerical results illustrate that the generalized Strang circulant preconditioner can signiiicantly 
reduce the number of iterations needed for convergence. The performance of all three circulant 
preconditioners is similar for these 1-D problems. We stress, however, that the generalized 
Strang circulant preconditioner can be defined for more general matrices such as the non-
Toeplitz normal equation matrices arising from Toeplitz least square problems. 
Finally we consider a 2-dimensional deconvolution problem arising in ground-based atmo-
spheric imaging. We use the preconditioned conjugate gradient algorithm with the generalized 
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Strang circulant preconditioner to remove the blurring in an image resulting from the effects of 
atmospheric turbulence. The problem consists of a 25…by-256 image of an ocean reconnaissance 
satellite observed by a simulated ground-based imaging system together with a 256-by-256 im-
age of a guide star observed under similar circumstances (see Figure 2.) The data are provided 
by the Phillips Air Force Laboratory at Kirkland AFB, NM [1]. The imaging system detects 
the atmospheric distortions using a natural guide star image. A wavefront sensor measures the 
optical distortions which can then be digitized into a blurred image of the guide star pixel, l o 
form the discrete point spread function h, the rows of the blurred pixel image are stacked into 
a column vector. Then the point spread function matrix A is given in block form as in (3.14) 
with h as its first column. Moreover A satisfies the conditions of Theorem 3, since the guide 
star for the atmospheric imaging problem yields a Gaussian point spread function [20]. 
In Figures 3 and 4, we present restorations without and with using the generalized Strang 
preconditioner described in §3. The regularization parameter in both cases is chosen to be 
0 01 From the figures, we observe that when no preconditioner is used, an acceptable restoration 
is achieved after 34 iterations. Essentially, the same restoration is achieved in 3 iterations when 
preconditioning is used. We remark that the cost per iteration using Strang's preconditioner 
is less than that using the preconditioner proposed in [20]. This is because we use circulant 
based preconditioning, whereas an inverse Toeplitz based preconditioner is used m [20] which 
doubles the dimension of the problem being solved. In particular roughly 0.61 X 10 float二g 
point operations per iteration are used for our circulant based deconvolution, while roughly 
0.98 X 108 per iteration are necessary using the method in [20]. The count for no preconditicmmg 
is 0.50 X 108. r n 丄丄1 ^ -
For comparison, we also used T. Chan's circulant preconditioner [9] to test the restoration 
of the above atmospheric image. We report that about the same restoration is achieved m 6 
iterations when T. Chan's circulant preconditioner is used. This is twice the number of iterations 
required using our generalized Strang preconditioner, and both schemes require the same number 
of operations per iteration. Figure 5 shows the 2-norm of the normal equations residuals of these 
preconditioned conjugate gradient methods. We observe that the decrease of residuals when 
Strang's preconditioning is used is faster than that when T. Chan's preconditioning is used. 
In summary, these preliminary experiments suggest that the preconditioned conjugate gra-
dient algorithm with the generalized Strang circulant preconditioner may be an efficient and 
effective method for deconvolution problems. 
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Figure 3: Restored images with no preconditioning: (a) 3 iterations, (b) 15 iterations and (c) 
34 iterations respectively. 




Figure 4: Restored images using the generalized Strang preconditioner: (a) 1 iteration, (b) 3 
iterations and (c) using T. Chan's preconditioner: 6 iterations. 
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Figure 5: Normal equations residuals for using Strang's, T. Chan's and without using precondi-
tioners. 
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Circulant Integral Operators as Preconditioners for 
Wiener-Hopf Equations 
Abstract 
In this paper, we study the solutions of finite-section Wiener-Hopf equations by the pre-
conditioned conjugate gradient method. Our main aim is to give an easy and general scheme 
‘ of constructing good circulant integral operators as preconditioners for such equations. The 
circulant integral operators are constructed from sequences of conjugate symmetric func-
tions {Cr}r Let kit) denote the kernel function of the Wiener-Hopf equation and k{t) be 
its Fourier transform. We prove that for sufficiently large r if { C . } r is uniformly bounded 
； on the real line R and the convolution product of the Fourier transform of CV with k{t) 
\ converges to fe� uniformly on R , then the circulant preconditioned Wiener-Hopf operator 
瞀 will have a clustered spectrum. It follows that the conjugate gradient method, when applied 
to solving the preconditioned operator equation, converges superlinearly. Several circulant 
： integral operators possessing the clustering and fast convergence properties are constructed 
• explicitly. Numerical examples are also given to demonstrate the performance of different 
“ circulant integral operators as preconditioners for Wiener-Hopf operators. 
1 Introduction 
In this paper, we study the solutions of Wiener-Hopf equations 
ax{t) + r k{t - s)x{s)ds 二 g{t), 0 < i < oo, (1.1) 
Jo 
where a > 0, k{t) and g{t) are given functions in Li ( -oo ,oo ) and L2[0,oo) respectively. For 
simplicity, we denote 
(}Cx)(t) = f k{t- s)x{s)ds, 0<t<oo, 
Jo 
and I the identity operator. In the following, we assume that the operator K is self-adjoint, i.e. 
the kernel function k{t) of the Wiener-Hopf equation is conjugate symmetric, 
k(-t)=兩, 
and also that the operator fC is positive definite. 
Since the half-line Wiener-Hopf equation cannot be solved explicitly, we use the projection 
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the solution a^  of the Wiener-Hopf equation is approximated by the solution a^ of the operator 
equation 
[(aZ + /C ⑷⑷二淋 0 < t < T . (1.2) 
Here /Cr is given by 
(i^TcO � 卜 咖 T ⑷ 心 ， O S M T , (1.3) 
[ 0 , t > T. 
Recently, Gohberg, Hanke and Koltracht [10] employed the conjugate gradient algorithm as 
an iterative method for solving finite-section Wiener-Hopf equations (1.2). In order to speed up 
the convergence rate of the method, they used circulant integral operators Cr to precondition 
JCr. Circulant integral operators are operators of the form 
( ⑶ ⑴ 二 < [ r ^ T ( 卜 咖 ⑷ 心 ， o y 化 （1.4) 
[ 0 , t > r, 
where c 丁 is a r-periodic conjugate symmetric function in Li [ -r , r]. Instead of solving the original 
finite-section Wiener-Hopf equation, we solve the preconditioned equation 
+ 二 [(。工 + Ct) — ' " ] ⑴ ， 0 < ^ < 
For each iteration step of the conjugate gradient method, we need to solve the operator 
equation 
which can be solved by using the spectral decomposition of the operator, see [9, p.l06]. The 
convergence rate of the method has been analyzed by Gohberg et al. [10]. They proved that if 
l im - C ^ | | L I [ O , T / 2 ] = 0 ’ （1.5) 
T — o o 上L > / J 
then the finite-section Wiener-Hopf integral operator can be approximated by circulant integral 
operators within a sum of a small and a finite rank operators. It follows that the spectra of 
the corresponding circulant preconditioned operators are clustered around 1 for large r and the 
method converges superlinearly. More precisely, for all € > 0, there exists a constant z/ > 0 such 
that the error Xr - of the preconditioned conjugate gradient method at the jth iteration 
satisfies . j 
11冗--4'^ IIl2[0,OO) < ^ 
when r is sufficiently large, see [10]. Hence the circulant integral operators are good precondi-
tioners for solving the finite-section Wiener-Hopf equations. 
We remark that there is a close relationship between Wiener-Hopf integral equations and 
semi-infinite Toeplitz operators, see [8, p.5]. The idea of using the preconditioned conjugate 
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gradient method with circulant preconditioners for solving Toeplitz systems has been studied 
recently by various researchers [5, 7, 11, 13] and applied in different fields of applied mathemat-
ics and engineering such as numerical partial differential equations [3，12] and signal and image 
processing [4，14]. In Chan and Yeung [6], they considered circulant preconditioners from the 
viewpoint of convolution products and proved that most of the circulant preconditioners pro-
posed for Toeplitz matrices can be derived by taking the convolution products of the generating 
function p of the Toeplitz matrix with some well-known convolution kernels such as the Dirichlet 
and the Fejer convolution kernels. They proved that if the convolution product converges to 
p uniformly, then the spectrum of the corresponding circulant preconditioned matrix will be 
clustered around 1. 
In this paper, we will consider the circulant integral operators from the same viewpoint.丄 he 
main aim of the paper is to give an easy and general scheme for constructing circulant integral 
operators for Wiener-Hopf equations. We will also study their convergence property by using 
convolution products. For ease of presentation, let us denote by q the Fourier transform of any 
function q. Our first step is to relate c , � in (1.4) to a sequence of conjugate symmetric functions 
{Cr{t)}r and translate the convergence requirement (1.5) on Cr{t) to conditions on { C V � } ” 
Basically we want CV � to be such that the convolution product CV * k will converge uniformly 
to L We will see that the "wrap-round" and "optimal" circulant integral operators, proposed by 
Gohberg et al. in [10], can be derived from this approach. Using the result in [10], we prove that 
for sufficiently large r, if { C , } . is uniformly bounded on the real line R and the convolution 
product of a with k{t) converges to k{t) uniformly on R, then the spectra of our circulant 
preconditioned operators will be clustered around 1. It follows that the conjugate gradient 
method when applied to solving the preconditioned operator equation, converges superlinearly. 
We show that {C . ( i ) } r can be derived easily from the Dirac delta function or from approximate 
convolution identities commonly used in Fourier analysis. Several circulant integral operators 
possessing the clustering and superlinear convergence properties are constructed explicitly by 
our scheme. . 
The outline of the paper is as follows. In §2, we introduce our scheme of constructing circulant 
integral operators. In §3, we prove that if { C . } . is uniformly bounded on R and the convolution 
product converges to k{t) uniformly on R, then the spectra of the circulant preconditioned 
operators will be clustered around 1. Finally, we design in §4 some circulant integral operators 
by using well-known functions CV in Fourier analysis. Finally, numerical examples are given in 
§5 to demonstrate the performance of different circulant integral operators as preconditioners 
for Wiener-Hopf integral operators. 
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2 Construction of Circulant Integral Operators 
We first recall the relationship between the circulant integral operators and their eigenvalues. 
Let Cr {t) be a r-periodic and conjugate symmetric function in L i [ - r , r], i.e. 
C丁⑷= Cr{t + T) and CR{t) = CR{-t), W G [ - r , r]. 
Let Cr be the associated circulant integral operator, see (1.4). We remark that Cr is a compact, 
self-adjoint operator on L2[-r, r] and its complete set of eigenfunctions is given by 
1 {Unit) I 二*e2 - "T，^eZ} , 
where Z is the set of all integers. Hence the eigenvalues \n{Cr) of the operator C丁 is given by 
A ^ C . ) - 厂 , 2 c 丁 卜 办 , V n G Z, (2.6) 
J-r/2 
see [9, p.106]. We note that the eigenvalues of the circulant integral operator are characterized 
by its'corresponding r-periodic function Cr{t). Next we derive a general scheme for constructing 
circulant integral operators. 
Lemma 1 Let {Cr}r he a sequence of conjugate symmetric functions defined on R. Define 
‘C,(t)k{t) + Cr[t -T)k{t - r ) , 0 < i < r , 
CT(i) 二 （2.7) 
丁 I Cr{t + r)k{t + r ) + Cr{t)k{t), - r < i < 0 , 
Then Cr is r-periodic and conjugate symmetric function. Moreover, if C丁 is defined as in (14), 
then the eigenvalues of Cr are given by 
入 ( G ) 二 厂 "c丁 { t�e—2講 t卜dt 二 厂 CAt�k{t)e-2-t/T办,vn G Z. (2.8) 
J - r / 2 J-T 
ProoF: It is easy to check that c , is a r-periodic and conjugate symmetric function. Using the 
definition of c丁 and (2.6), (2.8) can be derived straightforwardly. 口 
As examples, we can show that the "wrap-round" and "optimal" circulant integral operators, 
proposed by Gohberg et al. in [10], can be derived from this approach. Before we begin, let us 
recall that the Fourier transform g of a function q is defined by 
q{s) = r Vs G R, J — OO 
and the convolution product Cr * k is defined by 
( a * k){s)三 r C t W A � e — “ f 成 G R , (2.9) 
J — O O 
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where (X and k{t) are the Fourier transforms of CV and k{t) respectively. 
(a) “Wrap-round” Circulant Integral Operator Vr 
Given the operator JCr as in (1.3), the "wrap-round" circulant integral operator XV is defined 
as ( r 
iVTym = U ‘ � t -藝 , 0 < t < r , 
0, t > r. 
Here the function dr is a r-periodic function defined by 
dr{t) = k{t), - r / 2 < t < r /2 , 
see Gohberg et al. [10]. Such operator can be obtained from Lemma 1 by setting CV there to 
be the function 
n / 1，⑷ < 水 
D 八 t ) 小 ， t � r / 2 . 
(b) “Optimal” Circulant Integral Operator T^ 
Given the operator K ” the “optimal” circulant integral operator Tr is defined as 
(八 _ 二 < [ r 站 - 咖 ⑷ 办 ， ( 2 . 1 0 ) 
[ 0 , T > T. 
Here frit) is a r-periodic function defined by 
fJt) 二 ( d ) k(t) + ( - ) k{t - r), 0 < i < r. 
\ T J ^ ' \TJ 
This operator can also be obtained from Lemma 1 by setting CV there to be the function 
Fr{t) = I I'l ^ 丁, (2.11) 
0 , 丨亡丨> 丁. 
\ ‘ 
By (2.8) and (2.9), the eigenvalues of T^ are given by 
二 r FAt)Ht)e-2—/Tdt = ( p T * i ^ � ( ’ ) , V n G Z , (2.12) 
J-oo T 
• V • 
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where Pr is a Fejer convolution kernel given by 
Ft � = ^ " " “ • 
We remark that Gohberg et al. [10] have derived the same formula (2.12) by showing that 八 
minimizes 
\\\}Cr — C丁III 三 厂 「 [ H s - t ) - Cr{s — t)][k{s-t)-Cr{s-t)\dsdt, 
Jo Jo 
over all circulant integral operators Cr-
In §4, we will use the method in Lemma 1 to construct other circulant integral operators to 
be used as preconditioners for Wiener-Hopf equations. 
3 Spectra of Circulant Preconditioned Operators 
In this section, we study the superlinear convergence property of the circulant preconditioned 
operators for those circulant integral operators derived from Lemma 1. In the following, we will 
assume that the given sequence of functions {Cr}r satisfies 
ASSUMPTION (A): 
(i) {Cr]r is a sequence of conjugate symmetric functions, 
(ii) For sufficiently large r, 
|CVWlS / ^<〜，Vt GR, (3.13) 
(iii) For all functions k{t) in Li(-oo，oo), 
lim ||(X* 备一糾oo = 0, (3.14) 
T — > - 0 0 
where || . ||oo denotes the supremum norm. 
As an example, we show that 
Lemma 2 The sequence of functions {Fr}r given by (2,11) satisfies Assumption (A). 
ProoF: Clearly F, satisfies (A) (i) and (ii). To prove (A) (iii), we first note that the Fourier 
transform of any function in Li ( - 0 0 , 0 0 ) is bounded and uniformly continuous on ( - 0 0 , 0 0 , 
(see for instance Champeney [2, Theorem 8.1]), hence by Theorem 8.10 (vi) in [2], the result 
follows. • 
The lemma below basically states that under Assumption (A), CfJCr has spectrum clustered 
around zero. 
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Lemma 3 Let k{t) e Li(-oo,oo) and JCr be the operator given by (1.3). Let {Cr}r be a 
sequence of functions satisfying Assumption (A). IfCr is the circulant integral operator with Cr 
defined by (2.7), then for any given e > 0，there exist a positive integer N and a t* > 0 such 
that for all r > r*, there exists a decomposition 
JCr — Cq- 二 T^ r + ^r 
with self-adjoint operators Ur and Sr satisfying 
rank Ur < N 
and 
|&|丨2 < e. 
Here || • II2 is the operator norm on the Hilhert space L2[0,oo), 
By Lemma 2, the conclusion of Lemma 3 should hold for the "optimal" circulant integral 
operator defined by (2.10). We remark that this result for Tr was already proved in Gohberg 
et al. [10] and we restate it here as the following Lemma. 
Lemma 4 Leik{t) € Li(— 0 0 , 0 0 ) andJCr be the operator given by (1.3). Let Tr be the “optimal” 
circulant integral operator defined by (2.10). Then for any given e > 0，there exist a positive 
integer N and a t*�Q such that for all r > there exists a decomposition 
JCT- 二 + Sr 
with self-adjoint operators Ur and Sr satisfying 
rank Ur < N 
and 
I 口 2 < 
Using this Lemma, we can easily prove Lemma 3. 
Proof of Lemma 3: Given that {Cr}r satisfies Assumption (A), we first rewrite JCr — Cr as 
JCq- — J'r + ^T ^T 5 
where Tr is the "optimal" circulant integral operator given by (2.10). In view of Lemma 4, it 
suffices to show that 
lim \\TT - CTIU = 0-
T — > - 0 0 
We note that 
WJ'r 一 Cr\\2 < sup - K{Cr)l 
neZ 
I , . 
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see [9,p.ll2]. Since the eigenvalues of and C丁 are given by (2.12) and (2.8) respectively, we 
have 
\Tr - Cr\\2 < sup — An(^ T^) 
neZ 
< sup * ) - r ⑷明己—2们""丁圳 
— n e Z T 二 T 
？、,27m� ； /Inn�, f .27rn ^ 
< sup \{Fr * k) {——)-k{——)| + sup I M 了 ) —�Cr * + 
neZ T T rieZ 丁 
sup | (a * ) - 厂 ( 7 “ t ) 明 圳 
neZ T J-T 
< II^ V * k — ^lloo + 11^  - C t * 句 loo + 
supl / " c v ⑷冲)e-2 们圳 . （3.15) 
neZ 
Here the last term of (3.15) is obtained by using definition (2.9). In view of (3.14) and Lemma 
2, it suffices to estimate the last term of (3.15). However, we note that 
f CA棚e-2婦dt\ < f iCritmrntL 
J\t\>r T � , � , i|t|>r …伦T 
where [3 is the constant given by (3.13). Since k{t) is in Li ( -oo ,oo ) , the result follows. 口 
Next we show that the circulant integral operator a l + C, is positive definite and uniformly 
invertible for large r. 
Lemma 5 Let k{t) £ Li(—oo，oo) and {Cr}r be a sequence of functions satisfying Assumption 
(A). IfCr is the circulant integral operator with c 丁 defined by (t7), then for any given 0<e<c7, 
there exists a r* > 0 such that for all r > we have 
| | ( � I + C t ) K 占 
ProoF. We first note that all the eigenvalues of the "optimal” circulant integral operator 
are positive, see Gohberg et al. [10, Corollary 4.3]. Fmm (3.15), we see that for r sufficiently 
large, we have 
入nP^OlSh V n e z . 
Hence the lemma follows. • 
Combining Lemmas 3 and 5, we have our main theorem. 
Theorem 1 Let k{t) G Li ( -oo ,oo ) and be given by (1.3). Let { C . } . he a sequence of 
functions satisfying Assumption (A). If Cr is the circulant integral operator with c^ defined by 
(2 7) then for any given 0 < e < a, there exist a positive integer N and a r"" > 0 such that 
for all T > r*，at most N eigenvalues of {al + CrT'l^^rX + 1Cr){ol + Cr)-"^ are at distance 
greater than e from 1. 
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ProoF: We just note that 
(al + + /Cr)[al + C.)-'" 二 T + (al + — C.){aX + 口 
It follows easily from the theorem that the conjugate gradient method, when applied to 
solving preconditioned operator equation, converges superlinearly, see Chan and Strang [5] or 
Gohberg et al. [10 . 
4 Approximate Convolution Identity 
In this section, we give a useful method for constructing sequences of functions {CV}t that 
satisfy Assumption (A). The idea is to use approximate convolution identity, see Champeney 
.2, p.33] for its definition. 
Lemma 6 Let h{t) be a conjugate symmetric function in Li(-oo, oo). If we define for each r, 
Cr{t) = ^ 丁_ a.e. on R, (4.16) 
then the sequence of functions {CV}t satisfies Assumption (A). 
ProoF: Clearly (A) (i) is satisfied. For (A) (ii), we just note that 
/»00 1 /"OO 
C (t) i / h[s)e“咖ds < ——/ \h{s)\ds < 1, Vi G R. 
— ||"||Li(-OO,oo) J-OO — ll"lk(-oo，⑷）九oo 
To prove (A) (iii), we first note that the sequence o o ’ o o ) } t forms an approximate 
convolution identity. Recall that the Fourier transform of any function in I i ( - o o , oo) is bounded 
and uniformly continuous on ( - o o , oo), (see for instance Champeney [2, Theorem 8.1]), (A) (m) 
then follows from Theorem 5.2 (iii) of [2]. 口 
It follows from Lemma 3 that circulant integral operators constructed from approximate 
convolution identity as in (4.16) will be good preconditioners for Wiener-Hopf equations. Table 
1 lists some functions h{t) together with their corresponding CV and C V . We n o t e that the 
Cr listed are summation functions frequently used in Fourier analysis, see [15, p.85] and we 
have here an approach of constructing circulant integral operators from any given summation 
functions. „ 
Let us illustrate our construction by using the Poisson function given in Table 1. tSy [Z.i), 
the r-periodic function c^ is equal to 
crit) = + Je-I(f-T)/丁 I 左(t - r ) , 0 < t < T . 
z ^ 
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h(t) I I Cr(t) I I 
[1 ~ 丁 ie-丨“了丨 




[2, P.86]) ^ 
3 ? 37^ 
— ^ 1 2 s i n V / 2 ) 1 2r � 4 r 3 
(Jackson function ^ | ^(2 一 ：^尸， ^ < 1^1 < 2r, 
[l,p.ll9]) 1^1 > 2r 
^ ^ I Z I 
— r r … 2 
(Abel-Poisson function 
[1，p.119]) 
Table 1: The definitions of h{t) and their corresponding Cr and CV. 
The associated circulant integral operator is then given by (1.4). 
We emphasize that there are sequences of functions {Cr}r that satisfy Assumption (A) but 
not approximate convolution identities. For instance, by the convolution identity, the Dirac 
delta function <5 satisfies ^ 
( “ 幻 ⑷ 二 A;⑴，Vt G R, 
see Walker [15, p.87]. Thus (3.14) is satisfied by letting (X 二 & Since the Dirac delta function 
is just the Fourier transform of 
CV ⑷二 1, v^ g R , 
see [2, p. 118] and CV � is uniformly bounded and conjugate symmetric, the assumptions (A) 
(i) and (ii) are also satisfied. The r-periodic function cv is given by 
Cr{t) = k{t) + k { t - T ) , 0 < t < r, 
see (2.7). By our main theorem, this circulant integral operator is also a good choice of precon-
ditioner for the finite-section Wiener-Hopf equations. 
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5 Numerical Results 
In this section, we present numerical results on the performance of different circulant integral 
operators as preconditioners for Wiener-Hopf operators. The kernel function we tested is 
- l < t < l , 
a(t) = I f , _ 一 
1 e - 丨 、 M > 1. 
The right hand side function g{t) in (1.1) is selected such that the corresponding solution of the 
Wiener-Hopf equation is 
外 ) 二 { i: ？? 
We used the rectangular rule to discretize the finite-section Wiener-Hopf integral operator and 
all circulant integral operators C丁. Since the kernel function has a jump at t = 1 and has a 
singularity at i 二 0, we used a simple average (1 + e—1)/2 as the values of a(l) and replaced the 
value of a(0) by zero in the discretization matrices. The mesh-size we used in the discretization 
scheme is of 1 unit. Therefore the size of the matrix is the same as r for integral-valued r. 
In the test, zeros vector is used as our initial guess and the stopping criterion is Ik/clh/llrolb < 
10-12 where r/, is the residual vector of the preconditioned conjugate gradient method after k 
iterations. We have arbitrarily chosen 7 and a (given in (1.1)) to be 8 and 1 respectively. 
All computations are done by Matlab on an HP-715 workstation. Table 2 shows the numbers 
of iterations required for convergence for different choices of preconditioners. In the table, X 
denotes no preconditioner is used, V and T are the "wrap-round" and "optimal” circulant 
integral operators respectively. For i 二 1, 2,...，5, C. are respectively the circulant integral 
operators constructed by using Poisson, Gauss-Weierstrass, Jackson, Abel-Poisson and Dirac 
delta functions as discussed in §4. 
We see from the table that the numbers of iterations of the preconditioned systems are 
significantly less than that of the non-preconditioned system. The circulant integral operator C5 
constructed by using Dirac delta functions is the overall best amongst the preconditioners tested. 
Moreover, we see that the convergence performance of the “optimal” circulant operators is not 
good compared with that of the other circulant integral operators constructed by approximate 
convolution identities. 
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Sine Transform Based Preconditioners For 
Symmetric Toeplitz Systems 
Abstract 
The optimal circulant preconditioner for a given matrix A is defined to be the minimizer 
of l i e - A\\F over the set of all circulant matrices C. Here || • ||f is the Frobenius norm. 
Optimal circulant preconditioners have been proved to be good preconditioners in solving 
Toeplitz systems with the preconditioned conjugate gradient method. In this paper, we 
construct optimal sine transform based preconditioner which is defined to be the minimizer 
oil B-A\\F over the set of matrices B that can be diagonalized by sine transforms. We will 
prove that for general n-by-n matrices A, these optimal preconditioners can be constructed 
in 0(n2) real operations and in 0(n) real operations if A is Toeplitz. We will also show 
that the convergence properties of these optimal sine transform preconditioners are the s ^ e 
as that of the optimal circulant ones when they are employed to solve Toeplitz systems. 
Numerical examples are given to support our convergence analysis. 
1 Introduction 
In this paper, we discuss the solutions to a class of symmetric positive definite systems Ax 二 b by 
the preconditioned conjugate gradient (PCG) method. The rate of convergence of the conjugate 
gradient (CG) method depends on the condition number see Axelsson and Barker [2, p.26J. 
In general, the smaller is, the faster the convergence will be. In case is not small, the 
method is always used with a symmetric positive definite matrix M to speed up the convergence 
rate. More precisely, instead of applying the CG method to the system Ax 二 b ；^㊀冲pi二 
the method to the transformed system 二 b where A 二 M'^I^AM-^I^ x 二 M]' x and 
b 二 iVf-i/2b. The matrix M is called a preconditioner for A. The preconditioner M is chosen 
in the hope that it will minimize / . (M'^A) and allow efficient computation of the product M_ v 
for any given vector v. The preconditioner M for A can also be viewed as an approximation to 
A that is easily invertible. • 
An n-hy-n matrix T 二 [t,.,^ ] is said to be Toeplitz if ti’尸ti—j, i.e., T is constant along its 
diagonals. An n-by-n matrix C is said to be circulant if it is Toeplitz and its diagonals c, satisty 
for 0 < i < n - 1. We remark that all circulant matrices C can be diagonalized as 
C = F*AF (1.1) 
122 
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where F 二 本 [ e 竿 F z i n is the Fourier matrix. Hence, for any vector v, the matrix-vector 
y/n^ 」•?，匆一u 
multiplication C - ” � 二 F^A'^/^Fv can be computed efficiently by the fast Fourier transform 
(FFT) in 0 (n log n) operations, see Bergland [3]. 
Since circulant matrices are Toeplitz matrices themselves, it is natural to consider using 
circulant matrices as preconditioners for Toeplitz systems. Given a Toeplitz matrix T, there 
are many possible circulant matrices C that one can define to be preconditioners for the system 
r x = b. Since the convergence rate of the PCG method depends on how good the preconditioner 
C approximates T, much attention has been focused on searching a circulant matrix C which is 
close to the matrix T in certain norms, see T. Chan [6], Tyrtyshnikov [22] and Huckle [18]. T. 
Chan in [6] proposed a circulant preconditioner c{T) which is the minimizer of ||C- T\\F over 
all circulant matrices C. Here || • ||f denotes the Frobenius norm. He called c(T) the optimal 
circulant preconditioner and showed that the first column entries Cj of c(T) are given by 
JUn-j) + ( 几 - - 0 1 n - 1 
c,- = — ， 一 u,丄,.••，,心 丄, 
J n 
where tj are the diagonals of T. 
It was shown in Chan [7] that if the underlying generating function of T is a positive function 
in the Wiener class, then the spectrum of c {T) - 'T is clustered around 1. Tyrtyshnikov m 22] 
extended the definition of c(.) to any general n-by-n matrix A. Also, he proved that c(A) is 
symmetric positive definite whenever A is. Note that forming c{A) only requires 0(n) operates 
for Toeplitz matrix A of order n, and O operations for general n-by-n matrix A. However, we 
remark that when A are tridiagonal Toeplitz matrix or tridiagonal block Toeplitz matrix such as 
the 1-dimensional and 2-dimensional discrete Laplacian P = tridiag[—1, 2, - 1 ] and F ^ I - h J ^ ^ 
respectively, the performance of the optimal circulant preconditioners c(A) are not very good, 
see R. Chan and T. Chan [10]. 
The purpose of this paper is to construct optimal sine transform based preconditioners s[A) 
for general matrices A. They are defined to be the minimizer of \\B - A||f over the set of 
matrices B that can be diagonalized by the sine transform matrix S. Since only sine transforms 
will be involved, all computations can be done in real arithmetic. We remark that the matrix-
vector product SV can be done in O (n log n) real operations, see for instance Yip and Rao 23J. 
Moreover, we will see that if A is a tridiagonal Toeplitz matrix, s � is just equal to A itsei . 
We note that since the Frobenius norm is a unitary-invariant norm, the minimizer s(A) is 
given by SAS, where A is a diagonal matrix with diagonal entries 
A j . ’ , 二 j = l,…；几, (1.2) 
see for instance Huckle [18]. However, computing all the diagonal entries of A using formula 
(1 2) will require logn) operations. In this paper, we will show that the minimizer sjA) 
can be obtained in 0(71^) operations for general matrix A. The cost can even be reduced to 
0(n) operat ions when A is a Toeplitz matrix. 
We remark that these operation counts are the same as that of obtaining optimal circulant 
preconditioners c(A), see T. Chan [6]. However, we emphasize that to construct c{A) econom-
ically T Chan has used the fact that all matrices that can be diagonalized by Fourier matrix 
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are circulant matrices which are matrices having very nice algebraic structures. Thus in order 
to construct s{A) efficiently, one needs to find matrices having special algebraic structures to 
characterize all matrices that can be diagonalized by sine transforms. Recently, Soman and 
Koltracht [5], Bini and Benedetto [4] and Huckle [19] independently showed that matrices that 
can be diagonalized by sine transforms can be written as a sum of a Toeplitz matrix and a Han-
kel matrix. This decomposition is the crucial step that leads us to a fast algorithm for obtaining 
s(A). 
As for how good optimal sine transform based preconditioners s(T) are as preconditioners 
for Toeplitz systems Tx = b, we will show that they have the same convergence properties 
as the optimal circulant preconditioners c(T). More precisely, we will show that if a given 
Toeplitz matrix T is generated by a 27r-periodic positive continuous function, then the spectrum 
of is clustered around 1. 
The outline of the paper is as follows. In the next section, we will exhibit a basis for the 
set of matrices that can be diagonalized by sine transforms. The basis is first obtained by 
Boman and Koltracht [5]. Using this basis, we can then construct the optimal sine transform 
based preconditioner s(A) for any given matrix A. We will prove that the construction of 
such preconditioners is of 0{n') operations for general matrices and the count reduces to 0 {n) 
operations when A is a Toeplitz matrix. We show that s{A) is positive definite when A is 
positive definite. We also show that if SAS has Property A, then s{A) is the best conditioned 
sine transform based preconditioner, i.e. 
⑷—1/2如⑷-1/2) < —1/2) 
for any matrices B that can be diagonalized by the sine transform matrix S. In §3, we will 
give the convergence analysis of the optimal sine transform based preconditioners when they are 
applied to solve symmetric Toeplitz systems. Finally, numerical results and some concluding 
remarks are given in §4. 
2 Optimal Discrete Sine Transform Preconditioner 
Let Sn be the n-by-n discrete sine transform matrix with the { i j ) t h entry given by 
(2.3) 
V n + 1 1 
We note that Sn are symmetric and orthogonal, i.e. Sn 二 and SnS^ 二 In. Also, for any 
n-vector v, the matrix-vector multiplication can be computed in O(nlogn) real operations, 
((n/2) l o g n - n + 1 multiplications and 2nlogn - 4n + 4 additions), see Yip and Rao [2 卞.In 
contrast, the numbers of real multiplications and real additions required in n-dimensional tast 
Fourier transform (FFT) are nlogn - 3n + 4 and (3n/2)logn — (5n/2) + 4 respectively, see 
Bergland [3]. The number of operations required for the fast sine transform (FST), are almost 
the same as that of FFT. In this paper, we consider solving linear systems by the PCG method 
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with preconditioners that can be diagonalized by Sn. Let B^xn be the vector space containing 
all such matrices. More precisely, we let 
Bnxn = {SnKSn | 八n IS an n-hj-n diagonal matrix}. 
Recently, Boman and Koltracht [5], Bini and Benedetto [4] and Huckle [19] independently 
proved that a matrix belongs to B,xn if and only if the matrix can be expressed as a special 
sum of a Toeplitz matrix and a Hankel matrix. We recall that a matrix A ：= [a,.，,] is said to be 
Toeplitz if ai j 二 (H—j and Hankel if a ,^, 二 The idea of their proof is to exhibit a basis for 
Bnxn with each element in the basis being a sparse matrix and possessing a nice structure. The 
following Lemma gives the basis Boman and Koltracht considered. 
Lemma 1 (Boman and Koltracht [5]) Let Qi, i 二 1” . .,71, be n-hy-n matrices with the 
(/i, k)th entry given by 
‘ 1 if 丨/i 一 A;丨二 i —1， 
n (i^ M - 1 if A +左二 7 - 2 ， 
込 二 i - 1 if " + 二 2n —i + 3, 
0 otherwise. 
V 
Then {QJ?二i is a basis for B^xn. 
To illustrate the sparsity and nice structure of we display the basis for the case n = 6. 
/ 1 0 0 0 0 0 \ / 0 1 0 0 0 0 \ 
0 1 0 0 0 0 1 0 1 0 0 0 
0 0 1 0 0 0 ^ _ 0 1 0 1 0 0 
仏二 0 0 0 1 0 0 , 0 0 1 0 1 0 ， 
0 0 0 0 1 0 0 0 0 1 0 1 
V 0 0 0 0 0 1 / V 0 0 0 0 1 0 / 
/ - 1 0 1 0 0 0 \ / 0 - 1 0 1 0 0 \ 
0 0 0 1 0 0 - 1 0 0 0 1 0 
1 0 0 0 1 0 ^ _ 0 0 0 0 0 1 
仏二 0 1 0 0 0 1 , … 二 1 0 0 0 0 0 , 
0 0 1 0 0 0 0 1 0 0 0 - 1 V 0 0 0 1 0 - 1 / V 0 0 1 0 - 1 0 / 
/ 0 0 - 1 0 1 0 \ / 0 0 0 - 1 0 1 \ 
0 - 1 0 0 0 1 0 0 - 1 0 0 0 
- 1 0 0 0 0 0 门 — 0 - 1 0 0 0 - 1 (2.4) 
Q5 二 0 0 0 0 0 _1 , 队 — - 1 0 0 0 - 1 0 
1 0 0 0 - 1 0 0 0 0 - 1 0 0 
V o l 0 - 1 0 0 / V 1 0 - 1 0 0 0 / 
In order to give a precise description of the vector space B^xn, let us introduce the following 
notations. 
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Definition 1 lei z 二 ...，ZnY be an n-vector. De^ne 
z 三(Zn, . . ., ZiY 
to be the vector with components of z listed in reverse order. Also, defne 
a(Z)三(2:3, . . .,2^n，0,0” 
to be the n-vector which is obtained by upper shifting of z by two entries. 
Definition 2 Let z be an n-vector. iKne to be the n-hy-n symmetric Toeplitz matrix 
with z as theTrst column and ？{^(z) to be the n-hy-n Hankel matrix with z as the )st column 
and z as the last column. 
With the above notations, we are going to identify the vector space Bnxn. 
Lemma 2 B.xn 二 - | z 二 (^ i , . . .，〜 )、R"} . 
Proof : Let e^  be the ith unit vector in R" . Then by Lemma 1, Qi can be rewritten as 
QFTaW-TirMed). 
Therefore, an n-hy-n matrix B^ belongs to B.xn if and only if there exist zi,…,z^eU such 
that 
= r n ( z ) - i M 咖 ） 
with z = Ej=i • 
For any Toeplitz matrix T , with t 二 ( ‘ … , t n - i ” as the first column, B瞧an and Koltra^t 
f5l recently considered using the matrices K^ 二 ？；⑷-冲))as preconditioners for so ving 
symmetric Toeplitz systems T .x 二 b. We remark from Lemma 2 that can be diagonalized 
by the sine transform matrix S.几.In [5], the preconditioner K几 is shown to be positive definite 
whenever T , is. Also, if tj are Fourier coefficients of a positive function in the Wiener class 
(i e tA < 00), then the conjugate gradient method applied to the preconditioned matnx 
A'-iT^has a superlinear convergence rate. We note that if T , is a tridiagonal Toeplitz matrix, 
then 礼 M t ) ) , the Hankel part of is a zero matrix and hence the preconditioner Kn is 
equal to the matrix T , itself. It follows that tridiagonal Toeplitz systems can be solved m one 
iteration by the PCG method with preconditioners Kn. 
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However, we remark that their approach of constructing sine transform based preconditioners 
for Toeplitz matrices cannot be extended to general symmetric matrices. In this paper, we are 
going to proposal sine transform based preconditioners s(An) that are defined for any n-hy-n 
symmetric matrices A, . Furthermore, if An is a symmetric tridiagonal Toeplitz matrix, then 
our s(An) is also equal to itself. 
Since preconditioners can be viewed as approximations to the given matrix A, , it is rea-
sonable to consider preconditioners which minimize \\Bn — A^ll over all Bn e Bnxn for some 
matrix norm || . ||. We choose our preconditioner s{An) to be the minimizer of \\Bn - A � f 
in the Frobenius norm. According to the terminology used in T. Chan [6], we call ^ 
optimal sine transform based preconditioner. We will show that can be obtained m 0(n ) 
operations for general matrix. The cost can even be reduced to 0{n) operations when A , is a 
Toeplitz matrix. We remark that the cost of constructing s{An) is the same as that of optimal 
circulant preconditioner c(A^). . 
For the sake of presentation, let us illustrate the procedure of constructing s{An) by consid-
ering the simple case n 二 6. By Lemma 2，s{Ae) is of the following form: 
/ Zi Z2 Z3 Z4 z^ Ze \ / 么3 T^g 0 0 � 
Z<1 Zx Z2 Z2, z^ 么 5 坏 坏 0 0 0 
, 4、 幻 约 釘 约 幻 4 _ 坏 坏 0 0 0 
二 Z4 Z3 Z2 Z2 Z3 一 0 0 0 场 坏 
Z5 Z4 Z3 Z2 Z1 Z2 0 0 0 坏 么 4 
V 么6 之5 / \ 0 0 么6 么5 之4 之3 / 
where z 二 (仏句 ,幻 ,坏 ,坏 i s the unknown vector to be found. Let be the {ij)th entry 
of Ae. Minimizing ||s(如）-AqWI by setting 
- 如 IIf 二 0, fori 二 1 , . . . ,6 , 
dzi 
we see that z satisfies the following linear system 
/ 6 0 - 2 0 - 2 0 \ / \ 
0 10 0 - 4 0 - 4 Z2 
- 2 0 10 0 - 4 0 Z3 
0 - 4 0 10 0 - 4 Z4 
- 2 0 - 4 0 10 0 
\ 0 - 4 0 - 4 0 10 / \ / 
/ an + «22 + «33 + (^44 + «55 + ^ 66 � 
ai2 + a23 + ^34 + «45 + «56 + + ^ 32 + «43 + «54 + «65 
_ ai3 + a24 + (135 + «46 + + «42 + ^ 53 + «64 一 1^1 一 6^6 . (2.5) 
二 ai4 + a25 + ase + 4^1 + «52 + c^ es _ 1^2 _ 2^1 — ^56 — 6^5 
ai5 + a26 + 5^1 + 0,62 — ai3 一 (122 _ 3^1 一 «46 _ 5^5 — «64 
V ai6 + aei - ai4 — a23 一 «32 — — «36 — — «54 一 0.63 1 
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We observe that the ith entry of the right hand side vector in (2.5) is obtained by adding or 
subtracting those ahk for which the (/i,A;)th position of Qi is 1 or - 1 respectively (c.f. (2.4)). 
For general n, if we let In be the n-vector with all entries being one and o be the Hadamard 
product, then a straightforward computation as the one we did above shows that the right hand 
side vector is given by 
r , - O An)ln. li{Q2 O A � n , . . . ， ^ i Q u � 4 ) � ” . （2.6) 
If A , has no special structure, then clearly, r , = (r i ,…,r^Y can be computed in 0(n2) opera-
tions because Q, are sparse with only 0(n) nonzero entries each. We note however that if A , is 
a Toeplitz matrix with first row .. •，力n-i)，then r , can be obtained in 0(n) operates . 
This can be seen from the following algorithm when n is even. For odd n, similar algorithm can 
be derived. 
Algorithm 1: 
ri 二 nto 
”2 二 2(n - l)ti 
Wi 二 -to 
vi 二 —2ti 
for /c = 2 : f 
r2k-i 二 2(n + 2)t2k-2 + 
Wk = Wk-l - 2右2fc—2 
r2A； = 2 (n - 2A; + + 1 
Vk 二 ”k—l —划2k-l 
end 
We now go back to the solution of the linear system (2.5). We first reorder the unknowns 
之.of z in such a way that the odd index entries and even index entries appear respectively in 
the upper half and lower half of the resulting vector. For simplicity, this leads to the following 
definition. 
Definition 3 Let Pn be the n-hy-n permutation matrix with the {ij)th entry given by 
' 1 if 1 < ^ < f t l and j 二 1， 
[Pnk? 二 1 if [ f l C i g n a n d j 二 —2[fl， 
0 otherwise. 
V 
In particular, Pq is given by 
/ 1 0 0 0 0 0 \ 
0 0 1 0 0 0 
0 0 0 0 1 0 
0 1 0 0 0 0 ‘ 
0 0 0 1 0 0 
、 0 0 0 0 0 1 乂 
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After permutation, (2.5) becomes a block diagonal system, 
/ 6 - 2 - 2 0 0 0 \ / \ 
—2 10 -4 0 0 0 幻 
-2 -4 10 0 0 0 坏 ^ p^re. (2.7) 
0 0 0 10 -4 -4 幻 
0 0 0 -4 10 -4 
V 0 0 0 - 4 - 4 10 / \ ze / 
The following theorem proves that in general if r , is known in advance, then solving the 
block diagonal matrix can be done in 0{n) operations. 
Theorem 1 Let An 二 [ajk] be an n-hy-n symmetric matrix and s{An) be the minimizer of 
打 _ a J f over all Bn G Bnxn. Denote Um to be the m-hy-m matrix with all its entries being 
one, and ei to be the :rst unit vector of length [号 1. Then 
s{An)=rn{z)-nn{(r{z)) 
with / 了了 T � f n \ 
z — { , + \ + eiei 9厂 0 ) p^r. (2.8) 
if n is even; and 
z — _ 乎 + Z 平 0 \ ^^^ (2.9) 
if n is odd. 
Proof: Here we just give the proof for the case n is even. The proof for odd n is similar. To 
minimize \\Bn — AnWl over B^xn, we set 
^\\s{An) — Axlll^ 二 0, for i 二 1, •.., 71. 
dzi 
We obtain a linear system that has the same structure as that in (2.5). Permutating the system 
by Pn yields 工i , \ 
Here K is an |-by-f Toeplitz matrix given by 
K = r晉([2(n - 1), - 4 , - 4 , • 
and D 二 d i a g ( * , l , l , . . . ’ l ) is an f -by-f diagonal matrix (c.f. (2.7)). Note that K can be 
rewritten as n\ 
K 二 + 4 " f . ( ) 
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Applying Sherman-Morrison formula, see [17’ p.3], we can express K ' ^ as, 
� 1 二 击 由 
Similarly by rewriting 
DKD+ = 2{n + 1)1^ - (21^ - ei)(21^ - ei)^ + (n + l)eie{ 
2 
and applying Sherman-Morrison formula we have 
^^^^{DKD + + + eiel) 二 /营. 
Combining these together with the fact that Pn is orthogonal, (2.8) follows. 口 
Before going on, let us first emphasize the relationship between the first column of matrices 
B e B^xn and their eigenvalues. For any matrix B G B _ ， w e have B 二 SkS where A is the 
eigenvalue matrix of B. If D denotes the diagonal matrix whose diagonal is equal to the first 
column of Sn, then we have Sei 二 L>ln. Therefore the relation is given by 
D-'^SnBei = Aln- (2.11) 
Hence, any matrix in B 似 , i s determined by its first c o l誰n . In particular, eigenvalues of the 
minimizer can be computed in O(nlogn) operations. The following corollary gives the 
explicit formula for the entries of the first column of s{An). The proof follows directly from the 
expressions (2.8) and (2.9) and therefore we omit it. 
Corollary 1 Let A^ 二 [o^ fc] be an n-hy-n symmetric matrix and s{An) be the minimizer of 
\\Bn — A^IIf over all Bn G B^xn- Denote z to be the ；rst column of s{An)- If �and s^ are 
denned respectively to he the sum of the odd and even index entries ofv^, then we have 
[z]i 二 卞 ] 3 ) 
with 
[礼 二 〜打 ]几） 
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if n is even; and 
if n is odd. 
From Corollary 1 and (2.6), we see that s{An) can be obtained in 0{n^) operations for 
general symmetric matrix A , and 0(n) operations for band matrix A, . Using Algorithm 1, we 
further see that only 0(n) operations is required if A , is a symmetric Toeplitz matrix. In the 
following, we give some spectral properties of s{An). 
Theorem 2 Let An be an n-hy-n symmetric matrix. Then s{An) is symmetric. Moreover, we 
have � 
A m i n � < 入 m i n ( 仏 ) ) < 入 m a x W ^ ) ) < A m a x ( A n )， （2.12) 
where ； W x ( . ) and Amin(.) denote the largest and the smallest eigenvalues respectively. In par-
ticular, 
||s(A0l|2<Pn||2 (2.13) 
and if An is positive de^nite，then s{An) is also positive defnite. 
Proof: The proof is similar to that of Theorem 1 in Chan, Jin and Yeung [9] or that of Theorem 
2 in Huckle [18]. 口 
Next we consider matrices A , having Property A, i.e. there exists a permutation matrix P 
such that / \ 
PA pt —乃 1 丑 
where Di and D^ are square diagonal matrices and Ei and E2 are arbitrary matrices. In [11], 
Chan and Wong proved that if FA^F* has Property A, then the optimal circulant p recond i t i oner 
c(A.) minimizes the condition number “ (。一丄 “ ^^：—over all positive definite circulant 
matrices C. Here similarly if ^^A^^n has Property A, then we can prove that s{An) minimizes 
1/2) over all positive definite B G B^xn. The proof of the following theorem is 
similar to that of Theorem 1 in [11] and therefore will be omitted. 
Theorem 3 Let An be an n-hy-n symmetric positive de;nite matrix. If the matrix SnAnSn has 
property A, then s � minimizes AB-^Iover all symmetric positive de:mte rrmtrtces 
B G Bnxn. 
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3 Application in Solving Toeplitz Systems 
In this section, we consider applying the optimal sine transform based preconditioners 
to solving a class of symmetric Toeplitz systems T,x 二 b by the preconditioned conjugate 
gradient method. Our main result is that the spectra of these preconditioned matrices Tn 
are clustered around 1. Hence the conjugate gradient method when applied to solving the 
preconditioned systems = s{Tn)-'h converges sufficiently fast. 
In the following, we assume that the Toeplitz matrices Tn are generated by 27r-periodic 
continuous real-valued even functions. We emphasize that this class of symmetric Toeplitz 
matrices arises in some practical problems. Typical examples of generating functions are the 
kernels of the Wiener-Hopf equations, see Gohberg and Fel'dman [15, p.82], the function which 
gives amplitude characteristic of the recursive digital filters, see Chui and Chan [14], the spectral 
density functions in stationary stochastic process , see Grenander and Szego [16, P-ITIJ and 
the point-spread functions in image deblurring, see Oppenheim [20, p.200]. In the following 
discussions, we denote C2. to be the set of 27r-periodic continuous real-valued even functus. 
F o r all / e C2冗，let 
tkif) = — r A ； 二 o ， ± i , 土 2 , . . . 
2% Jo 
be the Fourier coefficients of f. Since f is even and real-valued, we have 
t k [ f ) = t - k [ f ) , 二 0，士1, 土 2 , . . . . 
For simplicity, we write 二 ‘ We also let f . to be an n-vector with entries given by the 
first n Fourier coefficients of f, i.e. 
The following Lemma gives the relation between f and the spectrum X{Tn{fn)) of TJM. 
Lemma 3 (Grenander and Szeg6 [16, pp.63-65]) Let f G C2. with the minimum and max-
imum values given by /min and f輯 respectively. Then ； [/min, /max]. In particular, 
we have 
丨丨2 < ll/l 00 
where || . ||oo denotes the supremum norm. 
In the following, we first prove that if f is an even function in the Wiener class, then the 
spectrum of Tni^n) 一 ^(T^fn)) is clustered around zero. Then we extend the clustering result 
from the Wiener class to C2.. We remark that a function / is in the Wiener class if its Fourier 
coefficients are absolutely summable, i.e. 
00 
XI丨t知丨 < � . 
—oo 
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It is clear that if f is an even function in the Wiener class, then f 6 C2沉•. 
In the analysis of the spectra of the preconditioned matrices, we first write - s(7;(fn)) 
as Tnifn) - siTnifn)) = + "礼(哨n)) _ S(7;(fn)). (3.14) 
The clustering of the spectrum has already been proved by B謹an and Koltracht 
[5]. 
Lemma 4 (Boman and Koltracht [5]) Let f be an even function in the Wiener class. Then 
for all e > 0，there exist iV ,M> 0 such that for all n > N，at most M eigenvalues ofUrMQ) 
have absolute value larger than e. 
According to this lemma and equation (3.14), it suffices to show that the spectra of _ 
Tinieri^n)) and s(rn(fn)) are asymptotically the same. 
Lemma 5 Let f be an even function in the Wiener class, then 
lim M T n i Q ) - [Tnifn) - ^n(^(fn))]| b 二 0. 
n-^oo 
Proof: For simplicity, we only consider the case where n - 2m. The case where n is odd can be 
proved similarly. We first note from Theorem 1 and Corollary 1 that our optimal sine transform 
based preconditioner siTniU)) can be expressed as follows: 
= TniZn) -
Here the kth entry of the n-vector z^ is given by 
卜 + 击 E 〜 ， ' 二 1, 
O m-1 
r 1 — j=«/2 
Znlk = \ . , I o\ o "^一 1 1 1 
I ^ T Z - + 力又—1 + 2 ^ 3 < ib < n and where k is odd, 
fn-k + S\ 亡知-1 + 2 ^ t2j, 3 < A; < n and where k is even. 
V 几+1 y - , -
V 
It is clear that Tni^n)-Uni^^n)) - siTni^n)) is a symmetric Toeplitz-plus-Hankel matrix. After 
some manipulations, it can be re-written as 
rn(fn) — nn{cT{fn)) _ 二 7；(乂1) — ？A>(Xl)) — 7；(乂2) + 乂2)), 
where 1 ^ 
xi = — — (0, 0, h, 2^3,... ’（几-3)tn-2, {n - 2)tn-i) 
71 + 1 
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and \ t 
^ /m-l m-l m-l m-1 ’ 
X2 二 E � , E � + 1 , E t2j, E �+1,...,力几-2,力几-1，0, 0 . 
^ + 1 \j=l j=l j=2 j=2 / 




||%^(^KX2))||2 < 2| |X2| | i . 
For all € > 0, since f is in the Wiener class, we can always find positive integers A i^, N2 and an 
N3 > N<2 such that 
. 0 0 . ^ € 1 ^ e 
去S丨丨jisp 丨《双-
Thus, for all n > max{A^i, A^s}, we have ||xi||i < e/6 and 
9 N2 ^ 6 
� j = l j=N2+l 
Hence the result follows. 口 
We now extend the result in Lemma 4 to the class of 27r-periodic continuous even functions. 
Lemma 6 Let f e C2冗.Then for all e > 0, there exist N,M>0 such that for all n > N, at 
most M eigenvalues ofTnifn) — <7；(£打))have absolute value larger than e. 
Proof. The idea of our proof is to use the Weierstrass Theorem to approximate any real-valued 
even function in C^. by trigonometric polynomials. Let f G C2.. Then for any e > 0, there 




with Ck 二 c—k such that f^ 二 / 一 p and 
打 / , ( 3 . 1 5 ) 
9 、乂 
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see Cheney [13, p.l44]. For all n > 2M, by Lemmas 4 and 5, we write 
TniU) - siTniQ) 
= r n ( g n ) - siTnign)) + XiPn) 一 siTniPn)) 
= r . ( g n ) - siXi^n)) + 礼 WPn)) + TniPn) " _ siTniPn))- (3.16) 
We note that the first two terms in right hand side of (3.16) are matrices of small norm. In fact 
by (2.13)，Lemma 3 and (3.15), we have 
WTniZn) - K7;(gn))||2 < ||r.(gn)||2 + I kCTnlgn)) I b < II^IU + H^IU < ^ 
Since pis a real-valued even function and also in the Wiener class, Lemmas 4 and 5 imply that 
both matrices ？ a n d r.(Pn) _ UnipiVn)) 一 ^(TnlPn)) have spectra clustered around 
zero. Hence the result follows. 口 
From (2.12) and Lemma 3, we can easily show that the smallest eigenvalue of is 
uniformly bounded from below when f is positive. Using the identity 
s i T n i ^ r ' T n i Q = + < 7 ； ( f n ) ) —1[(7；(1；) -
we obtain the following main theorem. 
Theorem 4 Let f e C2. be positive. Then for all e > 0，there exist iV, M > 0 such that for all 
n�N,at most M eigenvalues of siTniQ^XiQ — In have absolute value larger than e. 
It follows from Theorem 4 that the conjugate gradient method when applied to solving 
r ( f j x 二 b, converges superlinearly, see for instance Chan [8]. Finally we consider the cost of 
solving Toeplitz systems. It is known that the cost per iteration in the p r e c o n d i t i o n e d conjug_ate 
gradient method is about 5n operations plus the cost of computing and s(7;(fn)) d 
for some vectors y and d, see Axelsson and Barker [2, p.23]. Both matrix-vector multiplications 
r j f j y and s(rn{fn))- 'd can be done by using fast sine transforms, see for instance Boman 
and Koltracht [5]. The cost is of O(nlogn) operations. Hence the cost per iteration is ot 
order O(nlogn) operations. As the method converges superlinearly, the number of iterations 
required for convergence remains bounded. Hence the total cost of solving the Toeplitz system 
二 b is in O(nlogn) operations. We emphasize that all the computations can be done 
in real arithmetic. � 
4 Numerical Examples and Concluding Remarks 
In this section, we compare our optimal sine transform based preconditioners s{Tn) with sine 
transform based preconditioners derived by Boman and Koltracht [5], Strang's circulant precon-
ditioners [21] and T. Chan's circulant preconditioners [6]. We test their performances on tour 
even functions defined on [ - t t , tt]. They are 
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n I \Sc\Sb\Cs\'^ 
~16 8 ^ 6 "~4~ 7 
32 11 "6~ 5 5 6 
64 IT 5 5 5 5 
"TT 5 5 — 5 " T ~ 
5 5 5 5 
512 22 5 I 5 I 5 I 5— 
Table 1: Numbers of iterations for test function (i) 
(i) E r = — o o ( i + w ” . i # � 
(ii)没4 + 1, 
(iii) and 
(iv) 
We note that the first three functions are continuous, but the fourth one is not. Also the third 
function has a zero at " = 0. The Toeplitz matrices T, are formed by evaluating the Fourier 
coefficients of the test functions. 
In the test, we used the vector of all ones as the right hand side vector and the zero vector as 
the initial guess. The stopping criterion is ||e�2/||e�||2 < 10—7, where e, is the residual vector 
after q iterations. All computations are done by Matlab on a SUN spare workstation. Tables 1-4 
show the numbers of iterations required for convergence with different choices of preconditioners. 
In the tables, I denotes no preconditioner was used, Sc,知，Cs and Ct are respectively our 
optimal sine transform based preconditioners, Boman and Koltracht's preconditioners, Strang s 
circulant preconditioners and T. Chan's circulant preconditioners. 
From the numerical results, we see that in all tests, our optimal sine transform based pre-
conditioners Sc performs almost the same as Boman's, Strang's and T. Chan's ones. However, 
for the test function (iii), the number of iterations of our optimal sine transform based precon-
ditioners Sc is less than that of circulant preconditioners (c.f. Table 3). 
In this paper, we have proposed and analyzed the optimal sine transform based precondition-
ers s(A) for general symmetric matrices A. For Toeplitz or near-Toeplitz systems arising from 
the discretization of elliptic problems with Dirichlet boundary conditions, we anticipate them to 
be better preconditioners than circulant ones. A typical example is the 1-dimensional Laplacian 
tridiag[- l ,2 , - l ] . In this case, our preconditioner is exact whereas the condit画 nuf b二 ot 
the system preconditioned by the optimal circulant preconditioner is of 0 (n / )’ see R. C^ han 
and T. Chan [10]. Recently, Chan and Wong [12] proved that when the optimal sine transiorm 
based preconditioners are used in solving the elliptic problems, the condition number ot these 
preconditioned matrices are bounded independent of the sizes of the discretization matrices. 
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n I \Sc\Sb\Cs\C^ 
~16 8 ^ 6 "~8~ 8 
19 6 7 8 
64 5 5 6 5 
" W 5 5 6 5 
5 5 6 5 
11 70 I 5 I 5 丨 6 I 5 一 
Table 2: Number of iterations for test function (ii). 
n II I I I 叫 叫 � 
~16 8 4 ~ ~ 5 ~ ~ 7 ~ ~ 
" " ^ " 1 6 ~ ~ 4 ~ ~ 5 ~ ~ ~ 10 
~ ~ 5 5 7 ~ 11 
~ ~ 5 ^ 7 14 
" ^ " 1 7 6 5 6 ~ ~ 8 ~ 17 
II 370 I 5 I 6 I 8 I 22 • 
Table 3: Number of iterations for test function (iii). 
I Sc~ 
8 6 4 7 
32 "TT 6 5 5 
64 " T ^ 6 5 5 6 
128 T ^ 6 5 5 5 
6 5 5 5 
512 丨丨 24 丨 6 I 5 I 5 I 5 
Table 4: Number of iterations for test function (iv). 
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We remark that using the approach in this paper, one can also construct the optimal cosine 
transform based preconditioner which is defined to be the minimizer o f \ \ R - A \ \ F over the set of 
matrices R that can be diagonalized by the cosine transform matrix. The cost of construction 
will also be the same as that of s{A). 
References 
[1] G. Ammar and W. Gragg, Superfast Solution of Real Positive Dernite Toeplitz Systems, 
SIAM J. Matrix Anal. Appl., 9 (1988), pp. 61-76. 
[2] O. Axelsson and V. Barker, Finite Element Solution of Boundary Value Problems, Theory 
and Computation, Academic Press, Orlando, FL, 1984. 
[3] G. Bergland, A Fast Fourier Transform Algorithm for Real-valued Series, Comm. ACM, 11 
(1968), pp. 703-710. 
Ml D Bini and F Di Benedetto, A New Preconditioner for the Parallel Solution of Positive 
De-nite Toeplitz Systems, in Proc. Second ACM Symp. on Parallel Algorithms and Archi-
tectures, Crete, Greece, 1990, pp. 220-223. 
[5] E. Boman and I. Koltracht, Fast Transform Based Preconditioners for Toeplitz Equations, 
SIAM J. Matrix Anal. Appl., (1995), to appear. 
[6] T. Chan, An Optimal Circulant Preconditioner for Toeplitz Systems, SIAM J. Sci. Statist. 
Comput', 9 (1988), pp. 766-771. 
[7] R. Chan, The Spectrum of a Family of Circulant Preconditioned Toeplitz Systems, SIAM J. 
Num. Anal., 26 (1989), pp. 503-506. 
.8] R. Chan, Circulant Preconditioners for Hermitian Toeplitz Systems, SIAM J. Matrix Anal. 
Appl., 10 (1989), pp. 542-506. 
[9] R. Chan, X. Jin, and M. Yeung, The Circulant Operator in the Banach Algebra of Matrices, 
Linear Algebra Appl., 149 (1991), pp. 41-53. 
[10] R. Chan and T. Chan, Circulant Preconditioners for Elliptic Problems, Numer. Linear 
Algebra Appl., 1 (1992), pp. 77-101. 
11] R. Chan and C. Wong, Best Conditioned Circulant Preconditioners, Linear Algebra Appl., 
2 1 8 ( 1 9 9 5 ) , p p . 2 0 5 — 2 1 2 . 
[12] R. Chan and C. Wong, Sine Transform Based Preconditioners for Elliptic Problems, sub-
mitted. 
[13] E. Cheney, Introduction to Approximation Theory, Mcgraw-Hill Book Co., New York, 1966. 
Sine Transform Based Preconditioners 139 
•14] C. Chui and A. Chan, Application of Approximation Theory Methods to Recursive Digital 
Filter Design, IEEE Trans. Acoust., Speech, Signal Process., 30 (1982), pp. 18-34. 
•15] I Gohberg and I. Felman, Convolution Equations and Projection Methods for Their Solu-
tion, Transl. Math. Monographs, Vol. 41, Amer. Math. Soc, Providence, RI, 1974. 
[16] U. Grenander and G. Szego, Toeplitz Forms and Their Applications, 2nd ed., Chelsea 
Publishing, New York, 1984. 
[17] G. Golub and C. Van Loan, Matrix Computations, 2nd ed. The Johns Hopkins University 
Press, Baltimore, MD, 1989. 
[18] T. Huckle, Circulant and Skew-circulant Matrices for Solving Toeplitz Matrix Problems, 
SIAM J. Matrix Anal. AppL, 13 (1992), pp. 767-777. 
19] T. Huckle, Fast Transforms for Tridiagonal Linear Equations, BIT, 34 (1994), pp. 99-112. 
[20] A. Oppenheim and R. Schafer, Discrete-time Signal Processing, Prentice-Hall, Englewood 
Cliffs, NJ, 1989. 
"21] G. Strang, A Proposal for Toeplitz Matrix Calculations, Stud. AppL Math., 74 (1986), pp. 
171-176. 
[22] E. Tyrtyshnikov, Optimal and Super-optimal Circulant Preconditioners, SIAM J. Matrix 
Anal. AppL, 13 (1992), pp. 459-473. 
[23] P. Yip and K. Rao, Fast Decimation-in-time Algorithms for a Family of Discrete Sine and 

























































 . . - . 











































































 . . .





 / : 、




























 v . ： . . , 、 









































































 • - ‘
 •二






























 . . . .

















































































 . . . . . .
 “ 、 … . . .
 、 「 , . / 二
 • s ^ . 」 
i : . 广 - , ：














































 . : 7
 •














^ y M 

















 - i 
. . - 7 “ . t v . .
 ： . ? ^ : .














 . . .





























 .  -
 .
 >





 . . . 、 ： ； . . . -





































. i j —
 ^ ^ 
？.....“’


























































 1 . 1 . : . -





 i z 











































































































































































^ ： ^ . V
 卞


























 . . . . .
 .







 , , : / . (
 ：















 . . . . .
 ^
 f























 - r l n 
ElOhbSOOO 
iimimum saLJBjqLH >|HnO 
I 
