The aim of this paper is to identify the different sources of persistence of output fluctuations. We propose an unobserved components model that allows us to decompose GDP series into a trend component and a cyclical component. We let the drift of the trend component to switch between different regimes according to a first-order Markov process. To calculate an appropriate p-value for a test of linearity we propose a bootstrap procedure, which allows for general forms of heteroskedasticity. The performance of the bootstrap is checked by means of a Monte Carlo simulation. Our study concerns the U.S. As suggested by the Endogenous Growth theory, cyclical shocks appear to play an important role on the observed persistence of output. We argue that the traditional explanation of persistence, which is related to Real Business Cycle models with exogenous productivity, is not consistent with our data. We also find that the majority of business cycle fluctuations in the U.S. are due to real shocks.
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Introduction
An important stylized fact of business cycle is the persistence of output fluctuations. With persistence of output fluctuations we refer to a shock to output that is persistent and whose effect does not dissipate in the near future. That is, output does not show a significant tendency to return to its trend level after a shock. In an influential paper, Nelson and Plosser (1982) show that output is better characterized as a nonstationary process with no tendency to revert to a deterministic path. Thus, output has a unit root. These results have been widely confirmed by other authors. For example, Campbell and Mankiw (1987) find that quarterly GNP for G-7 countries is highly persistent. They show that an unexpected change in real GNP of 1 percent should change one's forecast by over a long horizon by over 1 percent. Further, according with these results, Cogley (1990) finds high persistence in output fluctuations for a similar sample of countries. Although much disagreement remains among researchers using postwar quarterly data over which are the shocks that cause business fluctuations, there is a broad agreement on the fact that output fluctuations are highly persistent. The presence of a stochastic trend in output series is consistent with several economic models. It is possible to divide them into two categories: Real Business Cycle (RBC) and Endogenous Growth (EG) models. In RBC model (see Kydland and Prescott (1982) , King et al. (1991) or Rebelo (2005) for a complete survey), real shocks are the central driver of business cycle and the only source of persistence in output fluctuations. Conventional RBC theory assumes that GNP per capita follows a random walk with drift, where the drift is exogenously determined by the rate of labor-augmenting technological progress. Only small deviations around a steady state solution are analyzed and transitional growth dynamics are ignored. In this set-up, exogenous permanent shifts in the production function are the sole responsible of the existence of a stochastic trend.
On the other hand, other authors related to EG literature (King et al. (1988) , Stadler (1990) and Fatás (2000) ) notice that if we relax the hypothesis that technological progress is exogenous, the notion of persistent fluctuation may have a very different interpretation. More precisely, if we consider a model where the technological progress depends on economic factors, there are many types of shocks different from a permanent shift in the production function, that can generate persistent fluctuations. In particular, any temporary shock can stimulate learning and cause a rise in the accumulated technical knowledge of the economy shifting the trend of GDP upward. As a consequence, demand shocks, traditionally considered as temporary, can have a permanent impact on the trend of the output.
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The two sets of models described above imply the presence of a stochastic trend, so both are able to produce persistent output fluctuations. But while the source of the stochastic trend is due to permanent shifts in the production function in RBC models, it is attributable to cyclical shocks in EG models. Therefore, their implications are different in terms of causes and welfare costs of output fluctuations.
The objective of this paper is to find a stylized fact against which these macroeconomic theories can be measured. We are conscious that it is imprudent to make definitive judgments regarding the above theories on the basis of a unique stylized fact, but we believe that it is interesting to find empirical evidence that allows us to determine if cyclical shocks are an important source of the persistence of output fluctuations.
With this in mind, we propose an unobserved components (UC) 1 model that allows us to decompose GDP series into a trend component and a cyclical component. The former is assumed to follow a random walk with drift, the latter is assumed to be a stationary second-order autoregressive process. We let the drift of the trend component to switch between regimes according to a first-order Markov process as in Hamilton (1989) . It is thus possible to capture business cycle asymmetry. By asymmetry we mean that the dynamics of recessions are qualitatively distinct from those of expansions A key problem which arises in actual applications is how to determine the number of regimes of the model. Hamilton's original paper offers a suggestive evidence that the two-state Markov-switching model outperforms linear models in terms of forecasts, but not statistical tests. Thus, the dominant approaches in the empirical literature are to fix the number of regimes a priori or to determine them in an informal manner by visual inspection of data plots. Both approaches are evidently subjective, somewhat arbitrary and leave much to be desired.
A more formal statistical procedure for determining the number of regimes is to perform a test of linearity using likelihood ratio tests. Such tests are complicated because usual regularity conditions are not fulfilled due to the presence of nuisance parameters that are not identified under the null hypothesis (see Hansen (1996) and Andrews and Ploberger (1994) ). This implies that the scores are identically zero . Hence, standard regularity conditions are not valid, and then conventional statistics do not have an asymptotic standard distribution. In our case, the null hypothesis is a one-regime model versus the alternative of two regimes. In this context, transition probabilities are not identified under the null. Hansen (1992a,b) proposed a theory of hypothesis testing to calculate the p-value of the test of interest under the presence of nuisance parameters in Markov-switching models, but his procedure is computationally burdensome and only delivers p-values which are an upper bound for the true p-values. A less computationally demanding test procedure was proposed by Garcia (1998) , but his method is theoretically little attractive since it overlooks the problem of the singular information matrix. Moreover, both procedures ignore the power of the test. Recently, Carrasco et al. (2004) propose a test procedure that does not require estimating the model under the alternative. This is a great advantage over competing tests, as those of Garcia (1998) and Hansen (1992a,b) , because estimating a Markov-switching model is particularly burdensome. The problem is that Carrasco's test only works with stationary data and in our paper we employ a series which displays a non-stationary behaviour.
To circumvent these difficulties, we propose an alternative methodology to test the number of regimes. We calculate exact p-values from a bootstrap approximation to the null distribution of the likelihood ratio test statistic. To our knowledge, there has so far been no work on the use of such methodology to select the number of regimes in the frame of UC models with the parameters of interest switching between two different regimes according to a first-order Markov process. Once we have determined the number of regimes, we are able to perform a simple test to assess the Endogenous Growth Hypothesis. It is clear that if we accept this hypothesis, the empirical evidence suggests that cyclical shocks play an important role in the observed persistence.
The rest of the paper is organized as follows. Section 2 specifies the model and states the hypothesis testing procedure. Section 3 proposes a bootstrap procedure to calculate the p-value of a linearity test within our framework of interest. An empirical application for the U.S. is given in section 4. Section 5 assesses the finite sample performance of the proposed bootstrap procedure by means of a Monte Carlo experiment. The conclusion is provided in the last section. Estimation methods are relegated to Appendix A. Appendix B 4 contains all the tables and figures.
The Model
We decompose the observed series into two additive unobservable components: a nonstationary trend, Y N t , and a stationary cyclical component,
Following Hamilton (1989) , the growth rate of the trend component is allowed to switch between different regimes. We consider the cycle modifies also the trend, as Jaeger and Parkinson (1994) postulate in their hysteresis model. Thus, the trend component is defined as a random walk with a switching drift plus a term which captures the effect of the cyclical component on it. That is,
, where parameter θ captures the possible impact of the cyclical component on the trend, and S t = {1, 2} indicates the regime of the economy. We consider an economy with two regimes, one related to expansions and the other to recessions. We also assume that S t is driven by a first-order Markov process with transition probabilities given by
The transition probability p ij gives the probability that state i will be followed by state j.
The cyclical component is assumed to follow a stationary second-order autoregressive process, , we perform a linearity test. In our case, the null hypothesis of interest is that of a single regime against the alternative of two regimes, that is,
Note that transition probabilities, p 11 and p 22 , are unidentified under the null since any value between 0 and 1 leaves the likelihood function unchanged. This implies that the information matrix is singular under the null, and hence standard regularity conditions are not satisfied. Therefore, the asymptotic null distribution of the likelihood ratio test statistic is not a χ 2 with one degree of freedom. To calculate an appropriate p-value for the test of linearity we propose a bootstrap procedure.
Once the number of regimes has been determined, we are able to test the Endogenous Growth Hypothesis, i.e. cyclical shocks have a significant effect on the trend component of output, by simply performing an appropriate test of the relevant null hypothesis, H 0 : θ = 0. If we reject the null, the empirical evidence then suggests that cyclical shocks play an important role in the observed persistence. In fact, if this is the case, as it is pointed out by the EG theory, cyclical shocks produce changes in the resources allocated to growth and, consequently, may have permanent effects on the output level. On the contrary, if we accept the relevant null hypothesis, cyclical shocks do not have a permanent effect on the level of the economy. Therefore, as RBC theory suggests, real shocks are the only source of persistence of output fluctuations. In order to perform a test for H 0 we can employ standard likelihood tests, which are chi-squared distributed with one degree of freedom. The problem of unidentified nuisance parameters under the null vanishes when this test is individually considered.
3 Design of the experiment for computing the bootstrap p-value for the linearity hypothesis test
The objective of this section is to approximate the distribution of the test statistic of interest by a consistent bootstrap procedure. We implement a Wald test statistic. We propose a bootstrap procedure that allows for the presence of general heteroskedasticity.
Heteroskedastic bootstrap
Our aim is to calculate a bootstrap distribution of the Wald test allowing for the possibility of general heteroskedasticity. In particular, the resampling we propose is based on the idea of the wild bootstrap, which was studied for the first time by Wu (1986) in the context of variance estimation in heteroskedastic linear models. In our context, it looks like this: . It is well-known that the likelihood function of state-space models with Markov switching is severely ill-behaved, and it usually has numerous local optima. A nonlinear maximization routine is employed to estimate the model. To implement such a routine we need to set starting values, and their choice can have a dramatic influence upon the maximum which is found. Thus, it is possible that we do not detect the global maximum of the likelihood function. As a result, the Wald test statistic will be an underestimate of the true Wald statistic. To give robustness to our results, we use the Nelder-Mead simplex algorithm to search for a set of parameters near the maximum, and we then estimate the model using Kim's algorithm.
The parameters of interest are
We calculate the maximum likelihood estimates 
5 See the Appendix for details about the algorithm proposed by Kim (1994) . 6 See Hamilton (1994) and the Appendix for a detailed description of the Kalman Filter algorithm.
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Let T * denote the sample size for the bootstrap. 0, 0) , that is, the underlying natural component at time 0 is assumed to be equal to the observed value of the GDP series at time 0, whereas the cyclical elements were assumed to be zero.
, that is, unobserved bootstrap components are generated with conditionally fixed design on the estimated unobserved components in Step 2,
III. We next define the bootstrap observations,
The parameters used to construct the data are the parameter values estimated in Step 2.
STEP 4: Each bootstrap sample {Z *
T b : b = 1, ..., B} is then used to re-estimate the parameters under H 1 . Let γ * 1 denote the estimator of γ 1 when using the bootstrap sample. We then compute the Wald test statistic associated with the bootstrap sample as 
Evidence for unit root
We have imposed that the natural component contains a unit root. Thus, we are interested in testing for a unit root in GDP series. We employ the PhillipsPerron test for unit roots. We obtain that GDP displays a nonstationary behaviour. This result is presented in Table 1 .
Estimation results and hypothesis testing
The result for the linearity test is reported in Table 2 . The p-value obtained, 0.000, is calculated following the bootstrap technique described in Section 3. The diagnosis checking of the residuals of the linear model 8 leads us to implement a heteroskedastic bootstrap. According to the bootstrap p-value, we reject the null hypothesis of a linear model at the 1%-significance level. Results concerning the estimated nonlinear model are available in Table 3 .
We define asymmetry as the different dynamic of a macroeconomic series during recessions and expansions. Therefore, we are interested in checking if the estimated smooth probabilities coincide with the timing of recessions for the U.S. economy. Figure 1 shows these probabilities along with NBER recession dates. The business cycle peaks derived from the model are quite close to NBER. Thus, our model identifies those recession periods when the growth rate of the trend undergoes changes in its dynamic.
The sign of the growth rate of the trend component is positive during expansions, µ 1 = 0.009, and negative during recessions, µ 2 = −0.01 This result confirms Hamilton's conclusions about real GNP growth is well characterized by recurrent shifts between positive and negative growth periods.
We also obtain that the standard deviation of the trend, σ N = 0.006, is larger than the standard deviation of the cycle innovation, σ C = 0.001. The ratio of standard deviations, σ N / σ C , is greater than one. This indicates that most of the output variation can be attributed to the trend component. This result is in contrast to the evidence presented by other studies that find that the majority of output fluctuations in the U.S. are due to cyclical shocks (see Clark, 1987) . On the other hand, our result is consistent with the evidence presented by Nelson and Plosser (1982) and Murray and Papanyan (2004) .
We next move to the Endogenous Growth Hypothesis, i.e. H 0 : θ = 0. We reject the null hypothesis at the 5% significance level, with a p-value equal to 0.000. This means that cyclical shocks have a permanent impact on the trend component of GDP, thus they are an important source of the observed persistence of output fluctuations. Therefore, this persistence cannot be reduced to the presence of exogenous permanent shifts, as it was pointed out in section 1 in relation to RBC theory. Even if real shocks dominate as the source of output fluctuations, these shocks do not work through the mechanisms highlighted in RBC models. Real shocks affect the economy through some Keynesian channel, as the EG theory suggests. The positive sign of parameter θ implies that there is a positive correlation between cyclical shocks and the trend component. This means that a positive cyclical shock leads to a permanent increment in the GDP trend.
We conclude that, if our goal is to study the persistence of output fluctuations, RBC theory may be misleading.
Monte Carlo Experiment
This section reports a simple Monte Carlo experiment that is conducted in order to gauge the finite sample performance of the linearity test. The experiments are based upon the model design described in Section 2. The parameter values defining the 11 selected data-generating processes (DGPs) are listed in Table 4 .
It is worth noting that DGP 0 corresponds to a single regime model (i.e. µ 1 = µ 2 ), whereas from DGP 1 to DGP 10 we have a two-regime model (i.e. µ 1 = µ 2 ). This involves generating data from DGP 0 to explore the empirical size of the test, while the remaining ten parameterizations are considered to explore the empirical power of the test. Parameter values for DGP 1 correspond with the point estimates of our model. Transition probabilities (p 11 , p 22 ) = (0.6, 0.4) imply that the regime indicator variables {S t } are uncorrelated. In the case of (p 11 , p 22 ) = (0.9, 0.9) or (p 11 , p 22 ) = (0.9, 0.98), the two regimes are highly persistent, with the regime corresponding to S t = 2 being almost absorbing in the later case (the stationary distribution of {S t } is (0.5, 0.5) and (0.1167, 0.8333), respectively).
The experiments proceed by generating an artificial time series of length T + 50 according to each one of the DGPs under study, with T ∈ {100, 250} and initial values for both the cyclical component and the trend set to zero. The initial value of the Markov chain {S t } was drawn randomly from its stationary distribution, that is, p(s t = 1) = (1 − p 22 )/(2 − p 11 − p 22 ) and p(s t = 2) = (1 − p 11 )/(2 − p 11 − p 22 ). The first 50 pseudo-data points are then discarded to minimize the effect of initial conditions and the remaining T points are used to compute the test statistic. For each simulated sample, the p-values were calculated using 250 bootstrap replications.
In Table 5 we report the rejection frequencies in 1000 Monte Carlo replications at the 5% and 10% significance levels. The empirical size of the test is remarkably close to its nominal value even for a small sample size T = 100. If the sample size is increased to T = 250, the empirical size is more accurate. The power of the test is also quite good. Especially noteworthy is the sensitivity of the results with regard to the magnitude of parameter change. It is evident that the test performance improves as the difference between the values of parameters in the two regimes increases. In addition, the magnitude of the transition probabilities significantly affects the power of the test. More precisely, in both cases, (p 11 , p 22 ) = (0.9, 0.9) and (p 11 , p 22 ) = (0.9, 0.98), we observe a high power. A loss in power is observed in the case of (p 11 , p 22 ) = (0.6, 0.4). As expected, it can be seen for each design point that, as T increases, the power improves considerably.
To sum up, the general conclusion that can be drawn from the simulation findings is that the proposed test performs quite well.
Conclusions
We have claimed that one of the important stylized facts of business cycle is the persistence of output fluctuations. The aim of this paper is to identify the source of this observed persistence for the case of the U.S. economy. With this in mind, we propose an unobserved components model that allows us to decompose GDP series into a trend component and a cyclical component. We model the trend component as a random walk with drift. The transitory component is supposed to follow a stationary second-order autoregressive process. Following Hamilton (1989) , we allow the growth rate of the trend component to switch between different regimes according to a first-order Markov process.
To determine the number of regimes, we propose a bootstrap procedure that allows for general forms of heteroskedasticity. We investigate the performance of the proposed bootstrap procedure by means of a Monte Carlo simulation. We find that it works correctly. Hypothesis testing suggests that cyclical shocks are an important source of persistence in output fluctuations.
We conclude that the persistence of output fluctuations cannot be simply reduced to the presence of exogenous permanent shifts in the production function, as it is usually assumed by the RBC theory. As the EG theory suggests, cyclical shocks need to be take into account.
Appendix A: Estimation procedures
In this appendix we present different filters which have been proposed in the relevant literature for estimating the sort of model described in Section 2. Firstly, we examine the Kalman filter, which allows us to estimate the linear model. Secondly, we present Kim's approach, which combines unobserved components models with the Markov-switching methodology.
The Kalman Filter
In 1960, R.E. Kalman published a famous paper describing a recursive solution to the discrete data linear filtering problem. Since that time, due in large part to advances in digital computing, the Kalman filter has been the subject of extensive research and applications, particularly in the area of autonomous or assisted navigation.
The Kalman filter 9 is a set of mathematical equations that provides an efficient recursive computational procedure to estimate the state of a process, in a way that minimizes the mean squared error (MSE). The filter is very powerful in several aspects: it supports estimations of past, present, and even future states, and it can do so even when the precise nature of the modeled system is unknown.
To start with, consider an (n × 1) vector of observed variables at date t, y t . These observable variables are related to a possibly unobserved (r × 1) vector h t , known as the state vector, via a measurement equation,
where H and A are matrices of parameters of dimension (n × r) and (n × k), respectively, x t is an (k ×1) vector containing exogenous or lagged dependent variables, and the (n × 1) vector w t is a white noise disturbance vector with covariance matrix given by:
where R is an (n × n) matrix. Despite the fact that the variables of h t are, in general, not observable, they are known to be generated by a first-order Markov process,
where F and Π are matrices of parameters of dimension (r × r) and (r × k), respectively. The (r × 1) vector v t is a withe noise disturbance vector:
where Q is an (r × r) matrix. Equation (2) is the transition equation. The disturbances v t and w t are assumed to be uncorrelated at all lags:
or all t and τ.
Further assumptions on measurement and transition disturbances are as follows: i) they are uncorrelated with the exogenous variables; ii) they are assumed to be normally distributed in order to calculate the likelihood function.
The state space form (SSF) that represents the dynamics of the univariate time series y t is composed of equations (1) and (2) . The information set at time t − 1 is given by matrix
Note that there are two set of unknowns: the parameters of the model in H , A , R, F, Π and Q (these matrices will be referred as the system matrices) and the elements of the state vector h t ........ The goal of the Kalman filter procedure is to form a forecast of the unobserved state vector at time t based on the information at date t − 1. For now, we will assume that the particular numerical values of system matrices are known. Let h t|t−1 denote the linear forecast of the state vector h t based on (x t , Ψ t−1 ), and P t|t−1 denote the MSE matrix associated with this forecast.
Because the filter is a recursion, it is started assuming initial values for the mean and variance of the state variables, h 1|0 and P 1|0 , respectively. Then, we can conduct the Kalman filter in four major steps. First, we calculate the one-period-ahead forecast of the unobserved state vector and the associated MSE matrix :
The next step is to calculate the one-step forecast of the measurement variable y t at date t − 1 knowing information up to and including t − 1,
Once the new observation y t becomes available at date t, we can calculate the forecast error on the observed variable and its MSE:
and it is possible to update the estimated state vector and its MSE matrix:
is known as the filter gain since a certain fraction of the difference between the observable and the predicted state is added to the previous prediction. These last two terms that are generated using the updating equations correspond to the inputs of the next filter iteration.
Hence, if the system matrices were known the Kalman filter would yield as outcome the sequences { h t|t−1 } T t=1 and {P t|t−1 } T t=1 . We can view the Kalman filter as a sequential updating procedure that consists of forming a prior guess about the state of nature and then adding a correction to this guess, this correction being determined by how well the guess has performed in predicting the next observation. However, the state space model is not entirely estimated since we usually do not known the parameters of the system matrices. Considering that {v t , w t } T t=1 are Gaussian, then the distribution of y t conditional on (x t , Ψ t−1 ) is Gaussian with mean given by equation (3) and variance given by equation (4) . We use the prediction error decomposition to construct the logarithm of the distribution function, so that for a Gaussian model it has the form: with respect to the underlying unknown parameters using nonlinear optimization techniques.
The Kim Filter
The aim of the Kim filter is to extend the Markov-Switching methodology to a general state-space framework, where measurement and transition equations may both switch between regimes. The state-space representation becomes: p ij = 1.
The goal of this filter is to construct a forecast of h t and its associated mean square error, based not only on Ψ t−1 but also on the random variable s t taking value j and s t−1 taking value i: 
