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Abstract—Several analog and digital brain-inspired electronic
systems have been recently proposed as dedicated solutions for
fast simulations of spiking neural networks. While these archi-
tectures are useful for exploring the computational properties
of large-scale models of the nervous system, the challenge of
building low-power compact physical artifacts that can behave
intelligently in the real-world and exhibit cognitive abilities
still remains open. In this paper we propose a set of neu-
romorphic engineering solutions to address this challenge. In
particular, we review neuromorphic circuits for emulating neural
and synaptic dynamics in real-time and discuss the role of
biophysically realistic temporal dynamics in hardware neural
processing architectures; we review the challenges of realizing
spike-based plasticity mechanisms in real physical systems and
present examples of analog electronic circuits that implement
them; we describe the computational properties of recurrent
neural networks and show how neuromorphic Winner-Take-All
circuits can implement working-memory and decision-making
mechanisms. We validate the neuromorphic approach proposed
with experimental results obtained from our own circuits and
systems, and argue how the circuits and networks presented in
this work represent a useful set of components for efficiently and
elegantly implementing neuromorphic cognition.
I. INTRODUCTION
Machine simulation of cognitive functions has been a chal-
lenging research field since the advent of digital computers.
However, despite the large efforts and resources dedicated
to this field, humans, mammals, and many other animal
species including insects, still outperform the most powerful
computers in relatively routine functions such as sensory pro-
cessing, motor control and pattern recognition. The disparity
between conventional computing technologies and biological
nervous systems is even more pronounced for tasks involving
autonomous real-time interactions with the environment, es-
pecially in presence of noisy and uncontrolled sensory input.
One important aspect is that the computational and organizing
principles followed by the nervous system are fundamentally
different from those of present day computers. Rather than us-
ing Boolean logic, precise digital representations and clocked
operations, nervous systems carry out robust and reliable
computation using hybrid analog/digital unreliable processing
elements; they emphasize distributed, event-driven, collective,
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and massively parallel mechanisms and make extensive use of
adaptation, self-organization and learning.
Several approaches have been recently proposed for build-
ing custom hardware, brain-like neural processing architec-
tures [1]–[9]. The majority of them are proposed as an
alternative electronic substrate to traditional computing ar-
chitectures for neural simulations [2], [4], [5], [7]. These
systems can be very useful tools for neuroscience modeling,
e.g., by accelerating the simulation of complex computational
neuroscience models by three or more orders of magnitude [4],
[7], [10]. However, our work focuses on an alternative ap-
proach aimed at the realization of compact, real-time, and
energy efficient computational devices that directly emulate
the style of computation of the brain, using the physics of
Silicon to reproduce the bio-physics of the neural tissue. This
approach, on one hand, leads to the implementation of compact
and low-power behaving systems ranging from brain-machine
interfaces to autonomous robotic agents. On the other hand,
it serves as a basic research instrument for exploring the
computational properties of the neural system they emulate
and hence gain a better understanding of its operational
principles. These ideas are not new: they follow the original
vision of Mead [11], Mahowald [12], and colleagues [13].
Indeed, analog Complementary Metal–Oxide–Semiconductor
(CMOS) technology has been effectively employed for the
construction of simple neuromorphic circuits reproducing ba-
sic dynamical properties of their biological counterparts, e.g.,
neurons and synapses, at some level of precision, reliability
and detail. These circuits have been integrated into Very
Large Scale Integration (VLSI) devices for building real-time
sensory-motor systems and robotic demonstrators of neural
computing architectures [14]–[19]. However, these systems,
synthesized using ad-hoc methods, could only implement very
specific sensory-motor mappings or functionalities. The chal-
lenge that remains open is to bridge the gap from designing
these types of reactive artificial neural modules to building
complete neuromorphic behaving systems that are endowed
with cognitive abilities. The step from reaction to cognition
in neuromorphic systems is not an easy one, because the
principles of cognition remain to be unraveled. A formal
definition of these principles and their effective implementa-
tion in hardware is now an active domain of research [20]–
[23]. The construction of brain-like processing systems able to
solve cognitive tasks requires sufficient theoretical grounds for
understanding the computational properties of such a system
(hence its necessary components), and effective methods to
combine these components in neuromorphic systems. During
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the last decade we pursued this goal by realizing neuromorphic
electronic circuits and systems and using them as building
blocks for the realization of simple neuromorphic cognitive
systems [20]. Here we describe these circuits, analyze their dy-
namics in comparison with other existing solutions and present
experimental results that demonstrate their functionalities. We
describe the limitations and problems of such circuits, and
propose effective design strategies for building larger brain-
like processing systems. We conclude with a discussion on
the advantages and disadvantages of the approach we followed
and with a description of the challenges that need to be
addressed in order to progress in this domain. Specifically, in
the following sections we show how the building blocks we
propose, based on dynamic synapse circuits, hardware models
of spiking neurons, and spike-based plasticity circuits, can be
integrated to form multi-chip spiking recurrent and Winner-
Take-All neural networks, which in turn have been proposed
as neural models for explaining pattern recognition [24], [25],
working memory [9], [26], decision making [27], [28] and
state-dependent computation [29], [30] in the brain.
II. NEURAL DYNAMICS IN ANALOG VLSI
Unlike a von Neumann computing architecture, neuromor-
phic architectures are composed of massively parallel arrays
of simple processing elements in which memory and compu-
tation are co-localized. In these architectures time represents
itself and so the synapse and neuron circuits must process
input data on demand, as they arrive, and must produce
their output responses in real-time. Consequently, in order to
interact with the environment and process real-world sensory
signals efficiently, neuromorphic behaving systems must use
circuits that have biologically plausible time constants (i.e.,
of the order of tens of milliseconds). In this way, they are
well matched to the signals they process and are inherently
synchronized with the real-world events. This constraint is not
easy to satisfy using analog VLSI technology. Standard analog
circuit design techniques either lead to bulky and silicon-area
expensive solutions [31] or fail to meet this condition, resorting
to modeling neural dynamics at “accelerated” unrealistic time-
scales [32], [33].
One elegant solution to this problem is to use current-
mode design techniques [34] and log-domain subthreshold
circuits [35]–[39]. When Metal Oxide Semiconductor Field
Effect Transistors (MOSFETs) are operated in the subthresh-
old domain, the main mechanism of carrier transport is that
of diffusion, as it is for ions flowing through proteic channels
across neuron membranes. As a consequence, MOSFETs have
an exponential relationship between gate-to-source voltage and
drain current, and produce currents that range from femto- to
nano-Ampe`res. As the time constants of log-domain circuits
are inversely proportional to their reference currents, in addi-
tion to being directly proportional to the circuit capacitance,
the subthreshold domain allows the integration of relatively
small capacitors in VLSI to implement temporal filters that are
both compact and have biologically realistic time constants,
ranging from tens to hundreds of milliseconds.
Neuron conductance dynamics and synaptic transmission
can be faithfully modeled by first order differential equa-
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Fig. 1: Current-mode low-pass filter circuits. Red arrows show
the translinear loop considered for the log-domain analysis. (a)
The Differential Pair Integrator circuit diagram. (b) The Low-
Pass Filter circuit diagram. (c) The “Tau-Cell” circuit diagram.
tions [40], therefore subthreshold log-domain circuits that
implement first order low pass filters can faithfully reproduce
biologically plausible temporal dynamics. Several examples
of such circuits have been proposed as basic building blocks
for the implementation of silicon neurons and synapses.
Among them, the Differential Pair Integrator (DPI) [41], [42],
the log-domain Low-Pass Filter (LPF) [43], and the “Tau-
Cell” [44] circuits offer a compact and low-power solution.
These circuits, shown in Fig. 1, can be analyzed by applying
the translinear principle, whereby the sum of voltages in a
chain of transistors that obey an exponential current-voltage
characteristic can be expressed as multiplication of the currents
flowing across them [45]. For example, if we consider the
DPI circuit of Fig. 1a, and we assume that all transistor have
same parameters and operate in the subthreshold regime and
in saturation [37], we can derive circuit solution analytically.
Specifically, we can write:
Iout = I0e
κVC
UT IC =C
d
dt
VC (1)
Iin = I1 + I2 I2 = Iτ + IC
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where the term I0 represents the transistor dark current, UT
represents the thermal voltage and κ the subthreshold slope
factor [37]. By applying the translinear principle across the
loop made by the arrows in the circuit diagram of Fig. 1a we
can write: Ith · I1 = I2 · Iout . Then, by replacing I1 and
expanding I2 from eq. (1) we get:
Ith · (Iin− Iτ − IC) = (Iτ + IC) · Iout . (2)
Thanks to the properties of exponential functions, we can
express IC as a function of Iout :
IC =C
UT
κIout
d
dt
Iout (3)
Finally, by replacing IC from this equation and dividing
everything by Iτ in eq. (2), we get:
τ
(
1+
Ith
Iout
)
d
dt
Iout + Iout =
IthIin
Iτ
− Ith (4)
where τ ,CUT/κIτ .
This is a first-order non-linear differential equation that
cannot be solved explicitly. However, in the case of sufficiently
large input currents (i.e., Iin  Iτ ) the term −Ith on the right
side of eq. (4) can be neglected. Furthermore, under this
assumption and starting from an initial condition Iout = 0,
Iout will increase monotonically and eventually the condition
Iout  Ith will be met. In this case also the term IthIout on the
left side of eq. (4) can be neglected. So the response of the
DPI reduces to a first-order linear differential equation:
τ
d
dt
Iout + Iout =
Ith
Iτ
Iin (5)
The general solution of the other two log-domain circuits
shown in Fig. 1b and Fig. 1c can be derived analytically
following a similar procedure. Table I shows the equations
used for the derivation of all three circuits, and their general
solution.
The LPF circuit of Fig. 1 is the one that has the least number
of components. However it is not the most compact, because to
apply the translinear principle correctly, it is necessary to use a
p-type Field Effect Transistor (FET) with its bulk connected to
its source node (see p-FET with I1 current flowing through it
in Fig. 1b). This requires an isolated well in the circuit layout,
which leads to larger area usage, and makes the overall size of
the circuit comparable to the size of the other two solutions.
Furthermore, the requirement of an isolated well for the p-FET
does not allow the design of the complementary version of the
circuit in standard CMOS processes (e.g., to have negative
currents). The Tau-Cell circuit does not have this problem,
but it requires precise matching of the two current sources
producing Iτ and −2Iτ , which can also lead to large area
usage at the layout level. The DPI can implement in a compact
way both positive and negative currents (e.g., by using the
complementary version of the schematic of Fig. 1a). An other
advantage of the DPI, with respect to the other two solutions,
is the availability of the additional control parameter Ith that
can be used to change the gain of the filter.
The LPF circuit has been used to model both synaptic
excitation and shunting inhibition [46]. The Tau-Cell has been
DPI LPF Tau-Cell
Circuit equations
Iout = I0e
κVC
UT Iout = I0e
κ(Vdd−VC )
UT Iout = I0e
κV2−Vre f
UT
IC =C
dVC
dt IC =−C dVCdt IC =C dVCdt
Iin = I1 + Iτ + IC I1 = Iτ + IC I1 = Iτ + IC
IC =C
UT
κIout
dIout
dt IC =C
UT
κIout
dIout
dt IC =C
UT
Iout
dIout
dt
Translinear Loop
Ith · I1 = (Iτ + IC) · Iout Iin · I0 = I1 · Iout Iin · Iτ = I1 · Iout
Solution
τ
dIout
dt
+ Iout =
Ith
Iτ
Iin τ
dIout
dt
+ Iout =
I0
Iτ
Iin τ
dIout
dt
+ Iout = Iin
τ = CUTκIτ τ =
CUT
κIτ τ =
CUT
Iτ
TABLE I: Characteristic equations of the DPI, LPF, and Tau-
Cell log-domain filters.
used to implement log-domain implementation of Mihalas-
Niebur [47] and Izhikevich [48] neuron models, and the
DPI has been used to implement both synapse and neuron
models [41], [49]. In the next sections we will show examples
of neurons and synapses that exploit the properties of the DPI
to implement the relevant dynamics.
III. SILICON NEURONS
Several VLSI implementations of conductance-based mod-
els of neurons have been proposed in the past [50]–[54].
Given their complexity, these circuits require significant silicon
real-estate and a large number of bias voltages or currents
to configure the circuit properties. Simplified Integrate-and-
Fire (I&F) models typically require far less transistors and
parameters but often fail at reproducing the rich repertoire of
behaviors of more complex ones [55], [56].
A recently proposed class of generalized I&F models how-
ever has been shown to capture many of the properties of
biological neurons, while requiring less and simpler differen-
tial equations compared to more elaborate conductance-based
models, such as the Hodgkin & Huxley (H&H) one [56], [57].
Their computational simplicity and compactness make them
valuable options for VLSI implementations [32], [47], [48],
[58], [59].
We describe here a generalized I&F neuron circuit origi-
nally presented in [59], which makes use of the DPI circuit
described in the previous Section and which represents an
excellent compromise between circuit complexity and compu-
tational power: the circuit is compact, both in terms of transis-
tor count and layout size; it is low-power; it has biologically
realistic time constants; and it implements refractory period
and spike-frequency adaptation, which are key ingredients for
producing resonances and oscillatory behaviors often empha-
sized in more complex models [55], [57].
The circuit schematic is shown in Fig. 2. It comprises
an input DPI circuit used as a low-pass filter (ML1−3), a
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Fig. 2: Adaptive exponential I&F neuron circuit schematic.
The input DPI circuit (ML1−3) models the neuron’s leak
conductance. A spike event generation amplifier (MA1−6)
implements current-based positive feedback (modeling both
sodium activation and inactivation conductances) and produces
address-events at extremely low-power operation. The reset
block (MR1−6) resets the neuron and keeps it in a resting
state for a refractory period, set by the Vref bias voltage. An
additional low-pass filter (MG1−6) integrates the spikes and
produces a slow after hyper-polarizing current Iahp responsible
for spike-frequency adaptation.
spike-event generating amplifier with current-based positive
feedback (MA1−6), a spike reset circuit with refractory pe-
riod functionality (MR1−6) and a spike-frequency adaptation
mechanism implemented by an additional DPI low-pass filter
(MG1−6). The DPI block ML1−3 models the neuron’s leak
conductance; it produces exponential sub-threshold dynamics
in response to constant input currents. The neuron’s membrane
capacitance is represented by the capacitor Cmem while Sodium
channel activation and inactivation dynamics are modeled by
the positive-feedback circuits in the spike-generation amplifier
MA1−6. The reset MR1−6 block models the Potassium conduc-
tance and refractory period functionality. The spike-frequency
adaptation block MG1−6 models the neuron’s Calcium con-
ductance that produces the after-hyper-polarizing current Iahp,
which is proportional to the neuron’s mean firing rate.
By applying the current-mode analysis of Section II to
both the input and the spike-frequency adaptation DPI circuits
we derive the complete equation that describes the neuron’s
subthreshold behavior:
(
1+
Ith
Imem
)
τ
d
dt
Imem + Imem
(
1+
Iahp
Iτ
)
= Imem∞ + f (Imem)
τahp
d
dt
Iahp + Iahp = Iahp∞u(t) (6)
where Imem is the sub-threshold current that represents the real
neuron’s membrane potential variable, Iahp is the slow variable
responsible for the spike-frequency adaptation mechanisms,
and u(t) is a step function that is unity for the period in which
the neuron spikes and null in other periods. The term f (Imem)
is a function that depends on both the membrane potential
variable Imem and the positive-feedback current Ia of Fig. 2:
f (Imem) =
Ia
Iτ
(Imem + Ith) (7)
In [49] the authors measured Imem experimentally and showed
how f (Imem) could be fitted with an exponential function of
Imem. The other parameters of eq. (6) are defined as:
τ , CmemUT
κIτ
, τahp ,
CpUT
κIτahp
Iτ , I0e
κ
UT
Vlk , Iτahp , I0e
κ
UT
Vlkahp
Imem∞ ,
Ith
Iτ
(Iin− Iahp− Iτ), Iahp∞ ,
Ithahp
Iτahp
ICa
where Ith and Iτahp represent currents through n-type
MOSFETs not present in Fig. 2, and defined as Ith, I0e
κ
UT
Vthr ,
and Ithahp , I0e
κ
UT
Vthrahp respectively.
In addition to emulating Calcium-dependent after-hyper-
polarization Potassium currents observed in real neurons [60],
the spike-frequency adaptation block MG1−6 reduces power
consumption and bandwidth usage in networks of these neu-
rons. For values of Iin  Iτ we can make the same simplifying
assumptions made in Section II. Under these assumptions, and
ignoring the adaptation current Iahp, eq. (6) reduces to:
τ
d
dt
Imem + Imem =
Ith
Iτ
Iin + f (Imem) (8)
where f (Imem)≈ IaIτ Imem.
So under these conditions, the circuit of Fig. 2 implements
a generalized I&F neuron model [61], which has been shown
to be extremely versatile and capable of faithfully reproducing
the action potentials measured from real cortical neurons [62],
[63]. Indeed, by changing the biases that control the neu-
ron’s time-constants, refractory period, and spike frequency
adaptation dynamics this circuit can produce a wide range of
spiking behaviors ranging from regular spiking to bursting (see
Section VII).
While this circuit can express dynamics with time constants
of hundreds of milliseconds, it is also compatible with fast
asynchronous digital circuits (e.g., < 100 nanosecond pulse
widths), which are required to build large spiking neural
network architectures (see the /REQ and /ACK signals of
Fig. 2 and Section VI). This allows us to integrate multiple
neuron circuits in event-based VLSI devices and construct
large distributed re-configurable neural networks.
IV. SILICON SYNAPSES
Synapses are fundamental elements for computation and
information transfer in both real and artificial neural systems,
and play a crucial role in neural coding and learning. While
modeling the non-linear properties and the dynamics of large
ensembles of synapses can be extremely onerous for Software
(SW) simulations (e.g., in terms of computational power and
simulation time), dedicated neuromorphic Hardware (HW)
can faithfully reproduce synaptic dynamics in real-time using
massively parallel arrays of pulse (spike) integrators. In this
case, the bottleneck is not in the complexity of the spiking
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processes being modeled, but in the number of spikes being
received and transmitted (see Section VI for more details).
An example of a full excitatory synapse circuit is shown
in Fig. 3. This circuit, based on the DPI circuit described
in Section II, produces biologically realistic Excitatory Post
Synaptic Currents (EPSCs), and can express short term plas-
ticity, N-Methyl-D-Aspartate (NMDA) voltage gating, and
conductance-based behaviors. The input spike (the voltage
pulse Vin) is applied to both MD3 and MS3. The output current
Isyn, sourced from MD6 and through MG2, rises and decays
exponentially with time. The temporal dynamics are imple-
mented by the DPI block MD1−6. The circuit time constant
is set by Vτ while the synaptic efficacy, which determines the
EPSC amplitude, depends on both Vw0 and Vthr [41].
A. Short term depression and short-term facilitation
Short term plasticity mechanisms can be extremely ef-
fective tools for processing temporal signals and decoding
temporal information [64], [65]. Several circuit solutions have
been proposed to implement these types of dynamics, using
different types of devices and following a wide range of
design techniques [66]–[71]. These short-term dynamic mech-
anisms are subdivided into short-term depression and short-
term facilitation. The circuit block MS1−3 is responsible for
implementing short-term depression: with every voltage pulse
Vin the synaptic weight voltage Vw decreases, at a rate set by
Vstd . When no spikes are being received, the Vw “recovers”
toward the resting state set by Vw0. In [67] the authors
demonstrate that this sub-circuit is functionally equivalent to
the one described in theoretical models, and often used in
computational neuroscience simulations [72], [73]. In addition
to short-term depression, this DPI synapse is capable also
of short-term facilitation: if the bias Vthr of MD1 is set so
that Ith  Isyn at the onset of the stimulation (i.e., during the
first spikes), the circuit equation, derived from eq. (4) in the
analysis of Section II reduces to:
τ
d
dt
Isyn +
I2syn
Ith
− Isyn( IwIτ +1) = 0 (9)
which can be further simplified to:
τ
d
dt
Isyn = Isyn(
Iw
Iτ
+1) (10)
In other words, the change in circuit response increases with
every spike, by an amount greater than one, for as long as the
condition Isyn  Ith is satisfied. As Isyn increases this condition
starts to fail, and eventually the opposite condition (Isyn  Ith)
is reached. This is the condition for linearity, under which
the circuit starts to behave as a first order low-pass filter, as
described in Section II.
B. NMDA voltage gating and conductance behavior
The output differential pairs of Fig. 3 (MN1−2 and MG1−2)
are responsible for implementing NMDA voltage gated chan-
nels and conductance-based behavior respectively. The re-
sponse properties of these circuits have been thoroughly char-
acterized in [41].
VddVdd Vdd
V
τ
Isyn
Csyn
Vw
Vin
Iw
I
τ
Vthr
Vdd
Vin
Vw0
Vstd
MS1
MS2
MS3
MD1
MD5
MD4
MD3
MD2
MD6
MN1
MN2
MG1
Vnmda
VG MG2
Cstd
Vmem
Fig. 3: Complete DPI synapse circuit, including short term
plasticity, NMDA voltage gating, and conductance-based func-
tional blocks. The short-term depression block is imple-
mented by MOSFETs MS1−3; the basic DPI dynamics are
implemented by the block MD1−6; the NMDA voltage gated
channels are implemented by MN1−2, and conductance based
voltage dependence is achieved with MG1−2.
C. Homeostatic plasticity: synaptic scaling
Synaptic scaling is a stabilizing homeostatic mechanism
used by biological neural systems to keep the network’s
activity within proper operating bounds. It operates by globally
scaling the synaptic weights of all the synapses afferent to
a neuron, for maintaining the neuron’s firing rate within a
functional range, in face of chronic changes of their activity
level, while preserving the relative differences between indi-
vidual synapses [74]. In VLSI, synaptic scaling is an appealing
mechanism that can be used to compensate for undesired
behaviors that can arise for example because of temperature
drifts or sudden changes in the system input activity levels.
Thanks to its independent controls on synaptic efficacy set by
Vw and Vthr, the DPI synapse of Fig. 3 is compatible with
both conventional spike-based learning rules, and homeostatic
synaptic scaling mechanisms. Specifically, while learning cir-
cuits can be designed to locally change the synaptic weight
by acting on the Vw of each individual synapse (e.g., see
Section V), it is possible to implement adaptive circuits that
act on the Vthr of all the synapses connected to a given neuron
to keep its firing rate within desired control boundaries. This
strategy has been recently demonstrated in [75].
V. SYNAPTIC PLASTICITY: SPIKE-BASED LEARNING
CIRCUITS
One of the key properties of biological synapses is their
ability to exhibit different forms of plasticity. Plasticity mech-
anisms produce long-term changes in the synaptic strength of
individual synapses in order to form memories and learn about
the statistics of the input stimuli. Plasticity mechanisms that
induce changes that increase the synaptic weights are denoted
as Long Term Potentiation (LTP) mechanisms, and those that
induce changes that decrease synaptic weights are denoted as
Long Term Depression (LTD) mechanisms [76].
In neuromorphic VLSI chips, implementations of long-
term plasticity mechanisms allow us to implement learning
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algorithms and set synaptic weights automatically, without
requiring dedicated external read and write access to each
individual synapse.
As opposed to the case of theory, or software simulation,
the realization of synapses in hardware imposes a set of
important physical constraints. For example synaptic weights
can only have bounded values, and with a limited (and
typically small) precision. These constraints have dramatic
effects on the memory capacity of the neural network that uses
such synapses [77], [78]. So when developing computational
models of biological synapses that will be mapped onto neuro-
morphic hardware, it is important to develop plasticity mecha-
nisms that work with limited resolution and bounded synaptic
weights [24]. Another important constraint that should be
taken into account when developing hardware learning systems
that are expected to operate continuously (as is the case
for real-time behaving systems) is related to the blackout
effect [79]. Classical Hopfield networks are affected by this
effect: in Hopfield networks the memory capacity is limited,
and is related to the number of synapses available. Learning
new patterns uses memory resources and if the number of
stored patterns reaches a critical value the storage of even
one single new pattern destroys the whole memory because
none of the old patterns can be recalled. Unfortunately, this
catastrophic condition is unavoidable in most practical sce-
narios, since continuous, uninterrupted learning will always
lead to the blackout effect. However, it is possible to avoid
this effect, by building networks that can progressively forget
old memories to make room for new ones, thus exhibiting the
palimpsest property [80]. It has been demonstrated that the
optimal strategy for implementing this palimpsest property,
while maintaining a high storage capacity, is to use synapses
that have a discrete number of stable states and that exhibit
stochastic transitions between states [81]. Specifically, it was
demonstrated that by modifying only a random subset of the
network synapses with a small probability, memory lifetimes
increase by a factor inversely proportional to the probability
of synaptic modification [82]. In addition, the probability of
synaptic transitions can be used as a free parameter to set the
trade-off between the speed of learning against the memory
capacity.
These types of plastic synapse circuits can be implemented
in a very compact way by reducing to the minimum the
resolution of the synaptic weight (i.e., just two stable states)
and using variability in the input spike trains as the source of
stochasticity for the transition of the synaptic weights (e.g.,
from an LTD to an LTP stable state). The low resolution in
the synaptic weights can be compensated by redundancy (i.e.,
using large numbers of synapses) and the variability in the
input spike trains can be obtained by encoding signals with the
mean rates of Poisson distributed spike-trains [83]–[85]. An
important advantage of delegating the onus of generating the
stochasticity to the input spiking activity is that no additional
circuitry is needed for the stochastic state transitions [86].
Furthermore, since the spiking activity controls the speed
of learning, the network can easily switch between a slow-
learning regime (i.e., to learn pattern of mean firing rates
with uncorrelated stimuli) to a fast learning one (i.e., to
learn highly correlated patterns) without changing its internal
parameters [84], [87].
In addition to allowing compact circuit designs, these types
of plastic synapse circuits do not require precisely matched
analog devices. As the dominant source of variability lies
in the (typically Poisson distributed) input spikes driving the
learning, additional sources of variability, for example induced
by device mismatch, do not affect the main outcome of the
learning process. As a consequence, analog VLSI designers
do not have to allocate precious Silicon real-estate resources
to minimize device mismatch effects in these circuits.
An example of a circuit that implements a weight update
mechanism compatible with this stochastic learning rule, is
shown in Fig. 4a. The circuit comprises three main blocks:
an input stage MI1−2, a spike-triggered weight update block
ML1−4, and a bi-stability weight storage/refresh block (see
transconductance amplifier in Fig. 4a). The input stage receives
spikes from pre-synaptic neurons and triggers increases or de-
creases in weights, depending on the two signals VUP and VDN
generated downstream by the post-synaptic neuron. The bi-
stability weight refresh circuit is a positive-feedback amplifier
with very small “slew-rate” that compares the weight voltage
Vw to a set threshold Vthw and slowly drives it toward one of
the two rails Vwhi or Vwlo, depending on whether Vw >Vthw or
Vw <Vthw respectively. This bi-stable drive is continuous and
its effect is superimposed to the one from the spike-triggered
weight update circuit. The analog, bi-stable, synaptic weight
voltage Vw is then used to set the amplitude of the EPSC
generated by the synapse integrator circuit (e.g., the circuit
shown in Fig. 3). Note that while the weight voltage Vw is
linearly driven by the bi-stability circuit, its effect on the EPSC
produced by the connected DPI synapse is exponential. This
non-linearity can in principle affect adversely the dynamics of
learning and is more relevant at small scales (tens of synapses)
since the contribute of each synapse is important. However
the non-linearity has a negligible effect in practice because
in the slow-learning regime only a small subset of a much
larger number of synapses is involved in the learning process,
each one participating with a small contribution. The circuit
presented here can be easily modified to better reproduce the
linear dynamics of the theoretical model by decoupling the
synaptic weight from the internal variable, as in [88].
The two signals VUP and VDN of Fig. 4a that determine
whether to increase or decrease the synaptic weight are shared
globally among all synapses afferent to a neuron. The circuits
that control these signals can be triggered by the neuron’s
post-synaptic spike, to implement standard Spike–timing–
dependent Plasticity (STDP) learning rules [76]. In general,
STDP mechanisms that update the synaptic weight values
based on the relative timing of pre- and post-synaptic spikes
can be implemented very effectively in analog [83], [89]–
[92] or mixed analog-digital VLSI technology [93]. However,
while standard STDP mechanisms can be effective in learning
to classify spatio-temporal spike patterns [93], [94], these
algorithms and circuits are not suitable for both encoding
information represented in a spike correlation code and a
means rate code without spike correlations [95], [96]. For
this reason, we focus on more elaborate plasticity mecha-
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nisms that not only depend on the timing of the pre-synaptic
spikes but also on other state variables present at the post-
synaptic terminal, such as the neuron membrane potential
or its Calcium concentration. An example of such type of
learning rule is the one proposed in [25], which has been
shown to be able to classify patterns of mean firing rates, to
capture the rich phenomenology observed in neurophysiolog-
ical experiments on synaptic plasticity, and to reproduce the
classical STDP phenomenology both in hardware [9], [85],
[88] and in software simulations [25], [97]. This rule can
be used to implement unsupervised and supervised learning
protocols, and to train neurons to act as perceptrons or binary
classifiers [24]. Typically, input patterns are encoded as sets
of spike trains that stimulate the neuron’s input synapses with
different mean frequencies, while the neuron’s output firing
rate represents the binary classifier output.
Examples of circuits that implement such a learning rule
are shown in Fig. 4b. The spikes produced by the post-
synaptic neuron are integrated by the DPI circuit MD1−5
to produce a voltage VCa which represents a post-synaptic
Calcium concentration and is a measure of the recent spiking
activity of the neuron. The three current-mode winner-take-all
circuits [98] MW1−19 compare VCa to three different thresholds
Vthk1, Vthk2, and Vthk3. In parallel, the neuron’s membrane
potential Vmem is compared to a fixed threshold Vthm by a
voltage comparator. The outcomes of these comparisons set
VUP and VDN such that, whenever a pre-synaptic spike Vspk
reaches the synapse weigh-update block of Fig. 4a:{
Vw =Vw +∆w if Vmem >Vmth and Vthk1 <VCa <Vthk3
Vw =Vw−∆w if Vmem <Vmth and Vthk1 <VCa <Vthk2
where ∆w is a factor that depends on V∆w of Fig. 4b, and
is gated by the eligibility traces VUP or VDN . If none of the
conditions above are met, ∆w is set to zero by setting VUP =
Vdd , and VDN = 0.
The conditions on VCa implement a “stop-learning” mecha-
nism that greatly improves the generalization performance of
the system by preventing over-fitting when the input pattern
has already been learned [24], [25]. For example, when the
pattern stored in the synaptic weights and the pattern provided
in input are highly correlated, the post-synaptic neuron will fire
with a high rate and VCa will rise such that VCa > Vthk3, and
no more synapses will be modified.
In [85], [88] the authors show how such types of circuits
can be used to carry out classification tasks with a supervised
learning protocol, and characterize the performance of these
types of VLSI learning systems. Additional experimental
results from the circuits shown in Fig. 4 are presented in
Section VII.
VI. FROM CIRCUITS TO NETWORKS
The silicon neuron, synapse, and plasticity circuits presented
in the previous Sections can be combined together to form full
networks of spiking neurons. Typical spiking neural network
chips have the elements described in Fig. 5. Multiple instances
of these elements can be integrated onto single chips and
connected among each other either with on-chip hard-wired
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Fig. 4: Spike-based learning circuits. (a) Pre-synaptic weight-
update module (present at each synapse). (b) Post-synaptic
learning control circuits (present at the soma).
connections (e.g., see Fig. 6a), or via off-chip reconfigurable
connectivity infrastructures [99]–[103].
A. Recurrent neural networks
In the most general Recurrent Neural Network (RNN) each
neuron is connected to every other neuron (fully recurrent net-
work). Unlike feed-forward networks, the response of RNNs
to the input does not only depend on the external input but
also on their internal dynamics, which in turn is determined by
the connectivity profile. Thus, specific changes in connectivity,
for example through learning, can tune the RNN behavior,
which corresponds to the storage of internal representations of
different external stimuli. This property makes RNNs suitable
for implementing, among other properties, associative memo-
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Spiking inputs
Homeostatic adaptation
Spiking output
Synapse and 
learning block
Soma block 
Synaptic 
scaling block
Fig. 5: Silicon neuron diagram. This is a schematic represen-
tation of a typical circuital block comprising multiple synapse
blocks, an I&F soma block, and a homeostatic plasticity
control block. The synapses receive input spikes, integrate
them and and convey the resulting currents to the soma. The
soma integrates these currents and produces output spikes with
a mean rate that is proportional to the total net input current.
Synapse circuits can implement both local plasticity mecha-
nisms to change their efficacy, and global scaling mechanisms
via additional homeostatic control block.
ries [81], working memory [104], context-dependent decision
making [30].
There is reason to believe that, despite significant variation
across cortical areas, the pattern of connectivity between
cortical neurons is similar throughout neocortex. This fact
would imply that the remarkably wide range of capabilities of
the cortex are the results of a specialization of different areas
with similar structures to the various tasks [105], [106]. An
intriguing hypothesis about how computation is carried out by
the brain is the existence of a finite set of computational prim-
itives used throughout the cerebral cortex. If we could identify
these computational primitives and understand how they are
implemented in hardware, then we would make a significant
step toward understanding how to build brain-like processors.
There is an accumulating body of evidence that suggests that
one potential computational primitive consists of a RNN with
a well defined excitatory/inhibitory connectivity pattern [106]
typically referred as soft Winner-Take-All (sWTA) network.
In sWTA neural networks, group of neurons compete with
each other in response to an input stimulus. The neurons with
highest response suppress all other neurons to win the com-
petition. Competition is achieved through a recurrent pattern
of connectivity involving both excitatory and inhibitory con-
nections. Cooperation between neurons with similar response
properties (e.g., close receptive fields or stimulus preference)
is mediated by excitatory connections. Competition and coop-
eration make the output of an individual neuron depend on the
activity of all neurons in the network and not just on its own
input [107]. As a result, sWTAs perform not only common
linear operations but also complex non-linear operations [108].
The linear operations include analog gain (linear amplification
of the feed-forward input, mediated by the recurrent excitation
and/or common mode input), and locus invariance [109]. The
non-linear operations include non-linear selection [110]–[112],
signal restoration [13], [111], and multi-stability [110], [112].
The computational abilities of these types of networks
are of great importance in tasks involving feature-extraction,
signal restoration and pattern classification problems [113].
For example, localized competitive interactions have been used
to detect elementary image features (e.g., orientation) [114],
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Fig. 6: sWTA network topology. (a) Schematic representation
of the connectivity pattern of the sWTA network. These
connections are implemented by synapses with hardwired
connections to pre- and post-synaptic neurons. Empty circles
represent excitatory neurons and the filled circle represents the
global inhibitory neuron. Solid/dashed lines represent excita-
tory/inhibitory connections. Connections with arrowheads are
mono-directional, all the others are bidirectional. Only 8 exci-
tatory neurons are shown for simplicity. (b) Chip architecture.
Squares represent excitatory (E) and inhibitory (I) synapses,
small unlabeled trapezoids represent I&F neurons. The I&F
neurons transmit their spikes off-chip and/or to locally con-
nected synapses implementing the network topology depicted
in (a). Adapted from [117].
[115]. In these networks, each neuron represents one feature
(e.g., vertical or horizontal orientation); when a stimulus is
presented the neurons cooperate and compete to enhance the
response to the features they are tuned to and to suppress
background noise. When sWTA networks are used for solving
classification tasks, common features of the input space can be
learned in an unsupervised manner. Indeed, it has been shown
that competition supports unsupervised learning because it
enhances the firing rate of the neurons receiving the strongest
input, which in turn triggers learning on those neurons [116].
B. Distributed multi-chip networks
The modularity of the cortex described in the theoretical
works and suggested by the experimental observations above
mentioned, constitutes a property of great importance related
to the scalability of the system. If we understood the prin-
ciples by which such computational modules are arranged
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together and what type of connectivity allows for coherent
communication also at large distances, we would be able
to build scalable systems, i.e., systems whose properties are
qualitatively reproduced at all scales.
The idea of modularity poses some technological questions
as to how the communication between the systems should
be implemented. Large VLSI networks of I&F neurons can
already be implemented on single chips, using today’s technol-
ogy. However implementations of pulse-based neural networks
on multi-chip systems offer greater computational power and
higher flexibility than single-chip systems and constitute a
tool for the exploration of the properties of scalability of
the neuromorphic systems. Because inter-chip connectivity
is limited by the small number of input-output connections
available with standard chip packaging technologies, it is
necessary to adopt time-multiplexing schemes for constructing
large multi-chip networks. This scheme should also allow for
an asynchronous type of communication, where information is
transmitted only when available and computation is performed
only when needed in a distributed, non-clocked manner.
In recent years, we have witnessed the emergence of a
new asynchronous communication standard that allows analog
VLSI neurons to transmit their activity across chips using
pulse-frequency modulated signals (in the form of events,
or spikes). This standard is based on the Address Event
Representation (AER) communication protocol [12]. In AER
input and output signals are real-time asynchronous digital
pulses (events or spikes) that carry analog information in their
temporal relationships (inter-spike intervals). If the activity of
the VLSI neurons is sparse and their firing rates are biologi-
cally plausible (e.g., ranging from a few spikes per second to
a few hundred spikes per second), then it is possible to trade-
off space with speed very effectively, by time-multiplexing a
single (very fast) digital bus to represent many (very slow)
neuron axons. For example, it has been recently demonstrated
how these time-multiplexing schemes can sustain more then
60 M events/sec, representing the synchronous activity of 1 M
neurons firing at a rate of 60 Hz [99], [118]. In general,
AER communication infrastructures provide the possibility
to implement arbitrary custom multi-chip architectures, with
flexible connectivity schemes. Address events can encode
the address of the sending node (the spiking neuron) or of
the receiving one (the destination synapse). The connectivity
between different nodes is implemented by using external
digital components and is typically defined as a look-up table
with source and destination pairs of addresses, or by more
resource-efficient schemes e.g., using multicast or multi-stage
routing [6], [119], [120]. This asynchronous digital solution
permits flexibility in the configuration (and re-configuration)
of the network topology, while keeping the computation analog
and low-power at the neuron and synapse level.
To handle cases in which multiple sending nodes attempt
to transmit their addresses at exactly the same time (event
collisions), on-chip digital asynchronous arbitration schemes
have been developed [12], [118], [121]. These circuits work by
queuing colliding events, so that only one event is transmitted
at a time. Multiple colliding events are therefore delayed
by a few nano-seconds or fractions of microseconds. For
neuromorphic architectures that use biologically plausible time
constants (i.e., of the order of milliseconds), these delays are
negligible and do not affect the overall performance of the
network. For example, assuming a tolerance of 1 ms jitter [122]
it is possible to process up to 4 K coincident input events
without introducing sensible delays, even with an outdated
350 nm CMOS technology [102]. On the other hand, in
accelerated-time systems, such as those proposed in [7] whose
circuits operate at 104 the speed of their biological counterpart,
communication delays are much more critical, because their
duration does not scale. In general, the performance of any
AER neuromorphic system will be bound by communication
memory and bandwidth constraints, which trade-off the speed
of the neural processing elements with the size of the network
that can be implemented.
C. A SW/HW echo-system
In order to promptly explore the computational properties
of different types of large-scale multi-chip computational
architectures, it is important to develop a dedicated HW and
SW infrastructure, which allows a convenient, user-friendly
way to define, configure, and control in real-time the properties
of the HW [123], [124] spiking neural networks, as well as
a way to monitor in real-time their spiking and non-spiking
activity.
The definition of a SW infrastructure for neuromorphic
systems pertains to an issue of increasing importance. Indeed,
as reconfigurable neuromorphic platforms are scaled to larger
sizes, it is necessary to develop efficient tools to interpret
the neural network model, e.g., through programming or
scripting languages, and configure the hardware parameters
correspondingly for the neural and synaptic dynamics and for
the events routing. Hence, the SW should provide means to
configure, control, interact and monitor the electronic hard-
ware. Fortunately, while the specific electronic implementation
of each neuromorphic system can differ substantially, several
common properties can be identified, such as the use of
an AER scheme for communication. Therefore a SW echo-
system can be defined to assemble and control the system in a
modular, fully reconfigurable way. In this respect, several SW
interfaces for neuromorphic and neuro-computing platforms
have already been developed. The scopes of these tools are
diverse and so are their peculiarities due to the specificities
of the corresponding system. Both digital neuro-computing
platforms and analog neuromorphic systems typically require
a “neuromorphic compiler” able to parse the network topology
and configure correspondingly memories, processors or digital
interfaces to properly simulate the neural and synaptic dynam-
ics and route the spiking events through the network [125]–
[128]. On top of the compilers, a number of SW frameworks
have been developed as scripting and programming languages
for neural networks at the level of the single network elements,
e.g., neurons, synapses and connectivity [123] and also includ-
ing a system-level description for building large-scale, brain
simulators [129].
A promising example of an open-source SW framework
that interprets generalized hardware specification files and
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constructs an abstract representation of the neuromorphic
devices compatible with high-level neural network program-
ming libraries is available at http://inincs.github.com/pyNCS/.
This framework is based on reconfigurable and extensible
Application Programming Interfaces (APIs) and includes a
high-level scripting front-end for defining neural networks. It
constitutes a bridge between applications using abstract re-
sources (i.e., neurons and synapses) and the actual processing
done at the hardware level through the management of the
system’s resources, much like a kernel in modern comput-
ers [130], and it is compatible with most existing software. The
HW and SW infrastructure can be complemented with tools
for dynamic parameter estimation methods [131], [132] as
well as automated methods for measuring and setting circuit-
level parameters using arbitrary cost-functions at the network
level [124].
VII. EXPERIMENTAL RESULTS
The circuits and architectures described in this paper have
been designed and developed over the course of several years.
Therefore the experimental data presented in this Section
has been collected from multiple neuromorphic VLSI devices
and systems. The results presented demonstrate the correct
behavior of the circuits described in the previous Sections.
A. Synaptic and neural dynamics
To show the combined effect of synaptic and neural dy-
namics, we stimulated a silicon neuron via an excitatory DPI
synapse circuit, while sweeping different Short-Term Depres-
sion (STD) parameter settings. The typical phenomenology of
STD manifests as a reduction of EPSC amplitude with each
presentation of a pre-synaptic spike, with a slow (e.g., of the
order of 100 ms) recovery time [133]. In Fig. 7 we plot the
neuron’s membrane potential Vmem during the stimulation of
one of its excitatory synapses with a regular pre-synaptic input
spike train of 50 Hz, for different STD adaptation settings.
Small parameter settings for the STD bias voltage have no
or little effect. But for larger settings of this bias voltage the
effect of STD is prominent: the synaptic efficacy decreases
with multiple input spikes to a point in which the net input
current to the soma becomes lower than the neuron’s leak
current, thus making the neuron membrane potential decrease,
rather than increase over time.
Another important adaptation mechanism discussed in Sec-
tion III, is that of spike-frequency adaptation. To show the
effect of this mechanism, we set the relevant bias voltages
appropriately, stimulated the silicon neuron with a constant
input current, and measured it’s membrane potential. Figure 8
shows an example response to the step input current, in
which Vlkahp = 0.05V , Vthrahp = 0.14V , Vahp = 2.85V . As
shown, we were able to tune the adaptation circuits in a
way to produce bursting behavior. This was achieved by
simply increasing the gain of the negative feedback adaptation
mechanism (Vthrahp > 0). This is equivalent to going from an
asymptotically stable regime to a marginally stable one, that
produces ringing in the adaptation current Iahp, which in turn
produces bursts in the neuron’s output firing rate. This was
Fig. 7: Membrane potential of I&F neuron in response to a
50 Hz pre-synaptic input spike train for different values of
short-term depression adaptation rate, which is controlled by
Vstd bias (see Fig. 3). The dashed trace in background corre-
sponds to the response without STD. Black dots correspond
to input spike-times.
Fig. 8: Silicon neuron response to a step input current, with
spike frequency adaptation mechanism enabled and parameters
tuned to produce bursting behavior. The figure inset represents
a zoom of the data showing the first 6 spikes. Adapted
from [49].
possible due to the flexibility of the DPI circuits, which allow
us to take advantage of the extra control parameter Vthrahp,
in addition to the adaptation rate parameter Vahp, and the
possibility of exploiting its non-linear transfer properties as
described in Section IV, without requiring extra circuits or
dedicated resources that alternative neuron models have to
use [32], [57], [58].
B. Spike-based learning
In this section we present measurements from the circuits
implementing the STDP learning mechanism described in Sec-
tion V. To stimulate the synapses we generated pre-synaptic
input spike trains with Poisson distributions. Similarly, the
post-synaptic neuron was driven by a current produced via
a non-plastic synapse (a DPI circuit with a constant synaptic
weight bias voltage) stimulated by software-generated Poisson
spike trains. These latter inputs are used to drive the I&F
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Fig. 9: Stochastic transitions in synaptic states. The non-plastic
synapse is stimulated with a Poisson distributed spikes train.
The neuron fires at an average rate of 30 Hz. The pre-
synaptic input (Vpre) is stimulated with Poisson distributed
spike trains with a mean firing rate of 60 Hz. The updates in
the synaptic weight produced an LTD transition that remains
consolidated. VH and VL show the potentiated and depressed
levels respectively while w denotes the synaptic weight, and
θ the bi-stability threshold. Adapted from [85].
neuron towards different activity regimes which regulate the
probabilities of synaptic transitions [25], [134], effectively
modulating the learning rate in unsupervised learning con-
ditions, or acting as teacher signals in supervised learning
conditions.
The Poisson nature of the spike-trains used in this way
represents the main source of variability required for imple-
menting stochastic learning [83], [84]. In Fig. 9 we show
measurements from a stochastic learning experiment in which
the neuron is driven to a regime where both potentiation and
depression are possible but depression has a higher probability
to occur. As shown, the weight voltage undergoes both positive
and negative changes, depending on the timing of the input
spike and the state of the post-synaptic neuron (as explained
in Section V). In addition, the weight voltage is slowly driven
toward one of the two stable states, depending on whether it
is above or below the threshold θ (where θ corresponds to
the voltage Vthw of Fig. 4a). Long-term transitions occur when
a series of pre-synaptic spikes arrive in a short time-frame
causing the weight to cross the threshold θ . As a consequence,
the probability of synaptic state transitions depends on the
probability that such events occur, hence it depends on the
firing rate of the pre-synaptic neuron [82], [89]. In the case of
the experiment of Fig. 9 an LTD transition has occurred upon
the presentation of an input stimulus of 60 Hz for 400 ms.
In conclusion, the bi-stability of the synapses and the spike-
based plasticity concur in a mechanism that (1) ensures that
only a random fraction of the stimulated bi-stable synapses
undergo long-term modifications and (2) that synaptic states
are resilient to changes due to spontaneous activity, thus
increasing the robustness to noise.
If Fig. 10a we show the results of another stochastic learning
experiment in which we stimulated the post-synaptic neuron
with a high-frequency Poisson-like spike train through a non-
plastic excitatory input synapse, in order to produce Poisson-
like firing statistics in the output. The dashed line on the Vmem
plot represents the learning threshold voltage Vthm of Fig. 4b.
The VUP (active low) and VDN (active high) signals are the
same shown in Fig. 4b and represent the currents that change
the synaptic values when triggered by pre-synaptic spikes.
They can be considered as eligibility traces that enable the
weight update mechanism when they are active.
In Fig. 10b we show the results of an experiment where
we trained a matrix of 28× 124 = 3472 plastic synapses,
constituting the total input of a neuron, with multiple pre-
sentations of the same input pattern representing the “INI”
acronym. Initially all the neuron’s input synaptic weights
are set to their low state (black pixels). Then, the post-
synaptic neuron is driven by a teacher signal that makes it fire
stochastically with a mean rate of 40 Hz. At the same time,
input synapses are stimulated according to the image pattern:
in the input image (top left image), each white pixel represents
a Poisson spike train of 55 Hz, sent to the corresponding
synapse; similarly, each black pixel represents a low rate spike
train (5 Hz) which is transmitted to its corresponding synapse.
Because the probability of LTP depends on the pre-synaptic
firing rate, elements of the input matrix that correspond to a
white pixel have are more likely to make a transition to the
potentiated state compared to the other ones. Because of the
stochastic nature of the input patterns, only a random subset
of synapses undergoes LTP, leaving room available to store
other memories. By repeating the presentation of the input
pattern multiple times, this pattern gets gradually stored in the
synaptic matrix. The bottom left image of Fig. 10b represents
the synaptic matrix at the end of the experiment. Furthermore,
the stop-learning mechanism described in Sec. V causes a drop
in the number of synapses that undergo LTP because as the
pattern is stored in the memory the post-synaptic firing rate
increases (Fig. 10c).
The above experiments demonstrate the properties of the
learning circuits implemented in the VLSI chips. In a feed-
forward configuration, the neuron can be controlled by an
external spiking teacher signal, which indirectly controls the
transition probabilities. This “perceptron-like” configuration
allows the realization of supervised learning protocols for
building real-time classification engines. But, as opposed to
conventional perceptron-like learning rules, the spike-triggered
weight updates implemented by these circuits overcome the
need for an explicit control (e.g., using error back-propagation)
on every individual synapse. In “Hopfield-network” like
RNN configurations the same neuron and plasticity circuits
can implement Attractor Neural Network (ANN) learning
schemes [9], [135], exploiting the neural network dynamics to
form memories through stochastic synaptic updates, without
the need for explicit random generators at each synapse.
C. sWTA networks of I&F neurons
Two characteristic features of sWTA networks that make
them ideal building blocks for cognitive systems are their
ability to selectively enhance the contrast between localized
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Fig. 10: Stochastic learning. (a) Single neuron stochasticity.
Traces from a VLSI multi-neuron chip with I&F neurons and
plasticity circuits as in Fig. 4a. The VUP and VDN signals (top
traces) are set by the circuits in Fig. 4b. A Poisson spike-
train of high firing rate is sent to the excitatory synapse of a
I&F neuron whose Vmem trace is reported in the lower trace.
The strong input current generated by the synapse has been
compensated by a strong leakage current (Vleak = 0.39 V). This
parameter choice allows to exploit the stochasticity of the input
spike-trains to produce the highly irregular dynamics of Vmem.
The non-ideal rounding in the rising part of the VUP trace has
negligible effects on the synaptic weight given the exponential
nature of the current generated through transistor ML3 of
Fig. 4a. (b) An image of the “INI” acronym is converted
into a series of Poisson spike-trains and gradually stored in
the memory by repeated presentations. See text for details. (c)
Normalized frequency of occurrence of LTP transitions during
the experiment of Fig. b, fitted by an exponential function
(dashed line).
inputs and to exhibit activity that persists even after the input
stimulus has disappeared. We configured the local hardwired
connectivity of a multi-neuron chip to implement an sWTA
network and carried out test experiments to show both selective
amplification and state-dependent computation. Specifically,
we configured a chip comprising a network of 128 I&F
neurons with local nearest neighbor excitatory connectivity
and global inhibition: each neuron was configured to excite its
first nearest neighbors, its second neighbors and a population
of four global inhibitory neurons (the top four neurons in the
Fig. 11: Selective amplification experiments. The network is
stimulated in two regions, one centered around unit 20 and
the other around unit 60, with Poisson spike trains of mean
firing rate 180 Hz and 240 Hz. The figures show the networks
response to these inputs (black) and their respective steady
state firing rates on the right panels (calculated for time
> 500 ms). Neurons 124 to 127 are the 4 inhibitory neurons
of the soft WTA network. In the right and left panel the input
amplitudes are swapped. The results show smooth activity
profiles that are invariant to input swapping, demonstrating
that the mismatch in the local weights has been partially
compensated. Adapted from [136].
array of 128 neurons). In a first experiment, we calibrated the
settings and input stimuli to minimize the effect of device
mismatch, following the event-based techniques described
in [124], [131] and stimulated the network with two distinct
regions of activation, centered around units 20 and 60 (see
shaded areas in Fig. 11). In one case the top region had
a higher mean firing rate than the bottom one and in the
other case the bottom region had a higher activation (see top
and bottom plots in Fig. 11 respectively). As expected from
theory [108], [109], [111], the population of silicon neurons
receiving the strongest input won the competition, enhancing
its activity by means of the local recurrent connections, while
suppressing the activity of the competing population via the
global inhibitory connections (selective amplification feature).
In a second experiment we demonstrate the behavior of a
sWTA architecture used to construct state-holding elements,
which are the basic blocks for building Finite State Machines
(FSMs) using spiking neurons, and in which the FSM states
are represented by sub-populations of neurons. The network
PROCEEDINGS OF THE IEEE, VOL. X, NO. X, MONTH YEAR 13
Fig. 12: Finite State Machine state-holding behavior using a
VLSI sWTA architecture. States are represented by two recur-
rently connected populations of I&F neurons using the hard-
wired, on-chip connectivity. Population 1 (bottom half of the
raster plot) is stimulated by synthesized Poisson spike trains
for the initial 500 ms. It’s activity persists due to the recurrent
excitatory connectivity, until population 2 (top half of the
raster plot) is stimulated. The width and position of the sub-
populations depend on the properties of the local connectivity
and on their variability. Line-plots superimposed to the raster-
plot represent the mean firing-rates computed across each
population. The colored bars below the plot represent input
stimulus presentations. Input stimuli are composed of Poisson
spike trains of 200 Hz lasting for 500 ms, and are applied to
all the neurons of one population. The higher variability in
the output, e.g., compared with Fig. 11, is due to the absence
of mismatch compensation techniques, deliberately omitted to
highlight the differences.
topology supporting the FSM functionality and used in the fol-
lowing experiments resembles the ones of ANN with discrete
or line-attractors. As mentioned in the previous sections, this
type of networks can support a diverse range of functionalities
and have employed in hardware implementation, e.g., for head-
direction tracking [137] and memory recall [9]. In particular
we concentrated our experiments on demonstration of two
of their main properties useful for implementing the FSM,
namely selective amplification and state-switching due to
external inputs.
In this experiment we present localized and transient inputs
to two groups of neurons using synthetically generated Poisson
trains (see Fig. 12). After the presentation of each input
stimulus the activity of the stimulated population persists, re-
verberating in time, by means of the local recurrent excitatory
connectivity. Note that, because of the global competition, only
a sub-set of the stimulated neurons remains active. To obtain
the results shown in Fig. 12, we first stimulated the bottom
population for 500 ms, and then after subsequent 500 ms we
stimulated the top population. When the second stimulus is
applied a “state transition” is triggered: as the top population
becomes active the bottom one is suppressed. When the second
stimulus is removed, the bottom population is completely
silent, and the top population remains active, in a self-sustained
activity regime. In full FSM systems the state transition signals
would be produced by other neuronal populations (transition
populations) responding to both incoming input stimuli and to
neurons representing the current state. A complete description
and analysis of these neural network based FSMs is presented
in [29], and working examples of multi-neuron chips imple-
menting spiking FSMs are described in [131], [132].
VIII. DISCUSSION
The set of low-power hybrid analog/digital circuits pre-
sented in the previous sections can be used as basic build-
ing blocks for constructing adaptive fully-parallel, real-time
neuromorphic architectures. While several other projects have
already developed dedicated hardware implementations of
spiking neural networks, using analog [4], digital [23], [138]
and mixed mode analog/digital [2], [8] approaches few [5],
[14], [139]–[141] follow the neuromorphic approach origi-
nally proposed in the early nineties [11]. The foundations of
this neuromorphic approach were established by pointing out
that the implementation of compact and low-power hardware
models of biological systems requires the use of transistors in
the sub-threshold analog domain and the exploitation of the
physics of the VLSI medium. We argue that the circuits and
architectures presented here adhere to this approach and can
therefore be used to build efficient biophysically realistic real-
time neural processing architectures and autonomous behaving
systems.
A. Device mismatch and noise
One common criticism to this sub-threshold analog VLSI
design approach is that circuits operating in this domain
have a high degree of noise. However sub-threshold current-
mode circuits have lower noise energy (noise power times
bandwidth), and superior energy efficiency (bandwidth over
power) than above-threshold ones [142], [143]. Another com-
mon criticism is that device mismatch in sub-threshold circuits
is more prominent than in above threshold circuits. While this
observation is correct, device mismatch is a critical problem
in any analog VLSI implementation of neural networks (e.g.,
see the post-calibration neuronal variability measurements
of above-threshold accelerated time silicon neuron circuits,
presented in [10]). In principle it is possible to minimize
the effect of device mismatch following standard electrical
engineering approaches and adopting appropriate analog VLSI
design techniques, however we argue that it is not necessary
to adopt aggressive mismatch reduction techniques in the
type of neuromorphic systems we propose: these techniques
would lead to very large transistor or circuit designs, which
could in turn significantly reduce the number of neurons and
synapses integrated onto a single chip (see for example [31],
where a whole VLSI device was used to implement a single
synapse). Rather than attempting to minimize mismatch effects
using brute-force engineering techniques at the circuit design
level, the neuromorphic engineering approach we promote
in this work aims to address these effects at the network
and system level, with collective computation, adaptation, and
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feedback mechanisms. For example, the plasticity mechanisms
presented in Section V are intrinsically robust to mismatch
by design, and do not require precisely matched transistors.
Moreover, it has been shown how both short- and long-
term plasticity mechanisms can be effectively used to reduce
the effects of device mismatch in VLSI circuits [68], [144],
and how homeostatic plasticity mechanisms can be used to
compensate for large changes in the signals affecting the
operation of the neurons in multi-neuron VLSI systems [75].
In addition, the approach of building distributed multi-chip
systems interfaced among each other via the AER protocol
(e.g., see Section VI-B), lends itself well to the adoption
of event-based mismatch reduction techniques, such as the
one proposed in [136], that can be effective even for very
large-scale systems, (e.g., comprising 1 million silicon neu-
rons) [145]. In addition to being useful for compensating
mismatch effects across neurons, homeostatic synaptic scal-
ing circuits, such as the ones described in Section IV-C,
can provide another approach to compensating the effects
of temperature drifts, complementing dedicated sub-threshold
bias generator approaches [146], [147]. In summary, this
neuromorphic approach makes it possible to tolerate noise,
temperature, and mismatch effects at the single device level by
exploiting the adaptive features of the circuits and architectures
designed, leading to robustness at the system level.
B. Exploiting variability and imprecision
The strategy proposed by this approach essentially advo-
cates the construction of distributed and massively parallel
computing systems by integrating very compact, but inaccurate
and inhomogeneous circuits into large dense arrays, rather than
designing systems based on small numbers of very precise, but
large and homogeneous computing elements. Indeed, intrinsic
variability and diverse activation patterns are often identified
as fundamental aspects of neural computation for information
maximization and transmission [30], [148]–[150]. The strategy
of combining large numbers of variable and imprecise comput-
ing elements to carry out robust computation is also followed
by a wide set of traditional machine learning approaches.
These approaches work on the principle of combining the
output of multiple inaccurate computational modules that have
slightly different properties, to optimize classification perfor-
mances and achieve or even beat the performances of single
accurate and complex learning systems [151], [152]. A set of
similar theoretical studies showed that the coexistence of mul-
tiple different time-scales of synaptic plasticity (e.g., present
due to mismatch in the time-constants of the DPI synapse
circuits) can dramatically improve the memory performance
of ANN [153]. The coexistence of slow and fast learning
processes has been shown to be crucial for reproducing the
flexible behavior of animals in context-dependent decision-
making (i.e., cognitive) tasks and the corresponding single cell
recordings in a neural network model [154].
C. Towards autonomous cognitive systems
Building cognitive systems using noisy and inhomogeneous
subthreshold analog VLSI circuits might appear as a daunting
task. The neural circuits and architectures presented in this
paper represent a useful set of building blocks paving the
way toward this goal. These circuits, as well as analogous
one proposed in the literature [155], have been used to build
compact, low-power, scalable, computing systems that can
interact with the environment [3], [145], [156], learn about
the input signals they have been designed to process [85], and
exhibit adaptive abilities analogous to those of the biological
systems they model [75], [157], [158]. We showed in this
paper how the sWTA networks and circuits presented can
implement models of working memory and decision mak-
ing, thanks to their selective amplification and reverberating
activity properties, which are often associated to high-level
cognitive abilities [21]. Multi-chip systems employing these
architectures can reproduce the results of a diverse set of
theoretical studies based on models of sWTA and ANN to
demonstrate cognitive properties: for example, Scho¨ner and
Sandamirskaya [28], [159] link the types of neural dynamics
described in Section VI to cognition by applying similar net-
work architectures to sensory-motor processes and sequence
generation; Rutishauser and Douglas [29] show how the sWTA
networks described in this paper can be configured to imple-
ment finite state machines and conditional branching between
behavioral states [160]; Rigotti and colleagues [30], [161]
describe neural principles, compatible with the ones imple-
mented by the circuits described in Section V, for constructing
recurrent neural networks able to produce context-dependent
behavioral responses; Giulioni and colleagues [9] demonstrate
working memory in a spiking neural network implemented
using the same type of silicon neuron circuits and plasticity
mechanisms [135] described in Sections III and V.
We recently demonstrated how the circuits and networks
presented in Sections III, IV, and VI can be used to synthesize
cognition on neural processing systems [20]. Specifically, the
neuromorphic multi-chip system proposed was used to carry
out a context-dependent task selection procedure, analogous
to the sensory-motor tasks adopted to probe cognition in pri-
mates. This is a concrete example showing how neuromorphic
systems, built using variable and imprecise circuits, can indeed
be configured to express cognitive abilities comparable to
those described in [21], [30].
D. Challenges and progress in Neuromorphic Engineering
Many years have passed since the first publication on neuro-
morphic electronic systems [11], and remarkable progress has
been made by the small but vibrant Neuromorphic Engineering
(NE) community [162], [163]. For example the NE community
has mastered the art of building real-time sensory-motor
reactive systems, by interfacing circuits and networks of the
type described in this paper with neuromorphic event-based
sensors [164]; new promising neural-based approaches have
been proposed that link neuromorphic systems to machine
learning [165]–[169]; substantial progress has been made in
the field of neuromorphic robots [170]; and we are now able
to engineer both large scale neuromorphic systems (e.g., that
comprise of the order of 106 neurons [171]) and complex
multi-chip neuromorphic systems (e.g., that can exhibit cogni-
tive abilities [20]). However, compared to the progress made in
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more conventional standard engineering and technology fields,
the rate of progress in NE might appear to be disappointingly
small. On one hand, this is due to the fact that NE is still a
small community involving a small number of research groups
worldwide (e.g., compared to the number of engineers that
are assigned to the industrial development of new Graphical
Processing Units (GPUs) or Central Processing Units (CPUs)),
which lacks the technological infrastructure for automatized
design, verification and configuration tools available for con-
ventional digital Integrated Circuit (IC) development. On the
other hand, scaling and engineering challenges are not the
main issue: the major limiting factor that hinders the fast
development of neuromorphic engineering is related to our
limited understanding of brain function and neural computa-
tion, a concept that Carver Mead himself highlighted already
over 20 years ago in a video interview (that we transcribe
here):
“I think at the present time we have enough tech-
nology to build anything we could imagine. Our
problem is, we do not know what to imagine. We
don’t understand enough about how the nervous
system computes to really make more complete
thinking systems.”
Progress on theoretical and computational neuroscience is
accelerating dramatically, also thanks to large-scale funding
initiatives recently announced in both Europe and the United
States [172], [173]. At the same time, an increasing number
of companies is beginning to support research and develop-
ment in brain-inspired computing technologies [174]–[177].
Supported by these new initiatives, progress in NE is beginning
to accelerate as well [178]. In this perspective, reaching the
ambitious goal of building autonomous neuromorphic systems
able to interact with the environment in real-time and to
express cognitive abilities is within the realm of possibility.
To reach this goal, however, it is important to follow a truly
multi-disciplinary approach where neuromorphic engineering
serves as a medium for the exploration of robust principles of
brain computation and not only as a technology platform for
the simulation of neuroscience models.
IX. CONCLUSIONS
In this paper we proposed circuit and system solutions
following the neuromorphic approach originally proposed
in [11] for building autonomous neuromorphic cognitive sys-
tems. We presented an in-depth review of such types of
circuits and systems, with tutorial demonstrations of how to
model neural dynamics in analog VLSI. We discussed the
problems that arise when attempting to implement spike-
based learning mechanisms in physical systems and proposed
circuit solutions for solving such problems. We described
examples of recurrent neural network implementations that
can be used to implement decision making and working-
memory mechanisms, and argued how, together with the
circuits described in the previous sections, they can be used
to implement cognitive architectures. We discussed about the
advantages and disadvantages of the approach followed (e.g.,
for the subthreshold regime of operation or for mismatch
in analog subthreshold circuits), and proposed system-level
solutions that are inspired by the strategies used in biological
nervous systems. Finally, we provided an assessment of the
progress made in the NE field so far and proposed strategies
for accelerating it and reaching the ambitious goal of building
autonomous neuromorphic cognitive systems.
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