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Kapitel 1
Einleitung
Wasser ist die einzige Substanz, die auf der Erde natu¨rlich in ihren drei Aggre-
gatszusta¨nden vorkommt. Eine Verwendung als Referenzsystem bietet sich daher
an. So beruhte die Definition des Kilogramms urspru¨nglich auf der Masse eines
Liters Wasser. Die Celsius-Temperaturskala wird durch Gefrier- und Siedepunkt
des Wassers bei Raumdruck festgelegt, das Kelvin durch den Tripelpunkt. Auch
die Kalorie wird von der zum Erhitzen von Wasser notwendigen Wa¨rmemenge
abgeleitet.
Der Mensch bescha¨ftigt sich natu¨rlich schon viel la¨nger mit der Bedeutung
und den Eigenschaften des Wassers, als die Einfu¨hrung eines physikalischen Ein-
heitensystems zuru¨ckliegt. Wasser ist allta¨glich, seine Charakteristika erscheinen
uns als selbstversta¨ndlich und normal. Doch das sind sie nicht, Wasser ist außer-
gewo¨hnlich, und obwohl es seit langem und a¨ußerst intensiv studiert wird, ist es
eine erstaunlich wenig verstandene Substanz.
Die feste Form des Wassers, Eis, bildet in Abha¨ngigkeit von den thermo-
dynamischen Zustandsgro¨ßen Temperatur und Druck viele strukturelle Modifi-
kationen aus. Zur Zeit sind 15 kristalline Eisstrukturen bekannt, kein anderer
einkomponentiger Stoff besitzt ein so reichhaltiges Phasendiagramm. Zudem un-
terscheidet man auch drei amorphe Formen des Eises. Ein derartiger Polyamor-
phismus ist ebenfalls extrem selten. Hier wird insbesondere der Zusammenhang
zwischen den einzelnen Modifikationen diskutiert, sowie die Frage, ob diese als
Gla¨ser des flu¨ssigen Wassers anzusehen sind.
Entsprechend dem breiten Interesse an den Eisphasen ist eine Vielfalt an
Methoden zu ihrem Studium etabliert. Neben Simulationen sind das unter an-
derem die elastische und die inelastische Neutronen-, Ro¨ntgen-, und Lichtstreu-
ung, die Dielektrik, die Kalorimetrie, und Messungen von Wa¨rmekapazita¨t und
-leitfa¨higkeit. Das große Potential der hier zum Einsatz kommenden Kernspin-
resonanz zeigt sich an Resultaten zur molekularen Dynamik in gewo¨hnlichem
hexagonalen Eis [33].
Im hexagonalen Eis konnten zwei unterschiedliche dynamische Prozesse
identifiziert werden. Der schnellere a¨ußert sich in tetraedrischen Reorientierun-
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gen und wird durch eistypische Defekte hervorgerufen. Der langsamere Prozess
sorgt fu¨r den Transport ganzer Wassermoleku¨le u¨ber einen Zwischengittermecha-
nismus.
Es liegt nahe, diese am hexagonalen Eis erworbenen methodischen und phy-
sikalischen Kenntnisse nun auch auf hochdichte Eisphasen anzuwenden. Die mei-
sten dieser Phasen ko¨nnen nach ihrer Erzeugung unter hohem Druck bei genu¨gend
tiefen Temperaturen auf Raumdruck entspannt werden.
Im Rahmen der vorliegenden Arbeit werden drei amorphe Eisphasen und
eine kristalline Hochdruckphase, das sogenannte Eis II, hergestellt. Sie sollen
durch Deuteronen-NMR Techniken charakterisiert werden. Die benutzten Metho-
den, Spin-Gitter-Relaxation und Stimuliertes Spin-Echo, sind sensitiv auf Rota-
tionsbewegungen der Wassermoleku¨le. Relaxationsmessungen dienen insbeson-
dere dazu, die U¨berga¨nge der beiden hochdichten amorphen Eise in das nied-
rigdichte amorphe Eis durch Aufheizen unter Raumdruck zu studieren. Diese
Vorgehensweise ist motiviert durch vergleichbare Neutronenstreuexperimente, in
denen strukturelle und vibratorische Eigenschaften der amorphen Formen be-
trachtet wurden [63].
Trotz der gegenu¨ber hexagonalem Eis deutlich erho¨hten Dichte im Eis II ist
die Struktur sehr offen, da die u¨ber Wasserstoffbru¨cken verbundenen Moleku¨le
Ro¨hren formen. Die strukturellen Unterschiede zum hexagonalen Eis lassen si-
gnifikante Auswirkungen auf die molekulare Dynamik im Eis II erwarten. Daher
sollen sa¨mtliche Prozesse untersucht werden, die mit Reorientierungsbewegungen
auf der beobachtbaren Zeitskala verknu¨pft sind.
Im folgenden Kapitel werden die besonderen Eigenschaften von Wasser und
Eis erla¨utert. Im Zentrum der Ausfu¨hrungen stehen das Eis II und die amorphen
Eise. Insbesondere erfolgt angesichts der regen Forschung zum Polyamorphismus
der Versuch einer kurzen Bestandsaufnahme. Das dritte Kapitel dient dazu, die
hervorragenden Mo¨glichkeiten der Deuteronen-NMR zur Untersuchung von mo-
lekularer Dynamik darzustellen. Nach der einfu¨hrenden pha¨nomenologischen Be-
trachtung werden dazu semiklassische Ansa¨tze gewa¨hlt. Zu den in dieser Arbeit
benutzten experimentellen Methoden, der Spin-Gitter Relaxationsmessung und
dem Stimulierten Echo, werden theoretische Grundlagen angegeben. Kapitel 4
behandelt die wesentlichen experimentellen Aspekte dieser Arbeit. Neben den im
Detail beschriebenen NMR-Experimenten sind dies die Probenpra¨paration und
die Ro¨ntgendiffraktion zur Strukturanalyse.
In Kapitel 5 werden die Ergebnisse aus den Relaxationsmessungen an den
amorphen Eisen vorgestellt und diskutiert. Das Hauptaugenmerk liegt dabei auf
den U¨berga¨ngen zwischen den amorphen Eisphasen. Die Untersuchung von Eis II
mit Hilfe von Relaxationsmessungen und Stimulierten Echo-Experimenten wird
in Kapitel 6 geschildert. Erga¨nzend durchgefu¨hrte Monte Carlo Markov Chain-
Simulationen werden behandelt, bevor eine umfassende Diskussion der Resultate
erfolgt. Kapitel 7 entha¨lt schließlich eine Zusammenfassung der Resultate dieser
Arbeit, Kapitel 8 eine U¨bersetzung dieser Zusammenfassung ins Englische.
Kapitel 2
Wasser und Eis
Wasser ist allgegenwa¨rtig. Es besteht aus dem am ha¨ufigsten vorkommenden
heteroatomaren Moleku¨l, seine Bedeutung fu¨r Mensch und Natur ist enorm. Den
weitaus gro¨ßten Anteil am Wasservorkommen auf der Erde nehmen die Weltmeere
mit 97 % ein, entsprechend einem Volumen von 13 · 108 km3. In fester Form, als
Polar- oder Gletschereis, liegen rund 2 % vor. In der Atmospha¨re befinden sich
nur 10−3 %, die allerdings innerhalb von zwei Wochen erneuert werden. Dieser
Umsatz, manifestiert in Verdunstung, Regen und Schneefall, und die Reflektion
des Sonnenlichts durch Eis und Wolken sind wesentlich fu¨r das globale Klima.
Eine große Rolle fu¨r den Menschen spielt natu¨rlich der Zugang zu Trink-
wasser. In der Landwirtschaft und vielen anderen Bereichen menschlichen Lebens
werden große Mengen Su¨ßwassers beno¨tigt. Dessen umgehend verfu¨gbarer Anteil
an der gesamten Wasserkapazita¨t betra¨gt jedoch nur 0,03 %.
Aus biologischer Sicht ist Wasser nicht nur in klimatischer Hinsicht und als
Lebensraum bedeutsam, es bildet auch die mikroskopische Grundlage von Leben.
So beruhen Stoffwechselprozesse, biologische Transportvorga¨nge und die Ausbil-
dung biologischer Strukturen auf den hervorragenden Lo¨sungsmitteleigenschaften
des Wassers.
Diese sowie viele weitere Informationen zu den verschiedenen Erscheinungs-
formen von Wasser und seiner umfassenden Bedeutung, seinen makroskopischen
und mikroskopischen Eigenschaften, sind in einem mehrba¨ndigen Werk, 1972 her-
ausgegeben von F. Franks, zu finden [26]. Ebenfalls verwendet wurde das 1999
vero¨ffentlichte Buch
”
Physics of Ice“ von V. F. Petrenko und R. W. Whitworth,
auf dem auch der folgende Abschnitt u¨ber die Eigenschaften von Wasser, ins-
besondere in seiner festen Form, in wesentlichen Teilen beruht [87].1 Der daran
anschließende Abschnitt behandelt das Auftreten der verschiedenen kristallinen
Eisstrukturen, das Hauptaugenmerk liegt dabei auf der im Rahmen dieser Arbeit
untersuchten Eisphase II. Im letzten Teil wird ein Blick auf den aktuellen Stand
der Forschung zu den amorphen Eisformen geworfen.
1Dieses Buch sei hier ausdru¨cklich empfohlen. Zwei erwa¨hnenswerte, jedoch a¨ltere Bu¨cher
u¨ber Eis stammen von Fletcher und Hobbs [23, 45].
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2.1 Allgemeine Eigenschaften & Besonderhei-
ten
Da Wasser fast u¨berall vorhanden ist, treten seine Eigenschaften, bzw. deren
Auswirkungen, in der Natur und im menschlichen Alltag deutlich hervor. Die
hohe Wa¨rmekapazita¨t bedingt, wegen des großen Wasseranteils im Gewebe (45
kg beim erwachsenen Menschen), einen ausgeglichenen Wa¨rmehaushalt bei ho¨her
entwickelten Lebewesen. Gemeinsam mit latenter Wa¨rme und Verdunstungska¨lte
sorgt sie zudem fu¨r ein gema¨ßigtes Klima in der Na¨he großer Gewa¨sser. Die
große Oberfa¨chenspannung ermo¨glicht einerseits Wasserla¨ufern ihre namensge-
bende Fortbewegungsart. Andererseits kann Wasser in kleinste Felsspalten krie-
chen und bei Frost das Gestein sprengen, was zu Erosion und letztlich der Bildung
von Erde fu¨hrt.
Versetzungen im kristallinen Aufbau von Eis ermo¨glichen das plastische
Fließen von Gletschern, und die Polykristallinita¨t des Eises ist eng verknu¨pft mit
seiner Bru¨chigkeit, die fu¨r die Tragfa¨higkeit von Eisfla¨chen relevant ist. Wasser
kann beim Einfrieren auch ka¨figartige Strukturen, sogenannte Clathrate, ausbil-
den, wenn bestimmte Gastmoleku¨le vorhanden sind, die dann in die Hohlra¨ume
eingelagert werden. Clathrathydrate sind als mo¨gliche Energielieferanten, z.B. als
Methanhydrat, und wegen ihrer Verwendbarkeit als Speichermedium von prakti-
scher Bedeutung [47].
Alle Eigenschaften des Wassers, ob fest, flu¨ssig oder gasfo¨rmig, sind letz-
ten Endes auf das Wassermoleku¨l zuru¨ck zu fu¨hren, und auf die Wechselwirkung
zwischen den Moleku¨len. Das H2O-Moleku¨l besteht aus den beiden ha¨ufigsten
reaktiven Elementen. Das Sauerstoffatom befindet sich so zwischen den beiden
Wasserstoffatomen, dass sich – im Elektronen–Grundzustand – eine symmetri-
sche, gekru¨mmte Form ergibt. Im freien Moleku¨l betra¨gt der H—O—H-Winkel
(104,52± 0,05)◦, der O—H-Abstand betra¨gt (0,9572± 0,0003) A˚.
Die Wasserstoffatome sind kovalent an das Sauerstoffatom gebunden, d.h.
die insgesamt 10 vorhandenen Elektronen besetzen die (durch die Anwesenheit
der Protonen gesto¨rten) 1s-, 2s- und 2p-Zusta¨nde des Sauerstoffs. Letztendlich
ergibt sich – im freien Moleku¨l – ein Dipolmoment von (6,186 ± 0,001) ·10−30 Cm
in Richtung der Protonen. Wassermoleku¨le sind sehr stabil, sie bleiben auch im Eis
im wesentlichen bestehen, selbst bei extremen Druck-/Temperaturbedingungen
(außer im Eis X).
Neben dem
”
normalen“ Wasser unterscheidet man noch schweres und u¨ber-
schweres Wasser, gebildet mit den Wasserstoffisotopen Deuterium (2H oder D)
und Tritium (3H oder T). Letzteres ist radioaktiv mit einer Halbwertszeit von
12,5 Jahren und extrem selten. Anhand seines Anteils im Wasser kann man des-
sen Alter bestimmen. Deuterium ist stabil und damit auch deutlich ha¨ufiger, der
Isotopen-Anteil betra¨gt ca. 0,015 %. In der Natur bilden sich allerdings vorwie-
gend HDO- anstelle von D2O-Moleku¨len. Aus chemischer Sicht sind sich H2O
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und D2O sehr a¨hnlich, wegen der ho¨heren Masse ist die Reaktionsgeschwindig-
keit beim Einsatz von schwerem Wasser jedoch deutlich heruntergesetzt. Dies gilt
insbesondere fu¨r biochemische Reaktionen in lebenden Organismen [26].
In allen drei Aggregatszusta¨nden des Wassers entstehen Strukturen, also
der Zusammenschluss einzelner Moleku¨le, durch Wasserstoffbru¨ckenbindungen.
Dieser Bindungstyp ist u¨berwiegend klassisch elektrostatischer Natur und spielt
besonders beim Wechselwirken von Wasserstoff mit den hochgradig elektrone-
gativen Atomen Fluor, Sauerstoff und Stickstoff eine große Rolle, z.B. auch in
HF und NH3. Im Wasser ist das Wasserstoffatom einerseits kovalent innerhalb
des Moleku¨ls gebunden, andererseits kann es zum benachbarten Sauerstoffatom
eine Wasserstoffbru¨ckenbindung eingehen: O—H· · ·O. Energetisch bevorzugt die
Wasserstoffbru¨cke die Linearita¨t, d.h. das Proton befindet sich in etwa auf der
Verbindungslinie zwischen den beiden Sauerstoffkernen. Die Sta¨rke einer Wasser-
stoffbru¨ckenbindung liegt typischerweise zwischen der einer kovalenten und der
einer van der Waals-Bindung.
Jedes H2O-Moleku¨l kann sowohl mittels seiner beiden Wasserstoffatome
zwei Wasserstoffbru¨ckenbindungen aufbauen (als Protonen-Donator) als auch
zwei weitere annehmen (als Protonen-Akzeptor). Die Akzeptor-Stellen liegen da-
bei tetraedrisch den O—H-Bindungen gegenu¨ber. Dies fu¨hrt unter Beachtung der
Linearita¨t der Bru¨ckenbindung zur dreidimensionalen Netzwerkbildung mit lokal
tetraedrischer Symmetrie. Mit zunehmender Gro¨ße der Cluster nimmt dabei der
O—O-Abstand ROO ab und na¨hert sich dem Wert in Eis von 2,8 A˚. Bei der
Entstehung dieser Cluster tritt ein selbstversta¨rkender Effekt auf, der auf der
Kooperativita¨t der Wasserstoffbru¨ckenbindung beruht, d.h. auf Mehr-Teilchen-
Wechselwirkung.
2.1.1 Anomalien
Nahezu jede Eigenschaft des Wassers ist anomal, also vom Verhalten anderer
Flu¨ssigkeiten bzw. Substanzen abweichend. Man kann u¨ber 50 Beispiele finden.
Alle diese Besonderheiten ha¨ngen jedoch zusammen, da sie auf den gleichen Ur-
sachen basieren.
Die wohl popula¨rste Anomalie des Wassers ist die der Dichte. Beim Gefrie-
ren unter Raumdruck dehnt sich Wasser um 9 % aus, wa¨hrend bei den meisten
anderen Substanzen das Volumen um ca. 10 % abnimmt.2 Diese Besonderheit des
Wassers ist die Ursache fu¨r die bereits erwa¨hnte Erosion.
Ein zweiter Aspekt der Dichteanomalie ist die weitere Kontraktion des Was-
sers bei Temperaturerho¨hung vom Gefrierpunkt ausgehend bis zum Dichtemaxi-
mum bei 4◦C. Dieser Effekt ist mit 0,02 % relativ gering, er wird durch die
Ausbildung tetraedrischer Netzwerke beim Abku¨hlen erkla¨rt. Dieses Merkmal ist
in anderen Flu¨ssigkeiten ebenfalls sehr selten zu finden. Gemeinsam verursachen
2Silizium und Germanium dehnen sich beim Erstarren ebenfalls aus.
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beide Dichteanomalien die stabile Bildung von Oberfla¨cheneis in Gewa¨ssern.
Nach dem Prinzip von Le Chatelier fu¨hrt die geringere Dichte im Eis im
Vergleich zum flu¨ssigen Wasser auch zur negativen Steigung der Schmelzkurve im
p-T-Phasendiagramm, einer weiteren bekannten Eigenart des Wassers. Ho¨herer
Druck erniedrigt also den Schmelzpunkt, dies wird auf einen Kollaps der Netz-
werkstruktur (unter Druck) zuru¨ck gefu¨hrt. Allerdings existiert eine tiefste Tem-
peratur, bei der Wasser flu¨ssig sein kann: Tmin = −21,985
◦C bei p = 209,9 MPa.
Bei noch ho¨heren Dru¨cken existieren na¨mlich Hochdruck-Eisphasen, deren Dich-
te gro¨ßer ist als die der Flu¨ssigkeit. Dementsprechend ergibt sich eine positive
Steigung der Koexistenzlinie fest-flu¨ssig (vgl. Abb. 2.1).
Diese unterschiedlichen festen Formen von Wasser sind eine weitere Be-
sonderheit, es besitzt das artenreichste Phasendiagramm aller einkomponentigen
Systeme. Dementsprechend komplex ist das Phasendiagramm von Eis, dessen
Erkundung im Jahre 1900 durch G. Tammann begonnen [108] und durch P. W.
Bridgman in der ersten Ha¨lfte des vergangenen Jahrhunderts fortgesetzt wur-
de [14, 15, 16]. Zur Zeit sind 15 verschiedene kristalline Eisphasen bekannt und
mehrere amorphe Modifikationen [71, 47]. Nur das
”
normale“ hexagonale Eis Ih
kommt auf der Erde natu¨rlich vor, da alle anderen Eisformen extreme Druck- bzw.
Temperaturbedingungen beno¨tigen. Einzige Ausnahme bildet die Atmospha¨re, in
der sowohl kubisches Eis Ic als auch amorphes Eis nachgewiesen wurde [47]. Dies
wird durch die Bildung kleiner Cluster aufgrund von Oberfla¨cheneffekten erkla¨rt.
Daru¨ber hinaus sind sowohl verschiedene kristalline Eisphasen als auch
amorphes Eis außerhalb unseres Planeten zu finden.3 Als einziger weiterer Pla-
net, nach derzeitigem Kenntnisstand, verfu¨gt der Mars u¨ber Eis. Viele Monde des
a¨ußeren Sonnensystems, v.a. des Jupiters und des Saturns, bestehen teilweise aus
kristallinem Hochdruckeis. Druck- und Temperaturverha¨ltnisse deuten z.B. auf
die Existenz von Eis II im Jupitermond Ganymed hin [25]. Der Hauptanteil zahl-
reicher Kometen ist amorphes Eis, das in großen Mengen auch als interstellarer
Staub vorkommt.
Bemerkenswert ist, dass nicht alle bekannten Eis-Modifikationen im zuga¨ng-
lichen Temperatur- und Druckbereich thermodynamisch stabil vorliegen. Viele
sind nur metastabil im Stabilita¨tsbereich anderer Eisphasen zu finden, darunter
alle amorphen Formen und einige kristalline Strukturen. Zudem ko¨nnen zahlrei-
che Eisphasen nach ihrer Pra¨paration in andere Bereiche des Phasendiagramms
gebracht werden, ohne dass sie transformieren. Insbesondere gilt dies fu¨r schnelles
Abku¨hlen auf die Temperatur von flu¨ssigem Stickstoff, T = 77 K. Anschließend
kann der Druck reduziert werden, um die Eisprobe bei Raumdruck (und tie-
fen Temperaturen) zu vermessen. Sie verbleibt fu¨r eine ausreichend lange Zeit
in ihrem metastabilen Zustand, da die fu¨r eine Phasenumwandlung notwendige
Bewegung der Moleku¨le bei so tiefen Temperaturen stark gehemmt ist.
3Astronomen verwenden den Begriff
”
Eis“ , im Unterschied zu diesem Text, nicht nur fu¨r
festes Wasser.
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2.1.2 Dynamik im Eis
Eis ist ein Protonenhalbleiter. Dies ist im Hinblick auf Protonentransport ent-
lang von Wasserstoffbru¨cken-Ketten interessant, wie er in biologischen Systemen
stattfindet. Dort dient Wasser als Protonen-Austauschmedium.
Diese und viele weitere dynamische Eigenschaften von Eis beruhen auf der
Bewegung von Atomen im Kristall, von einer Position zu einer anderen. Dazu
werden Gitterdefekte beno¨tigt, von denen es im Eis, neben den allgemein u¨bli-
chen, auch eis-spezifische gibt. Um deren große Bedeutung verstehen zu ko¨nnen,
ist es notwendig, eine Vorstellung von der idealen Eisstruktur zu haben.
Die Struktur von hexagonalem Eis Ih entspricht der 1935 von Pauling Vorge-
schlagenen [86]. Die Sauerstoffatome sind auf einem hexagonalen Gitter angeord-
net, nach Art des Wurtzit. Wie bereits beschrieben besitzt jedes Sauerstoffatom
vier na¨chste Nachbarn auf den Ecken eines regula¨ren Tetraeders. Die Wasser-
moleku¨le sind u¨ber Wasserstoffbru¨ckenbindungen verbunden. Dabei gibt es keine
langreichweitige Ordnung in der Orientierung der Moleku¨le bzw. in der Anord-
nung der Protonen. Die mo¨glichen Positionen der Protonen werden durch die
beiden Eisregeln beschrieben:
1. An jedem Sauerstoffatom liegen zwei Wasserstoffatome an.
2. Auf jeder O—O-Verbindungsachse gibt es ein Wasserstoffatom.
Die beiden Regeln werden ha¨ufig auch nach Bernal und Fowler benannt, die
1933 richtigerweise vermuteten, dass im Eis die Wassermoleku¨le erhalten bleiben
(1. Eisregel) [6]. Allerdings entspricht der H—O—H-Winkel von 104,52◦ im freien
Moleku¨l nicht dem Tetraederwinkel von 109,47◦. Im hexagonalen Eis ergibt sich
ein H—O—H-Winkel von 106,6◦, so dass einerseits die Moleku¨le leicht verzerrt
sind, und sich andererseits die Protonen nicht exakt zwischen den Sauerstoffa-
tomkernen befinden.
Die Unordnung der Protonenkonfiguration ist, wie schon von Pauling ver-
mutet, auf die nicht ausreichende Abnahme der Enthalpie ∆H durch die re-
gelma¨ßige Anordnung zuru¨ckzufu¨hren. Diese konkurriert na¨mlich mit der Unord-
nungsentropie ∆S.4 Fu¨r eine Transformation muss die Gibbs-Energie abnehmen,
d.h. in diesem Fall: |∆H| > T∆S. Dies wird bei 72 K erreicht, hier liegt der
U¨bergang vom Eis Ih in seine protonengeordnete Modifikation Eis XI. Eine der-
artige Umordnung kann nur unter lokaler Verletzung der Eisregeln erfolgen, da
nach diesen die Orientierung jedes Moleku¨ls durch seine Nachbarn festgelegt ist.
Solche Defekte, 1951 von Bjerrum vorgeschlagen5, sind typisch fu¨r eisa¨hnliche
Strukturen und werden protonische Punktdefekte genannt. Es gibt vier von ih-
nen.
4Der experimentelle Wert der auf die Unordnung der Protonen zuru¨ck zu fu¨hrenden Null-
punktsentropie von Eis Ih betra¨gt 3,408 ± 0,19 JK
−1mol−1, der von Pauling berechnete ist
S0 = R ln(
3
2
) = 3,371 JK−1mol−1.
5und 1952 in Science vero¨ffentlicht [12].
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Zwei dieser protonischen Punktdefekte sind Orientierungsfehler und wer-
den auch Bjerrum-Defekte genannt. Sie entstehen paarweise durch die Dre-
hung eines Moleku¨ls und verletzen somit die zweite Eisregel: Auf einer O—O-
Verbindungsachse gibt es kein Proton mehr, auf einer anderen sind zwei vorhan-
den. Die Existenz einer leeren Achse wird als L-Defekt, die doppelte Besetzung
wird als D-Defekt bezeichnet. Durch Drehungen der Nachbarmoleku¨le ko¨nnen sich
beide Fehler getrennt durch das Gitter bewegen. Die zugrundeliegende Reorien-
tierung der Eismoleku¨le ist, wegen des zugeho¨rigen Dipolmoments, Voraussetzung
fu¨r die Polarisierbarkeit von Eis [12].
Die beiden anderen protonischen Punktdefekte sind ionischer Natur. Sie ver-
letzen die erste Eisregel, nach der ausschließlich neutrale Wassermoleku¨le im Eis
vorkommen. Geht ein Proton von einem Moleku¨l zum Nachbarmoleku¨l u¨ber, so
erha¨lt man ein H3O
+- und ein OH−-Ion. Durch weitere Protonenspru¨nge werden
beide Defekte getrennt und sind beweglich. Der Ionisierungsprozess
2H2O 
 H3O
+ + OH− (2.1)
ist vom flu¨ssigen Wasser bekannt, dort bewegen sich die entstehenden Ionen je-
doch als Ganzes. Im Eis wird dagegen die Ionisierung durch die Bewegung der
Protonen transportiert. Ein einzelnes Proton fu¨hrt jedoch nur Spru¨nge zwischen
zwei benachbarten Wassermoleku¨len aus, ein langreichweitiger Protonentransport
kann nur durch das Zusammenwirken von ionischen und Bjerrum-Defekten statt-
finden.6 Beide Defekt-Typen, Bjerrum- und ionisch, ko¨nnen durch Aufeinander-
treffen zweier
”
Partner“ -Defekte wieder aufgehoben bzw. neutralisiert werden.
Im realen Eis ergeben sich Gleichgewichtskonzentrationen der Defekte, die ge-
meinsam mit den unterschiedlichen Beweglichkeiten der verschiedenen Defekte
die Protonen-Leitfa¨higkeit bestimmen.
Die Verknu¨pfung von Orientierungsfehlern mit langreichweitigem Protonen-
transport macht die orientierungs-sensitive Deuteronen-NMR zu einem hervorra-
genden Werkzeug, um die Dynamik in festen Formen des Wassers zu untersuchen.
Dies wurde auch in experimentellen Arbeiten an hexagonalem Eis und Clathraten
von Fujara, Kirschgen und Geil gezeigt [29, 53, 33].
2.2 Kristalline Eisphasen
Die kristallinen Eisphasen wurden nach der Reihenfolge ihrer Entdeckung mit
ro¨mischen Ziffern durchnummeriert. Dies geht auf Tammann zuru¨ck, der als erster
die Phasen II und III erzeugte [108]. Einzige Ausnahme bildet das kubische Eis,
das erst spa¨ter im Stabilita¨tsbereich des hexagonalen Eises (I bzw. Ih) entdeckt
wurde und als Eis Ic (von cubic) bezeichnet wird. Als bisher letzte wurden 2006
6Alternativ ko¨nnen auch nicht-eistypische Defekte zum Protonentransport beitragen, wie
der von Geil et al. nachgewiesene Zwischengitter-Mechanismus im hexagonalen Eis [33].
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die kristallinen Eisphasen XIII und XIV erstmals hergestellt [95]. Salzmann et
al. verwendeten als Ausgangsstrukturen die Phasen V (fu¨r Eis XIII) und XII (fu¨r
Eis XIV).
Abbildung 2.1 zeigt alle neun stabilen Eisphasen des Wassers mit Ausnahme
von Eis X.7 Dieses entsteht bei Dru¨cken zwischen 40 und 100 GPa. Aus Gru¨nden
der U¨bersichtlichkeit wurden alle metastabilen kristallinen Phasen, also Eis Ic, IV,
IX, XII, XIII und XIV, und alle amorphen Formen nicht eingezeichnet. Deren La-
ge wird zum Teil spa¨ter noch diskutiert. Experimentell gesicherte Phasengrenzen
werden im Diagramm mit durchgezogenen Linien dargestellt, extrapolierte und
postulierte Grenzen mit gepunkteten Linien. Fu¨r die Schmelzkurven der Eispha-
sen existieren international anerkannte empirische Gleichungen von Wagner et al.
[114].
Abbildung 2.1: Das p-T-Phasen-
diagramm von Wasser mit logarith-
mischer Auftragung des Druckes.7
Dargestellt sind alle stabilen Eis-
phasen mit Ausnahme von Eis X,
das erst jenseits von 40 GPa ent-
steht. Durchgezogene Linien be-
schreiben experimentell gesichter-
te Phasengrenzen, extrapolierte und
postulierte Grenzen werden durch
gepunktete Linien angedeutet. Aus
Ref. [25].
Die neuen Eisphasen XIII und XIV stellen die protonengeordneten Ge-
genstu¨cke der protonenungeordneten Modifikationen V und XII dar. Nicht alle
kristallinen Eisstrukturen unterscheiden sich demnach in ihrer Sauerstoffanord-
nung. Weitere solche Paare sind die bereits erwa¨hnten Eise Ih und XI (siehe 2.1.2),
III und IX sowie VII und VIII. Abgesehen von Eis XII grenzen die protonenunge-
ordneten Eisphasen im Phasendiagramm an das flu¨ssige Wasser. Durch Abku¨hlen
erha¨lt man deren protonengeordnete Partner. Im Fall von Ih/XI, V/XIII und
XII/XIV muss dazu jedoch die Defektkonzentration erho¨ht werden, um die bei
den notwendigen tiefen Temperaturen zu geringe Beweglichkeit auszugleichen
7Eine Unterscheidung zwischen H2O und D2O ist nicht no¨tig, da Deuteronen nur eine leichte
Verschiebung der Phasengrenzen hin zu ho¨heren Temperaturen (∆T ≤ 4 K) und Dru¨cken
bewirken.
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(vgl. 2.1.1). Eine gro¨ßere Anzahl an Defekten la¨sst sich durch die Einbringung von
Fremdatomen bzw. -moleku¨len erreichen, als geeignete Dotiersubstanzen erwiesen
sich KOH (fu¨r Ih [109]) und HCl (fu¨r Eis V und XII [95]).
Viele weitere Pra¨parationspfade wurden zur Herstellung der verschiedenen
kristallinen Eisstrukturen bereits erfolgreich verfolgt. So lassen sich alle Eisphasen
entlang der Schmelzkurve von Wasser durch Abku¨hlen der Flu¨ssigkeit gewinnen,
Eis VI und VII zusa¨tzlich durch isothermes Dru¨cken. Neben den oben aufgefu¨hr-
ten Transformationen gibt es noch andere Fest/Fest-U¨berga¨nge durch Abku¨hlen
bzw. Aufheizen sowie durch Kompression, z.B. Ih → III → V → VI → VIII.
Eine Besonderheit von Wasser ist die Erzeugung metastabiler Zusta¨nde
durch zum Teil irreversible U¨berga¨nge. Beispiele sind das Auftreten von Eis IV
im Stabilita¨tsbereich von Eis V und VI und von Eis XII im Gebiet von Eis V
sowie die Herstellung der amorphen Eise und des kubischen Eises. Eis Ic kann
sowohl durch Hyperquenchen, also sehr schnelles Abku¨hlen, von Gas oder Flu¨ssig-
keit (in Tro¨pfchenform) erzeugt werden, wie auch durch Erwa¨rmen verschiedener
Hochdruckeisphasen bei Raumdruck. Bei letzterem entsteht es – abha¨ngig von
Heizrate und Ausgangssubstanz – im Temperaturbereich von 120 bis 170 K und
transformiert bei ca. 200 K in hexagonales Eis. Allgemein existiert Eis Ic bei
tiefen Temperaturen im Stabilita¨tsbereich von Eis Ih und weist viele – v.a. struk-
turelle – A¨hnlichkeiten mit diesem auf. Sein kristalliner Aufbau ist jedoch sehr
unvollkommen.
2.2.1 Eis II
Das Eis II ist eine der Eisformen, die im Rahmen dieser Arbeit mit NMR-
Methoden untersucht wurden. Dieser Abschnitt behandelt daher seine Herstel-
lung, seine Struktur und seine physikalischen Eigenschaften auf Grundlage der
vorhandenen Literatur.
Der Stabilita¨tsbereich von Eis II liegt zwischen denen der Eise Ih, III, V, VI
und XI (siehe Abb. 2.1). Es wird fu¨r gewo¨hnlich durch isotherme Kompression von
Eis Ih im Bereich von 200 K hergestellt [7]. Ebenfalls mo¨glich ist die Pra¨paration
durch Dekompression oder Abku¨hlen von Eis V. Die Gewinnung von Eis II durch
Abku¨hlen von Eis III gestaltet sich dagegen schwierig, da die vo¨llig verschiedene
Eis III-Struktur bei der Temperaturreduktion fu¨r gewo¨hnlich metastabil in seiner
Form verharrt.8 Ku¨hlt man das metastabile, protonenungeordnete Eis III weiter
ab, so findet bei ca. 200 K Protonenordnung statt. Man erha¨lt die Eisphase IX,
die ausschließlich metastabil im Tieftemperaturbereich der Stabilita¨tsregion von
Eis II existiert. Eis II kann nach seiner Pra¨paration auf Stickstofftemperatur ab-
geku¨hlt werden, um es anschließend auf Raumdruck zu bringen. Dort verbleibt
es bei tiefen Temperaturen metastabil in seinem Zustand (siehe 2.1.1). Bei einer
8Eine Abha¨ngigkeit von der Ku¨hlrate wurde beobachtet, sehr schnelles Abku¨hlen begu¨nstigt
eine erfolgreiche Transformation nach Eis II [68].
2.2. KRISTALLINE EISPHASEN 11
Abbildung 2.2: Die Eis II-Struktur
betrachtet in Richtung der cH -
Achse. Die zu dieser parallelen
Kana¨le sind grau hervorgehoben.
Der Aufbau aus koaxial gestapelten
hexamerischen Ringen ist gut zu er-
kennen. Aus Ref. [25].
Abbildung 2.3: Darstellung der Eis
II-Struktur senkrecht zur cH -Achse.
Der Wechsel zwischen flachen (A)
und sesselfo¨rmigen (B) Ringen und
die Bindung innerhalb und zwischen
den Kana¨len ist gut zu erkennen.
Aus Ref. [25].
Heizrate von 1–2 K/min wurde fu¨r den U¨bergang in kubisches Eis eine Tempe-
ratur von 170 K ermittelt [115].
Die Einheitszelle von Eis II ist rhomboedrisch mit den Parametern a =
7,78 A˚ und α = 113,1◦ und entha¨lt 12 Wassermoleku¨le [48]. Alternativ kann die
Struktur auch durch eine gro¨ßere hexagonale Zelle mit 36 Moleku¨len und den
Parametern aH = 2a sin(α/2) ≈ 12,98 A˚ und cH = a(3(1 + 2 cos α))
1/2 ≈ 6,25 A˚
beschrieben werden. Jeweils sechs Moleku¨le bilden einen hexagonalen Ring. Es
gibt zwei verschiedene Typen von Ringen, die einen sind sesselfo¨rmig gefaltet,
die anderen sind relativ flach, nahezu planar (vgl. Abb. 2.2–2.4). Dementspre-
chend unterscheiden sich die zugeho¨rigen Moleku¨le in ihren D—O—D-Winkeln
von 103,2◦ bzw. 107,6◦. Diese Verzerrung der Wassermoleku¨le entspricht jedoch –
wie im hexagonalen Eis (vgl. 2.1.2) – nicht vollsta¨ndig den auftretenden O···O···O-
Winkeln, so dass die Wasserstoffatome nicht exakt auf der Verbindungsachse
zweier Sauerstoffatome liegen [49].
Die Ringe liegen abwechselnd koaxial gestapelt aufeinander entlang der cH-
Achse und bilden so Ro¨hren bzw. Kana¨le (Abb. 2.2–2.4). Die Moleku¨le der ses-
selfo¨rmigen Ringe spielen dabei die Rolle als Donatoren der Wasserstoffbru¨cken
zu den benachbarten flachen Ringen ober- und unterhalb. Deren Moleku¨le wie-
derum dienen als Donatoren der Wasserstoffbru¨ckenbindungen zu den sechs be-
nachbarten Kana¨len. Diese sind gegeneinander in Richtung der cH -Achse verscho-
ben. Die sich ergebende, relativ offene Struktur erlaubt die Einlagerung kleiner
Fremd-Atome, z.B. Wasserstoff oder Helium. Dies vera¨ndert die Eigenschaften
und erschwert Experimente an reinem Eis II unter Druck [70, 25].
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Abbildung 2.4: Detail-Darstellung der Eis II-Struktur senkrecht zur cH -Achse. Zu sehen
ist der Aufbau der flachen (A) und der sesselfo¨rmigen (B) Ringe und die Wasserstoff-
bru¨ckenbindung zwischen den Ringen (gestrichelte Linien). Die Protonen der B-Ringe
sorgen fu¨r die Bindung innerhalb eines Kanals nach oben und unten, die der A-Ringe
fu¨r die Bindung zwischen den Kana¨len. Aus Ref. [25].
Strukturuntersuchungen an Eis II wurden erstmals 1964 durch Kamb mit-
tels Einkristall-Ro¨ntgenbeugung durchgefu¨hrt, seine spa¨teren Neutronenstreuex-
perimente besta¨tigten das Ergebnis [48, 49]. Die Dichte von Eis II betra¨gt dem-
nach ρ = 1,17 g cm−3 bei T = 123 K und Raumdruck.9 Die ersten verla¨ssli-
chen unter Druck gewonnenen Strukturdaten gab es erst 2002 von Lobban et al.
[70]. U¨bereinstimmend zeigen die strukturellen Untersuchungen Protonenordnung
im Eis II. Darauf beruhen auch die scharfen IR-Absorptionslinien der OH-/OD-
Streckschwingungen von HDO–Moleku¨len in einer H2O- oder D2O-Matrix. Die
vier beobachteten Linien sind auf die vier verschiedenen O—H· · ·O-Bindungen im
Eis II zuru¨ckzufu¨hren [8, 57]. Weitere Anzeichen fu¨r die regelma¨ßige Anordnung
der Protonen sind die Abwesenheit von Debye-Relaxation in der dielektrischen
Permitivita¨t [115] und der Verlauf der Phasengrenze zwischen Eis Ih und Eis II.
Bei Phasenkoexistenz gilt fu¨r die Gibbs-Energie G die Gleichgewichtsbe-
dingung dG = 0, außerdem besitzen die beiden beteiligten Phasen das gleiche
chemische Potential. Dies fu¨hrt zur Clapeyron-Gleichung:
dp
dT
=
∆S
∆V
(2.2)
Mit einer positiven Steigung ∂T
∂p
= 1,07 KPa−1 und einer Volumenabnahme
∆V = −3,6 · 10−6 m3mol−1 beim U¨bergang von Ih nach II ergibt sich ein gleich-
zeitiger Entropieverlust ∆S ≈ −3,4 Jmol−1K−1. Dies stimmt sehr gut mit der
9Die Dichte von Eis Ih betra¨gt ρ = 0,920 g cm
−3 (bei T = 250 K und p = 100 kPa).
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Nullpunktsentropie von Eis Ih u¨berein und besta¨tigt somit die hohe Ordnung der
Protonen im Eis II (vgl. 2.1.2).
Kalorimetrische Messungen von Handa et al. ergaben eine fu¨r Eis II um
18 Jmol−1 geringere Enthalpie als fu¨r Eis Ih [43]. Sie folgerten daraus, dass Eis
II am absoluten Nullpunkt von Temperatur und Druck stabil gegenu¨ber hexa-
gonalem Eis wa¨re, in guter U¨bereinstimmung mit einer Extrapolation der Ih/II-
Phasengrenze. Allerdings existiert unterhalb von 72 K Eis XI mit einer deut-
lich kleineren Enthalpie als Eis II, und bei ho¨heren Temperaturen u¨berwiegt der
entropische Anteil der Gibbs-Energie durch die Protonen–Unordnung im Eis Ih
deutlich den der Enthalpie (vgl. 2.1.2).10
Das Phononenspektrum von Eis II wurde mittels inelastischer inkoha¨ren-
ter Neutronenstreuung untersucht. Charakteristika des Librationsanteils konnten
mit Hilfe von Molekular-Dynamik-Simulationen den bereits beschriebenen unter-
schiedlichen Moleku¨ltypen zugeordnet werden [67, 77]. Wie es die Untersuchun-
gen des Phononen- und auch des IR-Spektrums zeigen, eignet sich Eis II demnach
sehr gut, um den Einfluss kleiner struktureller Unterschiede innerhalb der Probe,
hier z.B. in der Moleku¨lgeometrie und in den Bindungsla¨ngen, auf dynamische
Eigenschaften zu beobachten. Dies wird durch die Protonenordnung ermo¨glicht.
Dennoch sind aus der Literatur keine experimentellen Daten zur langreichweiti-
gen Protonendynamik und zur Reorientierung der Moleku¨le bekannt.
2.3 Polyamorphismus in Wasser
Diese Einfu¨hrung orientiert sich im wesentlichen am U¨bersichtsartikel von Loer-
ting und Giovambattista von 2006 [71]. Wegen des großen Forschungsinteresses
gibt es zahlreiche weitere empfehlenswerte Arbeiten, die einen U¨berblick zum
amorphen Wasser und engverwandten Themen geben [82, 18, 4, 74, 47].
Polyamorphismus wurde erstmals im amorphen Eis beobachtet – vor ca. 25
Jahren. Mittlerweile ist dieses Pha¨nomen fu¨r zahlreiche weitere einkomponentige
Systeme bekannt: elementare (z.B. Si), bina¨re (z.B. Y2O3-Al2O3) und organi-
sche (z.B. Triphenylphosphat) Flu¨ssigkeiten und offene Netzwerke tetraedrischer
Anordnung (z.B. SiO2). Untersuchungen des Polyamorphismus in Wasser ko¨nnen
demzufolge auch fu¨r das Versta¨ndnis vieler anderer Substanzen eine große Bedeu-
tung besitzen. Das Vorhandensein amorpher Strukturen im Wasser spielt auch
in der Biologie eine große Rolle bei der Vermeidung von Zellscha¨digung durch
Frost. Dies ist nicht zuletzt auch fu¨r die Kryo-Konservierung von menschlichem
Gewebe und Organen wichtig.
In der Literatur werden traditionell fu¨nf amorphe Formen des festen Wassers
beschrieben: amorphes festes Wasser (Amorphous Solid Water, ASW), hyper-
gequenchtes glasartiges Wasser (Hyperquenched Glassy Water, HGW), sowie
10Die Protonen-(Un-)Ordnung der verschiedenen Eisphasen ist daher auch fu¨r unseren Alltag
von großer Bedeutung.
14 KAPITEL 2. WASSER UND EIS
niedrigdichtes (Low-Density, LDA), hochdichtes (High-Density, HDA) und sehr
hochdichtes (Very High-Density, VHDA) amorphes Eis. Die drei letztgenann-
ten Zusta¨nde findet man im Bulk -Eis, die beiden erstgenannten liegen dagegen
in du¨nnen Schichten (≤ 60µm) vor. Dennoch a¨hneln ASW und HGW in ihrer
Struktur sehr dem LDA, wogegen HDA und VHDA deutlich dichter sind [13].
Alle amorphen Zusta¨nde des Eises sind, genau wie unterku¨hltes Wasser, meta-
stabil.
Die amorphen Eisstrukturen ko¨nnen auf fu¨nf verschiedene Arten herge-
stellt werden: Kondensation von Wasserdampf auf tiefkalter Grundlage (fu¨hrt zu
ASW); sehr schnelles Abku¨hlen von flu¨ssigen Wassertro¨pfchen (erzeugt HGW);
Kompression von kristallinem Eis (Ih oder Ic) bei tiefen Temperaturen, Erhit-
zen/Dru¨cken anderer amorpher Eise und Bestrahlung von Eiskristallen mit UV-
Photonen, Elektronen, Protonen oder schnellen Ionen (fu¨r LDA, HDA und VH-
DA). Bulkwasser la¨ßt sich nicht direkt amorphisieren, da es beim Abku¨hlen un-
weigerlich kristallisiert. Diese Arbeit bescha¨ftigt sich mit den im Volumen vor-
kommenden amorphen Eisen, die im Folgenden na¨her betrachtet werden.
2.3.1 HDA
Das hochdichte amorphe Eis (HDA) wurde erstmals 1984 von Mishima et al. her-
gestellt. Dazu wurde kristallines Eis Ih bei 77 K Dru¨cken von u¨ber p ≈ 1,0 GPa
ausgesetzt [78]. Das erhaltene HDA verbleibt bei 77 K, der Temperatur von flu¨ssi-
gem Stickstoff, auch unter Wegnahme des Druckes in seinem (meta-) stabilen
Zustand und kann daher zuru¨ck auf Raumdruck gebracht werden. Die Bezeich-
nung HDA beruht auf der deutlich ho¨heren Dichte von 1,17 ± 0,02 g cm−3 (bei
T = 77 K und p = 100 kPa) im Vergleich zum Eis Ih.
Im Temperatur- und Druckbereich der Amorphisierung liegt eigentlich die
kristalline Eisphase II stabil vor, das Entstehen von HDA wird durch einen Kol-
laps des Eiskristalls unter Druck erkla¨rt. Experimentelle Untersuchungen zum
Nachweis von Kristall- bzw. Glaseigenschaften liefern jedoch kein eindeutiges Er-
gebnis [21, 62]. Anstelle von hexagonalem Eis la¨sst sich in analoger Weise auch
kubisches Eis zur Pra¨paration von HDA verwenden. Zudem kann es durch Um-
wandlung der anderen amorphen Eise gewonnen werden.
2.3.2 LDA
Bei isobarem Erwa¨rmen von HDA unter Raumdruck entsteht bei Temperaturen
u¨ber T ≈ 100 K eine zweite amorphe Eisform mit deutlich niedrigerer Dichte
ρ = 0,94 ± 0,02 g cm−3 (bei T = 77 K und p = 100 kPa). Dieser exotherme
und irreversible U¨bergang von HDA ins LDA zeigt sich durch einen ausgepra¨gten
Dichteabfall, die exakte U¨bergangstemperatur wird durch die Kinetik bestimmt.
Weiteres Aufwa¨rmen fu¨hrt zu kristallinem Eis Ic, dann zu Eis Ih und schließlich
zu flu¨ssigem Wasser [78, 42, 21, 112, 61, 39, 111].
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Beim isobaren Abku¨hlen bleibt LDA (meta-) stabil, durch isothermes
Dru¨cken wandelt es sich jedoch, a¨hnlich wie Ih, in HDA um, bei 77 K aller-
dings bereits bei einem Druck von p ≈ 0,6 GPa. Mit zunehmender Temperatur
nimmt dieser U¨bergangsdruck ab, bei 135 K betra¨gt er p ≈ 0,2 GPa. Bemer-
kenswerterweise wandelt sich HDA bei dieser Temperatur unter Ablassen des
Druckes wieder in LDA um, jedoch bei einem deutlich kleineren Druck von p ≈
0,05 GPa. Der isotherme LDA/HDA-U¨bergang ist im Bereich 125 K ≤ T < 150
K reversibel und zeigt eine ausgepra¨gte Hysterese, er ist also ebenfalls kinetisch
kontrolliert. Reversibilita¨t und Hysterese sowie die abrupte Dichtea¨nderung spie-
len eine große Rolle bei der Diskussion, ob es sich zwischen HDA und LDA um
einen Phasenu¨bergang erster Ordnung handelt [79, 55, 80].
Abbildung 2.5: Das p-T-Phasen-
diagramm von Wasser mit beobach-
teten U¨berga¨ngen (Kreise: druck-
induzierte U¨berga¨nge, Pfeile: tem-
peraturinduzierte U¨berga¨nge). Die
angenommene Phasengrenze zwi-
schen metastabilem LDA und HDA
ist ebenfalls eingezeichnet. Aus
Ref. [80].
2.3.3 VHDA
Die Bezeichnung VHDA wurde 2001 von Loerting et al. fu¨r eine besonders hoch-
dichte Form (ρ = 1, 25 ± 0, 01 g cm−3 bei T = 77 K und p = 100 kPa) des
amorphen Eises eingefu¨hrt [69]. VHDA kann durch Aufheizen von HDA bei kon-
stantem Druck (p ≈ 1 GPa) hergestellt werden, die Probendichte nimmt dabei
kontinuierlich zu. Bei Temperaturen T > 160 K kristallisiert die Probe jedoch
[94, 96]. Durch anschließendes Abku¨hlen auf T = 77 K kann VHDA – wie auch
HDA – (meta-) stabil auf Raumdruck zuru¨ck gebracht werden [81, 35, 46].
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VHDA la¨ßt sich ebenfalls durch isotherme Druckerho¨hung herstellen. So
fu¨hrt Dru¨cken von Eis Ih bei Temperaturen von T ≈ 130–165 K zu VHDA.
Ausgehend vom gleichen Startmaterial Ih verfolgt man hier einen anderen Pra¨pa-
rationspfad, um in den gleichen p-T-Bereich des Phasendiagramms zu gelangen
und das gleiche Ergebnis zu erhalten [81]11.
Ein dritter Weg zu VHDA besteht in der isothermen Kompression von LDA
bei T ≈ 125 K. Dies fu¨hrt – wie bereits beschrieben – zuerst zu HDA, weitere
Druckerho¨hung auf u¨ber p ≈ 0, 95 GPa erzeugt VHDA [72].
Das bei T = 77 K unter Raumdruck (meta-) stabile VHDA geht bei
Erwa¨rmung u¨ber in LDA. Im Vergleich zum HDA geschieht dies jedoch bei einer
deutlich ho¨heren Temperatur [81, 84, 22]11.
2.3.4 Amorphe Eise – eine kurze Bestandsaufnahme
Experimente & Simulationen
Zahlreiche unterschiedliche experimentelle Methoden werden zur Untersuchung
des Polyamorphismus im Eis verwendet: Kalorimetrie, Dichtemessung, Ro¨ntgen-
und Neutronenstreuung sind nur einige wenige Beispiele. In den letzten Jahren
nimmt die Bedeutung von Computer-Simulationen immer mehr zu, insbesondere
da viele wu¨nschenswerte Experimente im Labor nicht zu realisieren sind (z.B.
der Glasu¨bergang von Bulkwasser). Solche Simulationen ko¨nnen zu vo¨llig neu-
en Erkenntnissen und Thesen fu¨hren. Andererseits besta¨tigen viele Computer-
Experimente die Ergebnisse der im Labor durchgefu¨hrten Messungen. Eine be-
tra¨chtliche Anzahl von Experimenten la¨sst sich jedoch nicht im Computer nach-
vollziehen, dies ist mo¨glicherweise den sehr unterschiedlichen (De-) Kompressions-
und Abku¨hl- bzw. Aufheizraten geschuldet [72, 76, 40].
2. Kritischer Punkt & Glasu¨bergang
Erkenntnisse sowohl aus Experimenten als auch aus Simulationen haben zur in der
Literatur besonders intensiv diskutierten These vom flu¨ssig-flu¨ssig-Phasenu¨ber-
gang im Wasser gefu¨hrt. In diesem Bild werden zwei amorphe Strukturen unter-
schiedlicher Dichte durch eine Koexistenzlinie getrennt, die in einem (zweiten)
kritischen Punkt endet (bei p ≈ 0, 1 GPa und T ≈ 220 K). Dieser zweite kri-
tische Punkt im Phasendiagramm von Wasser wird als Ursache der Anomalien
im flu¨ssigen Wasser angesehen. Der beobachtete LDA 
 HDA-U¨bergang bil-
det die Tieftemperatur-Komponente der flu¨ssig-flu¨ssig-Phasengrenze, ein tieferes
Versta¨ndnis dieser Umwandlung wird daher angestrebt. [82, 88, 89, 106, 83, 84,
27].
11Mishima unterscheidet generell nicht zwischen hochdichtem und sehr hochdichtem amor-
phem Eis, er verwendet immer die Bezeichnung HDA
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Abbildung 2.6: Phasendiagramm fu¨r
(meta-) stabiles Wasser. Der kritische
Punkt C1 liegt am Ende der flu¨ssig-
gasfo¨rmig-Phasengrenze. Der progno-
stizierte zweite kritische Punkt C2 be-
findet sich am Ende der flu¨ssig-flu¨ssig-
Phasengrenze, die nieder- und hoch-
dichte Formen des metastabilen Was-
sers trennen. Er liegt damit im ex-
perimentell schwer zuga¨nglichen Be-
reich zwischen der Temperatur der ho-
mogenen Nukleation (TH) von Was-
ser und der Kristallisationstemperatur
(TX) von amorphem Eis zu kubischem
Eis. Aus Ref. [74].
Im Bild des flu¨ssig-flu¨ssig-Phasenu¨bergangs sind LDA und HDA (bzw. VH-
DA) die glasigen Zusta¨nde zweier Formen von flu¨ssigem Wasser, Low-Density-
Liquid (LDL) und High-Density-Liquid (HDL) [17]. Insbesondere deshalb ist der
Glasu¨bergang im Wasser von großem Interesse, er ist jedoch experimentell nicht
zuga¨nglich. Die angenommene Glastemperatur (von Tg ≈ 136 K bei Raumdruck)
liegt deutlich unterhalb der Temperatur der homogenen Keimbildung von Kri-
stalliten, der Untergrenze fu¨r unterku¨hltes Wasser. Die amorphen Eise dagegen
kristallisieren beim Aufwa¨rmen, anstatt sich zu verflu¨ssigen. Selbst die Existenz
des Glasu¨bergangs im Wasser ist unsicher, zumindest unterscheidet er sich in
seiner Art deutlich vom Glasu¨bergang in anderen molekularen Flu¨ssigkeiten, er
gleicht einem Ordnungs-Unordnungs-U¨bergang [3, 5].
Metastabilita¨t & Kinetik
Konzentriert man sich auf Untersuchungen an festen amorphen Formen des Was-
sers, so treten auch hier bedeutende experimentelle Schwierigkeiten auf. Die
amorphen Eise sind – wie alle Gla¨ser – Nicht-Gleichgewichtszusta¨nde, ihre Ei-
genschaften ha¨ngen also von der Art der Herstellung ab. Dies betrifft nicht nur
die Zustandsvariablen Druck und Temperatur, sondern auch (De-) Kompressions-
und Abku¨hl- bzw. Aufheizraten. Außerdem ko¨nnen Relaxationsprozesse aufgrund
von Annealing- und/oder Aging-Prozessen die Charakteristika der Proben beein-
flussen. Dementsprechend beobachtet man eine Vielzahl verschiedener amorpher
Strukturen, deren Eigenschaften
”
zwischen“ denen von LDA und VHDA ange-
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siedelt sind [46, 36].
Solche Zwischenzusta¨nde treten insbesondere bei U¨berga¨ngen zwischen den
amorphen Eisphasen auf [112]. Diese Transformationen sind jedoch kinetisch
kontrolliert und mu¨ssen daher mit entsprechender Sorgfalt betrachtet werden
[61, 46, 22]. Andererseits ko¨nnten manche U¨berga¨nge aus kinetischen Gru¨nden
unterdru¨ckt sein, z.B. die Bildung von VHDA aus HDA unter Hochdruck bei zu
niedrigen Temperaturen [54, 35].
Verha¨ltnis von LDA, HDA und VHDA
In Anbetracht des Modells vom flu¨ssig-flu¨ssig-Phasenu¨bergang stellt sich die
Frage, ob sich die amorphen Formen von Wasser in zwei Gruppen niedri-
ger (mit LDA) bzw. hoher (mit HDA und VHDA) Dichte einteilen lassen
[61, 46, 36, 40, 56, 63]. Ergebnisse von Strukturuntersuchungen bei Raumdruck
unterscheiden gleichermaßen zwischen den drei Eisen [22]. Bei diesen Experimen-
ten geht man davon aus, dass beim Wegnehmen des Druckes auf p = 100 kPa
nur die Dichte abnimmt und die strukturelle Ordnung erhalten bleibt.
Strukturmessungen bei hohen Dru¨cken sind messtechnisch sehr aufwa¨ndig.
Es gibt jedoch experimentelle Hinweise, die eine Anna¨herung der Strukturen von
HDA und VHDA bei hohen Dru¨cken zeigen und a¨hnliche Eigenschaften der beiden
Hochdruckformen nachweisen [56, 71]. Sollte man dann noch prinzipiell zwischen
HDA und VHDA unterscheiden? Und welche Hochdruck-Variante des amorphen
Festko¨rpers entspricht dem HDL?
Sowohl Simulationen als auch Experimente [35, 22, 36, 40, 2] liefern gute
Argumente zugunsten VHDAs: die im Vergleich zu HDA gro¨ßere Dichte und Sta-
bilita¨t sowie die strukturelle A¨hnlichkeit mit HDL. In diesem Bild wird VHDA
als relaxierte Form von HDA betrachtet. Kleinwinkel-Neutronenstreuexperimente
bei Raumdruck zeigen sogar, dass nur LDA und VHDA homogen ungeordnete
Strukturen sind, wa¨hrend HDA – wie alle anderen Zwischenzusta¨nde – deutli-
che Heterogenita¨ten auf nanoskopischer La¨ngenskala aufweist. HDA scheint also
kein besonderer Zustand des amorphen Eises unter vielen zu sein. Die Neutro-
nenstreuung weist zudem eine HDA-gleiche Struktur im U¨bergang von VHDA
nach LDA nach, deren molekulare Vibrationen ebenfalls mit denen von HDA
u¨bereinstimmen (siehe Abb. 2.7) [63, 64, 65].
Diese Interpretation steht (zum Teil) im Einklang mit Schlussfolgerun-
gen aus kombinierten Dichte- und Ro¨ntgenmessungen an amorphem Eis, wel-
ches unter langsamer, isothermer Drucka¨nderung umgewandelt wurde. Die drei
Eisformen sind hier reversibel miteinander verbunden: LDA 
 HDA 
 VH-
DA. Wa¨hrend der LDA/HDA-U¨bergang allerdings diskontinuierlich erscheint,
entsprechend einem Phasenu¨bergang erster Ordnung, erfolgt die HDA/VHDA-
Transformation kontinuierlich. Die Autoren beurteilen jedoch HDA und VHDA
als gleichwertig hinsichtlich Eindeutigkeit und Eigensta¨ndigkeit. [72, 118]. Eine
andere Studie dagegen identifiziert eine relaxierte Form von HDA, die in ihren
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Abbildung 2.7: Ergebnisse aus elastischer (linke Seite: Statischer Strukturfaktor) und
inelastischer Neutronenstreuung (rechte Seite: Verallgemeinerte Zustandsdichte): VH-
DA hergestellt durch isobares Erwa¨rmen auf 145 K (rot), HDA durch Dru¨cken bei 77 K
(gru¨n), LDA durch Erwa¨rmen des VHDA bei Raumdruck (blau), sowie ein Zwischen-
zustand im U¨bergang von VHDA nach LDA, der sich nicht von HDA unterscheiden
la¨ßt (gelb). Nach [63].
Eigenschaften und ihrem Transformationsverhalten zu LDA weder mit VHDA
noch mit dem traditionellen HDA u¨bereinstimmt. Dieses
”
annealte“ HDA wird
durch Erwa¨rmen auf T = 130 K bei einem Druck von p ≈ 0.2–0.3 GPa hergestellt
[85]. Weitere Untersuchungen der letzten Jahre wiesen HDA-Formen mit deut-
lich unterschiedlichen Eigenschaften nach, der Ausdruck HDA wird daher auch
als Gattungsbegriff verstanden [47]. Alle zuletzt genannten Erkenntnisse ko¨nn-
ten ebenfalls zur Vorstellung von VHDA als primus inter pares der amorphen
Hochdruck-Familie passen.
Zahlreiche Pha¨nomene und Hypothesen bezu¨glich des Polyamorphismus
von Wasser sind weiterhin ungekla¨rt bzw. unverstanden: die Gruppierung in
niedrig- und hochdichte Formen; die Transformationen zwischen den verschie-
denen Zusta¨nden; der zweite kritische Punkt; der Glasu¨bergang; die Rolle von
HDA und VHDA.
20 KAPITEL 2. WASSER UND EIS
Kapitel 3
Gepulste Kernspinresonanz
Die magnetische Kernresonanz (Nuclear Magnetic Resonance, NMR) bietet
a¨ußerst vielseitige Mo¨glichkeiten zur Untersuchung von Struktur und Dynamik
molekularer Systeme. Dementsprechend gibt es viele Bu¨cher und Artikel, die
sich im Detail mit dem weiten Feld der NMR bescha¨ftigen [1, 105, 99, 52, 66].
In diesem Kapitel wird nur ein kleiner Ausschnitt der Theorie zur magnetischen
Kernresonanz erla¨utert. Dieser wurde der aufgefu¨hrten Literatur entnommen, auf
die zum weiteren Nachlesen ausdru¨cklich verwiesen wird.
Im Folgenden werden zuna¨chst grundlegende Aspekte der Spin-Dynamik
unter dem Einfluß a¨ußerer Magnetfelder behandelt. Anschließend wird das Pha¨no-
men der Relaxation betrachtet und eine quantenstatistische Formulierung ein-
gefu¨hrt, um damit Wechselwirkungen des Spin–Systems sowohl mit von außen
angelegten Feldern zu beschreiben als auch mit solchen, die innerhalb der Probe
vorliegen. Den Abschluß bildet ein weiterfu¨hrender Abschnitt mit Bezug auf die
in dieser Arbeit benutzten experimentellen Methoden, die T1-Messung und das
Stimulierte Spin-Echo.
3.1 Grundlagen der NMR
Das eigentliche Messobjekt bei NMR-Experimenten sind die nuklearen magne-
tischen Dipole selbst, man interessiert sich jedoch meistens fu¨r molekulare Ei-
genschaften der Probe, d.h. der Spin-Umgebung. Dieses sogenannte Gitter wech-
selwirkt mit den Atomkernen. Die dabei auftretenden Wechselwirkungsenergien,
die im Experiment detektiert werden ko¨nnen, sind allerdings sehr klein gegen
die typischen Gitterenergien. Daher ko¨nnen mit der Kernspinresonanz Proben
untersucht werden ohne ihre molekulare Struktur und Dynamik zu beeinflussen.
21
22 KAPITEL 3. GEPULSTE KERNSPINRESONANZ
3.1.1 Einfu¨hrung
Der Kernspin I ist u¨ber das gyromagnetische Verha¨ltnis γ mit einem magneti-
schen Moment µ verbunden, klassisch wird er – unzutreffend – als mechanischer
Drehimpuls J interpretiert:
µ = γ~I (= γJ) (3.1)
Setzt man die vielen Kernspins einer Probe (Anzahldichte n, Spinquantenzahl
I) einem konstanten a¨ußeren Magnetfeld B0 aus, so fu¨hrt dies nach dem Curie-
Gesetz zu einer makroskopischen Gleichgewichts-Magnetisierung M0:
M0 =
nγ2~2I(I + 1)
3kBT
B0 (3.2)
Die einzelnen Spins pra¨zedieren dabei mit der sogenannten Larmorfrequenz,
ω0 = −γB0, um die durch das Magnetfeld ausgezeichnete Richtung. Fu¨r gewo¨hn-
lich ist dies o.B.d.A. die z-Achse. Durch ein zusa¨tzlich eingestrahltes magnetisches
Wechselfeld, BRF = 2B1 cos(ωt + φ), senkrecht zu B0 wird die Magnetisierung
aus ihrem Gleichgewichtszustand gedreht. Dabei gilt B1  B0 und ω ≈ ω0.
Die Wirkung des Wechselfeldes ist bei Wechsel in ein mit ω = ω~ez rotieren-
des Bezugssystem leicht einsehbar. Das Hochfrequenzfeld erscheint hier statisch,
mit Amplitude B1 und φ-abha¨ngiger Richtung. (Ein zweiter, gegenla¨ufiger Anteil
mittelt sich heraus.) Der Einfluß des B0-Feldes ist dagegen im rotierenden Koordi-
natensystem nicht spu¨rbar. Demzufolge pra¨zediert die Gesamtmagnetisierung um
das B1-Feld, mit der Frequenz ω1 = −γB1. Dies wird benutzt, um die Magneti-
sierung mit Hochfrequenz-Pulsen entsprechender Dauer in bestimmte Richtungen
zu drehen.
Das zeitliche Verhalten des Magnetisierungsvektors M in einem a¨ußeren
Magnetfeld B wird im Laborsystem durch die Blochschen Gleichungen beschrie-
ben [9]:
d
dt
Mx = γ(M×B)x −
1
T2
Mx
d
dt
My = γ(M×B)y −
1
T2
My (3.3)
d
dt
Mz = γ(M×B)z −
1
T1
(Mz −M0) .
Fu¨r die Gu¨ltigkeit dieser Formulierung muss das Magnetfeld u¨ber einen statischen
Anteil in z-Richtung verfu¨gen, ein zweiter hochfrequenter Anteil ist fakultativ.
Die jeweils ersten Summanden beziehen sich auf die Pra¨zession des Magneti-
sierungsvektors um die Feldrichtung. Fu¨r B = B0 wird die Bewegung entspre-
chend durch die Larmorfrequenz ω0 beschrieben, die sich drehende Querkompo-
nente von M kann im NMR-Experiment ausgelesen werden. Die zweiten Anteile
in Gl. 3.3 repra¨sentieren pha¨nomenologisch eingefu¨hrte Relaxationsprozesse. Die
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Spin-Spin-Relaxationszeit T2 ist hier die typische Zeitskala fu¨r das Verschwinden
der Transversalkomponenten der Magnetisierung. Das Streben der longitudinalen
Magnetisierung in seinen Gleichgewichtszustand, d.h. Mz → M0, wird durch die
Zeitkonstante T1 charakterisiert. Dies wird als Spin-Gitter-Relaxation bezeich-
net, da das Spinsystem dabei strahlungslos Energie an seine Umgebung, das Git-
ter, abgibt. Die dabei auftretenden Wechselwirkungen werden in Abschnitt 3.1.3
besprochen. Eine eher pha¨nomenologische Betrachtung der Relaxationsvorga¨nge
erfolgt bereits unmittelbar im Anschluß in 3.1.2.
3.1.2 Relaxation
Diese klassische Beschreibung der Relaxationsvorga¨nge in der Kernspinresonanz
ist dem Buch von M. H. Levitt entnommen [66]. Ohne a¨ußeres Feld deuten die
Spins einer Probe, hier wieder als magnetische Dipole betrachtet, gleichma¨ßig
in alle Raumrichtungen, die Probe ist unmagnetisiert. Nach Anschalten eines
Feldes pra¨zessieren die Spins mit der Larmorfrequenz um die Feldrichtung. Die-
se koha¨rente Bewegung vera¨ndert jedoch nichts an der isotropen Verteilung der
Spins, die Magnetisierung bleibt gleich Null.
Was passiert nun, wenn sich die den Spins zugeho¨rigen Moleku¨le bewegen,
beispielsweise in Form von Rotationen in einer Flu¨ssigkeit oder Vibrationen in
einem Kristallgitter? A¨hnlich wie beim Kreiselkompass ist die Spinpra¨zession von
der Moleku¨lbewegung entkoppelt. Allerdings wird ein Spin durch das erfahrene
elektromagnetische Feld beeinflusst. Die umgebenden Moleku¨le erzeugen durch
ihre Elektronen und Atomkerne am Ort des Spins ein Feld, das sich aufgrund der
thermischen Bewegung aller Moleku¨le schnell a¨ndert. Dieses Feld ist natu¨rlich
viel schwa¨cher als die typischen, von außen angelegten Magnetfelder. Ein Spin
”
sieht“ also ein lokales Magnetfeld mit fluktuierender Amplitude und Richtung,
das sich von dem seines Spinnachbarn unterscheidet.
Spin-Gitter-Relaxation
Die Richtungsschwankungen des lokalen Feldes sind sehr gering (10−4 ◦), sie
fu¨hren jedoch mit der Zeit dazu, dass sich die Orientierungen der Spins a¨ndern, da
sie zwischen verschiedenen Pra¨zessionskonen springen. Diese Wanderungsbewe-
gung erfogt auf einer viel la¨ngeren Zeitskala (s) als die Pra¨zessionsbewegung (ns).
Entscheidend fu¨r die Spin-Gitter-Relaxation ist, dass die Spins bei ihrer Neu-
orientierung eine niedrige magnetische Energie anstreben. Dies fu¨hrt im ther-
modynamischen Gleichgewicht zu einer anisotropen Verteilung entsprechend der
Boltzmann-Statistik. Wa¨hrend die einzelnen Spins weiterhin wandern, sieht man
makroskopisch eine Gleichgewichts-Magnetisierung nach dem Curie-Gesetz (vgl.
Gl. 3.2). Dieser Kern-Paramagnetismus ist fu¨r gewo¨hnlich um einige Gro¨ßenord-
nungen kleiner als andere para- oder diamagnetische Beitra¨ge. Der Aufbau der
Magnetisierung beim Einschalten des a¨ußeren Feldes verla¨uft exponentiell mit
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einer Zeitkonstanten T1. Diese ha¨ngt ab von Spin und Probe, also auch Aggre-
gatzustand und Temperatur. Typische Werte fu¨r T1 liegen im Millisekunden- bis
Sekundenbereich, in Festko¨rpern wie im Eis kann es sich jedoch auch um Stunden
handeln.
Spin-Spin-Relaxation
Die longitudinale Kernspinmagnetisierung ist, wie soeben beschrieben, sehr
schwach und daher kaum zu detektieren. In der NMR wird deswegen die pra¨ze-
dierende Magnetisierung senkrecht zur Feldrichtung gemessen. Im thermischen
Gleichgewicht ist die Verteilung der Spins rotationssymmetrisch zur Feldrichtung,
der z-Achse. Die Magnetisierung besitzt daher nur eine z-Komponente ungleich
Null. Durch einen Hochfrequenz-Puls la¨ßt sich diese Magnetisierung, gleichbe-
deutend mit allen Spins der Probe, jedoch um 90◦ drehen, beispielsweise auf
die y-Achse (vgl. Abschnitte 3.1.1 und 3.1.3). Die erhaltene Netto-Polarisation
wird Quer- oder Transversalmagnetisierung genannt. Auf mikroskopischer Ebene
pra¨zedieren die Spins nun wiederum um das statische a¨ußere Feld, allerdings gilt
dies makroskopisch ebenfalls fu¨r die Netto-Polarisation. Als Gesamtmagnetisches
Moment wird sie, genau wie die einzelnen Spins, zu einer Kreisbewegung mit der
Larmorfrequenz gezwungen.
Das Drehen des Magnetisierungsvektors wird zusa¨tzlich von einem Abfall
seiner Amplitude begleitet. Die Ursache ist wieder in den lokalen Magnetfeld-
fluktuationen zu finden. Diese kleinen Schwankungen fu¨hren zu einer Auflo¨sung
der Phasenbeziehung zwischen den einzelnen Spins. Durch diese Dephasierung
wiederum wird die Netto-Polarisation abgebaut. Man spricht hierbei von der
transversalen Relaxation (im Unterschied zur longitudinalen Relaxation) oder
von der Spin-Spin-Relaxation. Letzteres ist allerdings missversta¨ndlich, da der
Effekt nicht auf einer Wechselwirkung zwischen den einzelnen Spins beruht. Ein-
zig lokal leicht unterschiedliche Magnetfelder, wie sie in jeder realen Probe vor-
handen sind, werden beno¨tigt. Die Relaxationsverla¨ufe werden als exponentieller
Abfall aufgefasst. Die zugeho¨rigen T2-Zeiten entsprechen in Flu¨ssigkeiten in etwa
den T1-Zeiten, im Festko¨rper sind sie dagegen deutlich ku¨rzer und befinden sich
im (Sub-)Millisekundenbereich.
3.1.3 Quantenmechanische Betrachtung
Die pha¨nomenologische Vorgehensweise ist sehr anschaulich, zur Beschreibung
der NMR-Experimente dieser Arbeit jedoch nicht ausreichend, dazu wird die
Quantenmechanik beno¨tigt. Der hier pra¨sentierte Zugang zur gepulsten Kern-
spinresonanz orientiert sich am Buch von K. Schmidt-Rohr und H. W. Spiess [99].
Zuerst wird der Dichteoperatorformalismus eingefu¨hrt, anschließend werden die
Hamiltonoperatoren der in der NMR relevanten Wechselwirkungen besprochen,
insbesondere der fu¨r diese Arbeit maßgeblichen Quadrupol-Wechselwirkung. Zum
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Schluss werden noch das rotierende Koordinatensystem und Hochfrequenzpulse
implementiert, um die Evolution des Spinsystems berechnen zu ko¨nnen.
Dichteoperator
Der quantenmechanische Ansatz soll hier gleich mit dem Dichteoperator begin-
nen, da dieser fu¨r die Beschreibung von Vielteilchensystemen, wie z.B. das Kern-
spinsystem, geeigneter ist als die fu¨r wenige Teilchen u¨blichen Zustandsfunktio-
nen. Der Dichteoperator ρˆ entstammt einer quantenstatistischen Betrachtungs-
weise, im thermodynamischen Gleichgewicht gilt fu¨r ihn analog zur klassischen
Boltzmann-Statistik:
ρˆ0 =
e−Hˆ/kBT
Sp{e−Hˆ/kBT}
(3.4)
Hˆ ist hier der Hamiltonoperator des Spinsystems. Die Hochtemperaturna¨herung,
in der NMR u¨blicherweise erfu¨llt (fu¨r T > 1 K), fu¨hrt auf:
ρˆ0 ≈
1 + γ~B0Iˆz/(kBT )
Sp{1 + γ~B0Iˆz/(kBT )}
= a + bIˆz (3.5)
Eine Messgro¨ße berechnet sich im Dichteoperatorformalismus als thermodynami-
sches Mittel des Erwartungswertes des zugeho¨rigen Operators:
〈Aˆ〉 = Sp{ρˆAˆ} = Sp{Aˆρˆ} (3.6)
Der Magnetisierungsvektor wird in der Quantenmechanik durch den Spinvektor-
Operator Iˆ = {Iˆx, Iˆy, Iˆz} repra¨sentiert, dementsprechend ergibt sich:
M = nγ~〈Iˆ〉 = nγ~ Sp{ρˆIˆ} = nγ~b Sp{σˆIˆ} (3.7)
Das letzte Gleichheitszeichen gilt, da sich der Dichteoperator nicht nur im Gleich-
gewicht (vgl. Gl. 3.5) als ρˆ = a + bσˆ schreiben la¨ßt. σˆ wird als reduzierter Dich-
teoperator bezeichnet und entha¨lt alle relevanten Informationen. Im Folgenden
kann daher auf eine strenge Unterscheidung von ρˆ und σˆ verzichtet werden. Aus
dem Gleichgewichtsdichteoperator erha¨lt man nun mit Gleichung 3.7 die bereits
in Abschnitt 3.1.1 eingefu¨hrte Curie-Magnetisierung.
Wa¨hrend der Dichteoperator den Zustand des Spinsystems beschreibt, wer-
den die Wechselwirkungen, denen das System – und damit der Dichteoperator
– ausgesetzt ist, durch Hamiltonoperatoren repra¨sentiert. Die Zeitentwicklung
des Spinsystems ist daher durch eine Gleichung gegeben, die beide Operatoren
verknu¨pft:
∂ρˆ(t)
∂t
=
i
~
[ρˆ(t), Hˆ] (3.8)
Diese von Neumann-Gleichung ist eine Verallgemeinerung der Schro¨dinger-
Gleichung. Bei einem explizit zeitunabha¨ngigen Hamiltonoperator ergibt sich fol-
gende Lo¨sung:
ρˆ(t) = e−(
i
~
)Hˆtρˆ(0)e(
i
~
)Hˆt (3.9)
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Wechselwirkungen
Um die Zeitentwicklung des Spinsystems zu beschreiben, beno¨tigt man quanten-
mechanische Ausdru¨cke fu¨r die auftretenden Wechselwirkungsenergien. Prinzipi-
ell la¨ßt sich zwischen externen und internen Wechselwirkungen unterscheiden.
Die erstgenannten beruhen auf von außen angelegten Feldern und werden sowohl
zur Manipulation des Spinsystems als auch zum Auslesen der Magnetisierung be-
nutzt. Die internen Wechselwirkungen erfolgen aufgrund von lokalen Feldern, die
durch die unmittelbare Umgebung der Spins hervorgerufen werden. Fu¨r gewo¨hn-
lich sind diese Wechselwirkungen innerhalb der Probe jedoch viel schwa¨cher als
die Kopplung der Spins ans externe Feld. Dies ist eine entscheidende Besonder-
heit der NMR im Vergleich zu anderen experimentellen Methoden, da es einen
sto¨rungsfreien Messvorgang ermo¨glicht.
Externe Wechselwirkungen in der gepulsten Kernspinresonanz werden durch
statische und oszillierende Magnetfelder verursacht. Die Diskussion des in Form
von Hochfreuquenz-Pulsen eingestrahlten BRF -Feldes soll spa¨ter erfolgen. Das
zeitlich und ra¨umlich konstante B0-Feld (o.B.d.A. in z-Richtung) fu¨hrt zur
Zeeman-Wechselwirkung:
Hˆ0 = −µB0 = −γ~B0Iˆ = −γ~B0Iˆz = −~ω0Iˆz (3.10)
Dies ist die mit Abstand sta¨rkste Wechselwirkung. Sie dominiert das Verhal-
ten des Spinsystems, liefert jedoch keine Informationen zum umgebenden Gitter.
Dazu muß der Einfluß lokaler Felder betrachtet werden. Eine besonders wichtige
interne Wechselwirkung ist die (direkte) Dipol-Dipol-Kopplung der Spins anein-
ander. Sie ist eine Mehrteilchenwechselwirkung:
HˆD =
µ0
4pi
~
2
∑
i<j
γiγj
r3ij

IˆiIˆj − 3
(
Iˆirij
)(
Iˆjrij
)
r2ij

 (3.11)
Mit rij ist hier der Vektor vom Spin i zum Spin j gemeint. Da die Dipol-Dipol-
Wechselwirkung viel schwa¨cher ist als die Zeeman-Wechselwirkung, fu¨hrt sie nur
zu einer kleinen Verschiebung der Energieniveaus und kann daher mit Sto¨rungs-
theorie 1.Ordnung behandelt werden. Damit interessieren nur sa¨kulare Antei-
le des Hamiltonoperators, also solche, die diagonal sind in einer Basis von Iz-
Eigenfunktionen. Allerdings gilt es zu beachten, ob es sich um eine oder mehrere
Spinsorten handelt. Im homonuklearen Fall erha¨lt man:
HˆIID =
µ0
4pi
~
2
∑
i<j
γ2
r3ij
1
2
(
3 cos2 θij − 1
) (
IˆiIˆj − 3Iˆiz Iˆjz
)
(3.12)
Der Sa¨kularanteil des Hamiltonoperators fu¨r heteronukleare Dipol-Dipol-
Wechselwirkung ist gegeben durch:
HˆS,ID =
µ0
4pi
~
2
∑
i<j
γIγS
r3ij
1
2
(
3 cos2 θij − 1
)
2IˆizSˆjz (3.13)
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In diesen Ausdru¨cken ist θij der Winkel zwischen dem a¨ußeren B0-Feld und
dem Abstandsvektor rij. Die Dipol-Dipol-Wechselwirkung ist unter anderem die
Grundlage der sogenannten Spin-Diffusion [11]. Dies ist der Transport von Ma-
gnetisierung durch Flip-Flop-Prozesse benachbarter Spins, die Spins tauschen al-
so Polarisation aus. Dabei a¨ndert sich die Frequenz des einzelnen Spins nicht,
beziehungsweise, wie bei Deuteronen, in feld- und kernspezifischen Schritten.
Spindiffusion, in letzterem Fall auch als spektrale Diffusion bezeichnet, ist im
Allgemeinen feld- und temperaturunabha¨ngig.
Eine weitere bedeutsame Wechselwirkung ist die sogenannte chemische Ver-
schiebung. Sie beruht auf der Wirkung des a¨ußeren B0-Feldes auf die den Spin
umgebende Elektronenwolke. Das sich ergebende lokale Feld kann sowohl para-
magnetisch als auch diamagnetisch sein und besitzt eine tensorielle Richtungs-
abha¨ngigkeit: BCS = σB0. Es handelt sich somit um eine Einteilchenwechselwir-
kung, fu¨r den Hamiltonoperator gilt:
HˆCS = −γ~ IˆσB0 = −γ~ (Iˆxσxz + Iˆyσyz + Iˆzσzz)B0 (3.14)
Die σiz sind die entsprechenden Matrixelemente im Laborsystem mit B0 = B0 ~ez.
Der Sa¨kularanteil ergibt sich zu:
HˆCS = −γ~ IˆzσzzB0 (3.15)
Die chemische Verschiebung spielt in der Deuteronen-NMR keine wesentliche Rol-
le. Weitere Wechselwirkungen, wie die J-Kopplung, oder auch indirekte Dipol-
Dipol-Wechselwirkung, da vermittelt durch die umgebenden Elektronen, sind
noch deutlich schwa¨cher und sollen daher hier nicht na¨her behandelt werden.
Alle bisher diskutierten Wechselwirkungen sind magnetischer Natur. Atom-
kerne mit einem Spin I ≥ 1 besitzen jedoch neben ihrem magnetischen Dipol-
moment auch ein elektrisches Quadrupolmoment Q. Dieses Quadrupolmoment
wechselwirkt mit dem am Kernort vorhandenen elektrischen Feldgradienten (ent-
sprechend den zweifachen Ortsableitungen des elektrischen Potentials Φ),
Vαβ =
∂Eα
∂β
=
∂2Φ
∂α∂β
(α, β = x, y, z), (3.16)
der durch die anisotrope elektronische Ladungsverteilung im Moleku¨l zustande
kommt. Der sich ergebende Hamiltonoperator lautet
HˆQ =
e Q
2I(2I − 1)
Iˆ V Iˆ, (3.17)
mit der Elementarladung e. Wie bei der chemischen Verschiebung handelt es sich
um eine Einteilchenwechselwirkung mit tensoriellem Charakter. Der relevante
sa¨kulare Anteil des Hamiltonoperators ist gegeben durch:
HˆQ =
e Q
2I(2I − 1)
Vzz
1
2
(
3IˆzIˆz − Iˆ Iˆ
)
(3.18)
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Die Zeitabha¨ngigkeit von HˆQ wird durch die Reorientierungsdynamik des Mo-
leku¨ls bestimmt. Um dies zu verdeutlichen ist es zweckma¨ßig, einen Zusammen-
hang zwischen Laborsystem und Hauptachsensystem (HAS) des Feldgradienten-
tensors herzustellen. Es gilt:
Vzz = V
HAS
zz
1
2
(3 cos2 θ − 1− η sin2 θ cos 2φ)1 (3.19)
Hierbei sind θ und φ die Polarwinkel des B0-Vektors im HAS, η wird Asymmetrie-
Parameter genannt:
η =
V HASxx − V
HAS
yy
V HASzz
(3.20)
Mit der Konvention |V HASzz | ≥ |V
HAS
xx | ≥ |V
HAS
yy | ergibt sich 0 ≤ η ≤ 1. Aus
Gleichung 3.18 wird nun:
HˆQ =
e Q eq
2I(2I − 1)
1
4
(
3 cos2 θ − 1− η sin2 θ cos 2φ
) (
3Iˆz Iˆz − Iˆ Iˆ
)
(3.21)
Die Bezeichnung eq hat sich als gebra¨uchlicher Ausdruck fu¨r den Tensor-
Hauptwert V HASzz etabliert. Der Quadrupol-Hamiltonoperator fu¨hrt zu einer klei-
nen A¨nderung der U¨bergangsenergien im NMR-Experiment im Vergleich zum
reinen Zeeman-Zustand. Aus Gleichung 3.21 la¨sst sich durch zeitunabha¨ngige
Sto¨rungsrechnung ein Ausdruck fu¨r den entsprechenden Frequenzunterschied bei
langsamer Dynamik ableiten2:
ωQ =
δ
2
(3 cos2 θ − 1− η sin2 θ cos 2φ) (3.22)
Dabei wurden als Kerne Deuteronen (I = 1) angenommen und der Anisotropie-
Parameter eingefu¨hrt,
δ =
3
4
e Q eq, (3.23)
der mit der quadrupolaren Kopplungskonstante (= e Q eq) zusammenha¨ngt. Die-
se betra¨gt beispielsweise im deuterierten hexagonalen Eis ≈ 215 kHz [113]. Im
Eis, aber auch in anderen deuterierten Systemen, wird der Feldgradiententensor
durch die ra¨umliche Verteilung der Elektronen der O-D-Bindung bestimmt. Diese
Verteilung weist eine nahezu vollsta¨ndige zylindrische Symmetrie auf, so dass ei-
nerseits der Asymmetrieparameter vernachla¨ssigbar klein ist (η = 0,100±0,002 im
hexagonalen Eis [113]). Andererseits fa¨llt damit die Richtung der O-D-Bindung
mit der z-Achse des HAS zusammen und θ kann als Winkel zwischen dem a¨uße-
ren Magnetfeld B0 und dem O-D-Verbindungsvektor betrachtet werden. Da die
1Fu¨r η = 0 entspricht der Umrechnungsfaktor dem Legendre-Polynom 2. Grades P2(cos θ).
2Die Korrelationszeit der langsamen Bewegung ist gro¨ßer als die inverse Quadrupolkopp-
lungskonstante e Q eq.
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Quadrupol-Wechselwirkung zudem sta¨rker ist als alle anderen internen Wechsel-
wirkungen, eignet sich die Deuteronen–NMR hervorragend zur Untersuchung der
Reorientierungsdynamik insbesondere von Wassermoleku¨len im Eis. Dabei wird
vorausgesetzt, dass alle nach Gleichung 3.22 mo¨glichen Frequenzen entsprechend
ihres geometrischen Gewichts vorhanden sind, bei isotroper Orientierung der O-
D-Bindungen. Die Probe muss daher als Pulver vorliegen, das sich ergebende
Deuteronen-Festko¨rperspektrum wird Pake-Spektrum genannt.
Rotierendes Koordinatensystem & Hochfrequenzpulse
Die Zeeman-Wechselwirkung fu¨hrt, wie bereits in Abschnitt 3.1.1 beschrieben,
zu einer Pra¨zession des Magnetisierungsvektors M um die z-Achse (Richtung des
B0-Feldes). Die Gleichung
ρˆ(t) = eiω0tIˆz Iˆαe
−iω0tIˆz , α = x, y, (3.24)
repra¨sentiert also eine Drehung der Querkomponenten ~Mα um die z-Achse um
den Winkel ω0t (nach Gl. 3.9). Die Zeeman-Wechselwirkung liefert keine In-
formationen u¨ber die molekularen Eigenschaften, ihr direkter Einfluss auf die
Zeitabha¨ngigkeit des Dichteoperators soll daher in den Hintergrund treten. Dies
la¨sst sich durch eine Transformation in ein mit ω = ω0 rotierendes Koordinaten-
system (RKS) erreichen:
ρˆRKS(t) = e−iωtIˆz ρˆ(t)eiωtIˆz = e−i(ω−ω0)tIˆz Iˆαe
i(ω−ω0)tIˆz (3.25)
Im Experiment ist die Gleichheit ω = ω0 fu¨r gewo¨hnlich nur unvollkommen, fu¨r
die folgenden U¨berlegungen kann dies jedoch vernachla¨ssigt werden. Im RKS gilt
damit fu¨r den Dichteoperator:
ρˆRKS(t) = e
i
~
Hˆ0tρˆ(t)e−
i
~
Hˆ0t (3.26)
Die gleiche Transformationsregel gilt auch fu¨r die Hamiltonoperatoren der Nicht-
Zeeman-Wechselwirkungen:
HˆRKS1 (t) = e
i
~
Hˆ0tHˆ1(t)e
− i
~
Hˆ0t (3.27)
H1 bezeichnet den Hamiltonoperator des Systems ohne H0. Interessanterwei-
se fu¨hrt diese unita¨re Transformation genau wie die bereits erwa¨hnte zeitun-
abha¨ngige Sto¨rungsrechnung zum Sa¨kularteil des Operators, da in beiden Fa¨llen
die Kommutation mit Iˆz entscheidet. Diese, bereits aufgefu¨hrten, sa¨kularen
Formen der Hamiltonoperatoren ko¨nnen daher auch im sogenannten Zeeman-
Wechselwirkungsbild verwendet werden. Die von Neumann-Gleichung zur Be-
schreibung der zeitlichen Entwicklung des Spinsystems lautet hier:
∂ρˆRKS(t)
∂t
=
i
~
[
ρˆRKS(t), HˆRKS1
]
(3.28)
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Dieses Wechselwirkungsbild kann nun genutzt werden, um die Wirkung von
Hochfrequenz-Pulsen zu diskutieren. Solche Pulse spielen eine zentrale Rolle in
der modernen Kernspinresonanz. Wie bereits in Abschnitt 3.1.1 ausgefu¨hrt, wer-
den sie zur Manipulation der Magnetisierung verwendet. Ihr Feld ist senkrecht
zum statischen B0-Feld, fu¨r die Amplitude gilt:
BRF = 2B1 cos(ωt + φ) = B1
(
ei(ωt+φ) + e−i(ωt+φ)
)
(3.29)
Das oszillierende Feld kann in zwei gegenla¨ufig rotierende Felder zerlegt werden.
Zur Anregung des Spinsystems ist resonante Einstrahlung notwendig, d.h. ω ≈
ω0, der zweite Anteil mit negativem Drehsinn kann vernachla¨ssigt werden. Von
hier an ist es zweckma¨ßig, die weitere Diskussion – ohne explizite Kennzeichnung
– im rotierenden Koordinatensystem durchzufu¨hren. Mit ω = ω0 ergibt sich fu¨r
den Hamiltonoperator des Hochfrequenzpulses:
HˆRF = −γ~B1Iˆx (3.30)
Dabei wurde die Phase φ so angenommen, dass das Hochfrequenzfeld eine Dre-
hung der Magnetisierung um die x-Achse erzeugt. HˆRF = γ~B1Iˆx kehrt den
Drehsinn um und fu¨r die y-Achse folgt mit ±Iˆy das Analoge. Wie in den Glei-
chungen 3.9 und 3.24 erfolgt die Wirkung auf den Dichteoperator durch einen
Propagator:
Pˆx(t) = e
iγB1 Iˆxt = eiω1tIˆx (3.31)
Wiederum gibt ω1t den Drehwinkel an, der somit durch die Pulsdauer t festgelegt
wird (bei einem festen ω1 = γB1). Fu¨r die Zeitentwicklung des Dichteoperators
gilt nun (mit ρˆ(0) = Iˆz):
ρˆ(t) = Iˆz cos(ω1t) + Iˆy sin(ω1t) (3.32)
Ein sogenannter pi
2
-Puls um die x–Achse dreht dementsprechend die Gleichge-
wichtsmagnetisierung in der Zeit t = pi
2ω1
auf die y-Achse.
In der Deuteronen-NMR ist der Dichteoperator nun dem Einfluss der
Quadrupol-Wechselwirkung ausgesetzt (siehe Gl. 3.21, 3.22, 3.23). Mit dem neuen
Anfangswert ρˆ(0) = Iˆy ergibt sich:
ρˆ(t) = Iˆy cos(ωQt)−
√
1
2
[HˆQ, Iˆx] sin(ωQt) (3.33)
Der zweite Summand fu¨hrt nicht zu einer beobachtbaren Magnetisierung
(Sp{Iˆα[HˆQ, Iˆx]} = 0, α = x, y, z), diese oszilliert daher mit Polarisation in y-
Richtung des rotierenden Koordinatensystems. Gedanklich la¨sst sich die oszil-
lierende Magnetisierung in zwei zirkular polarisierte Anteile mit gegenla¨ufigem
Drehsinn aufteilen, entsprechend ωQ und −ωQ (relativ zur Larmorfrequenz ω0).
Diese beiden Frequenzen sind daher im Spektrum des NMR-Signals zu beobach-
ten.
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3.2 Molekulare Dynamik und Zeit–Korrela-
tionsfunktionen
Der im letzten Abschnitt aufgefu¨hrte Ausdruck 3.33 fu¨r die Entwicklung des Spin-
systems unter dem Einfluss der Quadrupol-Wechselwirkung ist nur bei zeitlich
konstantem Quadrupol-Hamiltonoperator gu¨ltig. Statische probeninterne Kopp-
lungen erzeugen genau wie das B0-Feld und die – idealisierten – Hochfrequenz-
pulse eine reversible Reorientierung der Dichtematrix. Dies wird in den noch zu
diskutierenden (Abschnitte 3.2.2 und 4.3.2) Solid-Echo- und Stimulierte-Echo-
Pulsfolgen benutzt. Die in 3.1.1 und 3.1.2 pha¨nomenologisch eingefu¨hrten und in
3.1.3 nicht beru¨cksichtigten Relaxationsvorga¨nge beruhen auf statistisch fluktu-
ierenden Bewegungen, die entsprechende Anteile der Wechselwirkungsoperatoren
hervorrufen. Solche inkoha¨renten Relaxationsprozesse sind daher irreversibel. Im
Folgenden soll nun die fu¨r diese Arbeit wichtige Spin-Gitter-Relaxation quanten-
mechanisch betrachtet werden.
3.2.1 Theorie der Spin-Gitter-Relaxation
Bereits 1948 vero¨ffentlichten Bloembergen, Purcell und Pound einen Artikel u¨ber
Relaxationseffekte in der NMR, der den Zusammenhang zwischen Bewegungs-
prozessen und Relaxationszeiten theoretisch behandelte [10]. Die hier gewa¨hlte
Darstellung der Theorie der Spin-Gitter-Relaxation ist im Lehrbuch von R. Kim-
mich zu finden und beruht auf dem Ansatz von Bloch, Wangsness und Red-
field (BWR) [52]. Ebenfalls zu empfehlen sind Arbeiten von M. Goldman und
– insbesondere fu¨r Deuteronen als Sondenkerne – W. Schnauss [37, 102]. Wie
bisher wird nur das Spinsystem quantenmechanisch behandelt, das Gitter wird
als klassisch angesehen (semiklassische Betrachtung). Es verko¨rpert alle mecha-
nischen Freiheitsgrade der Probe und wirkt als jederzeit im Gleichgewicht befind-
liches Wa¨rmebad. Die Gittertemperatur wird demnach durch Energieaustausch
mit dem Spinsystem nicht beeinflusst. Der entsprechende Hamiltonoperator im
Laborsystem (LS) lautet:
HˆLS(t) = HˆLS0 + Hˆ
LS
1 (t) (3.34)
HˆLS0 beinhaltet hier neben der Zeeman-Wechselwirkung auch alle weiteren stati-
schen Anteile. Die zeitabha¨ngige Sto¨rung HˆLS1 (t) beruht auf statistischen Fluktua-
tionen und verschwindet daher im Ensemble-Mittel. Zur Betrachtung der Zeitent-
wicklung ist es sinnvoll, die weitere Diskussion im Wechselwirkungsbild zu fu¨hren
(vgl. Gl. 3.25 bis 3.28), auf eine explizite Kennzeichnung wird dabei verzichtet.
Fu¨r die Spindichtematrix gilt nun:
ρˆ(t) = ρˆ(0)−
i
~
t∫
0
[
Hˆ1(t
′), ρˆ(t′)
]
dt′ (3.35)
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Eine Lo¨sung – in ausreichend guter Na¨herung – erha¨lt man durch Iteration,
entsprechend einer Sto¨rungsrechnung zweiter Ordnung. Die Zeitentwicklung der
Spindichtematrix la¨sst sich demnach beschreiben durch
dρˆ(t)
dt
= −
i
~
[
Hˆ1(t), ρˆ(0)
]
−
1
~2
t∫
0
[
Hˆ1(t),
[
Hˆ1(t
′), ρˆ(0)
]]
dt′. (3.36)
Im Ensemble-Mittel gilt t  τc. τc ist die Zeitskala der fluktuierenden Wechsel-
wirkungen. Dann sind Hˆ1(t) und ρˆ(0) unkorreliert und mit Hˆ1(t) = 0 verschwin-
det der erste Summand in (3.36). Gleiches gilt fu¨r den Integranden, die obere
Integrationsgrenze kann daher auf unendlich ausgedehnt werden. Nach einer Va-
riablensubstitution (t′ = t− τ) ergibt sich:
dρˆ(t)
dt
= −
1
~2
∞∫
0
[
Hˆ1(t),
[
Hˆ1(t− τ), ρˆ(0)
]]
dτ (3.37)
Einerseits muss also die Bedingung t  τc erfu¨llt sein, andererseits ist die ver-
wendete Na¨herung nur dann anwendbar, wenn der betrachtete Zeitraum deutlich
ku¨rzer als die Relaxationszeiten T1 und T2 ist. Dann gilt na¨mlich ρˆ(t) ≈ ρˆ(0). Um
unsere Zeitentwicklung nun zu jedem beliebigen Zeitpunkt betrachten zu ko¨nnen,
ersetzen wir – in einer Art Umkehrung der Sto¨rungsrechnung – im Integranden
ρˆ(0) durch ρˆ(t). Der Einfluss der Wechselwirkungen wird dadurch nicht beru¨hrt,
da er unabha¨ngig von der absoluten Zeit ist. Hier spielt τ die bestimmende Rol-
le, wie spa¨ter noch deutlich wird. Nun wird der Dichteoperator noch durch seine
Abweichung vom Gleichgewichtszustand ersetzt, ρˆ(t) → ρˆ(t)−ρˆ0, und man erha¨lt:
dρˆ(t)
dt
= −
1
~2
∞∫
0
[
Hˆ1(t),
[
Hˆ1(t− τ), (ρˆ(t)− ρˆ0)
]]
dτ (3.38)
Es ist nun zweckma¨ßig, den Hamiltonoperator der Sto¨rung durch strukturelle
und Spin-Operator-abha¨ngige Funktionen auszudru¨cken. Fu¨r Deuteronen la¨sst
sich im Laborsystem schreiben:
Hˆ LSQ (t) = f
2∑
m=−2
(−1)mF2,−m(t)Tˆ2,m
(
= f
2∑
m=−2
(−1)mF ∗2,−m(t)Tˆ
†
2,m = Hˆ
†LS
Q (t)
)
,
(3.39)
mit einer Konstanten f , den orientierungsabha¨ngigen und damit fluktuierenden
Geometriefaktoren F2,−m(t) und den irreduziblen spha¨rischen Tensoroperatoren
Tˆ2,m. Diese sind passend zur – wegen der Quadrupol-Wechselwirkung – bestim-
menden Rotationsdynamik aus den Spin-Operatoren aufgebaut [73]. Im Wechsel-
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wirkungsbild gilt
HˆQ(t) = f
2∑
m=−2
(−1)mF2,−m(t)e
−iω0tIˆz Tˆ2,me
iω0tIˆz = f
2∑
m=−2
(−1)mF2,−m(t)e
imω0tTˆ2,m
(3.40)
und Entsprechendes fu¨r Hˆ †Q(t). Einsetzen in Gleichung 3.38 ergibt:
dρˆ(t)
dt
= −f
2
~2
2∑
m,m′=−2
(−1)m+n
[
Tˆ2,m,
[
Tˆ †2,m′ , (ρˆ(t)− ρˆ0)
]]
ei(m−m
′) ω0t
×
∞∫
0
F2,−m(t)F
∗
2,−m′(t− τ) e
im′ω0τdτ
(3.41)
Hierbei wurde beru¨cksichtigt, dass fu¨r t  τc eine explizite Ensemble-
Mittelung des Dichteoperators bedeutungslos wird. Spin- (ρ(t)) und Gitteranteile
(F2,−m(t)F
∗
2,−m′(t− τ)) auf der rechten Seite der Gleichung entkoppeln daher. Im
Folgenden soll außerdem die adiabatische Na¨herung gelten, nach der man die
nichtsa¨kularen Anteile mit m 6= m′ vernachla¨ssigen kann, da sie mit (m−m′) ω0
viel schneller oszillieren als die Zeitskala der Relaxation und sich somit heraus-
mitteln. Das Ensemblemittel im Integranden stellt eine zeitliche Autokorrelati-
onsfunktion dar. Es handelt sich um einen stationa¨ren Prozess, d.h. die Funktion
F2,−m(t)F ∗2,−m(t− τ) = Gm(τ) ist nicht von der absoluten Zeit abha¨ngig. Dann
kann das Integral (unter Beru¨cksichtigung eines Faktors 1
2
) zur Fouriertransfor-
mierten der Autokorrelationsfunktion umgeschrieben werden, der Spektraldichte:
Jm(m ω) =
∞∫
−∞
Gm(τ) e
imωτdτ (= J−m(−m ω)) (3.42)
Unter Verwendung von Tˆ †l,m = (−1)
mTˆl,−m kann Gleichung 3.41 nun umgeschrie-
ben werden zu:
dρˆ(t)
dt
= −
f 2
2~2
2∑
m=−2
(−1)m
[
Tˆ2,m,
[
Tˆ2,−m, (ρˆ(t)− ρˆ0)
]]
Jm(m ω0) (3.43)
Aus den Gleichungen 3.6 und Sp{AˆBˆ} = Sp{BˆAˆ} folgt damit fu¨r die Zeitent-
wicklung des Erwartungswertes eines irreduziblen Spintensoroperators:
d〈TˆL,M〉
dt
= Sp
{
dρˆ(t)
dt
TˆL,M
}
(3.44)
= −
f 2
2~2
2∑
m=−2
(−1)mSp
{[
Tˆ2,m,
[
Tˆ2,−m, TˆL,M
]]
(ρˆ(t)− ρˆ0)
}
Jm(m ω0)
Die Spin-Gitter Relaxation wirkt auf die z-Komponente der Magnetisierung. Die
zugeho¨rige Observable ist der Spinoperator Iˆz, fu¨r den gilt: Iˆz = Tˆ1,0 = ρˆ0 (ρˆ steht
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hier fu¨r den reduzierten Dichteoperator, vgl. Abschnitt 3.1.3). Fu¨r den doppelten
Kommutator ergibt sich:
[
Tˆ2,m,
[
Tˆ2,−m, Tˆ1,0
]]
= m
[
Tˆ2,m, T2,−m
]
=


0 fu¨r m = 0
−1
2
Tˆ1,0 fu¨r m± 1
+2 Tˆ1,0 fu¨r m± 2
(3.45)
Die Spin-Gitter Relaxation wird daher beschrieben durch
d〈Tˆ1,0〉
dt
= −
f 2
2~2
(
Sp
{
Tˆ1,0 (ρˆ(t)− ρˆ0)
}
J1(ω0) + 4Sp
{
Tˆ1,0 (ρˆ(t)− ρˆ0)
}
J2(2ω0)
)
= −
f 2
2~2
(J1(ω0) + 4J2(2ω0))
(
〈Tˆ1,0〉 − 〈Tˆ1,0〉0
)
(3.46)
Ein Vergleich mit den Blochschen Gleichungen 3.3 fu¨hrt zur Darstellung
d〈Iˆz〉
dt
= −
1
T1
(
〈Iˆz〉 − 〈Iˆz〉0
)
. (3.47)
Die Spin-Gitter Relaxation verla¨uft in einem ergodischen Ensemble also expo-
nentiell. Ein derartiges System liegt hier unter den in der Herleitung gemachten
Annahmen na¨mlich vor: Ein Gleichsetzen von Ensemble-Mittel und zeitlichem
Mittel ist genau dann erlaubt, wenn im betrachteten Zeitintervall jeder Kernspin
alle im Ensemble mo¨glichen Zusta¨nde einnehmen kann. Letzteres ist die Defini-
tion eines ergodischen Systems. Gilt dies nicht, so besteht das Spinsystem aus
einer Summe ergodischer Subensemble. Mit den Gleichungen 3.46 und 3.47 la¨sst
sich nun ein Ausdruck fu¨r die Spin-Gitter-Relaxationszeit T1 bzw. deren Inverse,
die Spin-Gitter-Relaxationsrate, angeben:
1
T1
=
e2Q2
8~2
(J1(ω0) + 4J2(2ω0)) (3.48)
Dabei wurde f = e Q
2I(2I−1)
= e Q
2
verwendet. Es gilt zu beachten, dass die in
Gleichung 3.39 eingefu¨hrten fluktuierenden Geometriefaktoren, die quadratisch
in die Spektraldichte eingehen, die Dimension von eq besitzen. Die bereits in
Abschnitt 3.1.3 abgeleitete Gleichung 3.21 kann daher auch auf Gleichung 3.39
zuru¨ck gefu¨hrt werden.
Da man sich in erster Linie fu¨r die molekulare Bewegung interessiert, mit der die
T1-Relaxation verknu¨pft ist, wird ha¨ufig die Kopplungssta¨rke vom fluktuierenden
Anteil der Autokorrelationsfunktion durch Normierung abgetrennt, man erha¨lt
die reduzierte Spektraldichte:
Jm(m ω) =
Jm(m ω)
Gm(0)
(3.49)
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Ru¨ckschlu¨sse auf die mikroskopische Dynamik anhand von T1-Experimenten las-
sen sich nur mit geeigneten Spektraldichten, bzw. den entsprechenden Korrelati-
onsfunktionen, ziehen. Ha¨ufig wird ein monoexponentieller Zerfall der Korrelation
angenommen:
Gm(t) = Gm(0) · exp
[
−
t
τc
]
(3.50)
Nur mit derartigen Korrelationsfunktionen hat die Korrelationszeit τc eine wohl-
definierte Bedeutung. In der Deuteronen-NMR charakterisiert sie fu¨r gewo¨hnlich
die molekulare Reorientierungsdynamik, sie ist verknu¨pft mit der Verweildauer ei-
ner O-D-Bindung in einer bestimmten Position. Fu¨r die reduzierte Spektraldichte
ergibt sich eine Lorentzfunktion:
Jm(m ω) =
τc
1 + m2ω2τ 2c
(3.51)
U¨blicherweise geht man von einer thermisch aktivierten Bewegung aus, die Kor-
relationszeit sollte daher das Arrhenius-Gesetz befolgen:
τc = τ0 · exp
[
Ea
kT
]
(3.52)
Bei ausreichend niedrigen Temperaturen mit τc  ω
−1
0 folgt durch Jm(m ω) ≈
(ω20τc)
−1 eine direkte Proportionalita¨t zwischen den Korrelationszeiten und den
T1-Werten. Dies konnte 2005 durch Burkhard Geil fu¨r das hexagonale Eis expe-
rimentell besta¨tigt werden [33].
In nicht-kristallinen Systemen la¨sst sich, im Gegensatz zum bisher angenom-
menen, ha¨ufig kein monoexponentieller Verlauf der 2H-Spin-Gitter-Relaxation
beobachten. Dies kann in unterku¨hlten Flu¨ssigkeiten, Gla¨sern und amorphen
Festko¨rpern auf eine ra¨umliche Verteilung von Korrelationszeiten zuru¨ck gefu¨hrt
werden, falls zwei Bedingungen erfu¨llt sind: Die Dipol-Dipol-Kopplung muss so
schwach sein, dass Spin–Diffusion nicht zu einer einheitlichen Spin-Temperatur
in der Probe fu¨hrt, d. h. es gibt keinen effizienten Austauch von Magnetisierung.
Dies ist im Fall von Deuteronen wegen der starken Quadrupolwechselwirkung fu¨r
gewo¨hnlich gut erfu¨llt. Außerdem darf es keine effektive Mittelung der dynami-
schen Heterogenita¨ten, z.B. duch molekulare Diffusion, auf der experimentellen
Zeitskala, also innerhalb von T1, geben. Dies entspricht einem nicht-ergodischen
Spinsystem. Gilt beides, so kann man die Spin-Gitter-Relaxationsfunktion durch
eine U¨berlagerung exponentieller Zerfa¨lle beschreiben [101]:
M0 −Mz(t)
M0
=
∞∫
0
p(T1) e
− t
T1 dT1 (3.53)
Die Verteilung von T1-Zeiten innerhalb der Probe, p(T1), legt die Bestimmung
der mittleren Spin-Gitter Relaxationszeit nahe. Dazu wird der gemessene Magne-
tisierungsverlauf mit der Kohlrausch-Williams-Watts-(KWW)-Funktion gefittet
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[116]:
M(t) = M0 ·
(
1− exp
[
−
(
t
T1
)β])
(3.54)
Mit Hilfe der Gamma-Funktion erha¨lt man:
〈T1〉 = T1 ·
Γ( 1
β
)
β
(3.55)
Der Streckungsparameter β ist ein Maß fu¨r die Breite der Verteilung. Werden
die nichtexponentiellen Relaxationsverla¨ufe – wie bisher beschrieben – durch ei-
ne heterogene Korrelationszeitenverteilung hervorgerufen (daher auch heterogene
Relaxation genannt), so sind die Gleichungen 3.53 bis 3.55 auch auf die Behand-
lung der Korrelationszeiten u¨bertragbar. Insbesondere gilt dann fu¨r die reduzierte
Spektraldichte:
Jm(m ω) =
∞∫
0
p(τc)
τc
1 + m2ω2τ 2c
dτc (3.56)
In der Literatur sind verschiedene Korrelationszeiten-Verteilungen p(τc) (bzw.
g(ln τc)) verbreitet. Ebenfalls wohl bekannt ist allerdings, dass nichtexponentiel-
le Spin-Gitter-Relaxation kein hinreichendes Anzeichen fu¨r eine Verteilung von
Korrelationszeiten ist. Ebensogut ko¨nnte die zugrundeliegende Korrelationsfunk-
tion nichtexponentiell sein und fu¨r alle Spins in der Probe gleich. Man spricht
dann von homogener Relaxation.
3.2.2 Das Stimulierte Spin-Echo
Die Interpretation von T1-Daten aus Relaxationsmessungen im Hinblick auf die
zugrundeliegende molekulare Dynamik beruht auf einer geeigneten Korrelations-
funktion. Ha¨ufig sind weitere Annahmen und Vereinfachungen notwendig, um zu
quantitativen Ergebnissen zu gelangen. Das Stimulierte Echo-Experiment dage-
gen ist eine deutlich direktere und ma¨chtigere Methode, insbesondere auch zur
Untersuchung von extrem langsamer molekularer Reorientierungsdynamik. Ei-
ne erste theoretische Beschreibung dieses (Deuteronen-) Experiments aus dem
Jahre 1980 stammt von Spiess, Fujara et al. wendeten es 1988 erstmals im Eis
an [107, 29]. Eine ausfu¨hrliche allgemeine Darstellung findet man im Buch von
Schmidt–Rohr und Spiess [99].
Die verwendete Pulsfolge fu¨hrt zum Probenmittel einer Einteilchen-
Korrelationsfunktion, die die Orientierung einer O-D-Bindung (im Eis) relativ
zum a¨ußeren Magnetfeld zu zwei verschiedenen Zeiten miteinander verknu¨pft.
Damit erha¨lt man direkt Informationen u¨ber die Geometrie und die Zeitskala
der Reorientierungsdynamik in der Probe. Insbesondere betrachten wir wegen
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der Probenmittelung nicht einzelne Reorientierungsspru¨nge, sondern erhalten ei-
ne mittlere Korrelationszeit, die durch die Anzahl und Mobilita¨t der Defekte im
Eis bestimmt wird (vgl. Abschnitt 2.1.1).
Die einfachste Form des Stimulierten Echo-Experiments besteht aus einer
Sequenz von drei Hochfrequenzpulsen, getrennt durch eine Evolutionszeit τ (1./2.
Puls) und eine Mischzeit tm (2./3. Puls). Diese Pulsfolge erzeugt ein Echo zum
Zeitpunkt τ nach dem letzten Puls, im Fall von τ  tm gilt fu¨r die Echoamplitude
allgemein
S(τ, tm) = S0 ·
〈
e−iωQ(0)τ · eiωQ(tm)τ
〉
, (3.57)
wobei 〈...〉 die Mittelung u¨ber die Probe darstellt. Stattdessen la¨sst sich auch
schreiben (von hier an wird S0 = 1 gesetzt)
S(τ, tm) =
∫
dω1
∫
dω2 e
−iω1τ · eiω2τ · P2,0(ω1, 0; ω2, tm) , (3.58)
mit ω1 = ωQ(0), ω2 = ωQ(tm) und P2,0(ω1, 0; ω2, tm) als vereinigte Wahrschein-
lichkeit, einen einzelnen Spin zu Beginn der Mischperiode mit der Frequenz ω1
und am Ende mit der Frequenz ω2 vorzufinden [30]. Die Quadrupolfrequenz ist
u¨ber Gleichung 3.22 mit der Orientierung der zugeho¨rigen O-D-Bindungsachse
im Magnetfeld verknu¨pft. Sie ist daher im Allgemeinen fu¨r verschiedene Spins
und Zeitpunkte unterschiedlich. Mit τ  tm kann man die molekulare Bewegung
innerhalb des Zeitintervalls τ vernachla¨ssigen. Dann ist tm die dynamische Va-
riable des Experiments, die zur Korrelationszeit der molekularen Reorientierung
fu¨hrt.
Fu¨r gewo¨hnlich bleibt jedoch eine Restkorrelation erhalten, da im Reori-
entierungsprozess eine Erinnerung an den Ausgangszustand existiert [33]. Misst
man nun S(τ, tm) als Funktion der Mischzeit tm bei einer festen Evolutionszeit
τ , so bietet der Abfall der Echoamplitude auf das Plateau der Restkorrelation
einen direkten Zugang zur Zeitskala der Reorientierungsdynamik. Dieser Abfall
kann ha¨ufig mit einer gestreckt-exponentiellen Funktion beschrieben werden (vgl.
Gl. 3.54 und 3.55):
S(τ, tm) = (1− S∞(τ)) exp
[
−
(
tm
τc (τ)
)β(τ)]
+ S∞(τ) (3.59)
Die erhaltenen Parameter τc (τ) und β (τ) ko¨nnen mit Ergebnissen aus Simu-
lationsrechnungen verglichen werden. τ bestimmt u¨ber die Phase ωQ(cos
2 θ) · τ
die Empfindlichkeit des Experiments auf A¨nderungen des Orientierungswinkels
θ. Daher ist ein Zusammenhang zwischen der τ -Abha¨ngigkeit der Fitparameter
und dem elementaren Sprungwinkel der molekularen Reorientierung zu erwarten
[30].
Die vollsta¨ndige Definition fu¨r den sogenannten Endzustand lautet:
S∞(τ) = lim
tm→∞
S(τ, tm)
S(τ, 0)
(3.60)
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Bei einer endlichen Anzahl unterscheidbarer, zuga¨nglicher Orientierungen N wird
man das Spinsystem nach hinreichend langer Zeit mit einer Wahrscheinlichkeit
von 1/N in seinem Anfangszustand antreffen. Die Sensitivita¨t des Endzustands
fu¨r kleinwinkelige Drehungen nimmt mit wachsender Evolutionszeit zu, bei aus-
reichend großen τ -Werten ergibt sich:
lim
τ→∞
S∞(τ) =
1
N
(3.61)
Dies gilt beispielsweise fu¨r 4-Platz Spru¨nge wie im hexagonalen Eis [33]. We-
gen der winkelselektiven τ -Abha¨ngigkeit oszilliert S∞(τ) um den Grenzwert. Im
Stimulierten Echo-Experiment erha¨lt man also direkt die Anzahl der mo¨glichen
Orientierungen der O-D-Bindung. Weitere Informationen u¨ber die Geometrie, wie
z.B. die Winkel zwischen den verschiedenen Orientierungen, ko¨nnen durch Daten-
analyse gewonnen werden. Dazu dienen sowohl Computersimulationen als auch
numerische Berechnungen, die von der Mastergleichung des zugrundeliegenden
stochastischen Prozesses ausgehen.
Analogie zwischen Stimuliertem Echo und Neutronenstreuung
Nicht viele Messmethoden fu¨hren zu einer Einteilchen-Korrelationsfunktion, die
Informationen sowohl u¨ber die Geometrie als auch die Zeitskala der molekularen
Bewegung liefert. Unter den – im Allgemeinen weit verbreiteten – Streumethoden
ist dies als einzige die Neutronenstreuung. Tatsa¨chlich existiert eine bemerkens-
werte Analogie zur Kernspinresonanz. Im Folgenden werden die Gemeinsamkei-
ten und Unterschiede von inkoha¨renter quasielastischer Neutronenstreuung und
Deuteronen-NMR mittels Stimuliertem Echo beschrieben, basierend auf zwei Ar-
beiten unter Beteiligung F. Fujaras [28, 24]. Insbesondere soll dies einem tieferen
Versta¨ndnis der NMR-Methode dienen.
Die Analogie beider Methoden beruht auf der Manipulation eines mit der
Reorientierungsdynamik verknu¨pften Phasenfaktors. In der Neutronenstreuung
ist dies Q · a im Impulsraum, mit dem Impulsu¨bertrag Q und der Sprungla¨nge
a. Der entsprechende Phasenfaktor des Stimulierten Echo-Experiments ist ωQ · τ
im Zeitraum.
Ein wesentlicher Unterschied zwischen Neutronenstreuung und NMR sind
die zuga¨nglichen Zeitskalen. Wegen t  τ liegt die untere Grenze im Stimulierten
Echo-Experiment bei 10−4 s. Die Neutronenstreuung liefert grundsa¨tzlich die glei-
che Information u¨ber den Reorientierungsvorgang, jedoch bei Korrelationszeiten
kleiner als 10−8 s. Die beiden Methoden erga¨nzen sich also.
Am deutlichsten wird die Analogie bei Betrachten des Endzustandes S∞(τ)
des Stimulierten Echos und des elastischen inkoha¨renten Strukturfaktors (EISF)
aus der quasielastischen Neutronenstreuung. Die Messgro¨ße der Neutronenstreu-
ung, der doppelt differentielle Wirkungsquerschnitt pro Atom, lautet fu¨r Streu-
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zentren einer Atomsorte:
d2σ
dΩdE
=
1
~
k
k0
(σcohScoh(Q, ω) + σincSinc(Q, ω)) (3.62)
Die Wellenvektoren k0 und k repra¨sentieren das einfallende und das gestreu-
te Neutron und ergeben den Streuvektor Q = k − k0. Dessen Betrag wird als
Impulsu¨bertrag bezeichnet, fu¨r die u¨bertragene Energie gilt E = ~ω = ~2Q2/2m
(Neutronenmasse m). dΩ ist ein Raumwinkelelement. Der inkoha¨rente Wirkungs-
querschnitt σinc wird durch die Streuung an einzelnen Atomen bestimmt, σcoh be-
schreibt entsprechend den Anteil an Interferenzen der an verschiedenen Zentren
gestreuten Neutronenwellen. Die Streufunktionen Scoh und Sinc, auch dynamische
Strukturfaktoren genannt, enthalten Informationen u¨ber die strukturellen und
dynamischen Eigenschaften der Probe. Sinc beschreibt Einteilchen-Dynamik, die
uns hier interessiert, und kann im Experiment bei der Verwendung protonierter
Pulverproben nahezu ungesto¨rt gemessen werden.3
Der dynamische Strukturfaktor ist durch Fouriertransformation mit der so-
genannten intermedia¨ren Streufunktion verknu¨pft,
Sinc(Q, ω) =
1
2pi
∫ ∞
−∞
Sinc(Q, t)dt , (3.63)
die folgendermaßen definiert ist:
Sinc(Q, t) =
1
N
N∑
i=1
〈
e−iQRi(0) · eiQRi(t)
〉
(3.64)
N ist die Anzahl der streuenden Teilchen, Ri(t) zeigt die Position des i-ten Teil-
chens zur Zeit t an. Sinc(Q, t) la¨sst sich in einen zeitlich konstanten Plateauwert
und einen zeitabha¨ngigen Teil trennen:
Sinc(Q, t) = A0(Q) + S
qe
inc(Q, t) (3.65)
Die Zeitskala der molekularen Bewegung wird durch den quasielastischen Beitrag
Sqeinc(Q, t) bestimmt. Der elastische Anteil A0(Q) ist direkt messbar und wird
elastischer inkoha¨renter Strukturfaktor genannt:
A0(Q) = ‘EISF
′ = lim
t→∞
Sinc(Q, t)
Sinc(Q, 0)
(3.66)
Dieser beschreibt die zeitlich gemittelte ra¨umliche Verteilung des Moleku¨ls, d.h.
die im Mittel eingenommenen Orientierungen der O-D-Bindung. Durch Betrach-
tung der Phasenabha¨ngigkeit von A0(Q) ko¨nnen verschiedene Bewegungstypen
3Der inkoha¨rente Wirkungsquerschnitt von Protonen u¨berwiegt deutlich den koha¨renten und
die Wirkungsquerschnitte aller anderen relevanten Kerne.
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unterschieden werden. Die Phase Q · R ergibt sich mittels des Sprungvektors
R. Fu¨r Rotationsdynamik in Pulverproben wird vereinfacht Q · a benutzt, mit
a als Maß der Sprungla¨nge. Wie beim Stimulierten Echo zeigen verschiedene
Arten der Bewegung charakteristische geda¨mpfte Oszillationen, die fu¨r N -Platz
Spru¨nge bei großem Phasenfaktor – hier Q · a – auf konstante 1
N
-Werte fu¨hren.
Damit sind die Erla¨uterungen zum physikalischen Hintergrund des Stimu-
lierten Echos abgeschlossen, experimentelle Details sind im Anhang und im nun
folgenden Kapitel zu finden.
Kapitel 4
Experimentelle Aspekte
Dieses Kapitel beschreibt die wesentlichen Laborta¨tigkeiten im Rahmen dieser
Doktorarbeit. Dazu geho¨ren die Herstellung der Hochdruck-Eisproben, die struk-
turelle Untersuchung mit Ro¨ntgenstrahlen und die Kernspinresonz-Messungen.
Der NMR-Abschnitt behandelt neben dem technischen Aufbau auch im Detail
die verwendeten Pulsfolgen und knu¨pft dabei an Kapitel 3 an.
4.1 Probenpra¨paration
Die Herstellung der hochdichten Eisphasen erfolgt in unserem Labor immer durch
Dru¨cken von hexagonalem Eis bei einer konstanten Temperatur zwischen 77 K
und ≈ 250 K. Dazu wird eine uniaxiale Zylinder-Stempel-Zelle verwendet, die in
eine handelsu¨bliche mechanisch-hydraulische Presse eingebaut ist. Da bei der zu
Beginn benutzten Presse altersbedingte Probleme wie O¨lverlust und mangelnde
Zuverla¨ssigkeit auftraten, wurde diese gegen eine neue ausgetauscht. Die hier in-
teressierenden Pressenparameter blieben jedoch a¨hnlich. Der maximal erreichbare
Druck in der Probe betra¨gt ca. pmaxProbe ≈ 2,0–2,2 GPa, die Anzeigeungenauigkeit
ist – unter Beru¨cksichtigung eines entsprechenden Umrechnungsfaktors – kleiner
als 0,02 GPa.
Damit lassen sich sowohl die kristallinen Eisphasen II, III/IX, V, VI und
XII herstellen als auch die amorphen Formen HDA und VHDA. Da die amorphen
Eise am Anfang dieser Arbeit untersucht wurden, entstammen sie u¨berwiegend
der alten Presse. Die Eis II Proben wurden alle mit der neuen Presse pra¨pariert.
Ein wesentlicher Unterschied zwischen der Pra¨paration kristalliner und
amorpher Proben besteht im dabei verwendeten oberen Stempel. Die bereits
erwa¨hnte Druckzelle ist aus einem Stahlzylinder mit Bohrung fu¨r die Probe und
zwei Stempeln, die den Probenraum abschließen sollen, aufgebaut (vgl. Abb. 4.1).
Der untere ist ebenfalls aus Stahl, der obere nur, falls kristallines Eis hergestellt
werden soll. Fu¨r amorphes Eis hat es sich als sinnvoll erwiesen, einen Teflonaufsatz
zu verwenden. Dieser verringert die Reibung und ermo¨glicht so eine gleichma¨ßi-
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ProbenvolumenThyrodur Stahl
Teflonhülse
Teflonstempel
Bohrung für Thermoelement
Abbildung 4.1: Querschnitt der Zylinder-Stempel-Zelle. Der obere Stempel ist hier in
der Ausfu¨hrung mit Teflonaufsatz dargestellt.
gere, sanfte Kompression. Dies ist beim Herstellen von HDA entscheidend, um
eine Verunreinigung durch Eis XII zu vermeiden [60].
Sowohl fu¨r kristalline als auch amorphe Eisproben wird flu¨ssiges D2O in
eine zylindrische Teflonhu¨lse gefu¨llt, die sich in der Bohrung des Stahlzylinders
befindet und ebenfalls der Reibungsminderung dient. Bei Verwendung des Druck-
Stempels mit Teflonaufsatz werden 2 ml Wasser verwendet, der ku¨rzere reine
Stahlstempel ermo¨glicht ein Volumen von 3 ml. Mit flu¨ssigem Stickstoff wird
die Druckzelle dann auf die gewu¨nschte Temperatur abgeku¨hlt, um schließlich
isotherm die Probe zu komprimieren. Umgebende Eiswu¨rfel erho¨hen die Wa¨rme-
kapazita¨t und sorgen fu¨r eine Temperaturstabilita¨t von ±1 K. Die Temperatur
wird durch ein Thermoelement vom Typ T kontrolliert, die zugeho¨rige Bohrung
im Stahlzylinder hat einen Abstand von 1 cm zur Probe. Der Temperaturverlauf
wird u¨ber einen Temperaturregler der Firma Eurotherm vom Computer proto-
kolliert.
Zum Verdichten des Eises wird der obere Stempel nach unten bewegt, dessen
Position h ist daher ein Maß fu¨r die Dichte der Probe. Fu¨r die relative A¨nderung
der Dichte gilt:
∆ρ
ρ
= −
∆V
V
= −
∆h
h
(4.1)
Die Stempelposition wird wa¨hrend des Herstellungsprozesses aufgenommen, der
Phasenu¨bergang zeigt sich in einer signifikanten A¨nderung der Dichte (vgl.
Abb. 4.2). Natu¨rlich vera¨ndert sich auch die Dichte der Teflonhu¨lse (und eventu-
ell des Teflonstempelaufsatzes). Eine exakte Bestimmung der Probendichte, bzw.
deren A¨nderung, ist daher mit Gleichung 4.1 nicht mo¨glich. Dies ist auch nicht
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Abbildung 4.2: Die relative Dichtea¨nderung als Funktion des Probendrucks zeigt die
Umwandlung von Eis Ih (D2O) in Eis II durch isotherme Kompression bei T = 220 K
bis zu einem Druck von pmax ≈ 0,5 GPa. Der Phasenu¨bergang ist deutlich erkennbar
an der Stufe im Kurvenverlauf bei p ≈ 0,3 GPa.
beabsichtigt, einzig der Verlauf der Phasenumwandlung(en) soll hiermit doku-
mentiert werden. Dabei muss allerdings beachtet werden, dass die ermittelten
U¨bergangsdru¨cke systematisch zu hoch liegen. Dies kann durch den Einfluss der
Kinetik erkla¨rt werden: Die Probe reagiert bei tiefen Temperaturen langsam auf
den angelegten Druck. Desweiteren fu¨hren Reibungsverluste in der Presse zu ei-
nem real niedrigeren Probendruck als dem hier angegebenen Berechneten.
Die (Meta-)Stabilita¨tsbereiche und mo¨glichen Pra¨parationspfade der hier
interessierenden Eisphasen wurden bereits in Kapitel 2 diskutiert. Die im Rah-
men dieser Arbeit untersuchten Eis II-Proben wurden durch isotherme Kompres-
sion von Eis Ih in einem Temperaturbereich von 180 K bis 220 K hergestellt. Der
U¨bergangsdruck liegt bei p ≈ 0,3 GPa (Abb. 4.2), die Dichtezunahme betra¨gt
wie zu erwarten ca. 30 % im Vergleich zum Startwert (siehe Abschnitt 2.2). Nach
Erreichen des Enddrucks von pmax ≈ 0,5 GPa wird mindestens 15 Minuten ge-
wartet, um Probenrelaxation zu ermo¨glichen. Anschließend erfolgt das Abku¨hlen
auf Flu¨ssig-Stickstoff-Temperatur und die Wegnahme des Druckes. Wie in Ab-
schnitt 2.2.1 geschildert bleibt die Eis II-Konfiguration dabei erhalten. Nun kann
die Probe ausgebaut und gelagert werden.
Die HDA-Proben wurden durch langsames Dru¨cken bei T = 77 K bis
pmax ≈ 2 GPa produziert. Kompressionsraten < 0,03 GPa/min ermo¨glichen einer-
seits den Verzicht auf eine Wartezeit bei Erreichen des Enddrucks von pmax ≈ 2
GPa. Andererseits wird die fu¨r HDA notwendige gleichma¨ßige, sanfte Verdichtung
sicher gestellt [58, 59]. In der Tat erwies sich die Bildung von Eis XII, begleitet
von den durch Marek Koza beschriebenen Schockwellen [60] und abrupten Druck-
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Abbildung 4.3: Umwandlung von Eis Ih (D2O) in HDA durch isotherme Kompression
bei T = 77 K bis zu einem Druck von pmax ≈ 2 GPa. Der Phasenu¨bergang ist deutlich
an der Stufe im Kurvenverlauf bei p ≈ 1,5 GPa zu erkennen. Die Pfeile verdeutlichen
den Druckaufbau (durchgezogene Linie) und das Ablassen des Druckes auf Raumdruck
(gestrichelte Linie) bzw. bis zum Wert fu¨r die anschließende Umwandlung in VHDA
(hier 1,05 GPa).
abfa¨llen, als großes Problem. Bei sto¨rungsfreier, erfolgreicher Pra¨paration dagegen
ergibt sich ein U¨bergangsdruck von 1,5 GPa, der Dichtevergleich bei Raumdruck
zeigt einen Zuwachs von 30 % (siehe Abb. 4.3). Dies entspricht den Literaturwer-
ten (vgl. Kap. 2). Druckreduktion, Probenausbau und -lagerung erfolgen analog
zum Eis II.
Im Unterschied zu den anderen Eisformen wurde VHDA nicht durch iso-
thermes Dru¨cken von Eis Ih, sondern durch isobares Erwa¨rmen von HDA bei
p ≈ 1 GPa auf Tmax ≈ 150 K hergestellt. Der U¨bergang von HDA nach VHDA
erfolgt dabei kontinuierlich, wie die Temperatur-Dichte-Kurve zeigt (Abb. 4.4).
Hier nimmt die Dichte – im Gegensatz zum
”
u¨blichen“ Verhalten – mit steigen-
der Temperatur zu, der Dichtezuwachs stimmt mit Angaben aus der Literatur
u¨berein [96]. Eine Temperatur T > 160 K muss dabei vermieden werden, um ein
Kristallisieren der Probe auszuschließen [94, 96]. Aber auch zu niedrige Endtem-
peraturen und zu geringe Dru¨cke (p ≤ 0,8 GPa) verhindern die Ausbildung der
homogenen, maximal dichten VHDA-Struktur [64, 96].
Nach dem raschen Abku¨hlen der VHDA–Probe auf 77 K – mit der damit
verbundenen weiteren Dichtezunahme (vgl. Abb. 4.4) – wird mit der Probe wie
bei den anderen Phasen verfahren. Die Lagerung jeder Probe erfolgt in einer klei-
nen Glasflasche, die sich in einer gemeinsamen, mit flu¨ssigem Stickstoff gefu¨llten,
Probenkanne befindet. Fu¨r die weiteren Untersuchungen – NMR bzw. Ro¨ntgen
– wird nur ein Teil der ca. 1 bis 2,5 cm3 großen Originalproben beno¨tigt. Unter
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Abbildung 4.4: Isobare Umwandlung von HDA in VHDA durch Erwa¨rmen von 77 K auf
T ≈ 150 K bei p = 1,05 GPa. Die Umformung zeigt sich in einer kontinuierlichen Dich-
tezunahme mit steigender Temperatur (durchgezogene Linie). Beim Abku¨hlen nimmt
die Dichte weiter zu (gestrichelte Linie). Die Pfeile verdeutlichen den zeitlichen Verlauf.
Beru¨cksichtigung der Verluste beim Pra¨parieren der NMR- bzw. Ro¨ntgenproben
erha¨lt man in etwa 3 bis 7 Messexemplare.1 Der Pra¨parationsprozess der einzel-
nen Messprobe beinhaltet auch das Pulverisieren des Eises, damit alle Kristall-
bzw. Moleku¨lorientierungen vorhanden sind.
4.2 Ro¨ntgenbeugung
Die im Rahmen dieser Arbeit gewa¨hlten Pra¨parationspfade sind in der Literatur
wohlbekannt und konnten mit unseren experimentellen Mo¨glichkeiten ausreichend
genau und sorgfa¨ltig verfolgt werden. Daher ist eine erfolgreiche Probenpra¨para-
tion zu erwarten. Eine U¨berpru¨fung der Qualita¨t einiger VHDA-Proben mittels
Neutronen-Diffraktion ergab Abweichungen im Strukturfaktor, die sich allerdings
durch Unterschiede in der Probengeschichte erkla¨ren lassen (s. 2.3.4). Zudem zei-
gen Simulationen ebenfalls strukturelle Variationen im VHDA auf [36]. Unter
Beru¨cksichtigung dieser Punkte wiesen alle mit der NMR vermessenen amorphen
Proben eine ausreichende U¨bereinstimmung auf, gleichbedeutend mit einer guten
Reproduzierbarkeit der Experimente.
Beim Eis II stellt sich die Situation etwas anders dar. Einerseits gibt es keine
Probenvariabilita¨t aufgrund amorpher Eigenarten. Andererseits sind die Messzei-
ten hier so lang (vgl. 4.3.2), dass eine U¨berpru¨fung der Probenqualita¨t anhand
wiederholter NMR-Experimente mit einem sehr hohen Zeitaufwand verbunden
1Die Innenmaße des NMR-Probenro¨hrchens sind ca. 4 mm Durchmesser und 20 mm La¨nge.
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wa¨re. Inhomogene Druckverteilung in der Probe beim Komprimieren und uner-
kannte Probleme hinsichtlich der Metastabilita¨t der Eis II-Konfiguration (beim
Abku¨hlen und Ausbauen, aber auch beim Einbau ins NMR-Sprektrometer) ko¨nn-
ten jedoch die Qualita¨t, d.h. die Reinheit der Probe, beeintra¨chtigen.
Eine zu¨gige Methode zur Untersuchung der Probenqualita¨t ist die Ro¨nt-
genstreuung nach Debye und Scherrer. Damit la¨sst sich eine Mischung verschie-
dener (kristalliner) Phasen unterschiedlicher Struktur erkennen. Das aufgenom-
mene Diffraktogramm wird hierzu mit den jeweiligen, aus der bekannten Struk-
tur berechneten, Diffraktogrammen verglichen. Ein Intensita¨tsabgleich der den
verschiedenen Strukturen zugeordneten Peaks ermo¨glicht die Bestimmung des
Volumenverha¨ltnisses der beteiligten Phasen.
4.2.1 Das Diffraktometer
Zur Durchfu¨hrung von Strukturanalysen steht im Institut fu¨r Festko¨rperphysik
das Diffraktometer D500 von Siemens zur Verfu¨gung. Es besitzt einen Bragg-
Brentano-Aufbau, der sich besonders gut fu¨r die Strukturbestimmung eignet.
Insbesondere wird hierbei kein Einkristall beno¨tigt. Stattdessen verwendet man,
wie bei den NMR-Experimenten, eine feinko¨rnige Pulverprobe. Durch die vielen
Kristallite sollten alle mo¨glichen Kristallorientierungen vorhanden sein, so dass
die Bragg’sche Beugungsbedingung fu¨r jede Netzebene mit monochromatischer
Strahlung erfu¨llt werden kann. Die einfallende Ro¨ntgenstrahlung wird kegelfo¨rmig
symmetrisch zur Strahlachse gestreut, den detektierten Intensita¨tsmaxima lassen
sich Beugungsreflexe als Funktion des Zwischenwinkels zuordnen [38].
In unserem Diffraktometer wird die Kα-Linie von Kupfer mit einer Wel-
lenla¨nge von 1,54 A˚ verwendet. Als Detektor dient ein Szintillationsza¨hler. Zur
Messung der Winkelabha¨ngigkeit der Beugungsintensita¨t werden sowohl Probe
(um θ) als auch Detektor (um 2θ) gedreht. Zur Aufnahme des Diffraktogramms
wird der Winkel 2θ in 0,02◦-Schritten von 10◦ bis 90◦ durchfahren.
Fu¨r die Untersuchung von Hochdruck-Eisproben (unter Raumdruck) ist eine
ensprechende Temperierung notwendig. Im Rahmen der Diplomarbeit von Flori-
an Lo¨w wurde das Ro¨ntgengera¨t mit der Tieftemperaturkammer TTK 450 der
Firma Anton Paar erweitert [73]. Diese erlaubt nach Herstellerangaben Ro¨nt-
genmessungen im Temperaturbereich von 80 K bis 720 K unter Vakuum, Luft
oder Inertgas. Durch Inertgas oder Vakuum kann ein Aufkondensieren von Luft-
feuchtigkeit auf das Probenmaterial verhindert werden. In unserem Fall wurde
Stickstoffgas – aus einer Flu¨ssig-Stickstoffkanne – bei 100 Pa verwendet, damit
ließ sich eine minimale Probentemperatur von 88 K erreichen. Der temperierte
Probentra¨ger aus Kupfer ist leicht zuga¨nglich und ermo¨glicht somit ein schnel-
les Einbauen der Probe. Dadurch la¨sst sich ein (starkes) Aufwa¨rmen der Probe
vermeiden, welches zu einem Phasenu¨bergang fu¨hren ko¨nnte (s. Kap. 2). Die Pro-
bentemperatur wa¨hrend der Bestrahlung lag im Allgemeinen bei T ≈ 90 K.
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4.2.2 Messdaten
Die Streuamplitude bei der Ro¨ntgenbeugung ha¨ngt u¨ber den Strukturfaktor vom
Atomformfaktor – auch atomarer Streufaktor genannt – ab. Dieser wird durch die
Elektronen der Atomhu¨lle bestimmt. In erster Na¨herung fu¨hrt dies zu einer Pro-
portionalita¨t zwischen der Streuintensita¨t und dem Quadrat der Kernladungszahl
[38]. Im H2O wird das Beugungsbild daher durch die Lage der Sauerstoffatome
bestimmt. Phasen, deren Strukturen nur in der Wasserstoffanordnung verschieden
sind, lassen sich dementsprechend nicht unterscheiden.
Da im Experiment nur Intensita¨ten gemessen werden ko¨nnen, geht die Pha-
seninformation der Streuamplitude verloren. Damit ist eine direkte Bestimmung
der Kristallstruktur nicht mo¨glich. Zur Auswertung des aufgenommenen Diffrak-
togramms wird daher die Software
”
FullProf“ verwendet, die auf der Rietveld-
Methode basiert [90]. Diese geht auf Hugo Rietveld zuru¨ck, der 1967 ein Verfah-
ren zur Strukturanalyse polykristalliner Substanzen mittels Neutronendiffraktion
entwickelte [91, 92]. Seit 1977 wird die Methode auch in der Ro¨ntgenbeugung an-
gewendet [51, 75]. Hierbei wird das Diffraktogramm als Funktion des Beugungs-
winkels betrachtet, die zudem von strukturellen Parametern abha¨ngig ist. Diese
sind durch die ra¨umliche Anordnung der Atome, hier insbesondere der Sauerstoff-
atome, gegeben. Ausgehend von einem Startmodell der Atomanordnung werden
die strukturellen und zusa¨tzliche instrumentelle Parameter anhand der mathe-
matischen Methode der kleinsten Quadrate verfeinert. Dabei wird eine mo¨glichst
große U¨bereinstimmung zwischen berechnetem und gemessenem Kurvenverlauf
angestrebt.
Die Strukturfaktoren der verschiedenen kristallinen Eisphasen sind in der
Literatur gut dokumentiert. Zur Bestimmung der Probenreinheit wurden die ent-
sprechenden Daten der in Frage kommenden Phasen in FullProf verwendet. Fu¨r
Eis II sind dies im Falle einer zu hohen Probentemperatur bei Raumdruck die
Phasen Ih und Ic. Bei Druckinhomogenita¨ten sind zudem Eis III, V und IX zu
beachten. Der berechnete Volumenanteil der beteiligten Phasen legt die Qualita¨t
der Eis II-Probe fest.
Um die Analyse zu vereinfachen, wurden fu¨r gewo¨hnlich nur wenige zusa¨tz-
liche Phasen gleichzeitig bei der Anpassung beru¨cksichtigt. Abbildung 4.5 zeigt
eine beispielhafte Auswertung von Florian Lo¨w unter Beteiligung der Eisphasen
Ih und Ic [73]. Die Streuintensita¨t ist als Funktion des reziproken Gittervektors
Q dargestellt, um einen leichteren Vergleich mit Literaturdaten zu ermo¨glichen.2
Die U¨bereinstimmung zwischen dem gemessenen Beugungsbild (rot) und dem mit
FullProf abgestimmten (blau) ist sehr gut, insbesondere die Lage der Beuguns-
maxima. Die absoluten Abweichungen der Intensita¨ten lassen sich durch eine
mangelhafte Pulverqualita¨t erkla¨ren. Da keine hochaufgelo¨ste Strukturanalyse
angestrebt wird, reicht eine Pulverherstellung mit Pinzette und Cutter allerdings
2Der Zusammenhang zwischen Q und dem Streuwinkel θ ist wohlbekannt [38].
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Abbildung 4.5: Streuintensita¨t als Funktion des reziproken Gittervektors Q. Vergleich
der gemessenen Streuintensita¨t (rot) mit dem theoretischen Strukturfaktor einer reinen
Eis II-Probe (blau). Die Striche deuten die Lage der Peaks von Eis II (oben) und Eis
Ih bzw. Ic (unten) an. Die Probe wurde am 23.10.06 bei T = 220 K hergestellt, das
Diffraktogramm stammt vom 23.01.07. Aus Ref. [73]
aus.3 Bei der Anpassung ergaben sich keine Anzeichen von Eis Ih oder Ic, die
Probe ist (laut FullProf) zu 100 % Eis II. Dies ist das Ergebnis sa¨mtlicher im
Zusammenhang mit dieser Arbeit hergestellten Eis II-Proben.
4.3 Kernspinresonanz
Die Kernspinresonanz stellt die zentrale experimentelle Methode dieser Arbeit
dar. Dementsprechend wurde die zugrundeliegende Theorie – mit einem besonde-
ren Fokus auf die hier durchgefu¨hrten Experimente – bereits in einem eigensta¨ndi-
gen Kapitel (3) beschrieben. Ziel dieser Arbeit ist es, Informationen u¨ber die mo-
lekulare (Reorientierungs-) Dynamik in verschiedenen Eisphasen zu gewinnen.
Dafu¨r eignet sich die Deuteronen–NMR ganz hervorragend.
3Gemo¨rsertes Pulver ist wesentlich schwieriger zu handhaben.
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4.3.1 Das NMR-Spektrometer
Die Messungen wurden an einem der gruppeneigenen Einkanal-NMR-
Spektrometer durchgefu¨hrt.4 Wesentliche apparative Komponenten, wie Proben-
kopf, Richtkoppler, NMR-Empfa¨nger und Kabeltreiber, sind Eigenbauten der Ar-
beitsgruppe, auch die Software zum Messen (mittels
”
LabView“) und fu¨r die Da-
tenauswertung (
”
Fitsh“) ist selbst geschrieben. Sowohl die Steuerung von NMR-
Experiment und Probentemperatur als auch die Aufzeichnung von Messsignal
und Probentemperatur erfolgen durch einen Computer.
Der verwendete supraleitende
”
Oxford“-Magnet besitzt ein Feld von 7 T,
entsprechend einer Deuteronenfrequenz von 46,7 MHz (mit γ = 4,107 · 107
rad s−1 T−1). Ein 2 kW-Versta¨rker der Firma
”
American Microwave Technolo-
gy“ ermo¨glicht 90◦-Pulsla¨ngen von 2,0 bis 2,8 µs. Solch kurze Pulsla¨ngen sind zur
Anregung des breiten Deuteronen-Pulverspektrums notwendig (vgl. Gl. 3.22).
Zur Temperierung der Probe wird ein speziell angefertigter Helium-
Durchfluss-Kryostat mit Stickstoff betrieben. Der Konti-Kryostat und das zu-
geho¨rige Regelungsgera¨t TIC 304-MA stammen von
”
CryoVac“ . Zusa¨tzlich wird
die Probentemperatur mit einem Pt-1000 Widerstand kontrolliert, der ca. 3 mm
von der Probe entfernt befestigt ist. Die Genauigkeit der Temperaturangabe be-
tra¨gt 1 K.
Weitere Details zum Spektrometeraufbau sind in den Diplomarbeiten des
Eisprojekts zu finden [73, 117]. Beim Einbau in den Kryostaten ist die Probe fu¨r
kurze Zeit (max. 1–2 s) der Raumluft ausgesetzt und damit einer entsprechenden
Wa¨rmezufuhr. Ein Einfluss auf die Probenqualita¨t bzw. ein dadurch initiierter
Phasenu¨bergang wurde jedoch nicht beobachtet und erscheint aufgrund der Ku¨rze
der Zeit auch nicht wahrscheinlich.
4.3.2 NMR-Experimente
NMR-Experimente an Eis bei tiefen Temperaturen stellen eine große Heraus-
forderung an das Spektrometer dar, da die langen Messzeiten durch die großen
T1-Werte von bis zu mehreren Stunden eine sehr hohe instrumentelle Stabilita¨t er-
fordern. Unser Aufbau besitzt u¨ber viele Tage hinweg eine Temperaturstabilita¨t
von ± 0,5 K. Die Stabilita¨t der Empfangsseite unseres Spektrometers (Kleinsi-
gnalversta¨rker – NMR-Empfa¨nger – AD-Wandlerkarte) wird durch das Messen
mit Versatz u¨berpru¨ft, d.h. Mischzeit bzw. Wartezeit werden nicht-sequentiell
variiert.
Spin-Gitter-Relaxation
Die Spin-Gitter-Relaxation zeigt sich im Streben der z-Komponente der Pro-
benmagnetisierung zum Gleichgewichtswert M0. Zur Untersuchung der zeitli-
4
”
Schering 1“ , AG Fujara, Institut fu¨r Festko¨rperphysik, TU Darmstadt.
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chen Vera¨nderung der Magnetisierung stehen im Allgemeinen zwei Verfahren
zur Verfu¨gung, die Inversion-Recovery-Pulsfolge und die Saturation-Recovery-
Pulsfolge. Bei Ersterer wird zu Beginn der Pulsfolge die Gleichgewichtsmagne-
tisierung beno¨tigt, d.h. Mz(t = 0) = M0. Zwischen zwei Einzel–Experimenten
muss daher eine Zeit von ca. 5 · T1 gewartet werden, um ein (nahezu) vollsta¨ndi-
ges Relaxieren der Probe zu ermo¨glichen.
Bei der Saturation-Recovery-Methode ist eine derartige Wartezeit nicht
no¨tig. Wegen der langen T1-Zeiten der hier untersuchten Proben wurden daher
alle T1-Messungen mit diesem Verfahren durchgefu¨hrt. Dabei werden mehrere
90◦-Pulse in kurzen Absta¨nden gesendet. Die Zeit zwischen den Pulsen sollte
gro¨ßer als die Zerfallszeit des FID und kleiner als T1 sein, damit die Magneti-
sierung einerseits durch Dephasierung zerfa¨llt und sich andererseits nicht durch
Longitudinalrelaxation wieder neu aufbaut. Im Festko¨rper ist dies wegen der kur-
zen FID ( 0,1 ms im Eis) und der langen T1-Zeiten fu¨r gewo¨hnlich mo¨glich.
Fu¨r unsere Messungen verwenden wir unregelma¨ßige Absta¨nde von 0,1 bis 1 ms
zwischen den 9 Sa¨ttigungspulsen. Die Variabilita¨t der Pulsabsta¨nde verhindert
die Entstehung von Koha¨renzen durch Rephasierung nach Art des Solid Echo.
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Abbildung 4.6: Saturation Recovery-Pulsfolge zur Ermittlung der T1-Zeit in deuterier-
tem Eis. Nach den 9 Sa¨ttigungspulsen strebt die Magnetisierung ihren Gleichgewichts-
wert M0 an. Zur Messung der Amplitude M(t) wird durch die letzten beiden Pulse ein
Solid Echo erzeugt.
Nach der Sa¨ttigungspulsfolge baut sich die zuvor zersto¨rte Magnetisierung
wieder auf. Zur Bestimmung der Relaxationskurve wird die Amplitude M(t) in
Abha¨ngigkeit von der verstrichenen Wartezeit t gemessen (siehe Abb. 4.6). Da die
z-Magnetisierung im Experiment nicht direkt zuga¨nglich ist, muss sie durch einen
90◦-Puls in die Transversalebene geklappt werden. Allerdings zerfa¨llt hier die Ma-
gnetisierung im sogenannten FID (Free Induction Decay) sehr schnell, und der
Anfangswert ist nicht messbar innerhalb der Totzeit. In dieser Zeitspanne nach
einem Puls ist es der Spektrometerelektronik wegen der zuvor angelegten hohen
Leistung nicht mo¨glich, das schwache NMR-Signal sto¨rungsfrei zu u¨bertragen.
Darum wird nach der Zeit τ durch einen weiteren 90◦-Puls die Magnetisierung
zum Zeitpunkt 2τ refokussiert [41]. Die sich ergebende Pulsfolge 90◦x–τ–90
◦
y–τ
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wird Solid Echo (Festko¨rper-Echo)-Sequenz genannt. Die Amplitude dieses Echos
nimmt zwar im Vergleich zum FID-Anfangswert exponentiell mit T2 ab, fu¨r nicht
zu große τ ist die sich ergebende Verschlechterung des Signal-Rausch-Verha¨lt-
nisses jedoch akzeptabel. Der Verlauf der ermittelten T1-Relaxationskurven wird
bei konstantem τ selbstversta¨ndlich nicht beeinflusst. Zur Vermeidung der Totzeit
von ca. 10 µs wird in unseren Experimenten meistens ein τ von 20 µs verwendet.
Bisher, und damit auch im Theorie-Kapitel 3, wurden die Hochfrequenzpul-
se immer idealisiert, d.h. einerseits wurden sie als infinitesimal kurz betrachtet
(entsprechend einer Deltafunktion), so dass wa¨hrend eines Pulses keine Quadru-
polwechselwirkung beru¨cksichtigt werden muss. Andererseits sollten sie perfekt
sein bezu¨glich ihrer La¨nge und Phase, entsprechend dem Drehwinkel und der
Drehachse. Im Experiment kann dies natu¨rlich nur na¨herungsweise erfu¨llt sein.
Aufgrund der langen T1-Zeiten ist die experimentelle Zeitskala hier tatsa¨chlich viel
gro¨ßer als die Pulsla¨nge tp. Phasen- und La¨ngenfehler lassen sich im Allgemeinen
durch Phasenzyklen ausgleichen [97]. In der hier verwendeten Pulsfolge wird dazu
die Phase des letzten Pulses (des Solid Echos) um 180◦ gedreht: 90◦y → 90
◦
−y.
Nicht immer kann ein exponentielles Relaxationsverhalten beobachtet wer-
den, hervorgerufen durch eine heterogene Verteilung der T1-Zeiten. Sa¨mtliche T1-
Messdaten dieser Arbeit wurden daher mit einem KWW-Ansatz [116] beschrieben
(vgl. 3.2.1):
M(t) = M0 − P · exp
[
−
(
t
T1
)β]
(4.2)
Die Anpassung erfolgt mittels der freien Fit-Parameter M0, P , T1 und β. Die
mittlere Spin-Gitter-Relaxationszeit wird nach Gl. 3.55 bestimmt. Die Breite der
T1-Zeitenverteilung wird durch die Abweichung des Streckungsparameters β von
1 wiedergegeben. Allerdings ru¨hrt im Fall von Deuteronen die T1-Relaxation von
der Rotationsbewegung der O-D-Bindungen her und ist damit schwach orien-
tierungsabha¨ngig. In Relaxationskurven von Pulverproben erwartet man daher
kleine Abweichungen vom exponentiellen Verlauf [110, 103] und β-Werte zwi-
schen 0,9 und 1,0 sind nicht unbedingt auf dynamische Heterogenita¨ten zuru¨ck
zu fu¨hren.
In diesem Zusammenhang soll auch darauf hingewiesen werden, dass die
mittlere Spin-Gitter-Relaxationszeit 〈T1〉 nach Gl. 3.55 nicht immer die geeigne-
te Gro¨ße zur Beschreibung der Relaxation darstellt. Dies ist in der Ungleichheit
von 〈T1〉 und 〈T
−1
1 〉
−1 begru¨ndet5 und wird durch die dynamischen Eigenschaf-
ten des betrachteten Systems bestimmt. Eindeutig ist dagegen die aus der An-
fangssteigung der Relaxationsfunktion Φ(t) = M0−M(t)
M0
(vgl. Gl. 3.53) berechnete
gemittelte Relaxationsrate [31]:
lim
t→0
∂
∂t
Φ(t) = −〈T−11 〉 (4.3)
5Allgemein gilt 〈T−1
1
〉−1 ≤ 〈T1〉
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Stimuliertes Spin-Echo
Zur Erzeugung des Stimulierten Echos werden mindestens 3 Pulse beno¨tigt. Je
nach verwendeter Sequenz ergibt sich als Amplitude der Real- oder der Ima-
gina¨rteil der allgemeinen Form nach Gleichung 3.57. Letzteres, also eine sin-sin-
Korrelationsfunktion, erha¨lt man im sogenannten Spin Alignment-Experiment,
bei dem die ersten beiden Pulse (von dreien) um 90◦ (bzw. 270◦) phasenverscho-
ben sind. Bei der hier benutzten Zeeman-Pulsfolge sind die ersten beiden Pulse
nicht phasenverschoben (bzw. gegenphasig) und fu¨r die Echoamplitude gilt:
S(τ, tm) = S0 · 〈cos(ωQ(0)τ) · cos(ωQ(tm)τ)〉 (4.4)
Experimentelle Gru¨nde ko¨nnen zu einer Ausweitung der 3-Puls-Sequenz fu¨hren.
Dort stellt die bereits erwa¨hnte Totzeit eine untere Grenze fu¨r die Wahl von τ
dar. Ein zusa¨tzlicher Puls erzeugt – a¨hnlich wie beim T1-Experiment beschrieben
– ein Solid Echo im Abstand τ + ∆b. (Allerdings entsteht hier noch ein zweites
Echo, vgl. Abb. 4.7). Zur τ -abha¨ngigen Untersuchung der Geometrie von Bewe-
gungsprozessen werden Evolutionszeiten von τ → 0 angestrebt. Dazu muss auch
der erste Puls durch eine Solid Echo-Pulsfolge ersetzt werden. In unseren Expe-
rimenten wird zur Signalmaximierung die La¨nge aller 5 Pulse so gewa¨hlt, dass
sie 90◦ entspricht. Die resultierende cos-cos-5-Pulssequenz ist in Abbildung 4.7
dargestellt.
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Abbildung 4.7: cos-cos-5-Pulsfolge inklusive der vorgeschalteten Sa¨ttigungssequenz zur
Einstellung einer wohldefinierten z-Magnetisierung nach der Wartezeit tw. Der erste
und der dritte Puls des klassischen Experiments sind zu einer Solid Echo-Sequenz mit
Pulsabstand ∆a bzw. ∆b erweitert. Dadurch entstehen zwei Echos, von denen das zweite
aufgenommen wird.
Das Stimulierten Echo-Experiment dient der Beobachtung von molekula-
rer Dynamik wa¨hrend der Mischzeit tm. Dazu muss die Bedingung tm  τ
erfu¨llt sein. Dennoch kann bei der 4- oder 5-Pulsfolge unerwu¨nschte Magneti-
sierung entstehen, durch sogenannte Einzel- und Doppel-Quanten-Koha¨renzen
und durch Spin-Gitter-Relaxation. Deren Beitrag zur Echoamplitude kann – ge-
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nau wie der Einfluss nicht-perfekter Pulse6 – mit Hilfe von Phasenzyklen beseitigt
werden [100, 97]. Desweiteren gilt dies fu¨r instrumentell bedingte Artefakte.7 Zur
Beru¨cksichtigung aller eventuellen Sto¨rungen ergibt sich bei 5 Pulsen ein maximal
512-facher Zyklus. In unseren Experimenten wurde aus Zeitgru¨nden nur die min-
destens erforderliche Anzahl an Pulsen und Zyklen benutzt, im Extremfall ergab
sich eine 32-fache 5-Pulssequenz. Na¨heres zu den verwendeten Phasenzyklen und
zur Berechnung der sich damit ergebenden 4-Puls-Echoamplitude nach Gl. 4.4 ist
im Anhang der Diplomarbeit von Florian Lo¨w zu finden [73].
Die zu Beginn der Stimulierten Echo-Pulsfolge erforderliche wohldefinierte
z-Magnetisierung wird in unseren Experimenten – wie bei den T1-Messungen –
durch eine Sa¨ttigungspulsfolge mit anschließender Wartezeit tw eingestellt (siehe
Abb. 4.7). Im klassischen 3-Puls-Experiment erzeugt der erste Puls dann Trans-
versalmagnetisierung, die sich in der Evolutionszeit quadrupolfrequenzabha¨ngig
entwickelt. Mit dem zweiten Puls wird dieser Zustand in z-Richtung gespeichert.
Molekulare Dynamik wa¨hrend der Mischzeit beeinflusst jedoch die Frequenz der
einzelnen Spins, diese A¨nderung ist im durch den dritten Puls erzeugten Echo
erkennbar. Bisher blieb unberu¨cksichtigt, dass Transversal- und Longitudinal-
Magnetisierung der Relaxation unterliegen, Gleichung 3.59 zur Beschreibung der
Abfallkurve muss daher erweitert werden:
S(τ, tm) =
[
(1− S∞) e
−( tmτc )
βτc
+ S∞
]
e
−
“
tm
T1
”βT1
e
−
“
2τ
T2
”
(4.5)
Damit ergibt sich beim Stimulierten Echo eine – im Festko¨rper große (vgl. Ab-
schnitt 3.1.2) – beobachtbare Zeitskala der Reorientierungsdynamik von T2 <
τc < T1. Fu¨r das 4- bzw. 5-Puls-Experiment sind weitere T2–Terme zu erga¨nzen.
Die Beitra¨ge durch Spin-Spin-Relaxation mu¨ssen bei der Auswertung der Messun-
gen nicht beru¨cksichtigt werden, allerdings fu¨hren sie zu einer Verschlechterung
des Signal-Rausch-Verha¨ltnisses. Die Auswirkungen der Spin-Gitter-Relaxation
sind dagegen zu beachten. Insbesondere gilt dies beim Betrachten der tm-
Abha¨ngigkeit der Echoamplitude (siehe Gl. 4.5), falls τc und T1 nicht um mehrere
Gro¨ßenordnungen getrennt sind. Im Fall von langen T1-Zeiten – wie bei uns –
wird zudem ha¨ufig die Wartezeit nach der Sa¨ttigung mo¨glichst kurz gewa¨hlt, so
dass die Gleichgewichtsmagnetisierung noch nicht erreicht ist. Gibt es eine Vertei-
lung von T1-Zeiten in der Probe, so werden auf diese Weise die schnellen Anteile
bevorzugt, d.h. die Spins mit kurzem T1 tragen vermehrt zum Signal bei. Der
Spin-Gitter-Anteil am Abfall der Magnetisierungskurve, Φ (tm) = exp[−(
tm
T1
)βT1 ],
muss zur Beru¨cksichtigung der T1-Wichtung umgeschrieben werden [34]:
Φ∗ (tw, tm) = Φ (tm)− Φ (tw + tm) (4.6)
6Bei Verwendung eines geeigneten Phasenzyklus ist die La¨nge des 1., 3. und 4. Pulses
nicht entscheidend fu¨r das Zustandekommen der Korrelationsfunktion. Wegen der Solid Echo-
Wirkung muss fu¨r den 2. und 5. Puls jedoch immer mo¨glichst exakt eine La¨nge von 90◦ gelten.
7Die CYCLOPS -Sequenz beseitigt Quadratur-Fehler
54 KAPITEL 4. EXPERIMENTELLE ASPEKTE
Die Relaxationsfunktion Φ (t) wird, wie im vorherigen Abschnitt beschrieben,
durch ein unabha¨ngiges Saturation-Recovery-Experiment bestimmt. Die Fitfunk-
tion der Stimulierten Echo-Abfallkurve lautet demnach
S(τ, tm) = P1 +
[
(P2 − P3) e
−( tmτc )
βτc
+ P3
]
Φ∗ (tw, tm) , (4.7)
mit den Parametern P1, P2, P3, τc und βτc. Die mittlere Korrelationszeit 〈τc〉 kann
in der Art von Gleichung 3.55 ermittelt werden.
Der gemessene Offset in unseren Experimenten ist immer sehr gering, d.h.
P1  P2, P3. Fu¨r den Endzustand gilt somit na¨herungsweise (vgl. 3.60):
S∞(τ) =
P3
P2
(4.8)
Die Bestimmung der τ -Abha¨ngigkeit des Endzustandes durch Messung der viel
Zeit beno¨tigenden ganzen Abfallkurve ist nicht praktikabel. Eine Alternative wa¨re
die Berechnung anhand zweier Messwerte bei tm  τc und τc  tm  T1.
Letzterer dient dann als Plateauwert (wie P3) und ersterer als Anfangswert zur
Normierung (wie P2). Dies ist in unserem Fall jedoch auch nicht mo¨glich, da der
τc- und der T1-Abfall nicht deutlich getrennt sind und daher kein Plateauwert
messbar ist, weil die Magnetisierung durch Spin-Gitter-Relaxation bereits auf
Null abgefallen ist.
Stattdessen wurden im Eis II sogenannte Zwischenzusta¨nde untersucht,
Stm(τ) =
S(τ, tm)
S(τ, 10ms) · Φ∗ (tw, tm)
, (4.9)
mit tm ≈ τc < T1. Durch Vergleich mit Ergebnissen aus Computer Simula-
tionen ko¨nnen so Bewegungsmechanismen bestimmt werden. Die (τ -abha¨ngige)
Echoho¨he bei einer Mischzeit von tm = 10 ms zeigt keine Anzeichen eines Kor-
relationsverlusts und wird daher zur Normierung verwendet, d.h. sie repra¨sen-
tiert den Ausgangszustand (vgl. Abb. 6.5). Die Quermessungen S(τ, tm) bei festen
Mischzeiten im Bereich der Korrelationszeit werden durch Spin-Gitter Relaxation
beeinflusst, die sich ergebende Reduktion der Echoamplitude wird jedoch durch
Division mit der Filterfunktion Φ∗ (tw, tm) herausgerechnet (vgl. 4.6 und 4.7). Zur
Messung bei kleinen τ -Werten bis 15 µs wird die bereits erwa¨hnte 5-Pulssequenz
verwendet, bei gro¨ßeren τ -Werten die 3-Pulsfolge. Die in Abschnitt 6.2 diskutier-
ten Abfallkurven mit τ = 8µs wurden dagegen mit der 4-Pulsfolge ermittelt.
Kapitel 5
Messungen an amorphen
Hochdruckeisphasen
In der Literatur findet man keine einheitliche Vorstellung zum Versta¨ndnis der
Transformationen zwischen den einzelnen amorphen Eisen LDA, HDA und VH-
DA. Nur der Einfluss der Kinetik auf alle diese U¨berga¨nge steht außer Frage
[61, 46]. Selbst die am besten untersuchte Umwandlung von HDA in LDA bei
Raumdruck wird von einigen Experten als Phasenu¨bergang 1.Ordnung ange-
sehen [21, 61], wa¨hrend andere Autoren einen deutlich komplizierteren Ablauf
beschreiben [112, 39, 111].
Die Erkenntnisse der Fachwelt zum U¨bergang von VHDA nach LDA bei
Raumdruck sind ebenfalls komplex. Insbesondere die Beobachtung eines Zwi-
schenzustandes, der mit HDA in seinen Eigenschaften bzgl. Struktur und moleku-
larer Vibrationen perfekt u¨bereinstimmt, ist bemerkenswert (vergleiche Abb. 2.7)
[63, 64]. Ich war an einem Teil der diesen Studien zugrunde liegenden Neutronen-
streuexperimenten beteiligt. In diesem Kapitel sollen nun meine 2H-NMR Spin-
Gitter-Relaxationsdaten von LDA, HDA und VHDA vorgestellt und diskutiert
werden, mit einem Fokus auf die U¨berga¨nge von HDA und VHDA nach LDA bei
Raumdruck [98].
5.1 Charakterisierung mit Hilfe von T1-Relaxa-
tionsmessungen
Die Verwendung von Spin-Gitter-Relaxationszeiten zur Charakterisierung der
amorphen Eisformen wurde bereits 1992 durch Ripmeester et al. vorgeschlagen
[93]. Abbildung 5.1 zeigt u¨ber einen weiten Temperaturbereich 〈T1〉-Daten von
HDA, LDA und kristallinem Eis Ic, gemessen unter Raumdruck. Die schattierten
Ba¨nder sollen die verschiedenen Wertebereiche betonen, sie werden als Orientie-
rungshilfe auch in nachfolgenden Abbildungen verwendet. Wie in 2.3 beschrie-
ben wurde das HDA durch Dru¨cken von Eis Ih bei 77 K hergestellt und das
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LDA durch isobares Erwa¨rmen von HDA inklusive eines mehrstu¨ndigen
”
Tem-
perns“ bei 125 K. Eis Ic wurde erhalten aus LDA-Proben bei Temperaturen u¨ber
T ≈ 145 K. Die Relaxationsmessungen wurden mit der Saturation-Recovery-
Methode durchgefu¨hrt (siehe Abschnitt 4.3.2), die sich ergebenden Kurven mit
einer KWW-Funktion gefittet (vgl.Gl. 4.2). Dabei dienen T1 und β als Fitparame-
ter. Die Mehrzahl der dargestellten Daten wurde im Rahmen von Diplomarbeiten
durch Ali Kenanoglu und Katrin Winkel ermittelt [50, 117].
Abbildung 5.1: Gemittelte 2H-Spin-Gitter Relaxationszeiten 〈T1〉 von HDA (♦), LDA
(◦), und Eis Ic () als Funktion der Temperatur. Die schattierten Regionen sollen
die unterschiedlichen Wertebereiche der verschiedenen Eisphasen verdeutlichen. Ein
wesentlicher Teil der Daten wurde von A. Kenanoglu und K. Winkel gemessen.
Wie in Abbildung 5.1 zu sehen, unterscheiden sich die drei Eise deutlich
hinsichtlich ihrer Spin-Gitter Relaxationsdaten, obwohl es eine Streuung der Da-
tenpunkte gibt, die von der Verwendung verschiedener Probenserien herru¨hrt.
Im Fall von HDA und LDA kann diese Variabilita¨t erkla¨rt werden durch die
Abha¨ngigkeit der Eigenschaften amorpher Zusta¨nde von der Probengeschichte
(s. 2.3.4). Die starke probenabha¨ngige Streuung der 〈T1〉-Werte des kristallinen
Eises Ic, in der Gro¨ßenordnung der 〈T1〉-Werte selbst, ist dagegen ein Hinweis
auf strukturell unsaubere Proben. Darauf deuten auch die kleinen Werte des
Streckungsparameters in den KWW-Fits von β ≈ 0,6 hin (vergleiche Abb. 5.2).
Solch niedrige β-Werte werden durch breite T1-Verteilungen hervorgerufen, die in
reinen Kristallen nicht zu erwarten sind. Desweiteren liegen die 〈T1〉-Werte von Ic
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auf logarithmischer Skala zwischen den extrapolierten Werten von LDA und Ih.
Eine Kontamination von Ic mit signifikanten Anteilen an nicht-transformiertem
LDA erscheint daher plausibel [20]. Fu¨r HDA und LDA bleibt noch zu erga¨nzen,
dass die Relaxationszeiten beider Eise im zuga¨nglichen Temperaturbereich kein
Arrhenius-Verhalten aufweisen.
Abbildung 5.2: Normierte Relaxationskurven der Eisphasen VHDA, HDA, LDA und Eis
Ic bei unterschiedlichen Temperaturen. Die Symbole repra¨sentieren gemessene Werte
und die Linien zeigen die besten Fits mit gestreckt-exponentiellen Funktionen. Die Fit-
Parameter ergeben sich zu T1 = 74,4 s und β = 0,89 fu¨r HDA, T1 = 63,6s und β = 0,89
fu¨r VHDA, T1 = 748 s und β = 0,96 fu¨r LDA, und T1 = 464 s und β = 0,65 fu¨r Eis Ic.
Im Gegensatz zu Eis Ic besitzen alle amorphen Formen des Wassers in un-
seren Messungen einen exponentiellen Streckparameter nahe 1 (siehe Abb. 5.2).
Diese Erkenntnis ist konsistent mit 1H-Spin-Gitter-Relaxationsuntersuchungen
von HDA und LDA [93]. Ein derartiger monoexponentieller Verlauf von 2H-T1-
Magnetisierungskurven wurde in molekularen Gla¨sern noch nie beobachtet.1 Zu-
dem unterscheiden sich die akustischen Phononen in den amorphen Eisen deutlich
von denen, die man u¨blicherweise in Gla¨sern findet [104, 62]. Eine Einordnung
der amorphen Eisphasen als strukturelle Gla¨ser erscheint somit fraglich.
In Abbildung 5.3 sind Spin-Gitter-Relaxationsdaten von HDA und VHDA
dargestellt. Fu¨r beide Eisphasen werden von mehreren Proben Messreihen gezeigt,
in denen schrittweise die Temperatur erho¨ht und 〈T1〉 bestimmt wird, ohne jedoch
1Allerdings ko¨nnte Spindiffusion zu den monoexponentiellen Relaxationsverla¨ufen fu¨hren
(vgl. Abschnitt 6.4 u. [44]). Dies stellt hier jedoch reine Spekulation dar.
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die Transformationstemperatur nach LDA zu erreichen (Erwartungsgema¨ß wer-
den die 〈T1〉-Zeiten einer einzelnen Messreihe mit steigender Temperatur ku¨rzer).
Diese Zusammenstellung von Daten zeigt eine repra¨sentative Auswahl an Er-
gebnissen, die einerseits die große Bandbreite an 〈T1〉-Werten eines Hochdruck-
amorphs aufgrund unterschiedlicher Probengeschichte verdeutlicht (Die meisten
Proben z.B. des HDA sind jedoch im zentralen, grau unterlegten Wertebereich zu
finden). Andererseits sind die typischen 〈T1〉-Zeiten des VHDA deutlich ku¨rzer
als diejenigen des HDA. Die Variabilita¨t der dynamischen Eigenschaften ver-
schiedener Proben sowohl von HDA als auch von VHDA stimmt u¨berein mit
Erkenntnissen aus Computer-Simulationen, die fu¨r beide Eisformen kontinuierli-
che Dichteverteilungen zeigen [36]. Eingehende strukturelle Untersuchungen zur
Charakterisierung der Proben waren uns zum fraglichen Zeitpunkt leider nicht
mo¨glich, aus gemeinsamen Neutronenstreuexperimenten mit Marek Koza ist mir
jedoch bekannt, dass zumindest die Qualita¨t unserer VHDA-Proben unterschied-
lich gut ist.
Abbildung 5.3: Vergleich von
HDA-(offene Symbole) und
VHDA-(rote Symbole) 〈T1〉-
Daten. Fu¨r beide Eisphasen ist
eine repra¨sentative Auswahl an
Messreihen von mehreren Pro-
ben dargestellt, gekennzeichnet
durch verschiedene Symbole.
Der zentrale Wertebereich von
HDA ist – identisch zu Abb. 5.1
– grau unterlegt.
5.2 Der U¨bergang von HDA und VHDA nach
LDA
In Abbildung 5.4 wird die Umwandlung einer HDA-Probe in LDA bei Raumdruck
gezeigt. Ausgehend von einer Temperatur von 80 K wurde die Probe schrittweise
aufgewa¨rmt bis auf 125 K, begleitet von T1-Relaxationsmessungen. Anschließend
wurden noch drei 〈T1〉–Werte zwischen 90 und 100 K bestimmt, die die Probe
als LDA ausweisen. Die Transformation, die bei 105 K einsetzt und bei 115 K
beendet ist, ist durch die deutliche Zunahme der 〈T1〉-Zeiten gekennzeichnet. Die
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Temperaturschritte von ≈ 2 K / 2 h ergeben eine deutlich kleinere Heizrate als
man sie von kalorimetrischen Experimenten gewohnt ist (≈ 10 K/h). Dement-
sprechend findet der U¨bergang im Verleich zur Kalorimetrie bei um 4 K tieferen
Temperaturen statt [42]. Im Folgenden werden daher aus Konsistenzgru¨nden nur
noch die NMR-U¨bergangstemperaturen miteinander verglichen.
Abbildung 5.4: Ausschnitt aus
Abbildung 5.1. Zusa¨tzlich ist
die Transformation einer HDA-
Probe nach LDA dargestellt
(N), die zugeho¨rigen 〈T1〉-Werte
wurden in aufeinander folgen-
den Messungen bei schrittweiser
Temperaturerho¨hung (≈ 1 K/h)
bis 125 K ermittelt. Anschließend
wurden noch drei Datenpunkte
zwischen 90 und 100 K bestimmt.
Abbildung 5.5: Transformation
einer VHDA-Probe nach LDA
(), die zugeho¨rigen 〈T1〉-Werte
wurden in aufeinander folgen-
den Messungen bei schrittwei-
ser Temperatura¨nderung ermit-
telt. Zum Vergleich zeigen die
offenen Dreiecke den T1-Verlauf
bei der Umwandlung einer HDA-
Probe zu LDA (siehe Abb. 5.4).
Abbildung 5.5 zeigt die Transformation einer VHDA-Probe nach LDA, die
zugeho¨rigen 〈T1〉-Werte wurden wie beim HDA schrittweise in aufeinander fol-
genden Messungen ermittelt. Die Heizrate betra¨gt ebenfalls ≈ 1 K/h. Bis 115 K
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nehmen die 〈T1〉-Werte nahezu kontinuierlich ab, es gibt kein Anzeichen fu¨r das
Einsetzen einer Umwandlung des VHDAs. Dann vollzieht sich der U¨bergang je-
doch in wenigen Temperaturschritten und ist bei 120 K beendet. Er findet damit
auf wesentlich ku¨rzeren Zeitskalen statt als die HDA/LDA-Transformation, und
bei mindestens 10 K ho¨heren Temperaturen. Eine dermaßen ho¨here U¨bergangs-
temperatur wurde auch in der Literatur beschrieben [81, 84, 22].2
Eine zweite VHDA-Probe wurde einem zyklischen Temperaturverlauf aus-
gesetzt, bei dem wa¨hrend des zweimaligen schrittweisen Aufheizens T1-Messungen
statt fanden. Die blauen Quadrate in Abbildung 5.6 wurden beim ersten Aufhei-
zen der frisch pra¨parierten Probe bis auf 115 K ermittelt, sie geben keinen Hinweis
auf eine Transformation des VHDAs. Nach dem schnellen Abku¨hlen auf 88 K er-
weist sich das 〈T1〉 als nahezu doppelt so lang wie zuvor bei dieser Temperatur,
es reicht an die Werte von HDA heran. Die Probe wurde durch das Aufwa¨rmen
getempert und befindet sich demzufolge in einem relaxierten Zustand (vgl. 2.3.4),
den ich mit HDA’ bezeichne.
Abbildung 5.6: 〈T1〉-Verlauf
einer VHDA-Probe unter zykli-
scher Temperaturvera¨nderung.
Wa¨hrend des ersten Heizvor-
gangs wird die Probe von 77 K
auf 115 K erwa¨rmt (), ohne
Anzeichen einer Transformation.
Nach dem Abku¨hlen auf 88
K na¨hert sich das 〈T1〉 der
getemperten Probe dem von
HDA, daher die Bezeichnung
dieses Zustands mit HDA’. Ein
zweiter Heizvorgang (), bei
dem schließlich 126 K erreicht
werden, transformiert das HDA’
zu LDA. Anschließend wird ein
weiterer Datenpunkt bei 118 K
aufgenommen.
Wa¨hrend des zweiten Heizvorgangs na¨hern sich die 〈T1〉-Werte der Probe
bei Temperaturen u¨ber 110 K denen des ersten Aufheizens. Das zweite Tem-
pern beeinflusst demnach die 〈T1〉-Werte nur noch wenig, der Zustand der Probe
scheint bereits nach dem ersten Durchgang (nahezu) vollsta¨ndig relaxiert zu sein.
Dieser zweite Aufheizvorgang endet – im Unterschied zum ersten – jedoch nicht
bei 115 K. Die weitere Temperaturerho¨hung fu¨hrt zur Transformation der Pro-
be zwischen 118 und 122 K, zu erkennen am starken Anstieg der 〈T1〉-Zeiten
2Mishima verwendet die Bezeichnung HDA auch fu¨r unter hohem Druck erwa¨rmte Proben.
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(man beachte die zwei nacheinander gemessenen Werte bei 122 K, Abb. 5.6). Die
Umwandlungstemperatur entspricht damit der des unrelaxierten VHDAs (vgl.
Abb. 5.5) und ist deutlich ho¨her als die des HDAs.
Diskussion
Der deutliche Anstieg der Relaxationszeiten sowohl im HDA/LDA- als auch im
HDA’/LDA-U¨bergang deutet auf eine sprunghafte A¨nderung der dynamischen
Eigenschaften der Probe hin, und damit auf einen Phasenu¨bergang erster Ord-
nung. Diese Transformationen unterscheiden sich signifikant von der langsamen
und kontinuierlichen Umwandlung von VHDA nach HDA’. A¨hnliche Beobachtun-
gen, allerdings bei isothermer Dekompression von VHDA (T = 140 K), wurden
ku¨rzlich von Winkel et al. beschrieben: Der VHDA/HDA-U¨bergang findet konti-
nuierlich statt, die folgende HDA/LDA-Transformation scheint diskontinuierlich
zu sein, einem Phasenu¨bergang erster Ordnung entsprechend [118].
Die vorgestellten Ergebnisse zeigen eine Anna¨herung der dynamischen Pro-
zesse im VHDA, die der 2H-Spin-Gitter-Relaxation zugrunde liegen, an diejenigen
des HDA bei isobarer Temperaturerho¨hung. Aus vergleichbaren Neutronenstreu-
experimenten ist bekannt, dass sich der Statische Strukturfaktor von VHDA bei
Erwa¨rmung langsam in den von HDA umwandelt, bzw. ihm bei Temperaturen
deutlich u¨ber der kinetischen Stabilita¨tsgrenze von HDA (∆T ≈ 10 K) vollsta¨ndig
gleicht. Auch die molekularen Vibrationen sind dann nicht unterscheidbar [63, 64].
Die Ergebnisse aus Neutronenstreuung und NMR-Relaxometrie sind also voll-
kommen konsistent: HDA’ ist ein Zustand mit der Struktur von HDA, der Phono-
nendispersion von HDA und dem 2H-T1 von HDA. Energetisch unterscheiden sich
HDA’ und HDA jedoch, wie die unterschiedliche Transformations-Kinetik zeigt.
Außerdem entsteht HDA’ durch Tempern von VHDA bei Raumdruck, wa¨hrend
VHDA bei hohen Dru¨cken von p ≈ 1 GPa relaxiertes HDA darstellt.
Die Herstellung von HDA’ durch Tempern von frisch produzierten VHDA–
Proben war in meinen Experimenten reproduzierbar. In Abha¨ngigkeit von der
Probengeschichte ergaben sich jedoch quantitative Auswirkungen auf die ermit-
telten T1-Werte:
(1) Die in Abbildung 5.6 gezeigten Daten wurden nur an einem Teil der VHDA-
Charge – unmittelbar nach der Herstellung – gemessen, ein zweiter Teil dagegen
wurde fu¨r 12 Monate in flu¨ssigem Stickstoff aufbewahrt und anschließend vermes-
sen. Abbildung 5.7 zeigt den 〈T1〉-Verlauf dieser Probe bei einmaligem Aufheizen
inklusive des U¨bergangs nach LDA. Zusa¨tzlich ist zum Vergleich der erste Durch-
gang der frisch pra¨parierten Probe von Abbildung 5.6 dargestellt. Offensichtlich
hat die lange Lagerung bei 77 K einen a¨hnlichen Einfluss auf die Eigenschaften
der Probe wie das Tempern bei Temperaturen von u¨ber 110 K. VHDA ist meta-
stabil und wandelt sich sogar bei 77 K – langsam – in HDA’.
(2) Eine andere frisch produzierte VHDA-Probe wurde einem a¨hnlichen Tem-
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Abbildung 5.7: Vergleich
des 〈T1〉-Verlaufs beim erst-
maligen Aufwa¨rmen zweier
VHDA-Proben, die aus einer
Pra¨parations-Charge stammen.
Eine Probe wurde, wie in
Abb. 5.6 gezeigt, unmittelbar
nach der Herstellung vermessen
(), der andere Teil wurde
12 Monate lang in flu¨ssigem
Stickstoff aufbewahrt (). Of-
fensichtlich wandelt sich VHDA
sogar bei 77K – langsam – in
HDA’.
peraturzyklus wie bereits im Detail beschrieben ausgesetzt (siehe Abb. 5.8). Der
sich ergebende 〈T1〉-Verlauf beim zweimaligen Aufheizen gleicht qualitativ dem in
Abbildung 5.6 gezeigten. Die Relaxationszeit bei 81 K verdoppelt sich durch das
Tempern bei 113 K, und u¨ber 110 K na¨hern sich die Werte des zweiten Durch-
gangs wiederum denen des ersten. Außerdem liegt der U¨bergang nach LDA bei
etwa 117 K. Im Vergleich zur in Abbildung 5.6 dargestellten Probe sind die abso-
luten 〈T1〉-Werte jedoch zu deutlich gro¨ßeren Werten verschoben, diese Vera¨nde-
rung ist in der gleichen Gro¨ßenordnung wie der Effekt des Temperns. Diese Va-
riabilita¨t der dynamischen Eigenschaften verschiedener Proben ist (wie bereits
in den Abschnitten 2.3.4 und 5.1 diskutiert) der unterschiedlichen Vorgeschichte
geschuldet.
Die bisher diskutierten NMR-Messungen ko¨nnten eine Schlussfolgerung na-
he legen, nach der HDA’ eine Mischung der fundamentalen Eisformen VHDA und
LDA darstellt, erhalten als Zwischenzustand einer unvollendeten VHDA/LDA-
Transformation. Eine Entsprechung findet dies in der Ansicht, wonach HDA ein
kinetisch
”
eingefrorener“ , ho¨chst metastabiler Zwischenzustand in der Herstel-
lung von VHDA aus Eis Ih bei hohen Dru¨cken ist (siehe 2.3.4) [54, 35]. Die
Interpretation als Mischzustand stimmt auch u¨berein mit Erkenntnissen aus der
Kleinwinkel-Neutronenstreuung, wonach HDA und HDA’ im Unterschied zu LDA
und VHDA ra¨umliche Heterogenita¨ten aufweisen [63, 64, 65].
Die Hypothese, dass HDA’ eine Mischung von VHDA und LDA konsti-
tuiert, kann anhand meiner Messdaten u¨berpru¨ft werden. Analog zu a¨hnlichen
U¨berlegungen zum HDA/LDA-U¨bergang [112, 61, 111] nehme ich an, dass es
sich bei der Transformation um einen Phasenu¨bergang erster Ordnung handelt,
mit einer Koexistenz von VHDA und LDA im U¨bergangsbereich zwischen 113
und 122 K. Damit lassen sich die Magnetisierungsverla¨ufe als Superposition der
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Abbildung 5.8: Der 〈T1〉-Verlauf
einer weiteren VHDA-Probe de-
monstriert die Variabilita¨t der
dynamischen Eigenschaften in-
folge des Herstellungsprozesses.
Diese Probe zeigt das glei-
che qualitative Verhalten wie in
Abb. 5.6, die Werte sind jedoch
zu la¨ngeren Zeiten verschoben –
beinahe um den Faktor 2. Die
geraden Linien deuten die inter-
polierte Temperaturabha¨ngigkeit
von frischem VHDA (gestrich-
punktet), von HDA’ (gestrichelt)
und von LDA (gepunktet) an,
die fu¨r die bimodalen Fits in
Abb. 5.9 verwendet wurden.
Relaxationskurven der beiden Eise beschreiben:
M(t) = M∞ ·
[
1− PV HDA · exp
[
−
(
t
T V HDA1
)βV HDA]
−PLDA · exp
[
−
(
t
T LDA1
)βLDA]]
. (5.1)
PV HDA und PLDA sind hier die relativen Anteile der beiden Eise. T
LDA
1 (T ) wur-
de durch einfache Interpolation der experimentellen Daten ermittelt (gepunktete
Linie in Abb. 5.8). Die Bestimmung von T V HDA1 gestaltete sich deutlich schwie-
riger: (i) im U¨bergangsbereich muss T V HDA1 (T ) u¨ber den Bereich der experi-
mentell zuga¨nglichen Daten hinaus extrapoliert werden; (ii) wegen des bereits
wa¨hrend des ersten Aufheizens sichtbar werdenden Einflusses des Temperns auf
die T1-Zeiten mu¨ssen die Tieftemperatur-Daten der noch nicht relaxierten Probe
extrapoliert werden (vgl. Quadrate in Abb. 5.8). Da der 〈T1〉-Verlauf des zwei-
ten Heizvorgangs keine weitere Relaxation andeutet, kann dafu¨r die Tempera-
turabha¨ngigkeit des 〈T1〉 von HDA’ (gestrichelte Linie und Rauten in Abb. 5.8)
genutzt werden, verschoben um einen Faktor von 0,4, um mit den 〈T1〉-Werten
des frischen VHDAs bei 80 K u¨berein zu stimmen (gestrichpunktet). Die Streck-
parameter βV HDA und βLDA lassen sich anhand der Messdaten als temperaturun-
abha¨ngig betrachten, sie werden auf einen festen Wert von βV HDA = βLDA = 0,9
gesetzt. Unter diesen Annahmen und der Bedingung PLDA = 1− PV HDA ko¨nnen
die Relaxationskurven mit Gleichung 5.1 gefittet werden. Dabei treten nur zwei
freie Parameter auf, PV HDA und die Gesamtamplitude M∞.
In Abbildung 5.9 sind Relaxationskurven, aufgenommen wa¨hrend des zwei-
ten Aufheizvorgangs, dargestellt. Zusa¨tzlich werden die entsprechenden einfach-
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Abbildung 5.9: Normierte Re-
laxationskurven aufgenommen
wa¨hrend der Umwandlung
von VHDA u¨ber HDA’ nach
LDA. Dargestellt sind Daten
fu¨r verschiedene Temperaturen
des zweiten Aufheizvorgangs
(siehe Abb. 5.8). Die Symbole
repra¨sentieren gemessene Werte
und die durchgezogenen Linien
zeigen die besten bimodalen
gestreckt-exponentiellen Fits
nach Gl. 5.1. Die besten einfach-
gestreckt exponentiellen Fits
werden durch die gestrichelten
Linien dargestellt. Zur besseren
Darstellung sind die Kurven
entlang der y-Achse verschoben.
gestreckt exponentiellen Fits gezeigt (gestrichelte Linien) und die besten bimo-
dalen gestreckt-exponentiellen Fits nach Gl. 5.1 (durchgezogene Linien). Die Dif-
ferenz zwischen den experimentellen Daten einerseits und den beiden Fitfunk-
tionen andererseits wird in Abbildung 5.10 pra¨sentiert, um die Gu¨te der Fits zu
verdeutlichen. Wie im Fall von reinen Eisphasen (vgl. Abb. 5.2) liefern die einfach-
gestreckt exponentiellen Fits eine gute Beschreibung des Relaxationsverlaufs, mit
Fitwerten des Streckparameters von β = 0,90 ± 0,03. Dagegen ist die U¨berein-
stimmung der bimodalen gestreckt-exponentiellen Fits mit den experimentellen
Daten systematisch nicht zufriedenstellend.
Diese Analyse bietet demnach keine Anzeichen fu¨r eine Koexistenz von VH-
DA und LDA im U¨bergangsbereich. Nach Tse et al. [111] ist dies ein starkes
Indiz dafu¨r, dass es sich bei der VHDA/LDA-Transformation nicht um einen
Phasenu¨bergang erster Ordnung handelt. Desweiteren sprechen die Werte des
Streckparameters β nahe 1 gegen die Mo¨glichkeit, dass es sich bei HDA’ und
HDA um Mischungen verschiedener Hochdruck-Eisphasen handelt. Es muss je-
doch erwa¨hnt werden, dass in der Literatur bereits eine Koexistenz von VHDA
und LDA im U¨bergang beobachtet wurde, durch Raman-Spektroskopie und In-
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Abbildung 5.10: Vergleich der gemessenen Relaxationskurven des VHDA/LDA-U¨ber-
gangs mit den bimodalen gestreckt-exponentiellen Fits nach Gl. 5.1 (durchgezogene
Linien) und den einfach-gestreckt exponentiellen Fits (gestrichelte Linien) bei ausge-
suchten Temperaturen (vgl.Abb. 5.9). Die Differenz zwischen den normierten Daten
und den entsprechenden Fits ist als Funktion der Wartezeit aufgetragen, bei geeigneter
Verschiebung entlang der y-Achse
augenscheinnahme [84].3
Fazit
Durch Aufheizen bei Raumdruck relaxiert VHDA in einen Zustand, der sich in
seinen 2H-Spin-Gitter-Relaxationszeiten nicht von denen des HDA unterscheidet.
Diese hier mit HDA’ bezeichnete Eisform erha¨lt man allerdings bei Tempera-
turen, bei denen HDA bereits nicht mehr stabil ist gegenu¨ber LDA. Daru¨ber
hinaus la¨sst sich sogar bei 77 K die Entstehung von HDA’ aus VHDA beobach-
ten, verursacht durch einen Alterungsprozess. Ausgehend von 77 K zeigt HDA’ bei
Erwa¨rmung keine weiteren Anzeichen von Relaxation und wandelt sich schließlich
um in LDA, bei einer 10 K ho¨heren Temperatur als die des HDA/LDA-U¨bergangs.
Diese Ergebnisse stimmen sehr gut u¨berein mit Neutronenstreuexperimenten zu
strukturellen und dynamischen Eigenschaften im amorphen Eis [63, 64]. Die Da-
tenanalyse deutet außerdem darauf hin, dass es sich bei HDA’ nicht einfach um
eine inhomogene Mischung aus VHDA und LDA handelt, und die VHDA/LDA-
Transformation demnach kein Phasenu¨bergang erster Ordnung ist.
3Mishima verwendet die Bezeichnung HDA auch fu¨r unter hohem Druck erwa¨rmte Proben.
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Die experimentellen Daten fu¨hren zur verwirrenden Erkenntnis, dass ei-
nerseits HDA’ in einem Temperaturbereich fortbesteht, in dem HDA kinetisch
instabil ist, und andererseits die beiden Eise nicht zu unterscheiden sind anhand
aller derzeit bekannten strukturellen und dynamischen Eigenschaften. Zudem re-
laxiert VHDA, erhalten durch Tempern von HDA bei hohem Druck, bei Raum-
druck unter Wa¨rmezufluss zu HDA’. Aus der Literatur ist daru¨ber hinaus auch
die Existenz von HDA bei Temperaturen jenseits des HDA/HDA’ → LDA-U¨ber-
gangs bekannt [72, 85], inklusive eines isothermen, reversiblen und kontinuierli-
chen U¨bergangs zwischen HDA und VHDA [118]. Durch die Gesamtheit dieser
Befunde wird die Bedeutung der Kinetik fu¨r Transformationsexperimente hervor-
gehoben. Dies gilt es insbesondere dann zu beachten, wenn auf diesem Wege ein
besseres Versta¨ndnis des nicht-trivialen Helmholtz-Potentials der amorphen Eise
gewonnen werden soll.
Kapitel 6
Experimente an Eis II
Eis II ist als Forschungsobjekt bereits seit langem etabliert, es wurde 1900 durch
Tammann erstmals hergestellt, zahlreiche Studien stammen aus den 60er Jahren.
Im Vergleich zu den amorphen Eisen ist die Anzahl an Vero¨ffentlichungen jedoch
recht u¨berschaubar. Die Struktur von Eis II ist wohlbekannt, auch wegen seiner
Protonenordnung, und konnte mittlerweile ebenfalls unter Druck bestimmt wer-
den. Es gibt kalorimetrische Untersuchungen und das Phononenspektrum wurde
mit Hilfe von Neutronen- und Infrarotmessungen analysiert.1 U¨ber die Rotations-
und Translationsdynamik im Eis II ist jedoch in der Literatur nichts bekannt, ins-
besondere wurden bisher keine Ergebnisse aus NMR-Messungen zu diesem Thema
publiziert.
Die Deuteronen-NMR, insbesondere das Stimulierte Echo-Experiment, ist
eine ma¨chtige Methode zur Untersuchung von Bewegungsmechanismen. Im he-
xagonalen Eis konnte Burkhard Geil zwei unterschiedliche Prozesse identifizieren
[33]. Der schnellere besteht aus tetraedrischen Reorientierungen und beruht auf
Bjerrum-Defekten, der langsamere fu¨hrt zu interstitiellem Transport ganzer Was-
sermoleku¨le. Da die lokale Anordnung im Eis II ebenfalls tetraedrisch ist, sind
hier auch dementsprechende Reorientierungsspru¨nge zu erwarten. Obwohl Eis II
wesentlich dichter ist als Eis Ih, besitzt es eine relativ offene Struktur, sie bildet
Kana¨le aus (Abschnitt 2.2.1). Diese bieten eine hervorragende Mo¨glichkeit fu¨r die
Diffusion von Wassermoleku¨len, a¨hnlich wie im Eis Ih. Im Gegensatz zum dort
beobachteten 7-Platz-Sprung ist im Eis II jedoch von 12-Platz-Spru¨ngen auszuge-
hen, entsprechend der ho¨heren Anzahl an unterscheidbaren Orientierungen in der
elementaren Kristallzelle. Die Auswirkungen weiterer struktureller Unterschiede
des Eis II zum hexagonalen Eis, wie z.B. die verschiedenen Moleku¨ltypen und die
Protonenordnung, auf die beobachtbare Dynamik ist offen und selbstversta¨ndlich
ebenfalls von hohem Interesse.
Neben den Stimulierten Echo-Experimenten wurden auch T1-Messungen
durchgefu¨hrt. Falls die Spin-Gitter-Relaxation, wie im Eis Ih, durch Reorien-
1Zu Literaturangaben siehe 2.2.1
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tierungsdynamik bestimmt wird, la¨sst sich anhand der Temperaturabha¨ngigkeit
der T1-Zeit die erforderliche Aktivierungsenergie bestimmen.
6.1 T1-Messungen
Die Eis II-Proben wurden, wie in den Abschnitten 2.2.1 und 4.1 beschrieben,
durch Kompression von hexagonalem Eis bei 220 K hergestellt und anschlie-
ßend bei Flu¨ssig-Stickstoff-Temperatur zuru¨ck auf Raumdruck gebracht. Dort
wurden an jeder Probe unter schrittweiser Temperaturerho¨hung 2H-Spin-Gitter-
Relaxationsmessungen nach der Saturation-Recovery-Methode durchgefu¨hrt (sie-
he Abschnitt 4.3.2), auch nach der Transformation ins kubische Eis. Hier wurden
allerdings zusa¨tzlich Daten bei tieferen Temperaturen gewonnen. Die erhaltenen
〈T1〉-Zeiten sind in Abbildung 6.1 u¨ber einen weiten Temperaturbereich darge-
stellt.
Eine der Proben (#4, ◦) wurde bei einem ho¨heren Feld – entsprechend
einer Deuteronenfrequenz von 54,6 MHz anstelle von 46,7 MHz – vermessen.
Die deswegen zu erwartende Verschiebung der 〈T1〉-Zeiten zu gro¨ßeren Werten
ist in Abbildung 6.1 gut zu erkennen.2 Die Relaxationskurven sa¨mtlicher Pro-
ben in der Eis II-Phase zeigen einen zweistufigen Verlauf (siehe Abb. 6.2 a)).
Aus Zeitgru¨nden konnten zur Messung dieser Kurven nicht beliebig lange War-
tezeiten benutzt werden, das jeweilige Plateau wurde gerade noch erreicht (bei
t ≈ 50000 s). Dementsprechend ist die Ungenauigkeit der Zeitkonstanten der
zweiten Stufe deutlich erho¨ht, dies zeigt sich in Abbildung 6.1 in der starken
Schwankung der 〈T1,2〉-Werte.
3 Insbesondere betrifft dieses Problem die bei 54,6
MHz untersuchte Probe.
Der Phasenu¨bergang von Eis II in kubisches Eis Ic ist in Abbildung 6.1 gut
zu erkennen, er findet bei T ≈ 145 K statt. Aus der Literatur sind deutlich ho¨here
U¨bergangstemperaturen bekannt, z.B. 170 K bei Wilson et al. [115], allerdings
gemessen unter kontinuierlicher Temperaturerho¨hung von 1–2 K/min. Die von
uns im NMR-Experiment beobachtete Transformation bei 145 K findet dagegen
auf einer Zeitskala von mehreren Tagen statt. Der Relaxationsverlauf im Eis Ic ist
gestreckt exponentiell mit Streckparametern im Bereich von 0,7 (Abb.A.1). Seine
〈T1〉-Werte weisen eine geringe Temperaturabha¨ngigkeit auf, diese Erkenntnis
beruht allerdings ganz wesentlich auf der Existenz eines 〈T1〉-Wertes bei 84 K.
Ab 120 K scheinen die Werte langsam von 10000 s auf 3000 s abzufallen, sie
stimmen damit aber auch na¨herungsweise mit denen der langsamen Komponente
im Eis II u¨berein. Unsere Strukturuntersuchungen mit Ro¨ntgenbeugung lassen
jedoch keinen Zusammenhang zwischen dem langsamen Anteil im Eis II und
2Die Spin-Gitter-Relaxationszeit nimmt mit der Larmorfrequenz zu (vgl. Gl. 3.48 und
Gl. 3.51).
3Fehlerbalken wurden aus Gru¨nden der U¨bersichtlichkeit in Abb. 6.1 ausnahmsweise nicht
dargestellt.
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Abbildung 6.1: Gemittelte 2H-Spin-Gitter-Relaxationszeiten 〈T1〉 von Eis II und Eis
Ic als Funktion der Temperatur.
3 Zum Vergleich sind Daten sowohl von aus Eis II
gewonnenem Eis Ic dargestellt (hellere Farben, siehe Legende) als auch von Eis Ic, das
aus amorphem Eis hergestellt wurde (Kreuze). Bei den Eis II-Daten und denen des
zugeho¨rigen Eises Ic wird zwischen Messungen an verschiedenen Proben bei 46,7 MHz
(♦, 4, und ) und Messungen an einer Probe bei 54,6 MHz (◦) unterschieden. Die
beiden Komponenten des zweistufigen Relaxationsverlaufs im Eis II (unterhalb von
140 K) sind gut zu trennen.
dem kubischen Eis erkennen, da sich in den hergestellten Eis II-Proben keine
Verunreinigungen durch Eis Ic (oder Eis Ih) feststellen ließen (vgl. Abschnitt 4.2).
Die Existenz zweier Komponenten im Relaxationsverlauf unterhalb von 145 K
kann daher nicht verursacht werden durch strukturelle Heterogenita¨ten in der
Probe, entsprechend einem Anteil von bei 140 K transformierendem Eis II und
einem Anteil von im gesamten beobachteten Temperaturbereich vorhandenen Eis
Ic. Eine transformierte Probe wurde ebenfalls mit Ro¨ntgenbeugung untersucht, sie
wies noch deutliche Anteile von Eis II auf. Darauf sind mo¨glicherweise die kleinen
Werte des Streckparameters β (Abb.A.1), die große Streuung der 〈T1〉-Werte
sowie die deutlich la¨ngeren Relaxationszeiten im Vergleich zu aus amorphem Eis
gewonnenen Ic-Proben zuru¨ckzufu¨hren (siehe Abb. 6.1 und Abschnitt 5.1).
Abbildung 6.2 zeigt Messdaten aus T1-Relaxationsmessungen an einer Eis
II-Probe bei T = 100 K. Die Experimente wurden wie in Abschnitt 4.3.2 be-
schrieben mit einer Saturation-Recovery-Pulsfolge durchgefu¨hrt. Fu¨r die Daten
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Abbildung 6.2: Darstellung
der beiden Methoden zur
Untersuchung der Spin-Gitter-
Relaxation im Eis II.
a) Normierte Relaxationskurve
bei T = 100 K. Die Symbole
repra¨sentieren gemessene Wer-
te, die gestrichelte Linie zeigt
die Anpassung einer KWW-
Funktion an die Messdaten. Ein
bimodal gestreckt-exponentieller
Fit wird durch die durchgezoge-
ne Linie wiedergegeben.
b) Die Relaxationsfunktion Φ(t)
bei kurzen Wartezeiten t und
T = 100 K. Die Steigung der
angepassten Geraden entspricht
der gemittelten Relaxationsrate
〈T−11 〉.
in Diagramm 6.2 a) wurde dabei die Wartezeit logarithmisch u¨ber den gesam-
ten Zeitbereich der Relaxation variiert. Es ist eindeutig zu erkennen, dass eine
KWW-Funktion keine zufriedenstellende Beschreibung des Relaxationsverlaufs
liefert. Dies gilt im gesamten untersuchten Existenzbereich von Eis II bis T ≈ 140
K. Stattdessen wurde eine Summe aus zwei KWW-Funktionen an die Messdaten
angepasst:
M(t) = P1 + P2 · exp
[
−
(
t
T1,1
)β1]
+ P3 · exp
[
−
(
t
T1,2
)β2]
. (6.1)
Diese bimodal gestreckt-exponentiellen Fits zeigen eine gute U¨bereinstimmung
mit dem Experiment (vgl. 6.2 a)). Erhaltene Fitparameter sind in Abbildung 6.3
beispielhaft fu¨r mehrere Proben wiedergegeben. Alle Daten wurden in aufeinander
folgenden Messungen bei schrittweiser Temperaturerho¨hung ermittelt. Eine Probe
(♦) wurde allerdings nach der Messung bei 94 K wieder auf 85 K abgeku¨hlt, um
einige Kontrollmessungen durchzufu¨hren (◦). Eine Auswirkung des vorherigen
Aufwa¨rmens auf das Relaxationsverhalten der Probe durch
”
Tempern“ ist nicht
zu beobachten.
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Abbildung 6.3: Temperaturabha¨ngige Darstellung der Fitparameter T1,1, T1,2, β1, β2,
und des Amplitudenverha¨ltnisses P2/P1 nach Gleichung 6.1. Die zugeho¨rigen Messun-
gen an den einzelnen Proben (♦, 4, und ) wurden unter schrittweiser Temperatur-
erho¨hung durchgefu¨hrt. Bei einer Probe (♦) wurde der Aufheizvorgang unterbrochen,
um einige Messungen bei tieferen Temperaturen zu wiederholen (◦). Eine signifikante
Auswirkung des vorherigen Aufwa¨rmens bis auf T = 94 K auf das Relaxationsverhalten
ist nicht zu beobachten.
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Wie bereits diskutiert ist die Unsicherheit des Parameters T1,2 im Vergleich
zu T1,1 signifikant gro¨ßer (vgl. die Fehlerbalken in Abb. 6.3), er scheint keine
Temperaturabha¨ngigkeit zu besitzen und schwankt um einen mittleren Wert von
etwa 4000 s. T1,1 dagegen sinkt kontinuierlich mit zunehmender Temperatur und
nimmt Werte von mehreren hundert Sekunden ein. Die beiden Streckparameter
β1 und β2 lassen keine Tendenz in ihrem Temperaturverhalten erkennen, die Wer-
te der langsamen Komponente sind im Allgemeinen etwas niedriger als die der
schnellen, wie es der deutlich gestrecktere Verlauf der Relaxationskurve bei großen
Wartezeiten erwarten ließ (vgl. Abb. 6.2 a)). Der Amplitudenanteil der schnellen
Relaxationskomponente weist bei 91 K einen ausgepra¨gten Anstieg von 0,5 auf
0,7 auf, davon abgesehen zeigt er keine offensichtliche Temperaturabha¨ngigkeit.
Insbesondere la¨sst sich auch bei Anna¨herung an die U¨bergangstemperatur ins
Eis Ic, T = 140 K, keine Verschiebung im Verha¨ltnis der beiden Komponenten
beobachten. Der Anstieg bei 91 K ist im Rahmen der geringen Empfindlichkeit
unserer Fits auf das Amplitudenverha¨ltnis erkla¨rbar, zudem geht er mit einer
Zunahme von T1,2, der Zeitkonstanten der langsamen Komponente, einher. Eine
gegenseitige Beeinflussung der Fitparameter ist naheliegend und nachvollziehbar,
eine physikalische Ursache dagegen nicht ersichtlich.
Zusa¨tzlich zur Spin-Gitter-Relaxationszeit wurde auch dessen Inverse,
die Spin-Gitter-Relaxationsrate, bestimmt. Dazu wurde die relaxierende Ma-
gnetisierung in kleinen, linearen Schritten bei kurzen Wartezeiten gemessen
(vgl. Abb. 6.2 b)). Unter Verwendung der bereits ermittelten Gleichgewichtsam-
plitude M0 der Magnetisierung wird dann die Relaxationsfunktion Φ(t) berech-
net. Aus der graphischen Auftragung der Relaxationsfunktion la¨sst sich deren
Anfangssteigung ermitteln, die gerade dem Negativen der gemittelten Relaxati-
onsrate entspricht (siehe Gl. 4.3) [31].
In Abbildung 6.4 ist das Inverse der so ermittelten Raten, 1/〈T−11 〉, gemein-
sam mit den 〈T1,1〉- und 〈T1,2〉-Werten der jeweiligen Proben in einem Arrhe-
niusgraphen dargestellt. 1/〈T−11 〉 und 〈T1,1〉 stimmen sehr gut u¨berein. Zudem
zeigen beide einen linearen Verlauf, dieser entspricht einer Aktivierungsenergie
von EA = 2,3 kJmol
−1 und einem Arrhenius-Vorfaktor A0 von 23,9 s.
4
Eine derart niedrige Aktivierungsenergie kann nicht auf molekulare
Rotations- oder Translationsdynamik zuru¨ckgefu¨hrt werden, denn die zum O¨ffnen
der Wasserstoffbru¨ckenbindungen erforderliche Energie ist eine Gro¨ßenordnung
gro¨ßer [87]. So wurde im hexagonalen Eis fu¨r die tetraedrische Reorientierung
und die damit verknu¨pfte Spin-Gitter Relaxation eine Aktivierungsenergie von
20 bis 25 kJmol−1 gefunden [33].
4Die Arrheniusgleichung beschreibt die exponentielle Abha¨ngigkeit einer Messgro¨ße von
der Temperatur und der Aktivierungsenergie des zugrundeliegenden Prozesses, z.B. 〈T1〉 =
A0 exp[EA/RT ].
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Abbildung 6.4: Die gemittelten
Relaxationszeiten zweier Proben
sind als Funktion der inversen
Temperatur dargestellt. Zudem
wurde das Inverse der entspre-
chenden Relaxationsrate aufge-
tragen, ♦ und 4 bzw.  und ◦
geho¨ren jeweils zur gleichen Pro-
be. 〈T1,1〉 und 1/〈T
−1
1 〉 stimmen
gut u¨berein. Die Gerade verdeut-
licht ein Arrheniusverhalten mit
einer Aktivierungsenergie von 2,3
kJmol−1.
6.2 Stimulierte Echo-Experimente
Im Unterschied zur Spin-Gitter Relaxation bietet das Stimulierte Echo-
Experiment einen direkten Zugang zur Dynamik in deuterierten Festko¨rpern.
Insbesondere eignet es sich hervorragend zur Untersuchung langsamer Reorien-
tierungsdynamik, da man (im Eis) die Orientierungskorrelationsfunktion der O-
D-Bindungen misst. Damit erha¨lt man – ohne Modellannahmen – Informationen
u¨ber die Zeitskala und die Geometrie der Dynamik in der Probe.
Alle Stimulierten Echo-Experimente wurden – im Wechsel mit T1-
Messungen – an Probe #1 (♦) durchgefu¨hrt. Die Abfallkurven wurden sowohl
temperaturabha¨ngig gemessen als auch bei 84 K fu¨r verschiedene Evolutionszeiten
τ und Wartezeiten tw. Wie in Abschnitt 4.3.2 und Referenz [34] geschildert nimmt
die Wartezeit bei einer Verteilung von T1-Zeiten in der Probe eine Filterfunktion
ein. Der Beitrag der Spins zum Stimulierten Echo-Experiment wird nach ihrer
T1-Zeit gewichtet. Je kleiner die Wartezeit gewa¨hlt wird, desto mehr werden die
”
schnellen“ Spins bevorzugt. Zur Auswertung der Abfallkurven S(τ = const., tm)
wird ein entsprechender Relaxationsfaktor Φ∗(tw, tm) benutzt (siehe Gl. 4.6 und
4.7). Dieser wird aus unabha¨ngig mit der Saturation Recovery-Methode gemesse-
nen Spin-Gitter Relaxationsdaten ermittelt (Abschnitt 4.3.2). In Abbildung 6.5
sind beispielhaft Stimulierte Echo- (♦) und T1-Daten (◦) dargestellt, sowie der
sich aus letzteren ergebende Filter Φ∗ (durchgezogene Linie).5 Die experimentel-
len Parameter betragen T = 84 K, τ = 8 µs und tw = 1000 s. Durch Analyse mit
5Die nicht gezeigten Stimulierten Echo-Daten bei Mischzeiten von 10−5 s bis 10−3 s entspre-
chen dem in Abb. 6.5 dargestellten konstanten Anfangsverlauf.
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Abbildung 6.5: Normierte Stimulierte Echo- (♦) und T1-Daten (◦) von Eis II bei T = 84
K. Das Stimulierte Echo-Experiment wurde mit einer Evolutionszeit von τ = 8 µs und
einer Wartezeit tw = 1000 s durchgefu¨hrt. Aus den T1-Daten wird ein Relaxations-
faktor Φ∗(tw, tm) berechnet (durchgezogene Linie). Dieser geht in die Fitfunktion ein,
die an die Stimulierten Echo-Daten angepasst wird (gepunktete Linie). Der sich erge-
bende reine Stimulierten Echo-Anteil der Abfallkurve ist mit einer gestrichelten Linie
dargestellt.
der Fitfunktion nach Gl. 4.7 (gepunktete Linie),
S(τ, tm) = P1 +
[
(P2 − P3) e
−( tmτc )
βτc
+ P3
]
Φ∗ (tw, tm) ,
erha¨lt man den reinen Stimulierten Echo-Anteil der Abfallkurve (gestrichel-
te Linie). Bereits ohne Datenanalyse ist zu erkennen, dass die Zeitskalen von
Korrelations- und Relaxationsfunktion, τc und T1, nicht deutlich getrennt sind,
sie unterscheiden sich ungefa¨hr um eine Gro¨ßenordnung. Zudem erscheint der
Abfall stark gestreckt, der niedrige Wert des Streckparameters – in diesem Fall
β = 0,620 – besta¨tigt dies. Beide Befunde sind fu¨r alle im Rahmen dieser Arbeit
gemessenen Abfallkurven gu¨ltig.
Bei einer Wartezeit von 1000 s ist die Probe zu etwa 60 % relaxiert. Um den
Einfluss dieser Filterung auf das Ergebnis unseres Stimulierten Echo-Experiments
zu untersuchen wurde bei ansonsten gleichbleibenden Parametern jeweils eine
Abfallkurve bei tw = 100 s und bei tw = 7000 s gemessen (siehe Abb. 6.6).
Nach 7000 s ist die Probe vollsta¨ndig relaxiert und alle Spins tragen zur Echo-
Amplitude bei. Allerdings dauert die Messung wegen des Phasenzyklus dann sehr
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Abbildung 6.6: Normierte Stimulierte Echo-Daten von Eis II bei T = 84 K und τ = 8 µs
fu¨r drei verschiedene Wartezeiten tw = 100 s (4), tw = 1000 s (♦) und tw = 7000 s
(). Zusa¨tzlich sind die zugeho¨rigen Relaxationsfaktoren Φ∗(tw, tm) (durchgezogene
Linien) und die sich aus dem Fit ergebenden, reinen Stimulierten Echo-Anteile der
Abfallkurven dargestellt (gestrichelte Linien).
lange, darum wurden fu¨r die Abfallkurve auch weniger Datenpunkte bestimmt.
Mit einer Wartezeit von 100 s la¨sst sich das Experiment zu¨gig durchfu¨hren, es sind
jedoch nur wenige,
”
schnelle“ Spins beteiligt (ca. 5 % der Gesamtmagnetisierung).
Dementsprechend schlecht ist das Signal-Rausch-Verha¨ltnis. Dies la¨sst sich durch
Akkumulationen verbessern, aber dann wa¨re die Zeitersparnis letzten Endes nur
gering.
Die experimentellen Daten bei verschiedenen Wartezeiten unterscheiden
sich nur wenig. Durch die unterschiedlichen Filterfunktionen Φ∗(tw, tm) ergeben
sich Abweichungen in den Parametern des reinen Stimulierten Echo-Abfalls. Die-
se Unterschiede liegen allerdings ganz u¨berwiegend im Bereich der Fehler der
einzelnen Fitparameter (siehe Anhang B). Aus Zeitgru¨nden und wegen der aus-
reichend vorhandenen Magnetisierung wurden daher alle weiteren Messungen bei
einer Wartezeit von 1000 s durchgefu¨hrt. Außerdem funktionierte hier die An-
passung der Fitfunktion 4.7 ausweislich der relativ kleinen Fahler am besten.
Der Einfluss der Temperatur auf das Probenverhalten wurde mit τ = 8 µs
und tw = 1000 s untersucht, der Temperaturbereich erstreckt sich von 84 K bis
112 K. Die durch Anpassung von Gleichung 4.7 gewonnenen Fitparameter τc und
β ko¨nnen zur Berechnung der gemittelten Korrelationszeit 〈τc〉 in der Art von
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Abbildung 6.7: Die gemittelten
Korrelationszeiten aus dem
Stimulierten Echo-Experiment
und die zugeho¨rigen Werte des
Streckparameters β sind als
Funktion der inversen Tempe-
ratur dargestellt. Es ist kein
Arrheniusverhalten zu beob-
achten, beide Gro¨ßen sind im
Rahmen ihrer Fehler nahezu
konstant.
Gleichung 3.55 benutzt werden. In Abbildung 6.7 sind 〈τc〉 und β als Funktion
der inversen Temperatur dargestellt. Beide Gro¨ßen sind im Rahmen ihrer Feh-
ler nahezu konstant, insbesondere ist kein Arrheniusverhalten zu erkennen. Die-
se Temperaturunabha¨ngigkeit der im Stimulierten Echo-Experiment gemessenen
Korrelationsfunktion ist mit molekularer Reorientierungsdynamik unvereinbar.
Das dafu¨r erforderliche Aufbrechen einer Wasserstoffbru¨ckenbindung erfordert
eine Energie von ca. 20 kJmol−1 [87], die sich im Verlauf der gemittelten Korrela-
tionszeit wiederspiegeln mu¨sste. Dies wurde im Fall des hexagonalen Eises auch
so gemessen [33]. Im Eis II scheint die Korrelationszeit der molekularen Bewegung
dem Stimulierten Echo-Experiment nicht zuga¨nglich zu sein.
Der Abfall der Stimulierten Echo-Amplitude kann im Allgemeinen nicht
nur durch Rotations- oder Translationsdiffusion hervorgerufen werden, sondern
auch durch Spindiffusion. Dabei wird keine molekulare, also ra¨umliche Bewe-
gung vorausgesetzt, stattdessen a¨ndert sich die Frequenz des Deuteronenspins
durch Austausch von Polarisation mit seinen Nachbarn mittels Dipol-Dipol-
Wechselwirkung (Abschnitt 3.1.3). Diese spektrale Diffusion ist in der Regel tem-
peraturunabha¨ngig und Spindiffusionszeiten von 20 s bis 500 s sind nicht un-
gewo¨hnlich fu¨r deuterierte Festko¨rper [19]. Unsere Korrelationszeiten im Bereich
von 120 s ko¨nnten daher auf Spindiffusion beruhen.
Da der Abfall der Korrelationsfunktion und der T1-Abfall nicht deutlich
separiert sind, ist die Restkorrelation im Experiment nicht direkt zuga¨nglich
(vgl. Abb. 6.5). Anstatt den Endzustand S∞(τ) zu betrachten, kann man auch
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Abbildung 6.8: τ -Abha¨ngigkeit
der Zwischenzusta¨nde bei tm =
10 s, 30 s und 100 s, gemessen
bei T = 84 K. Bei Evolutionszei-
ten von τ > 20 µs oszillieren die
Zwischenzusta¨nde um einen kon-
stanten Wert, dies wurde fu¨r ei-
ne Mischzeit von tm = 100 s bis
τ = 100 µs beobachtet.
aus den Zwischenzusta¨nden,
Stm(τ) =
S(τ, tm)
S(τ, 10ms) · Φ∗ (tw, tm)
,
etwas u¨ber die Geometrie des Prozesses lernen, der dem Zerfall der Korrelation
zugrunde liegt (siehe Gl. 4.9). Neben der Normierungskurve bei 10 ms wurden
dazu Quermessungen bei 10 s, 30 s und 100 s durchgefu¨hrt. Bei diesen Mischzeiten
ist ein geringer Einfluss der Spin-Gitter-Relaxation auf die Stimulierten Echo-
Daten vorhanden. Zur Bestimmung der Zwischenzusta¨nde wird er durch Division
mit der Filterfunktion Φ∗ (tw, tm) herausgerechnet.
An allen drei untersuchten Zwischenzusta¨nden la¨sst sich bei Evolutionszei-
ten bis ca. 20 µs ein oszillierender Abfall auf ein Plateau beobachten (Abb. 6.8).
Die Plateau-Werte betragen in etwa 0,7 (tm = 10 s), 0,55 (tm = 30 s) und 0,35
(tm = 100 s). Fu¨r τ > 25 µs sind die Zwischenzusta¨nde nahezu konstant, bei
einer Mischzeit von tm = 100 s wurden bis τ = 100 µs keine signifikanten Abwei-
chungen vom Plateau-Wert festgestellt.
Anhand der Grenzwerte der Zwischenzusta¨nde fu¨r große Evolutionszeiten
lassen sich im Unterschied zum Endzustand keine Aussagen u¨ber die Anzahl der
mo¨glichen Orientierungen treffen, die der zugrundeliegende Prozess einnimmt. Al-
lerdings kann eine Beteiligung von Kleinwinkelspru¨ngen ausgeschlossen werden,
da bei großen τ -Werten keine τ -Abha¨ngigkeit zu beobachten ist (vgl. Abschnitt
3.2.2)6. Im Eis Ih dagegen wurde eine derartige Kleinwinkel-Dynamik gemessen
[33]. Sie wird durch die mangelhafte U¨bereinstimmung des H—O—H-Winkels im
Moleku¨l und des Tetraederwinkels der Kristallstruktur verursacht (vgl. Abschnitt
6Diese U¨berlegung gilt fu¨r Zwischenzustand und Endzustand gleichermaßen
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2.1.2). Im Eis II weichen Moleku¨lwinkel und O· · ·O· · ·O-Winkel ebenfalls von-
einander ab (2.2.1). Daher ist Reorientierungsdynamik ohne die Beteiligung von
Kleinwinkeldrehungen nicht mo¨glich. Der im Experiment untersuchte Korrelati-
onszerfall wird demnach nicht durch molekulare Dynamik hervorgerufen. Spin-
diffusion ko¨nnte dagegen zu dem beobachteten Verlauf der Zwischenzusta¨nde
fu¨hren, da hierbei keine Kleinwinkelspru¨nge auftreten: Alle Winkel zwischen den
O-D-Bindungen der Elementarzelle sind groß, daher kann ein Transport von Ma-
gnetisierung zwischen den zugeho¨rigen Spins keine Kleinwinkelanteile aufweisen,
falls die atomare Anordnung statisch ist.
6.3 Simulationen
Die Ergebnisse der am Eis II durchgefu¨hrten NMR-Experimente werfen einige
Fragen auf. In den T1-Messungen wurden zwei unterschiedlich schnell relaxierende
Komponenten beobachtet. Die langsamere Komponente zeigt in erster Na¨herung
keine Temperaturabha¨ngigkeit, die Temperaturabha¨ngigkeit der schnelleren ist
zu schwach, um auf Reorientierungsdynamik zuru¨ckgefu¨hrt werden zu ko¨nnen.
Die Ursache fu¨r die Existenz zweier Komponenten, gleichbedeutend mit zwei
unterschiedlichen Spin-Umgebungen, ist ebenfalls unklar.
Die Stimulierten Echo-Experimente ergaben eine temperaturunabha¨ngige
Korrelationszeit. Zudem treten in der Geometrie des dem Korrelationszerfall zu-
grundeliegenden Prozesses keine Kleinwinkelspru¨nge auf. Beides schließt die Be-
teiligung von Rotationsbewegungen der Wassermoleku¨le aus, die konstante Korre-
lationszeit sogar jegliche molekulare Dynamik. Spindiffusion ko¨nnte jedoch beide
Aspekte erkla¨ren (siehe Abschnitt 6.2).
Spindiffusion ist der Transport von Magnetisierung durch Flip-Flop-
Prozesse benachbarter Spins und beruht auf der Dipol-Dipol-Wechselwirkung
(Abschnitt 3.1.3). Zwei Deuteronen-Spins besitzen im Allgemeinen wegen un-
terschiedlicher Orientierungen der zugeho¨rigen O—D-Bindungen verschiede-
ne Quadrupolfrequenzen. Diese Frequenzen sind jedoch nicht scharf, sondern
durch die begrenzte Lebensdauer dieser Zusta¨nde und durch die Dipol-Dipol-
Wechselwirkung mit allen Spins der Probe verbreitert. Die Sta¨rke der Dipol-
Dipol-Wechselwirkung zwischen den betrachteten Spins ha¨ngt von ihrem gegen-
seitigen Abstand und vom U¨berlapp der Energien ihrer Zusta¨nde ab. Sie bestimmt
die Wahrscheinlichkeit eines Flip-Flop-Prozesses zwischen den beiden Spins, bzw.
die entsprechende U¨bergangsrate. Die Lebensdauer eines Spin-Zustands richtet
sich nach der Summe aller U¨bergangsraten.
Spindiffusion ha¨ngt damit ganz wesentlich, u¨ber den energetischen U¨ber-
lapp der Spinzusta¨nde, von der Ausrichtung der Kristallstruktur im a¨ußeren
Magnetfeld ab. Fu¨r die vielen Kristallite einer Pulverprobe ergeben sich unter-
schiedliche Pfade des Magnetisierungstransports. Zudem wird die Lebensdauer
der Spinzusta¨nde beeinflusst. Bei molekularer Dynamik spielt das a¨ußere Ma-
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gnetfeld natu¨rlich keine Rolle. Die Struktur und die Konzentration der relevanten
Defekte sollten die Dynamik bestimmen, wie aus dem hexagonalen Eis bekannt
[87, 33]. In erster Na¨herung kann dabei von einer τ -unabha¨ngigen Korrelationszeit
ausgegangen werden. Die in unseren Experimenten festgestellten Abweichungen
ko¨nnen vernachla¨ssigt werden (siehe Anhang B), in diesem Zusammenhang inter-
essieren nur Unterschiede im Bereich von Gro¨ßenordnungen. Eine τ -unabha¨ngige
Korrelationszeit ermo¨glicht die Berechnung von Zwischenzusta¨nden aus einem
simulierten Endzustand durch eine einfache Gleichung,
Stm(τ) = S∞(τ)
(
1− e−(
tm
τc
)
βτc
)
+ e−(
tm
τc
)
βτc
, (6.2)
die sich aus der Abfallkurve des Stimulierten Echos ableiten la¨sst (Gl. 3.59). Der
Endzustand ist vollsta¨ndig durch die den Moleku¨len zuga¨nglichen Orientierun-
gen bestimmt. Die Simulation beruht daher auf den bekannten Atomkoordinaten
der Elementarzelle des Eis II.7 Zur Vereinfachung wurden nur die bei kleineren
τ -Werten relevanten Großwinkelspru¨nge betrachtet, die in Abschnitt 6.2 disku-
tierten Kleinwinkelspru¨nge wurden nicht beru¨cksichtigt. In den experimentellen
Daten ist ohnehin keine Kleinwinkel-Dynamik zu erkennen. Wie bei allen in die-
sem Abschnitt vorgestellten Simulationsrechnungen wurden die verwendeten Pro-
gramme von Burkhard Geil geschrieben.
In Abbildung 6.9 sind der simulierte Endzustand und die daraus berech-
neten Zwischenzusta¨nde als Linien dargestellt. Zum Vergleich werden auch die
bereits diskutierten Messdaten von Zwischenzusta¨nden gezeigt (Abschnitt 6.2).
Die 24 O—D-Bindungen der Elementarzelle nehmen 12 anhand ihrer Quadrupol-
frequenz unterscheidbare Orientierungen ein. Der Endzustand oszilliert erwar-
tungsgema¨ß um den Kehrwert 1/12. Die abgeleiteten Zwischenzusta¨nde fallen
ebenfalls schnell, d.h. fu¨r τ < 5 µs, auf den jeweiligen Plateauwert ab. Dies
unterscheidet sie deutlich von den experimentellen Daten, die einen langsamen
Abfall bis mindestens 20 µs zeigen. Das Modell der molekularen Dynamik kann
die experimentellen Ergebnisse also nicht beschreiben. Bei Beru¨cksichtigung von
Kleinwinkel-Dynamik wa¨ren die Diskrepanzen zwischen Modell und Experiment
sogar noch ausgepra¨gter, wie in Abschnitt 6.2 erla¨utert.
Simulationsrechnungen zur Spindiffusion sind wesentlich aufwendiger als
solche zur Molekularen Dynamik, da hier die Orientierung zum Magnetfeld nicht
nur die Messgro¨ße ωQ, sondern die ”
Dynamik“ selbst beeinflusst. Man beno¨tigt
wieder alle Atomkoordinaten der Elementarzelle, d.h. 12 Sauerstoff- und 24
Wasserstoff-Positionen. Wa¨hrend bei molekularer Reorientierung die H-Atome
ihre Pla¨tze a¨ndern, finden bei Spindiffusion zufa¨llige Spru¨nge der Kernspins auf
den Wasserstoff-Positionen statt. In Monte Carlo Markov Chain-Simulationen
wird diese stochastische Dynamik mit einem geeigneten Modell berechnet.
7Im Unterschied zum Eis Ih ist im Eis II wegen der Protonenordnung auch die Lage der
H-Atome festgelegt.
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Abbildung 6.9: Vergleich von
Ergebnissen aus Experimenten
und Simulationen. Die experi-
mentellen Resultate (Symbole)
wurden bereits in Abb. 6.8 be-
schrieben. Der τ -abha¨ngige End-
zustand (durchgezogene Linie)
wurde in einer Simulation er-
mittelt, die Zwischenzusta¨nde
(gestrichelte/gepunktete Linien)
wurden aus dem Endzustand un-
ter Annahme einer τ -unabha¨ngi-
gen Korrelationszeit fu¨r ver-
schiedene Mischzeiten berechnet.
Die angegebenen Zahlen geben
das Verha¨ltnis von Mischzeit
und Korrelationszeit wieder. Die
theoretischen Kurven stimmen
nicht mit den Messdaten u¨berein.
Zu Beginn der Rechnung wird die Richtung des B-Feldes zufa¨llig festgelegt
und die resultierenden Quadrupolfrequenzen aller Spins bestimmt. Diese werden
benutzt, um unter Verwendung einer vorzugebenden Frequenzverbreiterung die
U¨berlappintegrale eines zufa¨llig ausgewa¨hlten Spins mit den U¨brigen zu ermit-
teln. Aus U¨berlappintegral und Abstand zweier Spins ergibt sich die zugeho¨rige
U¨bergangsrate, und die Summe aller 23 U¨bergangsraten fu¨hrt zur Inversen der
mittleren Lebensdauer des betrachteten Spinzustands. Die tatsa¨chliche Lebens-
dauer wird nun unter der Annahme einer logarithmischen Zufallsverteilung aus
dem Mittelwert berechnet. Die neue Spinposition erha¨lt man statistisch bei Be-
achtung der unterschiedlichen Wahrscheinlichkeiten bzw. U¨bergangsraten.
Das zufa¨llige Springen des ausgewa¨hlten Spins findet bis zum Ende der
vorzugebenden
”
Mischzeit“ statt. Anschließend werden nacheinander alle u¨bri-
gen Spins als Ausganszustand gewa¨hlt. Insgesamt entspricht dies einer Trajek-
torie des random walker. Fu¨r jede neue Trajektorie wird eine Orientierung des
B-Feldes zufa¨llig gewa¨hlt. Dies entspricht der Pulvermittelung und sorgt insbe-
sondere dafu¨r, dass sich der energetische U¨berlapp der Spinzusta¨nde a¨ndert. Die
Ensemblemittelung wird durch eine große Anzahl von mehreren hunderttausend
Trajektorien erreicht. Aus den erhaltenen Daten ko¨nnen die gewu¨nschten Kurven
zum Vergleich mit experimentellen Daten berechnet werden, neben den Zwischen-
zusta¨nden des Stimulierten Echo-Experiments sind dies z.b. auch 2D-Spektren
(siehe Anhang C).
Abbildung 6.10 zeigt die berechneten Zwischenzusta¨nde gemeinsam mit den
gemessenen. Auch der Verlauf des berechneten Endzustands ist angegeben. Dieser
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Abbildung 6.10: Vergleich von
Ergebnissen aus Experimenten
und Simulationen. Die experi-
mentellen Resultate (Symbole)
wurden bereits in Abb. 6.8 be-
schrieben, die durchgezogene Li-
nie stellt den berechneten End-
zustand dar. Die τ -Abha¨ngig-
keit der Zwischenzusta¨nde wur-
de aus Simulationen der Spindif-
fusion fu¨r verschiedene Mischzei-
ten ermittelt. Die angegebenen
Mischzeiten tm geben den Wert
des entsprechenden Simulations-
parameters an. Die theoretischen
Kurven stimmen tendenziell mit
den Messdaten u¨berein.
unterscheidet sich deutlich von den Kurven der Spindiffusion, insbesondere zeich-
net sich auch fu¨r la¨ngere (Simulations-) Mischzeiten keine a¨hnliche τ -Abha¨ngig-
keit ab. Dies spiegelt die ra¨umliche Einschra¨nkung der Spindiffusion wieder, die
nur entlang bevorzugter Pfade verla¨uft (vgl. Anhang C).
Beim Vergleich von Experiment und Simulation gilt es zu beachten, dass die
Simulations-Mischzeiten sich von den experimentellen tm um einen noch unbe-
kannten Skalierungsfaktor unterscheiden. Zudem beruht die Linienverbreiterung
der Spinzusta¨nde auf einer groben Abscha¨tzung, fu¨r die Kurven in Abb. 6.10
wurde sie auf 5 % des Anisotropie-Parameters festgesetzt, entsprechend einem
Wert von ca. 7,5 kHz. Die U¨bereinstimmung zwischen den berechneten und den
gemessenen Zwischenzusta¨nden ist nicht sehr gut, jedoch zeigen beide den glei-
chen Trend: Einen Abfall bis τ = 20 µs mit anschließendem Verharren auf einem
Plateauwert. Auch die Sta¨rke der Oszillationen, v.a. bei kleinen τ -Werten, ist
vergleichbar. Insgesamt liefern die modellierten Kurven noch keine zufriedenstel-
lende, aber doch na¨herungsweise zutreffende Beschreibung der experimentellen
Daten. Eine Verbesserung der U¨bereinstimmung durch Anpassung der Modell-
parameter war bisher aus Zeitgru¨nden leider nicht mo¨glich, ist jedoch fu¨r die
Zukunft geplant.
6.4 Diskussion
Bei den T1-Messungen am Eis II unter Raumdruck wurde fu¨r den U¨bergang ins
kubische Eis eine Temperatur von 145 K gefunden. Diese liegt ca. 25 K unter-
halb des aus der Literatur bekannten Wertes, was durch die in unserem Fall um
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mehrere Gro¨ßenordnungen niedrigere Heizrate von etwa 1 K/Tag zu erkla¨ren ist.
Die Relaxationskurven des Eis II zeigten im gesamten betrachteten Stabi-
lita¨tsbereich einen gestreckten, bimodalen Verlauf. Die beiden Anteile sind in etwa
gleich stark an der Relaxation beteiligt. Die Streckung der langsamen Komponen-
te ist deutlich ausgepra¨gt, wa¨hrend die schnelle Komponente ein na¨herungsweise
monoexponentielles Verhalten besitzt. Sowohl Amplitudenverha¨ltnis als auch die
Streckparameter und die (mittlere) Zeitkonstante der langsamen Komponente
zeigen im Wesentlichen keine Temperaturabha¨ngigkeit. Die (gemittelte) Relaxa-
tionszeit des schnellen Anteils weist dagegen arrheniusartiges Verhalten auf.
Zusa¨tzlich zu den Mittelwerten der T1-Zeiten der beiden Komponen-
ten, 〈T1,1〉 und 〈T1,2〉, wurde auch das harmonische Mittel der ganzen T1-
Verteilung in der Probe bestimmt. Dies ist das Inverse der mittleren Spin-Gitter-
Relaxationsrate 〈T−11 〉. Das harmonische Mittel ist im Allgemeinen kleiner als
das arithmetische Mittel der T1-Verteilung in der Probe, 〈T1〉, bei Temperatu-
runabha¨ngigkeit der Verteilung sind beide Gro¨ßen allerdings proportional zuein-
ander [31]. Der Proportionalita¨tsfaktor nimmt mit der Breite der Verteilung zu.
Im Eis II nimmt das Inverse der mittleren Spin-Gitter Relaxationsrate nahezu
die gleichen Werte wie das mittlere T1 der schnellen Komponente an. Aus bei-
der Temperaturabha¨ngigkeit la¨sst sich eine Aktivierungsenergie von EA = 2,3 kJ
mol−1 berechnen.
Die Ursache fu¨r den zweikomponentigen Relaxationsverlauf im Eis II ist un-
klar. Aufgrund von Ro¨ntgenstrukturuntersuchungen ko¨nnen Beimischungen an-
derer Eisphasen, z.B. durch eine naheliegende Verunreinigung mit Eis Ic, ausge-
schlossen werden. Auch die Art der Verteilung der T1-Zeiten in der Probe ist nicht
bekannt. Diese Verteilung muss das Zusammenfallen von 〈T1,1〉- und 1/〈T
−1
1 〉–
Werten hervorrufen. Die sich aus deren Temperaturabha¨ngigkeit ergebende Akti-
vierungsenergie des zugrundeliegenden Prozesses ist fu¨r Reorientierungs-Dynamik
deutlich zu klein. Stattdessen ko¨nnte die niedrige Aktivierungsenergie auf klein-
amplitudige Librationsbewegungen zuru¨ckzufu¨hren sein.
Der in den Stimulierten Echo-Experimenten beobachtete Korrelationszerfall
ist zeitlich nur wenig vom T1-bedingten Abfall der Echoamplitude getrennt. Sie
unterscheiden sich in etwa um eine Gro¨ßenordnung. Bei einer Evolutionszeit von
8 µs ist der Korrelationszerfall im gesamten betrachteten Temperaturbereich von
84 K bis 112 K stark gestreckt mit β ≈ 0,6. Die ebenfalls temperaturunabha¨ngige
mittlere Korrelationszeit 〈τc〉 liegt bei etwa 120 s. Wegen der geringen Separati-
on von Korrelations- und Relaxationsabfall ist der Endzustand des Stimulierten
Echos im Eis II nicht zuga¨nglich, stattdessen wurden Zwischenzusta¨nde gemes-
sen. Diese nehmen fu¨r τ > 20 µs konstante Plateauwerte ein, sie zeigen also keine
Kleinwinkeldynamik.
Reorientierungsdynamik ganzer Wassermoleku¨le im Eis II muss aus struktu-
rellen Gru¨nden Kleinwinkelspru¨nge aufweisen. Die fehlenden Anzeichen fu¨r Klein-
winkeldynamik in der τ -Abha¨ngigkeit der Zwischenzusta¨nde bedeutet daher, dass
Reorientierungsbewegungen nicht als Ursache des beobachteten Korrelationszer-
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falls in Frage kommen. Die Temperaturunabha¨ngigkeit der Korrelationszeit la¨sst
daru¨ber hinaus den Schluss zu, dass keine Art von molekularer Dynamik den zu-
grundeliegenden Prozess darstellen kann. Sowohl mangelnde Kleinwinkeldynamik
als auch temperaturunabha¨ngiges Verhalten sind dagegen mit Spindiffusion ver-
einbar. Daher wurden Berechnungen durchgefu¨hrt, um Modelle von Reorientie-
rungsdynamik einerseits und Spindiffusion andererseits miteinander und mit den
experimentell ermittelten Zwischenzusta¨nden zu vergleichen. Das Spindiffusions-
modell ergibt eine qualitativ deutlich bessere U¨bereinstimmung von gemessenen
und simulierten Daten. Zudem zeigt sich, dass Spindiffusion nicht alle im Kristall
vorhandenen Orientierungen der O—D-Bindungen erreichen kann. Sie findet nur
entlang bevorzugter Pfade statt.
Aus der Literatur ist bekannt, dass Spindiffusion zu einem schnelleren
Aufbau der Relaxationskurven fu¨hren kann, indem Magnetisierung zu schnel-
ler relaxierenden Spins transportiert wird [44]. Die Streckung nimmt daher ab
und die ermittelte mittlere Spin-Gitter-Relaxationszeit ist ku¨rzer als es der
tatsa¨chlich vorhandenen T1-Verteilung entspricht. Falls der in den Stimulierten
Echo-Experimenten am Eis II beobachtete Prozess Spindiffusion darstellt, so ist
wegen der kurzen Korrelationszeit ein entsprechender Effekt zu erwarten. Die Re-
laxationskurven im Eis II zeigen jedoch eine sehr breite Verteilung von T1-Zeiten,
insbesondere bei langen Zeiten ist die Streckung besonders groß. Dieser scheinba-
re Widerspruch kann allerdings durch die ra¨umliche Begrenzung der Spindiffusion
erkla¨rt werden. Sie ist deswegen kein effektiver Beschleuniger der sichtbaren Re-
laxation.
Wa¨ren Spin-Gitter-Relaxation und Stimulierter Echo-Abfall beide auf Re-
orientierungsdynamik zuru¨ckzufu¨hren, so wu¨rden die jeweiligen Zeitkonstanten
in einem festen Verha¨ltnis zueinander stehen (vgl. Abschnitt 3.2.1), T1 wa¨re 5
Gro¨ßenordnungen gro¨ßer als τc [33]. Die Stimulierten Echo-Experimente im Eis
II zeigen jedoch keine Anzeichen von Reorientierungsdynamik. Diese kann bei
den niedrigen Temperaturen nicht auf Zeitskalen von weniger als 10 µs ablau-
fen, sie ist daher im Zeitbereich von einigen hundert Sekunden oder mehr zu
finden. Wegen des oben erwa¨hnten Proportionalita¨tsfaktors kann damit die T1-
Relaxation nicht durch Reorientierungsdynamik verursacht werden. Im Fall der
bereits genannten Librationsbewegungen wa¨re der Proportionalita¨tsfaktor dage-
gen um weitere Gro¨ßenordnungen gro¨ßer, die zugeho¨rige Korrelationszeit ko¨nnte
im Sub-Mikrosekunden-Bereich liegen und die Dynamik im Stimulierten Echo-
Experiment daher unerkannt bleiben. Auch physikalisch sind kleinamplitudige
Librationsbewegungen auf dieser Zeitskala nicht auszuschließen.
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Kapitel 7
Zusammenfassung
Die Deuteronen-NMR ist eine bewa¨hrte Methode zur Untersuchung von mole-
kularer Dynamik in amorphen und kristallinen Festko¨rpern. Dabei werden unter
anderem Spin-Gitter Relaxationsmessungen und Stimulierte Echo-Experimente
eingesetzt.
Aufbauend auf den Befunden am Eis Ih werden im Rahmen dieser Arbeit
verschiedene Hochdruckeisphasen hergestellt und mit Deuteronen-NMR Techni-
ken unter Raumdruck untersucht. Die amorphen Eise stellen ein besonders in-
teressantes und intensiv bearbeitetes Forschungsgebiet dar. Die erstmals durch-
gefu¨hrten temperaturabha¨ngigen Relaxationsmessungen zeigen, dass die Spin-
Gitter Relaxationszeit eine geeignete Gro¨ße zur Charakterisierung der amorphen
Eise darstellt. Alle drei amorphen Eise unterscheiden sich deutlich in ihren tempe-
raturabha¨ngigen T1-Zeiten, die Relaxationszeit kann daher als Monitorparameter
zum Studium der U¨berga¨nge zwischen den einzelnen Eisphasen benutzt werden.
Die Transformation von HDA nach LDA findet bei unserer Heizrate von
1 K/h bei einer Temperatur von 105 K statt. Beim Erwa¨rmen von VHDA entsteht
bei Temperaturen u¨ber 105 K dagegen eine relaxierte Form, die in ihren T1-Zeiten
denen von HDA gleicht. Diese wandelt sich schließlich bei 115 K in LDA um.
Diese Ergebnisse, insbesondere die Identifikation eines HDA-a¨hnlichen Zustands,
sind in hervorragender U¨bereinstimmung mit Resultaten aus Neutronenstreu-
experimenten zu strukturellen und vibratorischen Eigenschaften der amorphen
Eise. Aus einer Analyse unserer Daten la¨sst sich schließen, dass der relaxierte
Zwischenzustand keine inhomogene Mischung aus VHDA und LDA ist und die
VHDA/LDA-Transformation demnach keinen Phasenu¨bergang erster Ordnung
darstellt. In der Literatur wird die Klassifizierung dieses U¨bergangs zur Zeit noch
kontrovers diskutiert.
Am Eis II wurden zum ersten Mal Relaxationsmessungen und Stimulier-
te Echo-Experimente durchgefu¨hrt. Die beobachtete Temperatur von 145 K fu¨r
den U¨bergang von Eis II nach Eis Ic ist unter Beru¨cksichtigung unserer Heizrate
von etwa 1 K/Tag im Einklang mit Angaben aus der Literatur. Die Relaxations-
kurven zeigen einen bimodalen Verlauf. Strukturelle Heterogenita¨ten durch Ver-
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unreinigung mit anderen Eisphasen konnten als mo¨gliche Ursache mittels Ro¨nt-
gendiffraktionsanalyse ausgeschlossen werden. Wa¨hrend die langsame Relaxati-
onskomponente keine Temperaturabha¨ngigkeit zeigt, la¨sst die Zeitkonstante der
schnellen Komponente arrheniusartiges Verhalten erkennen, allerdings mit einer
Aktivierungsenergie von nur 2 kJmol−1. Dieser Wert ist zu klein, um auf Reori-
entierungsbewegungen als Relaxationsmechanismus zuru¨ckgefu¨hrt zu werden.
Der Zerfall des Stimulierten Echos ist nur um etwa eine Gro¨ßenordnung
schneller als der durch Relaxation hervorgerufene Abfall der Echoamplitude. Die
sich ergebende Korrelationszeit ist temperaturunabha¨ngig, der Korrelationszer-
fall kann daher nicht auf molekularer Dynamik beruhen. Stattdessen kommt Spin-
diffusion in Betracht. Diese Interpretation wird unterstu¨tzt durch Erkenntnisse
zur Geometrie des zugrundeliegenden Prozesses. Diese weist keine Kleinwinkel-
spru¨nge auf, die zu erwarten wa¨ren, falls Reorientierungsdynamik den Korrelati-
onszerfall verursacht.
Ein Vergleich der Messdaten mit Ergebnissen aus Simulationen deutet eben-
falls auf Spindiffusion als Ursache des Korrelationszerfalls hin. Des Weiteren zei-
gen die Rechnungen, dass Spindiffusion nur entlang bevorzugter Pfade stattfinden
kann. Das ko¨nnte erkla¨ren, warum sie sich nicht erkennbar auf das Relaxations-
verhalten auswirkt, denn die im Eis II vorhandene starke Streckung der Relaxa-
tionskurve ist andernfalls mit Spindiffusion nicht zu vereinbaren.
Im Eis II wurde in seinem Stabilita¨tsbereich unter Raumdruck auf Zeitska-
len von 10 µs bis etwa 100 s keine Rotationsdynamik beobachtet. Vielmehr gibt
es starke Indizien fu¨r ein ra¨umlich eingeschra¨nktes Auftreten von Spindiffusion.
Die Existenz von Spindiffusion wurde bisher in keiner D2O-Eisphase beobachtet.
Kapitel 8
Summary
Deuteron-NMR is an approved method for the investigation of molecular dy-
namics in amorphous and crystalline solids. The applied techniques comprise
amongst others spin-lattice relaxation measurements and stimulated echo expe-
riments.
Based on the findings in ice Ih the objective of this work was to produce
different high pressure ice phases and measure them at ambient pressure. The
amorphous ices constitute a particularly interesting and intensely treated field of
research. Temperature dependent relaxation measurements were performed for
the first time. They show the applicability of the spin-lattice relaxation time
for the characterization of the amorphous ices. All three amorphous ices differ
significantly in their temperature dependent T1-values. Therefore the relaxation
time can be used to monitor the transitions between the individual ice phases.
Applying a heating rate of 1 K/h the transformation of HDA into LDA takes
place at a temperature of 105 K. By contrast, warming up VHDA to temperatures
above 105 K leads to a relaxed form with relaxation times that resemble the values
of HDA. This modification eventually transforms into LDA at 115 K. These
findings are in excellent agreement with results from neutron scattering studies
of structural and vibrational properties of the amorphous ices. This holds in
particular for the identification of an HDA-like state. Our data analysis indicates
that this intermediate state is not an inhomogeneous mixture of VHDA and
LDA, suggesting that the VHDA/LDA transition is not of a simple first order
type. In the ice community the classification of this transition is still a matter of
controversial debate.
In ice II relaxation measurements and stimulated echo experiments were
performed for the first time. The observed temperature of the transition from ice
II to ice Ic, 145 K, is consistent with literature data, considering our heating rate
of about 1 K/day. The relaxation curves show a bimodal evolution. This is not due
to structural heterogeneities, because additional X-ray diffraction measurements
exclude a contamination of our samples with other ice phases. The slow rela-
xing component displays no temperature dependence. The time constant of the
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fast component reveals Arrhenius-like behaviour, although the activation energy
is only 2 kJmol−1. Such a small value can not be attributed to reorientation
dynamics as the origin of relaxation in ice II.
The decay of the stimulated echo is only about one order of magnitude fa-
ster than the decay due to spin-lattice relaxation. The resulting correlation time
is temperature independent. Hence, the loss of correlation can not be due to mo-
lecular dynamics. However, it could stem from spin diffusion, which is known to
induce frequency shifts of individual spins in deuteron systems. This interpreta-
tion is supported by the analysis of the geometry of the underlying process. The
geometry exhibits no small angle jumps as would be expected if the stimulated
echo decay originates from structural reorientation dynamics.
A comparison of the experimental data with results from simulations also
suggests that spin diffusion could be the reason of the correlation decay. These
calculations show that spin diffusion takes place only along preferred pathways.
This could be the reason why spin diffusion doesn’t affect the observable relaxa-
tion behaviour. Otherwise, the strong stretching of the relaxation curve found in
ice II is not in accordance with spin diffusion.
No rotation dynamics with time scales from 10 µs to about 100 s were ob-
served in ice II in its stability region at ambient pressure. In fact, there are strong
indications for a spatially restricted occurence of spin diffusion. The existence of
spin diffusion was never observed in D2O ice phases so far.
Anhang A
Kubisches Eis
Kubisches Eis aus Eis II
Abbildung A.1: Darstellung der
Temperaturabha¨ngigkeit des
Streckparameters β aus den Fits
an die Relaxationskurven im
Eis Ic. Das kubische Eis wurde
aus Eis II gewonnen (Kap. 6).
Gezeigt werden Ergebnisse von
4 Proben, Probe #4 wurde bei
54,6 MHz gemessen, die u¨brigen
bei 46,7 MHz. β schwankt im
wesentlichen um Werte von 0,7.
Das kubische Eis ist eigentlich nicht Gegenstand dieser Arbeit. Wir erhalten
es durch Erwa¨rmen der im Fokus dieser Arbeit stehenden Eisphasen LDA und
Eis II. Insbesondere zur Diskussion der Ergebnisse zum Eis II werden auch die
entsprechenden Werte der Eis Ic-Proben herangezogen, die aus der Transforma-
tion von Eis II entstanden sind (vgl. Abschnitt 6.1). Dies betrifft auch die hier
dargestellte Temperaturabha¨ngigkeit des Streckparameters.
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Anhang B
Eis II
Stimulierte Echo–Experimente
Messungen bei T = 84 K an Probe #1
Abbildung B.1: Normierte Stimulierte Echo-Daten von Eis II bei T = 84 K und tw =
100 s fu¨r drei verschiedene Evolutionszeiten τ = 100 µs (4), τ = 8 µs (♦) und τ = 2 µs
(). Zusa¨tzlich sind der zugeho¨rige Relaxationsfaktor Φ∗(tw, tm) (durchgezogene Linie)
und die sich aus dem Fit (gepunktete Linien) ergebenden, reinen Stimulierten Echo-
Anteile der Abfallkurven dargestellt (gestrichelte Linien). Fu¨r τ = 2 µs war keine
Auswertung mo¨glich.
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Tabellierte Daten zu den Abb. 6.6 und B.1:
tw/s τ/µs τc/s β S∞ < τc >/s
7000 8 102.2±20.5 0.574±0.044 0.119±0.060 165.0±33.1
100 8 78.4±12.6 0.725±0.053 0.179±0.056 95.5±15.3
1000 8 74.9±6.9 0.620±0.017 0.186±0.023 108.1±10.0
1000 100 34.2±3.3 0.437±0.017 0.149±0.020 94.2±9.1
Anhang C
Simulationen
Abbildung C.1: Simuliertes 2D-
Austauschspektrum von Eis Ih
fu¨r tm → ∞. Dieser Endzustand
ist durch die den Moleku¨len
zuga¨nglichen Orientierungen be-
stimmt. Deutlich sind die drei
Austauschellipsen zu erkennen,
die den drei Sprungwinkeln ent-
sprechen (vgl. Abb.C.4).1
Aus den resultierenden Daten der in Abschnitt 6.3 diskutierten Simulatio-
nen lassen sich auch 2D-Spektren berechnen. Aus Gru¨nden der U¨bersichtlichkeit
beschra¨nkt man sich dabei auf einen Anteil, der jedoch alle Informationen entha¨lt.
Dieser wird auch in den Abbildungen dieses Abschnitts gezeigt. Das komplette
Spektrum la¨sst sich durch Spiegelung an der Nebendiagonalen und anschließende
Addition gewinnen.
Im hexagonalen Eis existieren drei in der NMR unterscheidbare Sprung-
winkel (siehe Abb.C.4). Die zugeho¨rigen Austauschellipsen sind in Abb.C.1 zu
sehen. Abb.C.2 zeigt die Situation im Eis II. Wegen der zahlreich vorhandenen
Sprungwinkel sind hier wesentlich mehr Ellipsen zu beobachten.
1Dargestellt ist nur ein Teil des Spektrums, der jedoch alle Informationen entha¨lt (vgl. die
Symmetrie des Pake-Spektrums).
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Abbildung C.2: Simuliertes 2D-
Austauschspektrum von Eis II
fu¨r tm → ∞. Dieser Endzustand
ist durch die den Moleku¨len
zuga¨nglichen Orientierungen be-
stimmt. Entsprechend der vie-
len vorhandenen Sprungwinkel
sind hier wesentlich mehr Aus-
tauschellipsen als im Eis Ih zu er-
kennen (vgl. Abb.C.5).2
Abbildung C.3: Simuliertes 2D-
Austauschspektrum von Eis II
fu¨r Spindiffusion mit tm =
10000 und ca. 150000 Trajek-
torien. Die im Endzustand vor-
handenen Austauschellipsen sind
auch hier zu erkennenden, jedoch
nur teilweise. Offensichtlich fin-
det Spindiffusion nicht zwischen
allen vorhandenen Orientierun-
gen statt.2
Abb.C.3 zeigt eine Simulation von Spindiffusion bei einer langen Mischzeit.
Die im Endzustand vorhandenen Ellipsen (C.2) sind nur teilweise zu erkennen.
Die Spindiffusion erreicht demnach nicht alle im Eis II strukturell zur Verfu¨gung
stehenden Orientierungen. Selbst fu¨r lange Mischzeiten unterliegt sie ra¨umlichen
Beschra¨nkungen.
In den Abbildungen C.4 und C.5 sind die Reorientierungswinkelverteilungen
2Dargestellt ist nur ein Teil des Spektrums, der jedoch alle Informationen entha¨lt (vgl. die
Symmetrie des Pake-Spektrums).
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Abbildung C.4: Reorientierungswinkelverteilung der Endzusta¨nde in Eis Ih. Links dar-
gestellt der schnelle lokale Sprungprozess und rechts die langsame Translation.3
Abbildung C.5: Reorientierungswinkelverteilung der Endzusta¨nde in Eis II. Links dar-
gestellt der lokale Sprungprozess und rechts alle in einer Einheitszelle mo¨glichen.3
der Endzusta¨nde im Eis Ih und Eis II dargestellt.
3 Fu¨r die Anzahl der in 2D-
Spektren auftauchenden Ellipsen ist zu beachten, dass dort zu 90◦ symmetrische
Sprungwinkel nicht unterschieden werden ko¨nnen.
3Die Berechnung dieser Winkelverteilungen wurde von Burkhard Geil durchgefu¨hrt.
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