We consider a nonlinear model that describes the dynamics of a phytoplankton population with aggregation and competition between individual cells. A finite difference method is developed for approximating the solution of this partial differential equation. The convergence of this approximation to a unique bounded variation solution of the model is proved. Numerical results showing the accuracy of this scheme are presented.
Introduction.
The growth of an individual cell of phytoplankton is influenced by a variety of factors; two of these are light and nutrients. It is well known (see, e.g., [12] ) that in an environment where nutrients are abundant, individual phytoplankton cells divide rapidly resulting in very high population densities. This, in turn, causes a rapid decrease in nutrients due to consumption by phytoplankton and self-shading due to the high density of cells, which results in competition for nutrients and light among these cells.
On the other hand, aggregation of these cells into much larger conglomerates affects the distribution of the phytoplankton total population by increasing the mean volume of a particle, hence removing these aggregates from the surface layer of the ocean at a faster rate due to higher settling velocities (see, [4, 5, 8, 9, 10, 11, 13, 15] ). In this paper, we consider the following nonlinear, nonlocal, initial-boundary value problem that describes the dynamics of a phytoplankton population with aggregation and competition between individual cells:
ut + (g{x, P(t))u)x = F(u) -u, (t, X) e (0, T\ x (0, xmax], r^max 5(0, P(t))u(t,0) = C(t) + / (3(x, P(t))u(t, J o the total number of aggregates at time t . The parameters g and (3 are the growth and reproduction rates of individual aggregates, respectively. We remark that to include the effects of competition for resources among individuals, we allow the parameters g and (3 to depend on the total population P. The parameter w represents the settling speed of an aggregate of size x, Z represents the depth of the surface layer, and C is the rate of XI) xi inflow of zero-size individuals from an external source. The term --represents the loss Zj of particles due to sinking out from the surface layer. The function ri(x, y) represents the rate at which an aggregate of size x coalesces with an aggregate of size y. The first term of F{u) describes the rate at which collisions between particles result in the formation of particles in the size interval [x, x + dx] , while the second represents the rate at which these collisions cause these particles to be lost from the same interval.
The model (1.1), when g = g(x), (3 = (3(x), and C = 0, was developed and studied in [2] . Therein, the convergence of an approximation scheme and the well-posedness of this autonomous semilinear initial-boundary value problem were established. Our goal here is to extend the existence and uniqueness results to our nonlinear setting presented in (1.1), and to develop a finite difference approximation to this equation. To the best of our knowledge, numerical approximation methods for nonlinear equations of type (1.1) are not available in the literature.
To pursue this study, we use techniques similar to those used to study the wellposedness of nonlinear conservation laws (see, e.g., [7, 14] ). For this, we define a weak solution of our model (1.1) to be a bounded measurable function u satisfying:
for t € [0,T] and every test function </> € C1((0,T) x (0,xmax)). To continue, we make the following assumptions on our model parameters. We remark that similar conditions were used in [1, 2, 3, 6] . Our paper is organized as follows. In Sec. 2 we develop an implicit finite difference scheme to approximate the solution of Eq. (1.1) and establish stability and convergence results. In Sec. 3 the uniqueness of BV weak solutions is discussed. Finally, numerical results are presented in Sec. 4.
Convergence
of the difference scheme.
In this section, we follow similar techniques to those used in [6, 14] to obtain subsequential convergence of the finite difference -fj, dl 0 0
Our next task is to show that the system of linear equations given in (2.2) has a unique solution that preserves nonnegativity. Proof. The proof follows immediately from using techniques similar to those used in Lemma 2.1 of [6] , together with Theorem 7.2, p. 43 in [16] .
In our next lemma we establish a bound on the 11 norm of our difference approximation. Lemma 2.2. Under the assumptions of Lemma 2.1 and assuming that 0\At < 1, we have the following bound on the 11 of our approximation uk:
Proof. Following the proof of Lemma 2.2 in [6] , since u■ > 0 and since
< /3(x,P) > < 0i, we multiply Eq. (2.1) by Ax and sum over the indices j = 1,... , N to get
Letting z = j -I we obtain ll°t+'11-:11"''111 < c-+ £><■ -f) «*+'ax
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Multiplying by At and doing elementary algebra we arrive at (||^fc+1||1 -IKIIJ (1 + A t \\u%) < \Ck\ At + 9lAt ||"' 1 ' Then, using the fact that At ||«fe|| > 0 we get ii fc+in ii fen ^ \°k\At 0iAt||«fc+1|| IU,fe+MI -I I < ' " ,-r-rn-+ U - Else, if for some 1 < j < N, uk+1 = rnaXi=o,i,... ,n (ui+1) then using Eq. (2.1), we get uk+1 -uk + -9j-i+ At^-uk+1 + Atuk+1J2vjM&x
Since the last term on the left-hand side of the above equation is nonnegative, we get
Hence, Proof. We set A^ = D^ (wj) and apply the difference operator D^ to our equation Proof. Same as in [14] , p. 276, Theorem 16.7.
The next theorem will show that the limit function u(t, x) constructed via our difference scheme is a weak solution of our partial differential equation (1.1). Theorem 2.7. Any limit u(t,x) defined in Lemma 2.6 is a weak solution of (1.1) and satisfies To complete our task, we need to show that the weak solution to our model, given in (1.2) is unique. From this we can conclude that the finite difference scheme converges to the unique solution of our equation. To obtain such a result, we first consider the nonautonomous semilinear problem (1.1), where we treat P(t) 6 C^O,T) as a given function (i.e., we do not impose the compatibility condition P(t) = / u(t,x)dx). Then it is easily established that Eq. (1.1) has a Jo unique weak solution in C(0, T\ Ll(0, xmax)). Note that the existence of such a weak solution follows immediately from our previous analysis. In fact, such a solution can be defined to be the limit of our finite difference scheme, by treating Pk = P(tk) as a given number. Hence, we need only to show that this weak solution is unique. To establish this result, we consider techniques used in [14] We assume that the exact solution is the numerical solution to the ordinary differential equation which we obtain using a A-5th order Runge-Kutta routine available in MATLAB. We compare the total population P^x{t) and the total biomass QAx(t) using the algorithm described in Sec. 2, with Ax = 0.01 and At = 0.01, to the total population P[t) and total biomass Q(t) that result from the differential equation solution, and present the results in Figures 1 and 2 , respectively.
In Figure 3 we present the following relative errors: 
