Abstract-
I. INTRODUCTION
Filter banks have proven to be an extremely valuable tool for image coding applications [1] , [2] , [3] . In order to be effective in such applications, however, a filter bank must typically have a number of desirable characteristics, namely, perfect reconstruction (PR), linear phase, high coding gain [4] , good frequency selectivity, and certain vanishingmoment properties. To design filter banks having all of the preceding characteristics is a challenging task. In this paper, we propose a new optimal design method based on [5] that yields high-performance separable filter banks with all of the aforementioned desirable characteristics.
The remainder of this paper is structured as follows. Section II briefly introduces some of the notation used herein. Then, Section III introduces some essential background related to filter banks. Our new design method is presented in detail in Section IV, and Section V provides some examples of filter banks produced using our proposed method and evaluates their performance for image coding. Finally, Section VI concludes the paper with a summary of our work and some closing remarks.
II. NOTATION AND TERMINOLOGY
Before proceeding further, a brief digression is in order regarding the notation used herein. The set of integers is denoted as Z. Matrices and vectors are denoted by uppercase and lowercase boldface letters, respectively. For matrix multiplication, we define the product notation as the subscript x x x may be omitted when clear from the context. The transfer function, impulse response, and frequency response of a filter H are denoted as H(z), h, andĥ, respectively.
III. FILTER BANKS
A one-dimensional (1-D) two-channel filter bank has the canonical form shown in Fig. 1 . Such a filter bank consists of lowpass and highpass analysis filters H 0 and H 1 , lowpass and highpass synthesis filters G 0 and G 1 , as well as downsamplers and upsamplers. In our design method, rather than representing a filter bank in its canonical form, we instead use the lifting framework. The lifting realization [7] of a 1-D two-channel filter bank is shown in Fig. 2 , where there are 2λ lifting filters
k=0 . Without loss of generality, we assume that only F 0 (z) and F 2λ−1 (z) may be identically zero. The analysis filter transfer functions can be calculated from the lifting parameterization as
where
The transfer functions of the synthesis filters can be similarly derived. Since the synthesis filters are completely determined by the analysis filters, we focus primarily on the analysis side of the filter bank in what follows.
The use of the lifting realization has a number of advantages over the canonical form. The key benefit, however, is that the PR condition is automatically satisfied. Additionally, the linear phase requirement can be easily met by choosing the lifting filters to have certain symmetries, as we shall see shortly. Since the PR and linear-phase conditions can be imposed via the lifting framework, there is no need for explicit optimization constraints to ensure that these conditions hold. This greatly reduces the complexity of the subsequent optimaldesign problem.
As suggested above, the linear-phase condition can be easily imposed through a clever choice of the lifting filters {F k } 2λ−1 k=0 . It can be shown [8] that if the {F k (z)} 2λ−1 k=0 are chosen to be of either of the following two forms, then the resulting filter bank will have linear phase:
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, L k is the length of the lifting filter F k , and the {L k } are all even and all odd in (2a) and (2b), respectively.
To construct a 2-D filter bank from a 1-D filter bank, we simply apply the 1-D filter bank in each of the two dimensions in succession. This results in a separable four-channel 2-D filter bank. Furthermore, in practice, we usually apply the 2-D filter bank in an N -level tree structure, decomposing the lowest-frequency band at each level in the tree. The resulting N -level tree-structured filter bank can be equivalently expressed (via the noble identities [9] ) in the form of an Lchannel nonuniform filter bank as shown in Fig. 3 , where L = 3N + 1. In the diagram, the {H hk }, {H vk }, {G hk }, and {G vk } denote the equivalent horizontal analysis, vertical analysis, horizontal synthesis, and vertical synthesis filters, respectively, and the {M hk } and {M vk } denote horizontal and vertical upsampling/downsampling factors, respectively. As a matter of notation, the subscripts "h" and "v" on ↓, ↑, and z indicate correspondences with the horizontal and vertical directions, respectively.
Since we have elected to use a lifting parameterization for our later optimization problem formulation, we need to relate the analysis-filter frequency responses, vanishing-moment properties, and coding gain to the lifting-filter coefficients. In the case of the frequency responses and vanishing-moment properties, these relationships can be derived in a straightforward manner via (1) and (2) . In the case of the coding gain, the relationship can be derived as follows. First, we determine the filters of the equivalent nonuniform filter bank (as shown in Fig. 3 ) via (1), (2) , and the noble identities. Then, one can show [4] that the coding gain G SBC is given by
−1 , and r is the normalized autocorrelation function (NACF) of the input image. In practice, the NACF is chosen, depending on the most appropriate image model, as follows:
where ρ is the correlation coefficient (typically, 0.9 ≤ ρ ≤ 0.95). In all of our subsequent work, we assume ρ = 0.95 for both models.
IV. DESIGN METHOD
As indicated earlier, we seek to design filter banks having numerous desirable characteristics, namely, PR, linear phase, high coding gain, good frequency selectivity, and certain prescribed vanishing-moment properties. Since the PR and linear-phase properties are structurally imposed via the lifting framework, we need not consider them further. Thus, the design problem at hand reduces to one explicitly involving only coding gain, frequency selectivity, and vanishing-moment properties. Now, let us consider the formulation of the design problem as an optimization. Let x x x denote the vector of independent lifting-filter coefficients. We choose G, a measure related to coding gain, as our objective function to maximize. Let G sep and G iso denote the coding gain (in dB) obtained from (3) using the separable and isotropic models, respectively. In our work, we consider three possible choices for G as given by
( 4 c )
That is, we consider the maximization of each of the separable and isotropic coding gains individually as well as the maximization of the minimum of both coding gains together. This last case is motivated by the observation that many images are nonstationary, exhibiting both separable and isotropic behavior in different regions. Thus, we might suspect that there is an advantage to having both coding gains high. The remaining filter bank properties are handled as constraints. To quantify the frequency selectivity of the analysis filters, we employ a stopband-energy measure. In particular, we define the stopband energy of the analysis filter H k as
where is made in our work. To facilitate the introduction of moment constraints, we define the moment-constraint functions
where m m m k is a ν k -dimensional vector function with its elements corresponding to moments of interest (i.e., moments that are to be constrained). Each m m m k may contain only one moment (i.e., ν k = 1) or a group of several moments (i.e., ν k > 1). In this way, moments can controlled either individually or jointly.
Combining (4), (5), and (6), we obtain the following abstract optimization problem to be solved:
where the {ε k } and {γ k } are strictly positive tolerances for the stopband-energy and moment constraints. Since the {γ k } are strictly positive, we do not impose exact vanishing-moment conditions; rather, we only ensure that the moments in question are very small. In a practical sense, there is no significant disadvantage to allowing moments to deviate slightly from zero, as true vanishing-moment properties are usually lost during implementation anyhow, due to finite-precision effects. This more relaxed form of moment constraint is, in fact, advantageous, resulting in a larger feasible region and therefore potentially better designs. Unfortunately, the abstract optimization problem given by (7) is highly nonlinear and somewhat difficult to solve directly. For this reason, rather than directly solving this problem, we instead employ an approach based on the iterative solution of a reduced-order problem.
To simplify our initial discussion, we consider our optimization-solution technique for the first two possibilities for the objective function given by (4a) and (4b). In these cases, we use a Taylor series in the variable δ δ δ to approximate the G, {b k }, and {c k } about a fixed operating point x x x, such that the approximation of G is linear, and the approximations of the {b k } and {c k } are at most quadratic. This reducedorder problem can then be expressed as a second-order cone programming (SOCP) problem [10] , as explained shortly, and solved relatively easily using software such as SeDuMi [11] (which is employed in our work). Since the various Taylor series involved are only good approximations in the neighbourhood of the operating point x x x (i.e., for small δ δ δ), we must impose an additional constraint on δ δ δ to force a solution to be in this neighbourhood. As the neighbourhood of the solution is limited, we then update our operating point to x x x + δ δ δ and repeat this process in order to permit solutions farther away from the current operating point. The optimization terminates when either the increase in G or the change in the operating point becomes sufficiently small.
Let us now consider the formulation of the SOCP problem mentioned above. A SOCP problem has the general form:
It can be shown that the abstract optimization problem in (7) can be converted to the following form:
and δ δ δ is a small perturbation from the operating point x x x. Clearly, the preceding problem is of the form of (8), where the optimization is performed with respect to the variable δ δ δ. To complete our discussion, we must now consider the third possibility for the objective function (4c). In this case, the reduced-order optimization problem can be expressed as maximize t subject to:
where t is an auxiliary variable. By introducing the new augmented vector variableδ δ δ t δ δ δ T , the problem at hand can be trivially cast as a SOCP problem with respect toδ δ δ.
A. Design Parameter Selection
Having introduced our design method, we now comment briefly on the selection of several key design parameters. In the case of the frequency-selectivity constraints, an appropriate choice of tolerances {ε k } is critical to achieving a good design. Based on experimentation, for a stopband width of ω b = 3π 8 , . Lastly, since the optimal solution obtained depends on the choice of the initial point x x x, the quality of the design can be improved by finding multiple solutions and then selecting the best one. As a practical matter, we found that an effective strategy in this regard is to consider many initial points with lifting-filter coefficients of magnitude 2 or less, as the best designs typically have coefficients in this range.
V. EXPERIMENTAL RESULTS
Having introduced our design method, we would now like to present some experimental results related to our method. Before proceeding, however, we first introduce some details concerning our test environment. In all of our experiments, for test data, all of the twenty-six reasonably-sized continuoustone grayscale images from the JPEG-2000 test set [12] were employed. Often, in what follows, we will focus our attention on a representative subset of these images, namely, the gold, sar2, and target images, whose characteristics are given in Table 1 . To evaluate the performance of filter banks for image coding, the EZW [2] , SPIHT [3] , and MIC [13] codecs were employed, all of which utilize reversible integer-tointeger transforms. Since similar results were obtained with all three codecs, however, only results from the MIC codec are presented herein. In all of our coding experiments, a six-level wavelet decomposition was employed. In what follows, we use the notation l 0 /l 1 to indicate that a filter bank has lowpass and highpass analysis filters of lengths l 0 and l 1 , respectively. We also identify the lengths {L k } of the lifting filters (i.e., the lifting configuration) using the notation {L 0 , L 1 , . . .}.
A. Choice of Objective Function
As explained earlier, our design method allows for three possible objective functions as given by (4) . We also suggested that, of these possibilities, (4c) might be most desirable. Now, we experimentally show this to be the case.
To begin, for each of several different lifting configurations, we used our method to design three filter banks, one for each of the three choices of objective function in (4) . In so doing, (5) we were able to make an interesting observation. As it turns out, in all of our tests, optimizing with respect to either of the objective functions (4b) or (4c) always led to the same optimal design. This is due to the fact that, for filter banks with good frequency selectivity, G sep always tends to be greater than G iso . Therefore, maximizing (4c) is equivalent (in a practical sense) to maximizing (4b). With the above observation in mind, we combine the cases of (4b) and (4c) in the remainder of this discussion. Herein, we consider two sets of optimal designs with analysis filter lengths of 9/7 and 6/14 (which correspond to lifting configurations of {2, 2, 2, 2} and {1, 3, 5}, respectively). The characteristics of these filter banks are shown in Table 2 , where the suffixes "sep", "iso", and "jnt" are used to designate the optimal designs obtained using the objective functions (4a), (4b), and (4c), respectively. For comparison purposes, in the case of each of the two sets, we also consider a filter bank (having an identical lifting configuration) that is already known to be effective for image coding. In the table, the reference filter bank is designated by the suffix "ref".
Having produced several sets of optimal filter banks as described above, we then proceeded to compare the coding performance of the filter banks in each set. For each of the filter banks in each set, we compressed all of the twenty-six test images in a lossy manner at several bit rates. In each case, we measured the relative difference between the distortions (in PSNR) obtained with our design and the appropriate reference (i.e., "ref") filter bank. The results are summarized in statistical form in Table 3 (a). In particular, we provide the mean and median relative differences (with positive values corresponding to our designs outperforming the reference filter bank). As well, we indicate the percentage of cases in which our filter bank outperforms the reference filter bank. From Table 3 (a), we can see that, in both the 9/7 and 6/14 cases, designs based on the (joint) objective function (4c) (designated by the suffix "jnt") have better performance relative to the reference filter bank than the designs based on the (separable-only) objective function (4a). In Table 3 (b), we provide the actual distortions obtained for three representative images. Here, we can see that the filter banks with the jointly-highest coding gains perform better overall for all three images, in spite of the images having significantly different autocorrelation models. Clearly, the above experiment demonstrates that there is a potential benefit to jointly optimizing both of the separable and isotropic coding gains (i.e., using the objective function (4c)).
B. Design Examples
To demonstrate the effectiveness of our design method, we now consider the lossy and lossless coding performance of five filter banks constructed with our method. For all of these designs, the objective function (4c) was employed, as this was earlier determined to be the best choice. For comparison purposes, we also consider the well-known 9/7 filter bank from JPEG 2000 [1] , which we henceforth refer to by the name 9/7-J (in order to distinguish it from other filter banks having the same analysis-filter lengths). Several characteristics of our five optimal designs as well as the 9/7-J filter bank are shown in Table 4 . Due to space constraints, the lifting-filter coefficients for our optimal designs are not presented here, but can be obtained from [14] .
First, we consider the lossy coding performance of the various filter banks. To evaluate lossy coding performance, each filter bank was used to compress all of the test images at several bit rates. Then, we measured the relative difference between the distortions (in PSNR) obtained with each of our optimal designs and the reference 9/7-J filter bank. The results are summarized in statistical form in Table 5 (a). In particular, we provide the mean and median relative differences (with positive values corresponding to our designs outperforming the reference 9/7-J filter bank). As well, we indicate the percentage of cases in which our optimal design outperforms the 9/7-J filter bank. From these results, it is clear that all of our optimal designs outperform the 9/7-J filter bank in the majority of cases. For example, our 9/7 optimal design outperforms the 9/7-J filter bank 87.69% of the time. Our four other designs outperform the 9/7-J filter bank by margins ranging from about 59 to 78%. The above results are extremely encouraging, given that the 9/7-J filter bank is well known for its exceptional lossy-coding performance. In Table 5 (b), we provide the actual PSNR results obtained for a representative subset of the test images, where the best result is highlighted in each case. From the table, we can see that, even for images with different statistical properties (such as the three considered here), our optimal designs outperform the 9/7-J filter bank, sometimes by a margin as high as 1.65 dB. Lastly, we would like to note that our optimal designs also lead to good subjective image quality, comparable to that of the 9/7-J filter bank. In Fig. 4 , we provide an example of lossy image reconstructions obtained with the various filter banks. One can see that the quality of the reconstructions produced by our optimal designs is comparable to that obtained with the 9/7-J filter bank.
As an aside, we would like to note that, as can be seen from Table 4 , our 9/7 design and the 9/7-J filter bank have the same lifting configuration. While the 9/7-J filter bank has four dual and four primal vanishing moments, our 9/7 design has only two dual and two primal near-vanishing moments and slightly higher isotropic coding gain as well. With our design approach, by reducing the number of constrained moments and relaxing the requirement that moments be exactly zero, we are able to gain additional freedom, which ultimately allows higher-performance filter banks to be constructed.
In our work, we also evaluated the lossless coding performance of the various filter banks. Each of the filter banks was Fig. 4 . Parts of the lossy reconstructions obtained after coding the gold image at a compression ratio of 32 using the (a) 9/7-J, (b) 9/7, (c) 9/11, (d) 13/11, (e) 17/11, and (f) 13/15 filter banks. used to losslessly compress all of the twenty-six test images. The results are shown in Table 6 . In particular, we provide the normalized bit rate (NBR) (i.e., the reciprocal of compression ratio) for three images as well as the mean taken over all of the twenty-six test images. Evidently, all of our filter banks perform better overall than the 9/7-J for lossless coding, with the 9/11 design being the best.
VI. CONCLUSIONS
In this paper, we proposed a method for the design of filter banks with properties desirable for image coding (i.e., PR, linear phase, high coding gain, good frequency selectivity, and certain prescribed moment properties). Several examples of filter banks constructed using our method were presented, and shown to be highly effective for image coding. In particular, our optimal designs outperformed the well-known 9/7-J filter bank (from the JPEG-2000 standard) for both lossy and lossless compression, an impressive feat given that the 9/7-J filter bank is known for its exceptional lossy coding performance.
