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Abstract. Multiple-regression analyses have been performed
on 32 years of total ozone column data that was spatially
gridded with a 1×1.5◦ resolution. The total ozone data con-
sist of the MSR (Multi Sensor Reanalysis; 1979–2008) and
2 years of assimilated SCIAMACHY (SCanning Imaging
Absorption spectroMeter for Atmospheric CHartographY)
ozone data (2009–2010). The two-dimensionality in this data
set allows us to perform the regressions locally and investi-
gate spatial patterns of regression coefﬁcients and their ex-
planatory power. Seasonal dependencies of ozone on regres-
sors are included in the analysis.
A new physically oriented model is developed to parame-
terize stratospheric ozone. Ozone variations on nonseasonal
timescales are parameterized by explanatory variables de-
scribing the solar cycle, stratospheric aerosols, the quasi-
biennial oscillation (QBO), El Niño–Southern Oscillation
(ENSO) and stratospheric alternative halogens which are pa-
rameterized by the effective equivalent stratospheric chlorine
(EESC). For several explanatory variables, seasonally ad-
justed versions of these explanatory variables are constructed
to account for the difference in their effect on ozone through-
out the year. To account for seasonal variation in ozone, ex-
planatory variables describing the polar vortex, geopoten-
tial height, potential vorticity and average day length are in-
cluded. Results of this regression model are compared to that
of a similar analysis based on a more commonly applied sta-
tistically oriented model.
The physically oriented model provides spatial patterns
in the regression results for each explanatory variable. The
EESC has a signiﬁcant depleting effect on ozone at mid-
and high latitudes, the solar cycle affects ozone positively
mostly in the Southern Hemisphere, stratospheric aerosols
affect ozone negatively at high northern latitudes, the effect
of QBO is positive and negative in the tropics and mid- to
high latitudes, respectively, and ENSO affects ozone neg-
atively between 30◦ N and 30◦ S, particularly over the Pa-
ciﬁc. The contribution of explanatory variables describing
seasonal ozone variation is generally large at mid- to high
latitudes. We observe ozone increases with potential vorticity
and day length and ozone decreases with geopotential height
and variable ozone effects due to the polar vortex in regions
to the north and south of the polar vortices.
Recovery of ozone is identiﬁed globally. However, recov-
ery rates and uncertainties strongly depend on choices that
can be made in deﬁning the explanatory variables. The appli-
cation of several trend models, each with their own pros and
cons, yields a large range of recovery rate estimates. Overall
these results suggest that care has to be taken in determining
ozone recovery rates, in particular for the Antarctic ozone
hole.
1 Introduction
The observation of an ozone hole over Antarctica during the
austral spring of 1985 was an important milestone for the
acceptance that halogens could lead to strong regional strato-
spheric ozone depletion (Farman et al., 1985). The role of
halogens in decreasing amounts of stratospheric ozone was
later identiﬁed for other regions, such as the Arctic (New-
man et al., 1997). The most important halogens leading to
the decrease in ozone are chloroﬂuorocarbons (CFCs), hy-
drobromoﬂuorocarbons (HBFCs) and hydrochloroﬂuorocar-
bons (HCFCs) (Stolarski and Cicerone, 1974; Molina et al.,
1974; Newman et al., 2007; WMO, 2010). Political action
was taken to ban emissions of these gasses in the Montreal
protocol in 1987 and subsequent amendments. Since then,
considerable research efforts have been put in monitoring the
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amount of stratospheric ozone and investigating the chemical
and dynamical variables that affect ozone. In the last decade,
several papers have attempted to quantify from observations
the different phases of the recovery of the ozone layer (e.g.,
Weatherhead et al., 2006; Salby et al., 2012; Kuttipurath et
al., 2013).
Various statistical analyses of long-term total ozone col-
umn records have been performed to examine the effect of
external variables on total ozone using ground-based mea-
surements (e.g., Bodeker et al., 1998; Hansen and Svenøe,
2005; Wohltmann et al., 2007; Mäder et al., 2010) and/or
satellite measurements (e.g., Stolarski et al., 1991; Bodeker
et al., 2001; Brunner et al., 2006). Ground-based measure-
ments have the advantage that they often span time periods
longer than those available from satellite measurements. On
the other hand, satellite instruments perform measurements
at a higher temporal frequency (daily) and provide global
coverage. Previous statistical ozone studies using satellite
measurements are based on zonally or regionally averaged
ozone data and/or ozone data averaged in equivalent latitude
coordinates. The latter coordinate system eliminates prob-
lems that occur when computing zonal means based on con-
ventional coordinates, like spatiotemporal variations of the
polar vortex location (Pan et al., 2012). However, regression
studies have not yet analyzed total ozone in two geographical
directions – latitude and longitude – to investigate the spatial
variations in regressor dependencies.
Ozone regression studies typically use a number of differ-
ent regressors to account for nonseasonal variation in strato-
spheric ozone. Before the year 2004, the long-term trend in
ozone was usually modeled as a linear or piecewise linear
function of time. Later, the equivalent effective stratospheric
chlorine and bromine (EESC) was introduced to represent
the net effect of chlorine and bromine on ozone (e.g., Jones
et al., 2009; Mäder et al., 2010; Weber et al., 2011; Kuttippu-
rath et al., 2013). Other frequently used variables to describe
natural variability in ozone are the 11-year solar cycle and
the quasi-biennial oscillation (QBO). Some studies have in-
dicated that the El Niño–Southern Oscillation (ENSO) has a
signiﬁcant effect on stratospheric ozone in the tropics (e.g.,
Randel et al., 2009; Ziemke et al., 2010). In addition to these
variables, the effect of stratospheric aerosols caused by the
volcaniceruptionsofElChiconin1982andPinatuboin1991
are often taken into account.
Several studies have linked seasonal variations in strato-
spheric ozone to physical variables. At middle to high lat-
itudes, stratospheric ozone amounts are directly coupled to
the Brewer–Dobson circulation (BDC). An important driv-
ing factor of this BDC is the vertical propagation of tropo-
spheric planetary waves, often represented by the eddy heat
ﬂux (EHF). The vertical Eliassen–Palm (EP) ﬂux, a measure
proportional to the EHF, is widely used to describe variations
in the BDC (e.g., Weber et al., 2011, and references therein)
and to study the evolution of tropospheric and stratospheric
jet streams and their interaction with transient eddies (Vallis,
2007, chapter 12). For ozone studies the EP ﬂux is mostly
used to describe the polar stratospheric vortex (Hood and
Soukharev, 2005). This vortex forms a boundary between po-
lar and midlatitude stratospheric air and isolates polar strato-
spheric ozone, with important consequences for the spatial
distribution and the depletion of ozone. Potential vorticity
has also been reported to correlate with stratospheric ozone
(Allaart et al., 1993; Riishøjgaard and Källén, 1997) as is
the case for geopotential height (Ohring and Muenc, 1960;
Braesicke et al., 2008).
Various methods have been applied to account for season-
alityinozonetimeseriesandtheseasonalvariabilityofexter-
nal forcing on ozone throughout the year, the latter from now
on referred to as “seasonal ozone dependencies”. The sea-
sonality in ozone itself and the seasonal ozone dependencies
are either accounted for by expanding the regression coefﬁ-
cients as harmonic time series with periods of a year and half
a year or by expanding the regression coefﬁcients as twelve
indicator functions, one for each month of the year. The ﬁrst
approach is similar to a Fourier ﬁlter on the corresponding
frequencies and the latter is equivalent to performing the re-
gressions on annual data independently for each month of
the year. These different methods were discussed by Fiole-
tov et al. (2008). However, no study has attempted to model
ozone variation in terms of physical explanatory variables
only.
The main aim of this study is to gain a better understand-
ing of the physical and dynamical processes that affect the
global distribution of ozone in longitude and latitude. We
perform multiple regression analyses on the extended MSR
data set (van der A et al., 2010) consisting of total column
ozone on a 1◦ ×1.5◦ latitude–longitude grid, spanning the
time period 1979–2010. The small grid size enables us to in-
corporate local and regional effects in the regression models.
The gridded regression results provide spatial information
on ozone–regressor relations. In order to achieve physically
meaningfulpatterns,wedevelopaphysicallyorientedregres-
sion model (PHYS model), in which both the nonseasonal
and seasonal ozone variabilities are described by physical
explanatory variables. The seasonal ozone dependencies are
examined and accounted for by speciﬁcally constructed “al-
ternative variables”. Regression results of this PHYS model
are compared to regression results of a statistically oriented
model (STAT model), in which the seasonal variation is pa-
rameterized as a harmonic time series with periods of a year
and half a year instead of physical explanatory variables.
A second focus of this paper is on the quantiﬁcation
of stratospheric ozone recovery and the role of the EESC
therein. We present a global trend analysis for average ozone
recoveryaswellasspeciﬁcallyfortheozoneholeperiodover
Antarctica based on either EESC or piecewise linear trend
(PWLT) results. We also investigate the sensitivity of these
results to the “age of air” parameter in the EESC formula-
tion and the chosen ozone recovery period as well as whether
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using the EESC is preferred over the PWLT as a measure for
recovery for application in regression studies.
This paper is organized as follows. After introducing the
dependent and explanatory variables in Sect. 2.1, we brieﬂy
discuss the piecewise correlation coefﬁcients of the explana-
tory variables in Sect. 2.2. Section 2.3 covers the analysis
of seasonal ozone dependencies required for the construc-
tion of alternative variables included in the PHYS and STAT
models, which are presented in Sect. 2.4. The global spatial
regression results are presented in Sect. 3.1, while detailed
results for the locations Reykjavik, Bogota and the Antarc-
tic are shown in Sect. 3.2 to represent regressions at high
northern latitudes, the tropical region and high southern lati-
tudes, respectively. Section 3.3 covers the trend analysis and
the role of the EESC therein. Conclusions are presented in
Sect. 4. A brief summary of conclusions in Sect. 5 ends the
paper.
2 Materials and methods
2.1 Data overview
2.1.1 MSR ozone
For ozone, the Multi Sensor Reanalysis (MSR) data set
is used (van der A et al., 2010), consisting of total col-
umn ozone data on a regular 1.5◦ ×1◦ longitude–latitude
grid. This data set is based on daily assimilated measure-
ments from the TOMS, SBUV, GOME, SCIAMACHY, OMI
and GOME-2 satellite instruments spanning the time period
1978–2008. Independent ground-based measurements from
the World Ozone and Ultraviolet Data Center (WOUDC)
were used for correction of biases between the different
satellite measurements. Dependencies on solar zenith angle,
viewingangle,timeandstratospherictemperatureweretaken
into account in the bias correction scheme. The MSR data
set consists of monthly ozone averages and the standard de-
viations corresponding to these averaged values as a mea-
sure for the spread of ozone values within corresponding
months. The MSR is extended with two years (2009 and
2010) of monthly averaged assimilated ozone measurements
from SCIAMACHY on the same grid (Eskes et al., 2005).
The SCIAMACHY measurements are corrected for biases in
the same way as satellite measurements in the MSR. The ﬁ-
nal data set contains 32 years of gridded total column ozone
data.
2.1.2 EESC/ Long-term variability
The long-term variability in ozone is highly correlated to the
abundance of the halogens listed in the quadrennial scientiﬁc
assessment of ozone depletion (WMO, 2010, and references
therein). Mäder et al. (2010) suggested that the long-term
ozone variability due to halogen species is best described by
the EESC rather than by a piecewise linear function. To rep-
resent the long-term variability as an explanatory variable,
we therefore use the EESC (Newman et al., 2007). The cal-
culation of this variable is based on the amount of bromine
and chlorine atoms in various source gasses, the mixing ratio
of these gasses in the stratosphere and the efﬁciency of these
gasses in terms of halogen release. In the EESC calculation
used for the global gridded regressions, the age of air and the
corresponding spectrum width parameters are set to 5.5 and
2.75 years, respectively. This choice is based on our speciﬁc
interest in polar stratospheric ozone depletion where the air
age is assumed to be around 5.5 years. All other parameters
are set at default: the WMO/UNEP 2010 scenario, the WMO
2010 release rates, inorganic fractional release rates and a
bromine scaling factor of 60. However, the use of one ﬁxed
age of air for all stratospheric ozone is a gross oversimpli-
ﬁcation. Stiller et al. (2012, their Fig. 7) show that the age
of air is strongly height- and latitude-dependent. The age of
air can vary from a few years in the tropics and the lower-
most stratosphere at high latitudes to more than 10 years in
the upper stratosphere. Hence, to test the sensitivity of our
analysis for choices in the age of air we compare regression
results with the EESC using air ages of 3, 4 and 5.5 years
(1.5, 2 and 2.75 years for corresponding spectrum widths,
respectively) and PWLT analysis for straightforward recov-
ery rate quantiﬁcation. Note that results of this study will be
analyzed in order to identify the “best” regression model and
trend estimator.
2.1.3 Solar cycle
Absorption of incoming UV radiation is a crucial mechanism
for stratospheric ozone formation and affects ozone amounts.
The 11-year solar cycle dominates the incoming UV radia-
tion (Lean et al., 1989) and has been identiﬁed in many ozone
records (e.g., Shindell et al., 1999). A commonly used proxy
to characterize the UV radiation in ozone regression studies
is the 10.7cm solar ﬂux data (NOAA), provided as a service
by the National Research Council of Canada. The monthly
data set is generated by daily measurements of the solar
ﬂux density at 2800MHz, taken by radio telescopes at Ot-
tawa (until 31 May 1991) and Penticton (from 1 July 1991).
Measurements were taken at noon local time and corrected
for several measurement factors to reach an accuracy of a
few percent. We denote this explanatory variable with “SO-
LAR”. See http://www.ngdc.noaa.gov/stp/solar/ﬂux.html for
the data and more information.
2.1.4 Stratospheric aerosols
To account for the effect of stratospheric aerosols (AERO)
we use time series of stratospheric aerosols as described by
Sato et al. (1993; for an update, see Bourassa et al., 2012).
These data are based on measurements from the satellite in-
struments SAM II and SAGE as well as observations from
several ground stations. This data set consists of 24 monthly
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time series corresponding to 7.5◦ latitudinal bands of aver-
aged amounts of stratospheric aerosols. Data are taken at
a height of 20–25km. Aerosols taken at other stratospheric
height levels are positively correlated and are, therefore, not
included. For instance, the correlation coefﬁcient between
aerosols at 20–25km and those at 15–20km is 0.62. The El
Chicon (1982) and Pinatubo (1991) volcanic eruptions dom-
inate the stratospheric aerosol time series.
2.1.5 QBO
The effect of the quasi-biennial oscillation (QBO) in east-
erly and westerly stratospheric winds in the tropics on strato-
spheric ozone is a well-established effect based on both ob-
servations and stratospheric modeling and is known to affect
stratospheric ozone outside the tropics as well (McCormack
et al., 2007; Witte et al., 2008; WMO 2010, chapter 2, and
references therein). The QBO is represented by time series
of monthly averaged wind speed measurements done by the
ground station in Singapore (Baldwin et al., 2001). Time se-
ries of wind speeds measured at 30 and 10hPa are included
to account for differences in the phase and shape of the QBO
signal at these heights. We considered adding a proxy to rep-
resent the QBO at 50hPa but rejected this because of the high
anticorrelation with the QBO at 10hPa (correlation value of
−0.69).
2.1.6 El Niño–Southern Oscillation (ENSO)
Various studies have shown that the ENSO signal affects the
dynamics of the lower stratosphere, including the amount of
ozone (e.g., Randel et al., 2009; Ziemke et al., 2010). The
Multivariate ENSO Index (MEI) (Wolter and Timlin, 1998)
is used to represent the effect of the ENSO. Sea-level pres-
sure, zonal and meridional surface winds, sea surface tem-
perature, surface air temperature and cloud fraction are used
to calculate this index.
2.1.7 Eliassen–Palm ﬂux
At mid- to high latitudes the dynamical features in the strato-
sphere, such as the polar vortex, are highly affected by verti-
cal propagation of tropospheric planetary waves. The vertical
Eliassen–Palm ﬂux (EP) (Kanamitsu et al., 2002) is used as a
measure of the force of this vertical propagation and the sta-
bility of these polar vortices. For the Northern and Southern
Hemisphere we characterize these variables by averaging the
vertical component of the EP ﬂux at 100hPa over 45–75◦ N
and 45–75◦ S separately and denote these variables as EP-
N and EP-S, respectively. A strong vortex isolates the polar
stratospheric air and enables the formation of an ozone hole.
This isolation affects the amount of ozone cumulatively in
time, with larger cumulative effects in the buildup phase as
compared to the rest of the year. Therefore we adjust the time
series as in Brunner et al. (2006):
xEP(t) = xEP(t −1)·e
1
τ + ˜ xEP(t), (1)
where xEP is the ﬁnal EP ﬂux time series, ˜ xEP the original EP
ﬂux time series from the National Centers for Environmental
Protection (NCEP) Reanalysis and τ is set to 12 months from
October to March in the Northern Hemisphere (and shifted 6
months for the Southern Hemisphere) and set to 3 months for
the rest of the year. Note that the EP ﬂux is also indicative of
the transport of ozone-rich air from the tropics towards mid-
latitudes, which should be considered in the interpretations
of EP ﬂux regression results.
2.1.8 Geopotential height and potential vorticity
The European Center for Medium-Range Weather Fore-
casts (ECMWF) reanalysis provides the geopotential height
(GEO) at 500hPa and the potential vorticity (PV) at 150hPa
as gridded monthly averaged ﬁelds. These variables are used
as measures for the tropopause height and the mixing ratio
of air between the troposphere and the stratosphere, respec-
tively. These variables are taken at corresponding pressure
levels to account for vertical propagation of tropospheric dy-
namics.
2.1.9 Length of day
Finally, the monthly average day length (DAY) is calculated
for each latitude to describe the amount of exposure to so-
lar radiation. Therefore, this variable accounts for the direct
local effect of radiative variations on ozone.
Table 1 lists all variables and their sources. All time series
of these explanatory variables are normalized by subtracting
their mean values and dividing by their standard deviation.
The normalized variables are shown in Fig. 1. We separate
the explanatory variables into two groups; group A includes
EESC, SOLAR, QBO, AERO and ENSO, which do not con-
tain a seasonal component, and group B includes EP, GEO,
PV and DAY, which are dominated by a seasonal component.
2.2 Correlations between explanatory variables
High correlation values between regression variables may
cause problems for the estimation of regression coefﬁcients
as they hamper attributing variations in ozone to one partic-
ular explanatory variable both in performing the regression
and interpreting results (see also Mäder et al., 2010). The
correlations between the variables of group B are considered
separately because GEO, PV and DAY are gridded data sets.
Table 2 shows the (piecewise) correlation values of the vari-
ables of group A and EP. Due to the large correlation value
(0.52) between both EP variables, we use EP-N and EP-S
only in the Northern and Southern Hemisphere, respectively.
The correlations between the variables of group B are
shown in Fig. 2. Most of these variables are highly correlated
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Table 1. List of variables and their sources.
Proxy Data description Source
O3 Globally gridded (1×1.5◦) ozone in DU www.temis.nl/protocols/O3global.html
SOLAR The 10.7cm solar ﬂux ftp://ftp.ngdc.noaa.gov/STP/space-weather/solar-data/solar-features/
EESC Effective stratospheric chlorine and bromine http://acd-ext.gsfc.nasa.gov/Data_services/automailer/index.html
AERO 7.5◦ zonal bands of aerosol optical thickness. data.giss.nasa.gov/modelforce/strataer/tau_map.txt.
EP Vertical EP ﬂux at 100hPa averaged over 45–90 www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis2.html
degrees north [N] and south [S]
QBO QBO index at several pressure levels www.geo.fu-berlin.de/en/met/ag/strat/produkte/qbo/
ENSO Multivariate El Niño–Southern Oscillation index www.esrl.noaa.gov/psd/enso/mei
GEO Geopotential height at the 500hPa level (gridded) http://data-portal.ecmwf.int/data/d/interim_daily/levtype=pl/
PV Potential vorticity at 150hPa level (gridded) http://data-portal.ecmwf.int/data/d/interim_moda/levtype=pl/
DAY Average day length (gridded) Calculated based on geometric variations
Table 2. Table of correlations for non-gridded proxies. Due to high correlation values between EP-N and EP-S, these variables are only
used in the Northern and Southern Hemisphere, respectively. QBO10 and QBO30 represent the QBO index at 10 and at 30hPa, respectively.
Correlations greater than 0.4 are emphasized bold.
Proxy SOLAR EESC AERO EP-N EP-S QBO10 QBO30 ENSO
SOLAR 1.00 −0.29 0.18 0.04 −0.09 0.01 0.03 0.04
EESC −0.29 1.00 −0.22 0.02 0.18 0.03 0.01 −0.12
AERO 0.18 −0.22 1.00 0.01 0.11 0.13 −0.13 0.29
EP-N 0.04 0.02 0.01 1.00 −0.52 0.03 0.14 −0.05
EP-S −0.09 0.18 0.11 −0.52 1.00 0.05 −0.18 0.01
QBO10 0.01 0.03 0.13 0.03 0.05 1.00 0.03 −0.02
QBO30 0.03 0.01 −0.03 0.14 −0.18 0.03 1.00 0.04
ENSO 0.04 −0.12 0.29 −0.05 0.01 −0.02 0.04 1.00
at middle to high latitudes. Regression runs show consider-
able sensitivity to these variables south of 55◦ S. Among the
group B variables we therefore choose to use only PV and
EP south of 55◦ S. The correlations between EP and DAY
are nearly constant in both hemispheres, attaining correla-
tion values of approximately −0.69 in the Northern Hemi-
sphere and 0.17 in the Southern Hemisphere. Despite these
high correlations in the Northern Hemisphere, preliminary
regressions with both of these variables included and with
either one of them included separately showed reasonable ro-
bustness of the obtained results up to approximately 50◦ N,
whereas at high latitudes the high correlations complicate
interpretation of the regression results. For this reason we
choose to include both EP and DAY for regressions per-
formed in the Northern Hemisphere.
2.3 Analysis of seasonal ozone dependencies
Linear regressions are performed on normalized data aver-
aged along geographical latitudes, with regression estimates
expanded as 12 indicator functions, one for each month, to
examine the seasonality in the regression coefﬁcients. A lin-
ear regression model of the following form is used:
Y =
12 X
i=1
Ii ·ai +
m X
j=1
12 X
i=1
Ii ·βi,j ·Xj +ε, (2)
where Y is a vector of monthly ozone values, Ii the indicator
function formonthi of theyear,ai the intercept coefﬁcient of
month i of the year, m the amount of explanatory variables,
Xj theexplanatoryvariablej,βi,j theregressionestimatefor
month i of variable Xj and ε the noise vector. The explana-
tory variables of group B are not included in these regres-
sions. Since these seasonal variables are meant to parame-
terize seasonal variation in ozone, additionally incorporating
seasonal ozone dependencies for variables of group B would
create problems with respect to the few degrees of freedom
in seasonal ozone variation using monthly data.
Weusetheleastsquaresestimationfortheregressioncoef-
ﬁcients and perform an iterative backward variable selection
method similar to Mäder et al. (2007) to increase the degrees
of freedom in the regressions. For each iteration the P values
of two-sided T tests corresponding to the regression coefﬁ-
cients are calculated. The variable with the largest P value
which also exceeds a chosen signiﬁcance level α is excluded
in the following estimation step. This procedure is iterated
until all P values are below α. In these regressions we set
α at 0.1, corresponding to a signiﬁcance value of 90%. This
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Figure 1. Time series of ozone and explanatory variables for the period 1979–2010 at 65◦ S and 0◦ E. The explanatory variables are normal-
ized prior to plotting. QBO10 and QBO30 represent the QBO index at 10 and at 30hPa, respectively.
rather loose signiﬁcance value is chosen because at this point
we are not interested in the signiﬁcance of the regression es-
timates, but only in the seasonal patterns obtained in these
regression estimates.
Figure 3 shows the regression coefﬁcient estimates for the
explanatory variables of group A. These estimates are used
to determine the seasonal ozone dependencies and construct
corresponding “alternative variables” to account for this ef-
fect. Except for the EESC variable, we characterize these
seasonal ozone dependencies by speciﬁc harmonic func-
tions. The seasonal ozone dependency of the EESC is con-
structed using the averaged corresponding regression coefﬁ-
cients poleward of 65◦ S.
For the QBO at 30hPa a strong seasonal variation in the
estimates at midlatitudes is present. This seasonality is mod-
eled by a cosine starting its period in March. This harmonic
functionfollowstheobservedseasonalityat30◦ S,andhasan
opposite relation to the regression estimates at 30◦ N (Fig. 3).
For the QBO at 10hPa the seasonality in the regression es-
timates is described as a cosine starting its annual cycle in
February. This function again aligns with the variation in
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Figure 2. Correlation values between EP, GEO, PV and DAY. The correlations between EP and DAY are left out, since these values are
nearly constant throughout both hemispheres (0.17 in the Southern Hemisphere (SH) and −0.69 in the Northern Hemisphere (NH)).
obtained regression estimates around 30◦ S and has an op-
posite relation to those at around 30◦ N.
Regression estimates corresponding to the ENSO variable
show different values in the months from July to September
in comparison to the rest of the year. This effect is modeled
using a cosine with its peak in August.
The results show no convincing seasonal pattern in the es-
timates corresponding to the variables SOLAR and AERO.
Therefore, no alternative variables are included to account
for seasonal ozone dependencies of SOLAR and AERO.
The seasonal ozone dependency of EESC in polar regions
does not have a harmonic shape due to the ozone hole oc-
curring essentially from September to November. To con-
struct the alternative variable to parameterize EESC’s sea-
sonal ozone dependency, we average the regression coef-
ﬁcients from the above regression in latitudes poleward of
65◦ S for each month obtaining a 32-year seasonal function
S(t). Assuming this seasonality in ozone dependency had
marginal effects before 1979, we multiply the obtained sea-
sonalfunctionS(t)withtheincreaseinEESCatmontht with
respect to its 1979 value. The above assumption is justiﬁed
because the seasonal effect of ozone-depleting substances on
ozone was marginal before 1980 (e.g., Li et al., 2009). Be-
cause we do not ﬁnd results in Fig. 3 corresponding to the
Arctic ozone hole, we do not deﬁne an alternative variable
for the Arctic polar region. Year-to-year variability in Arc-
tic ozone depletion is much larger due to a less stable Arctic
stratospheric vortex (Douglass et al., 2011) such that a well-
deﬁned Arctic ozone hole is rare.
Based on the observations made above, the alternative
variables QBO30_2, QBO10_2, ENSO_2 and EESC_2 are
deﬁned as follows to account for seasonally varying depen-
dencies:
QBO30_2(t) = cos(2π (t −2)/12)·QBO30(t) (3)
QBO10_2(t) = cos(2π (t −1)/12)·QBO10(t)
ENSO_2(t) = cos(2π (t −8)/12)·ENSO(t)
EESC_2(t) = (S(t)−mean(S))·(EESC(t)−EESC(0)),
where t is the time in months from January 1979 and S(t) is
described above. These alternative variables are normalized
after construction, as was done for other explanatory vari-
ables. Note that these alternative variables are not necessarily
dominated by the multiplied seasonal function. This is only
the case for EESC_2, due to the extremely low short-term
variations in EESC. EESC_2 shows a very speciﬁc trend in
this seasonality which is very different from the highly sea-
sonal variables in group B. Therefore, the alternative vari-
ables do not interfere much with the parameterization of sea-
sonal ozone variability in the regression models that are de-
ﬁned in the next section.
2.4 Regression methods
As mentioned before, we construct a physically oriented
model (PHYS), where the nonseasonal ozone variations
are accounted for by the physical explanatory variables of
group A, their seasonal ozone dependencies are described by
speciﬁc alternative variables and the seasonal ozone varia-
tion is described by the variables of group B. The multilinear
regressions are performed using the linear model
Y = β ·X+ε, (4)
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Figure 3. Monthly regression coefﬁcient estimates for the nonseasonal explanatory variables. White regions indicate nonsigniﬁcant coefﬁ-
cient estimates at the 90% conﬁdence level. QBO10 and QBO30 represent the QBO index at 10 and at 30hPa, respectively.
where Y is the vector of monthly averaged ozone values, X
the matrix with the explanatory variables as columns includ-
ing an intercept as a column of ones, β the vector of regres-
sion coefﬁcients corresponding to the columns of X and ε
the noise vector with entries assumed to be uncorrelated and
standard normal distributed. This assumption is a simpliﬁ-
cation since autocorrelation does affect the uncertainty in re-
gression estimates. Considering that we are interested only in
the geographical patterns that arise in the regression results
and not the speciﬁc values of statistical errors, this simpli-
ﬁcation is justiﬁed. In the case of the trend analysis, where
statistical signiﬁcance has an important role, we calculate the
errorofthePWLT(piecewiselineartrendvariable,asdeﬁned
below) and the EESC regression coefﬁcients by (Press et al.,
1989)
σ2 = (XTX)−1 ·
P
t
((Y −β ·X)(t)2)
n−m
·
1+ϕ
1−ϕ
,
where σ denotes the vector of regression errors correspond-
ing to the regression estimates β, n is the length of the time
series in months, m is the amount of ﬁtted parameters and ϕ
the estimated lag 1 autocorrelation of the residuals.
The regression coefﬁcients are estimated using the
weightedleastsquaresmethod,withweightsreciprocaltothe
variance of the monthly averaged ozone values. The back-
wards selection algorithm as described in Sect. 2.3 selects
the explanatory variables based on signiﬁcance value set to
0.01 corresponding to a signiﬁcance value of 99%.
For comparison, a rerun of these regressions is performed
with a statistically oriented model (STAT). This model dif-
fers from the above model only in the parameterization for
the seasonal ozone variations. The PHYS model uses physi-
cal variables PV, GEO, EP and DAY to describe ozone vari-
ation whereas the STAT model uses harmonic time series
with periods of a year and half a year for this parameteri-
zation. This method, similar to a Fourier ﬁlter on seasonal
and sub-seasonal frequencies, is widely applied in previous
ozone regression studies (e.g., see Fioletov et al., 2008 for an
overview).Table3showsanoverviewoftheincorporatedex-
planatory variables for both the PHYS and the STAT model.
Finally, several regression runs are performed with spe-
ciﬁc focus on trend analysis and the role of EESC on ozone
recovery. An important parameter in the calculation of EESC
is the age of air in which the alternative halogens are con-
tained. Differences in this parameter ultimately lead to dif-
ferences in the rate of ozone recovery due to different shapes
of the resulting EESC time series. We perform trend analyses
using results of the PHYS model with the EESC variable at
air ages 3, 4 or 5.5 years or substituted by a piecewise linear
function with its second linear component spanning 1997–
2010, 1999–2010 or 2001–2010. The piecewise linear trend
(PWLT) characterization for long-term ozone variation has
the advantage that the slope in ozone recovery and ozone de-
pletion periods can be estimated separately, whereas these
slopes are proportionally ﬁxed in the EESC curves. On the
other hand the EESC parameterization yields a smooth tran-
sition from the fast early increase to the more recent grad-
ual decrease rather than the ad hoc turn around point in the
PWLT characterization.
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Figure 4. Regression coefﬁcient estimates of nonseasonal variables for the PHYS model on a 1×1.5◦ grid. White regions indicate non-
signiﬁcant regression estimates at the 99% conﬁdence level. QBO10 and QBO30 represent the QBO index at 10 and at 30hPa, respectively.
The coefﬁcients are in DU per unit change of corresponding normalized explanatory variable. Note the different color bar range for the
alternative EESC variable (a range of −30 to 30 against −10 to 10 for the other plots).
Table 3. Overview of variables included in the regression models with “group A” consisting of EESC, SOLAR, AERO, ENSO and their
corresponding alternative explanatory variables, “group B” consisting of DAY, EP, PV and GEO and “Fourier terms” consisting of sines and
cosines with periods of a year and half a year.
Model variables Intercept Group A Group B Fourier terms
PHYS model included included included not included
STAT model included included not included included
www.atmos-chem-phys.net/14/8461/2014/ Atmos. Chem. Phys., 14, 8461–8482, 20148470 J. S. Knibbe et al.: Spatial regression analysis on 32 years total column ozone data
−150 −100 −50 0 50 100 150
−
5
0
0
5
0
DAY
Longitudes
L
a
t
i
t
u
d
e
s
Coefficient
>30
27
24
21
18
15
12
9
6
3
0
−3
−6
−9
−12
−15
−18
−21
−24
−27
<−30
−150 −100 −50 0 50 100 150
−
5
0
0
5
0
EP
Longitudes
L
a
t
i
t
u
d
e
s
Coefficient
>30
27
24
21
18
15
12
9
6
3
0
−3
−6
−9
−12
−15
−18
−21
−24
−27
<−30
−150 −100 −50 0 50 100 150
−
5
0
0
5
0
PV
Longitudes
L
a
t
i
t
u
d
e
s
Coefficient
>30
27
24
21
18
15
12
9
6
3
0
−3
−6
−9
−12
−15
−18
−21
−24
−27
<−30
−150 −100 −50 0 50 100 150
−
5
0
0
5
0
GEO
Longitudes
L
a
t
i
t
u
d
e
s
Coefficient
>30
27
24
21
18
15
12
9
6
3
0
−3
−6
−9
−12
−15
−18
−21
−24
−27
<−30
Figure 5. Regression coefﬁcient estimates of seasonal variables for the PHYS model on a 1×1.5◦ grid. Note that, among the variables, in
group B only EP and PV are included south of 55◦ S in latitude to avoid correlation problems. The coefﬁcients are in DU per unit change of
corresponding normalized explanatory variable. White regions indicate nonsigniﬁcant regression estimates at the 99% conﬁdence level.
3 Results
3.1 Multilinear regression results
The multilinear regression results for nonseasonal variables
are shown in Fig. 4. The EESC, characterizing the long-
term ozone variation, has a negative effect on ozone out-
side the tropics with the largest effect in the Southern Hemi-
sphere. No signiﬁcant results for EESC were found in the
tropical region. The negative EESC-related ozone effects
at mid- to high latitudes are in agreement with the cur-
rent understanding of EESC-driven ozone depletion. The
ozone hole over Antarctica is parameterized by the alter-
native variable EESC_2, for which by construction the cor-
responding regression estimates are positive. Characterizing
the EESC-driven occurrence of an ozone hole over Antarc-
tica, the EESC_2 regression coefﬁcients are large in this re-
gion.Theseestimatesattainvaluesindicativeofozoneﬂuctu-
ations up to 90 DU in magnitude in the Antarctic in the year
2001, when the EESC attains its peak. Further quantitative
analysis regarding ozone recovery rate and the role of EESC
therein is performed in Sect. 3.3.
The 11-year solar cycle positively affects ozone at mid-
and low latitudes, mainly in the Southern Hemisphere. At
the Equator the regression coefﬁcients are barely signiﬁcant.
The positive sign in these regression estimates is consistent
with the role of UV radiation in ozone formation processes.
Stratospheric volcanic aerosols affect stratospheric ozone
negatively due to catalytic ozone depletion on the surface
of aerosol particles (Solomon et al., 1996). This results in
negative regression estimates corresponding to this variable,
mainly seen north of 45◦ N.
The dependence of ozone on QBO shows clear spatial
patterns. Positive regression estimates corresponding to the
QBO index for the two pressure levels indicate a positive
effect on ozone along the Equator. Moving towards higher
latitudes the regression estimates switch to negative values
at approximately 10◦ N and 10◦ S. For the QBO at 30hPa
the estimates remain negative up to 60◦ S for the Southern
Hemisphere and up to the Arctic region for the Northern
Hemisphere, whereas the regression estimates corresponding
to the QBO at 10hPa switch back to positive values around
50◦ N and 50◦ S.
The ENSO regression estimates show negative ozone ef-
fects of El Niño between 25◦ S and 25◦ N, especially over
the Paciﬁc. The corresponding alternative variable ENSO_2
does not contribute signiﬁcantly in this regression model.
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Figure 6. Regression coefﬁcient estimates of nonseasonal variables for the STAT model on a 1×1.5◦ grid. White regions indicate nonsignif-
icant regression estimates at the 99% conﬁdence level. QBO10 and QBO30 represent the QBO index at 10 and at 30hPa, respectively. The
coefﬁcients are in DU per unit change of corresponding normalized explanatory variable. Note the different color bar range for the alternative
EESC variable (a range of −30 to 30 against −10 to 10 for the other plots).
Figure 5 shows the regression estimates corresponding to
the seasonal variables of group B. The variable DAY – ac-
counting for variations in radiative forcing – has the largest
regression coefﬁcients. The EP regression estimates show the
different effect of EP on ozone poleward and equatorward of
the polar vortex in both hemispheres. The average location of
the Antarctic vortex is along a band at approximately 60◦ S
where the EP regression coefﬁcient changes sign.
The estimates corresponding to DAY are almost entirely
positive throughout both hemispheres, without much spatial
variability. Contrary to the DAY results, the EP results in the
Northern Hemisphere show a change in sign from the tropics
(negative) to higher latitudes (positive).
Signiﬁcant regression results for PV are mainly found over
the Arctic and Antarctic. For the Antarctic these effects also
interact with the effects of DAY and EP variables on ozone
where these strongly correlate to PV (see Fig. 2). The sign
difference in estimates between both hemispheres is due to
the sign change of potential vorticity at the Equator. As a
result, the effect of vorticity at the 150hPa pressure level
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on ozone appears to be rather similar for both hemispheres.
Ozonevariationsarenegativelyrelatedtogeopotentialheight
(GEO) poleward of 30◦ N and around 50◦ S.
One possible interpretation of the regression results for
DAY and EP is that DAY represents the seasonal changes
in photochemistry, whereas EP represents the seasonally
varying transport processes from source regions (tropics) to
sink regions (higher latitudes). As reported in Miyazaki et
al. (2005), stratospheric transport from the tropics is stronger
to the Northern Hemisphere is stronger compared to the
Southern Hemisphere. They also note that the mean trans-
port in the Southern Hemisphere does not extend beyond the
polar vortex, whereas the eddy transport does, contrary to
the Northern Hemisphere, where both mean and eddy trans-
port contribute to transport to high latitudes. This suggests
that the EP regression represents ozone transport. However,
due to correlations of DAY, especially with EP, care has to
be taken when interpreting these results and the EP regres-
sion estimates at high northern latitudes. South to 55◦ S the
effects of DAY and PV interact because these variables are
strongly correlated (see Fig. 2).
3.2 Comparison with STAT model results
The regression results discussed in Sect. 3.1 are compared
with those from the STAT model, in which seasonal ozone
variations are parameterized by harmonic time series with
periods of a year and half a year, similar to a Fourier ﬁlter on
the most prevalent frequencies. We compare results corre-
sponding to the nonseasonal variables of group A and inves-
tigate whether seasonal variation is properly parameterized
in the physical model by comparing the explanatory pow-
ers of both models in terms of R2, deﬁned as one minus the
fraction of residual sum of squares divided by the sum of
squares in the dependent variable. Regressions of both meth-
ods performed in Reykjavik, Iceland (64◦ N, 23◦ W), Bogota,
Colombia (5◦ N, 74◦ W), and the Antarctic (80◦ S, 0◦ E) are
shown in detail to give a thorough impression of both meth-
ods at these selected sites. These three sites are considered
typical for the Northern Hemisphere midlatitudes with large
seasonal variation, tropics with a large inﬂuence on QBO and
ENSO and the Antarctic vortex area.
First we compare results of the nonseasonal variables ob-
tained by the STAT model (Fig. 6) with those obtained by the
PHYSmodel(Fig.4).Althoughnearlyallofthesecoefﬁcient
maps show similar spatial patterns, differences are found.
Small differences are in the model contribution of EESC and
AERO, as the corresponding regression coefﬁcients for these
variables EESC at high northern latitudes are higher in the
PHYS model than in the STAT model. More interestingly,
the ozone hole characterization by EESC_2 is less obvious
in the STAT model results in comparison to the PHYS model
results; the reason for this difference will be clariﬁed describ-
ing the detailed results of Antarctica. The QBO and ENSO
variables, both the original and alternative variables, show
latitudinal wider and stronger impact on ozone in the STAT
model results than for the PHYS model results (Figs. 6 and 4,
respectively). The inﬂuence of the QBO variables extends up
to the Arctic region in the STAT model results, as compared
to nearly 40◦ N for the PHYS model. Regarding the ENSO
results, bands of positive regression estimates for the STAT
model are present at approximately 40◦ N and 40◦ S, possi-
bly indicating an El Niño circulation pattern at midlatitudes.
Furthermore ENSO_2 does indicate some seasonal effect in
ENSO – ozone dependency. The corresponding spatial pat-
tern is in agreement with results shown in Fig. 3.
Both model’s performance in terms of R2 is compared in
order to investigate how well the PHYS model describes sea-
sonal variations in ozone. Assuming the seasonal variation
in ozone is completely ﬁltered out in the STAT model using
orthogonal harmonic time series, similar R2 values for the
PHYS regressions with respect to the STAT regressions are
indicative of a fully physically characterized seasonal ozone
component in the PHYS model. The R2 values, as presented
in Fig. 10, show similar spatial patterns for both models, ex-
cept for the region north of 70◦ N, where the STAT model
achieves higher explained variance. The average R2 value
obtainedbythePHYSmodel,0.72,isnearlyatthesamelevel
as 0.79 that is (on average) achieved by the STAT model. Ex-
cludinglatitudesnorthof70◦ Nintheaveraging,thesevalues
are 0.73 and 0.78, respectively.
Detailed results from the PHYS and STAT regressions in
Reykjavik, Bogota and the Antarctic are shown in Figs. 7,
8 and 9. Corresponding regression coefﬁcients are presented
in Tables 4, 5 and 6, respectively, together with their stan-
dard errors. The “Fourier” term in these ﬁgures is deﬁned
as the sum of the harmonic components that describe sea-
sonal ozone variation in the STAT model. For Reykjavik,
QBO variables were found to be signiﬁcant in the STAT
model (right plot in Fig. 7) but were not found to be sig-
niﬁcant in the PHYS model (left plot in Fig. 7). Furthermore,
the seasonal component in the PHYS model is described by
a combination of mainly the PV, DAY and EP variables. In
Bogota, only the ENSO_2 alternative variable has been ex-
cluded in the PHYS regression compared to the STAT re-
gression (Fig. 8). The seasonal component is parameterized
by only the EP and a small contribution of GEO. For the
Antarctic (Fig. 9) a large difference exists in the way both
methods account for the ozone hole. In the STAT regression
this phenomenon is mainly described as a stationary seasonal
variation using harmonic time series, with a smaller role for
the constructed EESC_2, whereas the PHYS regression at-
tributes two times more variation to EESC_2. The PV and
EP variables complete the seasonal parameterization in the
PHYS model.
3.3 Ozone recovery
An important topic of the current debate in ozone research is
the detection of ozone recovery attributable to the decrease
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PHYS regression at Reykjavik (64 Lat, −22 Long)
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Figure 7. Results of the PHYS regression (left plot) and of the STAT regression (right plot) performed in Reykjavik, Iceland. “Fourier” is
deﬁned as the sum of the harmonic components that describe seasonal variation in ozone and the “group B” term is deﬁned as the sum of EP,
GEO, PV and DAY, describing the seasonal component according to the PHYS model. QBO10 and QBO30 represent the QBO index at 10
and at 30hPa, respectively.
PHYS regression at Bogota (4 Lat, −74 Long)
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STAT regression at Bogota (4 Lat, −74 Long)
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Figure 8. Results of the PHYS regression (left plot) and of the STAT regression (right plot) in Bogota, Colombia. “Fourier” is deﬁned as
the sum of the harmonic components that describe seasonal variation in ozone and the “group B” term is deﬁned as the sum of EP and
GEO, describing the seasonal component according to the PHYS model. QBO10 and QBO30 represent the QBO index at 10 and at 30hPa,
respectively.
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PHYS regression at Antarctic (−80 Lat, 0 Long)
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STAT regression at Antarctic (−80 Lat, 0 Long)
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Figure 9. Results of the PHYS regression (left plot) and of the STAT regression (right plot) at 70◦ S, 0◦ E (Antarctica). “Fourier” is deﬁned
as the sum of the harmonic components that describe seasonal variation in ozone and the “group B” term is deﬁned as the sum of EP and PV,
describing the seasonal component according to the PHYS model.
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Figure 10. The performance of the PHYS regressions (left plot) and STAT regressions (right plot) in terms of R2.
in EESC, for which a number of recent studies have relied on
regression methods (Salby et al., 2011, 2012; Kuttippurath et
al., 2013). In addition to the average ozone recovery, partic-
ular interest exists in the recovery of ozone over Antarctica
during the ozone hole period (September–November). Both
the average and the ozone hole recovery rates are quantiﬁed
using EESC regression estimates from the PHYS model and
by PWLT analysis. Results are signiﬁcant at the 99% conﬁ-
dence interval.
3.3.1 Average ozone recovery
The ﬁrst quantiﬁcation for the average ozone recovery rate
is based on the PHYS regression results. The average ozone
recovery rate is estimated by multiplication of the EESC re-
gression coefﬁcient with the average rate of change in EESC
since it obtained its peak value (1997, 1999 or 2001 for 3, 4
or 5.5 year air age, respectively).
As a second trend quantiﬁcation method, PHYS regres-
sion runs are performed in which a piecewise linear function
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Figure 11. Ozone recovery rates based on EESC regression estimates (upper plots) or the piecewise linear function regression estimates
(lower plots) using the PHYS model. Note that the color bar for the upper plots ranges from −1 to 1DUyr−1, whereas for the lower plots
the color bar ranges from −2 to 2DUyr−1.
Table 4. Regression coefﬁcients and standard errors of regressions in Reykjavik, Iceland. QBO10 and QBO30 represent the QBO index at
10 and at 30hPa, respectively.
PHYS model in Reykjavik STAT model in Reykjavik
Variable Coefﬁcient SE Variable Coefﬁcient SE
Intercept 339.27 1.07 Intercept 339.7 0.98
EP 34.51 2.26 Sine (annual cycle) 43.7 1.41
GEO −23.77 2.22 Cosine (annual cycle) −20.7 1.29
PV 3.87 1.31 Cosine (half-year cycle) −8.5 1.32
DAY 51.02 1.84 QBO30 −3.6 1.01
EESC −4.62 1.03 QBO30_2 −2.7 0.97
QBO10 3.3 0.92
EESC −4.5 0.90
AERO −2.4 0.92
substitutes the EESC as parameterization for long-term
ozone variation. The piecewise linear function consists of a
linear component from 1979 to 2010 and a component linear
in either the 1997–2010, 1999–2010 or 2001–2010 time pe-
riods and 0 prior to this period. The ozone recovery rate in
the latter time period is quantiﬁed by the sum of both linear
components multiplied by their regression coefﬁcients.
Results of both methods are shown in Fig. 11. We note
that EESC-related ozone recovery rate estimates (the up-
per plots in Fig. 11) are highly dependent on the age-of-
air parameter used for the EESC variable (Table 7). Assum-
ing an air age of 3 years, the average ozone recovery rate
is 0.7DUyr−1 for the Southern Hemisphere (excluding the
Antarctic ozone hole area) and 0.6DUyr−1 for the North-
ern Hemisphere. For air ages of 4 and 5.5 years, these values
are 0.5 and 0.3DUyr−1, respectively, for the Southern Hemi-
sphere and 0.4 and 0.2DUyr−1, respectively, for the North-
ern Hemisphere. The 3-year air age EESC-related ozone re-
covery rates are found to be signiﬁcant towards the tropical
region, whereas the 5.5-year air age EESC-related recovery
rates are found to be signiﬁcant only poleward of 10◦ S and
30◦ N.
The PWLT analysis provides higher ozone recovery rate
estimates than the EESC. Linear recovery rate estimates
spanning the 1997–2010, 1999–2010 and 2001–2010 peri-
ods are approximately 0.7, 1.0 and 1.4DUyr−1, respectively,
for the Southern Hemisphere and 1.0, 1.3 and 1.7DUyr−1,
respectively, for the Northern Hemisphere.
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Table 5. Regression coefﬁcients and standard errors of regressions in Bogota, Colombia. QBO10 and QBO30 represent the QBO index at 10
and at 30hPa, respectively.
PHYS model in Bogota STAT model in Bogota
Variable Coefﬁcient SE Variable Coefﬁcient SE
Intercept 254.08 0.34 Intercept 254.0 0.25
EP −8.10 0.33 Sine (annual cycle) −10.1 0.36
GEO −1.06 0.41 Cosine (annual cycle) −7.6 0.35
ENSO −1.35 0.41 Cosine (half-year cycle) −4.1 0.35
QBO30 5.26 0.34 ENSO −1.5 0.27
QBO10 2.67 0.34 ENSO_2 −1.0 0.26
QBO30 5.5 0.26
QBO10 2.9 0.25
Table 6. Regression coefﬁcients and standard errors of regressions at 80◦ S, 0◦ E (Antarctica).
PHYS model in Antarctica STAT model in Antarctica
Variable Coefﬁcient SE Variable Coefﬁcient SE
Intercept 240.6 1.25 Intercept 242.0 1.16
EP −6.0 2.08 Sine (annual cycle) 29.7 1.85
PV −20.6 1.86 Sine (half-year cycle) 22.3 1.67
SOLAR 3.38 1.3 Cosine (annual cycle) −8.3 2.23
EESC −6.07 1.26 Cosine (half-year cycle) 20.8 1.78
EESC_2 24.9 1.53 EESC −9.4 1.16
EESC_2 11.3 1.79
SOLAR 3.1 1.20
Note that in particular the Southern Hemisphere recovery
rates for the PWLT analysis are not or barely statistically sig-
niﬁcant.
3.3.2 Ozone hole recovery
A particular interest is in the recovery of Antarctic ozone in
September–November, corresponding to the ozone hole pe-
riod. Two methods are used to quantify the ozone recovery
in this speciﬁc time period.
First, estimates of the ozone recovery rate for the
ozone hole are generated by multiplication of the EESC_2
regression coefﬁcients with the average increase in
EESC_2’s yearly minima per year after its largest oscillation.
These recovery rates are summed with the average EESC-
related recovery rates, as calculated in the previous section
(upper plots in Fig. 11). We obtain results corresponding to
3-, 4- and 5.5-year air age EESC variables. Second, a PWLT
analysis is performed on yearly ozone time series of ozone
averaged over September–November. This analysis is per-
formedbyagainusing1997–2010,1999–2010or2001–2010
as ozone recovery periods.
Ozone hole recovery rates are shown in Fig. 12 for both
methods. Again we note large differences in ozone recov-
ery rate estimates for different air age parameters and dif-
ferent periods for recovery rates in PWLT analysis. EESC-
related ozone hole recovery rate estimates vary between
around 1.8, 1.4 and 0.9DUyr−1 for EESC variables with
3-, 4- and 5.5-year air ages, respectively. For PWLT re-
sults the estimates in the Antarctic vary between around 1.3,
2.3 and 3.1DUyr−1 for ozone recovery periods 1997–2010,
1999–2010 and 2001–2010, respectively. The PWLT results
in September–November show a larger recovery rate over
Antarctica than anywhere else, related to the larger amount
of ozone depletion within the Antarctic ozone hole in the
September to November period. The PWLT analysis yields
higher ozone recovery rates than those obtained by using
the EESC curve. However, although each linear segment has
been included at the 99% signiﬁcance level, none of the
PWLT recovery rates are statistically signiﬁcant. The reason
for this insigniﬁcance is that the regression coefﬁcients of
both linear segments have been summed to achieve the total
recovery rate estimates. Processing the corresponding stan-
dard errors increases the ﬁnal standard error.
4 Discussion
The spatially applied regressions provide spatial parameteri-
zation of ozone in terms of physical explanatory variables.
The results show larger effects of EESC on ozone in the
Southern Hemisphere than in the Northern Hemisphere and
increasetowardshigherlatitudes.Thisresultsfromozonebe-
ing produced inthe tropics and transported tohigher latitudes
Atmos. Chem. Phys., 14, 8461–8482, 2014 www.atmos-chem-phys.net/14/8461/2014/J. S. Knibbe et al.: Spatial regression analysis on 32 years total column ozone data 8477
Table 7. Ozone hole recovery rates and average ozone recovery rates for the Northern Hemisphere and the Southern Hemisphere based
on EESC and PWLT regression estimates representative for the PHYS model. Values are in DUyr−1, uncertainties indicate the 2σ (95%)
conﬁdence intervals. The EESC-based trend estimates are determined for three different values of the EESC age of air; the PWLT estimates
are provided for three different time periods.
Trend method Age of air (EESC) NH SH Antarctic
Rec. period (PWLT) ozone hole
EESC 3 0.6±0.14 0.7±0.22 1.8±0.22
4 0.4±0.11 0.5±0.17 1.4±0.18
5.5 0.2±0.07 0.3±0.13 0.9±0.14
PWLT 1997–2010 1.0±0.73 0.7±1.59 1.3±4.8
1999–2010 1.3±0.77 1.0±1.70 2.3±4.6
2001–2010 1.7±0.88 1.4±1.81 3.1±5.8
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Figure 12. Ozone recovery rates based on EESC and EESC_2 regression estimates for the PHYS regressions south of 55◦ S (upper plots)
and the straightforward piecewise linear regression estimates (lower plots) on ozone data averaged over September–November. Note that the
color bar for the upper plots ranges from −2 to 2DUyr−1, whereas for the lower plots the color bar ranges from −5 to 5DUyr−1.
so that ozone at higher latitudes has been affected by ozone-
depleting substances for a longer time period. A similar
hemispheric asymmetry, with larger ozone inﬂuences in the
Southern Hemisphere, is found in the effect induced by the
solar cycle, having positive regression coefﬁcients at mid-
and low latitudes for both hemispheres and barely signiﬁ-
cant regression coefﬁcients at the Equator itself. This spa-
tially persistent but weak solar signal is consistent with re-
sults of Soukharev and Hood (2006) on the solar cycle vari-
ation in ozone and with Wohltmann et al. (2007). This solar
signal extends up to more than 70◦ S between −50 and 100◦
in longitude according to our results.
The negative effect of stratospheric aerosols particularly at
high northern latitudes supports earlier ﬁndings of, for exam-
ple, Solomon et al. (1996). Interestingly, the impact of vol-
canic aerosols on stratospheric ozone has also been discussed
extensively for the Southern Hemisphere and Antarctic based
on observations (Deshler et al., 1992; Hofmann and Oltmans,
1993), model simulations (Knight et al., 1998; Rozanov et
al., 2002) and regression analysis (Brunner et al., 2006;
Wohltmannetal., 2007;Kuttippurathetal.,2013). Yet,inour
analysis we ﬁnd little evidence of Antarctic ozone being af-
fected by volcanic aerosols. One possible explanation could
be that to some extent Antarctic volcanic aerosol effects are
compensated for by the EP ﬂux and/or Antarctic Oscillation
effects (see Fig. 5 of Kuttippurath et al. (2013) and Fig. 4 of
Brunner et al. (2006)). Note that the Pinatubo eruption had a
smaller impact on the Southern Hemisphere (Robock et al.,
2007). In addition, modeling results by Knight et al. (1998)
suggest that the largest Southern Hemisphere effects of the
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Figure 13. Comparison of R2 values of PHYS regression runs depending on the parameterization for long-term ozone variation by the
EESC with air ages of 3, 4 or 5.5 years or a piecewise linear function with the second linear component spanning 1997–2010, 1999–2010
or 2001–2010. The left plot illustrates which age-of-air parameter results in the highest R2 value among the EESC parameterizations. The
middle plot similarly illustrates which recovery period achieves the highest performance in terms of R2. The right plot shows the result of
similar comparisons among all parameterizations for long-term ozone variation. White regions indicate nonsigniﬁcant regression estimates
for each of the considered explanatory variables based on a 99% signiﬁcance level.
Pinatubo eruption occurred outside of the Antarctic vortex,
a ﬁnding that is supported by Hofmann et al. (1997) and
Solomon et al. (2005, their Figs. 3 and 13), who report
only major effects of Pinatubo on ozone in the upper tro-
posphere and lowermost stratosphere. Furthermore, results
from a modeling study by Rozanov et al. (2002) only ﬁnd
statistically insigniﬁcant decreases in Antarctic ozone due
to volcanic aerosols, suggesting other large inﬂuences on
Antarctic ozone. Finally, the majority of publications iden-
tifying an effect of Pinatubo on Antarctic ozone were pub-
lished in the 1990s, a period during which the role of extrat-
ropical dynamics like the EP ﬂux on Antarctic ozone were
poorly known (this started to be discussed after the year
2000).
We found broad spatial patterns concerning the QBO–
ozone relation, which is positive at the Equator and changes
to negative at around 10◦ N and 10◦ S for QBO taken at both
10 and 30hPa. These results are in agreement with Brunner
et al. (2006) and Yang and Tung (1995) on the phase propa-
gation of the QBO signal in ozone data. The negative effects
on ozone induced by ENSO events, detected between 30◦ N
and 30◦ S particularly over the Paciﬁc, are consistent with
ﬁndings by Randel et al. (2009). The STAT model addition-
ally identiﬁes positive ENSO-related effects in small bands
at 40◦ N and 40◦ S. This result may indicate an ENSO effect
on stratospheric ozone transport from the Equator – and the
Paciﬁc in particular – towards higher latitudes.
Interestingly, as the STAT model attributes more ozone
variation to QBO and ENSO variables at higher northern lati-
tudes as compared to PHYS model results, the PHYS results
show a more persistent pattern of EESC and AERO ozone
effects at high northern latitudes. The different characteriza-
tion of seasonal variation in ozone in these models causes
these small differences. Another difference is found in the
EESC_2 results over Antarctica where a large part of ozone
variations that could be interpreted as EESC-driven accord-
ing to the PHYS model (Fig. 9) is accounted for by harmonic
variables in the STAT model.
The important gain of the PHYS model with respect to
the STAT model is the physical parameterization of seasonal
ozone variation in terms of DAY, EP, PV and GEO. Except
for a small band at the Equator, regression estimates show a
positive effect on ozone attributed to the explanatory variable
DAY, which represents the variation in local exposure to so-
lar radiation. In the interpretation of these results, we must
account for the high correlation values between EP and DAY
in the Northern Hemisphere. Up toaround 50◦ N, the positive
effect of DAY on ozone is mostly due to in situ ozone pro-
duction driven by exposure to solar radiation. Towards higher
latitudes the DAY regression coefﬁcients are increasingly af-
fected by correlation features with the EP variable compli-
catingdirectphysicalinterpretationsduetooverestimationof
regression coefﬁcients. The increasingly positive EP results
towards high latitudes are a result of ozone transport driven
by the Brewer–Dobson circulation. In the Southern Hemi-
sphere the EP results show different effects on ozone pole-
ward and equatorward of the southern polar vortex, related
to the separation of stratospheric air within the polar vortex.
The much larger EP regression coefﬁcients north of 40◦ N
compared to the Southern Hemisphere show that eddy heat
ﬂux affects Arctic stratospheric ozone more than Antarctic
stratospheric ozone. This is due to a much stronger effect of
wave dynamics leading to less stability of the polar vortex in
the Northern Hemisphere compared to the Southern Hemi-
sphere (Randel et al., 2002).
Synoptic-scale weather variability, represented by PV at
150hPa, has a positive effect on ozone, especially at high
latitudes. South of 55◦ S the results of PV partly account for
ozone effects of DAY, GEO and EP variables, which are cor-
related with PV. Finally ozone is affected negatively by high
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values of geopotential height at 500hPa in southern midlat-
itudes and northern mid- to high latitudes. The importance
of synoptic-scale meteorological variability in understand-
ing extratropical total ozone column variability has long been
recognized (e.g., Harris et al., 2008; Kiesewetter et al., 2010;
Rieder et al., 2010).
The explanatory power of the PHYS model approaches the
explanatory power of the STAT model in regressions per-
formed south of 70◦ N (average R2 values of 0.73 to 0.78
for the PHYS and STAT model, respectively). Assuming the
seasonal ozone component is completely accounted for in
the STAT model using a Fourier ﬁlter, we conclude that the
PHYS model also accounts for nearly all seasonal variation
in ozone, since the models differ only in the parameteriza-
tion for seasonal ozone variation. The higher performance
of the STAT model as compared to the PHYS model north
of 70◦ N is caused by extreme domination of stable seasonal
variations in the ozone time series, which are better param-
eterized by the orthogonal harmonics in the STAT model.
Regions where both regression models yield lower explana-
tory power are bands at around 55◦ S and 10◦ S and a smaller
band over northern Africa stretching towards the central part
of Asia. The reduced explanatory power at 55◦ S is related
to the vortex edge itself. Regression studies focusing on the
Antarctic ozone hole typically use either a dynamical def-
inition like the equivalent latitude to deﬁne the vortex area
or stay sufﬁciently far away from the vortex edge (south of
70◦ S; e.g., Kuttipurath et al., 2013). The study of Hassler et
al. (2011) shows that the shape of the Antarctic vortex has
changed somewhat during the last 30 years which has conse-
quences for analyzing Antarctic ozone. However, given that
this study focuses on the global patterns of ozone variability,
the use of a spatially variable deﬁnition of the vortex edge
is not possible. The other bands at 10◦ S and from northern
Africa to Central Asia are regions of low ozone variability.
These ozone time series are dominated by white noise and
are, therefore, unexplained by the regression models.
The EESC trend analysis shows signiﬁcant ozone recov-
ery in the Southern and Northern Hemisphere at a 99%
signiﬁcance level. Quantiﬁcation of the ozone recovery rate
is largely dependent on the parameterization for long-term
ozone variation, consistent with ﬁndings of Kuttippurath et
al. (2013). To determine which parameterization is more ap-
propriate we compared R2 values for PHYS regression runs
of Sect. 3.3.1 in a similar manner as in the study of Mäder et
al. (2010), which compares ozone regression performances
usingEESCoralinearfunctionbasedonozonedataobtained
from ground-based observations. Results, shown in Fig. 13,
indicate that, among the EESC variables with 3-, 4- or 5.5-
year air ages, the 3-year age-of-air EESC ﬁts the ozone data
best. However, between 30 and 80◦ S there exists a large re-
gion of higher performance with the air age parameter set to
4 or 5.5 years. This may result from ozone not responding
linearly to the EESC in such a way that the ﬁt to the 3-year
air age EESC is better, even if the true age of air is higher.
Looking at a similar comparison now for the PWLT ﬁts, we
note a clear distinction between high latitudes (poleward of
50◦ N and 50◦ S), where the 1997–2010 ozone recovery pe-
riod achieves high performance, and lower latitudes (equa-
torward of 50◦ N and 50◦ S), where the 2001–2010 ozone re-
covery period ﬁts best. This is unexpected since the higher
age of air at high latitudes should result in the turnaround
point occurring later in time, whereas these results indicate
the converse. Finally, we see that the EESC long-term ozone
parameterization yields better performance at high latitudes
as compared to a PWLT function, which describes the long-
term ozone variation better at lower latitudes. This result is
caused by the fundamental difference of ﬁtting a curve or a
piecewise linear function. At high latitudes, the larger age of
air smooths the transition from ozone depletion to ozone re-
covery,resultinginabetterﬁtusingtheEESCcurve,whereas
at low latitudes the smaller age of air causes a more ad hoc
ozone turnaround point, resulting in a better ﬁt using a PWLT
function.
The recovery rates and trend uncertainties thus very much
depend on the chosen regression model and parameter set-
tings of the EESC (age of air) and PWLT (recovery period).
This indicates that there is a considerable amount of uncer-
tainty present in determining the ozone recovery rate. Al-
though these results suggest that the ozone layer is recov-
ering globally as well as over the Antarctic, care has to be
takenasmanyuncertaintiesinboththedataandmethodology
are not taken into account. Based on these observations we
conclude that ozone is recovering globally at a rate between
0.2 and 1.7DUyr−1 and between 0.9 and 3.1DUyr−1 for
the Antarctic ozone hole period speciﬁcally. However, given
the uncertainties discussed above, it is not possible to deter-
mine an appropriate trend uncertainty level, hence no statis-
tical signiﬁcance of the recovery rates can be determined.
5 Conclusions
This study presents the ﬁrst spatial multiple regression of
32 years of total ozone column data based on assimilation
of total ozone column measurements from satellites. A phys-
ically oriented regression model (PHYS) forms the basis of
the study and is compared to a more statistically oriented re-
gression model (STAT). A second aim is the detection and
quantiﬁcation of ozone recovery.
This ﬁrst spatial regression study yields pronounced re-
gional patterns in longitude and latitude dimensions of
ozone–regressordependencies.TheeffectofENSOonozone
is mainly identiﬁed over the Paciﬁc. We do not ﬁnd clear in-
dications of aerosol effects on ozone in the Antarctic. The ef-
fect of the 11-year solar cycle appears to be more important
in the Southern Hemisphere, especially between −50 and
100◦ in longitude, which is currently unexplained. Moreover
the effects related to the southern polar vortex, clearly iden-
tiﬁed north of Antarctica, are large on total ozone columns.
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Our results broadly conﬁrm ﬁndings from previous regres-
sion studies for local- and zonal-mean total ozone records. A
clear distinction exists between the tropics and higher lati-
tudes. In the tropics, ozone variability is dominated by the
QBO whereas the 11-year solar cycle and ENSO play minor
roles. Outside of the tropics, effective chlorine loading is the
most important factor, and in the Northern Hemisphere vol-
canic aerosols also play a role. At midlatitudes, dynamical
variability of the tropopause affects total ozone variability.
For the Arctic, ozone variability is also determined by the
EP ﬂux, which strongly affects the vortex stability. Over the
Antarctic the EP ﬂux is much less important.
The overall explanatory power of the PHYS model ap-
proaches the explanatory power of the STAT model (aver-
age R2 values of 0.73 and 0.78, respectively, for regressions
south of 70◦ N). This indicates a nearly complete character-
ization of seasonal variation in ozone in terms of physical
explanatory variables in the PHYS model. North of 70◦ N
the explanatory power of the STAT model is higher than that
of the PHYS model.
As for post peak-EESC ozone trends, the results of our
regressions indicate that standard methods for determining
trend uncertainties likely underestimate the true uncertain-
ties in the ozone trends that can be attributed to decreasing
EESC. Hence, great care has to be taken with discussing the
statistical signiﬁcance of these trends.
Ongoing research will focus on these unexplained varia-
tions by examining the regression residuals. In addition, ef-
fort will be put into investigating uncertainties in both re-
gressors (what is the uncertainty in the regressors and how
sensitive are the regressions to these uncertainties?) and the
measurement errors of ozone. Furthermore, we also plan to
perform other regression analyses to further examine the ro-
bustness of our results. Finally, robustness of the results will
be tested by extending the MSR ozone record forward and
backward in time.
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