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1A Decentralized Framework for the Optimal
Coordination of Distributed Energy Resources
Miguel F. Anjos, Senior Member, IEEE, Andrea Lodi, and Mathieu Tanneau
Abstract—Demand-response aggregators are faced with the
challenge of how to best manage numerous and heterogeneous
Distributed Energy Resources (DERs). This paper proposes a de-
centralized methodology for optimal coordination of DERs. The
proposed approach is based on Dantzig-Wolfe decomposition and
column generation, thus allowing to integrate any type of resource
whose operation can be formulated within a mixed-integer linear
program. We show that the proposed framework offers the same
guarantees of optimality as a centralized formulation, with the
added benefits of distributed computation, enhanced privacy, and
higher robustness to changes in the problem data. The practical
efficiency of the algorithm is demonstrated through extensive
computational experiments, on a set of instances generated using
data from Ontario energy markets. The proposed approach
was able to solve all test instances to proven optimality, while
achieving significant speed-ups over a centralized formulation
solved by state-of-the-art optimization software.
Index Terms—Column generation, Dantzig-Wolfe decomposi-
tion, demand response aggregation, distributed energy resources,
mixed-integer linear programming, smart grid
NOMENCLATURE
Parameters
C thd Thermal capacity of thermal load d.
Ebat, mind Minimum state of charge of battery device d.
Ebat, maxd Maximum state of charge of battery device d.
Lunid Cycle duration of uninterruptible device d.
P˜ uncd,t Power consumption of uncontrollable load d
during time period t.
P˜ curd,t Power consumption of curtailable load d during
time period t, in the absence of curtailment.
P˜ unid,l Power requirement of uninterruptible load d,
during its cycle’s phase l.
P th, mind Minimum power consumption of thermal load d,
when that device is on.
P th, maxd Maximum power consumption of thermal load
d, when that device is on.
P ch, mind Minimum charging power of battery device d.
P ch, maxd Maximum charging power of battery device d.
P dis, mind Minimum discharging power of battery device d.
P dis, maxd Maximum discharging power of battery device
d.
Pminr Minimum value of household r’s net load.
Pmaxr Maximum value of household r’s net load.
Pmina Minimum value of the aggregated residential net
load.
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Pmaxa Maximum value of the aggregated residential net
load.
R Number of resources.
T Length of the time-horizon.
∆τ Duration of each time period.
ηchd Charging efficiency of battery device d, in [0, 1).
ηdisd Discharging efficiency of battery device d, in
[0, 1).
ηthd Thermal efficiency of thermal load d.
Θmind Minimum temperature requirement of thermal
load d.
Θmaxd Maximum temperature requirement of thermal
load d.
Θextd,t Outside temperature for thermal load d during
time period t.
µthd Thermal conductivity of thermal load d.
Πt Market price of electricity during time period t.
Sets
Duncr Set of uncontrollable loads of household r.
Dcurr Set of curtailable loads of household r.
Dunir Set of uninterruptible loads of household r.
Ddefr Set of deferrable loads of household r.
Dthr Set of thermal loads of household r.
Dstor Set of energy storage devices of household r.
R Set of resources R = {1, ..., R}.
T Time horizon T = {0, ..., T − 1}.
Xr Set of feasible operational schedules of resource
r.
Γr Set of extreme rays of conv(Xr).
Ωr Set of extreme vertices of conv(Xr).
Variables
ebatd,t State of charge of battery device d at the end of
time period t.
pa,t Net aggregated load during time period t.
pd,t Algebraic power consumption of device d during
time period t.
pchd,t Charging power of battery device d during time
period t.
pdisd,t Discharging power of battery device d during
time period t.
pr,t Net load of household r during time period t.
uchd,t Binary variable that takes value 1 (resp. 0) if
battery device d is charging (resp. not charging)
during time period t.
2udisd,t Binary variable that takes value 1 (resp. 0) if
battery device d is discharging (resp. not dis-
charging) during time period t.
ucurd,t Binary variable that takes value 1 (resp. 0) if
curtailable load d is on (resp. off) during time
period t.
uthd,t Binary variable that takes value 1 (resp. 0) if
thermal load d is on (resp. off) during time period
t.
vunid,t Binary variable that takes value 1 if uninterrupt-
ible load d’s cycle is started at time t, and 0
otherwise.
xr Vector of decision variables (operational sched-
ule) of resource r.
y Vector of decision variables for the aggregator.
θthd,t Temperature of thermal load d during time period
t.
λ Vector of primal variables in the Master Problem.
pi Vector of dual variables (shadow prices).
σ Vector of dual variables (shadow marginal costs).
I. INTRODUCTION
SMART grids hold the promise of more reliable and sus-tainable power grids, through the integration of commu-
nication technologies, advanced computation and intelligent
controls. Among smart grid-enabled paradigms, Demand Re-
sponse (DR) programs [1] enable end-users to dynamically ad-
just their electricity consumption, in response to price signals
or incentives. The present work focuses on the DR potential
of Distributed Energy Resources (DERs) that include, among
others, flexible loads, distributed generation, and distributed
energy storage [2].
Because of their small size, individual resources have a
negligible marginal impact at the grid level. This has motivated
the introduction of aggregators [3], that act as intermediaries
between the grid and resources, thus enabling the latters to
participate in traditional energy markets. Therefore, aggrega-
tors must address the challenges associated with coordinating
numerous and heterogeneous resources, whose operation may
involve discrete decisions. To that end, various coordination
mechanisms have been investigated in the literature [4]–[6],
and essentially break down into two main categories: price-
based and incentive-based mechanisms.
In price-based mechanisms, price signals are communicated
to users, either periodically, e.g. in Time-of-Use rates, or
dynamically as in the case of Real-Time Pricing [6]. Users then
adapt their consumption by optimizing their own individual
objective, hopefully reducing electricity consumption when
prices are higher. Therefore, the efficiency of a price-based DR
mechanism is contingent on how price signals are computed
and how users react to them. In [7]–[10], the DR problem
is formulated as a Stackelberg game between an electricity
retailer (leader) and electricity consumers (followers). This
results in a bi-level problem wherein the retailer sets prices
so as to maximize its own payoff, while accounting for
consumers’ optimal response to those prices. While authors
in [8] and [10] focus on Time-Of-Use rates, Dynamic pricing
is also considered in [7] and [9]. These works perform a
reformulation of the bi-level program as a single-level Mixed-
Integer Linear Program, which can then be solved using
standard optimization software. Nevertheless, this approach
suffers from poor scalability, and does not handle the presence
of discrete variables in the consumers’ operation. Another
methodology, employed in [11]–[14], formulates the DR prob-
lem as a social welfare maximization problem. In [11] and
[12], the total cost of electricity over a finite time-horizon is
minimized, while authors in [13] and [14] consider individual
utility functions for electricity consumers. All of [11]–[14]
reduce to solving a convex (continuous) optimization problem,
where dual information (i.e., Lagrange multipliers) is used to
compute the price signals. However, this methodology does
not apply when discrete variables are present, which is the
setting we consider in this work.
On the other hand, incentive-based mechanisms reward
users who are willing to participate in DR programs, for ex-
ample by offering discounts on electricity bills [1], or on a per-
event basis [15]. Incentive-based mechanisms include Direct
Load Control schemes, which is the approach considered in
this paper. Specifically, we focus on jointly coordinating the
operation of a (large) number of DERs, so as to optimize
a global objective. This can be formulated as a centralized
optimization problem, as was explored in [16]–[19], wherein a
central controller manages each individual resource. Although
a centralized formulation offers the strongest optimality guar-
antees, it quickly becomes intractable when the number of
resources increases, both due to memory requirements and the
presence of discrete variables. Furthermore, the disclosure of
private information by the resources raises privacy concerns,
and puts additional burden on communication requirements.
Decentralized methods, on the other hand, distribute the
computational effort among resources by leveraging local
computing power. This typically results in better scalability,
reduced communication overheads, and improved privacy.
Several distributed heuristics were proposed, for example in
[20]–[23], but provide weaker guarantees of optimality, since
heuristic methods converge at best to a local optimum. Nev-
ertheless, classical decomposition techniques allow to solve
the centralized problem in a distributed way, thus offering
the same guarantees of optimality, with the added benefit of
decentralized computation. Therefore, in this work, we focus
on exact, decomposition-based methods.
A large body of literature has focused on dual decom-
position and Lagrangian-based methods. Dual decomposition
yields a separable structure, which in turn enables distributed
implementations. The related works [24]–[29] thus differ
mainly in which algorithm is used to optimize the dual La-
grangian. In [24] and [25], the authors consider an augmented
Lagrangian-based relaxation, which is formulated as a consen-
sus problem and solved with the Alternating Direction Method
of Multipliers (ADMM). However, ADMM does not handle
discrete variables, that are used to model on-off constraints.
In a similar fashion, standard Lagrangian relaxation is used in
[26]–[29]. A classical sub-gradient algorithm is investigated
in [26] and cutting-planes methods are studied in [27], but
discrete variables were not considered. Although the works in
3[28] and [29] do consider mixed-integer variables, they rely
on recovery heuristics to obtain feasible solutions. A bundle
method is used in [28], while a double smoothing of the dual
Lagrangian is applied in [29], allowing the use of a more
efficient gradient-based algorithm. Overall, the main drawback
of Lagrangian-based approaches is the recovery of feasible
solutions when strong duality does not hold, which is generally
the case for mixed-integer problems.
Alternatively, Dantzig-Wolfe (DW) decomposition-based
approaches were investigated in [30]–[33]. In [30] and [31],
DW decomposition is applied to demand-response problems
related to peak-load management and, in [32], to the charging
of electric vehicles. However, only a few types of devices were
considered in these works, with no discrete variables involved.
Finally, a column generation-based heuristic is used in [33]
to schedule residential heating systems. Nevertheless, this
heuristic approach does not provide a guarantee of optimality.
A. Contribution and outline
In this paper, we propose a scalable and exact methodol-
ogy for the coordination of DERs whose operation involves
discrete decisions, i.e., mixed-integer variables. Our proposed
framework is based on DW decomposition and Column Gen-
eration, and has several advantageous features compared to ex-
isting approaches, which are either heuristic or poorly scalable.
First, DW decomposition provides a systematic and efficient
treatment of discrete variables. This yields a technology-
agnostic formulation as shown in Section III-A. Second,
our column-generation algorithm naturally distributes among
resources, which makes it highly scalable, as demonstrated
in Section IV. Third, this decentralization offers enhanced
privacy to the resources. Fourth, our formulation is robust
to numerical changes in the problem data, with empirical
evidence reported in Section IV-E.
The rest of the paper is organized as follows. In Section II,
we introduce operational models, and formulate the aggrega-
tion problem as a (centralized) Mixed-Integer Linear Program.
We then present our methodology in Section III, including
the Dantzig-Wolfe reformulation in III-A and our column-
generation algorithm in III-B and III-C. Computational results
are reported in Section IV, and Section V concludes the paper.
Unless specified otherwise, durations are expressed in hours
(h), power and energy quantities in kilowatt (kW) and kilowatt-
hour (kWh) respectively, and temperatures in degrees Celsius.
Energy prices are given in dollars per kilowatt-hour ($/kWh).
II. PROBLEM FORMULATION
We consider a set of households that interact with an
aggregator, in order to minimize the total cost of purchasing
electricity from the grid. The aggregator and households are
assumed to behave rationally, and households do not interact
directly with each other. Finally, the environment is assumed
to be deterministic. This last assumption is further discussed
in Section IV.
Operational models are presented in II-A and II-B, and the
aggregation problem is formulated in II-C.
A. Device constraints
Following the classification in [34], devices are grouped into
six classes: uncontrollable loads (unc), curtailable loads (cur),
uninterruptible loads (uni), deferrable loads (def), thermal
loads (th), and energy storage (bat). The sequence pd =
(pd,0, · · · , pd,T−1) is called the device’s load profile. A nega-
tive consumption, i.e., pd,t < 0, indicates the device generates
power.
Uncontrollable loads include devices whose operation can-
not be altered. The load profile of such a device d is thus
pd,t = P˜
unc
d,t . ∀t ∈ T (1)
Curtailable loads refer to devices whose operation at a
given time t can be altered, independently of past and future
operations. The operation of a curtailable load d is
pd,t − ucurd,tP˜ curd,t = 0, ∀t ∈ T (2)
ucurd,t ∈ {0, 1}. ∀t ∈ T (3)
On-off curtailment is modelled through binary variables ucurd,t.
Continuous curtailment is modelled by relaxing the integrality
constraint on ucurd,t. This model can be extended to include
several operation modes. Finally, a penalty is typically incurred
when demand is curtailed. However, we do not explicitly
formulate it here because, as will be detailed in Section IV,
we do not consider in our experiments any demand that can
be curtailed.
Uninterruptible loads are comprised of devices such as
dishwashers and clothes dryers, whose operation is typically
composed of a finite number of cycles. A cycle’s start-up
time is flexible but, once started, it cannot be interrupted. For
simplicity, we consider a single cycle. The device’s operation
is then defined by
pd,t −
L−1∑
l=0
vunid,t−lP˜
uni
d,l = 0, ∀t ∈ T (4)
T−L∑
t=0
vunid,t = 1, (5)
vunid,t ∈ {0, 1}, ∀t ∈ T (6)
where constraint (5) ensures the cycle is started exactly once,
and vunid,t = 0,∀t < 0. This framework naturally extends to
several cycles with precedence constraints as proposed in [35].
Deferrable loads include devices such as an electric vehi-
cle’s (EV) charger, whose consumption may be shifted earlier
or later in time. Deferrable loads are modelled as follows:
Edef, mind ≤ ∆τ
∑
t∈T
pd,t ≤ Edef, maxd , (7)
udefd,tP
def, min
d ≤ pd,t ≤ udefd,tP def, maxd , ∀t ∈ T (8)
udefd,t ∈ {0, 1}. ∀t ∈ T (9)
On-off constraints are modelled by (8)-(9).
Thermal loads encompass devices like space heaters and
air conditioners, that aim at keeping a system’s (e.g., a room)
4temperature within a certain range. Their operation is modelled
by
Θmind ≤ θthd,t ≤ Θmaxd , ∀t ∈ T (10)
µthd
C thd
(Θextd,t − θthd,t) +
ηthd
C thd
pd,t =
θthd,t+1 − θthd,t
∆τ
, ∀t ∈ T (11)
uthd,tP
th, min
d ≤ pd,t ≤ uthd,tP th, maxd , ∀t ∈ T (12)
uthd,t ∈ {0, 1}. ∀t ∈ T (13)
The evolution of the system’s temperature in (11) is given by
the first-order approximation of a thermodynamic model [36].
The device’s on-off constraints are modelled in (12)-(13).
Energy storage devices can store energy and release it later.
For simplicity, we consider the case of batteries, for which an
operational model (adapted from [37]) is
Ebat, mind ≤ ebatd,t ≤ Ebat, maxd , ∀t ∈ T (14)
pd,t − pchd,t + pdisd,t = 0, ∀t ∈ T (15)
∆τ
(
ηchd p
ch
d,t −
1
ηdisd
pdisd,t
)
= ebatd,t − ebatd,t−1, ∀t ∈ T (16)
uchd,tP
ch, min
d ≤ pchd,t ≤ uchd,tP ch, maxd , ∀t ∈ T (17)
udist P
dis, min
d ≤ pdisd,t ≤ udisd,tP dis, maxd , ∀t ∈ T (18)
uchd,t + u
dis
d,t ≤ 1, ∀t ∈ T (19)
uchd,t, u
dis
d,t ∈ {0, 1}. ∀t ∈ T (20)
The internal dynamics of the battery are captured by (16),
and on-off constraints (17)-(20) ensure that the battery cannot
be simultaneously charged and discharged. This model can be
further extended to include constraints on ramping and cycling,
see, e.g. [37].
Finally, renewable generation can be modelled as a negative
load. Depending on systems’ specifications, it may be either
uncontrollable or curtailable.
B. Household and aggregator constraints
We now consider a given household r ∈ R. Additional
constraints at the household level are formulated as
Pminr ≤ pr,t ≤ Pmaxr , ∀t ∈ T (21)
pr,t =
∑
d∈Dr
pd,t. ∀t ∈ T (22)
corresponding to that house’s circuit breaker’s operating range.
Similarly, the aggregator must ensure that the aggregated
load pa,t remains within physical limitations, i.e.,
Pmina ≤ pa,t ≤ Pmaxa , ∀t ∈ T (23)
pa,t =
∑
r∈R
pr,t. ∀t ∈ T (24)
If households were operated independently, i.e., without inter-
acting with the aggregator, constraints (23) may be violated. In
practice, this could result in equipment damage, or localised
blackouts.
C. Aggregation problem
The aggregation problem consists here in minimizing the
total cost of purchasing energy from the grid, while satisfying
all operational constraints. It is formulated as the following
Mixed-Integer Linear Program (MILP):
min
∑
t∈T
Πt×∆τ×pa,t (25)
s.t. (1), ∀r, ∀d ∈ Duncr
(2)− (3), ∀r, ∀d ∈ Dcurr
(4)− (6), ∀r, ∀d ∈ Dunir
(7)− (9), ∀r, ∀d ∈ Ddefr
(10)− (13), ∀r, ∀d ∈ Dthr
(14)− (20), ∀r, ∀d ∈ Dstor
(21)− (22), ∀r
(23)− (24).
We now introduce a more general and compact notation
for the aggregation problem (25). For each household r, let
xr denote its vector of decision variables, i.e., the vector
obtained by concatenating all decision variables specific to
that household. Here, xr would be composed of a household’s
net load, plus the decision variables of each device in that
household. In what follows, we refer to xr as the operational
schedule of household r. Define Xr as the set of all feasible
operational schedules for household r, so that operational
constraints for that household are written in the compact form
xr ∈ Xr.. Therefore, Xr is defined by a finite number of linear
constraints and integrality requirements, so that conv(Xr) is a
polyhedron. Finally, a household’s operating cost is written
cTr xr for a given cost vector cr. In the present case, we
have cr = 0 for every r, since no household-specific cost
is considered. Nevertheless, we keep the objective term cr in
the formulation for generalization purposes.
Similarly, let y denote the vector of decision variables
that are specific to the aggregator. For the case at hand, y
corresponds to the aggregated load profile pa. The aggregator’s
operating cost is written qT y, while constraints (23)-(24) are
written My +
∑
r Arxr = b, without loss of generality.
The aggregation problem can therefore be written in the
general compact form
min
y,x1,...,xR
qT y +
∑
r∈R
cTr xr (26)
s.t. My +
∑
r∈R
Arxr = b (27)
xr ∈ Xr. ∀r (28)
Constraints (27) induce a coupling between the households,
and are thus referred to as linking constraints. Conversely,
constraints (28) are separable by household, and are referred
to as local constraints. We emphasize that this formulation
is not restricted to the aforementioned loads, but allows to
integrate any type of DER whose operation can be formulated
within a MILP.
Mixed-integer linear programs such as (26)-(28) can be
solved to proven optimality using standard optimization soft-
5ware. Although MILPs are NP-hard in general, practical
instances can often be solved efficiently. Indeed, several of our
test instances, with up to hundreds of thousands of variables,
were solved to optimality in a few minutes with a state-of-the
art solver. Nevertheless, a centralized formulation obviously
becomes intractable when dealing with large systems, both
due to memory requirements and the presence of discrete
variables. Furthermore, as will be demonstrated in Section
IV-E, the nature of the DERs may have a significant impact on
the formulation’s integrality gap, and therefore on computing
time.
III. DISTRIBUTED COLUMN-GENERATION FRAMEWORK
We now present a decentralized framework for solving the
aggregation problem to global optimality. To underline the
generality of the proposed methodology, we use the notation
introduced in Section II-C.
A. Dantzig-Wolfe decomposition
We begin by introducing a Dantzig-Wolfe reformulation of
the aggregation problem (26)-(28). First, for each resource
r ∈ R, let Ωr (resp. Γr) denote the set of extreme vertices
(resp. extreme rays) of conv(Xr). Both sets are well-defined
and finite since, as mentioned in Section II-C, conv(Xr) is a
polyhedron. For simplicity, we assume that Xr is bounded, so
that Γr = ∅.
We then apply the Dantzig-Wolfe decomposition principle
[38] to the aggregation problem (26)-(28), which yields the
extended formulation
min
y,λ
qT y +
∑
r∈R,ω∈Ωr
cr,ωλr,ω (29)
s.t. My +
∑
r∈R,ω∈Ωr
λr,ωar,ω = b, (30)∑
ω∈Ωr
λr,ω = 1, ∀r (31)
λ ≥ 0, (32)∑
ω∈Ωr
λr,ωω = xr, ∀r (33)
xr ∈ Xr, ∀r (34)
with the notation cr,ω = cTr ω and ar,ω = Arω. The objective
(29) and linking constraints (30) are simply re-writing of (26)
and (27), respectively. Thereby, each extreme point ω ∈ Ωr
is associated to a variable λr,ω , and to a column ar,ω that
corresponds to a load schedule for resource r. The extended
formulation (29)-(34) is equivalent to the compact formulation
(26)-(28), and is most typically solved using a branch-and-
price algorithm. In what follows, we focus on the linear
relaxation of the extended formulation, which is given by (29)-
(32) and referred to as the Master Problem (MP).
Unlike the centralized formulation (26)-(28), the structure of
the MP is independent of the nature of the resources. Indeed,
the linking constraints only involve variables corresponding
to a resource’s net load. In particular, the MP is always a
(continuous) linear program, even if a resource’s operation
involves discrete variables. Therefore, using DW decomposi-
tion yields a technology-agnostic formulation. This feature is
highly advantageous, since it allows to integrate new types of
resources without any major impact on performance.
B. Distributed column generation
Since the MP contains exponentially many variables, it is
solved by a Column-Generation (CG) algorithm. We refer
to [39] for a thorough overview of column generation and
branch-and-price algorithms, as well as the relation between
Lagrangian relaxation and Dantzig-Wolfe decomposition.
Consider the Restricted Master Problem (RMP)
min
y,λ
qT y +
∑
r∈R,ω∈Ω¯r
cr,ωλr,ω (35)
s.t. My +
∑
r∈R,ω∈Ω¯r
λr,ωar,ω = b, (36)∑
ω∈Ω¯r
λr,ω = 1, ∀r (37)
λ ≥ 0, (38)
where, for each resource r, Ω¯r ⊂ Ωr denotes the subset of
columns that are currently considered. The RMP is initialized
with a small number of columns, some of which may be
artificial to ensure feasibility.
At the beginning of each iteration, the RMP is solved to
optimality. Let pi denote the vector of dual variables associated
to linking constraints (36), and σr the dual variable associated
to convexity constraint (37) for resource r. For given r and
ω ∈ Ωr, the reduced cost of λr,ω is then
c¯r,ω = c
T
r ω − piTArω − σr. (39)
Therefore, a variable λr,ω∗ with smallest reduced cost is given
by the pricing step
ω∗ ∈ arg min
ω∈Ωr
(
cTr ω − piTArω − σr
)
. (40)
However, explicitly iterating over all Ωr is prohibitively ex-
pensive. Nevertheless, since each ω ∈ Ωr is an extreme point
of conv(Xr), performing the pricing step (40) is equivalent to
solving
(SPr) ω
∗ ∈ arg min
xr
(cTr − piTAr)xr − σr (41)
s.t. xr ∈ Xr. (42)
The pricing sub-problem (41)-(42) is a small MILP, which we
assume can be solved efficiently. If the identified variable λr,ω∗
has negative reduced cost, i.e., c¯r,ω∗ < 0, it is added to the
RMP. Otherwise, c¯r,ω∗ ≥ 0 and all variables λr,ω, ω ∈ Ωr have
non-negative reduced cost. Optimality in the MP is reached
when this is the case for all resources, i.e., all variables in the
master problem have non-negative reduced cost. The pseudo-
code of our CG algorithm is given in Algorithm 1.
6Algorithm 1 Column-Generation algorithm
Input: Initial RMP
1: while stopping criterion not met do
2: Solve RMP and obtain optimal dual variables (pi, σ)
3: // Pricing step (distributed)
4: for all r ∈ R do
5: Solve SPr with the query point (pi, σr), and obtain ω∗ such
that λr,ω∗ has most negative reduced cost
6: if c¯r,ω∗ < 0 then
7: Add corresponding column to the RMP
8: end if
9: end for
10: // Stopping criterion
11: if no column added to RMP then
12: STOP
13: end if
14: end while
All the sub-problems are independent, and therefore can be
solved in a decentralized fashion. This offers greater privacy to
the resources. Indeed, each sub-problem SPr is solved locally
by resource r. Consequently, the aggregator only has limited
information about each resource’s operation, in the form of
the columns that are generated. Furthermore, this decentralized
setting is more robust to communication failure. If a resource
r fails to communicate with the aggregator, a locally feasible
operation can always be used, e.g. the last column that was
generated. Similarly, the aggregator and other resources can
carry on the optimization process, considering for resource r
only the last column it generated. If communication is later
restored, the quality of the final solution will not be affected,
although the total number of iterations may obviously increase.
C. Branch-and-price
The MP is the root node of the branching tree in a branch-
and-price algorithm. Solving the MP yields a primal optimal
solution (y¯, λ¯) and using it, we define, for each r ∈ R
x¯r :=
∑
ω∈Ωr
λ¯r,ωω. (43)
Since the MP is a relaxation of the extended formulation, the
x¯r are generally fractional. For example, x¯r may represent
an operational schedule where a battery is charging and
discharging simultaneously, which would violate constraint
(20). An optimal integer solution is obtained by branch-and-
price.
We implemented a heuristic diving procedure wherein sev-
eral branching decisions are taken simultaneously. At each
successive branching node, a random subset of resources R˜ is
selected. Then, for each r ∈ R˜, a feasible x˜r is computed by
projecting the current fractional solution x¯r onto the feasible
set Xr. This is done by solving the MILP
x˜r ∈ arg minxr ‖xr − x¯r‖∞ (44)
s.t. xr ∈ Xr. (45)
Branching decisions are taken by fixing all integer variables
to their value in x˜r, and are enforced in the sub-problem SPr
directly. The column corresponding to x˜r is added to the RMP,
and all conflicting columns, i.e., columns that do not satisfy
the branching decisions, are removed from the formulation.
Enforcing branching decisions in the sub-problems results in
no conflicting column being generated afterwards. Finally, the
relaxation of the newly obtained node is solved by column
generation, and the procedure is repeated until all integer
variables are fixed. The pseudo-code of this diving procedure
is given in Algorithm 2.
Algorithm 2 Diving heuristic procedure
Input: Solution x¯ of the MP, R¯ := R
1: while stopping criterion not met do
2: // Branching decisions
3: Select a random subset of resources R˜ ⊂ R¯
4: for all r ∈ R˜ do
5: Compute x˜r and add corresponding column to the RMP
6: Remove conflicting columns
7: Enforce branching decisions in SPr
8: end for
9: Solve node relaxation using Algorithm 1, obtain new x¯
10: R¯ := R¯ − R˜
11: // Stopping criterion
12: if R¯ = ∅ then
13: STOP
14: end if
15: end while
This heuristic was run right after solving the MP and, in
all test instances, it was able to find what turned out to
be an optimal integer solution. More precisely, a feasible
integer solution was always found by the heuristic, and its
optimality was proven using the lower bound provided by the
MP. Therefore, no branching was needed, which we emphasize
may not be true in general.
IV. COMPUTATIONAL RESULTS
We now report computational results for the proposed
column-generation algorithm (CG), using the centralized for-
mulation (MILP) as a baseline. Tests are carried out on a set
of 1120 instances, generated using data from Ontario energy
markets. We first describe our test methodology in IV-A and
IV-B. Numerical results are analysed in IV-C and IV-D, and
the robustness of the formulation is further assessed in IV-E.
For reproducibility, we make our code for generating in-
stances and numerical data publicly available1.
A. Numerical instantiation
For all simulations, the time-horizon begins at 5am Monday,
January 18th 2016, and one time-period is always ∆τ = 1h.
We consider four different values for T and seven for R, which
are indicated in Figure 1 and Table II, respectively. Ontario’s
provincial load, production and pricing data are obtained from
[40].
The set of considered devices and their ownership rates are
given in Table I (adapted from [34]). The ownership rate of
a device is interpreted as the probability that that device be
present in a given household. Devices that are not explicitly
considered in this work are aggregated into one uncontrollable
load for each household. In addition, we consider correlation
1https://github.com/mtanneau/DER instances
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DEVICES CLASSIFICATION AND OWNERSHIP RATES
Device Classification Own. rate (%)
Dishwasher Uninterruptible load 65
Clothes washer Uninterruptible load 90
Clothes dryer Uninterruptible load 75
Electric heating Thermal load 60
Electric vehicle Deferrable load ξdep
Home battery Energy storage ξdep
Rooftop solar Curtailable load ξdep
Others Uncontrollable load 100
among devices. It is assumed that only households with a
clothes washer own a clothes dryer. Because available data
regarding the penetration of EVs, batteries and rooftop so-
lar in Ontario is very scarce, we assumed that households
own either none or the three of them. Several deployment
scenarios are considered, corresponding to ownership rates
ξdep = 0%, 33%, 66% and 100%.
Dishwashers, clothes washers and clothes dryers are mod-
elled as uninterruptible loads. Each appliance’s operation con-
sists of one cycle per day, with a constant power consumption
of 1kW. Cycles’ durations are 2h for dishwashers, 2h for
clothes washers, and 3h for clothes dryers.
For electric heating systems, the outside temperature Θext
is obtained by perturbing a reference profile Θref that consists
of hourly readings from a weather station in the Toronto area
[41]
Θextd,t = Θ
ref
t + 0.5× εd,t, ∀t ∈ T
with ε ∼ N (0, 1). Numerical parameters for the thermody-
namics model are identical among households: η = 1, µ = 0.2,
C = 3, and P th, min = 0, P th, max = 10. The inside temperature
must be kept in the range [Θmind ,Θ
max
d ] = [18, 22].
The charging of electric vehicles is modelled as a deferrable
load with a daily energy requirement of Emind , E
max
d = 10 as
reported in [34]. Charging must happen between 8pm and 5am,
and charger limitations are Pmind = 1.1, P
max
d = 7.7.
Battery specifications are based on the Tesla powerwall [42].
Energy capacity is Ebat, maxd = 13.5, with minimum state of
charge Ebat, mind = 0. Charging and discharging limitations are
P ch, mind , P
dis, min
d = 0 and P
ch, max
d , P
dis, max
d = 5. Efficiencies
are ηchd , η
dis
d = 0.95, yielding a 90% round-trip efficiency.
Rooftop solar is modelled as a (negative) curtailable load.
The output of a PV system d is given by
P˜ PVd,t = γr × Q˜PVt × ζd,t, ∀t ∈ T
where the normalized output Q˜PVt is Ontario’s hourly PV
output QPVt , divided by its average value over the considered
time period. The household-specific scaling factor γr is drawn
from a uniform distribution U(0.5, 1.5), and ζ ∼ U(0, 1) is a
random noise.
For each household r, the corresponding uncontrollable load
d has the following load profile:
P˜d,t = γr ×max
(
0, Q˜Ontt + 0.05× εd,t
)
, ∀t ∈ T
where Q˜Ont is the normalized Ontario hourly provincial load,
and ε ∼ N (0, 1) is a white noise.
Finally, we set Pminr = 0, P
max
r = 10 for the households’
net load constraints. Similarly, the total aggregated load is
bounded by Pmina = 0 and P
max
a = 7.5 × R. The price of
electricity Πt is the Hourly Ontario Energy Price (HOEP).
In practice, since neither uncontrollable loads, nor outside
temperature, nor PV output, are deterministic, one may use
forecasts for these quantities instead. How to obtain such
forecasts is beyond the scope of this paper. To handle forecast
errors, a receding horizon scheme can be employed, wherein
forecasts are updated periodically. When forecasts are updated,
e.g. every hour, the aggregation problem is updated accord-
ingly and solved again over the entire time-horizon, e.g. the
next 24h. We emphasize that the performance of our algorithm
makes such an implementation tractable.
B. Implementation details
Experiments were performed on a 2×Xeon E5-2650V4
2.2Ghz, 256GB RAM computer running Linux. Our imple-
mentation was coded in Python 2.7, with CPLEX 12.7 as the
linear solver. All CPLEX runs used default parameters and a
single thread. Accordingly, an instance is considered solved
to optimality when the reported optimality gap is smaller than
10−4, which is the default threshold for CPLEX.
In order to smooth out performance variations, we generated
ten different instances for each combination of (R, T, ξdep).
This resulted in a testbed of (4×7×4)×10=1120 instances,
and we compare the results obtained by the proposed method
(CG), and the centralized formulation (MILP). For the MILP,
we used CPLEX with default parameters, a single thread and
a time limit of one hour. All instances were found to be
feasible. Due to limited computing resources, the column-
generation sub-problems were solved serially rather than in
parallel. Nevertheless, the duration of each iteration in the
distributed setting is given by the RMP computing time, plus
the maximum solving time among sub-problems, plus com-
putation overheads. We emphasize that, in practice, each sub-
problem would indeed be solved locally by the corresponding
household.
Finally, the RMP is initialized by computing, for each
resource, a column corresponding to a minimum-peak load
schedule. In order to ensure feasibility in the RMP, artificial
slack and surplus variables are added to the linking constraints.
These artificial variables implement an l1 penalty with suffi-
ciently large cost, and are thus automatically set to zero once
a feasible solution is found. Furthermore, we used a partial
pricing strategy that consists in adding at most 0.1×R columns
to the master at each iteration. The 0.1 ratio was found to
achieve good performance across a wide range of instances.
Similarly, for the recovery heuristic, a random 10% of the
resources are selected at each step.
C. Performance analysis
Performance statistics are presented for MILP and CG in
Tables II and III respectively. Since both methods behaved
consistently across the different values of ξdep, we only report
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MILP STATISTICS FOR T = 24, ξDEP = 0.66
R Variables (M) Solved Time (s) B&B Root
Bin. Cont. (%) Root Total nodes % gap
1024 0.13 0.19 100 9.6 40.1 1.5 0.00
1536 0.19 0.29 100 20.6 132.9 11.5 0.00
2048 0.26 0.39 100 30.2 291.0 108.1 0.00
3072 0.39 0.57 100 65.4 649.8 394.4 0.00
4096 0.52 0.77 100 147.3 1263.7 562.8 0.00
6144 0.78 1.15 70 314.8 2907.1 550.1 0.00
8192 1.04 1.54 60 534.6 2937.4 664.3 0.00
results for the case ξdep = 0.66. For the MILP formulation,
Table II reports the number of binary and continuous variables
(Bin. and Cont. respectively, in millions) of the problem, the
proportion of instances solved to proven optimality, total and
root computing times (in seconds), the number of nodes in
the branch-and-bound tree, and the root gap (in %). For the
CG method, Table III reports the number of columns generated
(Col., in thousands), the total number of CG iterations to reach
optimality (Iter.), the proportion of instances solved to proven
optimality, computing times (in seconds), and the root gap (in
%). Root gaps are given by
gap =
|z∗ − z|
|z∗| ,
where z∗ is the value of the best known integer solution found
by either algorithm, and z is the value of the root relaxation.
Finally, all reported averages are geometric means.
As expected, CPLEX solved the MILP formulation for
smaller instances, but systematically reached the time limit
for the larger ones. More specifically, CPLEX failed to find
a feasible solution for 162 instances, roughly corresponding
to the instances with more than two million binary variables.
Note that the quality of the lower bound for MILP is not an
issue here. On the opposite, the solver’s capability of exploring
the branch-and-bound nodes in a reasonable amount of time,
in order to provide good feasible solutions, is affected by the
problem’s size. In comparison, CG was able to solve all 1120
instances to proven optimality. Furthermore, computing times
for both methods are displayed in Figure 1. For all values
of T , CG exhibits a more scalable behaviour than MILP, and
achieves speed-ups of up to two orders of magnitude. These
results confirm that, even if it may be tractable for small-size
systems, a centralized approach fails to handle large numbers
of resources.
To further analyse the scalability of CG, Figure 2 shows the
number of CG iterations to reach convergence, corresponding
to the number of times the RMP is solved. Here, the number
of iterations is more relevant than raw computation times,
since the latter depends on machine specifications and on the
solver’s performance. On one hand, an increase in the length
of the time-horizon T leads, as expected, to an increase in the
number of iterations. On the other hand, as was hinted at in
Table III, the number of iterations appears to be independent
Table III
CG STATISTICS FOR T = 24, ξDEP = 0.66
R Col. Iter. Solved Time (s) Root
(k) (%) Master Pricing Total % gap
1024 5.3 45.7 100 0.6 1.7 3.8 0.00
1536 8.0 46.0 100 1.1 1.7 5.1 0.00
2048 10.6 46.1 100 1.8 1.8 6.8 0.00
3072 16.2 46.6 100 3.8 1.9 10.6 0.00
4096 21.6 47.2 100 6.4 2.0 15.0 0.00
6144 31.7 46.3 100 13.5 2.0 25.2 0.00
8192 43.4 47.6 100 25.1 2.1 40.6 0.00
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Figure 1. Average computing times for CG and MILP formulations, with
ξdep = 0.66. The horizontal dotted line depicts the one-hour time limit for
MILP.
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Figure 2. Average number of CG iterations, including the diving heuristic.
ξdep = 0.66.
of the number of households. This remarkable behaviour is
due to similarities between sub-problems. This explanation
is corroborated by the fact that larger values of ξdep, which
only affects the distribution of households, and thus of sub-
problems, resulted in more iterations. Overall, CG is sensitive
to the distribution of resources, rather than their number.
Finally, the proportions of time spent solving the master
problem and sub-problems, respectively, are displayed in Fig-
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Figure 3. Time spent solving the master problem and pricing sub-problems,
as a fraction of total computing time. ξdep = 0.66.
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Figure 4. Normalized Hourly Ontario Electricity Price (HOEP, lower graph)
and normalized aggregated load (upper graph) over the time horizon. The
aggregated load is displayed at iterations 0, 5, 10 and 48 (last iteration) of
the CG algorithm. R = 1024, T = 24, ξdep = 0.66.
ure 3. Computation overheads can be significant, but they are
highly dependent on the implementation. Therefore, we factor
them out of the plots. Clearly, as the number of resources
increases, most of the time is spent solving the RMP. Indeed,
since sub-problems are solved in parallel, the number of
resources has little influence on the duration of the pricing
step. This is consistent with computing times reported in Table
III. Conversely, the size of the RMP is given by the number
of columns generated. Therefore, as R increases, so does
the size of the RMP and the associated computational cost.
Consequently, solving the RMP is a computation bottleneck
for CG, and currently constitutes the main limitation to the
algorithm’s scalability.
D. Evolution of the aggregated load
The evolution of the aggregated load is displayed in Figure
4, together with the market price of electricity over the
considered time horizon. The normalized load takes value 1
(resp. 0) when the aggregated load reaches its upper bound
Pmaxa (resp. lower bound P
min
a ).
The initial load profile (Iter. 0) corresponds to each resource
computing its minimum peak load schedule. Since the objec-
tive is to minimize the cost of purchasing electricity from the
grid, we expect consumption to be shifted to periods when
electricity is cheapest, while periods of high price should result
in low demand. The evolution of the load depicted in Figure 4
shows that this is indeed the case. At the optimum (Iter. 46),
consumption is highest at periods t = 0, 5, 16, 17, 18 and 22,
which correspond to periods of lower prices.
Finally, the upper bound on the aggregated load is reached,
e.g. for t = 16, 17, 18 at the optimum, but never violated.
This demonstrates that the algorithm is effectively enforcing
the linking constraints during the optimization process. This
last feature is desirable, since a feasible solution will be
available if the algorithm is stopped prematurely, e.g. due to
time restrictions.
E. Further discussion
As shown in Tables II and III, root gaps for CG and
MILP were often found to be lower than 10−4, meaning
both formulations have essentially zero integrality gap. This
observation carries over to the rest of the dataset: for MILP,
root gaps were always less than 0.02%, and smaller than
0.01% in 843 instances out of 1120. For CG, the largest
recorded root gap was 0.008%. Moreover, root gaps tended
to be smaller as the number of resources increased.
We now assess whether low integrality gaps reflect intrinsic
properties of the problem at hand, or arise from our numerical
data. To that end, we increased the batteries’ minimum power
ratios P ch, min/P ch, max ( resp. P dis, min/P dis, max) from 0, as
in our initial tests, to 90%. This is done by setting the value
of P ch, min (resp. P dis, min) accordingly. Figure 5 displays the
resulting evolution of computing time (left axis) and integrality
gap (right axis). Results are reported for R = 1024, T = 24
and ξdep = 0.66, and similar behaviour were observed for
other settings. Figure 5 shows that the MILP integrality gaps
increases considerably, from 0.005% to over 2%. This resulted
in an increase in the number of branching nodes, which we
do not report for lack of space, and in computing time. On
the other hand, although the CG gap increased, it remained
below 0.01%. Moreover, the increase in computing time for
CG is caused only by longer solving times for sub-problems.
The number of CG iterations did not increase, nor did solving
time for the RMP. Overall, CG appears to be more robust than
MILP. This robustness is explained by the fact that changes
in the resources’ operation only affect sub-problems for CG
while, for MILP, the entire problem structure may be affected.
V. CONCLUSION
In this paper, we have considered the problem of coordi-
nating the operation of multiple DERs, and focused on the
challenges raised by the presence of discrete decisions in the
resources’ operation, such as on-off constraints. We showed
that this problem can be formulated as a centralized MILP,
which is however intractable for large systems.
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Results obtained with R = 1024, T = 24 and ξdep = 0.66.
We have proposed an exact methodology for solving this
MILP efficiently, based on Dantzig-Wolfe decomposition and
Column Generation. In particular, we have shown that the
proposed formulation is technology agnostic and can be im-
plemented in a decentralized fashion, thus yielding high scal-
ability while providing enhanced privacy to the resources. We
have also reported on extensive computational results, which
demonstrate the efficiency and robustness of our approach.
Future work will focus on integrating demand and price un-
certainty in the formulation, as well as developing acceleration
strategies to improve practical performance.
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