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Abstract
Accurate information gathering and processing is critical for precision horticulture,
as growers aim to optimise their farm management practices. An accurate inventory
of the crop that details its spatial distribution along with health and maturity, can
help farmers efficiently target processes such as chemical and fertiliser spraying, crop
thinning, harvest management, labour planning and marketing. Growers have tradi-
tionally obtained this information by using manual sampling techniques, which tend
to be labour intensive, spatially sparse, expensive, inaccurate and prone to subjective
biases. Recent advances in sensing and automation for field robotics allow for key
measurements to be made for individual plants throughout an orchard in a timely and
accurate manner. Farmer operated machines or unmanned robotic platforms can be
equipped with a range of sensors to capture a detailed representation over large areas.
Robust and accurate data processing techniques are therefore required to extract high
level information needed by the grower to support precision farming.
This thesis focuses on yield mapping in orchards using image and light detection and
ranging (LiDAR) data captured using an unmanned ground vehicle (UGV). The
contribution is the framework and algorithmic components for orchard mapping and
yield estimation that is applicable to different fruit types and orchard configurations.
The framework includes detection of fruits in individual images and tracking them
over subsequent frames. The fruit counts are then associated to individual trees,
which are segmented from image and LiDAR data, resulting in a structured spatial
representation of yield.
The first contribution of this thesis is the development of a generic and robust fruit
detection algorithm. Images captured in the outdoor environment are susceptible to
highly variable external factors that lead to significant appearance variations. Specif-
ically in orchards, variability is caused by changes in illumination, target pose, tree
types, etc. The proposed techniques address these issues by using state-of-the-art
feature learning approaches for image classification, while investigating the utility of
orchard domain knowledge for fruit detection. Detection is performed using both
pixel-wise classification of images followed instance segmentation, and bounding-box
regression approaches. The experimental results illustrate the versatility of complex
deep learning approaches over a multitude of fruit types.
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The second contribution of this thesis is a tree segmentation approach to detect the
individual trees that serve as a standard unit for structured orchard information
systems. The work focuses on trellised trees, which present unique challenges for
segmentation algorithms due to their intertwined nature. LiDAR data are used to
segment the trellis face, and to generate proposals for individual trees trunks. Addi-
tional trunk proposals are provided using pixel-wise classification of the image data.
The multi-modal observations are fine-tuned by modelling trunk locations using a
hidden semi-Markov model (HSMM), within which prior knowledge of tree spacing is
incorporated.
The final component of this thesis addresses the visual occlusion of fruit within geo-
metrically complex canopies by using a multi-view detection and tracking approach.
Single image fruit detections are tracked over a sequence of images, and associated to
individual trees or farm rows, with the spatial distribution of the fruit counting form-
ing a yield map over the farm. The results show the advantage of using multi-view
imagery (instead of single view analysis) for fruit counting and yield mapping.
This thesis includes extensive experimentation in almond, apple and mango orchards,
with data captured by a UGV spanning a total of 5 hectares of farm area, over 30 km of
vehicle traversal and more than 7, 000 trees. The validation of the different processes is
performed using manual annotations, which includes fruit and tree locations in image
and LiDAR data respectively. Additional evaluation of yield mapping is performed by
comparison against fruit counts on trees at the farm and counts made by the growers
post-harvest. The framework developed in this thesis is demonstrated to be accurate
compared to ground truth at all scales of the pipeline, including fruit detection and
tree mapping, leading to accurate yield estimation, per tree and per row, for the
different crops. Through the multitude of field experiments conducted over multiple
seasons and years, the thesis presents key practical insights necessary for commercial
development of an information gathering system in orchards.
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Chapter 1
Introduction
The aim of this thesis is to develop a sensing and processing framework that can
find and map fruit within orchards. The process, termed yield mapping, provides an
information rich representation of the farm that growers and agronomists can use to
optimise a variety of farm operations. The framework includes automatic detection of
fruit in image data, tracking them over multiple image frames, and associating them
to individual trees, which are identified and mapped using image and light detection
and ranging (LiDAR) data.
1.1 Background and Motivation
With rapid population growth and rising incomes in developing countries, scientists
predict that agricultural production must double to meet the demands of nine billion
people in 2050 [20]. Due to resource constraints and environmental concerns, this can-
not be achieved by simply doubling factors such as land, water and labour. Therefore,
growers and agronomists are focusing on improving the efficiency of current agricul-
tural practices in a sustainable and consistent manner [20]. Precision agriculture is a
farm management concept, which targets farm efficiency through the deployment of
site specific farm operations that reflect the inter and intra-field variability in crops
[124].
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Crops in orchards and protected cultivation stand to gain the most from improve-
ments in farming efficiencies due to their high value per unit area [20, 26]. For such
crops, a key component for precision agriculture is understanding the fruit load dis-
tribution, termed as yield mapping. This can help support various decision support
systems for growers, allowing them to efficiently direct a wide range of farming opera-
tions including spraying, thinning, harvesting, labour management, crop storage and
marketing [109]. More specifically, an accurate yield map can be used to optimise
pre-harvest operations such as the distribution of fertiliser, irrigation and variable
crop thinning, which are otherwise performed uniformly to the whole field. Yield
information can be used to pre-allocate the optimal packing and storage capacity for
the fruit, and make sales forecasts early on. During harvest, more efficient decisions
can be made on the management of the labour force and the utilisation of harvesting
vehicles [1, 114, 118].
As with many other in-farm data gathering operations, yield information is typically
gathered by using manual sampling techniques, which are labour intensive, expensive,
inaccurate and sometimes destructive. Due to this, sampling is typically done over
a few individual crops per thousand and extrapolated. Inherent human sampling
bias and sparsity in the measurements can result in an inaccurate and incomplete
representation of the farm [114, 27]. Therefore, automated and efficient alternatives
that can accurately capture spatial variation in yield are highly desirable [169].
Recent advances in robotics, sensing and automation make it possible to obtain or-
chard scale data with high spatial and temporal resolution. Ground vehicles such
as farmer operated machinery or unmanned platforms are ideal for perceiving fruit
load as they can easily traverse between the orchard rows (as opposed to airborne or
remote sensing platforms). They can be equipped with a range of sensing hardware
including cameras and LiDAR, which can capture terabytes of raw data that span the
orchard. Robust and accurate machine vision algorithms are required to extract high
level information from this data, such as the detection and localisation of individual
trees and the fruits they host, which are key for orchard yield mapping.
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1.2 Thesis Objectives
The objective of this thesis is to design a yield mapping framework that interprets raw
sensor data captured at an orchard in order to produce a yield map. The framework
consists of 1) the detection of fruit within sensor data; and 2) spatially mapping the
detections across the orchard.
For fruit detection, computer vision approaches are a popular choice in the literature
because of the low costs of vision sensors, their high resolution representation, and
the ability to perceive salient properties such as colour, texture and shape. However,
several key challenges must be considered when capturing images in the challenging
conditions imposed by orchards. It is difficult for an algorithm to interpret a scene
containing objects that are perceived to have variable colours, textures and reflectance
properties due to the ever-changing illumination and shadow conditions, or a scene
that exhibits severe occlusions due to complex tree geometry and clutter [71]. This
thesis develops computer vision algorithms that can accurately and reliably address
these limitations for image data captured from a moving platform, as required for the
yield mapping framework.
Spatial mapping of the yield, also referred in this thesis as yield density mapping,
is most commonly achieved by geo-referencing the counts using a global navigation
satellite system (GNSS), which is often bundled with the sensing hardware. The
process is low cost and theoretically uncomplicated to integrate within a number of
decision making processes, such as variable irrigation and fertiliser applications. On
the other hand, orchard database management practices stand to benefit from a dis-
cretised representation of yield, which is designated at a per-tree or per-row level. A
discretised database is not sensitive to errors in geospatial accuracy as information
is tagged with a sequential ID. This enables systematic data access and management
over time, for example, making it possible to track the yield on a particular tree from
one year to the next. As a result, various field operations such as pruning or har-
vesting can be targeted to specific trees. Furthermore, this representation is aligned
with standard manual field measurement practices, where surveyors localise them-
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selves according to tree and row numbers. In this thesis, this representation of yield
information is termed structured yield mapping, and it requires additional sensing
and algorithmic capabilities to explicitly detect, segment and localise individual rows
and trees. The cluttered and complex nature of orchards pose significant challenges
to this objective. Overlapping and intertwined canopies making tree segmentation a
difficult task, and occlusions to the GNSS signal resulting in poor sensor localisation
performance. This thesis aims to develop a structured mapping framework that can
address these limitations to reliably deliver a versatile yield map.
1.3 Principle Contributions
This thesis builds a framework for structured yield mapping, that addresses the core
challenges of processing sensor data from orchards. The proposed framework performs
detection of fruit on images and associates them to individual orchard rows and trees,
which are detected and segmented using LiDAR and image data. The process is
illustrated in Figure 1.1.
Firstly, for reliable and accurate image based fruit detection, state-of-the-art image
processing approaches based on machine learning architectures are proposed. Difficul-
ties due to appearance variability in the data are explicitly addressed by incorporating
domain knowledge (such as sun position, or platform perspective), termed metadata,
which correlates with some of the observed causes of variations. The high complex-
ity of deep learning architectures necessitate the need for extensive human labelled
examples, which can make in-field deployment labour intensive. Data augmentation
and transfer learning approaches are therefore proposed to reduce such labelling costs.
Detection is performed using both pixel-wise classification of images followed by blob
detection, and through direct bounding-box regression approaches. The output serves
as a key component for yield mapping in this thesis, but would also be directly ap-
plicable to a wide range of other orchard applications such as fruit quality analysis,
and autonomous fruit thinning and harvesting.
Secondly, to reduce the effect of occlusions in the cluttered scenes, a multi-view de-
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Figure 1.1 – An illustration of the proposed yield mapping framework for orchards.
Individual fruit are detected independently on a single image frame, and the counts
based on detections are geo-referenced and mapped spatially. The yield represen-
tation is enriched with a structured yield map, where fruit detections are further
associated to individual trees that are segmented from LiDAR and image data.
Sample figures illustrate the different stages of this process applied at a mango
orchard, as presented in Section 5.1 of this thesis.
.
tection approach is presented, which exposes more fruit to the sensor. Registration
of fruit between the multiple views is required to avoid over counting, and is per-
formed by associating detections in consecutive frames and tracking them along the
row. Furthermore, multiple view representations enable localisation of fruit in three
dimensions (3D) on the tree, from which various distribution statistics can be evalu-
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ated.
In order to associate detections to individual trees, specific contributions are made for
tree detection and segmentation. A framework is presented for structured mapping
in trellised orchards, which is able to identify individual trees within the dense and
meshed trellis structure. Multi-modal sensing is combined with a global inference
approach to leverage from orchard domain knowledge. The high detection accuracy
enables the support of a tree inventory, whereby each tree can be identified by either
its geo-tag, or by a row and sequence number (e.g. row 4, tree 20).
The applicability of the yield mapping framework and its sub-components is demon-
strated through deployment and evaluation on field data collected using an unmanned
ground vehicle (UGV). The datasets span different orchards, various fruit and tree
types, and different stages of the growth cycle.
The specific contributions of this thesis, relating to the key components of the yield
mapping framework, are as follows:
Fruit detection
• A novel extension to deep learning classification frameworks such as multi-scale
multi-layered perceptrons and convolutional neural networks, by incorporating
metadata. Metadata relates to factors of appearance variations in image data
and assists discriminative classification of fruit.
• A study of the utility of different metadata sources and their inclusion within
different classification architectures. These include deeper networks, different
training configurations with varying amounts of labelled data and training in-
stances, and various evaluation metrics such as pixel-wise fruit classification,
fruit detection and yield estimation.
• Deploying and evaluating a state-of-the-art object detection architecture, Faster
R-CNN, in the context of fruit detection on outdoor orchard images, including
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modification to enable detection on high resolution data containing more than
1000 objects each.
• Empirical analysis on training data requirements to help reduce labelling efforts,
through data augmentation proposals and transfer learning between orchards.
• Releasing annotated datasets for multiple fruit1, alongside an object labelling
annotation toolbox, designed for rapid fruit labelling [9].
Tree segmentation and mapping
• A pipeline to automatically process LiDAR and image data to produce a tree
inventory in trellised orchards.
• Application and experimental validation of tree detection and mapping at an
apple orchard on multiple trellis formations, different apple varieties, and at
different times of the year (i.e. varying crop maturity).
Yield mapping
• Adaptation of a fruit tracking framework to trellised systems, using multi-view
geometry to associate and uniquely track fruit detections between consecutive
image frames.
• Deployment and experimental validation of structured yield mapping for a
mango and apple orchard, which host trees planted in stand-alone and trel-
lised formation respectively.
• Evaluating yield mapping performance by comparison against harvest and hand
counts made at the farm.
These contributions have been captured in numerous research papers published at
workshops, conferences and journals. The collection of publications and the corre-
sponding statements of contributions are listed below.
1Accessible at http://data.acfr.usyd.edu.au/ag/treecrops/2016-multifruit/
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Journals
1. Stein, M., Bargoti, S., and Underwood, J. (2016). Image Based Mango Fruit
Detection, Localisation and Yield Estimation Using Multiple View Geometry.
Sensors, 16(11):1915 [155]
I was the secondary author of this journal paper [155], developing the fruit detection
algorithms, conducting part of the data analysis and manuscript writing. A majority of
the framework implementation and experimental analysis was performed by the primary
author, Madeleine Stein. The multi-view approach was conceived by James Underwood,
who also led the experimental design and manuscript writing, and provided guidance and
supervision.
2. Bargoti, S. and Underwood, J. (2016). Image Segmentation for Fruit Detection
and Yield Estimation in Apple Orchards. Journal of Field Robotics [13] The
paper has been accepted and is currently in the publishing phase.
I was the primary author of this journal paper [13], driving the data gathering, method
implementation, experimental design, data analysis and manuscript writing. I received
guidance and supervision from my supervisor, James Underwood, who is a co-author of
the paper.
3. Bargoti, S., Underwood, J. P., Nieto, J. I., and Sukkarieh, S. (2015). A Pipeline
for Trunk Detection in Trellis Structured Apple Orchards. Journal of Field
Robotics, 32(8):1075–1094 [15]
I was the primary author of this journal paper [15], driving the data gathering, method
implementation, experimental design, data analysis and manuscript writing. I received
guidance and supervision from the co-authors of the paper.
Conferences
1. Bargoti, S. and Underwood, J. (2016). Deep Fruit Detection in Orchards.
arXiv preprint arXiv:1610.03677 [11] The paper has been accepted for ICRA
2017.
I was the primary author of this paper [11], driving the method implementation, experi-
mental design, data analysis and manuscript writing. I received guidance and supervision
from my supervisor, James Underwood, who is a co-author of the paper.
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2. Bargoti, S. and Underwood, J. (2016). Image classification with orchard meta-
data. In Proceedings - IEEE International Conference on Robotics and Automa-
tion, volume 2016-June, pages 5164–5170 [12]
I was the primary author of this conference paper [12], driving the data gathering, method
implementation, experimental design, data analysis, manuscript writing and presentation
of the paper at the conference. I received guidance and supervision from my supervisor,
James Underwood, who is a co-author of the paper.
3. Bargoti, S., Underwood, J. P., Nieto, J. I., and Sukkarieh, S. (2015). A Pipeline
for Trunk Localisation Using LiDAR in Trellis Structured Orchards. In Mejias,
L., Corke, P., and Roberts, J., editors, Field and Service Robotics (FSR), volume
105 of Springer Tracts in Advanced Robotics, pages 455–468. Springer [16]
I was the primary author of this conference paper [16], driving the data gathering, method
implementation, experimental design, data analysis, manuscript writing and presentation
of the paper at the conference. I received guidance and supervision from the co-authors
of the paper.
4. Bargoti, S., Underwood, J. P., Nieto, J., and Sukkarieh, S. (2014). Trunk
localisation in trellis structured orchards. In XXIX International Horticul-
tural Congress on Horticulture: Sustaining Lives, Livelihoods and Landscapes
(IHC2014): 1130, pages 625–630 [14]
I was the primary author of this conference paper [14], driving the data gathering, method
implementation, experimental design, data analysis, manuscript writing and presentation
of the paper at the conference. I received guidance and supervision from the co-authors
of the paper.
Workshop
1. Bargoti, S. and Underwood, J. (2015). Utilising Metadata to Aid Image Clas-
sification in Orchards. In IEEE International Conference on Intelligent Robots
and Systems (IROS), Workshop on Alternative Sensing for Robot Perception
(WASRoP) [10]
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I was the primary author of this workshop paper [10], driving the data gathering, method
implementation, experimental design, data analysis, poster design and manuscript writ-
ing. I received guidance and supervision from my supervisor, James Underwood, who is
a co-author of the paper.
1.4 Thesis Structure
The different components of the yield mapping framework form the core chapters of
this thesis, which are in the form of five published papers. The structure of the thesis
and the papers contained within is illustrated in Figure 1.2.
Chapter 2 presents an overview of detection and mapping techniques for fruit and
trees in orchards. The chapter focuses on multi-modal data collection at orchards
using ground vehicles and perception algorithms for the purpose of yield mapping.
A variety of object detection systems are explored, ranging from the recent research
in agriculture to the state-of-the-art developments in the broader computer vision
community. Following this, various techniques for mapping fruit and trees spatially
are presented, which lead to the development of yield estimation systems. The gaps
in literature identified in this chapter drive the core contents of this thesis.
Chapter 3 details various approaches for fruit detection on single-images. First, to ex-
plicitly address variability due to illumination, metadata is incorporated into different
pixel-wise fruit classification architectures of varying complexities. Hand engineered
approaches are proposed to convert the pixel-level labels to fruit detections. The
final part of the chapter presents the deployment of a state-of-the-art feature learning
based detection framework to different fruit varieties. Here different architecture con-
figurations are proposed that improve detection performance and reduce the amount
of labelled data required for training.
Chapter 4 details tree segmentation by presenting an end-to-end pipeline for detection
of individual trees. The pipeline is designed to address densely packed trees in trellised
orchards, and uses both LiDAR and image data to detect individual trunks along the
different rows at the orchard.
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Chapter 2: Literature Review
Chapter 3: Fruit Detection
3.1 - Bargoti and Underwood [12]: Orchard metadata for image classification
3.2 - Bargoti and Underwood [13]: Pixel-wise classification and fruit detection
3.3 - Bargoti and Underwood [11]: End-to-end fruit detection
Chapter 4: Tree Segmentation
4.1 - Bargoti et al. [15]: Tree detection in trellised orchards
Chapter 5: Structured Yield Mapping
5.1 - Stein et al. [155]: Multi-view fruit tracking and yield mapping for mangoes
5.2 - Multi-view fruit tracking and yield mapping for apples
Chapter 6: Conclusion
Figure 1.2 – Illustration of the thesis structure. The core chapters of the thesis (high-
lighted in blue) present the different components of the yield mapping framework
through inclusion of various publications as listed above.
Chapter 5 brings together fruit detection and tree segmentation to produce a struc-
tured yield map. First, a multi-view geometry approach is developed to associate and
track fruit between adjacent images. Uniquely tracked fruits are then associated to
corresponding trees and rows at the farm to produce a structured yield map. The
resultant yield map is experimentally validated for its accuracy and reliability at a
mango and trellised apple orchard.
A summary of the publications contained within these chapters is presented in Fig-
ure 1.2. A selection of publications stated in the previous section are not included
within the core chapters, as they represent initial phases of the research, which were
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superseded by later publications. These papers are instead included in the appendix,
with Appendix A.2.1, A.2.2 and A.2.3 containing Bargoti et al. [16], Bargoti et al.
[14] and Bargoti and Underwood [10] respectively.
Chapter 6 concludes this thesis, drawing upon the lessons learned through the de-
velopment and validation of the different perception algorithms and the various field
experiments that were conducted for data gathering. It identifies key limitations of
the current approaches and proposes suggestions for future research.
Chapter 2
Literature Review
Machine vision in agriculture, termed agrovision, has been one of the key compo-
nents towards advancing information gathering systems for precision agriculture for
speciality crops (fruits, vegetables, horticulture and floriculture). Currently, growers
and agronomists conduct routine visual inspections and take key measurements of the
fruit and crops such as their distribution, yield, maturity and health. The process
is labour intensive, restricting the observations to be sparse and prone to inherent
human sampling bias. In contrast, agrovision enables efficient analysis of a variety
of sensor data captured over the farm, to produce a rich spatial understanding of
different aspects such as yield, crop health and maturity. While agrovision is being
researched for many varied applications, this thesis focuses specifically on yield map-
ping. It therefore encompasses the algorithms and frameworks that interpret sensor
data, in order to detect fruit on trees and spatially map the fruit counts across the
orchard.
A ground based perspective is ideal for yield mapping as it provides a side-on view to
the orchard crops, best for perceiving fruit given the geometry of the trees and fruit
within. Mobile ground vehicle platforms can be equipped with a range of sensing
modalities such as colour cameras and LiDARs, and set to capture data across the
orchard. Fruit load is typically estimated by detecting and counting fruit on image
data using computer vision algorithms. To produce a yield map, these counts are often
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spatially registered using a navigation solution equipped with the sensing platform,
such as GNSS. In its simplest form, counts from each image are geo-tagged with
the location of the sensing platform at the instance the image was captured. This
forms a yield density map. However, fruit observations on images are commonly
an incomplete representation of the actual fruit on the tree, due to the inability to
perceive fruit which are occluded by foliage or neighbouring fruit in tight clusters.
Images captured from a moving platform can provide multiple views of the scene from
different perspectives, which can combat occlusion, but registration between image
and fruit detections is required to avoid double counting. Uniquely identified fruit
can then be clustered into spatial regions to produce a yield map. Finally, in order to
facilitate a variety of farming operations, the yield density map can be extended to
a structured yield map, which associates fruit counts explicitly per-tree and per-row.
This is achieved by automatically segmenting rows and trees using the image and
LiDAR data and geometrically associating to the image based fruit detections. The
different components of the yield mapping framework are illustrated in Figure 1.1.
This chapter presents a literature review of the different components of the yield
mapping framework. Previous reviews have surveyed methods for fruit detection in
orchards for applications such as autonomous robotic harvesting and yield estimation
[69, 71, 118, 53]. The reviews were comprehensive at the time of publication, but are
already outdated considering the rapid developments within the general computer
vision community in recent years. This chapter bridges this gap by not only present-
ing the latest developments for fruit detection within agrovision, but also covering
the state-of-the-art in object detection from the general computer vision community.
Additionally, literature incorporating the other components of the yield mapping
framework (beyond detection) are included, such as approaches for fruit registration,
tree detection and segmentation and whole orchard yield estimation. The scope of
this literature review is the processes and algorithms for interpreting fruit and tree
data captured from a ground perspective. While this is dominantly done using sensors
mounted on ground based vehicles, it also includes data gathering using hand-held
sensors and low altitude UAV, which can traverse between the orchard rows.
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The first section of this chapter presents an overview of the various sensing technolo-
gies that can be applied to yield mapping, whereas following two sections present
the algorithms and frameworks used to achieve this. Section 2.2 presents a detailed
review of approaches for image based fruit detection. Section 2.3 follows with mecha-
nisms to map orchard-wide yield information, which include registering and tracking
fruit detections from multiple views, tree detection and segmentation, and converting
sensor based observation to harvest count estimates. We conclude in Section 2.4 with
a summary of the current progress in yield mapping in agrovision, highlighting the
limitations, which in turn motivate the future work required in the field.
2.1 Sensing Modalities
Perception in orchards can be conducted with a range of sensors such as monocular
CCD or CMOS colour cameras, multi/hyper-spectral cameras, ultrasound, thermal
sensors, stereo vision and LiDAR. The data captured can either be a two dimensional
(2D) vision based representation of the scene, such as images, or a three dimensional
(3D) model, such as point clouds. A combination of these have been used in the
agrovision literature for tasks such as fruit detection [53], yield estimation [118] and
autonomous fruit harvesting [84]. Figure 2.1 shows an example of a UGV equipped
with a number of these sensors. The platform has been used for various orchard
operations, such as yield mapping [13] and tree segmentation [164]. This section
details the advantages and limitations of different 2D vision and 3D sensing modalities
towards general agrovision applications. The sensors that are most commonly used
for yield mapping are highlighted, for which, the corresponding perception algorithms
are discussed in Section 2.2 and onwards.
2.1.1 2D Vision
Image data can be captured using colour, thermal or multi/hyper-spectral cameras.
Monocular colour cameras are most prominent within the agrovision and general com-
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puter vision literature for a number of reasons. They capture data around the visible
spectrum as seen by humans; and therefore provide opportunities for researchers to
reason about the content of the image based on familiar properties such as colour,
contours, texture and shape. Their ability to capture a dense representation of the
scene (with high resolution imagery) at a high frame rate makes them well suited
for ground based remote sensing applications in agriculture. Additionally, they are
readily available at low cost. Consequently, the greatest concentration of literature
focuses on algorithms and methods to process such data [118].
GPS mast
Spherical Camera
Strobe
RGB Camera
Hyperspectral
Camera
Soil Conductivity
Sensor (towed)
INS
3D Lidar
Thermal Camera
2D Lidars
Gamma Sensor
Spectrometer
Stereo Camera
Vehicle Base
Figure 2.1 – The general purpose perception platform Shrimp, built at The University
of Sydney, Australia, is equipped with a wide range of sensing modalities.
Thermal and multi/hyper spectral cameras sense outside the visible spectrum, which
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allows properties other than appearance (as interpreted by a human) to be exploited.
This enables a range of agrovision applications, including measuring the heat reten-
tion on fruits [22], or analysing fruit maturity by studying its spectral response [141].
When compared against traditional colour cameras, these sensors are typically more
expensive, provide lower resolution representations and can have added set-up and
computational complexity. For example, hyper-spectral cameras need to be spectrally
calibrated, they are commonly line scan cameras which require complex spatial recon-
struction, and the common datacube representation of hyper-spectral data requires
different computational treatment compared to colour imagery. Best-practice knowl-
edge about deploying, calibrating and processing such sensors is also more rarified,
resulting in a greater barrier to entry compared to the operation and processing of
regular colour cameras.
Vision data captured in the outdoor environments are susceptible to highly variable
external factors, which challenge machine vision algorithms. When images are cap-
tured during daylight hours, the illumination can vary from tree to tree and even
within the canopy of individual trees (e.g. two adjacent leaves can be over and
under-saturated simply due to their surface normal angle to the sun). Conditions can
change over time, through the course of a day and over a season. causing detrimental
artefacts in the data such as colour shifts, under/over exposure and lens flares. Fig-
ures 2.2a to 2.2c illustrate the variability in images of the same tree when captured
during different times of the day.
Researchers have attempted to reduce such variability by either restricting the time
of data capture (e.g. during dawn, dusk or overcast conditions), or by using active
illumination strategies [119, 48, 114]. Active illumination involves using a controlled
light source to illuminate the environment, reducing the variability due to natural
illumination, especially in shadows where the performance of high level image pro-
cessing algorithms degrade [129]. It is often implemented in orchards at night time
using strobes or lamps, as done at mango, grape and apple orchards in Payne et al.
[119], Font et al. [49], Liu et al. [94] respectively. For day time operation, short burst
high intensity strobes can also be used with small camera exposure times to mask
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(a) Imaging in the morning with the sun be-
hind the camera.
(b) Imaging with some overcast with the sun
in front of the camera at a high elevation.
(c) Imaging with some overcast with the sun
in front of the camera at a lower elevation.
(d) Imaging in the morning with the sun be-
hind the sensor, using high intensity strobes
and a low camera exposure.
Figure 2.2 – Image data of the same tree at a mango orchard under various illumination
conditions and sensor configurations.
the effects of artificial illumination [155, 151]. An example of this is shown in Fig-
ure 2.2d, for a mango orchard. When active illumination is not a suitable option,
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another means to manage variable natural illumination is by explicitly modelling it
within the image processing framework. In modern orchard sensing systems, prior
information is typically available that correlates with the observed variance within
the images. Examples include camera trajectories, sun position, weather conditions
etc. This motivates the work presented in Section 3.1, which incorporates such prior
knowledge within a fruit detection framework to aid detection performance [13].
2.1.2 3D Sensing
A 3D scene representation allows reasoning about the 3D shape, structure and geo-
location of objects. This is desirable for capturing whole-orchard structure, by seg-
menting rows and trees and localising fruit within the canopies of individual trees.
A number of sensor configurations and modalities have been explored for 3D scene
understanding in orchards.
Stereo vision uses a pair of monocular cameras separated by a fixed base-line to obtain
a disparity image relating to the depth in the scene. Based on conventional colour
cameras, the sensors are low cost and capture a dense 3D representation. Their ability
to localise detected fruit in 3D enables applications such as registering detections
from multiple viewpoints [169] and positioning and guidance of robotic harvesters
[147]. Alternatively, structure from motion (SfM) estimates 3D structures from a
single moving camera, by performing matching and triangulation between successive
frames, but requires the ability to accurately track the camera. It can be implemented
with existing monocular systems on moving platforms, and has been demonstrated
for registration of grapes [39], pineapples [105] and apples [137]. Both stereo and
SfM compute disparity by matching key-points between image pairs, which can be
difficult when viewing complex tree and foliage geometries. In these environments,
similarities in small scale features (e.g. one leaf or branch looking like the next) can
make it difficult to uniquely identify and match key-points [164].
There are several variants of depth sensing technology that measure range by actively
illuminating the scene with a near infra-red (IR) emitter, including structured light
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and time of flight (ToF) imaging systems. Structured light sensors measure 3D scene
structure by projecting and reading back an IR pattern. The sensors are not sensitive
to the content of the scene, but are known to yield poor operation in outdoor con-
ditions due to natural illumination masking out the projected pattern [57]. Nguyen
et al. [110] use such a sensor to detect and locate apples, but operate with a large
opaque cover over the trees to eliminate natural illumination. Sensors based on ToF
measure scene depth by calculating the time delay from light emission to detection,
and provide a more accurate 3D representation compared to stereo vision systems
[18], but are typically more expensive. A light detection and ranging (LiDAR) sensor
is a point-wise ToF device, which is typically equipped with one or more high intensity
laser beams that individually measure range to a particular point in the scene. The
beams are physically and/or optically mobilised within the sensor to scan a 2D or
3D region. LiDAR sensors are popular due to the high point-accuracy they provide,
their long range capabilities and almost complete invariance to natural illumination
conditions. They are, however, limited by the sparse point cloud representations they
provide, and are therefore typically used for detection and mapping of larger scale
objects than fruit, such as trees, e.g. for segmenting almond [164] and peach [111]
trees and mapping olive canopy structure [43]. ToF depth cameras are a scannerless
variant of ToF imaging, which are capable of estimating scene depth with a single
shot. They use an array of directional sensors which measure distance by calculating
either return time or phase shift of the emitted signal. Although they can map the
scene with a single shot, they have a smaller range compared to LiDAR and are prone
to errors due to phase-wrapping ambiguity [63]. Therefore, they are more suitable
for close range 3D imaging, e.g. for fruit localisation for harvesting [54] or robotic
pruning of branches [72].
Overall, the 2D vision and 3D sensing modalities have a unique set of advantages and
disadvantages, which are summarised in Table 2.1. The sensor choice for a particular
platform or application can depend on factors such as illumination conditions, sensor
resolution, desired spectral measurements, target size, sensor cost and computational
complexity to process the raw sensor data. Due to the ready availability of vision
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cameras and their ability to capture a high resolution representation for a low cost,
a vast majority of fruit detection is done on images. Detection and segmentation
of larger objects such as trees is often done using ToF sensors such as LiDARs, due
to their ability to accurately model complex 3D shapes. The following sections of
Chapter 2 provide a review of algorithms and frameworks for processing the vision
and LiDAR sensing modalities that are most commonly used in the literature for the
different components of yield mapping.
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2.2 Fruit Detection
Fruit detection is most commonly achieved by processing raw photos of fruit bearing
trees to identify and output the locations within the image where fruit exist. Different
regions of the image are first transformed into a feature space by selecting features
that maximise the contrast between fruit and non-fruit in the data. Classification
algorithms can then be trained to discern fruit from background by using annotated
examples. Earlier work in computer vision generally, and agrovision specifically, used
hand engineered features that were customised for specific types of fruit and/or the
conditions under which data were collected (e.g. sensor type and illumination proper-
ties). More recently, with advances in computing resources and the availability of large
training datasets, feature learning approaches based on deep neural networks (DNNs)
have outperformed the manual feature design methods. Such networks are able to
learn generalisable features and have been successfully applied to computer vision
applications spanning a large variety of fields such as medical imaging [102], remote
sensing [25], video analysis [73], place recognition [29] and underwater surveying [130].
This section surveys the methods that have been used in agrovision at orchards in
terms of the approach to feature engineering (Section 2.2.1) and classification and
detection (Section 2.2.2), while also presenting the state-of-the-art advances in the
general computer vision community, which are based on feature learning approaches
(Section 2.2.3). A summary of literature presented here, separated by year and fruit
type, is also included in Table A.1 in Appendix A.1. Finally, methods to train and
validate the different fruit detection frameworks are presented in Section 2.2.4.
Across the different approaches presented for feature engineering, feature learning and
classification, fruit detection can be categorised by two key frameworks. The first
involves dense feature extraction and image classification, resulting in a pixel-wise
predictions of class, i.e. which pixels in the image contain fruit. Connected regions
of fruit pixels can encompass multiple neighbouring fruit, therefore post-processing
is required to segment individual fruit instances. The second, alternative approach
detects salient and separated regions in the image, denoted by discrete key-points or
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regions of interest (RoI). The regions are subsequently classified, and as they are
already linked to a location on the image, the desired detection output is returned.
The two approaches to detection are illustrated in Figure 2.3, and are discussed
throughout this section.
2.2.1 Feature Engineering
To discriminate between regions of the image that contain fruit as opposed to back-
ground (sky, foliage, ground, etc.), the image data needs to be encoded into a feature
representation that increases contrast between the fruit and background. Specifically,
the objective is to increase inter-class variance, while minimising the intra-class vari-
ance. The simplest example occurs when the colour of fruit is naturally distinct from
the background foliage, as raw colour information as encoded automatically by the
camera may provide sufficient contrast to discriminate. For fruits that have a similar
colour to their surrounding foliage (e.g grapes), factors such as local shape or texture
must also be considered. In this case, for example, the image may be transformed to
an alternative feature space that highlights differences in local shape or texture, which
may provide greater contrast than colour alone. This section presents the commonly
used feature representations that have been applied for detecting different fruits.
Colour
Standard colour images represent, with each pixel, the red, green and blue (RGB)
components of radiance measured by the camera due to the incident light and the
reflectivity of the objects in view. These component values are well known to be
sensitive to illumination conditions, which in turn can affect classification performance
and stability. Additionally, distances between colours in this space (Euclidean in
R,G,B dimensions) do not relate well to the human perception of how different two
colours are, because brightness and spectrum are not orthogonal in RGB [30].
A wide range of colour transformations have been explored to address these fac-
tors, which transform raw RGB data prior to classification. For example, luminance
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Figure 2.3 – Two main approaches for detecting fruit in image data. On the left,
pixel-wise classification returns a labelled output representing pixels of the image
containing fruit. Smoothing operations can be applied to enforce spatial consis-
tency. Blob detection is then used to identify individual fruit in the image (denoted
by the different coloured segments). On the right, key-points are detected that
represent locations on the image where the fruit could be (shown in red). These
key-points are then classified as fruit (green) or not fruit (red). The final output
of both pipelines is the same: the detected fruit locations in image coordinates.
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and colour difference (LCD) space has been shown to emphasise the red channel for
detecting apples. Akin et al. [3] use a combination of colour differences to isolate
pomegranate fruit (e.g. green subtracted from red). A cylindrical transformation of
the RGB space to Hue, Saturation and Value (HSV) (and the variants HSI and HSL)
are commonly used in agrovision as the Hue channel independently represents the
colour of the scene. Researchers have used them for segmentation of fruit such as
apples, tomatoes and oranges [4, 176]. L*a*b* is another colour space often used to
discriminate fruit, as it separates lightness from colour, and allows for the perceptual
difference between two colours to be measured by the euclidean distance in the three-
dimensional colour space [176]. Colour channel normalisation is commonly applied to
the different colour spaces to reduce variations from changes in illumination, and has
been used for identifying lemons [59] and red apples [153, 148, 54]. A combination
of several of these colour spaces can also be used in parallel for more challenging
colour based discrimination tasks or to obtain more robust results, as done with ini-
tial refinement of green citrus in Okamoto and Lee [117] and detection of tomatoes
in Yamamoto et al. [176].
Shape and Texture
For fruits which are similar in colour to the background, or for datasets subject to
greater illumination variations, colour alone is not enough to distinguish between
fruit and background. Texture features, also called textons, measure the smoothness,
coarseness and regularity of the surface, which often differs between fruits and back-
ground in image data. Operating on a small image patch, simple texture features
measure average contrast, uniformity and entropy, as done in Stajnko et al. [154] to
identify apples. Kelman and Linker [74] leverage the convex intensity profile of round
orchard fruits such as apples to identify fruit regions. Higher level texture repre-
sentations can also be generated by various filter banks including edges, Gaussians
and derivatives of Gaussians in different scales and orientations. Filter banks such as
Gabor filters respond to edges in the image and have been used for grape detection
in vineyards [114, 112]. Histogram of oriented gradients (HOG) features describe the
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distribution of local gradient magnitudes and their orientations, and have been suc-
cessful for sweet pepper segmentation [140]. The same authors also used local binary
patterns (LBPs), which is another powerful feature descriptor, calculated through
binary comparisons of a pixel with its neighbouring pixels. Figure 2.4 illustrates
the response from different shape and texture based feature descriptors on an image
containing green apples.
Figure 2.4 – Example of feature responses on an image containing green apples, using
shape and texture based feature descriptors. From left to right, the original image,
and the corresponding canny edge features, HOG and LBP response. The smooth
surface of the fruit distinguishes it form the background.
Development of higher dimensional gradient based descriptors such as scale invariant
feature transform (SIFT), speeded-up robust features (SURF) and oriented FAST and
rotated BRIEF (ORB) have resulted in major improvements for image classification
tasks such as grape and pineapple detection [114, 26]. At the expense of additional
computational costs, they are often favoured due to their ability to capture more
complex texture variations, and their invariance to fruit sizes, orientations and view-
points. The collection of descriptors have been incorporated into bag-of-words (BoW)
models, as done for sweet pepper detection in Song et al. [151], producing a richer
and more diverse feature representation.
The unique properties of image data in agrovision (compared to generic computer
vision research) have also resulted in the development of application specific feature
descriptors. Several methods in the literature design feature transformations that
exploit the radial symmetry in fruits such as apples and grapes, using processes such
as radial symmetry transform (RST), invariant maximal detection (IMD) and angular
invariant maximal detector (AIMD) [112, 114, 122, 103]. These feature calculations
have a low computation cost and provide a fast means to reduce the search space for
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detecting round fruit in an image. To accentuate the radial properties of fruits, some
of these methods additionally use artificial lighting when acquiring images, which
results in strong specular reflections from the glossy spherical fruit surfaces. More
complex higher level features such as radial histogram of oriented gradients, and radial
pairwise intensity comparisons have also been developed to respond to this form of
specular reflection. The radial features are preferred over SIFT and SURF for such
applications as the latter often emphasize the magnitude of gradient intensity which
is almost negligible on the surface of smooth fruits such as apples, where the change
of intensity is gradual and intensity contrast is very low [122].
The wide range of visual appearances of fruit in orchard image data due to shad-
owing, clustering and occlusions effect how shape and texture features respond to
fruit in different images. Individual features descriptors can be too sensitive to these
external influences, therefore, researchers often concatenate multiple groups of fea-
tures to improve accuracy and robustness, as done for apples in Linker et al. [88] and
pineapple and bitter melons in Chaivivatrakul and Dailey [26]. Furthermore, feature
representations with high dimensionality can often contain redundant information
with strong correlations between features, which adds unnecessary computational de-
mand while performing training and inference. Principal component analysis (PCA)
is a dimensionality reduction technique, which filters input dimensions into their most
discriminative components. It is often used alongside sets of descriptors such as SIFT,
HOG and SURF to reduce the number of feature dimensions, to assist, for example,
grape [114] and apple [173] detection.
2.2.2 Classification and Detection
The purpose of classification is to infer if the feature representation of the image
belongs to the fruit or background class. A classifier can learn this relationship in
a supervised manner, where annotated examples of fruit and background are pro-
vided, or less commonly using an unsupervised method. A pixel-wise approach to
classification (see Figure 2.3) applies the classifier densely, and the resulting pixel-
2.2 Fruit Detection 31
wise prediction can be used for applications such as yield distribution analysis or
automatic spraying, which require knowledge about the presence of fruit, but not
necessarily the exact number of discrete fruit. Individual fruit instances can be sub-
sequently detected through post-processing techniques. On the other hand, key-point
approaches (illustrated in Figure 2.3) use simple feature representations and classifi-
cation algorithms to infer interesting regions of the image, which are then classified
with a more complex classifier. The process can be more computationally efficient
and doesn’t require post-processing to output the location of individual pieces of fruit.
This section reviews a variety of classification approaches, which can be applied to
both detection frameworks, and presents a range of post-processing techniques used
for fruit detection.
Unsupervised classification approaches don’t rely on any training examples to learn a
mapping between the feature representation of image data and the target class. For
low dimensional feature representations, such as colour, Otsu’s thresholding method
is used. The method determines the optimal threshold value to separate image pixels
into fruit or foliage, and has been used to segment red apples [24, 94] and oranges
[22]. For higher dimensional representations, clustering techniques such as K-means
are typically adopted, for example to detect pomegranate [136] and grapes [36] using
a combination of different colour spaces. However, as orchard images dominantly
contain background content instead of fruit, unsupervised clustering approaches can
struggle to isolate the minority fruit group, particularly when the fruit data is subject
to large illumination variations. Therefore, supervised classification algorithms are
preferred in agrovision.
The simplest form of supervision involves defining colour thresholds, which can seg-
ment fruit such as oranges [4, 59, 116], apples [153, 128] and mangoes [119]. The
process can yield promising results when there is minimal variability in the data, for
example, the active illuminated mango data in Payne et al. [119]. However, the prac-
ticality and performance of colour thresholds degrades with increased variability in
the data or with increased dimensionality in the feature representation. The thresh-
olds need to be redefined for images captured over different times of the day, and
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it can be difficult to capture the complex relationships between the different feature
dimensions as the dimensionality of the input representation increases.
A variety of supervised machine learning frameworks provide a more adaptable ap-
proach, by learning a classification model from training examples, which map fea-
tures to an output class. The range of classifiers used in agrovision include Bayesian
classification, k-nearest neighbours (k-NN), random forest (RF) Classifier, support
vector machines (SVMs), artificial neural networks (ANNs) and conditional random
fields (CRFs).
The Bayesian classifier follows a probabilistic framework, making an inference based
on prior knowledge and probability distributions of the input features. It is a com-
putationally cheap classifier and has been used in literature for citrus classification
[131] and to determine regions of interest for sweet pepper detection [151]. The use
of k-NN for berries in [112] computes the distance in feature space to every point
in the training set and determines whether the nearest neighbours for a test point
are positive fruit examples or negative. Random forests are considered in some agro-
vision literature due to their relative ease in tuning, and have been demonstrated
for apple, grapes [122] and oranges [33]. ANNs, also termed multi-layered percep-
trons (MLPs) consist of units (neurons), arranged in layers and propagate an input
through non-linear transformations, producing as output the class probability. Regu-
nathan and Lee [131] reported competitive results with ANNs for orange detection,
whereas Wachs et al. [166] used them to test various shape and colour features for ap-
ple detection. Kurtulmus et al. [80] compared different classifiers for peach detection
using edge features, with ANNs exhibiting the best detection accuracies. An SVM is
a non-parametric classifier, which tries to separate the different classes by searching
for adequate boundaries between them. Due to their ability to accurately model high
dimensional feature spaces, they are a popular choice in the computer vision and
agrovision community. Many studies use the SVM classifier when exploring various
feature engineering approaches, with applications seen with pineapples, bitter melons
[26], grapes [36, 91] and sweet pepper [151].
When classifiers are applied densely, the per-pixel label output needs to be post-
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processed for the explicit detection of each fruit. This is commonly done by first
performing smoothing operations on the labelled output to remove small or inconsis-
tent clusters of classified pixels, followed by blob detection approaches that segment
individual fruit instances, as illustrated in Figure 2.3. When classifying densely, there
is typically no notion of spatial consistency between adjacent pixels, which can result
in noisy predictions. CRFs can be used to account for contextual information such as
colour and spatial consistency. They refine weak and coarse pixel-level label predic-
tions to produce sharp boundaries and fine-grained segmentations. Hung et al. [65]
demonstrate improvement in almond classification performance with the inclusion of
a CRF. Similarly, Sa et al. [140] and McCool et al. [101] incorporate CRF in their
sweet pepper detection and localisation framework when testing feature engineering
designs. The slow learning and inference times, however, render CRFs unfavourable
for use over large datasets or real-time applications. Instead, spatial consistency (and
noise removal) is often conducted using computationally cheap operations like mor-
phological erosion and dilation on the pixel labelled output [118, 53]. The process is
illustrated in Figure 2.3 for smoothing pixel-wise classification of mangoes.
Connected fruit segments of a pixel labelled image represent either individual fruit,
portions of occluded fruit or clusters of fruit. This can be seen for the mango segments
illustrated in Figure 2.3. In order to segment each fruit instance, researchers conduct
various forms of blob analysis on the dense output. This has been approached in dif-
ferent ways for different fruit types. Gongal et al. [54] calculates area and compactness
to analyse the consistency of fragments of apple regions, discarding non-apple regions.
Watershed segmentation (WS) [134] characterises each object by a local maximum
and a contour leading to its boundary. For a pixel labelled image, this contour is
evaluated by computing distances of individual fruit pixels (e.g. oranges [131] and
apples [141] pixels) to the nearest background pixel, resulting in a local maximum
that is typically situated around the centre of each fruit. Lu and Sang [96] extracts
contour fragments from the segmented citrus image, which are refined using fragment
shape properties, followed by ellipse fitting to identify individual fruits. Shape based
properties have also been used for apples [35, 88] by modelling fruit arcs. Sweet pep-
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per detection from the probability map is done using a Laplacian of Gaussian (LoG)
multi-scale blob detector in McCool et al. [101], which groups together pixels of suf-
ficiently high probability. Detection of circular fruit (e.g. for apples, grapes and
citrus) is commonly conducted using a voting technique known as circular Hough
transform (CHT) [166, 154, 148, 54]. Blob analysis approached including watershed
segmentation and CHT are used in Sections 3.1 and 3.2 for apple detection.
2.2.3 Feature Learning and Classification
The feature engineering approaches presented in Section 2.2.1 are tailored for spe-
cific fruit and/or dataset properties. As a result, non-trivial modifications are needed
when applying them to new fruit types, or new orchards with different lighting con-
ditions or sensor configurations. Feature learning algorithms provide a generalisable
framework for feature representation as they automatically learn low to high level
representations of the data, including concepts such as colours, edges and gradients.
A variety of feature learning approaches are available including K-means clustering,
Gaussian mixture models (GMMs), sparse autoencoders (SAEs), restricted Boltz-
manns machines (RBMs) and CNNs [34]. From these, SAEs and CNNs have been
most commonly used for classification and detection due to their ability to model
complex object shapes and image patterns.
Sparse Autoencoders
An autoencoder is an unsupervised learning algorithm, which attempts to automati-
cally learn features from unlabelled data. The network takes in a particular input and
propagates it to a hidden representation with a non-linear mapping. The hidden rep-
resentation is then mapped back into an output, which is tuned to minimise the loss
in reconstruction of the input. By applying a number of constraints on the network,
the hidden layers can learn to represent salient structures in the data, equivalent to a
low-level feature representation. Constraints can be applied to the number of hidden
units and the type of regularisation used during training. Regularised autoencoders
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use a loss function that encourages the model to have other properties besides the
ability to copy the input to output. These include sparsity of the representation,
smallness of the derivative of the representation, and robustness to noise or missing
inputs.
Sparse autoencoders involve a sparsity penalty in the encoding layer, which allows
the network to contain a greater number of hidden layers and still learn a useful high
dimensional representation of the data. Denoising autoencoders (DAEs) corrupt the
input signal with some form of noise, while the network attempts to reconstruct the
original input. This forces the hidden layer to discover more robust features while
preventing it from simply learning the identity. SAEs can be trained in an unsu-
pervised manner using large pools of unlabelled natural image data, and have been
shown to automatically learn low level features such as edges and colour gradients.
The learned model can be fused with supervised classifiers such as SVM or softmax
regression, and re-trained with annotated data from the target application.
The ability of these networks to initiate learning from unlabelled data makes them
ideal for large datasets with only a fraction of examples that are labelled. This is
typically the case in agrovision, with features learned using SAE being used for sweet
pepper [140], almond [65] and apple detection [66]. In particular, Hung et al. [65]
performs unsupervised feature learning using an SAE on RGB-NIR data. The features
(shown in Figure 2.5) were learnt using small image patches from a publicly available
natural image dataset, which provided more robust features than ones generated using
the orchard image data. The learned representation was combined with a softmax
regression layer to form a MLP, a type of neural network (NN) architecture. The
network was then trained using annotated data patches from images obtained at an
almond orchard. During inference, the learned model was applied densely over the
image, resulting in pixel-wise image segmentation.
Convolutional Neural Networks
Convolutional neural networks (CNNs) are a variant of NNs, which have recently
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(a) RGB (b) NIR
Figure 2.5 – Visualisation of low level features learned using sparse autoencoder on
RGB and NIR data. The representations learned include colours, edges and gra-
dients. The image is reproduced from Hung et al. [65] where these features were
used for almond classification.
achieved a breakthrough in a range of computer vision processes including image
classification, object detection and scene segmentation. Although the technique itself
is old and was initially applied to hand writing recognition [83], recent success has
been attributed to advancements in parallel computing using GPUs, modifications to
the training algorithms and the greater abundance of labelled image data. Since their
initial success on the ImageNet database in 2012 [79], there has been rapid progress
in semantic analysis of images as the computer vision community moves away from
hand engineered feature based methods. The classification accuracy on the ImageNet
database [38] has increased from 72% in 2010 where a feature based method was
used [87], to 96.4% in 2015 [61], with the use of residual neural networks (very deep
CNNs). Similarly, object detection performance on the PASCAL VOC 2007 [44]
dataset improved from a mean average precision (mAP) of 29% using leading hand
engineering approaches [45] to 85.6% with the state-of-the-art CNN architecture [61].
CNNs are composed of four types of layers: convolutional, pooling, activation and
fully connected layers. The convolutional layer consists of a small number of learn-
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able filters with small receptive fields that are shared over the entire image, allowing
for the network to scale well with increasing image size. The learned filters are
local representations of the data and are translation invariant. This is different to a
regular NN, where neurons between adjacent layers are fully connected, preventing the
network from scaling well to large images. As with any NN, an activation layer follows
the filter response from the convolutional layer, using non-linear activations such as
sigmoid, hyperbolic tan or rectified linear unit (ReLU). ReLU is typically preferred
in modern CNNs as it is computationally efficient, avoids saturation and promotes
sparsity. The pooling layers calculate the maximum or average response over a small
region and help reduce the number of parameters in the network. A CNN typically
consists of several repetitions of CONV-ReLU-POOL layers. The output from each
group is a feature map that covers increasing receptive fields, while encoding more
complex variations in the input data. These layers are followed by fully connected
layers and a softmax activation function that returns the class probability in the
case of image classification. Figure 2.6 illustrates a particular CNN configuration.
Training of the network is done by minimising the output cost, which for image
classification is the cross entropy function between the ground truth label and the
CNN output. The loss function is minimised using optimisation techniques such as
stochastic gradient descent (SGD), with added regularisation such as L2 norm and
dropout [152] to reduce overfitting the network parameters.
Figure 2.6 – Illustration of a convolutional neural network for patch based classification
of an image. Regions of the image (patches) are propagated through convolutional,
activation and pooling layers, followed by fully connected layers and a softmax
classification layer. The output for each patch is a class label, therefore, conducting
this operation densely results in pixel-wise classification of the image.
When operating on new datasets, instead of training a CNN from scratch with ran-
domly initialised weights, it is common to initialise with a pre-learned network and
2.2 Fruit Detection 38
fine-tune the weights with the new data [178]. This is particularly beneficial in in-
stances where the target dataset has few labelled samples, as is often the case in
computer vision tasks. The pre-learned model, often trained using the ImageNet
database containing 1.2 Mil images [38], generalises well to a wide variety of image
data, with the learned features capturing low to high level representations of the ob-
jects in the scene. Popular choices of pre-learned architectures include AlexNet [79],
ZF Net [181] and VGG Net [149].
The CNN framework can be efficiently extended from image classification to pixel-
wise classification, as required for object detection. Here, training and testing are
decoupled as training is done over local regions while testing is performed over the
entire image [21]. More recent developments in computer vision have seen the devel-
opment of end-to-end CNNs for pixel-wise classification. Instead of a single valued
output, the networks can be modified to up-sample the deeper layers (using deconvo-
lution layers), producing an output classification that is of the same size as the input
image [95, 7]. Therefore, separate configurations for training and testing are avoided.
To assist with object detection, CNNs can be modified to regress a bounding box
prediction of the object, on top of the standard classification output. Overfeat [144]
perform per-pixel classification using CNNs, but also predict an object bounding box
with each region. The process eliminates the need for post-processing operations such
as smoothing and blob analysis, while any overlapping bounding boxes are handled by
suppressing non-maximal class probabilities using non-maximum suppression (NMS).
The authors perform classification and regression at multiple scales to cater to objects
of different sizes.
Region-based CNN (R-CNN) formulates detection as key-point extraction and clas-
sification, by first selecting RoIs in the image and then applying CNN classification
and bounding box regression to each region [52]. Selective search is initially used to
generate object proposals, which are groups of salient regions evaluated using hand
engineered features such as colour, texture and size [162]. Each proposal is warped
to a fixed dimension and passed through a CNN, which is tuned to predict both its
class and regress a more accurate bounding box on the proposed object. NMS is used
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to manage overlapping detections. Recomputing a CNN pass for each region is an
expensive operation, which can be optimised when the windows overlap each other.
Fast R-CNN was proposed for this, whereby the whole image is convolved through
the initial layers of the CNN network and attention mechanisms are used to isolate
object proposal regions in an image, for which classification and bounding box regres-
sion is performed [51]. One limitation to Fast R-CNN is the initial object proposal
step, which is a bottleneck to real-time performance. Faster R-CNN addressed this
by incorporating a region proposal layer (RPN) within the CNN architecture [133].
The RPN densely samples a fixed number of boxed with varying aspect ratios and
scales across the image and for each region outputs a class agnostic probability of
it being a object along with rectangular regressed box. The Faster R-CNN network
provides a means to perform end-to-end training and inference for object detection,
with the output being a fixed number of detections (represented as bounding boxes)
per image. The network and its variants have produced leading results for object
class detection in various benchmark datasets, which cover both indoor and outdoor
scenes [61].
The research presented in Chapter 3 advances the state-of-the-art detection ap-
proaches in the agrovision community through the use of various NN architectures
mentioned above. The performance gain through CNNs is illustrated through com-
parison against hand engineered feature based approaches and other feature learning
approaches such as SAE. In parallel to this work, Sa et al. [139] follow a similar
trajectory, demonstrating the applicability of Faster R-CNN to image data of sweet
peppers and rock melons captured in a green house along with several other fruit from
Google Images. They explore the use of the detection network using a combination
of RGB and NIR imagery as input, including different strategies for fusing the data.
The computer vision community continues to introduce new variants and configu-
rations of the CNN architectures, which boast improvements in training and classi-
fication speeds along with accuracy. YOLO and SSD frameworks avoid the initial
RPN layer by descritising the input image into a fixed number of grids with fixed
pre-allocated object proposals. The final bounding box layer then regresses the ob-
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ject locations. ResNets have also been a recent development in deep learning, which
operate by introducing residual learning between every second layer, enabling CNNs
to have a very large depth (up to 151 layers) without overfitting. The extension can
be applied to most CNN frameworks and has recently resulted in state-of-the-art per-
formance for object detection when incorporated with the faster R-CNN framework
[61]. The reader is referred to work presented in Huang et al. [64] for a recent compar-
ison of speed and performance of different deep learning based detection frameworks.
Several extensions to pixel-wise image segmentation have also been proposed, termed
instance segmentation which address the inability of the default approach to uniquely
identify individual objects in clusters. These can be considered as a fusion between
object detection and image segmentation [132, 86]. These advancements in the com-
puter vision community have not yet been adapted to agrovision algorithms, and are
worth investigating due to the improved performance and/or speed they offer.
2.2.4 Labelling for Supervision and Validation
Supervised classification approaches require hand labelled data both for training and
for performance evaluation. Labelling the data by hand is often labour intensive
and the process may need to be conducted separately for each dataset captured at
different sites, illumination conditions, with different sensors (e.g. different brands
of cameras, resolutions, lenses, etc.) or different sensor platforms. The degree of
difficulty in labelling depends on the label format, ranging from per-pixel, key-point
or bounding box labels. This in turn is dependent on the type of classifier being
used. Furthermore, the nature of performance evaluation also depends on the format
of the labels, with various measures used in literature to quantify fruit detection
performance.
Point annotations (key-points) represent the centroids of individual fruit instances and
are the easiest to label by hand. They do not provide any shape information, but are
often sufficient for counting applications where fruit pixel size is uniform. Bounding
box annotations have added labelling costs, but also encode size information, which
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is useful in capturing the variable fruit pixel size (e.g. fruit in large canopies at
variable range from the camera). Pixel-wise labels provide the most accurate shape
information, but are also the most time consuming to generate. They typically do
not differentiate between different fruit instances (e.g. the same label ID used for
all fruit pixels), which makes it difficult to use them directly to evaluate detection
performance. Examples of the pixel-wise and bounding box annotations for mangoes
are shown in Figure 2.7.
Figure 2.7 – Different types of fruit annotations in images. In order of increasing
labelling cost, point-wise annotations represent the centroid of each fruit; bounding
box annotations tag each fruit with a rectangle; and the pixel-wise representation
segments the image pixels into fruit or background.
To be able to compare different methods in literature, and to quantify the applicabil-
ity of a particular approach, it is important to understand the nature of evaluation
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metrics and what they highlight or penalise. A range of metrics have been used for
evaluating fruit detection, such as accuracy, precision, recall, F1-score and average
precision (AP). The metrics can be applied at both the pixel level and at the an-
notated fruit level. Accuracy measures the total number of true positive and true
negative results among the total number of cases examined. However, this metric is
heavily biased to the majority class, which is often the background class in pixel-wise
classification applications. Precision and recall are a more appropriate pair of mea-
sures, that evaluate the fraction of positive returns that are true positives and the
fraction of true classes that are denoted as true positives, i.e. recall is the chance of
detecting a particular fruit in the image, and precision is the chance that a detection
is actually correct. The F1-score is the harmonic mean of precision and recall, and is
often used as a single balanced measure. Different mechanisms can be used to clas-
sify a detection as true or false positive. Fruits detections can be considered correct
if they are within a distance threshold to a ground truth annotation or if the box
annotations have a large enough intersection over union (IoU) measure. The choice
of an acceptable distance threshold is dependent on the application, for example,
operations such as fruit counting are not as sensitive to accurate fruit positioning
compared to autonomous harvesting operations, which involves physical interaction
with the fruit. For any system that returns the output as a likelihood or probability,
a binary threshold is typically applied before evaluation against ground truth data.
Different threshold measures impact the precision and recall rates of a detector and
therefore its performance. Average precision is a threshold free measure that is defined
by the area under a precision recall curve, which is computed for all possible class
thresholds. Standardisation of such metrics is probably not feasible because of their
dependency on to the specific focus of the applications, however, quality publications
strive to clearly report their chosen metrics and how they are calculated.
Poor fruit detection performance is often attributed to two key factors, 1) poor image
quality due to variable illumination conditions, and 2) occlusions, which can cause
under-counting when fruit is not properly visible, or over-counting when fruit is par-
tially occluded. Researchers continue to address issues relating to poor image quality
2.3 Yield Mapping 43
by using more complex classification architectures, like the ones presented in Section
2.2.3; or through active illumination strategies that improve image quality and reduce
undesirable variability. Problems with occlusion are inherent to images from a single
view-point, but can be reduced through multiple view analysis, as presented Section
2.3.1.
2.3 Yield Mapping
This thesis terms yield mapping as the process of generating an orchard-wide spatial
representation of yield information. This typically involves gathering fruit detections
from data collected around the orchard, while tagging the associated counts spatially.
The output is a yield density map, which is useful for optimising farm operations
such as variable fertiliser and chemical spraying. The yield representation can be
further extended to form a structured yield map, whereby the counts are associated
to individual trees and rows. This assists orchard data management systems in sys-
tematically tracking change over time and accessing data without the strict need for
geo-spatial representations.
This section presents a review of approaches used for generating yield maps from
orchard-wide sensor measurements. With image data often captured continuously
along rows, neighbouring images overlap, and accumulating fruit counts results in
over-counting. Section 2.3.1 introduces various frameworks to address this, by either
reducing the overlap between frames, or by registering overlapping fruit detections.
To help associate fruit detections to individual trees and rows, Section 2.3.2 discusses
means to automate tree and row segmentation. Finally, Section 2.3.3 presents differ-
ent means to calibrate sensor based yield measurements to actual harvest count or
weight data.
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2.3.1 Multiple View Registration
When image data is continuously captured from a moving platform, neighbouring
images often exhibit significant overlap, which varies due to aspects such as vehicle
speeds or distance to crop. Simply accumulating counts can lead to significant over-
counting. This can be avoided with wider spacing between the image frames, but
risks missing fruit all together. Furthermore, the overlapping frames provide vary-
ing perspectives to the crops, and if systematically registered, can help reduce the
effects of occlusions on fruit detection. This section details the different approaches
to manage image overlaps, for different orchard types.
In its simplest form, image overlaps can be avoided by taking one image per tree.
For example, Underwood et al. [163] uses a hand-held camera on a tripod to image
almond trees. Payne et al. [119] uses a sonar sensor mounted on a moving platform to
detect tree trunks at a mango orchard. The detections trigger the on-board camera,
resulting in images that are centred at individual trees. Image overlaps can still occur
when trees are planted closer to each other, and image masking may be required to
isolate image data to the particular tree. The masking process can be automated using
LiDAR based tree segmentation as presented next in Section 2.3.2 and implemented
in this thesis in Section 5.1.
The above is applicable for trees in a stand-alone formation, but at trellised orchards,
images cannot be uniquely associated to individual trees due to the intertwined nature
of the crops. Therefore data is gathered continuously, and alternative methods are
used to minimise overlaps. Image annotations can be made to manually define non-
overlapping regions on images, as done in Nuske et al. [112] for grape counting. The
authors noted that the approach is not scalable and later proposed an automated
solution instead [114]. This was done through a geometrical approach, whereby grape
detections were projected from individual frames onto a planar surface representing
the vines. The planar surface is then sliced along the length of the orchard row,
and for each slice, counts are accumulated from the image frame producing the most
number of detections. A region based approach is also evaluated in this thesis for
counting apples in trellised orchards, with a fixed region of interest used to crop
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images, such that the overlap between adjacent frames is minimised (see Chapters 3
and 5).
Discarding overlaps between images generates counts from a single perspective. Al-
though this addresses over-counting, it is prone to under-counting due to occlusions
that exist in any single perspective. A method to mitigate this is to register images
from multiple views (and therefore reducing occlusions), and uniquely track individ-
ual fruit instances. Fruit tracking is typically done by performing object associations
between detections from two or more single view-points, as illustrated in Figure 2.8
for consecutive frames along an orchard row. Song et al. [151] match sweet pepper
detections in consecutive frames by using a statistical approach to cluster repeated
observations. SfM is used in Moonrinta et al. [105] to track pineapple proposals. To
keep track of citrus fruits, optical flow of image descriptors is computed in Das et al.
[37]. They predict the locations of the fruits in the next frame and make associations
based on distance to new detections. In order to avoid over-counting between over-
lapping frames, Wang et al. [169] use stereo vision to project apple detections (from
single images) into a geo-referenced 3D reference frame, and merge detections within
a certain distance threshold. Operating at a trellised orchard, multiple views are
merged from both sides of the trellis face, however, due to GNSS drifts and problems
with stereo triangulation, detections from opposites sides of the trellis did not match.
To overcome this, the position of the vehicle was corrected by manually referencing
the scene to fixed landmarks at the farm. Roy et al. [138] match detections between
consecutive frames by estimating the associated geometrical affine transformations.
Stereo triangulation is used in parallel to map the detections into 3D space. The
authors extend their work in Roy and Isler [137] by providing an SfM pipeline, re-
moving the need for stereo vision. A multi-view geometry approach for tracking fruit
is proposed in this Chapter 5, which projects and associates fruit from one frame to
the next by incorporating the relative sensor offset between frames, which is provided
by a separate GPS/INS module. The process is validated at a mango and trellised
apple orchard.
A common limitation to fruit tracking presented in most literature is the difficulty in
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Figure 2.8 – Illustration of consistently tracking mangoes between consecutive frames
along the orchard row.
associating all fruit detections between different frames. Associations based on geo-
metric projections of detections between consecutive frames require significant overlap
between the frames as fruit density increases in order to avoid false tracking. Asso-
ciations based purely on appearance are difficult due to visual similarities between
different fruit. Furthermore, association errors arise in regions of clustered fruit due
to the proximity of the multiple detections. Tracking is also commonly conducted
over pairs of consecutive frames, which makes it difficult to uniquely identify fruit
that is either missed over some frames or becomes temporarily occluded.
2.3.2 Tree Segmentation
Tree segmentation is a critical component of structured yield mapping, as it enables
farm measurements (such as fruit detections/counts) to be associated with individual
trees. Such a representation is suitable for orchard data management systems, where
tree specific information can be stored and tracked over time. Each tree can be geo-
spatially located, but also managed topologically, whereby each tree is identified with
a sequential tag denoting its row and sequence number at the farm. Measurements
associated with individual trees could therefore be reliably managed and accessed,
without the dependence on very accurate GNSS devices. This also aligns with some
manual farm surveys and operations, where it is easier to identify trees by counting
them instead of using GNSS devices (which are error prone). An example of a struc-
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tured yield map is illustrated in Figure 2.9 where fruit detections at a mango orchard
are associated with trees that have been segmented from LiDAR data. This section
presents different approaches to segment orchard structures, from individual rows to
individual trees.
Figure 2.9 – A top down view of a structured yield map at a mango orchard. Each row
and tree is uniquely identified and localised, either globally, or via a local reference
frame. The inventory can then be used to store information per tree or row. Insets
show examples of fruit detection and localisation for two different trees, illustrated
through a point cloud representation and image data.
Researchers concerned with understanding the layout of an orchard use image and
LiDAR data for row segmentation. Their target applications include vehicle nav-
igation [156] and canopy volume estimation [43], which do not require explicit tree
segmentation. Subramanian et al. [156], Moorehead et al. [106], Hamner et al. [58] use
a combination of visual and laser sensors to detect trees and drivable terrain, along
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with GNSS for localisation to build a map of the environment. Moorehead et al. [106]
uses this to build an online tree presence system for variable rate spraying. Similarly
Escolà et al. [42, 43] mapped canopy volume along the row at an olive orchard by
discretising point cloud data into bins along the length of the row, which were not
explicitly aligned to the trees.
Approaches for tree segmentation can vary significantly depending on the type of trees
being considered. In instances where trees are planted sufficiently far apart from each
other, ground plane segmentation from the 3D data, followed by connecting nearby
components can lead to the desired segmentation [41]. However, in most orchards,
there is often contact between adjacent trees, and the presence of foreign objects in
the scene can lead to false positive detections and under-segmentation [67, 164]. To
address the latter, shape based approaches have been used to detect individual trees
which are well separated from each other. Nielsen et al. [111] fitted GMMs onto
laser range data of a row of trees. Feature based approaches can also be applied for
semantic segmentation of point cloud data, however, its use has not been seen in
cluttered orchard scenes [82].
To separate trees with connected canopies, prior domain knowledge about the orchard,
such as the presence of consistent tree spacing, can significantly improve detection re-
sults. In Wellington and Campoy [170], a HSMM was used to assert the regular spac-
ing of trees in an orchard row, which helped refine initial tree location proposals based
on the height of the citrus trees, as represented by the LiDAR data. The individual
detected trees were then localised using GNSS, resulting in a complete Geographic In-
formation System (GIS) for orchard management. However, geo-registration requires
a method for platform localisation that is accurate to less than half the spacing be-
tween trees. To overcome the dependence on GNSS, Jagbrant et al. [67] extends the
HSMM approach from Wellington and Campoy [170] to almond trees, and stores a
topological tree map (where trees are identified with sequential tags for row and tree
integer) rather than a metric one. Tree localisation was then performed by matching
sequences of tree height descriptors from different scans. The recognition framework
can then be used to update an orchard inventory at different times during one sea-
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son and from one year to the next [164, 163]. The same framework is extended for
segmenting mango orchards in Chapter 5 of this thesis [155].
The concept of tree segmentation can be ambiguous as the foliage and branches are
heavily intertwined such as in trellised environments. Here height based representa-
tions would not be suitable to distinguish individual trees from each other. Trunks
can instead be used as a marker, as adjacent trunks are planted away from each other
and are often visible in sensor data1. Zhang et al. [182] presented a particle-filter
based approach for detecting individual trunks by modelling them as Gaussian distri-
butions in the point cloud data. Mapping based on trunk detection using both image
and LiDAR data is presented in Shalal et al. [145]. The authors develop features to
respond to the edges of the trunk like structures in both range and image data. The
work is presented over a simulated environment, with tubing planted along a row to
represent tree trunks. Shalal et al. [146] extended this to real world environments
by developing new shape and feature analysis frameworks to discriminate between
trunks and non trunk objects. The object of trunk detection in trellised orchards has
also motivated the research presented in this thesis [15], which uses both LiDAR and
camera data to model trunk locations. Low hanging foliage and tall grass near the
trunks in trellised environments led to many false positives return with range based
analysis, therefore an HSMM was used to incorporate domain knowledge of equal tree
spacing to refine the results. Subsequent work incorporated image based observations
for tree trunk segmentation based on similar feature based image segmentation ap-
proaches discussed in Section 2.2.3. The details of this work are contained within this
thesis in Chapter 4.
2.3.3 Yield Estimation
We define yield estimation as the process of estimating potential harvest counts per-
tree, per-row or per-block, from data captured prior to harvest. Using ground based
proximal sensing, various measurements have been shown to correlate with fruit yield,
1The visibility of the trunks can vary in crops from season to season due to the changing amount
of overhanging foliage or the presence of tall grass on the ground
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including flower density [1], canopy volume [163], image based pixel-wise fruit cover-
age [66] and most commonly, counts based on fruit detections [169, 114, 54, 125]. In
cases where fruit counts are not directly observed, or where all fruit cannot be seen, a
calibration procedure is performed using counts sampled from the farm. This section
details the approaches to yield estimation for different fruit and orchard configura-
tions.
Aggelopoulou et al. [1] demonstrated a positive correlation between image based
flower density estimates (using pixel counts of classified flower regions) on individual
trees and the measured fruit weight taken post harvest. Almond canopy volume cal-
culated using a 3D representation of individual trees was also shown to correlate with
yield measurements taken post harvest in Underwood et al. [163]. Even though these
case studies have demonstrated a positive correlation with post harvest counts, the
relationships cannot be assumed for other fruit, or even necessarily for subsequent
seasons. Flower densities are susceptible to pollinator operations, which can change
from year to year. Canopy volume is sensitive to orchard management strategies such
as fruit thinning, which may not be shared between different orchards. For example,
Underwood et al. [163] reports a good relationship between canopy volume and yield
for almonds, but a poor relationship between flower density and yield. On the other
hand, the yield estimation work presented in Chapter 5 shows no relationship between
mango canopy volume and yield. Although there are numerous other potential bene-
fits to measuring flowers and canopy volume when considering orchard management
holistically, for yield estimation, the most reliable means is to directly observe the
fruit itself.
Yield estimation from image based fruit detections is commonly seen for fruits such as
grapes [113], mangoes [125], apples [54] and sweet peppers [151]. For fruit that gen-
erally appear at a fixed distance from the camera (e.g. on vertical trellis walls), fruit
area calculated from pixel-wise classification has been shown to correlate with harvest
counts [66]. Similarly, Font et al. [49] used pixel counts representing grape clusters
to model the weight of each grape bunch. More commonly, counts are accumulated
from fruit detections on images collected along orchard rows. Payne et al. [119] and
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Qureshi et al. [125] count fruit from images centred at mango trees and taken from
both sides, referred to here as dual-view imaging (in contrast to single-view imaging
from one side). Gongal et al. [54] estimated dual-view counts on individual apple trees
with image data gathered using an over-the-row sensor rig. For trellised orchards with
heavily intertwined canopies, such as vineyards [112, 114] or tightly meshed trellised
orchards [66, 13], it is difficult to associate fruit to individual trees, therefore, counts
are often accumulated over a row segment. For example, Wang et al. [169] performs
yield estimation at a trellised apple orchard for sections of three trees at a time. This
thesis develops approaches for yield estimation, both at the per-tree (for mango trees)
and per-row scale (for trellised apple trees), as detailed in Chapter 5.
In instances where all fruit can be seen from the sensing platform, a direct yield esti-
mate can be produced by accumulating fruit detections. With fruit that is sometimes
occluded due to foliage or other fruit, multiple view analysis can be used to expose
the otherwise hidden instances, and therefore obtain an accurate count estimate. In
its simplest form, counts can be added between a pair of images captured from both
sides of the trees, which has been shown to improve yield estimation accuracy and
precision for mangoes [119, 155], apples [54] and almonds [163]. Fruit registration and
counting from detections on more than two images can further reduce occlusions and
manage overlaps for more accurate yield estimation [155]. For fruit that appears in
large clusters (e.g. grapes), or in heavy foliage, all fruit instances cannot be perceived,
even with multiple view analysis. This is explicitly demonstrated in Wang et al. [169],
who illustrate the impact of clustering on apple counting. They report near perfect
counting accuracy when imaging with thinned fruit clusters, but a miss rate of more
than 40% when operating with trees where fruit thinning is not performed.
For cases where all the fruit cannot be observed, a yield map can still be generated,
which represents the spatial variability in fruit distribution. This can help identify
low performing regions of the farm, or used to correlate yield to other things such as
soil conductivity, elevation and water run-off. However, calibration data is required
when an absolute yield estimate is required (e.g. for harvest estimation). Absolute
calibration data are collected by either hand-counting the fruit on trees at the farm
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or by assessing the harvest weight and/or count per-tree, per-row or per-orchard
block. The sampling process is labour intensive, differs from fruit to fruit and can
be performed visually in-farm and/or destructively. Data can be sampled sparsely to
train a model that maps sensor based measurements to true yield, and then applied
densely over a larger orchard area. Harvest collection and weighing procedures have
been used to calibrate mango [119, 155], almond [163] and apple yields [169, 13], with
image based estimated produced from a variety of single-view, dual-view or multi-
view approaches. When a linear mapping is learned for the calibration, the yield
estimation performance is often evaluated by measuring strength of the correlation
between the algorithm estimates and true counts. For fruit in large bunches, such as
grapes, calibration between visible berry counts and true berry counts has been done
by destructively sampling and berry bunches (i.e. weighing the crop post harvest)
[113]. Calibration models generated for one dataset, can potentially be used with
future yield calibration, avoiding the need for labour intensive ground truth data
collection. Underwood et al. [163] demonstrated this for almonds, reporting equivalent
calibration models between data from two years. Nuske et al. [114] reported that
calibration must be site-specific (e.g. at the same orchard) to achieve high accuracy,
when testing on data from different grape varieties. The yield estimation analysis
conducted at a mango orchard in Section 5.1 uses both single-view and dual-view
imaging, but reports the most accurate estimates with a multi-view analysis, even
eliminating the need for calibration data. The apple orchard presented in Section
5.1 hosts a V-trellis configuration, which prevents imaging the trellis wall from both
sides. As a result, a significant portion of fruit are missed, and calibration data is
used for estimating yield.
2.4 Summary
The advances in sensing platforms to collect data and algorithms and frameworks
to infer information have accelerated the capability to perform yield mapping in or-
chards. These come from developments in processes for fruit detection in images,
2.4 Summary 53
registering detections between multiple viewpoints and segmenting individual trees,
to which count data can be associated. This chapter presented a review of each
component of yield mapping by comparing the research according to the perception
algorithms, rather than orchard types, while also reviewing modern frameworks that
are applicable to multiple fruit types. It presented state-of-the-art techniques for
sensor analysis in orchards, which extend beyond what is currently explored in agro-
vision to include relevant techniques from the broader computer vision community.
In this process it also uncovered the current challenges faced with yield mapping,
which motivate the core contents of this thesis.
A wide range of sensing modalities have been used in the literature, from which,
colour cameras are most commonly used for fruit detection due to their low costs,
high resolution and easily perceivable representation of the environment. Most fruit
detection approaches can be categorised into two key frameworks, by 1) performing
pixel-wise classification of images, followed by blob detection to segment individual
instances; and 2) key-point detection and classification, whereby only a subset of re-
gions in the images are classified. Both approaches require feature representation and
classification to discern between fruit and background. Orchard image data are sub-
ject to undesirable variability due to a range of environmental factors, and proposals
for feature representation and classification in agrovision have attempted to address
this for particular fruit and/or hardware configurations. As a result, targeted hand
engineered approaches are not easily translatable to other datasets. Recent advances
in the general computer vision literature include the development of generalisable
feature learning approaches (based on CNNs) that have achieved state-of-the-art de-
tection performance. However, their scope is not widely realised within the agrovision
context, and the work proposed by this thesis bridges this gap in literature.
Yield mapping gathers the orchard-wide image based measurements, and maps them
spatially to capture variations in fruit load. As images are often captured continuously
from a moving platform, neighbouring images often overlap and need to be registered
to avoid over-counting. This can be done by explicitly removing the overlap (e.g.
with wider image spacing), or managing it through fruit tracking. The latter is
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also advantageous for fruit counting and multiple view-points reduce fruit occlusions.
Various tracking approach have been explored, including projecting detections in 3D
and clustering the resultant distribution; and associating detections between image
pairs using feature representations.
Some methods in the literature extend yield representation to a structured yield
map by associating sensor measurements to individual rows and trees. Row and tree
detection is typically performed using LiDAR data, but with difficulties in discerning
overlapping canopies, this is commonly conducted for mapping variations in canopy
volume or for navigation of autonomous platforms. Recent advances in segmentation
accuracy leverage from the regular structure in orchard to isolate individual trees.
This enables association of orchard data to individual trees.
Many researchers have validated the precision of their yield mapping approach by
comparison against fruit counts taken from the farm and the estimates made from
their algorithm. Due to heavy occlusions (for fruit in clusters or amongst heavy
foliage) and imperfections in detection and tracking approaches, it is commonly not
feasible to estimate the true harvest yield. Instead, the image based counts are
calibrated using farm counts, to produce yield estimates and an absolute yield map.
The range of algorithms and frameworks explored in this chapter motivate the ap-
proaches used for the different components of yield mapping in this thesis. For fruit
detection (Chapter 3), this includes the algorithms for robust and accurate perfor-
mance in the challenging orchard conditions. The proposed approaches use the feature
learning techniques to deliver a generic framework, that is not fruit or data specific.
The tree segmentation pipeline developed in Chapter 4 addresses the limitation to
tree identification in trellised orchards, where the canopies are heavily intertwined.
This is achieved through various extensions to the approaches presented in this chap-
ter, which leverage from regular spacing of trees. Finally, a multi-view geometry
approach is presented in Chapter 5 to track fruit between consecutive overlapping
frames. Structured yield maps are built at a mango and apple orchard and validated
against harvest fruit counts.
Chapter 3
Fruit Detection
This chapter addresses the objective of accurate and robust fruit detection within
orchard image data by developing state-of-the-art fruit detection methods. Fruit
detection involves identifying and locating fruit instances in image data. Its output
is unique pixel co-ordinates of individual fruit (represented as centroids or bounding
boxes), which enables fruit counting, and is therefore a vital component of the yield
mapping framework.
Orchard image data is often subject to variable external factors, which challenge the
detection algorithms presented in Section 2.2. More specifically, illumination condi-
tions can vary throughout the day and seasons, and are heavily dependent on weather
conditions. The scene is also exposed to irregular shadows due to the complex geom-
etry of trees, which cause degrading artefacts such as under/over exposure and lens
flares. Collectively, these factors induce undesirable variability in the images, which
makes it difficult to engineer feature representations that cater for all conditions. This
chapter explores feature learning based classification and detection architectures, in
order to develop a robust and accurate framework that is applicable to differing con-
ditions and different fruit. First, a novel means is presented to incorporate orchard
domain knowledge (termed metadata) to an MLP classifier, in order to boost clas-
sification performance. This approach is then extended through the introduction of
CNNs for pixel-wise fruit classification. The final component of the chapter presents a
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study of fruit detection approaches based on deep CNNs and bounding box regression,
leading to the best detection performance over multiple fruit varieties.
Feature representation and classification algorithms need to be invariant to properties
such as incident lighting, fruit maturity, tree types etc., when identifying fruit from
background. Section 3.1 presents a means to explicitly model some of these variations
within a feature learning framework in order to improve fruit classification perfor-
mance. The key contribution here is a novel extension to multi-scale MLP (ms-MLP),
where metadata relating to appearance variations in image data are incorporated into
the classifier. Classification is performed per-pixel and post-processing operations are
applied for fruit detection. Evaluation is performed on data captured at an apple
orchard, using a range of network complexities and training configurations. The re-
sults show an improvement in pixel-wise classification (from an f1-score of 0.728 to
0.751) with the inclusion of metadata, which are available at no extra cost in common
field sensing applications. The proposed approach was first presented in Bargoti and
Underwood [10], as a workshop paper at IEEE International Conference on Intelli-
gent Robots and Systems (IROS-2015), and appears in Appendix A.2.3. The network
architectures and experimental validation were later expanded in Bargoti and Under-
wood [12], which was published in the proceedings of IEEE International Conference
on Robotics and Automation (ICRA-2016), and is included in this chapter.
The feature learning model is extended in Section 3.2, with the introduction of CNNs
for pixel-wise classification of fruit. The ability of CNNs to model complex vari-
ations in the data makes them more suited for imagery, provided enough training
samples are available. This is demonstrated through an improvement in pixel-wise
classification performance with the apple dataset, increasing from an f1-score of 0.751
with ms-MLP to 0.791 with CNNs. By testing the inclusion of metadata with var-
ious network complexities, this section also demonstrates the diminishing returns of
the inclusion of such domain knowledge as network complexity increases. Finally, the
evaluation is extended from image pixel level tests to whole fruit detections, using blob
detection techniques, and initial results on per-row yield estimation are presented1.
1Chapter 5 presents further developments to yield estimation and yield mapping
Fruit Detection 57
The CNN configuration resulted in significant performance gains across the board
when compared against MLPs. The contributions of this research extended upon the
ones presented in Section 3.1, with metadata extensions to other network types and
the evaluation of metadata utility under various additional experimental conditions.
The work has been published in The Journal of Field Robotics (JFR-2017) [13].
The final section of this chapter (Section 3.3) presents a state-of-the-art fruit detec-
tion method, which reflects the most recent developments in object detection in the
computer vision community. The approach directly regresses location of individual
fruit, avoiding the need for blob detection during post processing. The network archi-
tecture is the adaptation of a state-of-the-art object detector, Faster R-CNN, which
is an extension to the previously proposed CNNs. A novel extension is proposed to
enable operation on high resolution data containing more than 1000 objects each,
typical to the type of data captured for yield estimation. The deployment of this
network leads to further improvements in detection performance (f1-score from 0.861
to 0.904 on the apple dataset), without the need for pixel-wise labels for training.
The robustness, accuracy and the broad applicability of the proposed approach is
also demonstrated for mango and almond detection. Further ablation studies are
presented, including evaluations of data augmentation techniques and inter-orchard
transfer learning methods. These help understand and address the practical barri-
ers imposed by the requirements for training data. The datasets used to validate
the detection algorithms have been published online2 and the research contributions
presented in work published in the proceedings of IEEE International Conference on
Robotics and Automation (ICRA-2017) [11].
The collection of feature learning frameworks presented in this chapter contribute to
the progression of vision based fruit detection approaches, bridging the gap between
state-of-the-art in the general computer vision community and agrovision. With each
step, the robustness and accuracy of the results are examined, and mechanisms to
reduce labelling costs and training/inference times explored. Each contribution su-
persedes the previous one in terms of performance, delivering valuable insights to
2Accessible at http://data.acfr.usyd.edu.au/ag/treecrops/2016-multifruit/
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designing detection frameworks for orchard data. For example, hand engineered ad-
ditions such as metadata were found to be most beneficial with classifiers with lower
complexity, but are not required given the capabilities of the most modern feature
learning approaches. Furthermore, although pixel-wise classification can produce a
rich semantic representation of the image, it is associated with added labelling costs
and lower fruit detection performance, when compared with recent detection frame-
works that use bounding box regression. This impacts the amount of time it takes to
build a sufficiently accurate supervised detection framework on a new dataset, reduc-
ing from 200 minutes for the pixel-wise approaches to 3 minutes for the bounding box
framework. Furthermore, prediction time per orchard image reduces from 7 seconds
per image to under 1.5 second an image, enabling various real-time operations.
As we reach the asymptote of detection performance in Chapter 3, attention is drawn
to the remaining obstacles to fruit counting and mapping. These include: 1) the
inability to detect wholly occluded fruit, which cannot be addressed by further im-
provements to image level detection alone, and 2) the challenges associated with
designating fruit detections to specific individual trees. This leads to the develop-
ment of other components of the yield mapping framework, with tree segmentation
in Chapter 4 and multiple view fruit registration in Chapter 5.
Image Classification with Orchard Metadata
Suchet Bargoti and James Underwood1
Abstract— Low cost and easy to use monocular vision systems
are able to capture large scale, dense data in orchards, to
facilitate precision agriculture applications. Accurate image
parsing is required for this purpose, however, operating in
natural outdoor conditions makes this a complex task due
to the undesirable intra-class variations caused by changes in
illumination, pose and tree types, etc. Typically these variations
are difficult to explicitly model and discriminative classifiers
strive to be invariant to them. However, given the presence of
structure, in both the orchard and how the data was obtained,
a subset of these factors of variations can correlate with readily
available metadata, including extrinsic experimental informa-
tion such as the sun incidence angle, position within farm, etc.
This paper presents a method to incorporate such metadata
to aid scene parsing based on a multi-scale Multi-Layered
Perceptron (MLP) architecture. Experimental results are shown
for pixel segmentation over data collected at an apple orchard,
leading to fruit detection and yield estimation. The results show
a consistent improvement in segmentation accuracy with the
inclusion of metadata under different network complexities,
training configurations and evaluation metrics.
I. INTRODUCTION
Recent advances in robotics and automation has enabled
us to gather large scale data with high spatial and temporal
resolutions. Unmanned ground vehicles or farmer operated
machinery can be equipped with low cost cameras to capture
a detailed representation over large farms. Leading image
processing techniques strive to efficiently extract accurate
and reliable high level information from this data, such as the
crop health, maturity, distribution etc. Image classification
and segmentation techniques are often used in orchard data
for fruit detection and yield estimation [1]–[5], crop quality
assessment [6] and trunk detection for tree mapping [7]. Such
information enables precision farming, where processes such
as pesticide spraying and fertilisation are modified according
to in-field variations, ultimately leading to maximizing yield
and quality while minimising costs.
Farm image data is often captured under natural illumi-
nation conditions, and therefore spans adverse appearance
variations, which is one of the biggest challenges to robust
classification. For discriminative tasks, data needs to be
represented in a feature space that is invariant to such
characteristics. When classifying fruits, this means invariance
to properties such as incident lighting, fruit maturity, tree
types etc.
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Advances in machine vision techniques are addressing
this problem, because the highly non-linear and complex
model architectures of state-of-the-art methods (for example
deep Neural Networks) are beginning to span the feature
space necessary to capture this variation. However, the more
variable the appearance, the more training exemplars are
required to allow the complex models to capture the space
in a generalizable (not over-fitted) way [8].
In field-robotics, we typically have access to prior infor-
mation that correlates with some of the observed intra-class
(within class) appearance variations. This information, re-
lates to contextual data about how the images were obtained
(e.g. camera trajectories, sun position, weather conditions,
etc.) and is referred to here as metadata. While a direct phys-
ical model of how particular meta-parameters affect appear-
ance is not available, the inclusion of metadata alongside the
images may smooth the complexity of the appearance space.
This could allow simpler classifiers to capture that space, and
provide a performance boost, where similar performance is
obtained with reduced training exemplars.
This paper presents a means to utilise metadata, to aid
image classification in orchards. Using image data captured
at an apple farm in Melbourne, Australia, we incorporate the
metadata for the purposes of fruit classification. In particular,
the contributions of this paper are:
• Incorporation of metadata relating to intra-class varia-
tions in orchard images to aid discriminative classifica-
tion for fruit. This involves an extension to the multi-
scale feature learning algorithm presented in [1].
• A study of the utility of different metadata sources
and their inclusion within different architecture config-
urations such as deeper networks, varying amounts of
training data and evaluation over image segmentation,
apple detection and yield estimation.
The remainder of the paper is organised as follows. Section
II presents the related work for image classification with a
focus on agriculture data. Section III describes the classifi-
cation architecture and presents a generalised framework for
the inclusion of metadata. Sections IV and V contain the
experimental setup and classification results. We conclude in
Section VI, with a discussion of future directions.
II. RELATED WORK
Image classification and object detection in natural scenes
is commonly performed by designing hand engineered fea-
tures relating to texture, colours and/or shapes. In [4], a
combination of SIFT and SURF descriptors are extracted
densely over the image to detect pineapples using SVMs.
Pixel-based segmentation is used in [9] to detect tomatoes
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using manually specified colour features with decision trees.
Nearest neighbour matching is used in [3] over colour and
texture features extracted at key-points for berry detection.
Although these approaches have produced promising results,
they are restrictive to the data and the conditions under which
it was captured, meaning extensions to other orchards would
involve re-defining the shape and colour models. An adaptive
learning algorithm is therefore desirable for general purpose
use, as proposed in [1]. Here a multi-scale feature learn-
ing architecture learns relevant feature transformations for
pixel-level classification and has been shown to outperform
classification using hand engineered features.
However, all classification approaches are challenged in
natural scene data, where they are required to discriminate
between the inter-class variations (i.e. differentiation between
trees, leaves and fruits), while being invariant to intra-class
variability due to extrinsic factors such as illumination,
viewing angles and tree types. One means to reduce this
variability is to divide the dataset spatially and thus train
locally constrained classifiers. For example, in [10], separate
models are trained over different image regions for pedestrian
parsing. In [2], orchard image classification is done at a
per-row level, where images are exposed to similar lighting
conditions. Such an approach enables us to parallelise the
computational load for training and reduce variations within
each dataset, however, it also prevents underlying similarities
in data splits to be shared between classifiers. Another
approach is to altogether minimise extrinsic variations by
modifying the data collection operation. For example, pepper
detection performed in [11] is conducted at a greenhouse
plantation where the illumination conditions can be con-
trolled. Equivalently, in [3], [5], [12], the data gathering
is done at night using strobes to restrict the illumination
variance. However, in orchards it is generally more practical
to operate large scale experimental systems under natural
day-light conditions, and for commercial applications simple
hardware such as cameras can be easily incorporated onto
tractors, which operate more frequently during the day.
Therefore image classification under natural illumination
conditions is an open and important problem.
In this paper we propose that knowledge about the scene
structure and the way in which data is obtained, can be
used to explicitly model some of the underlying factors
leading to appearance variations. Prior knowledge about
scene structure has been used in the past over public image
datasets such as LabelMeFacade and SIFT Flow, to explicitly
specify spatial locations of the objects being classified in
the scene [13], [14], but not specifically to cover intra-
class appearance variations. This is due to lack of contextual
information in such datasets, whereas, field robotics style
datasets are often obtained in a structured way, at known
times of day, through a partially known or at least partially
structured environment. In orchards, where trees are planted
in a uniform configuration, image data is captured at a fixed
distance from the trees, resulting in predictable illumination
variation within the images. Additionally, with access to geo-
referenced location and time of capture, the sun position can
Fig. 1. The Multi-Scale Multi-Layered Perceptron architecture with 4
layers. The default setup is in blue, with xs representing RGB patches
captured at a given scale s ∈ S. Metadata configuration shown in green
acts as a weighting to each of the hidden nodes.
be extracted and used to evaluate the illumination incidence
angle. These additional sources of metadata, available at no
extra cost to typical data capturing processes, can be included
to allow the classifier to explicitly capture some aspects of
the intra-class variations.
III. IMAGE CLASSIFICATION
In this section we first present the image parsing algorithm,
where image classification is performed at the pixel level.
We then introduce the framework for incorporating orchard
metadata.
A. Multi-scale Scene Parsing
Given the success of the image classification framework
in [1] for different fruit types, the classifier used in this paper
is based on a Multi-Layered Perceptron (MLP). The purpose
of the classifier is to map raw image data to a specific class
label. For image parsing, the input data represents a fixed
contextual window around each pixel in RGB space, captured
over multiple image scales. This provides scale invariance
for classification and allows us to capture local variations at
different scales such as the edges between fruits and leaves
and between the trees and the skyline, while keeping the
input dimensions low.
A four layer MLP architecture is illustrated in Figure 1.
The input image patches over each scale are linked to corre-
sponding sections of the hidden layer via non-linear sigmoid
transformations. The transformed space is then concatenated
over the multiple scales as per:
H(i)1 =
S⋃
s=1
σ(Wsx
(i)
s +bs) (1)
where, x(i)s is the raw (or pre-processed) RGB input for
scale s from S different scales and σ(z) = 1/(1+e−z) is the
sigmoid activation function. The weights over the individual
scales Ws are a set of linear filters/dictionaries transforming
the input data into a more discriminative space. The con-
catenated output H1 is then propagated through subsequent
densely connected layers followed by softmax regression
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for binary classification of fruit and non-fruit regions 1.
The entire network can be trained via back-propagation
while minimising a cross-entropy loss function, with an L2
regularisation penalty term to minimise over fitting.
It has been shown in literature (and through our own
experimentations) that unsupervised pre-training boosts clas-
sification performance [15] by learning generalised features
for initialising the supervised training. For this, each set of
linear filters Ws ∀s ∈ S is pre-learnt using a De-noising Auto
encoder (DAE) with a sparsity penalty (see [1] for details).
The learnt weights consist of a combination of edge and
colour filters. The deeper layers are initialised by using the
sparse initialisation scheme proposed in [16].
B. Adding Metadata
Metadata corresponding to individual pixels can be incor-
porated to the multi-scale MLP architecture by appending the
information to either the input or one of the hidden layers,
with its addition to the input layer illustrated in Figure 1. We
can define each set of metadata for a given input instance
x(i), by d(i)k ∀k ∈ K, where K is the set of different metadata
types, e.g. sun position, tree type etc. The different metadata
can then be concatenated together.
D(i) =
K⋃
k=1
d(i)k (2)
The propagation to the first hidden layer is then given by
H(i)1 =
S⋃
s=1
σ(Wsx
(i)
s +UsD(i)+bs) (3)
where, Us are the set of weights learnt over each scale
for the scale independent metadata input D. The metadata
impacts the biases bs and therefore shifts the response from
individual filters/weights learned over the same layer. The
metadata can equally be appended to deeper layers of the
network, however from our experimentation we found it to
be most advantageous when merged with the input layer.
The network is then trained using the same back-
propagation algorithm as before. The computational expense
of an MLP is linear to the number of input units. Since the
dimension of the metadata is significantly smaller than the
input image data, the additional computational expense of
this configuration is negligible.
IV. EXPERIMENTAL SETUP
The image data was captured at an apple orchard in
Victoria, Australia, by Shrimp, which is a general purpose
research ground vehicle, built at the Australian Centre for
Field Robotics. The vehicle traversed across different rows
of the orchard collecting tree image data (1616×1232 at 5
Hz) as illustrated in Figure 2. An on-board Novatel Global
Position Inertial Navigation System (GPS/INS) provided
estimates of the vehicle position and pose, which was used
to localise each image.
1Using the softmax function in the output layer allows us to easily extend
the process to the multi-class scenario.
Fig. 2. The research ground vehicle Shrimp traversing between rows at
an apple orchard, capturing tree image data. Location of apples manually
illustrated in the field of view of the camera.
The training data was collected by randomly sampling
1100 sub-images (308× 202), corresponding to 1% of the
entire data, and manually generating pixel-level labels for
the fruit and non-fruit classes. Sub-sectioning the image into
smaller chunks makes the manual labelling process easier
and results in greater spatial variance within the training set.
Examples of the training images are shown in Figure 3.
For training the MLP, individual instances/patches of
size [8 × 8 × 3] are randomly sampled over scales
[1,1/2,1/4,1/8], while enforcing a balance between the
two classes. A separate natural scene dataset was used
to initialise the first layer filters with a DAE and ZCA
whitening was used for pre-processing. Training was done
using Stochastic Gradient Descent (SGD) with a learning
rate and L2 penalty optimised via cross-fold validation. The
algorithm was developed in Python using the open-source
deep learning library, Pylearn2 [17].
The metadata used included a combination of pixel posi-
tions, orchard row numbers and the sun’s position relative
to the vehicle body frame. The sun’s azimuth and elevation
were calculated using the time of day and vehicle’s pose
and geographical position. The sun’s elevation remained
fairly constant over this dataset, therefore only the azimuth
was considered. These properties were chosen as they were
qualitatively observed to correlate with some of the intra-
class variation in the data. For example, Figure 3 illustrates
the variation in appearance over vertical position in the
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Fig. 3. Sample sub-images randomly extracted over the orchard dataset
for training. Images are vertically stacked according to their true height in
the original data.
captured image, with the higher up images being brighter
and hosting apples which are viewed at a different pose.
Such metadata was incorporated within the MLP alongside
the input image data as shown in Figure 1 in green. It can
be formatted as either multiple discretised units or a single
continuous unit. A single unit representation prevents us
from learning a different set of biases for individual filter
responses over the variations within each metadata. A one-
hot encoding was instead used to discretise continuous data
into a number of discrete channels (as done in [18] for
multimodal classification). A few channel sizes were tested
and ultimately 8 channels were used for each continuous
input data: pixel i, j positions (pi, p j) and the sun azimuth
angle (sψ ). The row numbers (rn) could be encoded directly
as one-hot vectors. To test how the learning algorithm would
cope with irrelevant metadata information, training was also
conducted with the inclusion of uniformly distributed random
noise as information. No further hyperparameter optimisation
was performed following the inclusion of the metadata.
V. CLASSIFICATION RESULTS
To evaluate the classification performance, the labelled
dataset was randomly divided into an 80− 10− 10 split
of training, validation and testing images. A fixed number
of training instances (multi-scale contextual patches around
individual pixels) were extracted from the labelled training
images to train the pixel-wise classifier. As the classification
is performed over a highly imbalanced dataset, the validation
set was used to evaluate a class threshold. In all tests,
mean and 1-standard deviation results were obtained over 10
iterations, while randomly shuffling the 80− 10− 10 splits
and randomly sampling a balanced set of training instances.
For baseline comparison, the original architecture from
[2], a 3 layer MLP with 200 hidden units was trained
with 200,000 training instances. We denote an image only
network as the “default” configuration, and first look at
the effects of including individual metadata to the original
configuration. We then further optimise the default network,
and investigate the performance boost from metadata under
different training configurations.
A. Individual Metadata Analysis
Different sources of metadata were added to the original
default configuration reported in [2], and the MLP was
retrained each time. Each training iteration took roughly
5 minutes on a GPU enabled desktop. For fast inference,
instead of using sliding windows over test images, convolu-
tion operations were used to apply the first layer of learnt
filters over individual image scales. A pixel-level F1-score
for the fruit class was used as the evaluation metric and was
conducted densely over all the images in the test set (results
using the original architecture shown in Table I).
TABLE I
PIXEL WISE FRUIT CLASSIFICATION RESULTS WITH DIFFERENT MLP
ARCHITECTURES USING THE DEFAULT METHOD AND A COMBINATION
OF DIFFERENT METADATA. METADATA RESULTS LISTED AS THE
DIFFERENCE IN F1-SCORE FROM THE DEFAULT METHOD.
MLP Architecture Metadata Pixel F1-score
Original
None 0.683±0.015
Noise +0.000±0.002
pi +0.032±0.005
p j +0.000±0.002
rn +0.011±0.004
sψ +0.001±0.003
pi, rn +0.038±0.005
pi, p j , rn, sψ +0.042±0.005
Optimised None 0.728±0.016pi, p j , rn, sψ +0.023±0.008
Pixel position (pi, p j), row number (rn), sun azimuth (sψ )
There is a clear improvement in classification results
with the inclusion of all of the metadata increasing the
F1-score, the most by 6.2% (F1 : 0.683→ 0.725). On it’s
own, pi (the height within the original image) was found
to be the most important individual metadata parameter,
which also qualitatively portrayed the largest illumination
based appearance variations in the data. Additionally, if some
metadata was hypothesised to have no direct correlations
with the extrinsic variations in data (such as random noise
or p j), the classification results were no worse. The lack
of information from the sun position sψ , is possibly due
to the fact that in this dataset, the sun azimuth angle was
either +90◦ or −90◦, and therefore did not cause much
variation on its own over the captured images. Interestingly,
the learnt weights Us corresponding to these metadata had
a much weaker response, meaning that during the learning
phase, the algorithm discovers which inputs are not relevant
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to the classification task. Additionally, this analysis guides
us towards the most important factors of variation, which
in turn might be controllable, to improve subsequent data
collection.
B. Optimising the Architecture
A compact classification model with fewer parameters is
faster to train but may not be able to span the variations in
the training data efficiently (under-fitting). An evaluation of
different network structures for the default configuration was
therefore performed, where deeper and wider architectures
were tested to achieve optimal fruit classification perfor-
mance (extending from [1]). The optimal results were ob-
tained with a 4-layer MLP with each hidden layer containing
200 units (illustrated in Figure 1). As before, metadata was
then added within this network, with the results reported in
Table I. The default F1-score increases from 0.683 to 0.728;
and an improvement is still observed with the addition of
the metadata by +0.023. The magnitude of the improvement
is smaller, possibly due to the higher model complexity
automatically capturing some of the appearance variations in
the data. Figure 4 shows some of the qualitative classification
results with the default and the metadata configuration on the
optimal 4-layer MLP. The metadata configuration is picking
up a greater region of apples and even some new apples
that the default configuration is not detecting (e.g. centre
left apple in the first column and top right occluded apple in
the 3rd column).
Fig. 4. Image classification results. Four sample image sections from
the field (first row) and their ground truth labels (second row). The third
row illustrates the classification results for the optimised 4-layer MLP
configuration. The fourth row uses the same architecture but with the
addition of metadata. Predictions in green, red and cyan are true positive,
false positives and false negative classifications respectively.
C. Varying Training Size
As mentioned in Section I, a classifier is more likely to
be invariant to intra-class appearance variations given a high
model complexity and enough training data. In the previous
section the classification performance increased with model
complexity. Using the optimised default configuration, we
now evaluate the effects of training size on the classification
results.
The training size can be isolated into two categories: the
number of labelled training images, and for the purposes
of a pixel classification algorithm, the number of training
instances, which are the multi-scale patches covering a
contextual region around single pixels in the images. Due to
spatial correlation in appearance, dense sampling of training
instances is not necessary. The algorithm run time and
memory requirements are linearly proportional to the number
of training instances, and the number of labelled training
images is proportional to the human labelling costs.
Figure 5 compares the classification performance against
number of training instances for the default configuration
with and without metadata. The results were evaluated over
multiple iterations while randomly shuffling the training,
validation and test sets. The classification F1-score increases
as we sample more instances from the training set, reaching
convergence around 500,000 training instances. The addition
of metadata results in improved classification performances
in all cases, having a greater advantage with lower number
of training instances. Additionally, for a fixed F1-score, the
inclusion of metadata allows for the same performance with
only a small fraction of the training instances (approximately
one half for 200,000 training instances). As the accuracies
reach convergence, the difference between the two classifi-
cation approaches also converges to a non-zero increment.
Fig. 5. Classification results against number of training instances with and
without metadata. The shaded regions illustrate 1 standard deviation in the
results.
In order to test the effect of the number of labelled training
images, a fixed number of instances are sampled from a
varying subset of the labelled data. The classification results
over the two configurations and different training instances
are illustrated in the first three plots in Figure 6. Considering
only the default case (red), there is a steady increase in F1-
score with a greater number of labelled images. There is also
a consistent improvement in the F1-score with the inclusion
of metadata across the choice of number of labelled images,
having a greater effect with a lower number of training
instances (highlighted in the last plot in Figure 6). This again
illustrates that we can use a fraction of the training instances
(and hence training time) if including metadata and achieve
the same classification accuracy.
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Fig. 6. Classification results against number of human labelled training images with varying number of training instances illustrated in the first three figures.
Each configuration is evaluated with and without metadata. The last figure shows the change in F1-score between the default and metadata configuration.
The shaded regions illustrate 1 standard deviation in the results.
D. Segmentation and Detection
Although a pixel-wise evaluation scheme exposes the
classifier performance for the task it was designed for, it
is important to ask what effect this has on the actual fruit
yield estimation accuracy. We apply several post-processing
steps to obtain more application focused results.
To enforce neighbourhood smoothness, morphological
erosion and dilation operations are applied to the classifica-
tion output. The optimal opening radius is evaluated over the
validation dataset. Pixel wise F1-scores are then recomputed
over the test image set. Table II shows these results for two
configurations. The morphological operations improve the
F1-score from 0.728 to 0.760 for the default configuration.
The inclusion of metadata increases this by 0.012. This
coincides with the qualitative results from Figure 4 where
the benefits of metadata result in discovery of new blobs of
data rather than refining classification around the boundaries
of the objects.
TABLE II
POST PROCESSED RESULTS WITH AND WITHOUT METADATA.
Evaluation Metric MetadataNone pi, p j , rn, sψ
F1-score Smoothed Pixels 0.760±0.007 +0.012±0.007Detection 0.721±0.017 +0.022±0.017
Yield Est R-squared 0.68±0.01 0.78±0.02Accuracy 81.6%±0.3 86.8%±0.8
Next we perform apple detection by matching regions
between the ground truth data and smoothed classifier output.
The watershed segmentation algorithm [19] was applied to
both the ground truth and predicted labels, and nearest neigh-
bour centroid matching was performed to register detection.
A true positive predicted segment was one that was within
10 pixels of a segment within the ground truth labels, and
otherwise labelled as a false positive. If segments from the
ground truth were not registered at all, they were classified
as false negatives. Through this, the F1-score was evaluated
over the test images and is shown in Table II. Consistent
with the previous observations, there is an improvement
(F1: 0.721→ 0.743) in the results with the inclusion of the
metadata.
E. Yield Estimation
A motivating objective behind improving classification
results is to obtain accurate yield prediction, which stems
from accurate detection results. Classification models were
trained over the entire labelled dataset and then prediction
was performed over the original images captured by the
ground vehicle. Due to occlusion in the data, even with
perfect detection we cannot directly observe the true number
of apples. Instead, we make the assumption that on average
there is a constant ratio of occluded to visible fruit, allowing
us to either map variations in yield over the farm or perform
yield estimation given some calibration data. For this data,
the grower counted and weighed the post-harvest produce of
15 rows individually, which provided ground truth (this is
too labour intensive for a commercial orchard to routinely
perform). Similar to [1] we linearly regressed whole row
pixel fruit counts to true fruit counts for yield prediction.
Morphological erosion and dilation was performed to smooth
the prediction results.
Images were down-selected with a 0.5 m spacing along the
rows to avoid double counting in subsequent frames. Pixel
counts were accumulated along each row and normalised by
the image density per metre to account for any remaining
image overlap. The regression r-squared value and yield es-
timate errors were evaluated over multiple training iterations
and are shown in Table II.
Using the default classification method without metadata,
we achieved an r-squared value of 0.69, comparable to 0.656
reported in [2]2. With the inclusion of metadata this increased
the r-squared value to 0.78, the best yet on this dataset.
The linear models can then be used to estimate the yield
in each row, from which the yield estimation accuracy can
be evaluated with the average absolute difference in the true
counts and the predicted counts. The inclusion of metadata
2The previous publication mistakenly reported an r-squared value of 0.81,
which was in fact the r-value.
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corresponded to an increase in accuracy from 81.6% to
86.8%.
F. Discussion
Through a wide range of network complexities, training
configurations and evaluation metrics, we have shown the
advantage of utilising metadata, which is available at no extra
costs to typical data capture methods or computational pro-
cessing cost. The improvement is maximum when operating
on a sub-optimal network with minimal training instances,
but starts to converge with the default case when the model
complexity is increased and/or a greater number of training
instances are utilised. It is therefore most advantageous to in-
corporate metadata to boost performance when an exhaustive
search to find the optimal classification architecture is not a
viable option or if training time is an important factor. On
the other hand, with abundant training samples and optimised
model complexity, we notice that the inclusion of metadata
never degrades results. If a particular set of metadata does not
contribute to the classification performance, the optimisation
algorithm automatically assigns low corresponding weights
during the learning phase.
VI. CONCLUSION AND FUTURE WORK
We have presented a classification approach for semantic
parsing of orchard image data, which utilises metadata cor-
responding to intra-class variations to consistently produce
more accurate classification results. The pixel-wise classifi-
cation algorithm was based on a multi-scale Multi-Layered
Perceptron within which, metadata relating to observed vari-
ations in data was incorporated. We evaluated the system
for fruit classification at an apple orchard, and used freely
available information such as pixel position, row number-
ing and sun position as metadata. By isolating individual
metadata we were able to evaluate the importance of each
information source, with the finding that pixel height was
most significant for this dataset. The learning algorithm was
also able to overcome irrelevant metadata without degrading
classification performance.
The addition of metadata was tested over multiple net-
works complexities, resulting in a pixel classification im-
provement from 0.683 to 0.725 in an unoptimised configura-
tion and from 0.728 to 0.751 over an optimised configuration.
Metadata analysis was also performed under different train-
ing configurations by changing the amount of training data
and training instances, resulting in an improvement in classi-
fication results in all cases. Finally, the process was analysed
over different evaluation metrics such as pixel classification
with smoothing, fruit detection and yield estimation, and
once again, the inclusion of metadata was shown to boost
performance in all cases. The results illustrate the advantages
of using metadata, which is often available at no extra costs
in field robotics applications.
Future work will look into incorporating additional meta-
data such as weather conditions and fruit types, covering
datasets spanning different farms and seasons. Additionally,
image classification and the effects of metadata will be
explored over different supervised learning architectures such
as Convolutional Neural Networks. Finally, we would like
to extend this to other field robotics applications outside of
agriculture (e.g. urban datasets), where appearance variations
can be linked to some quantifiable metadata.
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Ground vehicles equipped with monocular vision systems are a valuable source of high-resolution image data
for precision agriculture applications in orchards. This paper presents an image processing framework for
fruit detection and counting using orchard image data. A general-purpose image segmentation approach is
used, including two feature learning algorithms; multiscale multilayered perceptrons (MLP) and convolutional
neural networks (CNN). These networks were extended by including contextual information about how the
image data was captured (metadata), which correlates with some of the appearance variations and/or class
distributions observed in the data. The pixel-wise fruit segmentation output is processed using the watershed
segmentation (WS) and circular Hough transform (CHT) algorithms to detect and count individual fruits.
Experiments were conducted in a commercial apple orchard near Melbourne, Australia. The results show an
improvement in fruit segmentation performancewith the inclusion ofmetadata on the previously benchmarked
MLP network. We extend this work with CNNs, bringing agrovision closer to the state-of-the-art in computer
vision, where although metadata had negligible influence, the best pixel-wise F1-score of 0.791 was achieved.
The WS algorithm produced the best apple detection and counting results, with a detection F1-score of 0.861.
As a final step, image fruit counts were accumulated over multiple rows at the orchard and compared against
the post-harvest fruit counts that were obtained from a grading and counting machine. The count estimates
using CNN and WS resulted in the best performance for this data set, with a squared correlation coefficient of
r2 = 0.826. C© 2017 Wiley Periodicals, Inc.
1. INTRODUCTION
Yield estimation and mapping in orchards is important for
growers as it facilitates efficient utilization of resources and
improves returns per unit area and time. With accurate
knowledge of yield distribution and quantity, a grower can
efficiently manage processes such as chemigation, fertiga-
tion, and thinning. Yield estimation also allows the grower
to plan ahead of time their harvest logistics, crop storage,
and sales (Aggelopoulou et al., 2011; Nuske, Wilshusen,
Achar, Yoder,& Singh, 2014; Payne&Walsh, 2014). The stan-
dard approach to get yield information is currently manual
sampling, which is labor intensive, expensive, and often
destructive (Gemtos, Fountas, Tagarakis, & Liakos, 2013).
Constrained by these costs, sampling is often done over a
few individual crops, and the measures are extrapolated
over the entire farm. Inherent human sampling bias and
sparsity in the measurements can result in inaccurate yield
estimation.
Recent advances in robotics and automation enable us
to gather large-scale data with high spatial and temporal
Direct correspondence to Suchet Bargoti, e-mail: s.bargoti@acfr.
usyd.edu.au
resolution. Unmanned ground vehicles (UGVs) or farmer-
operated machinery can be equipped with standard color
cameras to capture a detailed representation over large
farms. Robust and accurate imageprocessing techniques are
required to extract high-level information from this data,
such as crop location, health, maturity, crop load (yield),
and spatial distribution. Image segmentation is the process
of evaluating a semantic description of an image at a pixel
or super-pixel level. For image data captured at an orchard,
this means automatically labeling each pixel or groups of
pixels as representing fruits, flowers, trunks, branches, and
foliage. The parsed information can then be used in higher-
level tasks, such as individual fruit detection, crop health
analysis, and tree detection/branch modeling. This pro-
vides the grower with a rich farm inventory and enables
further robotic operations, such as autonomous pruning,
harvesting, and variable rate spraying.
A standard approach for image segmentation is to
transform image regions into discriminative feature rep-
resentations and parse them through a trained classifier,
assigning each region a specific label. For identifying or-
chard fruits, this means extraction of a feature space that
captures properties unique to the fruit, such as its color,
texture, reflection, position, and shape. Farm image data
Journal of Field Robotics 00(0), 1–22 (2017) C© 2017 Wiley Periodicals, Inc.
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are generally prone to a wide range of intraclass (within
class) variations due to illumination conditions, occlusions,
clustering, camera viewpoint, tree types, and seasonal ma-
turity (translating to a different fruit size, shape, and color).
Therefore, the feature space and the classifier need to be
invariant to such characteristics.
Typically, prior work utilizes hand-engineered features
to encode visual attributes that discriminate fruit from non-
fruit regions (Nuske et al., 2014; Payne, Walsh, Subedi, &
Jarvis, 2014; Wang, Nuske, Bergerman, & Singh, 2013). Al-
though these approaches arewell suited for the data set they
are designed for, the feature encoding is generally unique
to a specific fruit and the conditions under which the data
were captured. As a result, the methods are often not trans-
ferable to other crops/data sets. In contrast, supervised fea-
ture learning approaches can be used to automatically learn
transformations that capture the data distribution, enabling
their use with different datasets (Hung, Nieto, Taylor, Un-
derwood, & Sukkarieh, 2013). Such approaches have high
model complexity and utilize extensive training exemplars
to model the variations in the data (Krizhevsky, Sutskever,
& Hinton, 2012).
Image classification algorithms have also been shown
to benefit from prior knowledge about scene structure. For
example, Tighe and Lazebnik (2013) and Brust, Sickert,
Simon, Rodner, & Denzler (2015) specify a spatial prior
over the labeled classes to aid image segmentation of public
image data sets such as LabelMeFacade and SIFT Flow. A
greater wealth of prior knowledge is often available in field
robotics applications, as we often have access to contextual
information about how the data were captured. For a typi-
cal image data set, such contextual information, which we
refer to as metadata, can include camera trajectories, vehi-
cle location, type of tree/fruit being scanned, distance from
camera to trees, sun position, illumination incident angle,
weather conditions, and so forth. While a direct physical
model of how particular meta-parameters affect the data is
not available, aspects of the relationship between metadata
and object classes can be learned. Where there is correla-
tion between metadata and appearance variations and/or
class distributions, including metadata can improve clas-
sification performance. Available at no extra cost to typi-
cal data capturing process, our previous works (Bargoti &
Underwood, 2015, 2016) have illustrated theuseofmetadata
in allowing simpler classifiers to capture that space and pro-
vide a performance boost, leading to similar performance
with reduced training exemplars.
This paper presents a study of different image segmen-
tation frameworks for the task of image fruit segmentation.
A conventional visible light camera mounted on a UGV
is used to capture images of trees during preharvest sea-
son as the vehicle drives between different rows at an ap-
ple orchard block near Melbourne, Australia (Figure 1). We
explore multiple supervised feature learning approaches
of varying model complexities, while studying the effects
of metadata toward image segmentation performance. The
impact of accurate image segmentation for agricultural ob-
jectives is evaluated, including fruit detection and yield
estimation compared to real-world fruit counts. We subse-
quently provide an orchard block yield map, which can en-
able the grower to optimize their farm operations. This pa-
per extends from our previous work with evaluation using
new segmentation architectures, including different config-
urations of the previously usedMLP architecture (Bargoti &
Underwood, 2016) and themorewidely used convolutional
neural networks (CNNs). Additional developments are also
made for the fruit detection algorithms and performance
metrics, and an in-depth discussion about the practical vi-
ability of the image processing approach is presented. The
primary contributions from this paper are:r Image fruit segmentation analysis using the previously
benchmarked multiscale multilayered perceptron (MLP;
Bargoti & Underwood, 2016; Hung et al., 2013) andmore
recent convolutional neural networks (CNN).r A study of the utility of different metadata sources and
their inclusionwithin the different classification architec-
tures and training configurations.r Analysis of the impact of accurate image segmentation
toward fruit detection and yield estimation.
The remainder of this paper is organized as follows.
Section 2 presents related work on image classification in
outdoor scenes, both in the agricultural and the general
computer vision context. The image processing components
are presented over Sections 3 to 6, following the computa-
tion pipeline illustrated in Figure 2. Section 3 presents the
different classification frameworks with the inclusion of ad-
ditional metadata. In Section 4, we outline the experimental
setup and the image data set, followed by Section 5 present-
ing the image segmentation results. Section 6 focuses on
fruit detection and yield estimation performed over the im-
age segmentation output. We present the practical lessons
learned in Section 7, including new insights into image pro-
cessing for orchard data. We conclude in Section 8, dis-
cussing the future directions of this work.
2. RELATED WORK
Computer vision in agriculture, agrovision (Kapach et al.,
2012), has been explored in multiple literature studies
for the purposes of fruit detection and yield estimation
(Jimenez, Ceres, & Pons, 2000; Kapach et al., 2012; Payne
& Walsh, 2014). Agrovision literature is typically data
specific, designed for the task at hand, and can often be
very heuristic when compared against the most recent
work in the general computer vision community (Kapach
et al., 2012). In this section, we discuss the key approaches
used in agrovision while comparing them against some of
the state-of-the-art techniques used in computer vision.
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Figure 1. Left: The research ground vehicle Shrimp traversing between rows at an apple orchard, capturing tree image data.
Location of apples manually illustrated in the field of view of the camera. Right: Satellite view of the 0.5-ha orchard test block.
Figure 2. The image segmentation, fruit detection, and yield mapping pipeline. An image segmentation model is trained using
labeled images extracted sparsely from the farm. This is used to segment the dense image data captured by a UGV. Detection
algorithms are applied to the segmentation output to identify individual apples and accumulate the counts over the farm. The
result is a dense farm yield map, which can be calibrated with ground-truth counts to provide a yield estimate.
Image processing at orchards spans a large variety
of fruits, such as grapes (Font et al., 2015; Nuske et al.,
2014), mangoes (Chhabra, Gupta, Mehrotra, & Reel, 2012;
Payne et al., 2014), apples (Hung, Underwood, Nieto, &
Sukkarieh, 2015; Ji et al., 2012; Kim, Choi, Choi, Yoo, &
Han, 2015; Linker, Cohen, & Naor, 2012; Silwal, Gongal, &
Karkee, 2014; Stajnko, Rakun, & Blanke, 2009; Wang et al.,
2013), citrus (Annamalai, Lee, & Burks, 2004; Li, Lee, &Hsu,
2011; Qiang, Jianrong, Bin, Lie, & Yajing, 2014; Regunathan
& Lee, 2005; Sengupta & Lee, 2014), kiwifruit (Wijethunga,
Samarasinghe, Kulasiri, & Woodhead, 2009), and peaches
(Kurtulmus, Lee, & Vardar, 2014). Fruit classification is
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generally performed by transforming image regions into
discriminative feature spaces and using a trained classifier
to associate them to either fruit regions or background
objects, such as foliage, branches, and ground. If con-
ducted densely, image regions are contextual windows
neighboring every pixel in the image, and the output is
a densely segmented image. Postprocessing techniques
can then be applied to differentiate individual objects of
interest. A detection-specific approach, on the other hand,
reduces the region search space by initially performing
key-point detection. Here, interesting image regions (pos-
sible fruit candidates) are first extracted using manually
tuned constraints designed for the particular data set.
This is followed by feature extraction and classification as
before.
Fruit detection through key-point extraction and
classification is often applied over vineyards and orchards.
For example, Nuske et al. (2014) exploits radial symmetries
in the specular reflection of the individual berries to extract
key-points, which are then classified as berries or not-
berries. Using key-points allows distinct grape-berries to
be identified, which is important to extract measurements
that are invariant to the stage of the berry development.
The detected regions are then used for yield estimation
and prediction, in which grape bunch models are designed
to convert image detections to true farm grape counts.
To detect citrus fruit, Sengupta and Lee (2014) first use
circular Hough transforms (CHT) to extract key-points.
Alternatively, Liu, Whitty, and Cossell (2015) and Song
et al. (2014) use simple color classifiers for key-point
extraction for grape bunches and peppers, respectively. For
fruit detection, image patches are extracted around each
key-point and a combination of color and texture filters are
computed. The patches can then be classified as fruit or
not-fruit using a trained classifier, such as a support vector
machine (SVM) or a randomized KD-forest.
Image segmentation, on the other hand, returns a
rich likelihood map of the fruits, onto which a threshold
can be applied to obtain a binary fruit mask detailing
regions of the image that contains fruit (Linker et al., 2012;
Payne et al., 2014; Sa, McCool, Lehnert, & Perez, 2015;
Yamamoto, Guo, Yoshioka, & Ninomiya, 2014). Payne
et al. (2014) designs a set of heuristic measures based on
local colors and textures to classify individual pixels as
mangoes or non-mangoes. Blob extraction was done on
the resultant binary mask to identify individual mangoes.
Linker et al. (2012) incorporates further postprocessing for
apple detection where in individual blobs are expanded,
segmented, and combined to manage occluded fruit and
fruit clusters. Stajnko et al. (2009) instead uses shape anal-
ysis and template matching to extract circular apples from
the segmented image. Yamamoto et al. (2014) implements
a second classification component on tomato blobs ex-
tracted via image segmentation to remove any background
detections.
Typically, orchard image data are subject to highly
variable illumination conditions, shadowing effects,
fruits/crops of different shapes and sizes, captured over
different seasons, and so forth (Payne & Walsh, 2014),
which makes classification a challenging task. To simplify
and minimize the variations in the data, one can enforce
constraints on the environment or the data gathering op-
eration. For example, pepper detection in Song et al. (2014)
is conducted in a greenhouse with controlled illumination
conditions. Equivalently, in Nuske et al. (2014), Payne et al.
(2014), and Font et al. (2015) the data are captured at night
using strobes, which significantly restricts the illumination
variance. However, in orchards, it is generally more
practical to conduct large-scale experiments under natural
daylight conditions, and for commercial applications
simple hardware such as cameras can be easily incorpo-
rated onto tractors, which operate more frequently during
the day.1 Therefore, image classification under natural
illumination conditions is an open and important problem.
As stated in the previous section, hand-engineered
feature encoding often restricts methods to particular
fruits/data sets as they are designed to capture data-
specific interclass variations (i.e., differences between
trees, leaves, and fruits), while being invariant to the
intraclass variations. Although the methods stated above
have produced promising performance over the respective
fruits/data sets, they are distinct and ad hoc, seldom
replicated, and often disconnected from progress in the
general computer vision literature (Kapach et al., 2012).
For widespread application, it would be more efficient to
have a unified image processing approach compatible with
different fruits or capturing configurations.
A general-purpose adaptive feature learning algorithm
is therefore desirable, as proposed in Hung et al. (2013).
Here, a pixel-wise image segmentation framework was
presented, that utilizes a multiscale feature learning archi-
tecture to learn relevant feature transformations for pixel-
level classification. The proposed approach was shown to
outperform classification using hand-engineered features.
In addition, the same architecture has been used for differ-
ent data sets such as almonds (Hung et al., 2013), apples
(Bargoti andUnderwood, 2015, 2016; Hung et al., 2015), and
tree trunks (Bargoti, Underwood, Nieto, & Sukkarieh, 2015)
without any changes to the image segmentation pipeline.
However, even though such a feature learning approach
avoids the need for manually designed features, there are
opportunities for significant improvements, particularly to
address the reliability in adverse illumination conditions,
such as underexposed and overexposed images, where in
performance was observed to deteriorate.
1Night time tractor operations are also common for some fruits at
some times of the year, but day/night operation will allow most
flexibility for adoption.
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There have been major developments in the state-
of-the-art methods for image segmentation and object
detection outside the agrovision literature. With the
advancements of parallel computing using GPUs, deeper
neural network architectures, which host a significantly
larger number of model parameters, are showing potential
in capturing large variability in data (Krizhevsky et al.,
2012). For example, Ning et al. (2005); Ciresan, Giusti,
Gambardella, and Schmidhuber (2012); Pinheiro and
Collobert (2013); andGanin andLempitsky (2014) usemulti-
layered CNNs for image segmentation, in which individual
patches representing contextual regions around pixels are
densely classified in an image. More recently, CNNs have
been shown to yield improved segmentation performance
when a spatial prior on the classes is available. Brust et al.
(2015) performed road image segmentation while incorpo-
rating the pixel position to help the classifier learn that road
pixels are predominantly found near the bottom half of im-
ages. Finally, CNNs have also been applied for direct object
detection (Girshick, Donahue, Darrell, & Malik, 2016; Ren,
Girshick, & Sun, 2015), and have achieved state-of-the-art
object detection accuracy for multiple computer vision data
sets.
In this paper, we evaluate the performance of a
previously benchmarked multiscale MLP architecture for
image segmentation in agrovision (Hung et al., 2013),
including an extension with metadata, which we have
shown improves performance significantly in Bargoti and
Underwood (2015, 2016). We further extend this study
with comparison against CNNs, with and without the ad-
dition of metadata, showing improved pixel classification
performance. We evaluate the utility of improved image
segmentation toward fruit detection and yield estimation.
With this, we also shorten the gap between image pro-
cessing techniques used in agrovision to the current work
in computer vision literature, which is a limitation ad-
dressed in the literature survey conducted in Kapach et al.
(2012).
3. IMAGE SEGMENTATION
Image segmentation is the task of transforming individ-
ual pixels in an image into class labels. In this paper, we
present multiple image segmentation architectures for the
binary classification of orchard image data into fruit/non-
fruit classes. These include a multiscale MLP and a deep
CNN architecture. We then extend these neural network
architectures with the inclusion of orchard metadata. All
network training is done at the pixel level; however, infer-
ence is performedover thewhole image, resulting in adense
probabilistic output of the fruit and non-fruit classes. This
can be used to obtain a binary fruit mask and subsequently
to perform fruit detection or yield estimation as detailed in
Section 6.
3.1. Multiscale Multilayered Perceptron
Given the success of the image segmentation framework in
Hung et al. (2013) for different fruit types, the reference seg-
mentation architecture in this paper is basedonamulti-scale
multilayeredperceptron (whichwedenote asms-MLP). The
classifier takes as input a contextual window around indi-
vidual pixels from the raw RGB image, with the windows
sampled at different image scales. The data are propagated
through multiple fully connected layers and the output of
the classifier is a probability of a given pixel belonging to the
class fruit/non-fruit. Themultiscale patch representation of
each pixel provides scale invariance for classification and
allows us to capture local variations at different scales, such
as edges between fruits and leaves and between the trees
and the skyline, while keeping the input dimensions low.
A three layer ms-MLP architecture is illustrated in
Figure 3. Given an image Ik , we are interested in finding
the label of each pixel at location (i, j ) in the image. The
input to the network are contextual patches I si,j,k surround-
ing the pixel at location (i, j ) in the kth image over scales
s ∈ {1, . . . , S}. The image patches are initially forward prop-
agated into the first hidden layer using nonlinear sigmoid
transformations. The activation outputs are then concate-
nated over the different scales:
H1 =
S⋃
s=1
σ (Ws1 I
s
i,j,k + bs1), (1)
where, σ (z) = 1/(1 + e−z) is the sigmoid activation func-
tion. The weights for the individual scales Ws are a set
of linear filters/dictionaries transforming the input data
into a more discriminative space. As done in Farabet et
al. (2013), input patches from each scale are treated in-
dependently. The concatenated first layer output H1 is
then propagated through subsequent densely connected
layers:
Hm = σ (WmHm−1 + bm) (2)
for m = {2, . . . ,M}. The final layer is propagated through a
softmax regression layer to obtain a class probability for the
pixel (i, j ) belonging to the fruit or non-fruit class.
P (yi,j = c|HM−1) = e
WcMHM−1
∑2
l=1 e
WlMHM−1
, (3)
where WlM are the final layers weights corresponding to
class l. All parameters (W,b) of the network are learned
in an end-to-end supervised way, by minimizing a cross-
entropy loss function. An L2 regularization penalty term
is used to minimize overfitting. Optimization is done with
stochastic gradient descent (SGD) using momentum and a
linearly decaying learning rate.
The literature (and our own experimentations) has
shown that unsupervised pretraining boosts classification
performance for fully connected networks as they learn
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Figure 3. The multiscale Multilayered perceptron architecture with three layers. Centered at individual pixels, a contextual
window is extracted over multiple image scales, and the raw data are forward-propagated through multiple hidden layers. The
output softmax layer returns the probability of that pixel belonging to a given class. The optimal layer sizes are annotated on the
individual layers above. Metadata are appended to the input layer, and their associated weights to the hidden layer are learned
during the training phase (red dashed line).
generalized features, which are useful for initializing the
supervised training (Erhan et al., 2010). Each set of the first
layer filters Ws1 ∀s ∈ {1, . . . , S} are therefore prelearned us-
ing a held-out data set using a De-noising auto encoder
(DAE) with a sparsity penalty (see Hung et al., 2013, for
details). The learned weights consist of a combination of
edge and color filters. The deeper layers are initialized by
using the sparse initialization scheme proposed in Martens
(2010).
3.2. Convolution Neural Networks
CNNs are feed-forward neural networks, which concate-
nate several types of forward-propagating layers, with con-
volutional layers playing a key role. Like the MLP, the net-
work computes the probability of a pixel being a fruit or
non-fruit, using as input the image intensities of a square
window centered on the pixel itself. However, instead of
using small multiscale patches, CNNs can take as input
larger-/high-resolution patches covering the same contex-
tual region. This is due to the ability of the CNNs to share
smaller-scale filters in each layer, minimizing the number
of model parameters.
A typical CNN consists of a succession of convolu-
tional, max-pooling, and fully connected layers as shown
in Figure 4. Each convolutional layer performs a two-
dimensional convolution of its input maps with a square
filter. This is followed by a nonlinear activation function
using the Rectified Linear Unit (ReLU) and a max-pooling
subsampling layer as used in Krizhevsky et al. (2012). The
output of each block is then:
Hm = pool(ReLU (WmHm−1 + bm)), (4)
where H0 = Ii,j,k . The output from each layer is a feature
map with successive layers covering increasingly large re-
ceptive fields, while encoding more complex variations in
the input data. The convolution and pooling layers are fol-
lowed by fully connected layers as per Eq. (2) but using the
ReLU activation function instead of the sigmoid. Using a
softmax activation function for the last layer (Eq. (3)) we
obtain the class probability of the pixel/image patch. The
network is trained in a similar fashion to the ms-MLP; how-
ever, unsupervised pretraining is not required with CNNs.
Instead, dropout, an additional regularization penalty on
the fully connected layers, is introduced during training.
3.3. Adding Metadata
Metadata corresponding to individual pixels can be incor-
porated to image segmentation architectures by append-
ing the information to one of the fully connected layers.
We can define each set of metadata for a given input in-
stance Ii,j,k , by dni,j,k ∀n ∈ N , where N is the set of different
meta-parameters, for example, sun position, tree type, and
so forth. The different metadata can then be concatenated
together.
Di,j,k =
N⋃
n=1
dni,j,k. (5)
Journal of Field Robotics DOI 10.1002/rob
3.2 Image Segmentation for Fruit Detection in Apple Orchards 71
Bargoti and Underwood: Image Segmentation for Fruit Detection and Yield Estimation in Apple Orchards • 7
Figure 4. The patch based convolutional neural network architecture with two convolution+pooling layers and two fully con-
nected layers. Each pixel is defined by a large contextual region around it (48 × 48 color pixels) and is propagated through the
CNN. The output softmax layer returns the probability of that pixel belonging to a given class. The figure shows the optimal
configuration for this data set. Metadata are appended to the fully connected layer (red dashed line).
For the ms-MLP, the propagation to the first hidden
layer is then given by:
H1 =
S⋃
s=1
σ (Ws1 I
s
i,j,k + UsDi,j,k + bs1), (6)
whereUs are the set of weights learned for each scale for the
scale independent metadata inputD. Themetadata have an
additive effect on the biases bs1, where each metadata com-
ponent shifts the responses from individual filters learned
over the same layer. Themetadata can equally be appended
to deeper layers of the network or first propagated through
a disconnected hidden layer; however, for the ms-MLP, our
experiments found best performance when raw metadata
were merged with the input layer.
On the other hand, for the CNN architecture the meta-
data are added as inputs to a single fully connected layer
(see Figure 4) as:
Hmfc = ReLU (WmfcHmfc−1 + UD + bmfc ). (7)
Both networks can be trained using the same back-
propagation algorithm as before. The computational ex-
pense is linear to the number of nodes in a fully connected
layer. Because the dimension of the metadata are signif-
icantly smaller than the size of the layers, the additional
computational expense of this configuration is negligible.
3.4. Scene Inference
During prediction, given a new image patch Ii,j,k , we can
use feed-forward propagation to predict the probability
p(yi,j = f ruit) for the pixel (i, j ) to belong to the fruit class.
In practice, for both the ms-MLP and the CNN architecture,
this can beperformeddensely via slidingwindows to obtain
a segmented image, but this approach is highly inefficient.
Instead, a more computationally efficient approach is to re-
design the learnedmodels as fully convolutional operations
enabling fast-dense prediction over arbitrary-sized inputs.
For the ms-MLP, we transform the first layer weights
Wsq into patch-wise kernels, which are convolved over the
test images sampled at different scales s ∈ {1, . . . , S}. The
filter responses from the smaller scales are up-sampled us-
ing linear interpolation to the same scale as the original
image. The different scales are then concatenated and
forward-propagated through the subsequent fully con-
nected layers. Zero-padding is applied to the input image
to manage border effects from the convolution operations.
For the CNN architecture, the convolution and pool-
ing operations are easily scalable to larger images than the
training input patches. The fully connected layers can also
be seen as 1 × 1 convolutions in a spatial setting,making the
entire CNN simply a sequence of convolutions, activations,
and pooling operations.
However, the output dimensions of CNNs are typi-
cally reduced due to the pooling layers, which subsample
the data in order to keep the filters small and the computa-
tional requirements reasonable. As a result, the segmenta-
tion output from a network reduces the size of the input by
a factor equal to the pixel stride of the pooling operations.
For example, if the network includes two 2 × 2 pooling lay-
ers with a stride of 2 pixels each, only 1 in every 4 pixels
of the input image will be labeled. Some work with CNNs
(Farabet, Couprie, Najman, & LeCun 2013; Ning et al., 2005)
upscale the label output by the subsampling factor to get to
the input image size.
To obtain a full resolution segmentation outputwithout
interpolation, input shifting and output interlacing is used.
If the network down-samples by a factor of f , we shift the
input image (after zero padding) in the x and y directions
byx,y ∈ {0, . . . , f − 1}. This results in f 2 inputs, each of
which are passed through the CNN architecture producing
down-sampled segmentation outputs. These are then inter-
laced such that the fine-resolution predictions correspond
to the pixels at the centers of their receptive fields (Long,
Shelhamer, & Darrell, 2015; Pinheiro & Collobert, 2013;
Sermanet et al., 2013).
Journal of Field Robotics DOI 10.1002/rob
3.2 Image Segmentation for Fruit Detection in Apple Orchards 72
8 • Journal of Field Robotics—2017
Figure 5. Apple varieties found within the scanned block at the apple orchard. Their appearance ranges from bright red (Kanzi)
to pink-green and leafy green (variants of Pink Lady). Sample images taken using a hand held DSLR camera. Colours best viewed
online.
4. EXPERIMENTAL SETUP
The orchard image segmentation architectures were tested
at an apple orchard in Victoria, Australia (Figure 1). Data
were gathered over a 0.5-ha block, which hosts a modern
Gu¨ttingen V-trellis structure, where in the crops are planted
over pairs of trellis faces arranged to form a V shape. Built
with support poles and wires along the rows, these struc-
tures provide better support of the tree limbs. They also
allow for more sunlight for the fruit and easier harvesting.
The trees hosted different apple varieties, including Kanzi
and Pink Lady. The fruit color ranged from bright red to
a mixture of pink-green and completely green as shown in
Figure 5. The experiments were conducted 1 week before
harvest (March 2013) in which the apple diameter ranged
from 70 to 76 mm.
4.1. Data Capturing
The testing platform Shrimp is a perception research ground
vehicle, built at the Australian Centre for Field Robotics
at The University of Sydney (Figure 1). Among an array
of sensor types, it is equipped with a Point Grey Lady-
bug3 spherical digital video camera containing six 2MP
cameras oriented to capture a complete 360-deg panoramic
view.
To collect the data set, the vehicle was teleoperated be-
tween 17 orchard rows at 1.5 to 2 ms−1. Two of the rows
hosted the Kanzi apple variety, whereas the rest were Pink
Lady. The operator walked behind the vehicle, manually
guiding it along the centerline of the rows, which were
planted 4mapart. Images of size 1232 × 1616were captured
at 5 Hz through the camera facing the trellis structure. The
field of view of the camera was critical in its selection as
it was able to capture the 4-m-tall trees from a distance of
2 m as illustrated in Figure 1. The data were collected under
natural illumination conditions, and the particular times of
day, sun angles, and weather conditions were not specifi-
cally selected to optimize illumination. Finally, an onboard
Novatel SPANglobal positioning inertial navigation system
(GPS/INS) provided estimates of the vehicle position and
pose, which was used to localize each image. The vehicle
trajectory is illustrated on the left in Figure 2.
We have also experimented with autonomous center-
line following using LiDAR for subsequent datasets, how-
ever, manual control yields data more similar to what
would be expected from a manually driven tractor, which
is one likely adoption strategy for the technology. Fully au-
tonomous row following is likely to yield more consistent
imagery, which improve image classification performance.
4.2. Image Data Set
In total the image data set consists of over 8,000 images of
1232 × 1616 pixels each. As it would be impractical to man-
ually label this much data, a subset was collected by ran-
dom subsampling. Each image was divided into 32 subim-
ageswith 308 × 202 pixels and a fixed number of subimages
were randomly sampled from each row to maximize the di-
versity of the data. In total, 1,100 subimages were collected
and manually annotated with binary pixel-level labels for
the fruit and non-fruit class. Subsectioning the image into
smaller sections makes the manual labeling process easier
and results in greater spatial variance within the data set.
Examples of the reduced data set and their associated pixel-
wise labels are shown in Figure 6. Apples in the images
varied in size from 25 to 50 pixels in diameter. This vari-
ation is attributed to the distance to the imaging platform
and viewing angle.
4.3. Segmentation Architecture
For training the ms-MLP, a similar architecture to the one
presented in Hung et al. (2015) was used. Individual in-
stances/patches of size [8 × 8 × 3] were randomly sampled
over image scales: [1, 1/2, 1/4, 1/8].A separate natural scene
data set (Brown&Susstrunk, 2011)was used to initialize the
first layer filters with a DAE. To remove pixel-level corre-
lations on the image patches and force unit variance, ZCA
whitening was used for preprocessing (as done in Hung
et al., 2015). For the CNN, lacking equivalent implemen-
tation in agrovision, we build a network around previous
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Figure 6. Sample sub-images and associated ground truth pixel labels, randomly extracted from the orchard dataset for training.
Images are vertically stacked in the figure according to their true height in the original data.
Figure 7. Image patches (48 × 48) sampled from the labelled data to be used as input to the CNN architecture. Patches in the first
and second rows are labelled ‘not-apple’ and ‘apple’ respectively.
work done for patch-wise classification over electron mi-
croscopy images (Ciresan et al., 2012) and urban scenes
Brust et al. (2015). Pixel-centered, single-scale patches are
extracted from the labeled data set, while ensuring that they
are large enough to identify/contain the fruit. Examples of
48 × 48 patches are shown in Figure 7 with the correspond-
ing labels denoting the class of the centre pixel.
For all architectures, balanced sampling was done over
the two classes due to the large class imbalance in the data
set. Hyperparameters such as the learning rate, learning
rate decay factor, initial momentum, L2 penalty, number
of epochs, architecture width and depth were optimized
over a held out validation set. The architectures were devel-
oped in Python using the open-source deep learning library,
Pylearn2 (Goodfellow & Warde-Farley, 2013).
The metadata used for this data set included a com-
bination of pixel positions, orchard row numbers, and the
sun’s position relative to the vehicle body frame. The sun’s
azimuth and elevation were calculated using the time of
day and vehicle’s pose and geographical position. The
sun’s elevation remained fairly constant over this data set;
therefore, only the azimuth was considered. These prop-
erties were chosen as they were qualitatively observed to
correlate with some of the intraclass variation in the data.
For example, Figure 6 illustrates the variation in appear-
ance as a function of the vertical position (pixel height) in
the captured image,with the image regions higher up on the
tree appearing brighter and hosting apples viewed from a
different pose. Row number data were introduced because
farm operations were typically conducted on a row by row
basis, for example, certain rows were planted with certain
apple varieties.
The combined metadata information (Eq. (5)) was in-
corporated within the ms-MLP and the CNN as shown by
the dashed lines in Figures 3 and 4, respectively. Each meta-
parameter can be formatted as either a single continuous
unit or multiple discrete units. For example, the height of a
pixel on the image (in the range [0 − 1616]) can be normal-
ized and represented by a single number in the range [0 − 1]
or represented as a one-hot encoded vector. In the latter, im-
age height is discretized into a fixed number of bins with a
single active unit denoting the pixel height (as done in Rao
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et al., 2014). However, a single-unit representation restricts
the number of parameters available to represent the meta-
data andprevents us from learning adifferent set of biases of
individual filters responses over the variations within each
meta-parameter. A one-hot encoding was therefore used,
where a few channel sizes were tested and ultimately eight
channels were used for each continuous input data: pixel
i, j positions (pi, pj ) and the sun azimuth angle (sψ ). The
row numbers (rn) could be encoded directly as one-hot vec-
tors. To test how the learning algorithm would cope with
irrelevant metadata information, training of the ms-MLP
architecture was also conducted with the inclusion of uni-
formly distributed randomnoise as information. No further
hyperparameter optimizationwas performed following the
inclusion of the metadata.
5. SEGMENTATION RESULTS
To evaluate the image segmentation performance, the la-
beled data set (1,100 images) was randomly divided into an
80 − 10 − 10 split of training, validation, and testing images.
Single-scale andmultiscale patcheswere sampled (balanced
between the classes) from the set of training images to train
the CNN and ms-MLP architectures.2 In this section, we
evaluate the performance of the different architectures us-
ing the F1-score evaluated over instances randomly sam-
pled from the test image set. The data are naturally imbal-
anced,with substantiallymore background than apple pixel
instances. Hence, we report on the apple F1-score specifi-
cally, to avoid reporting an artificially high classification
performance that is dominatedby thebackground. The class
threshold for the optimal F1-score was evaluated over the
instances sampled from the validation set. In all tests, mean
and one-standard-deviation classification results were ob-
tained over 10 iterations, while shuffling the 80 − 10 − 10
split. The last part of this section utilized the patch based
models for whole-image inference, presenting qualitative
segmentation results over images from the test set.
5.1. Multiscale Multilayered Perceptron
For baseline comparison, the original architecture from
Hung et al. (2015), a two-layer MLP with 200 hidden units
was trained with 200,000 training instances, which we de-
note as ms-MLP-2. Different sources of metadata were then
added to this configuration, and the MLP retrained each
time. Training each MLP network until convergence over
the validation set (∼ 30 epochs) took roughly 5 min on a
GPU-enabled desktop. The classification results are shown
in Table I.
There is a clear improvement in classification results
with the inclusion of all of the metadata increasing the F1-
score the most by 6.2% (F1 : 0.683 → 0.725). On it’s own, pi
2Because of spatial correlation in appearance, dense sampling of
training instances is not necessary.
Table I. Pixel-wise fruit classification results with the origi-
nal ms-MLP architecture as presented in Hung et al. (2015).
Combinations of metadata are added to the network, and the
corresponding classification results listed as the absolute F1-
score and as difference from the default method.
NN Architecture Metadata Pixel F1-Score
None 0.683 ± 0.015
Noise 0.683 (+0.000 ± 0.002)
pi 0.715 (+0.032 ± 0.005)
ms-MLP-2 pj 0.683 (+0.000 ± 0.002)
rn 0.694 (+0.011 ± 0.004)
sψ 0.684 (+0.001 ± 0.003)
pi , rn 0.721 (+0.038 ± 0.005)
pi , pj , rn, sψ 0.725 (+0.042 ± 0.005)
Pixel position (pi, pj ), row number (rn), sun azimuth (sψ ).
(the height within the original image) was found to be the
most important individualmetadata parameter. This agreed
with qualitative analysis of themetadata, inwhich the great-
est appearance variations were observed with changes in
pixel height/height on the tree due to illumination changes,
as shown in Figure 6. In addition, if some metadata were
hypothesized to have no direct relationship with the ex-
trinsic variations in data (such as random noise or pj ), the
classification results were noworse. The lack of information
from the sun position, sψ , is possibly because in this data
set, the sun azimuth angle was either +90 deg or −90 deg,
and, therefore, did not cause much variation on its own to
captured images. Interestingly, the learned weights U from
Eq. (6) corresponding to thesemetadata had amuchweaker
response, meaning that during the learning phase, the
algorithm discovers which inputs are not relevant to the
classification task. In addition, this analysis guides us to-
ward the most important factors of variation, which in turn
might be physically controllable, to improve subsequent
data collection.
5.1.1. Optimal ms-MLP architecture
We extend from Hung et al. (2015) by searching over
different combinations of depth and width for the MLP
architecture. A grid search was performed over networks
with a depth of two to five layers and with varying widths
of 200 to 1000 units per layer. The optimal fruit classification
performance was obtained with a three-layer MLP with
each hidden layer containing 200 hidden units. We denote
this network as ms-MLP-3*, and it is illustrated in Figure 3.
As before, metadata were then added within this network
at the input layer. During the optimization phase, we
experimented with adding the metadata to deeper layers
instead of the input layer and propagating it through inde-
pendent hidden layers before merging with the image data
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Table II. Pixel-wise fruit classificationusingdifferentms-MLP
architectures. The networks used are ms-MLP-2 from Hung
et al. (2015) and ms-MLP-3*, optimized over width and depth.
Metadata results are listed for both networks as the absolute F1-
score and as change from the configuration not usingmetadata.
NN Architecture Metadata Pixel F1-score
ms-MLP-2 None 0.683 ± 0.015
pi , pj , rn, sψ 0.725 (+0.042 ± 0.005)
ms-MLP-3* None 0.728 ± 0.016
pi , pj , rn, sψ 0.751 (+0.023 ± 0.008)
Pixel position (pi, pj ), row number (rn), sun azimuth (sψ ).
as done in Rao et al. (2014). However, the best results were
obtained when the raw metadata were added alongside
the input multiscale image data. The segmentation results
are reported in Table II. Going from the ms-MLP-2 to the
optimized ms-MLP-3* network, the F1-score increases
from 0.683 to 0.728. With the inclusion of metadata (using
all meta-parameters), there is a statistically significant
improvement in the F1-score by +0.023 to 0.751. The
magnitude of the improvement is smaller, possibly due to
the higher model complexity automatically capturing some
of the appearance variations and class distributions in the
data.
5.1.2. Varying training size
As mentioned in Section 1, a classifier is more likely to be
invariant to intraclass appearance variations given a high
model complexity and enough training data. In the pre-
vious section, we showed this to be true when the model
complexity was increased. The training size for the patch-
based segmentation architectures is the number of pixels
(neighborhood patches) extracted from the set of labeled
images for training. A larger number of training instances
would typically result in better classification performance
but results in a linear increase in algorithm run-time dur-
ing training. Using the ms-MLP-3* configuration, we eval-
uate the effects of training size on the classification results,
with and without the inclusion of metadata. The classifica-
tion F1-score (shown in Figure 8) increases as we sample
more instances from the training set, reaching convergence
around 500,000 training instances. Theoretically, a total of
∼ 56 × 106 patches can be sampled from the 900 training
images; however, there can be significant overlap in infor-
mation due to the contextual area covered by single training
instances. The addition of the metadata to the architecture
results in improved classification performance in all cases,
having a greater advantage when restricted with the num-
ber of training instances. In addition, for a fixed F1-score,
the inclusion of metadata allows the same result with only
a small fraction of the training instances (e.g., the same
Figure 8. Classification results against number of training in-
stances with and without metadata over the two segmentation
architectures. The shaded regions illustrate one standard devi-
ation in the results.
F1-score can be achieved with the metadata model while
using just 200,000 training instances, compared to 500,000
instances when no metadata are used). As the classification
performance converges, the performance improvement due
to metadata converges to approximately +0.013 ± 0.007.
5.2. Convolutional Neural Network
For the optimal CNN configuration, we searched over dif-
ferent depths, widths, and input sizes while monitoring the
F1-score over the held-out validation set. We tested a range
of input sizes, covering a {32 × 32}, {48 × 48}, {64 × 64} re-
gion around a pixel. For the convolutional layers, we tested
adepthof two to three layers, each containinga convolution,
activation, and pooling operation. These were followed by
two fully connected layers as typically done in computer
vision literature. The optimal architecture was found by do-
ing a coarse grid search and is denoted in this paper as
CNN* (illustrated in Figure 4). The first convolutional layer
filters the 48 × 48 × 3 input image patch with 64 kernels of
size 7 × 7 × 3 and is followed by a ReLU activation and a
max-pooling operation over a 2 × 2 patch with a stride of
2 pixels. The second convolutional layer filters the subsam-
pled 21 × 21 × 64 input with 128 kernels of size 6 × 6 × 64
followed by a similar activation and pooling layer. The re-
sulting 8 × 8 × 128 output is propagated through two fully
connected layer with 256 nodes each and finally a softmax
layer.
Training the CNN architecture until convergence over
the validation set (∼ 50 epochs) took roughly 3 hr while
using 200,000 training instances. The CNN patch classifica-
tion results are shown in Table III. Without metadata, the
F1-score has increased from0.728 (ms-MLP-3*) to 0.791with
the CNN* architecture.
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Table III. Pixel-wise fruit classification results with the CNN*
architecture using the default method and with the addition of
Metadata. Metadata results listed as the difference in F1-score
from the default method.
NN Architecture Metadata Pixel F1-score
CNN* None 0.791 ± 0.011
pi , pj , rn, sψ 0.797 (+0.006 ± 0.008)
Pixel position (pi, pj ), row number (rn), sun azimuth (sψ ).
As before, we add the metadata to the classification ar-
chitecture, which was optimally placed alongside the first
fully connected layer. In contrast towhatwas observedwith
the ms-MLP architectures, the increase in F1-score with the
inclusion of the metadata to CNN* is minimal at +0.006
(Table III). In addition, in practice we observed that in some
configurations (e.g., if the metadata were added to the sec-
ond fully connected layer), the performance was slightly
worse.
5.3. Whole-Image Segmentation
To acquire the input for consequent fruit detection and yield
estimation and to qualitatively analyze the segmentation
results, the trained ms-MLP and CNN architectures were
utilized to segment whole images using the techniques
discussed in Section 3.4. The image inference was con-
ducted using the ms-MLP-3* architecture with and without
metadata and with the CNN* architecture without meta-
data. Inclusion of metadata with the CNN architecture was
not tested here due to the minimal classification gain it
provided.
Whole-image segmentation using the ms-MLP archi-
tecture on the 308 × 202 images from the test image set took
0.60 s/image. The largest computational overhead is during
bilinear up-sampling of the multiscale first layer outputs.
The resultant binary mask for a few images is shown in
Columns 3 and 4 in Figure 9, with and without metadata.
The metadata configuration is picking a greater region of
apples and even some new apples that the no-metadata
configuration does not detect (e.g., center right apple in the
third row and center left apple in the fourth row). In addi-
tion, over certain regions it has a much lower false positive
rate as seen in the top row example. However, there are
some instances where adding metadata lowers precision as
seen by the false detection of the trunk in the third row.
The CNN-based image segmentation is performed us-
ing the shift and stitch method, which took 0.24 s/image on
the 308 × 202 images. The resultant binary mask is shown
in the last column in Figure 9. As expected from the perfor-
mance metrics, we see the CNN* network outperforming
the others in both segmentation precision and recall. For
example, even under the challenging illumination example,
the third row trunk is not misclassified. The improved per-
formance could be attributed to the higher-resolution input
and the greater number of available parameters to capture
the data distribution. Finally, we observe a smoother results
with the CNN, which is due to the pooling layers enforcing
some translation invariance in the data.
5.4. Network Comparison
To compare the differences between the concept of an apple
between the two segmentation frameworks, CNN and ms-
MLP, the percentage of fruit detected by each system (i.e.,
the recall rate) was evaluated. We limit our comparison to
CNN* and ms-MLP-3*, both without metadata, and apply
morphological erosion and dilation to smooth any noisy
segmentation output. The set of fruit ground-truth pixels
were partitioned into ones that were detected by both net-
works, just one of the networks, andneither of the networks.
For each of these partitions, the mean per-pixel classifica-
tion probability by each network was evaluated. The cor-
responding results, averaged over 10 folds, are shown in
Figure 10. Of all the fruit pixels, 66.3% were classified cor-
rectly by both the classifiers. The CNN uniquely identified
a further 12% of the pixels with a high probability of 0.95,
and the ms-MLP registered these as false negatives with a
probability of 0.69 (below the learned optimal threshold).
On the other hand, ms-MLP uniquely identified 4.4% of the
fruit pixels. The higher total recall rate of 78.3% for the CNN
network, compared to 70.7% for the ms-MLP network, con-
tributes to the higher F1-score reported in previous sections.
For the fruit pixels thatweremisclassified by both networks,
CNN delivers a higher mean confidence for the fruit class.
6. FRUIT DETECTION AND YIELD ESTIMATION
Theoutput from the image segmentationmethods above are
class probability maps or binary masks indicating the loca-
tion of individual fruit pixels in the images. In this section,
wepresentmethods to translate this to agronomicallymean-
ingful information, such as detection of individual fruits,
fruit counts, and maps of fruit yield. The segmentation ar-
chitectures we focus on are the ms-MLP-3* (no metadata),
the ms-MLP-3* with metadata, and the CNN* (no meta-
data). The metadata configuration of the CNN network is
not tested any further as it yielded minimal improvements
in the segmentation results. Furthermore, we evaluate the
fruit detection and yield estimation performance using dif-
ferent ground-truth data, comparing the impact of different
segmentation architectures towardhigher-level agricultural
tasks.
6.1. Fruit Detection
The standard approach for object detection in the computer
vision literature is to first perform dense prediction us-
ing sliding windows over the image, score each window
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Figure 9. Image segmentation results. Five sample image sections from the test image set (first column) and their ground truth
labels (second column). The third and fourth columns illustrate the segmentation output from the ms-MLP-3* architecture without
and with metadata. The fifth column shows the segmentation output from the CNN* architecture. Segmentation output near the
image borders are masked out during performance evaluation.
Figure 10. Network comparison betweenms-MLP and CNN for image segmentation performance. The partitioned bar shows the
percentage of true fruit pixels detection by both networks, by ms-MLP alone, by CNN alone and by neither network respectively.
For the set of pixels in each of these partitions, the table below is the mean classification probability from each network.
via a trained classifier (as done in the previous section),
and then remove overlapping windows via nonmaximum
suppression. Training is done using image patches centered
around objects of interest; therefore, during prediction the
probability maps peak near the center of individual ob-
jects. However, for image segmentation, where patches are
trained using the center pixel class, the probability map
plateaus around fruit region (i.e., no local maxima near the
center of the fruit). Therefore, for fruit detection, we aim to
split the binary fruit mask, obtained from the probability
map, into separate regions denoting individual fruits.
If individual fruits were spread apart over the seg-
mented image and appeared without any occlusions, fruit
detection would simply involve selecting the disjoint re-
gions in the binary output. However, in orchards, fruits are
often clustered together and appear occluded in the image
data because of other fruits and foliage. A suitable fruit de-
tection algorithm needs to be able to separate individual
fruits in clusters and connect disjoint regions of the same
fruit, formed due to occlusions. For this, we implement two
different detection techniques, the watershed segmentation
(WS) algorithm (Roerdink &Meijster, 2000) and the circular
Hough transform (CHT) algorithm (Atherton & Kerbyson,
1999).
TheWS algorithm is used for separating connected ob-
jects in an image in which each object is characterized by
a local maximum and a contour leading to its boundary.
For a segmented fruit image, this contour is evaluated by
computing distances of individual fruit pixels to the nearest
background pixel, resulting in a local maximum typically
situated around the center of each fruit. The detection out-
put using the WS approach is shown in the third column
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Figure 11. Apple detection results. The first column contains the orchard images with manually annotated fruit. The second
column is the segmentation output from the CNN* algorithm. Individual fruit detection is done using theWatershed Segmentation
and Circular Hough Transform algorithms, with the output shown in columns 3 and 4 respectively. False detections near the image
boundaries are ignored during evaluation.
on Figure 11. Individual fruits are discernible even if they
appear in clusters. However, the algorithm cannot merge
fragments of a single fruit that becomeseparateddue to fore-
ground occlusion or misclassification. To overcome this, we
also tested CHT on the binary segmentation output. The al-
gorithm is reliant on the circular nature of the fruits and has
the added advantage of detecting partially circular regions,
enabling the potential to merge disjoint fruit regions into a
single detection. Example of detections using the CHT are
shown in the fourth column in Figure 11. For both detec-
tion operations, the segmentation output is preprocessed
with morphological erosion and dilation to enforce local
consistency.
To evaluate fruit detection performance, we rely on
ground-truth available at the individual fruit level. This in-
formation can be extracted from the pixel-labeled data by
doing fruit detectionusing the approachesmentionedabove
(as done in Bargoti & Underwood, 2016). However, this
may induce a bias in the ground-truth where in clustered or
occluded fruits are not accurately represented due to errors
in the detection algorithms. Therefore, in this paper, we an-
notate the same set of images with individual fruit labels,
labeling them with a circular marker with variable radius,
and storing the center and radius of each fruit.3 Some of
the annotations are shown in the left column in Figure 11.
A greedy 1-nearest neighbor, one-to-one matching was per-
formedbetween the ground-truth and estimateddetections,
with a detection denoted as true positive if it was within the
annotated fruit region. The remaining detections were clas-
sified as false positives. True fruit locations not associated
with any detections were denoted as false negatives. The
detection F1-scores using the WS and CHT algorithms on
the segmentation outputs from three different architectures
are shown in Table IV. For fruit counting, we evaluate the
total number of fruit detections per image (true positives
3The python-based annotation toolbox is available at
https://github.com/acfr/pychetlabeller.git
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Table IV. Individual fruit detection results (F1-score) using the watershed segmentation (WS) and circular Hough transform
(CHT) detection algorithms on the image segmentation output. The segmentation architectures are the ms-MLP-3* (without and
with metadata) and the CNN* (without metadata).
WS Detection CHT Detection
Segmentation Architecture F1-score r-squared F1-score r-squared
ms-MLP-3* (no metadata) 0.833 ± 0.014 0.693 ± 0.041 0.799 ± 0.022 0.660 ± 0.056
ms-MLP-3* (with metadata) 0.839 ± 0.007 0.735 ± 0.051 0.810 ± 0.016 0.644 ± 0.049
CNN* 0.861 ± 0.009 0.787 ± 0.043 0.854 ± 0.013 0.749 ± 0.035
+ false positives). The counting evaluation metric used is
the coefficient of determination (r2) between the detection
counts and the annotated counts over the images in the test
sets. The corresponding regression results for the different
configurations are also shown in Table IV. All detection
hyperparameters (e.g., minimum distances between fruits,
fruit size) were evaluated over the validation image set.4
The combination of WS fruit detection and CNN* im-
age segmentation approachwas best performing, with a de-
tection F1-score of 0.861. With both the CNN and ms-MLP
architectures, the detection performance with the CHT ap-
proach was marginally worse than WS detection. We also
observed minor improvements with the ms-MLP-3* net-
work with the added metadata; however, they are within
1-standard deviation of the mean. The regression scores fol-
low a similar trend, with the strongest r-squared fit of 0.787
observed with CNN* and WS detection.
The CNN and ms-MLP segmentation algorithms were
also compared at the fruit level as previously done at the
pixel level in Section 5.4. As before, we limited our focus to
thems-MLP-3* andCNN* architectures, and use theWS de-
tection algorithm as it was the better performing of the two
detection approaches. Using the ground-truth whole-fruit
annotations on the test image set, apples were identified as
uniquely and/or jointly detected by the CNN and ms-MLP
frameworks. For each fruit detection, a pseudo-detection
probability was defined as the mean pixel probability
evaluated over the ground-truth pixels contained within
the annotated fruit region. The portion of true positive
and false negative rates from both frameworks and their
associated mean probabilities averaged over 10 folds are
reported in Figure 12. In total, 82.5% of the fruits were
detected by both frameworks, with the CNN having higher
confidence with a detection probability of 0.92 compared to
0.83 for ms-MLP. Another 3.5% of the fruits were detected
with the ms-MLP alone and 3.6% by the CNN alone. A total
of 10.5% of fruits were not detected by either framework.
The fruits that were detected using the CNN framework
4Some of the detection hyperparameters are related to the size of
the fruit in the images, which will be extracted automatically in the
future by evaluating the distances from the sensor to the fruit.
alone had a mean detection probability of 0.85. These fruits
were missed by the ms-MLP framework with a much lower
meandetection probability of 0.74.However, the differences
in the detection probability for the fruits that were uniquely
identified by the ms-MLP framework is small (0.84 for
CNN and 0.86 for ms-MLP). After a closer qualitative ex-
amination of such instances, we observed numerous cases
where the pixel segmentation output was accurate with the
CNN framework but the WS algorithm failed to correctly
separate the fruits. The net portion of detected fruits (recall
rate) is similar for both algorithms; however, the CNN ap-
proach delivers higher precision with fewer false positives,
resulting in the improved F1-score reported in Table IV.
6.2. Yield Estimation
Accurate image segmentation and fruit detection can en-
able accurate yield estimation. However, even with perfect
segmentation, followed by an appropriate fruit detection
algorithm, we cannot directly observe the true number of
apples due to occlusions. Instead, we make the assumption
that on average there is a constant ratio of visible fruits to
occluded fruits, allowing us to either map variations in the
yield at the farmorperformyield estimation given some cal-
ibration data. At this apple orchard, the grower provided
the calibration data by counting and weighing the post-
harvest produce, separately per row.5 The data covered 15
rows, ranging from 3,000 to 12,000 apples per row.
Yield estimation was performed using the original
1232 × 1616 images captureddensely over the farm. The im-
ages were first down-sampled to every 0.5 m along the row
to minimize image overlap (and hence double counting) in
subsequent frames. Any remaining overlapwas avoided by
manually choosing a fixed region of interest along the image
centre, within which the detected fruits were counted. Fruit
counts were accumulated over the images per row to give
an uncalibrated row count estimate. Similar to Hung et al.
(2015), yield estimation accuracy was evaluated using the
r-squared correlation coefficient between the estimated row
5Harvest fruit weights and counts are normally measured per or-
chard block. Per-row counts are typically too labor intensive for a
commercial orchard to routinely perform.
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Figure 12. Network comparison between ms-MLP and CNN for fruit detection using the image segmentation output and WS
detection algorithm. The partitioned bar shows the percentage ofmanually annotated fruits detected by both networks, byms-MLP
alone, by CNN alone and by neither network respectively. For the set of annotated fruits in each of these partitions, the table below
is the mean detection probability from each network.
Figure 13. Yield estimation results. On the left is the predicted yield over 15 rows fitted against the post-harvest ground truth per
row. The estimated yield counts against the true counts are shown on the right.
Table V. Yield estimation results using different image segmentation architectures and fruit detection algorithms. The results are
the r-squared fit between the true per-row counts and the estimation counts, and the average absolute error in the yield estimation
over the different rows.
WS Detection CHT Detection
Segmentation Architecture r-squared Error (%) r-squared Error (%)
ms-MLP-3* (no metadata) 0.753 ± 0.047 13.3 ± 1.25 0.635 ± 0.051 17.53 ± 1.14
ms-MLP-3* (with metadata) 0.771 ± 0.036 12.2 ± 1.13 0.705 ± 0.072 14.4 ± 2.14
CNN* 0.826 ± 0.021 10.84 ± 0.62 0.763 ± 0.015 14.15 ± 0.32
yield and the true counts as shown on the left in Figure 13.
The evaluationwas done overmultiple image segmentation
training iterations, using the three different segmentation
architectures. The results are shown in Table V.
Across all segmentation architectures, the use of WS
detection algorithm produced more accurate yield estima-
tion results compared to the CHT algorithm. This is on par
with what was observed with the detection and counting
results from Table IV. Using the ms-MLP-3* configuration
(without metadata) and WS detection, we achieved an r-
squared value of 0.753. This is greater than the baseline
score of 0.635 achieved using CHT detection, comparable
to 0.656 reported in Hung et al. (2015),6 evaluated over a
6The previous publication mistakenly reported an r-squared value
of 0.81, which was in fact the r-value.
single iteration using the ms-MLP-2 network and the CHT
detection framework. As reported in Bargoti & Underwood
(2016), using thems-MLP-3* architecturewithmetadata, the
linear fit with WS detection increased to 0.771. Finally, with
the CNN* architecture, the r-squared increased to 0.826, the
best yet on this dataset. A linear fit between the algorithm
row counts and the true row counts is shown on the left in
Figure 13.
The calibrated linear models relating the algorithm
counts to true fruit counts can be used to estimate the
yield in each row. The count estimates using the optimal
configuration is shown on the right in Figure 13. Yield esti-
mation error can be evaluated by accumulating the absolute
estimation errors per row normalized against the total fruit
count. The associated results are shown in Table V. The use
of metadata on the ms-MLP-3* architecture, improved this
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error from 13.3% to 12.2%, whereas with the CNN* archi-
tecture, this improved to 10.84%.
Finally, a yieldmap canbeproducedbygeo-referencing
the counts per image given the vehicle position. The pre-
dicted counts can then be interpolated over a fixed grid to
produce a yieldmap of the orchard block as shown in Figure
14. The yield map shows spatial variability in yield at the
orchard block as illustrated by the figure insets, showing
examples of areas with low- and high-yield count. The ob-
served spatial variations correlate to certain features of the
block, with Row 9a featuring trees planted more recently,
and rows 14b − 15b at the very left in Figure 14 hosting a
different variety of apple with much lower yield (harvest
counts not available for these varieties).
7. DISCUSSION
Image segmentation accuracy for orchard image data in-
creased when utilizing more complex classification archi-
tectures. Operating under natural illumination conditions,
the previously proposed ms-MLP network by Hung et al.
(2015) resulted in a fruit segmentation F1-score of 0.683. Op-
timizing this architecture with a deeper network increased
the score to 0.728, which was further increased to 0.751 with
the inclusion of metadata, as previously shown in Bargoti
& Underwood (2016). With the CNN approach, we obtain
the highest F1-score of 0.791, which is a modest improve-
ment, yet importantly brings the state-of-the-art in agro-
vision for apple detection closer to state-of-the-art in com-
puter visiongenerally. TheCNNarchitecturedidnot require
any data pre-processing or layer-wise training prior to the
supervised learning phase; however, training timewas con-
siderably slower compared to ms-MLP (5 min VS. 3 hr). For
prediction, the CNNmodel could be implemented as a fully
convolutional operation, leading to two to three times faster
inference. With both architectures, it was important to con-
duct a thorough hyperparameter search over a held out val-
idation data set in order to obtain the optimal segmentation
results.
Orchard metadata were incorporated into the differ-
ent architectures to help model some of the appearance
variations and/or class distributions observed in the data.
Themaximum improvement in pixel-classification F1-score
with metadata was observed when operating with the sub-
optimal ms-MLP-2 network (Table I) and/or with minimal
training instances (Figure 8). However, performance gains
started to converge as the classification model complexity
increases or additional training instances were provided.
For all ms-MLP configurations, inclusion of metadata never
degraded performance, however, the same was not true
with CNNs where careful network configuration was re-
quired to avoid performance degradation with the addition
of metadata.
In practice, such metadata information is available
at no extra costs, in terms of both data acquisition and
computation. However, careful consideration is required
regarding how the meta-parameters may change between
training and testing. When training is performed with lim-
ited variability within the meta-parameters, the systemwill
not be able to extrapolate to unseenobservations, e.g. cannot
extrapolate to new rows. With limited training data (e.g. a
small number of labelled images), inclusion ofmetadata can
even degrade performance (Bargoti & Underwood, 2016).
Therefore, the utility of the metadata needs to be first tested
over a held out validation set. Additionally, if constrained
with computational resources or time, and hence restricted
to simpler classifiers, it can be advantageous to include such
information to help obtain improved segmentation perfor-
mance. Whereas, if a CNN approach is employed, the po-
tentially negligible performance gain from metadata might
not warrant its inclusion.
Fruit detection and yield estimation performance (as
distinct from pixel-wise performance) was best when com-
binedwith the segmentation results from the state-of-the-art
CNN architecture. The inclusion of metadata on the ms-
MLP architecture resulted in minor detection, fruit count-
ing, and yield estimation improvements. For fruit detection
(from pixels to whole fruit), the WS algorithm performed
better than CHT over all evaluation measures. This could
be because the segmented fruits do not appear as circular
objects due to noise in the segmentation output or due to
heavy occlusions from non-fruit objects. Practically, the WS
algorithmwas also easier to tune, relying on a single hyper-
parameter, whereas the CHT algorithm was governed by
six hyperparameters.
The proposed yield estimation andyieldmapping tech-
nique provides the grower with information about spatial
variability in their crop at a much finer scale than otherwise
available. With uncalibrated estimates, growers can plan la-
bor schedule and warehouse space, do harvest scheduling,
and selective harvesting. With calibrated estimates, future
farming strategies can be modified and tested at an annual
basis. At this apple orchard, harvest counting is typically
conducted at a block level, and the row-wise information
presented in this study provided new insights into the or-
chard block. The grower noticed the smooth trend in de-
creasing yield from left to right in Figure 13, from which he
inferred he needed additional pollinator trees in the lower
yield sections of the orchard block.
7.1. Image Processing Errors
Most common image segmentation errors were in regions
with poor image quality, due to adverse illumination con-
ditions (e.g., sun flares and underexposure in shadows)
or in ambiguous image regions (e.g., occluded apples be-
tween green leaves). In addition, there were errors and in-
consistencies within the human-labeled data, where fruits
were either missed or background fruits (in an adjacent
row) were inconsistently labeled, limiting the performance
Journal of Field Robotics DOI 10.1002/rob
3.2 Image Segmentation for Fruit Detection in Apple Orchards 82
18 • Journal of Field Robotics—2017
Figure 14. Apple yield map for the orchard block. Individual geo-referenced images are segmented using the CNN architecture
and fruit detection is performed using CHT to obtain a fruit count per image. The yield map is computed through bilinear spatial
interpolation of these counts. The insets show image samples with fruit detections in areas of high and low yield.
Figure 15. Instances of erroneous fruit segmentation, detection and manual labelling. The first column contains the input image
data with annotated fruit detections. The second column contains the separately annotated pixel level labels, which were used to
train the segmentation networks. The output from the trained CNN* network is shown in column three. The last two columns
illustrate the output from the WS and CHT detection algorithms. The examples in the first two rows illustrate discrepancies in the
ground truth, between the annotated detection and the pixel-level labels. The second and third examples illustrate under counting
during detection due to clustered fruit regions.
and evaluationmeasures of the segmentation and detection
algorithms. The first two rows in Figure 15 are examples of
discrepancies in the ground-truth, seen through the differ-
ences in the pixel-wise and fruit-wise labels.
Theprimary causes of detection errorswerepoor image
segmentation, undercounting of fruits appearing in clus-
ters, and double-counting disjoint fruit regions. The WS
and CHT detection algorithms are efficient at splitting fruit
regions occurring in clusters of two or three apples but
are unable to discern individual fruits in larger clusters.
Examples on Rows 2 and 3 in Figure 15 illustrate cases
where fruit clusters are under counted by the detection
algorithms. However, such large cluster occurrences were
rare due to standard thinning operations employed in this
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orchard block, which are commonly used on orchards to op-
timize the quality of fruit (Wang et al., 2013). Errors with the
CHT detection algorithm were also observed for instances
in which occluded fruit were not circular in the image. Al-
though outside the scope of this paper, the detection results
could be further improved with more specific shape-based
detection approaches such as the ones used in (Linker et al.,
2012), in which fruits are defined as arc segments rather
than whole circles.
Errors inyield estimation canbe attributed to erroneous
fruit detections (leading to overcounting or undercount-
ing), detection of fruits from background rows, and double-
counting or missed detections due to lack of fruit registra-
tion. In rows with sparse foliage, more of the background
trees can be detected, therefore skewing the yield counts.
Background removal via depth estimation (e.g., through
stereo vision) would be required to minimize this error. To
accurately accumulate fruit counts between frames, multi-
ple viewpoint fruit registration would be required as done
inWang et al. (2013) andMoonrinta, Chaivivatrakul, Dailey,
and Ekpanyapong (2010), which use stereo camera config-
urations to localize each fruit in 3D space.
7.2. Lessons Learned
The image segmentation, fruit detection, and yield estima-
tion approaches presented in this paper can be extended to
other orchards, with data sets captured under variable il-
lumination conditions over different seasons. The learning
approaches for image segmentationmake them flexible and
adaptable to a wide range of classification problems, while
the same detection framework could be used for a variety
of circular fruits, such as peaches, citrus, and mangoes. For
practical deployment of such a system in commercial or-
chards, we reflect on a number of lessons learned from this
work.
Data collected under natural illumination conditions is
subject to extensive intraclass variations. Therefore, we be-
come reliant on extensive training examples andmore com-
plex classification architectures to learn the highly nonlinear
distribution.However,where possible, itwould be advanta-
geous to minimize such variations by capturing image data
on an overcast day or when the sun is directly overhead
or in the background (e.g., in the morning or the afternoon
with the camera facing the other way). A more controlled
operation could involve nighttime imagery with strobes
as done in Payne et al. (2014); however, as mentioned in
Section 2, daytime operations are more desirable for inte-
gration with the current farming practices.
Supervised image segmentation requires training
examples, provided as pixel-wise labels in this paper,
denoting fruit and non-fruit regions (the same as the ones
used in Hung et al., 2015 and Bargoti and Underwood,
2016). The labeled data set was small compared to the
collection of images acquired at the orchard block; however,
pixel-wise annotationwas still a time-consuming operation,
taking approximately 1.5 hr per 100 images (308 × 202). In
practice, it was also challenging to manually label images
consistently, particularly where adverse illumination con-
ditions caused partial under or overexposure (e.g., some of
the images in Figure 6). One strategy to reduce the labeling
costs/inconsistencies is to adopt fruit-level labeling, which
we currently use only for the evaluation of detection per-
formance. The whole-fruit labeling time was significantly
shorter at under 30 min per 100 images. Future work is
required to determine the optimal training regime for image
segmentation or detection when using whole-fruit labels.
When extending the image segmentation framework to
a new data set with different fruit or illumination character-
istics, a new optimal model would need to be learned. This
would require a data scientist to manually label a subset
of the data and the computational constraints would then
drive the choice of the segmentation architecture. These
costs could be minimized by using/transferring segmen-
tation models learned over previous data sets; however,
further work is required to understand the limitations.
Differentiating from other works presented in Section
2, our aim had been to minimize hand-engineering features
for image processing. In practice, while the neural network
architectures enable this for image segmentation, the
process of tuning hyperparameters is not completely trivial
and is required to achieve good performance from these
algorithms. Practically, it was easier to tune hyperparam-
eters for the ms-MLP architecture compared to the CNN
architecture because of its considerably shorter training
time. The proposed fruit detection and yield mapping
pipeline can be considered as a hybrid approach, as fruit
detection relies on hand-engineered detection algorithms
but does not require any additional training data or feature
learning. A suitable next step would involve end-to-end
learning for detection as done in Ren et al. (2015) to identify
and count individual fruits. Such an approach can be
trained with fruit-level annotations and is computationally
cheaper than image segmentation as dense prediction is not
required. However, orchard scenes represent a significantly
different visual environment from typical urban scenes the
detection framework is evaluated over. The cited approach
performs classification on sampled object proposals in the
scene and the cluttered nature of orchard data may cause
difficulties in identifying fruit and, therefore, could result
in degraded performance. Further considerations also need
to be made for detecting fruits in clusters.
Because of occlusions and clustering, it is not possible
to have all the apples clearly visible in the image data.
Therefore, for yield estimation or prediction, the algorithm
output for apple counting needs to be calibrated against
a real ground-truth source. This can be done at the tree,
multitree or row-segment, row (as done in this paper), or
at an orchard-block level. The smaller-scale data collection
could overlap with sparse manual sampling operations
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conducted by agronomists, whereas large-scale calibration
could be done post-harvest from the grading and counting
machines. Both operations are already performed, so the
data are available at no extra cost. For harvested counts, ad-
ditional sources of error include fruit that fell to the ground
after imaging but before harvest, fruit that is not success-
fully harvested, and fruit that was allocated to the wrong
bin during collection. However, in situations in which
these occur uniformly across the farm, it can be accounted
for at the calibration stage. Further work is required to
understand the amount of calibration data required, the
cost of collecting it, and sensitivity to collection errors.
Finally, the system currently operates offline, provid-
ing the grower or an agronomist with a dense spatial yield
map within a day or two of obtaining the data. However,
with a prediction time of ∼ 7 s for a 1232 × 1616 image, a
pretrained detection pipeline could potentially be deployed
on a robotic harvester or sprayer for real-time operation.
8. CONCLUSION
This paper presented an image processing framework for
detecting fruit and estimating yield in an orchard. General-
purpose feature learning algorithmswere utilized for image
segmentation, followed by detection and counting of indi-
vidual fruits. The image segmentationwas performedusing
ms-MLP and a CNN. Within these architectures, we incor-
porated metadata (contextual information about how the
image data were captured) to explicitly capture relation-
ships between meta-parameters and the object classes to
be learned. The pixel-wise image segmentation output was
postprocessed using the WS and CHT algorithms to detect
and count individual fruits.
The different stages of the pipeline were evaluated on
imagedata captured over a 0.5-ha apple orchard block using
a monocular camera mounted on an unmanned ground ve-
hicle. Captured under natural lighting conditions, the data
set covered different apple varieties with appearances rang-
ing from red, pink-green, to green. Metadata incorporated
into the architectures included pixel position, row number-
ing and sun position relative to the camera. Following our
previous work in Bargoti & Underwood (2016), the meta-
data yielded a boost in performance with the ms-MLP net-
work.However, the best segmentation F1-score of 0.791was
obtained using a CNN network, with which the inclusion
of metadata had negligible impact. The improved segmen-
tation performance with the CNN also translated to more
accurate fruit detectionwithbothdetection algorithms,with
the best detection F1-score of 0.861 achieved using WS
detection. The fruit counts were accumulated over individ-
ual rows at the orchard and compared against the post-
harvest counts, where the best yield estimation fit was ob-
tained with the same configuration, resulting in a squared
correlation coefficient of r2 = 0.826.
The feature-learning-based state-of-the-art image seg-
mentation architectures enable us to process challenging
orchard image data without needing to hand-engineer the
feature extraction phase. To better understand their gener-
alization capabilities, future work will involve image seg-
mentation and fruit detection for different fruits/orchards.
For commercial realization, future work will also investi-
gate different labeling strategies for training the segmen-
tation/detection algorithms and for transferring learning
between different fruits/datasets.
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Deep Fruit Detection in Orchards
Suchet Bargoti and James Underwood1
Abstract— An accurate and reliable image based fruit detec-
tion system is critical for supporting higher level agriculture
tasks such as yield mapping and robotic harvesting. This
paper presents the use of a state-of-the-art object detection
framework, Faster R-CNN, in the context of fruit detection
in orchards, including mangoes, almonds and apples. Abla-
tion studies are presented to better understand the practical
deployment of the detection network, including how much
training data is required to capture variability in the dataset.
Data augmentation techniques are shown to yield significant
performance gains, resulting in a greater than two-fold reduc-
tion in the number of training images required. In contrast,
transferring knowledge between orchards contributed to negli-
gible performance gain over initialising the Deep Convolutional
Neural Network directly from ImageNet features. Finally, to
operate over orchard data containing between 100-1000 fruit
per image, a tiling approach is introduced for the Faster R-CNN
framework. The study has resulted in the best yet detection
performance for these orchards relative to previous works, with
an F1-score of > 0.9 achieved for apples and mangoes.
I. INTRODUCTION
Vision based fruit detection is a critical component for in-
field automation in agriculture. With accurate knowledge of
individual fruit locations in the field, it is possible to perform
yield estimation and mapping, which is important for growers
as it facilitates efficient utilisation of resources and improves
returns per unit area and time. Precise localisation of the
fruit is also a necessary component of an automated robotic
harvesting system, which can help mitigate one of the most
labour intensive tasks in an orchard [1].
Typically, prior work utilises hand engineered features to
encode visual attributes that discriminate fruit from non-fruit
regions [2]–[4]. Although these approaches are well suited
for the dataset they are designed for, feature encoding is
generally unique to a specific fruit and the conditions under
which the data were captured. More recently, advances in
the computer vision community have translated to agrovision
(computer vision in agriculture), achieving state-of-the-art
results with the use of Deep Neural Networks (DNNs)
for object detection and semantic image segmentation [5],
[6]. These networks avoid the need for hand-engineered
features by automatically learning feature representations
that discriminately capture the data distribution.
Outdoor orchard image data (being collected by a ground
vehicle in Fig. 1) present additional challenges for fruit
detection. For efficient large scale operation, sensor field
of view needs to span entire trees, with high resolution
imagery required for the relatively small fruit size. For
1The authors are with the Australian Centre for Field Robotics, The
University of Sydney, 2006, Australia. s.bargoti, j.underwood
@acfr.usyd.edu.au
example, almond tree image data used in this paper contains
a large pixel and fruit count with 18 megapixels (MP) images
containing up to 1500 fruit each. Additionally, as the data
is captured in outdoor scenes, there is significant intra-class
(within class) variations due to variability in: illumination
conditions, distance to fruit, fruit clustering, camera view-
point etc. These aspects result in a challenging data labelling
process for supervised learning, and high resolution imagery
imposes hardware/algorithm constraints.
Fig. 1. Research ground vehicle Shrimp, developed at the Australian Centre
for Field Robotics, The University of Sydney, traversing between rows at a
mango orchard, capturing tree image data.
This paper address the specific constraints imposed by fruit
detection in large scale orchard data, using a state-of-the-art
deep learning detector, Faster R-CNN. The paper provides
implementation details, rationale for design decisions, and
ablation studies with experimentation spanning three signif-
icantly different orchard types, including apples, mangoes
and almonds. The primary contributions are:
• Deploying a state-of-the-art object detection architec-
ture, Faster R-CNN, in the context of fruit detection on
outdoor orchard images.
• Empirical analysis on training data requirements to help
minimise labelling efforts, through data augmentation
proposals and transfer learning between orchards.
• Proposing image modification strategies to perform de-
tection on high resolution data containing more than
1000 objects each.
• Releasing datasets1 used in this work and authors’ pre-
vious publications [6]–[8], alongside an object labelling
annotation toolbox, designed for rapid fruit labelling [9].
The remainder of the paper is organised as follows.
Section II presents the related work for object detection in
computer vision with a focus towards agrovision. Section III
1Datasets to be released prior to final submission.
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describes the detection approach, which uses the Faster R-
CNN framework. Section IV details our experimental setup
with the ablation studies presented in Section V. We discuss
our findings and lessons learned in Section VI, concluding
in Section VII with future directions.
II. RELATED WORK
Fruit detection has been explored by many researchers in
agrovision, across a variety of orchard types for the purposes
of autonomous harvesting or yield mapping/estimation [1],
[4]–[6]. Detection is typically performed by transforming
image regions into discriminative features spaces and using
trained classifiers to associate them to either fruit or back-
ground objects such as foliage, branches and ground. Se-
mantic image segmentation performs this densely, resulting
in a pixel-wise classification over the image. Post-processing
techniques can then be applied to differentiate individual
whole-objects of interest as groups of adjacent pixels. On
the other hand, the detection search space can be reduced
using low-level image analysis to identify regions of interests
(RoIs) in the image (e.g. possible fruit regions), followed by
high-level feature extraction and classification.
Analysis of local colours and textures has been used for
pixel-wise mango classification, followed by blob extraction
to identify individual mangoes [2]. Avoiding the use of
hand-engineered features, Convolutional Neural Networks
(CNNs) have been used for pixel-wise apple classification
[6], followed by Watershed Segmentation (WS) to identify
individual apples. The radial symmetries in the specular
reflection in berries have been shown to be useful for RoI
extraction [4], where a KD-forest was used for berry clas-
sification. To detect citrus fruit, Circular Hough Transforms
(CHT) have been used to extract key-points, which were then
classified using a Support Vector Machine (SVM) [10].
More recently, Region based Convolutional Neural Net-
works (R-CNN) [11], which combine the RoI approach
with CNNs, have produced state-of-the-art detection results
on PASCAL-VOC detection dataset [12]. RoIs are initially
proposed using Selective Search [13], which finds interesting
regions merging superpixels. CNNs are used to classify the
regions and directly regress a bounding box location for
an object contained within. In subsequent work, the authors
proposed the Faster R-CNN model [14], which merges region
proposals and object classification and localisation into one
unified deep object detection network. The end-to-end net-
work yielded further improvements in detection results while
significantly reducing the training and prediction times.
In this paper we explore the necessary adaptations to the
Faster R-CNN framework for fruit detection in orchard image
data. Large scale orchard data is typically characterised
by whole tree images containing thousands of fruit, with
large variations in fruit sizes on the image data. Such data
cannot be directly imported into the network due to hardware
constraints and labelling images with a high object count can
be a difficult task. We address the above issues and provide
practical insights into data requirements, strategies for reduc-
ing training data and discuss knowledge transfer between
orchards to aid fruit classification. This work is a natural
progression of the authors’ line of prior work in orchard
imaging [6]–[8], [15], which has focused on achieving state-
of-the-art results with fruit detection for orchard-scale yield
mapping and estimation.
Parallel to our work, [5] recently demonstrated the use
of Faster R-CNN for sweet pepper and rockmelon detection
in a greenhouse and showed the versatility of the detector
amongst 5 other fruit types with images obtained from
Google Image search. Our orchard imagery differs substan-
tially from that study, which warrants dedicated investigation.
Greenhouses afford images taken relatively close to the fruit,
and similarly the Google Images are taken with hand-held
cameras. In both cases this leads to imagery with a relatively
high pixel count per fruit and a low fruit-count per image.
Furthermore, the larger trees and outdoor environment in
orchards leads to greater illumination variability, despite our
efforts to minimise this with strobe lights. We present addi-
tional details and guidance regarding how to structure Faster
R-CNN for the particular requirements of orchard scale
image data. Ongoing work on the Faster R-CNN framework
has also been introduced recently, which advocates the use of
Fully Convolutional Networks, resulting in further advances
in accuracy and speed [16], [17]. However, in this paper we
focus on the original Faster R-CNN network [14], which
is within the same family of deep learning based detectors,
because of its easy-to-use open-source implementation.
III. OBJECT DETECTION
This section presents the Faster R-CNN framework for
fruit detection in orchards and introduces details about trans-
fer learning and data augmentation techniques, which are
used within the ablation studies conducted in Section V.
A. Faster R-CNN
The Faster R-CNN object detection system [14] is com-
posed of two modules: 1) a Region Proposal Network (RPN),
used for detection of RoIs in the image, followed by 2) a
classification module, which classifies the individual regions
and regresses a bounding box around the object.
During training, the input to the network is a 3-channel
colour image (BGR) of arbitrary size (within constraints of
GPU memory), along with annotated bounding boxes around
each fruit. The image data is propagated through a number of
convolutional layers depending on the choice of the CNN.
In this paper we experiment with the ZF network, which
contains 5 convolutional layers, and the deeper VGG16 net,
which contains 13 convolutional layers (as done in [14]). The
output from the convolution layers is a high dimensional
feature map, sub-sampled by a factor of 16 due to the
strides in the pooling layers. Local regions in the feature
map are forward propagated into two sibling fully connected
layers, a box-regression layer and a box-classification layer.
This is the RPN layer, and the fixed number of class
agnostic detections are the object proposals. Using attention
mechanisms, individual proposals are propagated through
subsequent fully connected layers (the R-CNN component),
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Fig. 2. The Faster R-CNN Network. A 3-channel input image is propagated through a set of convolutional layers, from which Region of Interest boxes
are proposed (dashed red boxes, with one high object probability box highlighted as an example). Each box is propagated through fully connected layers,
which return their class probability and regresses a finer bounding box around individual objects (solid red boxes). Ground truth from the input image (in
blue) is used in the RPN and the R-CNN layers during training. During testing, a class specific detection threshold is applied to the output, followed by
Non-Maximum Suppression to remove overlapping results.
ending once again with two sibling layers with a finer
region classification output and associated object bounding
box. Training is done end-to-end using Stochastic Gradient
Descent (SGD), allowing for the convolutional layers to be
shared between the RPN and the R-CNN components.
During testing, the network returns Np = 300 bounding
box detections per image (as in [14]) with class prob-
abilities. A probability threshold is applied, followed by
Non-Maximum Suppression (NMS) to handle overlapping
detections. The Faster R-CNN network is illustrated in Fig.
2, showing intermediate outputs from a sample image from
an apple orchard.
B. Transfer Learning
It has become standard in computer vision to train a CNN
using a large base network and then transfer (i.e. fine-tune)
the learned features to a new target task, which typically
has fewer labelled examples. The ImageNet dataset is often
used as a base, containing 1000 object categories and 1.2
million images. Using ImageNet pre-trained CNN features,
state-of-the-art results have been obtained on a variety of
image processing tasks from image classification to image
captioning [18], [19].
By default, Faster R-CNN advocates the initialisation of
the detection network with weights learned from ImageNet
[14]. However, while transferring weights to a target task,
performance can degrade if the target classes are drastically
different to the base classes. This is because the deeper layers
in a CNN network learn features that are more specific to the
task at hand [19]. This begs the question: what is the best
way to initialise a network for the task of fruit detection in
an orchard, where the data captured by a ground vehicle is
typically very different from ImageNet? Should the networks
be initialised by ImageNet features or would it more suitable
to transfer knowledge from features fine-tuned over another
orchard dataset?
C. Data Augmentation
Data augmentation is a common way to expand the
variability of the training data by artificially enlarging the
dataset using label-preserving transformations. The process
increases the networks capability to generalise and reduces
overfitting. Typical augmentation techniques include left-
right flipping, image re-scaling, and changes to image colour.
There are numerous approaches for colour augmentation,
including colour/intensity jittering in a range of colour spaces
such as RGB and HSV. This paper adapts the PCA augmen-
tation technique presented in AlexNet [20], where the colour
perturbations are along the natural variations in the dataset,
denoted by the principal components of the pixel colours.
Augmentations can be implemented by either expanding
the dataset with copies of the augmented versions, or by
randomly augmenting the data during each training epoch.
Employing the latter is preferable as it avoids pre-computing
the wide range of random augmentations.
IV. EXPERIMENTAL SETUP
The orchard data evaluated in this paper consists of
three fruit varieties: apples, almonds and mangoes, captured
during daylight hours at orchards in Victoria and Queensland,
Australia. The apple and mango data were captured with
sensors on-board a general purpose research ground vehicle,
built at the Australian Centre for Field Robotics (see Fig. 1).
The vehicle traversed across different rows of the orchards
collecting tree image data. The apple trees were trellised,
enabling the ground vehicle to be in close proximity to the
fruit. The longer distance between the mangoes and ground
vehicle (illustrated in Fig. 1) was compensated for with a
higher resolution sensor. Additionally, at the mango orchard,
external strobe lighting was used with a small exposure time
(∼ 70 µs) to reduce variable illumination artefacts. Almond
trees on the other hand have larger canopies and can host
between 1000− 10000 almonds, which are of a smaller
size than apples and mangoes. High resolution imagery
was therefore required to obtain a good representation of
the fruit, and was achieved with the use of a hand-held
DSLR camera. Images captured in each orchard spanned
entire trees, driven by the primary experimental objective
of efficient yield estimation and mapping. The fruit detection
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TABLE I
DATASET CONFIGURATION.
Fruit Sensor Raw Img Size Sub-Img Size Fruit Width (px) # Fruit/Img # Training Imgs # Val/Test Imgs
Apple1 UGV + PointGrey LadyBug 1616×1232 202×308 37±7 4.5 729 112/112
Mango UGV + Prosilica GT3300c 3296×2472 500×500 34±11 5.0 1154 270/270
Almond Handheld Canon EOS60D 3456×5184 300×300 26±6 7.4 385 100/100
1 Dataset previously used in [6]–[8].
work presented in this paper is therefore a critical component
of the overarching project objective.
The tree image data varied from 2− 17 MP, with each
image containing around 100 fruit for apples and man-
goes, and over 1000 fruit with almonds. However, hardware
constraints limit the use of large images, with a 0.25 MP
image requiring ∼ 2.5 Gb of GPU memory with the VGG16
network. Additionally, for ground truth data collection, we
found labelling a large number of small objects in large
images to be a perceptually difficult task. We mitigate these
problems by randomly sampling smaller sub-image patches
from the pool of larger images acquired over the farm.
This leaves us with smaller images (with a similar size as
the PASCAL-VOC dataset used with Faster R-CNN) with
low fruit counts, while covering the data variability across
the farm. The data configurations for the different fruits is
summarised in Table I.
The ground truth fruit annotations for almonds and man-
goes were collected using rectangular annotations, while
circular annotations were more suitable for apples. How-
ever, Faster R-CNN operates on bounding box prediction,
therefore the circular annotations were initially converted
to rectangular ones of equal width and height. In practice,
it was easier to label apples and mangoes than almonds,
due to the size and contrast of the fruit compared to the
surrounding foliage and the complexity of the canopy. To
help differentiate the fruit from the background in shadowed
regions of the image, the annotation software [9], provides
sliders for contrast and brightness adjustments.
Finally, the labelled dataset for each fruit was split into
training, validation and testing splits (see Table I). The
split was done such that each set contained data captured
from a different part of the orchard block, in order to
minimise biased results. Images in the training set that did
not containing any fruit were discarded.
V. FRUIT DETECTION RESULTS
This section presents ablation studies for the detection
network, assessing fruit detection performance with respect
to the number of training images, transfer learning between
orchards and data augmentation techniques. These studies
were performed using the shallower ZF network as it is
faster to train, however, the performance evaluation against
the deeper VGG16 network is presented as well. Finally, a
simple technique for deploying the learned networks over
the large raw images (denoted as Tiled Faster R-CNN) is
proposed. Although the Faster R-CNN framework is capable
of multi-class detection, a binary problem is considered for
orchard data, with a new model trained for each fruit type.
Restricting the number of classes can generally lead to better
classification accuracy [19] and is acceptable in orchard
applications as orchard blocks are typically homogeneous:
one fruit per block without mixing 2.
The ZF and VGG16 network have a sub-sampling factor
of 16 at the final convolution layer therefore the minimal
possible object size is 16 pixels. To ensure this, all training
sub-images were scaled to have a shorter side of 500 pixels,
which meant enlarging the apple and almond sub-images.
The sub-image dimensions specified in the previous section
were chosen to allow for large enough fruit representations,
post re-scaling. All networks were initialised with the Im-
ageNet filters (unless otherwise stated) and trained until
convergence in detection performance over the validation set.
This was roughly 5000 iterations for apples and almonds
and 40000 iterations for mangoes. Further exploration of
initialisations and learning rates for the mango dataset could
enable quicker training. All other network and learning
hyper-parameters were fixed to the configuration used in [14]
for the PASCAL-VOC detection challenge.
Detection performance is reported using the average-
precision response for the fruits, the area under the precision
recall curve. As in [6], the final results are reported using F1-
score, where the class threshold is evaluated over the held
out validation set. The NMS threshold parameter was also
optimised over the validation set and ranged between 0.2
to 0.4 for the different fruits, however, we found that the
results were not sensitive in this range. A fruit detection
was considered to be a true positive if the predicted and the
ground truth bounding box had an Intersection over Union
(IoU) greater than 0.2. This equates to a 58% overlap along
each axis of the object, which was considered sufficient
for a fruit mapping application. For example, with higher
thresholds (such as 0.5 used on PASCAL-VOC challenges),
small errors in detections of smaller fruit caused them to
be registered as false positives. A one-to-one matching was
enforced during evaluation, penalising single detections over
fruit clusters and multiple detections over a single fruit.
A. Number of Training Images
For the three fruits, the number of training images in the
learning phase were varied and the detection performance
evaluated over the held out test set. The process was repeated
10 times to account for variance in the training data, where
2For pollination, different varieties may be interspersed, but the appear-
ance variation is often less than for different fruit types.
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each time N random images were sampled from the training
set without replacement. Fig. 3 shows the detection results
for the three fruits as a function of number of training images.
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Fig. 3. Detection performance for apples, mangoes and almonds as average
precision vs number of training images.
Detection performance rises quickly with a small number
of training images, reaching 0.6 for apples with just 5 im-
ages. As the number of training images reaches the amount of
available labelled data, performance is close to convergence
for apples, only increasing by 0.01 in the final x2 increase
in the number of training images. The almond and mango
data have not reached convergence yet, with both datasets
yielding an improvement of more than 0.04 AP in the last
x2 increase in training data.
B. Transfer Learning
To examine the utility of different types of transfer
learning, the apple detection network was initialised using
pre-trained models from mangoes and almonds (from the
previous section). The detection performance vs number of
training images is compared against a network initialised
directly from ImageNet. The results (Fig. 4) show initial
benefits with transfer learning from other orchards, which
diminish quickly as the number of training images increase,
with a difference of 0.01 with just 5 training images.
C. Data Augmentation
Data augmentation was applied with the apple and mango
dataset using: flip, scale, flip-scale and PCA augmentations.
At each training iteration, scale augmentation rescaled the
images to have a shorter size of 300, 500 and 700 pixels,
and PCA augmentation perturbed the RGB intensities along
each eigenvector by a factor of the eigenvalues multiplied by
a uniform random number with zero mean and 0.1 variance
(as done in [20]). The results are illustrated in Fig. 5.
PCA augmentation provides negligible improvement (de-
tection results even deteriorated when the augmentation
magnitude was increased any further), while both flip and
scale augmentations help increase detection performance.
The best boost in detection performance is achieved through
flip-scale augmentations. This suggests that there is more
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Fig. 4. Apple detection performance with different transfer learning pro-
cedures. The default setting initialises the network weights during training
with the ImageNet features. This is tested against networks initialised from
features learned with almond and mango detection networks.
shape and scale variability in the dataset relative to colour
variations along the principal components. Benefits from
augmentation decrease as the performance asymptotes with
increasing training images. With apples, there is negligible
difference at the point of asymptote. whereas for mangoes,
the performance asymptote was not reached with the given
labelled data (as seen in Fig. 3), and so with data aug-
mentation there is still an evident gain in performance. In
most cases, with data augmentation, the network reached a
fixed detection performance with less than half the number of
training samples. For example, with apples, an AP score of
0.86 is achieved with under 100 training images, compared
to ∼ 300 images required when no augmentation is used.
D. VGG16 Network
To obtain peak detection performance for the three fruits,
the deeper VGG16 network architecture is trained using all
the available training data with flip-scale augmentations. The
detection results are reported as fruit F1-scores allowing
for comparison against our previous work using the same
dataset presented in [6]. The previous approach had used
CNNs for pixel-wise classification, followed by watershed
segmentation for blob detection. The detection results are
shown in Table V-D.
TABLE II
FRUIT DETECTION RESULTS (AS F1-SCORES) WITH DIFFERENT FASTER
R-CNN NETWORKS AND THE PREVIOUSLY BENCHMARKED PIXEL-WISE
CNN ARCHITECTURE.
Network Apple Mango Almond
ZF 0.892 0.876 0.726
VGG16 0.904 0.908 0.775
Pixel-CNN [6] 0.861 0.836 -
The best F1-scores were achieved through the VGG16 Net,
with 0.904, 0.908 and 0.775 for the apples, mangoes and
almonds respectively. The difference in performance between
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Fig. 5. Apple and mango detection performance for different number of training instances with different data augmentation procedures used during
training. Best viewed in colour.
the ZF and VGG16 network was greatest for mangoes and
almonds, where performance had not converged with the
number of training images. For both apples and mangoes,
Faster R-CNN outperformed the pixel-wise CNN approach.
This can be attributed to both the use of a deeper network in
Faster R-CNN and the end-to-end approach for detection and
localisation (avoiding the heuristic watershed post-processing
approach). Fig. 7 shows example detections for each fruit,
containing both successful and faulty detections.
All networks were trained on a Nvidia 980 Ti, using cuda
7.5 and cuDNN 5.1. The VGG16 network took 30− 120
minutes to train for each fruit class, less than the 3 hours
of training time for the pixel-wise CNN based classification
system. However, Faster R-CNN performed much faster
predictions, with detection on a 500×500 image averaging
0.13 seconds per image with VGG16 net (0.04 seconds per
image for ZF net) compared to 2−3 seconds per image for
pixel-wise CNN.
E. Tiled Faster R-CNN
To perform higher level tasks such as yield mapping and
estimation, image prediction needs to be performed over
the large (several MP) raw sensor images captured at the
farm rather than the sub-images used during training. The
GPU memory bottleneck can be overcome by performing
detections using smaller sliding windows over the larger
images, or ‘tiling’. Keeping the overlap region greater than
the maximum size of the fruit in the data, detections propos-
als are collected over the sub-sections and thresholding and
NMS is applied over fused output on the large image. Fig. 6
shows fruit detection over a whole tree in the orchard, using
Tiled Faster R-CNN.
VI. DISCUSSION
The Faster R-CNN detection framework yields state-of-
the-art performance on multiple orchard image data. This
Fig. 6. Detection of all mangoes over a mango tree using Tiled Faster
R-CNN. Best viewed in colour.
section provides insights into the practical implementation of
the detection network in orchards, drawn from the ablations
studies presented earlier.
The study of detection performance against the number
training images was useful in identifying which fruit had
not reached their performance asymptote and hence may
warrant additional data labelling. The 726 images labelled
for apples were enough to span the variability in the dataset.
The mango and almond datasets containing 1154 and 385
images respectively, however, would require an order of
magnitude increase in labelled data to reach that asymptote.
Data augmentation was a cheap means to boost detection
performance, effectively reducing the number of training
images required by over 50% and enabling the network to
reach the performance asymptote with less labelled data.
There was little advantage to transferring knowledge between
farms, which is a surprising result given the apparent vi-
sual similarities between imagery from different orchards.
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Fig. 7. Sample detections over the test set for apples, mangoes and almonds, with true positive detections in green, false positives in red and false
negatives in blue. The paired columns contain instances with two examples of the most true positives, most false positives and most false negatives from
left to right. Best viewed on screen in colour.
The ImageNet features were sufficient in performing fine-
grained classification and detection in orchards, with the
results adding to the increasing evidence of the suitability
of ImageNet features for a broad range of image processing
tasks [18].
An analysis into fruit precision and recall can give a
better insight into the practical significance of the observed
improvements in detection performance. Focusing on the
mangoes, an improvement in the F1-score from 0.876 to
0.908 (3.2%) from the ZF to the VGG16 network equates
to a change in precision from 0.933 to 0.958 and change in
recall from 0.825 to 0.863. This means detection of 3.8%
extra fruit and a reduction in incorrect detections by 2.5%.
Depending on the farm application, the network choice is
a trade-off between accuracy and speed. For example, yield
mapping would benefit from higher detection accuracy and
can be performed offline [6].
The worst detection performance was observed with the
almonds, which can be attributed to aspects of the dataset
other than the lower number of training images. The almonds
are a smaller fruit on a very large tree, resulting in a low
resolution per fruit given the need to capture the whole tree
in a single image (Table I). We would require > 30 MP
tree images to get the same pixel density per almond as we
have for mangoes and apples. Secondly, almonds were most
similar in colour and texture to the foliage, which, when
combined with low resolution imagery, resulted in a difficult
dataset to manually label and perform detection on.
The detection approach presented in this paper can be
easily extended to other orchards. The provided labelling
toolbox can be used for the labelling process, where a parallel
training/testing process can help evaluate the change in detec-
tion performance with increasing number of training images.
The labelling processing could then be terminated based on
the labelling budget and/or performance requirements. For
smaller fruit, the images need to be rescaled such that the
minimum fruit size is greater than 16 pixels, however, the
low fruit resolution can be detrimental for labelling and
detection performance. The results advocate the use of simple
data augmentation techniques such as image flipping and
rescaling, and transfer learning between different fruits is not
deemed necessary. Transfer learning could still be important
when the base task is very similar to the target task. For
example, a model trained at the given apple dataset might
still be useful for initialising the detection network for a
different apple dataset captured under different illumination
conditions and/or with a different sensor. Further tests need to
be conducted on how to adapt a model under such variations
in the dataset, however, [5] shows reasonable qualitative
performance over a new dataset without any re-learning.
A. Error Cases
Fig. 7 shows examples of fruit detections, covering image
instances with the most number of true positives, false
positives and false negatives. A portion of the detection
errors observed can be attributed to, 1) the inability to
detect all fruit appearing in a cluster, and 2) error in ground
truth labelling resulting in incorrect false positive and false
negative evaluations.
Overlapping detections in clustered regions get suppressed
by NMS (seen in image instances in Fig. 7 with a high
number of false negatives). To understand the severity of
this error, the one-to-one evaluation criteria can be relaxed
to allow one detection to represent a cluster. For mango
detection with the VGG16 network, this increased the recall
from 0.871 to 0.909, subsequently increasing the F1-score
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from 0.907 to 0.927. Therefore, 3.8% of the error is from
fruits appearing in tight clusters. Although outside the scope
of this paper, more recent instance segmentation techniques,
which uniquely identify objects in a scene [21], may be
suitable for fruit disambiguation in clusters.
With limited image resolution, similarities between fruit
and foliage, and inconsistencies in object definition, the
labelling task is tedious and prone to errors. Missing ground
truth annotations are a cause of many of the false positive
instances in Fig. 7. Annotation error can be reduced by
consensus voting amongst multiple human labellers, which
is an expensive operation. Further investigation is required to
test if labelling orchard data is feasible for online job listings
such as mechanical turk, as some field expertise is required
to discern the fruit from the background. A less expensive
means to reduce labelling error would be to use the output
from the trained detector to clean-up the ground truth data
with a human in the loop, though care would be required to
avoid inducing biases.
VII. CONCLUSION
This paper presented a fruit detection system for image
data captured in orchards using the state-of-the-art detection
framework, Faster R-CNN. Ablation studies were conducted
over three orchard fruit types: apples, mangoes and almonds,
to better understand practical deployment of such a system.
A study of detection performance against the number of
training images demonstrated the amount of training data
required to reach convergence. Analysis of transfer learning
showed that transferring weights between orchards did not
yield significant performance gains over a network initialised
directly from the highly generalised ImageNet features. Data
augmentation techniques such as flip and scale augmenta-
tions were found to improve performance with varying num-
ber of training images, resulting in equivalent performance
with less than half the number of training images. The study
leads to the best yet detection performance in the authors’
line of prior work, with an F1-score of > 0.9 achieved for
mangoes and apples.
For high level applications such as yield mapping and
estimation, we proposed Tiled Faster R-CNN to implement
a trained model over large images, that are required for
fruit counting in orchards. Future work will integrate the
detection output from Faster R-CNN with yield mapping,
conducting object association between adjacent frames. Ad-
ditional analysis on fruit detection will also be conducted to
understand transfer learning between datasets representing
the same fruit, captured over different lighting conditions,
sensor configurations and times of the year.
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Chapter 4
Tree Segmentation and Mapping
This chapter presents a framework for tree segmentation and mapping in orchards.
The process involves modelling the 3D orchard geometry (in this case using LiDAR
and imagery), by detecting and segmenting the primary components of the scene,
which are the rows and trees. Image based fruit detections can then be associated
with these components for structured yield mapping. The resulting yield information
is represented either topologically, where each row and tree is identified sequentially,
by integer row and tree numbers, or spatially when represented within a continuous
local or global reference frame. The structured yield representation in turn enables
better data management practices and aligns with in-field operations where GPS may
not be reliable, and navigation is done by counting.
Tree detection and segmentation in orchards is challenging due to 1) the difficulty
in classifying trees in regions of clutter, and 2) partitioning overlapping canopies.
Researchers have addressed these challenges by modelling canopy geometries and
incorporating orchard domain knowledge to refine detections, e.g. enforcing a regular
tree spacing. This approach has been successfully applied to various stand-alone trees
such as citrus [170], almonds [164, 163] and mangoes [155]. In orchards where the
tree canopies are heavily interconnected and segmentation is not feasible, the task
can be re-posed as a trunk detection problem. Shalal et al. [146] uses image and
3D features to classify and detect individual objects such as trunk, posts and tree
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supports. They validate their approach at a persimmon orchard, and state broader
use cases for any well maintained orchard in which tree and non-tree objects are
separable by colour. Operation amongst trees with low hanging foliage, tall grass
or variable illumination conditions can cause challenges that lead to a reduction in
detection performance. In such cases, any local detectors can be strengthened with the
inclusion of geometry constraints for more global consistency. This chapter presents a
tree detection framework that achieves this consistency by enforcing a regular spacing
between tree trunks.
The proposed trunk detection pipeline is developed for trellised orchards hosting trees
planted in I-trellis and V-trellis configurations. The approach involves segmentation of
individual rows using the vehicle navigation data, and then proposes a robust means
to segment individual trellis faces in the data when necessary. In order to reduce
the ambiguity between tree trunk and foliage in cluttered scenes, a novel multi-modal
approach is proposed, which uses both image and LiDAR representations of the trellis
face to identify potential trunk candidates. This required the design of observational
models to relate pixel wise trunk classification output and point based shape detection
metrics to tree trunks. False positive returns in these observations are then refined by
enforcing a regular tree spacing along the orchard row. The robustness and accuracy
of the proposed framework are demonstrated through application over different apple
varieties, seasons and sensor configurations. The results show good trunk detection
performance during the pre-harvest season (87 − 96% accuracy) and near perfect
trunk detection performance (99% accuracy) during the flowering season. This work
was first presented using only LiDAR data for trunk detections in the proceedings of
Field and Service Robotics (FSR-2013) [16]. This was extended to incorporate image
and LiDAR fusion, with preliminary results presented in Bargoti et al. [14], which
appears in the International Horticulture Congress (IHC-2014). These publications
appear in Appendix A.2.1 and A.2.2 respectively. The pipeline was further developed
with more comprehensive experimental validation as well as evaluation on additional
datasets, which was published in The Journal of Field Robotics (JFR-2015) [15], and
is included in this chapter.
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The output from the trunk detection pipeline defines the orchard geometry at various
scales. This includes segmented rows, trellis faces, and 3D trunk positions. The abil-
ity to automatically segment the trellis face helps isolate fruit counts to individual
faces, matching with the harvest counts that were gathered at the farm. The seg-
mented trellis faces generated here are incorporated with the multi-view fruit tracking
approach (presented in Section 5.2), to help associate fruit to the trellis walls. The
trunk detections make it possible to isolate fruit counts centred at individual trees,
enabling structured yield maps for trellised orchards.
A Pipeline for Trunk Detection in Trellis Structured
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The ability of robots to meticulously cover large areas while gathering sensor data has widespread applications
in precision agriculture. For autonomous operations in orchards, a suitable information management system is
required, within which we can gather and process data relating to the state and performance of the crop over
time, such as distinct yield count, canopy volume, and crop health. An efficient way to structure an information
system is to discretize it to the individual tree, for which tree segmentation/detection is a key component.
This paper presents a tree trunk detection pipeline for identifying individual trees in a trellis structured apple
orchard, using ground-based lidar and image data. A coarse observation of trunk candidates is initially made
using a Hough transformation on point cloud lidar data. These candidates are projected into the camera images,
where pixelwise classification is used to update their likelihood of being a tree trunk. Detection is achieved
by using a hidden semi-Markov model to leverage from contextual information provided by the repetitive
structure of an orchard. By repeating this over individual orchard rows, we are able to build a tree map over the
farm, which can be either GPS localized or represented topologically by the row and tree number. The pipeline
was evaluated at a commercial apple orchard near Melbourne, Australia. Data were collected at different times
of year, covering an area of 1.6 ha containing different apple varieties planted on two types of trellis systems: a
vertical I-trellis structure and aGu¨ttingenV-trellis structure. The results showgood trunkdetection performance
for both apple varieties and trellis structures during the preharvest season (87–96% accuracy) and near perfect
trunk detection performance (99% accuracy) during the flowering season. C© 2015 Wiley Periodicals, Inc.
1. INTRODUCTION
Information gathering and processing are becoming in-
creasingly important in horticulture as farmers aim to op-
timize control processes and implement better farm man-
agement techniques. Accurate information about the crop,
such as crop health, yield estimates, and tree counts, can
help to efficiently target chemigation, fertigation, and fruit
thinning processes, which ultimately leads to maximizing
yield.
Farmers already gather information for precision farm-
ing, however it is a time-consuming and labor-intensive
task. Additionally, the data are heavily subsampled and ex-
trapolated, such that farmers use their judgment to pick
a few trees that best represent the average over the entire
farm. Recent advances in automation for field robotics have
enabled us to start making key measurements for all trees
in a timely and accurate manner. An appropriate informa-
tion management system is therefore required, which can
support high-resolution data on a farmwide scale. The data
Direct correspondence to Suchet Bargoti: s.bargoti@acfr.usyd.
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could range from rawsensor output to higher-level analyses
that evaluate flower and fruit counts. Appropriate storage
and access to the information are beneficial for agronomists,
farmers, and scientists for managing the orchard optimally.
A logical way to structure and manage an orchard in-
formation system is to quantize and associate data with
the standard orchard unit, which is the individual tree. It
enables all aspects of information processing to be done
in a topological tree-by-tree fashion rather than relying on
three-dimensional Cartesian mapping. For example, con-
sider change detection for growth rates. We could attempt
to visualize this in three dimensions over the entire farm, re-
quiring accurate three-dimensional (3D) sampling, vehicle
localization, and scan registration and alignment. Instead, a
simpler approach is to estimate local properties in the data
such as tree height, canopy volume, and yield count, and to
link them to individual trees in the farm topology (e.g., row
21, tree 38 has 128 apples). Furthermore, operational tasks
such as harvesting, thinning, and precision spraying can be
customized to the individual trees based on this informa-
tion.
Detecting individual trees is a key component of such
an information system. This paper presents an autonomous
Journal of Field Robotics 00(00), 1–20 (2015) C© 2015 Wiley Periodicals, Inc.
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Figure 1. Apple orchard at Warburton 3799, Victoria hosting a variety of apple types on two different trellis structures.
pipeline for the detection of apple trees in trellis structured
orchards, using multimodal sensing. A lidar and a monoc-
ular RGB camera are mounted on an unmanned ground
vehicle, where laser data are used to capture an initial es-
timate of trunk location and the model is updated through
visual analysis of the images. The trunks, being primary
components of the trees, can therefore be used to map tree
locations. The pipeline is designed to be operated in a real
orchard, and it was tested on an apple orchard located near
Melbourne, Australia (Figure 1). The farm hosts two differ-
ent variants of trellis structure, namely the standard vertical
I-trellis formation and a newer Gu¨ttingen V-trellis planta-
tion. Built with support poles and wires along the rows,
these structures provide for better weight support of the
tree limbs. They also allow for more sunlight for the fruits
and easier harvesting (Christensen, 2012). The orchard also
has a top cover netting to prevent damage to trees caused
by hail.
The contribution of this paper is an end-to-end pipeline
for detection of individual trees in a trellis structured ap-
ple orchard using lidar and image data. This includes
adaptations from the segmentation framework proposed
by Wellington and Campoy (2012) to enable operation in
orchards with complex trellis structures and an extension
of the work previously presented in Bargoti, Underwood,
Nieto, and Sukkarieh (2014) to includemultimodal sensing.
Furthermore, the diversity of the pipeline is demonstrated
through application over multiple trellis formations, apple
varieties, and at different times of the year (crop maturity).
Finally, this paper presents an analysis of the validity of the
observation models that are used to relate the multimodal
observations to trunk detection.
The remainder of the paper is organized as follows.
Section 2 presents related work on tree/trunk detection.
Section 3 gives an in-depth description of the pipeline
built for apple trunk detection. In Section 4 we evaluate
the success of the pipeline on the orchard, discussing its
capabilities and shortcomings. In Section 5 we discuss the
significance of the results compared to the requirements
of a complete orchard inventory system. We conclude in
Section 6, discussing the future directions of this work.
2. RELATED WORK
Automation and advanced sensing in orchards helps farm-
ers make improved decisions regarding farmmanagement.
Research in this field has ranged from orchard mapping,
autonomous driving for farm vehicles, and segmentation
and classification of the farm.
Work done by Moorehead, Wellington, Gilmore, and
Vallespi (2012) and Subramanian, Burks, and Arroyo (2006)
examines autonomous vehicle guidance in orchards. Using
a combination of visual and laser sensors to detect trees
and drivable terrain, along with GPS for localization, they
built a map of the environment. Their developments led
to autonomous spraying operations across the farm, how-
ever they did not aim to detect or map individual trees but
rather observed the presence of trees for optimized sprayer
control.
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Ultrasonic, image, and laser sensors have been used
by Wei and Salyarii (2005) and Tumbo, Salyani, Whitney,
Wheaton, and Miller (2002) for predicting canopy volume
and height for individual trees. From these data, tree health
and yield could be inferred and associated with trees that
have been manually labeled. We wish to automate indi-
vidual tree identification to help build a tree inventory to
support a database of crop health, yield, and other tree-
specific information. One solution could involve tagging
each tree in the farmwith a unique RFID or QR code, which
a ground vehicle could recognize accurately. However, we
seek a modular and cost-/labor-efficient detection solution,
where minimal additional infrastructure is needed, allow-
ing us to easily deploy the system on different farms.
Geometry- and feature-based model fitting have been
popular choices in outdoor scenes for remote/unobtrusive
detection of individual trees. Using data from lasers on a
ground vehicle, Nielsen, Slaughter, Gliever, & Upadhyaya
(2012) fit Gaussian mixture models (GMMs) onto a row of
trees. A single Gaussian cluster represents a tree (assum-
ing they are well separated in the point cloud data), and
the ideal number of clusters (representing the count and
position of individual trees) is evaluated through an infor-
mation criterion algorithm. With regard to feature-based
approaches, tree detection can be performed by classify-
ing points using shape descriptors and shape functions
(Lalonde, Vandapel, Huber, & Hebert, 2006; Pauling, Bosse,
& Zlot, 2009). Airborne laser scanning has also been used
for tree detection. In Yu, Hyyppa¨, Kaartinen, and Maltamo
(2004), trees are segmented based on height variations cap-
tured by a downward-facing laser sensor.
Autonomous operations requiring intrarownavigation
have previously benefited from individual trunk detection.
In Hamner, Singh, and Bergerman (2010), a 2D lidar con-
figured in the horizontal plane at trunk height is used to
detect laser returns from the trunks (and other objects) to
model the tree rows. The row configuration can then be
used to plan a traversable path down the center. The coarse
nature of the trunk detection (with a large number of false
returns) is sufficient for path planning, but it does not act
as a robust mechanism for trunk detection. A more robust
particle-filter-based approach is proposed in Zhang et al.
(2013), where individual trunk point clouds are modeled as
Gaussian distributions and detected one by one as a ground
vehicle traverses down the row.
Themethodsmentioned above have beendesignedpri-
marily for trees planted in a traditional squat formation.
The configuration of a trellis structured orchard, on the
other hand, adds additional challenges to tree detection.
The heavily intertwined and overlapping trees blur the def-
inition of an individual tree, preventing the use of canopy
geometry or feature-based models for segmentation. Trellis
trees often have thinner trunks with increased low-hanging
foliage, compared to their free-standing counterparts. This
results in a reduced signal-to-noise ratio in lidar data, which
creates a challenge for anymethod that relies upon local de-
tection (such as the ones mentioned above) of trunks within
individual lidar frames. Furthermore, these methods pro-
vide detection solutions in real time as they are directed to-
ward farm mapping and vehicle navigation. As we are mo-
tivated by an information management system that spans
the entire farm, real-time operation is not a necessity. With
postprocessing, we can obtain more accurate detection re-
sults as we can consider all the data from the entire row
at once, rather than sequentially on-the-fly. Wellington and
Campoy (2012) extract tree segments in this way by con-
sidering entire rows, and by leveraging from the regular
distribution they are able to obtain accurate detection. Jag-
brant, Underwood, Nieto, and Sukkarieh (2014) compared
offline and online solutions to tree segmentation, showing
that improved accuracy can be obtained using all the data
offline, if real-time operation is not required.
In Wellington and Campoy (2012), a tree segmentation
method is presented that uses laser data on a citrus or-
chard. By splitting the point cloud data into thin slices along
an orchard row, slice by slice classification is performed to
separate trees, tree boundaries, and gaps between trees. A
hidden semi-Markov model (HSMM) predicts the most op-
timal state sequence giving rise to the set of quantifiable
observations. Adjacent trees are differentiated from each
other by considering the changes in heights of the slices of
point clouddata. Thismethod is able to encapsulate orchard
structure by setting state duration probabilities, which ex-
plicitly encode the repetitive tree spacing as a constraint.
Individually segmented trees form a tree inventory over the
farm where each item is localized using GPS, resulting in a
complete geographic information system (GIS) for orchard
management. However, when operating through orchard
rows, the tall canopies can often hinder the GPS satellite re-
ception, reducing the reliability of the system. One possible
solution is provided by Jagbrant et al. (2014), who instead
store a topological tree inventory rather than a metric one.
Tree localization is then performed by matching sequences
of unique descriptors from different scans.
As stated before, in a trellis structured orchard with
heavily intertwined trees, the concept of tree segmentation
is ambiguous. Additionally, an observational model based
on tree height changes is not representative of individual
tree locations. Instead, as the trees in orchards are often
pruned at the bottom, the trunks are generally visible and
act as distinct markers for the individual trees. The particle
filtering approach in Zhang et al. (2013) or a simple Bayes
filtering coupled with a vehicle motion model could be
applied here but would not be able to provide the globally
optimal results that can be obtained with an HSMM.
Previous work (Bargoti et al., 2014) presented a perception
pipeline to detect trunks by incorporating an HSMM
framework like the one used in Wellington and Campoy
(2012) and Jagbrant et al. (2014). A topological map of
the individual trees was built in an orchard hosting
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Figure 2. Apple tree trunks captured using the camera onboard the research vehicle. The trunk in the solid frame is from the
foreground row. The dashed frames contain tree trunks from the adjacent background row that appear in the FOV of the camera.
Without depth information, a classifier cannot tell the two apart.
the tightly meshed V-trellis structure. The method was
tested over a half-hectare plantation and produced trunk
detection results with 89% accuracy. A limiting factor in
the pipeline was a suboptimal observation model based on
line detection in lidar data to gather tree trunk candidates.
It was observed that during operation in areas with heavy
foliage and/or tall grass, tree trunks and overhanging
foliage were not discernible within the lidar observation
model. As a result, false-positive returns were observed,
where nontrunks were classified as trunks.
Image-only classification approaches such as those pre-
sented in Dey, Mummert, and Sukthankar (2012), Jimenez,
Ceres, Pons (2000), and Nuske et al. (2014) have been suc-
cessful in orchard environments. Additionally, the task of
scene parsing has been approached with a wide variety
of methods such as the ones presented by Farabet, Cou-
prie, Najman, and Lecun (2012) and Munoz, Bagnell, and
Hebert (2010). One can adopt such techniques to semanti-
cally label the tree trunks on images captured sequentially
along the length of a row. Accurate scene parsing can elimi-
nate the ambiguity between overhanging foliage, tall grass,
and tree trunks. However, when working in natural envi-
ronments, the variable lighting conditions and the inability
to capture sufficient variety within training examples limit
the scene parsing performance (Hung, Nieto, Taylor, Un-
derwood, & Sukkarieh, 2013). More importantly, in a trel-
lis structured apple orchard, trees from background trellis
rows appear in images containing the foreground trees. An
example is shown in Figure 2(a), where trunks within the
dashed frames that are from the background row appear
at a similar position in the image as the foreground tree in
the solid frame. A classification algorithm trained to detect
tree trunks is unable to tell apart the foreground trees from
the background [Figure 2(b)]. Stereo vision would provide
relevant depth information to filter these data and also pro-
vide a spatial representation so that we can add a regular
tree-spacing constraint. However, empirically we have ob-
served that the complex natural foliage structure can cause
difficulties for depth estimation using current stereo algo-
rithms.
This paper presents an extension to the framework in-
troduced in Bargoti et al. (2014) with the inclusion of image
data in the trunk detection process. To utilize the strength of
the two modalities, we build upon the observation model
previously generated by lidar data alone by performing
image classification for trunk detection. This lowers the
trunk/nontrunk ambiguity mentioned above, reducing the
total number of false-positive returns. Additionally, where
the previous work segmented a single V-trellis type during
a particular time of season (preharvest), this paper reports
on the performance of the automated trunk detection
pipeline over different trellis formations (both I and V
structures), apple varieties (Pink Lady and Granny Smith),
and at different times of the year (flowering and preharvest
seasons).
3. TRUNK DETECTION PIPELINE
The trunk detection process is carried out by a pipeline that
accepts raw lidar and image data as input and provides
a metric and topological representation of individual trees
over the farm. This process is summarized in Figure 3 and
described in full in this section.
The primary input into the pipeline is lidar data cap-
tured over a block at the apple farm. A block is defined as
a set of adjacent trellis rows consisting of the same type of
trellis structure. The lidar data are in the form of a georef-
erenced point cloud, which is a set of raw measurements
that represent the geometry of the orchard block [top view
shown in Figure 3(a)]. Within the lidar sensor frame, a fixed
distance threshold is applied to ensure that over a single
row traverse, data from adjacent rows (seen through gaps
in the foliage) are discarded. Individual rows are then auto-
matically segmented according to the vehicle heading angle
along each row.
Journal of Field Robotics DOI 10.1002/rob
4.1 A Pipeline for Trunk Detection in Trellis Structured Apple Orchards 102
Bargoti et al.: A Pipeline for Trunk Detection in Trellis Structured Apple Orchards • 5
Figure 3. Trunkdetection pipeline (a)→ (f). (a) Point cloud representation of the orchard block. Points are colored by elevation, and
the blue path represents the vehicle trajectory. Lidar data from a single row are extracted by applying a vehicle heading threshold.
(b) The front trellis face (shown in red) is segmented out of the single V-trellis row. (c) Hough transform applied to the trellis face
yields possible trunk candidates. (d) Trunk candidates are projected into the image space (red pixels overlaid on the image), and
pixelwise image classification is performed to detect trunks (pixels classified as trunks are shown in green). The number of pixels
classified as a trunk is fused with the lidar observation to form a combined trunk candidate likelihood. (e) Robust trunk detection
(points in red) is obtained by performing inference on the HSMM. (f) Repeating this over all the rows, a GPS localized tree trunk
map is formed over the orchard block. Vehicle path in blue, trunks in red. The inset shows the individually labeled trunks.
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Figure 4. Two different trellis formations at the apple orchard. Part (a) is a side view of an I-trellis plantation. In (b) we are looking
through the center of one V-trellis, with (c) displaying the equivalent point cloud. The scan was acquired from the left-hand side.
The density on the right is lower due to occlusion.
The two trellis structures evaluated in this paper are
the standard I-trellis and the Gu¨ttingen V-trellis (Figure 4).
A point cloud representation of the latter is shown in Fig-
ures 4(c) and 3(b). The I-trellis structure is comprised of a
vertical support system hosting apple trees planted evenly
through the row. The V-trellis structure, on the other hand,
consists of two closely planted halves, hereby referred to
as trellis faces. The I-trellis and V-trellis trees are planted
on average 0.75 and 1.5 m apart, respectively. The rear face
in the V-trellis has a lower lidar point cloud density due to
occlusions, and therefore trunk segmentation needs to be
performed on the front trellis face [nearest to the vehicle,
as shown in Figure 1(a)].
On the trellis face,we capture observations that relate to
states representing trunks and the gaps between the trunks.
These observations are then updated by incorporating im-
age data that are captured at the corresponding locations.
By discretizing the multimodal observations into vertical
slices along the row, the HSMM provides a probabilistic
framework for estimating the most probable state sequence
resulting in the set of observations. A parallel sequential
detection process can also be executed to estimate support
pole locations, as demonstrated in Bargoti et al. (2014).
3.1. Trellis Segmentation
Figures 4(b) and 4(c) show photographs from a hand-held
camera, and the lidar view from inside the V-trellis struc-
ture. The trunks from the trellis faces that form the V struc-
ture are separated by roughly 0.5 m at the ground. We aim
to segment the two halves of the point cloud shown in Fig-
ure 4(c). Ground removal causes the faces to be more easily
spatially separable, and it also causes the trunks to appear
as more distinct linear structures in the lidar points clouds.
3.1.1. Ground Removal
Ground removal in laser data has been a subject of investiga-
tion in many mapping and segmentation problems (Douil-
lard et al., 2011). However, given the constraints on the
geometry of the orchard, and thevehicle and sensor configu-
ration, a local height thresholdwas found to be sufficient. To
simultaneously account for nonuniform terrain and GPS al-
titude errors due to poor satellite visibility, we artificially set
the altitude coordinate of our localization estimate to zero
everywhere, prior to georeferencing the laser data. There
can still be variations in the ground height between the tree
trunks and the ground where the vehicle drives, therefore
an adaptive threshold is evaluated over sliding windows
down the length of the row. For a given window, the point
cloud data are binned into discrete divisions along the verti-
cal axis. The large number of laser returns from the ground
results in a spike in this histogram near the ground level,
as illustrated in Figure 5. The height threshold for ground
subtraction is determined by the edges of the spike (shaded
region in Figure 5), which can be evaluated by extracting
the gradient of the histogram. This threshold is linearly
interpolated over the windows along the length of the
row and then applied to the entire point cloud for ground
removal. A similar approach is used to remove data from
the netting cover that forms a ceiling above the orchard. In
our implementation, the sliding window was configured
to cover approximately three to six trees with a bin size of
0.05 cm, but the performance was not found to be sensitive
to this parameter.
3.1.2. Face Segmentation
To separate the two faces within the V-shaped structure,
we fit a piecewise linear boundary between them, all the
way along the row. A single line is less robust, because
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Figure 5. Side view of a point cloud representation of the
V-trellis structure in one sliding window down the row. A his-
togram of point density is evaluated along the height of the
trellis to detect the ground and top cover location, resulting in
a local height threshold.
deviations occur both in the physical row and in the data
due to GPS errors. The boundary is located by observing
changes in the lidar point density over sliding windows
along the row, as illustrated in a top view representation of
the row in Figure 6. The sliding window is configured at
roughly three to six trees with no overlap. If the window is
too narrow, noise from the point cloud dominates, and if the
window is too large, local deviations in the boundary are
missed. The point density profile for a single window is il-
lustrated in Figure 7. It contains two peaks representing the
front and rear face (smaller second peak due to lidar occlu-
sions). A Gaussian mixture model (GMM) with two modes
is fit to this, and the means represent the central position
of the two faces. The boundary point between the faces is
taken as the midpoint between the means (illustrated in the
figure). Additionally, the GMM parameters from the pre-
ceding window are used as priors for the next window,
which allows us to filter out peaks from excessive foliage or
inaccurate ground removal. Joining together the boundary
points along the row results in the boundary line illustrated
in Figure 6. Thepoints to one side,which represent the trellis
face closest to the vehicle, are shown in red in Figure 3(b).
Figure 6. Top view of the point cloud. The dataset was obtained from the perspective shown in the image resulting in a higher
point density on the closer trellis face. Discrete boundary points are found at slidingwindows along the x direction (black rectangle).
The resultant separation boundary is illustrated by the solid line between the trellis faces.
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Figure 7. Distribution of points in a sliced segment of the row as observed over data captured by the ground vehicle lidar. The
gray patches represent the two faces of the V-trellis. A GMMof twomodes is fit to the data (dashed line), and themidpoint between
their means is the boundary point between the faces for the given slice.
Figure 8. The 2D point cloud representation of the I-trellis face is discretized into slices along the direction of the row. Trunk
detection involves identifying all slices that contain a trunk.
3.2. Hidden Semi-Markov Model
The second half of this pipeline focuses on the detection
of individual tree trunks. For this we use a hidden semi-
Markov model (HSMM) (Bilmes et al., 1998). HSMMs are
used to estimate the most likely sequence of states given a
sequence of sensory observations. Operating offline on the
complete data, they are able to produce results that are glob-
ally smooth. They have been used in diverse areas, such as
speech recognition, human activity recognition/prediction,
and handwriting recognition (Yu, 2010). To formulate the
trunkdetection problemas aHSMM,wediscretize the point
cloud representation of the trellis face into slices (roughly
the trunk width) along the length of the row, as illustrated
in Figure 8. The slices are assigned states corresponding to
whether they represent a trunk or a gap between trunks.
The models for the sensory observations relate to the likeli-
hood of having a particular state for some observed data. A
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lidar observationmodel was used previously (Bargoti et al.,
2014), where lines were fit to the lidar data, and longer lines
meant higher likelihood of a trunk. In this paper, we pro-
vide an extension to this observation model by incorporat-
ing image data, whereby pixelwise classification of images
captured simultaneously with the lidar is used to refine the
probabilities of the presence of a trunk.
3.2.1. Lidar Observation Model
The purpose of this observation model is to capture the dif-
ferences between a tree trunk and the gaps between trunks
within the lidar point cloud data. For this, we focus on the
geometric properties of tree trunks that set them apart from
their surroundings.
There are several approaches in the literature that are
used to estimate the linearity or cylindrical nature of regions
of point clouds. In Zhang et al. (2013), the trunks of trees in
a traditional squat formation are represented as ellipsoidal
structures with Gaussian distributions. Similarly, in Van-
dapel, Huber, Kapuria, and Hebert (2004), principal com-
ponent analysis (PCA) was used to define the point cloud
shapes as either linear, planar, or scattered in order to clas-
sify them. In our initial experiments, GMMs were trained
using hand-labeled classes such as ground, trunks, and
foliage; however, data obtained by sampling trellis struc-
tured orchards using amobile platform are typically sparse.
In trellis orchards, where the trunks are thin (∼ 5 cm), com-
bined with mobile scanning at adequate velocity to cover
large areas of the farm, the point cloud density is too low to
extract discriminative shape information.
In another approach that relies on 3D point statistics,
minimum spanning trees are used to grow regions of
data approximated with ellipsoidal structures (Pauling
et al., 2009). This works by connecting neighboring points
according to an edge weight equivalent to the similarity
in the PCA feature space. Empirically, once again due to a
sparse representation of the trunks, it was a difficult task to
distinguish foliage from tree trunks.
We chose instead a direct line fitting approach using
the Hough transform (Illingworth & Kittler, 1988) on a
region of interest governed by the maximum length of a
trunk from the ground to the foliage. Given a parametric
equation of a line, a voting procedure is used in the
parameter space to find lines of best fit on the input data.
For points in 3D space (as in the case here), a 4D Hough
space is needed for line detection, which is computationally
expensive (Bhattacharya, Liu, Rosenfeld, & Thompson,
2000). An alternative is to detect edges using intersections
between fitted planes in 3D space. Thisworkswell in indoor
environments where objects have flat surfaces and sharp
edges, but it is infeasible in an outdoor scene where planar
surfaces are infrequent. Instead, we leverage from the
inherent 2D structure of the trellis and flatten the 3D data
onto a 2D plane, and we apply a 2D Hough transformation
over data that spans the entire length of the row.1 The
trunks typically grow approximately vertically with respect
to gravity, regardless of the underlying terrain slope. We
restrict the line gradient to −15◦ ≤ θ ≤ 15◦ to account for
variations in trunk growth against the gravity vector.
In the raw form, the local line detection results in a large
number of false positives. A simple Bayes filter could be ap-
plied here to reduce the number of false returns, however
the global filtering and smoothing nature of the HSMM is
more suitable for this operation as it takes all the data into
consideration. We distribute the fitted lines into the state
slices illustrated in Figure 8. The length of the fitted line
in a given slice relates to the likelihood of the slice repre-
senting a trunk or a nontrunk. A 9.5-m-long subsection of a
row from the orchard was chosen to demonstrate this and
the proceeding components of the pipeline. In Figure 9(a),
the point cloud representation of this section is overlaid
with the maximum line length per slice (normalized to the
longest line and rescaled for visualization). The observa-
tion likelihood function is presented in Section 3.2.3. This
approach is able to detect all valid tree trunks but contains
false positives when there is excess overhanging foliage (as
seen in some parts of the figure). The resulting observation
model has a high recall but a low precision rate, which leads
to segmentation errors within the HSMM framework (Bar-
goti et al., 2014). The next section examines augmenting this
observation model by incorporating image data.
3.2.2. Image Observation Model
The lidar trunk observation model is updated by using im-
age classification techniques. The low precision, high recall
line-fit results from lidar data [Figure 3(c)] help to narrow
down the search region within the image space, where we
improve precision by detecting false-positive occurrences.
First, we cluster the lidar points corresponding to each de-
tected line. A 1D K-nearest-neighbors approach is used to
group points together, which we denote as lidar trunk can-
didates. When compared to the true trunk locations, these
candidates have low precision due to returns from foliage,
but near perfect recall as lidar always returns from a trunk.
We project the lidar trunk candidates onto the image
space (Underwood, Scheding, & Ramos, 2007), obtaining
the corresponding visual information from the camera in
the form of image pixels. These pixels are generally sparse
due to the sparsity of the lidar data, so they are dilated to
create a smooth area representing the trunk candidate in
the image [examples overlaid on the image in Figure 3(d)
and in Figure 10]. Standard image classification techniques
can then be applied to these collections of pixels. For pixel-
wise classification, we use a sparse autoencoder with a soft
1RANSAC line fitting was also tested using a sliding window ap-
proach, but theHough transform ismore efficient and conceptually
simple as it processes the entire row at once.
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Figure 9. Trunk observations derived from (a) lidar and (b) combined lidar/imagery overlaid on the trellis face (raw lidar point
cloud in the background). The observations have been rescaled for visual interpretation. The lidar-based observations generated
through line fitting contain a large number of false-positive returns. Image-based observations generated throughpixel classification
have much higher precision.
max function, due to the success of this method in other
orchard classification applications (Hung et al., 2013).2 The
classificationmodel is built by training a two-class classifier
for differentiating trunks and nontrunks. The training set is
randomly sampled from the entire dataset so as to capture
the variable lighting conditions at different times of the day.
2The aim of this work was not to search for the best image classifi-
cation algorithm, but one that is able to perform pixelwise classifi-
cation with sufficient accuracy.
Figure 10 shows the classification result from two scenarios,
where a true positive lidar trunk candidate is confirmed as a
trunk in the image space [Figure 10(a)], and a false-positive
lidar trunk candidate is rejected as a trunk in the image
space [Figure 10(b)].
For use within the HSMM framework, the image ob-
servations [overlaid on the pointcloud in Figure 9(b)] are
defined to be the total number of pixels classified as trunks
that match the lidar trunk candidates’ locations in the im-
age. A zero trunk pixel count is registered for slices that
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Figure 10. Lidar trunk candidates projected onto the image space. Using pixelwise image classification, in (a) the lidar trunk
candidate is classified as a trunk (white overlay), whereas in (b) the incorrectly identified lidar trunk candidate is classified as a
nontrunk (darker overlay).
do not contain any lidar trunk candidates. Compared with
the lidar-based observations, the false-positive rate has de-
creased significantly.We can now add structural constraints
in the form of regular tree spacing along the orchard row
and acquire the trunk locations for entire rows through the
use of the HSMM.
3.2.3. Model Parameters
The states in the HSMM are defined as S = {Strunk,
Sgap, Srow-end}. With a perfect inference, a trunk slice state
indicates the presence of a trunk, and a group of gap states
will represent the area between two trunks. A row-end state
is also introduced to model the empty area before the first
tree trunk and after the last. The size of this area is arbitrary
as it is dependent on how the dataset was acquired and
how the individual rows were segmented. A state at slice n
is then denoted as qn, where n ∈ [1 : N ] for a total ofN slices.
For a sequence of observations O = {O1, . . . , ON }, the
HSMMaims to find the state sequenceQ = {q1, . . . , qN } that
best represents the data:
argmax
Q
P (O|Q, π,A,B,C). (1)
Here π is the initial state distribution, the probability of a
state in the first slice. In the set configuration, this will be
Figure 11. Transition probabilities between states in the
HSMM.
the row-end state,
π = P (q1 = Si) = [ 0 0 1 ] i ∈ {trunk, gap, row-end}.
(2)
The state transition matrix A represents the probability
of moving between states as we go from slice to slice. Its
elements are
aij = P [qn+1 = Sj |qn = Si], i, j ∈ {trunk, gap, row-end}.
(3)
Themodel transition probabilities are graphically illus-
trated in Figure 11. The most likely transitions are between
the trunk and gap states. Naturally, it is only possible to
transition to/from the row-end state at the end of the rows,
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Figure 12. Observation and duration probabilities for the HSMM.
and it is modeled with transition probabilities that are a
function of slice position. Starting off with the row-end state
[Eq. (2)], the only transition possible is to the trunk state. For
the length of the row, a trunk state is modeled to go to the
gap state exceptwhen near the end of the row,Nend (roughly
equal to the gap width between two trunks).
The emission probability B states how likely an obser-
vation will occur for a given state,
Bn = P (On|qn = Si) i ∈ {trunk,gap, row-end}. (4)
For lidar-based observations [Figure 9(a)], a longer line
fit equates to a greater likelihood of a trunk state, and due
to its low recall rate, the absence of a line fit will most
likely represent the gap state. Themanually tuned emission
probability is shown by the solid line in Figure 12(a), the
inverse being true for the gap/row-end state (dashed line).
For image-based observations [Figure 9(b)], a larger num-
ber of pixels classified as trunks is indicative of the presence
of a trunk state, however a low trunk pixel count does not
guarantee a gap state due to instances of pixel misclassifi-
cation or trunk occlusion by foliage. This reasoning gives
rise to the probability distribution shown in Figure 12(b).
For both the lidar and image data, the observation models
are empirically validated in Section 4.1 using hand-labeled
ground truth data. A multimodal observation model then
combines both of these emission probabilities,
B = P (O|q = Si) = P (OL|q = Si) × P (OI |q = Si)
i ∈ {trunk,gap, row-end}, (5)
whereOL is the lidar-basedobservation andOI is the image-
based observation for a given slice.
Finally, the duration probability C encapsulates the
structural order of the orchard. With slices of ws = 5 cm
width, we expect a gap state to last as long as the mean
separation between trunks in the farm. Within the HSMM
framework,3 we can define a state duration probability:
Ci(d) = P (Si lasts for d observations). (6)
Distributions for the different states are shown in Fig-
ure 12(c). The gap duration has been modeled as a Gaus-
sian distribution by manually estimating the average trunk
separation at the orchard block. The trunk states have a du-
ration of one to two slices (representative of the average
trunk width), and the row-end states can last for an arbi-
trary duration (to account for the variability in whole-row
segmentation).
We run the Viterbi inference algorithm (Bilmes et al.,
1998) to search for an optimal solution for Eq. (1). To illus-
trate the process, Figure 13 shows the results of the inference
algorithm on the sample data presented in Figure 10. The
state estimates produced by using lidar data only are illus-
trated by the dashed lines, and estimates produced through
a combination of lidar and image data are shown with a
solid line. The combined observation model is able to cor-
rectly classify the tree trunks. The trunk classification results
canbeprojectedback to the original point cloud, as shown in
Figure 3(e). Secondly, through this labeling, we can reevalu-
ate the average trunk separation for the given row, obtaining
a more accurate and row-specific gap duration model illus-
trated in Figure 12(c). By running inference once more with
the updated parameters, we are able to improve upon the
trunk detection performance.
4. TRUNK DETECTION RESULTS
The trunk detection pipeline was tested at an apple orchard
near Melbourne, Australia (Figure 1). The testing platform
“Shrimp” [Figure 1(a)] is a perception research ground ve-
hicle, built at the Australian Centre for Field Robotics at
The University of Sydney. It is equipped with a vertically
oriented SICK LMS-291 2D lidar directed perpendicular to
3Self-state transitions experience an exponential decaywhenwork-
ingwith aHMM.This ability to explicitly set state durations iswhat
differentiates an HSMM from an HMM.
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Figure 13. Trunk and gap estimates obtained by running inference on the HSMM, 1:trunk, 0:gap. Inference performed using two
different observation models; results from lidar only shown by the dashed line (containing misclassified trunks) and results from
image and lidar combined shown by the solid line (correct trunk classification).
the vehicle’s direction of travel. The sensor captures range
data at 75 Hz as it sweeps along the orchard rows. On top of
the vehicle, there is a spherical imaging camera fromwhich
we can extract image data (captured at 5 Hz) that overlap
the field of view of the lidar. By using a tree-line following
algorithm, the vehicle traversed along the rows of different
orchard blocks collecting raw lidar [shown in Figure 3(a)]
and image data.4
To assess the performance of the pipeline, a variety of
block types were scanned:r Two different trellis structures: the vertical I-trellis [Fig-
ure 4(a)] and the Gu¨ttingen V-trellis [Figure 4(b)]. The
V-trellis structures require the extra face segmentation
procedure within the pipeline, while the I-trellis does
not. Additionally, the apple trees are planted closer to-
gether in the I-trellis configuration (∼ 0.75 m apart) than
on each face of the V-trellis system (∼ 1.5 m apart).r Different times of the year: data were gathered during
flowering in October [Figure 14(a)] and just prior to har-
vest inMarch [Figure 14(b)].During theflowering season,
the trees are relatively barewithminimal foliage,whereas
during preharvest thicker foliage causes adjacent trees to
mesh and blend more significantly.r Different apple varieties: Pink Lady and Granny Smith.
The Pink Lady apples were planted on a block hosting
the V-trellis structure. The dataset was captured prior to
harvest only, and it was used for lidar-only trunk detec-
4Amix of remote-control andautomateddrivingwasused to gather
different datasets. In all cases, the robot drove along the centerline
of the orchard rows.
tion in Bargoti et al. (2014). The Granny Smith apples
were planted on both V- and I-trellis types, which were
scanned both during flowering and preharvest.r Different vehicle speeds: ∼ 0.5 and ∼ 1.5 m/s. A faster
traversal means sparser lidar points, resulting in a
weaker representation of the already thin trunk struc-
tures. Due to successful trunk detection results observed
in Bargoti et al. (2014) from lidar data collected while
traversing at faster speeds, we scanned only two rows
from each trellis type at the slower speed, for compari-
son purposes.
In total, the vehicle scanned three blocks covering a
total area of 1 ha. With field trials conducted over different
times of the year, the data collected covered a total of 1.6
scanned hectares. This included vehicle traversal over 41
rows, a vehicle trajectory length of 7,655 m, scanning 6, 133
trees in total.
An onboard Novatel Global Positioning Inertial Nav-
igation System (GPS/INS) provided estimates of the vehi-
cle trajectory, which was used to produce a georeferenced
point cloud representation for each block. User input was
required to specify the trellis structure type, to estimate the
average tree trunk separation, and to provide the image
classification algorithm with training data. Training on 10
trunks labeled on randomly selected images over each block
provided sufficient accuracy for the pixelwise classification
task.
The trunk detection results for each block are listed in
Table I. We compare results obtained by using the previ-
ously proposed lidar-only observation model (Bargoti
et al., 2014) and the new image- and lidar-based
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Figure 14. Apple trees on an I-trellis structure during flowering and the preharvest season. In the latter there is more overhanging
foliage next to the tree trunks.
Table I. Apple orchard trunk detection results using image and lidar data captured at 1.5 m/s.
Block Type\Observation Type Lidar Image and Lidar
Dataset Trellis Fruit # Trees Count1 TP Acc (%) Count TP Acc (%)
1. Preharvest V PL2 2494 2,472 2,238 89.7 2,462 2,389 95.8
2. Preharvest V GS3 939 870 442 47.1 918 815 86.8
3. Preharvest I GS 672 583 323 48.1 667 628 93.5
4. Flowering V GS 939 938 920 98.0 939 930 99.0
5. Flowering I GS 659 660 648 98.3 660 652 98.9
1Estimated tree count, True Positives (TP) + False Positives.
2Pink Lady.
3Granny Smith.
observation model from Section 3. Table II shows the
trunk detection results on the denser lidar data captured at
lower velocity.
Ground truth trunk locations were obtained by manu-
ally selecting points that correspond to tree trunks on the
point cloud data. For data in areas of thick foliage, where
it was difficult to distinguish the tree trunks using manual,
visual inspection of only the point cloud data [e.g., areas of
Figure 16(b)], we analyzed the corresponding image data to
confirm the presence of a tree trunk. The performance of the
trunk detection pipeline was evaluated by comparing the
state estimation results (Figure 13) with the ground truth.
A true positive trunk detection refers to a trunk state esti-
mated within 5 cm of the ground truth trunk location (half
thewidth of a trunk). A false positive refers to trunk state es-
timates outside this threshold. The trunk count estimate is a
sum of true positives and false positives. False negatives oc-
curwhenactual trunks are labeledasgap states, and theyare
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Table II. Apple orchard trunk detection results using image and lidar data captured at 0.5 m/s.
Block Type\Observation Type Lidar Image and Lidar
Dataset Trellis Fruit # Trees Count TP Acc (%) Count TP Acc (%)
6. Flowering V GS 162 155 136 80.1 161 158 97.5
7. Flowering I GS 268 268 266 99.3 268 266 99.3
the difference between the actual trunk count and the true
positive trunk count. True negativeswere not counted as the
area between trunks is comprised of multiple consecutive
gap states, the number of which depends on the resolution
of the slice width. The pipeline performance/accuracy was
determined as a ratio between true-positive trunk detection
and the total number of trees in a block.
In all test cases, we observed improved trunk detec-
tion results when operating with both the lidar and image
data. With information obtained from pixelwise image clas-
sification, we can be more certain about the presence of a
trunk and discard lidar candidates corresponding to over-
hanging foliage and/or tall grass. This improvement was
more pronounced when operating on data collected during
the preharvest season, with performance increasing from
48.1% to 93.5%.During preharvest, lidar-baseddetection re-
turned significantly larger false-positives counts. Figure 13
illustrates the advantage of the multimodal approach with
point cloud data of apple trees with medium foliage den-
sity. On the other hand, data scanned during the flowering
season (with nearly bare trees) produced near perfect trunk
detection (99% accuracy) using either method. In this case,
the remaining 1–2% error was due to support poles being
classified as tree trunks.
The trunk detection pipeline performed better on data
from the Pink Lady apples (95.8% accuracy) than from the
Granny Smith (86.8–95.3%accuracy). This performance dif-
ference wasmore significant within the lidar analysis, vary-
ing from 89.7% to 48.1% accuracy. The Pink Lady block had
much less tall grass, because the farmer (according to their
independent management practice) had placed a herbicide
strip prior to the trial to clear the grass and weeds from
around the base of the trees. As a result, there was less oc-
clusion around the Pink Lady tree trunks in comparison to
the Granny Smith trunks.
With data captured at a slower vehicle speed, the trunk
detection pipeline performed well, with 97.5–99.3% accu-
racy when using both lidar and image data (Table II). The
same was not observed if using lidar data alone (80.1% ac-
curacy on the V-trellis structure), where we observed an in-
creased number of false-positive returns. The denser point
cloud data caused a greater number of lines to be fit to areas
with overhanging foliage and/or tall grass. Finally, there
was an insignificant difference in trunk detection accuracy
with data captured over the two trellis structures.
4.1. Learned Observation Models
In Section 3.2.3, we introduced observation models [Eq. (4)]
for both sensor modalities, which describe the likelihood
of an observation for a given state. Although previously
hand-crafted (Figure 12), we can now capture the true dis-
tributions using the ground truth position of the tree trunks.
The ground truth data can be distributed along the slices,
allowing us to infer the true state sequence along each row.
The observations from lidar data (line length) and image
data (number of pixels classified as trunks) for each slice,
alongwith its true state, can be used to generate a histogram
of state distribution over the observation range. From this
we can evaluate the likelihood of a state given a particular
observation, resulting in the learned observation models
shown in Figure 15.
The relationship between the states and the observa-
tions matches our hand-crafted observation models [Fig-
ures 12(a) and 12(b)]. For image observations, there is a
crossover in the likelihood of the trunk and gap states as
the number of trunk-classified pixels increases. A similar
crossover was applied within the hand-crafted model. The
location of this crossover can be influenced by either the
severity of foliage occlusion or the accuracy of pixelwise
classification. For example, with perfect image classification
and no trunk occlusions, this crossover would be pushed to
the far left as any number of pixels classified as a trunk
would infer the presence of a trunk state. Interestingly, a
similar crossover is not present in the learned lidar model.
This suggests that we are always more likely to be observ-
ing a gap rather than a tree, regardless of the lidar observa-
tion. If operating locally and in isolation, such an observa-
tionalmodel would never detect a trunk. However, both the
hand-crafted and learned observations express the impor-
tant relationship that we are more likely to observe a trunk
with longer line observations than with shorter observa-
tions (and the opposite for gaps). When combined with the
constraint imposed by the duration model, the likelihood
of a trunk state increases when the longer line segments are
observed at approximately the expected interval.
By separating the learnedmodels between the seasons,
we can visualize the differences in how the environment is
represented by the data. A longer line fit from the Hough
transform is more likely to be a trunk when the data are col-
lected from theflowering season [Figure 15(a)] than from the
preharvest season [Figure 15(c)]. For the image observation
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Figure 15. Empirically evaluated observation likelihoods for the image and lidar observation over the flowering and preharvest
season. Each dataset is overlaid with a smooth interpolation using a moving average function.
model, the delayed crossover between the state likelihoods
during the preharvest season suggests an increased number
of foliage occlusions in the image data. The learned models
from each dataset were fed back into the pipeline to reeval-
uate the detection accuracy. The results are summarized in
Table III.
The use of the learned models resulted in minor im-
provements in detection accuracy in all cases (other than
dataset 4,whichwas the same). These resultsmaybe consid-
ered optimal, though it should be noted that they were ob-
tained from hand-labeled ground truth data (labeled trunk
locations),whichweregenerated for theperformance evalu-
ation in this paper andwould not normally be available. The
purpose of these results is to show that the intuitive, man-
ual approach to constructing observation models yielded
close to optimal results, so we can consider the process and
the resulting models to be valid. Future work could exam-
ine the possibility of hand-labeling a small section of the
Table III. Trunk detection accuracies using hand-crafted vs
learned observation models.
Observation Model
Dataset Hand-crafted Learned
1. Preharvest 95.8 95.9
2. Preharvest 86.8 89.5
3. Preharvest 93.5 95.8
4. Flowering 99.0 99.0
5. Flowering 99.0 99.1
orchard to learn the models, which could then be propa-
gated to the rest of the data, but it is not known how much
labeled data would be required to outperform the hand-
designed models.
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Figure 16. State estimate results using image and lidar data in instances with (a) gaps in the point cloud due to GPS errors, and
(b) large amounts of low-hanging foliage.
4.2. Sources of Error
Most of the trunk detection errors were due to two primary
causes. First, occlusions of the GPS satellite signal caused
jumps in the vehicle position estimates, affecting the georef-
erenced point cloud. Such errors weremore evident in areas
with heavier foliage, i.e., during the preharvest season. This
is shown in Figure 16(a), where the gap in the point cloud
data increases the effective gap state duration between the
neighboring tree trunks. In instances with smaller GPS er-
rors, the global nature of the HSMM algorithm provided
robustness against jumps in data by optimizing the state es-
timates over the whole row. However, in order to eliminate
such problems altogether, vehicle odometry could instead
be used for point cloud reconstruction along the row.
Secondly, even with the inclusion of image data, we
observed misclassification in areas of the heaviest fo-
liage/grass. Examples of such areas are shown in Fig-
ures 16(b) and 10(b). In such instances, it is difficult to tell
the apple tree trunks apart even with the human eye. Lidar
observations returned trunk candidates with very low pre-
cision (a linear fitmade almost everywhere), and image clas-
sification was not able to detect the underlying tree trunks.
Another source for false-positive detection was the vertical
support structures at the farm. Although these instances of
misclassification were rare, they occurred primarily within
the I-trellis structures as the trunks are closer together.
5. DISCUSSION
The success of the pipeline for trunk detection over the two
trellis structures, apple varieties, vehicle traversal speeds,
and at different times of the year demonstrates the ability of
the pipeline to generalize to different conditions at the apple
orchard. The HSMM algorithm at the core of this pipeline
has also proven to be adaptable to different orchards. Op-
erating on a citrus orchard where the trees are planted in
squat formation, Wellington and Campoy (2012) reported a
99% tree detection accuracy using this HSMM framework.
Their performance measure is based on using detection for
tree counting and comparing against the farm’s true tree
count (total number of trees). However, any overcounts and
undercounts along the row are not treated separately while
tallying, meaning that such errors tend to cancel out on av-
erage. A similar segmentation technique was also utilized
in Jagbrant et al. (2014), who instead evaluated the tree de-
tection rate (as done in this paper), reporting an accuracy of
99% on an almond orchard. By comparison, the intertwined
and cluttered nature of trellis structured orchards poses sig-
nificant detection challenges that have been tackled by the
pipeline presented in this paper.
5.1. Information Management System
To incorporate the detected trunks within a complete in-
formation management system, each unique tree must be
uniquely identified or located. Once constructed, such a tree
inventory can be used to store and manage data relating
to each tree, and the database can be updated on subse-
quent scans. Trees can be uniquely located based on their
metric position if derived from GPS/odometry, or they
can be labeled in a topological manner (e.g., row 15, tree
1, 2, . . . , 35, 36 . . .) by sequentially counting the detections
along each row.
If using GPS, each trunk can be uniquely identified
by matching its global position. However, GPS is not suf-
ficiently accurate to isolate an individual tree while oper-
ating in between the tall tree structures. A tree map con-
structed using the GPS/INS navigation system is shown in
Figure 3(f), where actually straight rows are distorted due to
erroneous localization.Amore suitable solutionwouldbe to
use odometry to localize data within a row and then either
have physical markers or GPS localization to mark specific
rows from the headland.5 This is, however, not within the
scope of this paper.
5GPS is typically more accurate at the headlands of an orchard due
to increased visibility of the sky.
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Figure 17. Recognition accuracy achieved by sequential counting for different detection accuracies.
Purely topological trunk localization (e.g., row 15, tree
23) done with sequential counting requires near perfect de-
tection rates because the counting error accumulates over
the length of the row. A Monte Carlo simulation can help
model the requirements of a detection and counting-based
approach for a topological tree inventory. By progressively
simulating tree counting down the length of a row while
considering the stochastic detection for each tree, we can
infer the accuracy of uniquely and correctly identifying
each individual tree as a function of its position (sequential
depth) within each row. Figure 17(a) illustrates the proba-
bility of locating a particular tree via sequential counting for
different detection rates. Figure 17(b) shows the same anal-
ysis with the recognition requirements relaxed to a neigh-
borhood of ±1 tree. We can see that due to the accumu-
lative nature of counting errors, the recognition accuracy
degrades rapidly along the length of the row. For exam-
ple, the probability of finding the 30th tree within ±1 trees
with a detection accuracy of 96% is only 85%, whereas the
probability of identifying the exact tree is only 41%. This
suggests that detection can be reliable for identifying trees
in the field and within the data, but a secondary system is
needed to recognize specific trees. An intermediate solution
to reduce infrastructure cost when considering individual
tree tags could be to use RFID or QR tags sparsely. This
will constrain the upper bound of recognition errors by pe-
riodically zeroing the sequence error. The spacing of the
tags would be a function of their cost, the required recog-
nition accuracy, and the accuracy of the trunk detection
method. An infrastructure-free solution is given by Jag-
brant et al. (2014), where the appearances of the trees are
used to uniquely identify them. The detection method pre-
sented here is required as a module within any of these
solutions.
5.2. Lessons Learned
The main lessons learned through practical application of
this pipeline are outlined as follows:r The results suggest that in order to acquire the most ac-
curate tree detections spanning over an orchard block,
the trunk segmentation pipeline should be applied on
data collected during the flowering season, or care-
fully timed with the use of herbicide strips to re-
duce undesired foliage. Furthermore, if operating strictly
within the flowering season, a lidar-only detection
pipeline can provide near perfect results (98% detection
accuracy).r Data captured at slower speeds produce a denser point
cloud, which provides a denser representation of the tree
trunks, but it also results in more returns from foliage
clutter. These are often skipped by the sensor at higher
speeds. Ideally, the vehicle speed should be a function
of the trunk width and the frame rate of the lidar sensor
in order to go as fast as possible without skipping the
trunks.r The trunk detection performance is not sensitive to the
exact parametrization of the models within the HSMM
framework. A two-step inference process can be used to
update the duration model, where we learn the dura-
tion function from iteration and then feed it back into the
framework. Regardless, intuitive and easily interpretable
hand-crafted observationmodels can be designed to pro-
duce near-optimal trunk detection. Learned models can
be developed through hand-labeling to check the va-
lidity of the hand-crafted models and to visualize dif-
ferences in how the environment is represented by the
data.
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r Detection accuracy couldbe improved if trunkocclusions
from the overhanging foliage could be furtherminimized
by optimizing the sensor configuration. For example, op-
timal frame-rates and vehicle speeds could be chosen,
and the lidar and image sensors could bemounted closer
to the ground for a more suitable trunk viewing angle.r The camera was mounted relatively high on the vehicle
and pointed down to the ground and trunks. Due to this,
light artifacts such as lens-flares within the image data
wereminimized. Any image classification errors that did
occur could be captured within the observation model
and then filtered out through the HSMM. This allowed
us to work under variable natural illumination condi-
tions, increasing the hours during the daywhenwe could
operate.
6. CONCLUSION
We have described a pipeline that uses a probabilistic ap-
proach to detect trees at an orchard configured with dense
trellis structures. The pipeline processes raw lidar and im-
age data in order to detect individual trunks, representative
of trees at the orchard. This includes automatic row extrac-
tion from lidar point cloud data, building a trunk observa-
tionmodel using the lidar data, updating themodel through
image analysis, and using a hidden semi-Markovmodel for
trunk detection, which leverages from the regular structure
of the orchard.
The pipeline performance was tested on two different
trellis structures (I-trellis and V-trellis) at different times of
the year (flowering and preharvest), with different apple
varieties, and with different vehicle traversal speeds. It was
adaptable to all of these variations, producing good per-
formance on data obtained during the preharvest season
(95.8% accuracy) and a near perfect tree detection (99% ac-
curacy) with data obtained during the flowering season.
Furthermore, hand-tuned parameters, which are intuitive
and easy to design according to what the engineer knows
about the problem domain, provide near-optimal detection
accuracy.
This work is directed toward the development of an
information-gathering and -processing system,where trunk
detection can be combined with localization or recognition
toproduce tree inventories. Thiswill allow for efficientman-
agement of crop data down to the individual tree. Future
directions will therefore need to focus on developing reli-
able localization systems, which could provide for either
a metric or topological representation of the trees. Odom-
etry can be used to localize detected trunks within a row,
reducing the reliance on a GPS system. Additionally, lidar-
or image-based descriptors for each tree can be used to
perform sequence-based orchard-wide tree recognition and
localization, as was previously done at an almond orchard
in Jagbrant et al. (2014).
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Chapter 5
Structured Yield Mapping
This chapter presents a framework for producing a structured yield map, whereby fruit
detections generated in Chapter 3 are associated with individual rows and trees, which
are segmented using the approach presented in Chapter 4. The resulting structured
representation is shown to be accurate and precise when compared against actual
harvested yield, and therefore enables decision making at the scale of individual trees,
rows or whole orchard blocks.
The review presented in Chapter 2 and the fruit detection approaches in Chapter 3
highlight two limiting factors to yield mapping, which are 1) missed fruit detections
due to occlusions; and 2) double counting of fruit in overlapping frames. To address
these limitations, a multiple view-point tracking approach is incorporated into the
yield mapping framework. The framework is first developed and presented for struc-
tured yield mapping at a mango orchard with stand-alone trees, where fruit detections
from multiple views of individual trees are tracked and localised in 3D. The second
half of the chapter extends this to trellised structured apple orchards, where fruit
are tracked along the trellis rows, and associated to segments centred at individual
trunks.
Section 5.1 introduces a multiple view geometry framework for fruit tracking. Initially,
single-view fruit detections are generated using Faster R-CNN, the state-of-the-art
detector developed in Section 3.3. Detections from one image are projected as epipolar
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lines onto the subsequent image, and the Hungarian algorithm [108] is proposed to
robustly compute fruit associations between frames. This allows for the identification
and tracking of unique fruit over multiple frames. Once tracked, fruit associations
from multiple view points are triangulated to provide 3D localisation, which can be
used to calculate various spatial statistics. The multi-view tracking framework is
evaluated at a mango orchard and compared against conventional means of image-
based fruit counting which do not use image registration. Limitations of the data
gathering platform, which induce time dis-synchronisation between different sensor
components (INS and Camera) are automatically corrected for by minimising the
average fruit association error between frames. Mango yield is represented using
a structured yield map, whereby fruit detections are associated to individual trees.
The association is enabled by automatic tree segmentation using LiDAR data . The
segmentation pipeline used here is an extension to prior work on almond trees [163],
which works on a similar principle to the pipeline presented in Section 4.11. The 3D
representations of each tree are projected into the images taken from multiple views
to form an image mask denoting the location of the different trees within the image.
This enables fruit that is detected within the image to be associated to a specific
tree. The resulting structured yield map spans over 500 trees, and yield estimation
performance is evaluated by comparison to ground truth counts and a repeatability
analysis. The results compare 1) single-view counts from images centred at each tree,
2) dual-view counts from single-view images from both sides of the tree, and 3) multi-
view counts whereby tracked fruit counts are accumulated from sequences of images
taken while driving past both sides of the trees. The results show that all approaches
correlate well with ground truth, but only the multi-view approach has the potential
to avoid the need for calibration data, with an error rate of only 1.36% for individual
trees prior to calibration. The end-to-end yield mapping pipeline based on multi-view
registration has been published in the Journal of Sensors (2016) [155].
The second half of the chapter, Section 5.2, proposes an end-to-end pipeline for de-
1The agrovision research group at ACFR has addressed tree segmentation in a variety of orchard
types. The progression of contributions is demonstrated in publications on almond trees Jagbrant
et al. [67], Underwood et al. [164, 163], trellised apple trees Bargoti et al. [16, 14, 15], and mango
trees Stein et al. [155].
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veloping a structured yield map at a trellised apple orchard, which was previously
introduced in Sections 3.2 and 4.1 for fruit and trunk detection respectively. Due to
the intertwined layout of trees in trellised orchards, apples cannot be easily associated
to individual trees. To address this, counts are accumulated across the continuous
trellis wall, and represented over a certain row length. Furthermore, when operat-
ing in a V-trellis configuration, the counts need to be associated to individual trellis
faces. The contributions in Section 5.2 include the development and analysis of two
different approaches for yield estimation per trellis face, by either using 1) a simpler
approach which accumulates counts from images sampled at distance intervals, or
2) a more complex method, which count unique fruit that are tracked between con-
secutive frames. The latter extends the multi-view framework from Section 5.1 for
operation at on slanted V-trellis faces. Due to the close proximity of the background
trellis face in a V-trellis configuration, background fruit detections can interfere with
fruit tracking, resulting in fruit association errors. The segmented trellis face from
Section 4.1 is therefore projected onto the camera frame to provide a distance con-
straint, to improve the frame to frame tracking of the fruit, and to avoid detections
from adjacent walls. Individual fruit are then tracked and localised in 3D. Yield es-
timation performance is evaluated by comparison against ground truth counts. Both
approaches show strong correlation with ground truth, however, persistent occlusions
and the inability to image a trellis face from both sides results in a 43% miss rate
with the fruit tracking approach, before calibration is applied.
With the development of structured yield maps for mangoes on stand-alone trees
and apples on trellised structures, and its validation against ground truth harvest
data, this chapter demonstrates the varying degree of applicability of the yield map-
ping framework to different orchard types. In both cases, the multi-view tracking
framework addresses various problems with single-view yield estimation, such as fruit
occlusions and double counting in overlapping image regions. However, the contrast
between the two orchard types sheds some light onto the scope of the proposed frame-
work. The near perfect yield estimation results for mangoes from multi-view tracking
and counting can be attributed to the terminal bearing nature of the trees. As fruit
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grows on the outer regions of the trees, they can be completely observed if the image
data spans the entire outer surface, as is often the case with the sequential images
captured from the moving platform. On the other hand, accurate yield estimation
is not feasible at orchards with V-trellises, where the inability to image the trellis
walls from both sides results in a significant portion of fruit that is missed. Further-
more, because apples tend to cluster more than mangoes, there are more frequent
occlusions and track association errors. Therefore, calibration data are required for
accurate yield mapping at trellised apple orchards.
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5.2 Fruit Tracking, Localisation and Yield Map-
ping in a Trellised Apple Orchard
Structured yield mapping at trellised orchards poses a different set of challenges com-
pared to that for stand-alone trees (e.g. the mango trees presented in Section 5.1).
Trellised trees are planted much closer to each other, and often have heavily in-
tertwined foliage, which makes it difficult to associate fruit with individual trees.
Furthermore, orchard operations such as thinning and harvesting are no longer dis-
cretised per-tree, but instead over a set length along the trellis wall. Therefore, a
structured yield map would not strictly represent the number of fruit per tree. A
more suitable discretisation, which aligns with farm operations, is to associate the
fruit to a segment along the trellis wall. Fruit counts could then be approximated to
individual trees by considering small, tree centred segments. This section presents a
framework for structured yield mapping at a trellised apple orchard.
Various approaches have been suggested in the literature for accumulating yield es-
timates on trellises, where the fruit lies on a continuous surface. Hung et al. [66]
and Bargoti and Underwood [13] sample images at intervals of 0.5 m along the apple
orchard rows and accumulate fruit counts from each frame. To minimise overlapping
between frames, Nuske et al. [112] manually cropped central regions of images con-
taining grape detections. In subsequent work, Nuske et al. [114] automate this by
projecting detections to a planar surface representing the trellis wall, and explicitly
ignore instances of double counting in overlapping regions. Other approaches have
explicitly registered and tracked detections. For example, Roy and Isler [137] perform
fruit tracking by relating detections between frames at an apple orchard with affine
transformations. Wang et al. [169] localise apples in 3D using stereo vision, storing
them in a global reference frame, and clustering detections of the same fruit from
multiple view-points.
This section presents two methods for fruit counting at an orchard hosting a V-trellis
configuration, where each row contains two trellis walls that form a V-shape. Orchard
operations are generally conducted along one trellis wall at a time, therefore, fruit
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count estimation methods need to be applied along trellis wall segments. The first
method involves distance interval counting, and is an extension to the preliminary
work on yield estimation presented in Section 3.2. The approach correlated strongly
with ground truth, but is not able to accurately count fruit without calibration as it
is prone to double counting in overlapping frames and missed counting if regions of
the trellis wall are skipped. Furthermore, in areas of the orchard with thin foliage,
fruit from the opposite face of the V-trellis is often detected and counted due to the
small range between the trellis faces. To address these limitations, the fruit track-
ing framework developed in the previous section is extended to identify and register
fruit instances on V-trellises. As before, the multi-view tracker projects detections
from one frame as epipolar line segments on the next frame, from which associations
can be constructed. The projections of epipolar lines with the mango dataset were
constrained to line segments between two widely separated vertical planes, which
encompassed the large trees. Although this was sufficient for mangoes, a tighter con-
straint is required at the apple orchard to avoid background row counts and to account
for the slanted geometry of the trellis face. The tracking framework is extended to
automate this constraint, whereby the segmentation pipeline developed in 4.1 is used
to extract and model individual trellis faces. Tracking can then be performed along
individual trellis faces, and counts accumulated to provide per-tree, per-trellis-face
and per-row yield estimation.
The first component of this section describes the dataset that was captured at the
trellised apple orchard. Section 5.2.2 presents yield estimation based on interval
counting. The multi-view tracking and counting framework is presented in Section
5.2.3 along with the necessary adaptations for operation in a trellised orchard. Pre-
processing methods to improve camera and vehicle localisation, and therefore assist
reliable tracking, are presented in Section 5.2.4. Following this, Section 5.2.5 presents
the yield estimation results from the two approaches, with the performance quantified
by comparison against ground truth harvest counts. Finally, the feasibility of the
different approaches are discussed in Section 5.2.6 and concluded in Section 5.2.7.
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5.2.1 Dataset
The dataset, collected at an apple orchard in Victoria, Australia, spans a 0.5 ha
orchard block. The block hosts a Güttingen V-trellis plantation, within which the
trellis walls/faces form a ‘V’ shape. The data were collected using a UGV, which
was tele-operated between 14 orchard rows at 1.5 to 2 ms−1. The image data was
captured at 5 hz using a Point Grey Ladybug3 Spherical digital video camera at a
resolution of 1232×1616. The sidewards facing 2D LiDAR captured a 3D representa-
tion of the trellis as the vehicle traversed past the trees. Figure 5.1 shows the ground
vehicle at the orchard, illustrating the imaging and LiDAR field of view (FOV). The
onboard GPS and inertial navigation system (GPS/INS) provided estimates of the
vehicle position and pose, which was used to localise the images and point cloud data.
Figure 5.2 illustrates the vehicle trajectory along with a 3D representation of the farm
captured using LiDAR along with a few sample images.
Figure 5.1 – Illustrations of the UGV capturing image data (left) and 2D LiDAR data
(right) at the apple orchard.
To evaluate yield mapping performance, ground truth fruit counts at the apple or-
chard were provided by the grower. Post-harvest counting and weighing is typically
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conducted per-block, which would result in a single data point for the whole area
that was scanned. However, for this harvesting season, the grower made the neces-
sary changes to the harvesting logistics to provide fruit count and weight data sepa-
rately per trellis face. The harvest data covered 15 trellis faces, ranging from 3, 000
to 12, 000 apples per row. Obtaining harvest yield at a higher resolution (e.g. per
x-meters along the row) was logistically impractical. To match the ground truth data,
the yield estimation approaches presented below associate fruit counts to individual
trellis faces. This association is enabled by segmenting the image and navigation data
to a per-row basis for the distance interval approach detailed and Section 5.2.2. For
the mutli-view approach discussed in 5.2.3, the LiDAR point cloud representation is
further segmented to each trellis face (illustrated in 5.2) using the pipeline developed
in Section 4.1.
Figure 5.2 – Representation of the apple orchard block using geo-referenced LiDAR
data. Vehicle navigation data (red path) is initially segmented and the two halves
of the V-trellis configuration separated by analysing the point cloud data [15]. Each
trellis face (uniquely coloured) represents a row at the orchard block. A segment of
the trellis face, and sample images taken across the orchard block are illustrated.
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5.2.2 Interval Counting
Interval counting refers to accumulating fruit detections per image, from images sam-
pled at regular distance intervals along the orchard row. Due to overlaps between
adjacent frames, accumulating detections leads to significant over-counting. The de-
gree of overlap can vary across the farm with changing vehicle speeds, leading to
greater over counting in regions where the vehicle has slowed down. To minimise this
source of variability, frames can be discarded if they are less than a threshold distance
∆x from each other. For example, having a non-zero ∆x avoids counting frames when
the vehicle has stopped. In instances where GPS data is not available, frame separa-
tion could be enforced using distance approximations through odometery, which can
be calculated using alternative modalities such as the vehicle INS, wheel encoders,
visual optical flow, etc.
A sequence of images sampled at ∆x = 0.5 m is illustrated in Figure 5.3. There
is still significant overlap between consecutive frames, which is further reduced by
specifying a regions of interest (RoI), illustrated by the red boxes in the figure. Per-
row counts are evaluated by accumulating detections within the regions of interest
of each interval image along the length of the row. However, a globally defined
RoI cannot address overlap uniformly across all image pairs due to inconsistencies
in the true distance between image captures (∆x is a lower bound, above which the
uniformity of the remaining frames depends on vehicle speed and camera frame rate)
and due to complex variations in the geometry of the trellis, which is not perfectly
planar. This is evident in Figure 5.3, where the cropped regions from the first and
second image have a 50% overlap, followed by 5% between the second and third, and
40% between the third and fourth. A more systematic approach is to explicitly reason
about the geometry of the scene, which is addressed through the multi-view tracking
and counting approach presented in the next section.
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Figure 5.3 – Sequence of images sampled at least 0.5 m from each other with a region
of interest illustrated in red to reduce overlap between adjacent frames.
5.2.3 Multi-view Tracking and Counting
A multi-view tracking framework associates detections between adjacent frames and
tracks them uniquely along the trellis face. This avoids over-counting from overlap-
ping regions, while also having the added benefit of reducing instances of missed fruit
due to occlusions. The single perspective view of the scene in interval counting makes
it difficult to detect and count fruit occluded by foliage or other fruit. This sections
extends the multi-view geometry framework for trellis apple tracking, which was de-
veloped in Section 5.1 for tracking mangoes on stand-alone trees, by incorporating
structural information about the trellis faces.
In order to form associations between adjacent frames, the multi-view geometry ap-
proach projects epipolar lines corresponding to individual detections, from one frame
to the next. The epipolar projection requires as input the translation of the camera
from one viewpoint to the other. The camera translation is provided using the vehicle
navigation system as done previously at the mango orchard. To restrict tracking to
fruit on target trees (as opposed to fruit from background rows), a range threshold
is used to clip the projected lines. The range constraint for mangoes was specified
by two vertical planes positioned 2.5 and 8 m from the camera. Mango associations
were not sensitive to this wide constraint due to the small tree canopy size relative to
the spacing between the rows. The same assumption cannot be made for the trellised
faces, as their slanted formation requires a different range bracket from top to bot-
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tom in the scene. Furthermore, due to the proximity to the background trellis face,
a tighter range constraint needs to be applied, in order to minimise counting fruit
from background rows. To automatically determine this range bracket, the segmen-
tation pipeline developed in Section 4.1 was used to segment the trellis faces from the
LiDAR data. The point cloud representations were then projected onto the camera
reference frame for each image timestamp, therefore capturing the variability in the
relative pose of the trellis wall. Figure 5.4 illustrates the point cloud, from which, a
plane of best fit was extracted using a RANSAC fitting approach [46]. Two parallel
planes that sandwich 99% of the point cloud data were used as a spatial constraint
for where fruit must lie. They capture the orientation of the trellis face, and tightly
encompass its geometry, as illustrated in Figure 5.4.
Figure 5.4 – Side view of point cloud data representing the trellis face from the vehicle
reference frame. A plane fit (in blue) is applied to the point cloud (in orange), from
which a near and far plane (red and green respectively) are evaluated. The near
and far planes are spaced to contain 99% of the LiDAR data, and are used to
constrain the range over which the epipolar lines are projected.
The projection of the epipolar lines from one frame to the next (as the vehicle traverses
along the row) is illustrated in Figure 5.5. Fruit detections in the second frame are
5.2 Fruit Tracking and Yield Mapping in a Trellised Apple Orchard 155
matched up to corresponding epipolar projections from the first frame, using the
Khun-Munkres algorithm [108], which minimises the mean perpendicular distance
between the matched detections and lines (see Section 5.1 for details). A maximum
threshold on the perpendicular distance was set as 30 pixels as calculated for mangoes,
as both fruit have a similar pixel density and the previous section demonstrated that
fruit tracking and counting accuracy is not sensitive to this parameter. Figure 5.5
illustrates the associations calculated on an image pair, denoted by uniquely coloured
detection and epipolar line sets. This illustrations shows examples of both successful
and failure cases, where 76 detections were projected from the left image, from which,
54 were associated with detections on the right image. The global minimisation
metric is able to help correctly associate a majority of the fruit, and the absence
of associations can mostly be attributed to detection errors (e.g. due to foliage or
clustering occlusion).
Fruit associations are performed over all pairs of consecutive images along each trellis
face. Individual fruit are then uniquely tracked between frames, discarding detections
that only appear over a single frame (i.e. no associations to adjacent frames). Figure
5.6 illustrates results from fruit tracking for three sequential frames. Uniquely tracked
fruit are illustrated by an ID and colour, whereas detections without any neighbouring
associations are coloured in white. Fruit IDs that only appear once in the image set
(e.g. ID: 90 on the left most image) are associated with detections on (not shown)
neighbouring frames (i.e. the image just before the first or the image right after the
last). Out of a total of 267 detections made over the three images, 248 had associated
tracks. The collection of unique tags mostly reflect accurate tracking of fruit, for
example, correctly tracking the cluster containing IDs: 81,83,91,93 (highlighted by
the red box). However, some tracks suffer from incorrect switching between fruit,
as can be see with ID: 75 in the first image (highlighted by the yellow box), which
is matched to a different fruit in the second image. Although track switching is an
example of tracking error, it does not have a direct impact on counting performance as
ambiguous associations are still correctly accumulated. Failure cases of fruit tracking
that impact counting accuracy are detailed later in Section 5.2.5.
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Figure 5.5 – Illustration of associations between epipolar lines projected from detec-
tions from the first image, and the detections from the second image. The asso-
ciations are denoted by uniquely coloured line and circle sets from both images.
Fruit and epipolar line instances that do not have any cross-image associations are
coloured white. Best viewed zoomed in on screen.
5.2.4 Dataset Pre-processing
The multi-view tracking approach relies on accurate computation of the offset in
camera position between adjacent frames. This offset is calculated using the GPS/INS
navigation capabilities on the sensing platform. However, as with mangoes in Section
5.1, a time offset between the image capture and allocated timestamps results in
incorrect fruit registration. Furthermore, when operating amongst tall canopies in
trellised orchards, the GPS signal is often occluded (more so than at the mango
orchard), leading to navigation errors. This section presents data pre-processing
methods to manage these adverse factors. The presented methods are tuned for the
sensor configurations and field conditions of this dataset. However, because these
adverse situations tend to appear in many field robotic operations, the proposed
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Figure 5.6 – Fruit tracking results over three consecutive frames. Each fruit is uniquely
labelled by colour and numeric ID. Detections without any corresponding matches
in neighbouring frames are coloured white. The red box shows an example of
correct fruit tracking, whereas the yellow box illustrates track switching. Best
viewed zoomed in on screen.
solutions may be of use in other scenarios.
Time Offset
Tracking fruit with the multiple view geometry framework is contingent on the ability
to accurately calculate the offset in camera position between frames. This requires
accurate localisation of the camera at the time of the image capture. In our sensor
configuration, image timestamps were recorded at the time-of-arrival of the image
into computer memory and tagged according to the position estimate from the on
board GNSS at that instance. The delay between the true time of capture and the
system allocated time stamp results in an error in the camera position estimate, which
adversely affects the epipolar projections. This can be corrected for by estimating
the time offset and updating the image timestamps accordingly.
The optimal time offset ∆t was evaluated using the minimisation procedure presented
for mangoes in Section 5.1. A range of time offsets were applied independently to
the multi-view tracking framework, and for each, the average fruit association pixel
distance (mean projections error) was evaluated. Figure 5.1 illustrates the change in
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projection error, which shows a clear global minima around ∆t = 0.1 s, similar to
what was observed with the mango dataset. The optimal time offset agrees with the
imaging rate of the system, as the LadyBug sensor captures 96 million bits of data
per image set, which when divided by the FireWire 800 Mbps speed gives us 0.12 s.
-0.1 -0.05 0 0.05 0.1 0.15 0.2 0.25
Time Offset (seconds)
9.6
9.65
9.7
9.75
9.8
9.85
9.9
9.95
10
10.05
10.1
M
ea
n 
Pr
oje
cti
on
 E
rro
r (
pix
els
)
Average pixel distance for time off-set
Figure 5.7 – The mean projection error between associated epipolar lines and fruit
detections, for a range of time offsets applied to the image data.
Navigation Smoothing
Operating between narrow rows and tall trellised trees at the apple orchard resulted
in frequent GPS errors due to satellite occlusions. This caused random jumps in
the vehicle position estimates, as illustrated by the breaks in the vehicle trajectory
in Figure 5.9b. The corresponding errors in estimated camera position resulted in
incorrect epipolar projections between consecutive frames. The severity of these errors
was not significant for the mango dataset due to fewer satellite occlusions from the
more open canopy. However, at the apple orchard, it often resulted in incomplete
fruit tracking due to failed associations. The pre-processing method presented in this
section aims to reduce the occurrence of such navigation jumps.
5.2 Fruit Tracking and Yield Mapping in a Trellised Apple Orchard 159
The GPS/INS module receives GPS updates every second, between which the vehi-
cle position is updated by the INS. The jumps in the navigation data are therefore
observed every second when the GPS correction is received. Such instances are il-
lustrated in Figure 5.8, which shows the z-component of the vehicle position for a
60 s segment of the traverse, and its first and second derivative. These jumps result
in erroneous estimates of relative movement of the camera between image frames.
To address this, the navigation data was smoothed by reducing large deviations in
the vehicle acceleration data. By applying a threshold on acceleration (in this case
at a = 0.25 m.s−2), false jumps in the vehicle trajectory could be detected and
suppressed. Smoothed position estimates were calculated by numerically integrating
the filtered accelerations twice. Figure 5.9 compares the trajectory before and after
position smoothing, highlighting the change over a 12 s segment in altitude in Fig-
ure 5.9a, and a comparison of the trajectory across the block in Figures 5.9b and
5.9c. The updated trajectory was smoother, but no longer globally accurate. The
processed navigation data was used to calculate camera translation between frames
when performing epipolar projection, therefore global accuracy was not a necessity.
The commercial off-the-shelf (COTS) GPS/INS module used in these experiments
returns a fused estimate of positions and the raw satellite range and inertial measure-
ment unit (IMU) data is unavailable, which imposes a practical limitation on what
smoothing techniques can be applied. A theoretically superior approach would be
to use Kalman filters or graphical models to smooth the navigation data while also
preserving global accuracy [161].
5.2.5 Results
This section provides a quantitative and qualitative analysis of the yield estimation
performance. Fruit counts are estimated per trellis face, by accumulating detections
from individual images with the interval counting method, and counting the total
number of unique fruit on the trellis wall with the multi-view tracking method. Yield
estimates are evaluated by using ground truth fruit counts, and compared for differ-
ent variations of the distance interval method (by changing the minimum distance
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Figure 5.8 – Changes in vehicle altitude over a one minute period. The graphs show
the absolute position and its first and second derivatives. The spikes align with
the GPS updates appearing per second.
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Figure 5.9 – Vehicle trajectory before and after smoothing. Figure shows, a) the raw
and smooth position estimates in altitude over a 10 second period, b) the raw
vehicle trajectory, and c) the smoothed vehicle trajectory.
between images) and the multi-view framework. The counts are spatially represented
as a yield density map and a structured yield map, which highlight the variations
in fruit counts in different ways. Finally, a closer inspection of tracking errors is
presented, with a discussion of the primary failure modes.
Yield Estimation Accuracy
The yield estimation performance is evaluated by comparing image based counts
against the harvest counts per trellis face. A linear mapping was used to regress the
two (y = mx), with estimation accuracy specified by the slope m and the precision
represented by the coefficient of determination (R2) of the model.
The regression models from interval counting (with ∆x = 0.5 m) and tracker based
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counting are shown in Figure 5.10. Both methods performed with similar precision
(R2 = 0.88− 0.89), with interval counting reporting a 80% accuracy in fruit counts,
and the tracker based counting estimating 57% of the actual fruit. Row 5b was
denoted as an outlier as images were subject to significant solar flares during data
gathering, resulting in numerous false positive detections. The results here are in
contrast to the accurate counting achieved with multi-view analysis of the mango
dataset in the previous section where 101% were accounted for.
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Figure 5.10 – Linear models for the estimated number of fruits per row compared
to the harvest count. On the left are the estimates from interval based counting,
and on the right, the estimates from multi-view counting. The dotted diagonal
line represents the ideal result whereby the correct number are counted without
calibration.
A comparison of the apple yield estimation performance from different methods is
summarised in Table 5.1. Here we also include the yield estimation results presented
earlier in Section 3.2, which used interval counting with a sub-optimal fruit detection
framework based on pixel-wise classification and WS. The incorporation of a more
accurate detection framework (Faster R-CNN) has a direct impact on yield estimation,
with more fruit being detected (from 54% to 80%), but more importantly a higher
precision (R2 from 0.84 to 0.87)2. Multi view counting was not performed with the
per-pixel based fruit detector due to the high computational cost required to classify
2The linear regression model has been updated since what was reported in Bargoti and Un-
derwood [13] (Section 3.2), to have a zero offset and ignore the outlier row. The updated results
presented in this section reflect these changes
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at the per-pixel level, over every single image in the dataset as required for tracking.
Table 5.1 – Yield estimation performance represented by the linear fit between the
estimated counts and harvest counts. The results compare interval counting based
on two detection frameworks and the multi-view counting using the state-of-the-art
detection framework.
Detections Interval Counting Multi-view counting
Faster R-CNN [11] y = 0.794x, r2 = 0.868 y = 0.573x, r2 = 0.879
CNN + WS [13] y = 0.536x, r2 = 0.839 –
Both counting approaches were unable to directly measure the actual fruit count, as
was achieved for mangoes with multi-view counting. Therefore, in order to estimate
the harvest yield at V-trellis apple orchards, image based counts need to be calibrated
with harvest data, e.g. by learning the linear mapping. A calibration model learnt
from harvest measurements from a subset of the orchard (14 trellis faces in this
instance) could be applied to image based counts from a different set. For example, the
model can be used to estimate yield at smaller increments (e.g. per tree) within these
rows. Furthermore, it could extrapolate to other rows at the orchard block, if they
share the same configuration and geometry to the calibration rows. An illustration
of the calibration results are shown in Figure 5.11, spanning the rows containing the
ground truth data.
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Figure 5.11 – A comparison of per-row harvest counts and calibrated yield estimations,
which were obtained using the multi-view tracking and counting framework.
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Extending Interval Counting
The interval counting approach presented above is conducted over frames which are
positioned at least ∆x = 0.5 m from each other. We test the sensitivity of preci-
sion and accuracy to variations of this distance, varying from no frame skipping, to
selecting frames every 10 m (∆x ∈ [0, 10]). The relationship is illustrated in Figure
5.12. Significant over-counting occurs when no frames are skipped, which also leads
to poor precision as the counts are not uniformly accumulated due to variable vehicle
speeds. Although the RoI was tuned for ∆x = 0.5 m, the precision does not vary
significantly between 0.4 m ≤ ∆x ≤ 3.0 m, even though significant portions of the
scene are completely missed with the larger gaps. As the gap distance increases fur-
ther (∆x > 3.0 m), the proportion of the fruit that is actually counted decreases too
far and larger fluctuations in precision are observed.
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Figure 5.12 – Yield estimation performance using interval counting with varying dis-
tances between consecutive frames.
Yield Mapping
Different yield map representations can be produced with fruit counts estimated
densely across the orchard, using both fruit counting methods. A yield density map
represents a smooth geo-spatial distribution of yield, whereas a structured yield map,
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enables reasoning about yield in individual orchard rows or tree segments. This sec-
tion illustrates a yield density map for the trellis apple orchard, produced by using
interval counting, and a structured yield map that was built using counts from the
multi-view approach.
The yield density map was generated by geo-tagging fruit counts from individual
frames appearing at a distance interval of ∆x = 0.5 m. The discrete point values
can be represented as a contour image, to illustrate smooth spatial variations in
yield density. Figure 5.13 shows this for data captured from 18 rows at the orchard
(overlapping the rows where ground truth was available). The density map highlights
pockets of regions with high and low yield at the orchard block.
Figure 5.13 – Apple yield map constructed by geo-tagging counts from images sampled
at least 0.5 m from each other. Red areas show regions of high yield and blue areas
show regions of low yield.
To extend to a structured yield map, the fruit counts generated in this section are
associated to individuals trees, using the trunk detections from Section 4.1. Using
the output from the multi-view tracking framework, each uniquely tracked apple
can be localised in 3D by triangulating its observations from multiple frames, as
previously done for mangoes. The 3D positions of all fruit spanning the scanned
regions of the block are illustrated in Figure 5.14. As both the fruit positions and the
previously evaluated trunk detections are geo-spatially tagged, fruit can be associated
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to a corresponding trunk, if it lies within half the trunk separation width (i.e. half
way to the neighbouring trunks). Figure 5.15 shows the structured yield map at
the orchard block, spanning the same area as the yield density map. Variations
in yield can now be visualised according to individual tree segments, with sample
images taken from high and low yield trees illustrated in the figure. Furthermore, a
topological representation of the map, where each measurement is sequentially tagged
as per the row number and tree ID, adds additional reasoning capabilities about the
fruit counts. For example, the measurements can be targeted to particular rows and
trees via sequential counting, which is difficult with the yield density map, where
accurate localisation would otherwise be required. Additionally, the structured yield
map better conveys any missing data, such as the pollinator trellis faces which were
not scanned.
Figure 5.14 – Point representation of triangulated apples tracked across the orchard
block. Inset shows the 3D position of the fruits over a small segment of a trellis
face.
Tracking Errors
Tracking failures with the multi-view approach typically occurred in regions of clus-
tered fruit and in regions of poor navigation data. The two instances are illustrated
in Figure 5.16, which shows a particular scene at the farm tracked over three frames.
Tracked fruit are uniquely identified and the projected epipolar lines are drawn in
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Figure 5.15 – A top down view of a structured yield map at the trellis apple orchard.
Each row and tree (trunks) within are automatically segmented using image and
LiDAR data. Fruit detections are localised using the multi-view tracking approach.
Each trunk is subsequently matched to fruit detections in its neighbourhood (half
way to adjacent trunks). The yield map is managed topologically, with sequential
IDs denoting the rows and trees. Pairs of rows represents the ground trellis faces
on the V-trellis structure. Rows in white were not scanned. Inset shows examples
of trees with high and low yield.
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grey, with their start and end point labelled in green and red respectively. The first
two images illustrate examples of tracking errors in regions of clustered fruit. Fruit
IDs including [43, 48, 29] are sparsely positioned and are tracked accurately. On the
other hand, fruits on the bottom left of these images appear in tight clusters (e.g.
ID: [71, 66]) and are subject to incorrect associations leading to erroneous tracking.
Large projection errors can be seen between the second and the third image, where
the epipolar lines no longer oriented as expected. In this case, the navigation data
had a jump in the vehicle position estimate, which was not smoothed out by the data
pre-processing applied earlier. Tighter thresholds on vehicle acceleration could correct
for this, but there is a balance between suppressing erroneous jumps and preserving
accurate local motion estimates of the vehicle.
Figure 5.16 – Fruit tracking errors in instances of high clustering and GPS jumps.
The figure illustrates a region of the trellis face within which fruit were tracked over
three frames. The figures illustrate fruit with unique IDs and projected epipolar
lines in grey (with the start and end points in green and red respectively).
5.2.6 Discussion
This sections presents a discussion of the interval counting and multi-view counting
approaches for practical deployment in trellised orchards. First we discuss the sensi-
tivity of interval counting on the distance parameters, followed by the limitations of
the multi-view approach to yield estimation.
Interval counting was prone to over-counting in some instances and under-counting
in others due to: 1) variability in the relative pose of the trellis face to the camera,
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2) the inaccuracies associated with approximating the 3D geometry of the trellis face
to a 2D wall, and 3) irregularities in distances between image frames, as the enforced
distance separation is only a lower bound constraint. However, the method was able to
achieve comparable precision to the multi-view approach (R2 ∼ 0.87) over a range of
distance thresholds (see Figure 5.12). The method displayed better counting accuracy
than the multi-view approach (54% vs 80%), however, it is not indicative of actual
fruit counts. In can be seen in Figure 5.12 that a lower distance threshold could be
selected to achieve 100% accuracy (at ∆x = 0.3 m), but instead of counting each
fruit, it would be balancing over-counting and completely missed detections, while
also leading to a lower yield precision.
The variability in fruit yield could not be captured with large gaps between frames
(∆x > 3 m), where significant instability in the precision measure was observed. This
variability along each row is subject to an underlying spatial frequency, that may
span multiple trees at a trellised orchard as the neighbouring trees would typically
be exposed to similar conditions and therefore bear a similar number of fruit. The
Nyquist sampling rate required to capture the yield variability at this orchard can be
observed by the instability in the yield precision from measurements taken at distances
greater than ∆x ∼ 3 m. When sampling is more sparse, e.g. ∆x = 3 m, measurements
in some rows could align with high yield trees resulting in an over estimate, whereas
the opposite may happen on other rows. This suggests that subsequent data gathering
operations at the orchard need to take at least one sample per 3 metres (or a sample
every 2-3 trees, considering the spacing at this orchard) to reliably measure row yield.
However, the optimal sampling rate with a distance interval approach might vary for
different orchards or different rows within a block, and would therefore need to be
re-evaluated and tuned accordingly.
The multi-view approach similarly delivered precise yield estimates, but was also
unable to accurately count all the fruit, estimating 57% of the harvest count. The
method was unable to uniquely identify each fruit on the trellis faces due to: 1) the
inability to image the V-trellis from both sides, 2) the difficulty in seeing all fruit in
appearing in clusters, and 3) the occurrence of the different detection and tracking
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errors mentioned above. Unlike stand-alone trees (like the mangoes in Section 5.1),
or vertical I-trellised trees, a V-trellis structure cannot be easily scanned from both
sides. A significant portion of the fruit are therefore missed due to occlusions from
foliage. Additionally, apples generally tend to grow in a tighter clusters relative
to mangoes, which results in under-counting. The relative clustering of the two fruit
types can be quantified by measuring the distance from each fruit to the corresponding
nearest fruit, using the triangulated 3D fruit locations. The median nearest-neighbour
distance for the apples and mangoes was 11.7 cm and 17.2 cm respectively. The true
estimates are most likely even lower for apples as they generally tend to from bunches
(while mangoes are typically more isolated), and instances appearing in tight clusters
would often be missed by the detection algorithms.
Between the two counting approaches, the multi-view analysis adds additional com-
plexity, but provides additional advantages such as 3D fruit localisation, which is
not possible with the single perspective provided by interval counting. A further
advantage is that the tracking approach achieves comparably high precision without
over-counting due to overlaps, or requiring the distance threshold to be tuned to the
variability of yield on any given farm.
5.2.7 Summary
This section presented yield mapping and estimation approaches for an apple orchard
hosting a V-trellis configuration. This includes yield estimation by accumulating
fruit detections from images sampled at distance intervals, and the adaptation of
the multi-view approach, which was previously presented for mangoes in Section 5.1.
The yield estimation performance was evaluated by comparison between fruit counts
obtained during harvest for each trellis face. Both the interval counting and multi-
view approach achieved high precision in yield estimation (R2 = 0.87 to 0.88). The
reliability of the interval counting approach was dependent on the sampling distance,
which would vary from orchard to orchard. The multi-view approach accounted for
57% of the fruit, where the missing fruit can be attributed to the inability to image the
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trellis face from both sides, inability to account for all fruit appearing in clusters, and
a higher occurrence of tracking errors in trellised orchards (as compared to the mango
orchard) due to GPS occlusions from the tall canopies and narrow rows. Finally, the
count estimates were used to build a yield density map, which highlighted spatial
variations in yield, and extended to a structured yield map, which helped reason
about yield variations at the individual tree scale.
The current limitations of the multi-view approach at the trellised apple orchard
highlights the future work required in this area. Accuracy and reliability of the
navigation data can be improved by using sensor fusion, combing motion estimates
from GNSS, INS and other modalities such as vision or LiDAR. Incorrect associations
of fruit appearing in clusters could be addressed by including triangulated depth
information during track association to iteratively reduce the length of epipolar lines
to match the unique range estimate for each fruit, as typically done when processing
visual landmarks in visual SLAM. Clustering models could be used to estimate the
number of fruit in a cluster when viewed from specific viewpoints (as done in Nuske
et al. [114] for grapes). This avoids the need to view all fruit, but instead infer the
fruit count from the shape and size of a cluster. These recommendations would result
in more precise yield estimates, however, the inability to perceive V-trellises from
both sides limits the absolute accuracy of yield estimation. Calibration is therefore
essential to obtain harvest count estimates. Future work is to determine the stability
of the calibration parameters using both the distance interval and multi-view counting
methods, and the stability of calibration over different stages of growth, subsequent
years and different orchards.
Chapter 6
Conclusion
The purpose of this thesis is to design a yield mapping framework for orchards,
that interprets imagery and LiDAR data from a mobile ground vehicle perspective,
to produce a map of the fruit. This chapter provides a summary of the different
components of the framework that were developed, followed in Section 6.2 by a list
of specific contributions that have been made. Section 6.3 draws from the range of
in-field data gathering and post-processing experiments, to discuss practical aspects
of deploying the system in the field. Finally, Section 6.4 concludes the thesis with a
discussion of future directions.
6.1 Summary
This thesis developed a yield mapping framework for orchards using image and LiDAR
data. The proposed framework performs fruit detection on images, fruit tracking
between image frames and fruit localisation in 3D. The output of the framework
is a geo-spatial yield density map, which can also be extended to form a structured
yield map, whereby fruit are associated per-tree and per-row. This is made possible by
methods to automatically detect and localise individual rows and trees. In the process
it addresses various challenges faced with the nature of data captured in challenging
environmental conditions imposed by orchards. The result is a robust and accurate
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system that is broadly applicable to various orchard types. The resulting data can
assist growers and agronomists to expand on their precision agriculture capabilities,
facilitating tasks such as targeted thinning, spraying and harvesting. This section
summarises the different components of yield estimation developed in this thesis.
A review of the literature in machine learning for agriculture is presented in Chapter
2, spanning sensor choices, algorithms and frameworks for the various components
of yield mapping. Different methodologies for image based fruit detections are de-
tailed, by covering approaches relating to various fruits and orchard conditions in the
agrovision literature, but also recent work from the broader computer vision com-
munity on object detection. The advances in literature outside agrovision expose a
gap in the current fruit detection methods. This thesis targets this gap in Chapter
3 by implementing and demonstrating the capabilities of various state-of-the-art de-
tection approaches to different fruit. Following this, Chapter 2 presents a review of
multi-view image registration, tree detection and segmentation, and yield estimation.
This highlights other challenges associated with mapping the fruit detections, thus
motivating the research presented in Chapters 4 and 5.
Chapter 3 presents the core component of yield mapping, which is fruit detection
using image data. The proposed system improves fruit detection performance in
challenging outdoor orchard conditions, which are prone to ever-changing natural il-
lumination and shadow conditions, through the development of deep feature learning
based classification networks and the utilisation of orchard domain knowledge. Detec-
tion is structured as either pixel-wise classification and blob detection, or bounding
box regression. A comparison of numerous architectures communicates the advances
in detection performance with increasing network complexity.
The pixel-wise classification approach labelled each pixel in the image as fruit or
background, by using either a ms-MLP or CNN classification framework. Various
metadata can also be added, which correlate with aspects of observed variations in the
scene. Metadata such as pixel position, row numbering and sun position were used,
resulting in improvements in pixel-classification performance for apples by 3 − 6%
when operating with shallow networks such as ms-MLP. A diminishing return in
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improvement with metadata was seen as the network complexity increased, suggesting
that more complicated, modern network architectures are able to automatically learn
the variability that was explicitly modelled with metadata. Additionally, an increased
complexity of the classification architecture yielded better pixel-wise classification
results, with an apple F1-score of 0.683 achieved with a shallow ms-MLP and 0.791
with a deep CNN. Pixel-wise image classification outputs were post-processed using
hand-engineered techniques such as WS and CHT, to detect and count individual
fruit. The framework produced an apple detection F1-score of 0.861.
Following this, a recent CNN based object detection framework, Faster R-CNN, was
investigated, which returns bounding box predictions for each fruit. The network is
an end-to-end detector, which requires bounding boxes instead of pixel-wise labels
for training and removes the need for hand-engineered post-processing. Furthermore,
it produced the best yet results on the previously tested apple dataset, with a de-
tection F1-score of 0.904, while delivering faster training and inference times. The
versatility of the network was demonstrated by applying it to several fruits, including
apples, mangoes and almonds, and by performing a range of ablation studies, which
examined the most important training parameters. A study of detection performance
against the number of training images demonstrated the amount of training data re-
quired to achieve robust detection accuracy. Various strategies to reduce the training
time and/or the requisite amount of training data were explored. For example, the
amount of training data required could be halved without performance loss, if data
augmentation strategies such as flip and scale were used. The fruit detection strate-
gies proposed in this chapter are easily generalisable to different fruit types, and they
bridge the gap between modern computer vision techniques and agrovision that was
identified in Chapter 2.
Chapter 4 explores tree identification and mapping for trellised structured orchards in
I-trellis or V-trellis formations. The proposed framework identified the heavily inter-
twined trees by detecting individual tree trunks using LiDAR and image data fusion.
This includes automatic row extraction, trellis face segmentation, building a trunk
observation model and using a HSMM for probabilistic trunk detection, which lever-
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ages from the regular structure of the orchard. The pipeline was tested at an apple
orchard at different times of the year, with different apple varieties, and with different
vehicle traversal speeds. It was adaptable to all these configurations, producing good
performance on data obtained during the pre-harvest season (95.8% accuracy) and
near perfect tree detection (99% accuracy) when potential ambiguous foliage is at a
minimum.
Finally, Chapter 5 brings together the fruit and tree detection frameworks to deliver
the desired yield mapping output. Firstly, a fruit tracking approach based on multiple
view analysis is developed to address two key factors for fruit counting: 1) to reduce
missed counts due to fruit that is occluded when viewed from a single view-point,
and 2) to manage detections from overlapping image frames, which would otherwise
result in over-counting. Multiple-view geometry is used to project detections from one
frame to the next, and pair-wise associations are made. The registered counts are then
associated to individual rows and trees, using the structural segmentation approaches
discussed in Chapter 4. The end-to-end yield mapping framework was tested for two
different orchard types, mangoes on stand-alone trees, and apples on trellised trees.
At the mango orchard, the multi-view approach with Faster R-CNN detections led
to more accurate and precise yield estimation performance, when compared against
a single or dual-view approach. The same was not observed at the apple orchard,
where the multi-view tracking analysis missed a lot of fruit, likely due to the inability
to image both sides of the individual walls of the V-shaped trellis structure. Finally,
for both orchards, localising fruit in the 3D scene enabled the calculation of spatial
statistics, which enrich the yield mapping output.
The different components of this thesis have been validated through extensive exper-
imentation with field operations spanning almond, apple and mango orchards. Data
were captured from a sensor suite on a UGV, which traversed a total of 30 km and
5 hectares of farm area, spanning more than 7, 000 trees, under different weather
conditions and times of day. Training and quantitative validation of the different
processes have been done using manually collected ground truth data. For image
and LiDAR data, this includes tagging fruit and tree locations, whereas for in-field
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data, this refers to fruit counts from visual inspection of trees and grading/weighing
procedures performed post-harvest. A selection of labelled data has been published
online to encourage further research in this area, alongside an annotation toolbox for
rapid fruit labelling [9].
This thesis developed a framework for structured yield mapping, which is a crucial
component to modern and future precision agriculture. The proposed algorithms
and systems advance the state-of-the-art in image and LiDAR processing of orchard
data to provide generalisable and principled approaches to estimating and mapping
fruit load. As a result, the framework is applicable to various crop types, sensor
configurations and environmental conditions.
6.2 Contributions
The core contribution of this thesis is a framework for yield estimation at orchards
using ground vehicles. This is built through more specific contributions within the
different stages in the framework as detailed below.
Fruit detection
• A novel extension to deep learning classification frameworks such as multi-scale
multi-layered perceptrons and convolutional neural networks, by incorporating
metadata. Metadata relates to factors of appearance variations in image data
and assists discriminative classification of fruit.
• A study of the utility of different metadata sources and their inclusion within
different classification architectures. These include deeper networks, different
training configurations with varying amounts of labelled data and training in-
stances, and various evaluation metrics such as pixel-wise fruit classification,
fruit detection and yield estimation.
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• Deploying and evaluating a state-of-the-art object detection architecture, Faster
R-CNN, in the context of fruit detection on outdoor orchard images, including
modification to enable detection on high resolution data containing more than
1000 objects each.
• Empirical analysis on training data requirements to help reduce labelling efforts,
through data augmentation proposals and transfer learning between orchards.
• Releasing annotated datasets for multiple fruit1, alongside an object labelling
annotation toolbox, designed for rapid fruit labelling [9].
Tree segmentation and mapping
• A pipeline to automatically process LiDAR and image data to produce a tree
inventory in trellised orchards.
• Application and experimental validation of tree detection and mapping at an
apple orchard on multiple trellis formations, different apple varieties, and at
different times of the year (i.e. varying crop maturity).
Yield mapping
• Adaptation of a fruit tracking framework to trellised systems, using multi-view
geometry to associate and uniquely track fruit detections between consecutive
image frames.
• Deployment and experimental validation of structured yield mapping for a
mango and apple orchard, which host trees planted in stand-alone and trel-
lised formation respectively.
• Evaluating yield mapping performance by comparison against harvest and hand
counts made at the farm.
1Accessible at http://data.acfr.usyd.edu.au/ag/treecrops/2016-multifruit/
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6.3 Discussions on Field Deployment
This section discusses various practical aspects concerning the deployment of the yield
mapping framework at orchards, drawn from the breadth of experiments conducted
within this thesis, including 1) recommendations for sensor configurations, including
imaging and navigation in orchard conditions, and 2) important aspects that should
be considered when collecting ground truth data.
6.3.1 Sensor Configurations
As highlighted in the literature review, and throughout the core chapters of this
thesis, designing robust algorithms for processing data in outdoor orchard conditions
is a challenging task. Regardless of the choice of perception framework, a critical
aspect for reliable performance is the quality of the data captured. For structured
yield mapping, this refers to image, LiDAR and navigation data.
When capturing image data for fruit detection, consideration must be given to details
including image resolution, depth of field, distance to scene, size of fruit, illumination
conditions and camera exposure time. The fruit detection algorithm presented in
Section 3.3 is theoretically limited to a fruit size of greater than 16 pixels in diameter.
However, based on observations from experimentation in this thesis, performance
starts to degrade for fruits smaller than 25 to 30 pixels in width. The physical size
of the fruit, and its distance to the camera then helps specify the requirements for
camera resolution. This is particularly difficult as the ratio between the fruit size
and tree size decreases, and to obtain sufficient resolution per fruit but also span the
whole tree, very high resolution cameras with wide FOV are needed. In instances
where the resolution requirements are too high, multiple overlapping cameras can be
used, but have an added complexity of multi-view registration. Furthermore, when
imaging fruit on large canopies, the high variability in the range to each fruit changes
the appearance in the image (including pixel count) and necessitates wide depth of
focus. This was particularly observed with almonds, where many fruit had a low pixel
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density and were often out of focus. Although direct fruit counting is likely a widely
applicable solution for yield mapping, for some situations where the fruit is small,
and the depth of volume of the canopy is large, the challenges to acquiring good raw
imagery are significant. Alternative strategies for yield mapping may be more suitable
in such cases, where measurements such as canopy volume estimation, soil moisture
content, and flowering density can potentially correlate with fruit counts/weight.
For all orchards, timing the data acquisition plays an important role in controlling
the variations due to external illumination. Imaging artefacts such as lens flares and
over-exposure occur on bright days, especially when the sun is in the FOV of the
camera. Imaging with overcast conditions can provide more uniform lighting, but re-
strict the operation hours. Active illumination can enable night time operations, thus
avoiding any variable background light altogether. To extended the concept to day
time operation, high powered illumination sources can be used to suppress variations
from background illumination. With short duration strobes coupled with matched
camera exposure times, as used for mangos in this thesis, this can be achieved without
excessive power requirements. This allows for data gathering at any time of the day
(or night), but with the added cost of additional hardware, power requirements, and
system configuration. Active illumination introduces other forms of variability due
mostly to the range of scene depth, as objects closer to the light source are prone to
over-exposure, and a rapid reduction of illumination occurs at longer ranges. There-
fore imaging larger trees requires multiple illuminations angles and a higher power
budget.
In order to accurately map yield spatially, a suitable platform localisation framework
is required. The various field trials conducted for the data presented in this thesis
utilised a COTS GPS/INS unit to localise the sensor platform. Localisation errors
occur in regions of tall canopies due to satellite occlusions. This is more significant
in trellised orchards due to the narrow rows and overarching canopies. The localisa-
tion error impacts spatial representation of yield, but also 3D registration of LiDAR
data and camera position for fruit tracking. This thesis proposed various algorithmic
strategies to address these limitations, however, the use of more sophisticated local-
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isation systems such as SLAM could reduce the occurrence of these problems, while
potentially also reducing the cost.
6.3.2 Collecting Ground Truth Data
Ground truth data is vital for training and validation of any agrovision framework.
For yield mapping, this refers to annotating fruit on images, trunks on LiDAR data
and manually sampling fruit counts in the field. Each processes is laborious and prone
to subjective biases. With image data, it can be difficult for a human to perceive the
depth of the scene, which limits the ability to discern fruit in the foreground and
background rows. This task is harder when the physical distance between foreground
and background objects is smaller, such as fruit and trees in trellised orchards. Three
dimensional interpretation of the scene can assist with depth perception, but requires
an additional sensing modality. Manually counting fruit on trees is time consuming
and logistically challenging. The process can range from targeted counting on individ-
ual trees to counting and grading the total harvest of an orchard block. For smaller
regions, fruit counts can be visually conducted on-the-tree by human observers, but
that is prone to greater subjective biases in regions of high yield. A more accurate
approach is to selectively harvest fruit from individual trees and manually count af-
terwards, but that is more disruptive to the orchard logistics, particularly at the busy
time of harvest. Large scale counting is easiest when aligned with the normal harvest
cycle, where a grading machine can be used for accurate measurements. However,
such operations are typically conducted over whole blocks at a time. Separating the
grading machine counts to smaller segments can be logistically complex, as uniquely
binning, identifying and measuring harvested fruit from different areas of the farm
introduces extra time and cost to the harvesting schedule. For example, at the apple
orchard where the experiments in this thesis were performed, harvesting and grading
is normally done at a per block level. To accommodate our experiments, the grower
had to make logistical changes to enable per row counting. This led to many bins
being only partially filled, and required many more bins in total. In the packing shed,
this resulted in an increase in forklift operations, work hours, etc. Finally, in situa-
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tions where ground truth accuracy is prone to human biases (e.g. in-field counting
and image labelling), the labelling budget should ideally allow for multiple annota-
tors. Labelling the same pool of data multiple times allows for outlier rejection and
averaging. For example, image based fruit annotations in Section 3.3 were generated
and fine-tuned through multiple passes through the image data.
6.4 Future Work
The components of this thesis are designed to address machine vision under the
challenging environmental conditions imposed by orchards. This has led to significant
quantified improvements in accuracy across the different stages of yield mapping.
Nevertheless, some of the limitations in this work could be addressed in future work,
leading to potential improvements in 1) fruit detection, tracking and localisation
accuracy, 2) fruit counting performance, and 3) the costs associated with ground truth
gathering. Furthermore, the next stage in the pipeline for precision agriculture will
include using the structured yield maps to design data driven strategies for decision
making in farms.
The proposed state-of-the-art detection framework in this thesis addresses a gap that
existed in the agrovision literature, and delivers significant quantified performance
gains. Further incremental improvements in performance could be achieved by tar-
geting both the data acquisition approaches and the image processing algorithms.
Improvements in sensing hardware and active illumination strategies can lead to bet-
ter image quality (such as reduced variability), however, further work is required to
systematically design an optimal sensor system. This would address, for example, the
optimal layout of strobe lighting and sensor configuration, for a given fruit or tree
structure. Further advances in algorithmic capabilities in agrovision can be targeted
by keeping up to date with the latest in the computer vision literature. Although
the Faster R-CNN framework used in this thesis is a recent development in computer
vision [133], there have already been further developments in the field, which have
resulted in improvements in detection accuracy, and reductions in computation time
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[93, 64]. However, as these benefits are mostly incremental, a stronger focus should
be placed on addressing the limitations of other components of the yield mapping
framework.
This thesis presents a multiple view geometry approach for fruit tracking. Fruit
associations between consecutive frames are generated by projecting detections from
one frame onto the other, and matching them with the corresponding detections.
A suitable extension here would involve performing association and tracking jointly
between more than two frames, such that fruits that get occluded in the middle of a
sequence are not lost while tracking. Further improvements can be made with fruit
associations through feature based matching, that track fruit based on appearance
instead of just spatial reasoning. A joint representation of the fruit detection and fruit
tracking frameworks could also improve detection accuracy, as previous observations
would place a prior on the probability of fruit locations in the next frame. For
example, with Faster R-CNN, detections from a previous frame could be used to
initiate the region proposal layer for detections in the next frame.
A major limitation to yield estimation as highlighted in the literature, and observed
in this thesis, is under-counting of fruit appearing in clustered groups. The severity
of clustering changes from fruit to fruit, for example, apples are more clustered than
mangoes. Multiple view analysis presents part of the solution, but accurate fruit
associations are difficult to compute when fruit are tightly bunched together. Future
work could instead redesign a counting approach based on density estimation and
directly predict fruit cluster properties, such as number of fruit within the cluster.
For example, instead of doing image classification to predict if a region contains
a fruit or not, an algorithm could instead regress to give a fruit density estimate.
Equivalent approaches have been explored in other applications such as counting
people in crowds and cell counting [167, 175, 5], with the state-of-the-art approaches
using deep learning architectures for density regression [5]. The process could enable
counting of occluded fruit, however, will require different strategies to collect training
data, and for tracking fruit clusters between frames (e.g. as applied to group tracking
in urban environments [107]).
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The various machine learning approaches stated above and discussed through this
thesis require ground truth data. Collecting this is a time consuming process and can
therefore restrict widespread deployment of the yield mapping framework. This thesis
proposed several preliminary approaches to reduce the amount of labelled data for
fruit detection, such as transfer learning and data augmentation. Although transfer
learning between orchard types did not result in significant performance gains, the
concept is worth investigating with data collected for the same fruit, but at differ-
ent orchards, seasons or tree maturity. Furthermore, the ability to transfer models
for different sensors and/or sensor configurations needs to be examined, as it would
allow more flexibility in hardware configuration without requiring repeated efforts
for training. The applicability of transfer learning could potentially encourage the
development a public database containing pre-learned models, which can be easily
deployed to new farms without the need for extensive data labelling.
The structured yield map generated from the proposed framework is intended to be
used by growers and agronomists to optimise decision making at the farm. It therefore
enables the next stage of research, which involves designing data driven operational
strategies that leverage from the understanding of spatial distribution of yield, to
optimise tasks such as thinning, fertilising and harvesting. The ability to associate
yield to individual trees and rows across orchard blocks, helps maintain a database
that could be systematically updated throughout the seasons and over multiple years,
which will enable a quantified experimental approach to test the benefits of fully data
driven decision making at the orchard.
List of References
[1] Aggelopoulou, A. D., Bochtis, D., Fountas, S., Swain, K. C., Gemtos, T. A., and
Nanos, G. D. (2011). Yield prediction in apple orchards based on image
processing. Precision Agriculture, 12(3):448–456.
[2] Aggelopoulou, K. D., Wulfsohn, D., Fountas, S., Gemtos, T. A., Nanos, G. D.,
and Blackmore, S. (2010). Spatial variation in yield and quality in a small apple
orchard. Precision Agriculture, 11(5):538–556.
[3] Akin, C., Kirci, M., Gunes, E. O., and Cakir, Y. (2012). Detection of the
pomegranate fruits on tree using image processing. In 2012 1st International
Conference on Agro-Geoinformatics, Agro-Geoinformatics 2012, pages 632–636.
[4] Annamalai, P., Lee, W. S., and Burks, T. F. (2004). Color vision system for
estimating citrus yield in real-time. In ASAE Annual International Meeting.
[5] Arteta, C., Lempitsky, V., and Zisserman, A. (2016). Counting in the Wild.
pages 483–498. Springer International Publishing, Cham.
[6] Bac, C. W., Hemming, J., and van Henten, E. J. (2013). Robust pixel-based
classification of obstacles for robotic harvesting of sweet-pepper. Computers and
Electronics in Agriculture, 96:148–162.
[7] Badrinarayanan, V., Kendall, A., and Cipolla, R. (2015). SegNet: A Deep
Convolutional Encoder-Decoder Architecture for Image Segmentation. arXiv
preprint arXiv:1511.00561.
[8] Bansal, R., Lee, W., and Satish, S. (2013). Green citrus detection using fast
Fourier transform (FFT) leakage. Precision Agriculture, 14(1):59–70.
[9] Bargoti, S. (2016). Pychet Labeller - An object annotation toolbox. Available
at https://github.com/acfr/pychetlabeller, last accessed 31/01/2017.
[10] Bargoti, S. and Underwood, J. (2015). Utilising Metadata to Aid Image
Classification in Orchards. In IEEE International Conference on Intelligent
Robots and Systems (IROS), Workshop on Alternative Sensing for Robot
Perception (WASRoP).
List of References 184
[11] Bargoti, S. and Underwood, J. (2016). Deep Fruit Detection in Orchards.
arXiv preprint arXiv:1610.03677.
[12] Bargoti, S. and Underwood, J. (2016). Image classification with orchard
metadata. In Proceedings - IEEE International Conference on Robotics and
Automation, volume 2016-June, pages 5164–5170.
[13] Bargoti, S. and Underwood, J. (2016). Image Segmentation for Fruit
Detection and Yield Estimation in Apple Orchards. Journal of Field Robotics.
[14] Bargoti, S., Underwood, J. P., Nieto, J., and Sukkarieh, S. (2014). Trunk
localisation in trellis structured orchards. In XXIX International Horticultural
Congress on Horticulture: Sustaining Lives, Livelihoods and Landscapes
(IHC2014): 1130, pages 625–630.
[15] Bargoti, S., Underwood, J. P., Nieto, J. I., and Sukkarieh, S. (2015). A
Pipeline for Trunk Detection in Trellis Structured Apple Orchards. Journal of
Field Robotics, 32(8):1075–1094.
[16] Bargoti, S., Underwood, J. P., Nieto, J. I., and Sukkarieh, S. (2015). A
Pipeline for Trunk Localisation Using LiDAR in Trellis Structured Orchards. In
Mejias, L., Corke, P., and Roberts, J., editors, Field and Service Robotics (FSR),
volume 105 of Springer Tracts in Advanced Robotics, pages 455–468. Springer.
[17] Barnea, E. and Ben-Shahar, O. (2014). Depth based fruit detection from
viewer-based pose. In Proceedings of the AgEng’14 Conference (Zurich,
Switzerland). Paper, volume 137.
[18] Beder, C., Bartczak, B., and Koch, R. (2007). A Comparison of PMD-Cameras
and Stereo-Vision for the Task of Surface Reconstruction using Patchlets. In 2007
IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pages
1–8.
[19] Berenstein, R., Shahar, O. B., Shapiro, A., and Edan, Y. (2010). Grape
clusters and foliage detection algorithms for autonomous selective vineyard
sprayer. Intelligent Service Robotics, 3(4):233–243.
[20] Bergerman, M., Billingsley, J., Reid, J., and van Henten, E. (2016). Robotics in
Agriculture and Forestry BT - Springer Handbook of Robotics. pages 1463–1492.
Springer International Publishing, Cham.
[21] Brust, C.-a., Sickert, S., Simon, M., Rodner, E., and Denzler, J. (2015).
Convolutional Patch Networks with Spatial Prior for Road Detection and Urban
Scene Understanding. In International Conference on Computer Vision Theory
and Applications (VISAPP), pages 510–517.
List of References 185
[22] Bulanon, D. M., Burks, T. F., and Alchanatis, V. (2009). Image fusion of visible
and thermal images for fruit detection. Biosystems Engineering, 103(1):12–22.
[23] Bulanon, D. M. and Kataoka, T. (2010). Fruit detection system and an end
effector for robotic harvesting of Fuji apples. Agricultural Engineering
International: CIGR Journal, 12(1).
[24] Bulanon, D. M., Kataoka, T., Ota, Y., and Hiroma, T. (2002). A Segmentation
Algorithm for the Automatic Recognition of Fuji Apples at Harvest. Biosystems
Engineering, 83(4):405–412.
[25] Castelluccio, M., Poggi, G., Sansone, C., and Verdoliva, L. (2015). Land use
classification in remote sensing images by convolutional neural networks. arXiv
preprint arXiv:1508.00092.
[26] Chaivivatrakul, S. and Dailey, M. N. (2014). Texture-based fruit detection.
Precision Agriculture, 15(6):662–683.
[27] Chandra, R. (2017). FarmBeats: IoT for Agriculture. Available at
http://www.eresearchnzconference.org.nz/wp-content/uploads/2017/01/
55.-Chandra.pdf, last accessed 20/07/2017.
[28] Chang, Y. K., Zaman, Q., Farooque, A. A., Schumann, A. W., and Percival,
D. C. (2012). An automated yield monitoring system II for commercial wild
blueberry double-head harvester. Computers and Electronics in Agriculture,
81:97–103.
[29] Chen, Z., Lam, O., Jacobson, A., and Milford, M. (2014). Convolutional neural
network-based place recognition. arXiv preprint arXiv:1411.1509.
[30] Cheng, H., Jiang, X., Sun, Y., and Wang, J. (2001). Color image segmentation:
advances and prospects. Pattern Recognition, 34(12):2259–2281.
[31] Chhabra, M., Gupta, A., Mehrotra, P., and Reel, S. (2012). Automated
Detection of Fully and Partially Riped Mango by Machine Vision. In Proceedings
of the International Conference on Soft Computing for Problem Solving
(SocProS), volume 131 of Advances in Intelligent and Soft Computing, pages
153–164. Springer India.
[32] Chinchuluun, R., Lee, W. S., and Burks, T. F. (2006). Machine visionbased
Citrus yield mapping system. In Proc. Fla. State Hort. Soc, volume 119, pages
142–147.
[33] Choi, D., Lee, W. S., Ehsani, R., Schueller, J. K., and Roka, F. (2015).
Machine vision system for early yield estimation of citrus in a site-specific
manner. In 2015 ASABE Annual International Meeting, page 1. American
Society of Agricultural and Biological Engineers.
List of References 186
[34] Coates, A., Lee, H., and Ng, A. Y. (2011). An Analysis of Single-Layer
Networks in Unsupervised Feature Learning. Engineering, 1001:1–9.
[35] Cohen, O., Linker, R., and Naor, A. (2011). Estimation of the Number of
Apples in Color Images Recorded in Orchards. pages 630–642. Springer Berlin
Heidelberg, Berlin, Heidelberg.
[36] Correa Farias, C., Valero Ubierna, C., and Barreiro Elorza, P. (2012).
Characterization of vineyard’s canopy through fuzzy clustering and svm over color
images. In International Conference of Agricultural Engineering. Agronomos.
[37] Das, J., Cross, G., Qu, C., Makineni, A., Tokekar, P., Mulgaonkar, Y., and
Kumar, V. (2015). Devices, systems, and methods for automated monitoring
enabling precision agriculture. In Automation Science and Engineering (CASE),
2015 IEEE International Conference on, pages 462–469. IEEE.
[38] Deng, J., Dong, W., Socher, R., Li, L.-J., Li, K., and Fei-Fei, L. (2009).
Imagenet: A large-scale hierarchical image database. In Computer Vision and
Pattern Recognition, 2009. CVPR 2009. IEEE Conference on, pages 248–255.
IEEE.
[39] Dey, D., Mummert, L., and Sukthankar, R. (2012). Classification of plant
structures from uncalibrated image sequences. In Rocha, A., editor, Proceedings
of IEEE Workshop on Applications of Computer Vision, pages 329–336. IEEE.
[40] Diago, M.-P., Correa, C., Millán, B., Barreiro, P., Valero, C., and Tardaguila,
J. (2012). Grapevine yield and leaf area estimation using supervised classification
methodology on rgb images taken under field conditions. Sensors,
12(12):16988–17006.
[41] Douillard, B., Underwood, J., Kuntz, N., Vlaskine, V., Quadros, A., Morton,
P., and Frenkel, A. (2011). On the segmentation of 3D LIDAR point clouds. In
Robotics and Automation (ICRA), 2011 IEEE International Conference on, pages
2798–2805. IEEE.
[42] Escolà, A., Martínez-Casasnovas, J. A., Rufat, J., Arbonés, A., Sanz, R., Sebé,
F., Arnó, J., Masip, J., Pascual, M., and Gregorio, E. (2015). A mobile terrestrial
laser scanner for tree crops: point cloud generation, information extraction and
validation in an intensive olive orchard. Precision agriculture, 15:337.
[43] Escolà, A., Martínez-Casasnovas, J. A., Rufat, J., Arnó, J., Arbonés, A., Sebé,
F., Pascual, M., Gregorio, E., and Rosell-Polo, J. R. (2016). Mobile terrestrial
laser scanner applications in precision fruticulture/horticulture and tools to
extract information from canopy point clouds. Precision Agriculture, pages 1–22.
List of References 187
[44] Everingham, M., Van Gool, L., Williams, C., Winn, J., and Zisserman, A.
(2010). The Pascal Visual Object Classes (VOC) Challenge. International
Journal of Computer Vision, 88(2):303–338.
[45] Felzenszwalb, P. F., Girshick, R. B., McAllester, D., and Ramanan, D. (2010).
Object Detection with Discriminatively Trained Part-Based Models.
[46] Fischler, M. A. and Bolles, R. C. (1981). Random sample consensus: a
paradigm for model fitting with applications to image analysis and automated
cartography. Communications of the ACM, 24(6):381–395.
[47] Font, D., Pallejà, T., Tresanchez, M., Runcan, D., Moreno, J., Martínez, D.,
Teixidó, M., and Palacín, J. (2014). A Proposal for Automatic Fruit Harvesting
by Combining a Low Cost Stereovision Camera and a Robotic Arm. Sensors
(Basel, Switzerland), 14(7):11557–11579.
[48] Font, D., Pallejà, T., Tresanchez, M., Teixidó, M., Martinez, D., Moreno, J.,
and Palacín, J. (2014). Counting red grapes in vineyards by detecting specular
spherical reflection peaks in RGB images obtained at night with artificial
illumination. Computers and Electronics in Agriculture, 108:105–111.
[49] Font, D., Tresanchez, M., Martínez, D., Moreno, J., Clotet, E., and Palacín, J.
(2015). Vineyard Yield Estimation Based on the Analysis of High Resolution
Images Obtained with Artificial Illumination at Night. Sensors, 15(4):8284.
[50] García-Luna, F. and Morales-Díaz, A. (2016). Towards an artificial
vision-robotic system for tomato identification. IFAC-PapersOnLine,
49(16):365–370.
[51] Girshick, R. B. (2015). Fast R-CNN. Proceedings of the IEEE International
Conference on Computer Vision, pages 1440–1448.
[52] Girshick, R. B., Donahue, J., Darrell, T., and Malik, J. (2014). Rich feature
hierarchies for accurate object detection and semantic segmentation. In
Proceedings of the IEEE conference on computer vision and pattern recognition,
pages 580–587.
[53] Gongal, A., Amatya, S., Karkee, M., Zhang, Q., and Lewis, K. (2015). Sensors
and systems for fruit detection and localization: A review. Computers and
Electronics in Agriculture, 116:8–19.
[54] Gongal, A., Silwal, A., Amatya, S., Karkee, M., Zhang, Q., and Lewis, K.
(2016). Apple crop-load estimation with over-the-row machine vision system.
Computers and Electronics in Agriculture, 120:26–35.
List of References 188
[55] Grocholsky, B., Nuske, S., Aasted, M., Achar, S., and Bates, T. (2011). A
Camera and Laser System for Automatic Vine Balance Assessment. ASABE
Technical Library.
[56] Grossetete, M., Berthoumieu, Y., Da Costa, J.-P., Germain, C., Lavialle, O.,
and Grenier, G. (2011). A new approach on Early Estimation of Vineyard Yield:
Site specific counting of berries by using a Smartphone. In European Conference
on Precision Agriculture, page 8 pages, Prague, Czech Republic.
[57] Gupta, M., Yin, Q., and Nayar, S. K. (2013). Structured light in sunlight. In
Proceedings of the IEEE International Conference on Computer Vision, pages
545–552.
[58] Hamner, B., Singh, S., and Bergerman, M. (2010). Improving orchard efficiency
with autonomous utility vehicles. In 2010 ASABE Annual International Meeting.
Pittsburgh, Pennsylvania. Retrieved August, volume 28, page 2011.
[59] Hannan, M. W., Burks, T. F., and Bulanon, D. M. (2007). A real-time machine
vision algorithm for robotic citrus harvesting. In 2007 ASAE Annual Meeting,
page 1. American Society of Agricultural and Biological Engineers.
[60] Hannan, M. W., Burks, T. F., and Bulanon, D. M. (2010). A machine vision
algorithm combining adaptive segmentation and shape analysis for orange fruit
detection. Agricultural Engineering International: CIGR Journal.
[61] He, K., Zhang, X., Ren, S., and Sun, J. (2015). Deep residual learning for
image recognition. arXiv preprint arXiv:1512.03385.
[62] Herrero-Huerta, M., González-Aguilera, D., Rodriguez-Gonzalvez, P., and
Hernández-López, D. (2015). Vineyard yield estimation by automatic 3D bunch
modelling in field conditions. Computers and Electronics in Agriculture,
110:17–26.
[63] Horaud, R., Hansard, M., Evangelidis, G., and Clément, M. (2016). An
Overview of Depth Cameras and Range Scanners Based on Time-of-Flight
Technologies. Machine Vision and Applications Journal.
[64] Huang, J., Rathod, V., Sun, C., Zhu, M., Korattikara, A., Fathi, A., Fischer, I.,
Wojna, Z., Song, Y., and Guadarrama, S. (2016). Speed/accuracy trade-offs for
modern convolutional object detectors. arXiv preprint arXiv:1611.10012.
[65] Hung, C., Nieto, J., Taylor, Z., Underwood, J., and Sukkarieh, S. (2013).
Orchard fruit segmentation using multi-spectral feature learning. In IEEE
International Conference on Intelligent Robots and Systems (IROS), pages
5314–5320.
List of References 189
[66] Hung, C., Underwood, J., Nieto, J., and Sukkarieh, S. (2015). A Feature
Learning Based Approach for Automated Fruit Yield Estimation. In Field and
Service Robotics (FSR), pages 485–498. Springer.
[67] Jagbrant, G., Underwood, J. P., Nieto, J., and Sukkarieh, S. (2015). LiDAR
Based Tree and Platform Localisation in Almond Orchards BT - Field and
Service Robotics: Results of the 9th International Conference. pages 469–483.
Springer International Publishing, Cham.
[68] Ji, W., Zhao, D., Cheng, F., Xu, B., Zhang, Y., and Wang, J. (2012).
Automatic recognition vision system guided for apple harvesting robot.
Computers & Electrical Engineering, 38(5):1186–1195.
[69] Jimenez, A. R., Ceres, R., and Pons, J. L. (2000). A survey of computer vision
methods for locating fruit on trees. Transactions of the ASAE-American Society
of Agricultural Engineers, 43(6):1911–1920.
[70] Jiménez, A. R., Ceres, R., and Pons, J. L. (2000). A vision system based on a
laser range-finder applied to robotic fruit harvesting. Machine Vision and
Applications, 11(6):321–329.
[71] Kapach, K., Barnea, E., Mairon, R., Edan, Y., and Ben-Shahar, O. (2012).
Computer Vision for Fruit Harvesting Robots - state of the Art and Challenges
Ahead. International Journal of Computational Vision and Robotics, 3(1-2):4–34.
[72] Karkee, M., Adhikari, B., Amatya, S., and Zhang, Q. (2014). Identification of
pruning branches in tall spindle apple trees for automated pruning. Computers
and Electronics in Agriculture, 103:127–135.
[73] Karpathy, A., Toderici, G., Shetty, S., Leung, T., Sukthankar, R., and Fei-Fei,
L. (2014). Large-scale video classification with convolutional neural networks. In
Proceedings of the IEEE conference on Computer Vision and Pattern Recognition,
pages 1725–1732.
[74] Kelman, E. E. and Linker, R. (2014). Vision-based localisation of mature
apples in tree images using convexity. Biosystems Engineering, 118:174–185.
[75] Kicherer, A., Herzog, K., Pflanz, M., Wieland, M., Rüger, P., Kecke, S.,
Kuhlmann, H., and Töpfer, R. (2015). An Automated Field Phenotyping Pipeline
for Application in Grapevine Research. Sensors, 15(3):4823–4836.
[76] Kim, D., Choi, H., Choi, J., Yoo, S. J., and Han, D. (2015). A Novel Red
Apple Detection Algorithm Based on AdaBoost Learning. IEIE Transactions on
Smart Processing & Computing, 4(4):265–271.
List of References 190
[77] Kitamura, S. and Oka, K. (2005). Recognition and cutting system of sweet
pepper for picking robot in greenhouse horticulture. In IEEE International
Conference Mechatronics and Automation, 2005, volume 4, pages 1807–1812.
IEEE.
[78] Kong, D. Y., Zhao, D. A., Zhang, Y., Wang, J. J., and Zhang, H. X. (2010).
Research of Apple Harvesting Robot Based on Least Square Support Vector
Machine.
[79] Krizhevsky, A., Sutskever, I., and Hinton, G. E. (2012). Imagenet classification
with deep convolutional neural networks. In Advances in neural information
processing systems, pages 1097–1105.
[80] Kurtulmus, F., Lee, W., and Vardar, A. (2014). Immature peach detection in
colour images acquired in natural illumination conditions using statistical
classifiers and neural network. Precision Agriculture, 15(1):57–79.
[81] Kurtulmus, F., Lee, W. S., and Vardar, A. (2011). Green citrus detection using
‘eigenfruit’, color and circular Gabor texture features under natural outdoor
conditions. Computers and Electronics in Agriculture, 78(2):140–149.
[82] Lalonde, J.-F., Vandapel, N., Huber, D., and Hebert, M. (2006). Natural
Terrain Classification using Three-Dimensional Ladar Data for Ground Robot
Mobility. Journal of field robotics, 23(10):839–861.
[83] Le Cun, B. B., Denker, J. S., Henderson, D., Howard, R. E., Hubbard, W., and
Jackel, L. D. (1990). Handwritten digit recognition with a back-propagation
network. In Advances in neural information processing systems. Citeseer.
[84] Li, P., Lee, S.-h., and Hsu, H.-Y. (2011). Review on fruit harvesting method for
potential use of automatic fruit harvesting systems. Procedia Engineering,
23:351–366.
[85] Li, P., Lee, S.-h., and Hsu, H.-Y. (2011). Study on citrus fruit image data
separability by segmentation methods. Procedia Engineering, 23:408–416.
[86] Li, Y., Qi, H., Dai, J., Ji, X., and Wei, Y. (2016). Fully Convolutional
Instance-aware Semantic Segmentation. arXiv preprint arXiv:1611.07709.
[87] Lin, Y., Lv, F., Zhu, S., Yang, M., Cour, T., Yu, K., Cao, L., and Huang, T.
(2011). Large-scale image classification: fast feature extraction and svm training.
In Computer Vision and Pattern Recognition (CVPR), 2011 IEEE Conference
on, pages 1689–1696. IEEE.
[88] Linker, R., Cohen, O., and Naor, A. (2012). Determination of the number of
green apples in RGB images recorded in orchards. Computers and Electronics in
Agriculture, 81:45–57.
List of References 191
[89] Linker, R. and Kelman, E. (2015). Apple detection in nighttime tree images
using the geometry of light patches around highlights. Computers and Electronics
in Agriculture, 114:154–162.
[90] Liu, S., Marden, S., and Whitty, M. (2013). Towards automated yield
estimation in viticulture. In Proceedings of the Australasian Conference on
Robotics and Automation, Sydney, Australia, volume 24.
[91] Liu, S. and Whitty, M. (2015). Automatic grape bunch detection in vineyards
with an SVM classifier. In Journal of Applied Logic, volume 13, pages 643–653.
[92] Liu, S., Whitty, M., and Cossell, S. (2015). Automatic grape bunch detection in
vineyards for precise yield estimation. In 14th IAPR International Conference on
Machine Vision Applications (MVA), 2015, pages 238–241.
[93] Liu, W., Anguelov, D., Erhan, D., Szegedy, C., Reed, S., Fu, C.-Y., and Berg,
A. C. (2016). SSD: Single shot multibox detector. In European Conference on
Computer Vision, pages 21–37. Springer.
[94] Liu, X., Zhao, D., Jia, W., Ruan, C., Tang, S., and Shen, T. (2016). A method
of segmenting apples at night based on color and position information.
Computers and Electronics in Agriculture, 122:118–123.
[95] Long, J., Shelhamer, E., and Darrell, T. (2015). Fully Convolutional Networks
for Semantic Segmentation. In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), pages 3431–3440.
[96] Lu, J. and Sang, N. (2015). Detecting citrus fruits and occlusion recovery
under natural illumination conditions. Computers and Electronics in Agriculture,
110:121–130.
[97] Luo, L., Tang, Y., Zou, X., Ye, M., Feng, W., and Li, G. (2016). Vision-based
extraction of spatial information in grape clusters for harvesting robots.
Biosystems Engineering, 151:90–104.
[98] MacArthur, D. K., Schueller, J. K., Lee, W. S., Crane, C. D., MacArthur,
E. Z., and Parsons, L. R. (2006). Remotely-piloted helicopter citrus yield map
estimation. In 2006 ASAE Annual Meeting, page 1. American Society of
Agricultural and Biological Engineers.
[99] Mairon, R. and Ben-shahar, O. (2014). Highlight detection with application to
sweet pepper localization. In Proceedings of the AgEng’14 Conference, pages 6–10.
[100] Mao, W., Ji, B., Zhan, J., Zhang, X., and Hu, X. (2009). Apple location
method for the apple harvesting robot. In Image and Signal Processing, 2009.
CISP’09. 2nd International Congress on, pages 1–5. IEEE.
List of References 192
[101] McCool, C., Sa, I., Dayoub, F., Lehnert, C., Perez, T., and Upcroft, B. (2016).
Visual detection of occluded crop: For automated harvesting. In 2016 IEEE
International Conference on Robotics and Automation (ICRA), pages 2506–2512.
[102] Milletari, F., Navab, N., and Ahmadi, S.-A. (2016). V-net: Fully convolutional
neural networks for volumetric medical image segmentation. In 3D Vision (3DV),
2016 Fourth International Conference on, pages 565–571. IEEE.
[103] Mirbod, O., Yoder, L., and Nuske, S. (2016). Automated Measurement of
Berry Size in Images. IFAC-PapersOnLine, 49(16):79–84.
[104] Monta, M. and Namba, K. (2003). Three-dimensional sensing system for
agricultural robots. In Proceedings of Advanced Intelligent Mechatronics, 2003.
(AIM ), volume 2, pages 1216–1221 vol.2.
[105] Moonrinta, J., Chaivivatrakul, S., Dailey, M. N., and Ekpanyapong, M.
(2010). Fruit detection, tracking, and 3D reconstruction for crop mapping and
yield estimation. In International Conference on Control Automation Robotics &
Vision (ICARCV), pages 1181–1186.
[106] Moorehead, S. J., Wellington, C. K., Gilmore, B. J., and Vallespi, C. (2012).
Automating orchards: A system of autonomous tractors for orchard maintenance.
In Proc. IEEE Int. Conf. Intelligent Robots and Systems, Workshop on
Agricultural Robotics.
[107] Morton, P. M. (2014). Multi-target tracking using appearance models for
identity maintenance. PhD thesis, The University of Sydney.
[108] Munkres, J. (1957). Algorithms for the assignment and transportation
problems. Journal of the society for industrial and applied mathematics,
5(1):32–38.
[109] Nguyen, N. C., Wegener, M., Russell, I., and others (2007). Decision support
systems in australian agriculture: state of the art and future development.
Australian Farm Business Management Journal, 4(1/2):15.
[110] Nguyen, T. T., Vandevoorde, K., Kayacan, E., De Baerdemaeker, J., and
Saeys, W. (2014). Apple detection algorithm for robotic harvesting using a rgb-d
camera. In International Conference of Agricultural Engineering, Zurich,
Switzerland.
[111] Nielsen, M., Slaughter, D. C., Gliever, C., and Upadhyaya, S. (2012). Orchard
and tree mapping and description using stereo vision and lidar. In International
Conference of Agricultural Engineering.
List of References 193
[112] Nuske, S., Achar, S., Bates, T., Narasimhan, S. G., and Singh, S. (2011).
Yield Estimation in Vineyards by Visual Grape Detection. In IEEE International
Conference on Intelligent Robots and Systems (IROS).
[113] Nuske, S., Gupta, K., Narasimhan, S., and Singh, S. (2014). Modeling and
calibrating visual yield estimates in vineyards. In Springer Tracts in Advanced
Robotics, volume 92, pages 343–356. Springer.
[114] Nuske, S., Wilshusen, K., Achar, S., Yoder, L., and Singh, S. (2014).
Automated visual yield estimation in vineyards. Journal of Field Robotics,
31(5):837–860.
[115] Odabası, Ç. and Bozma, H. I. (2015). Attentively Finding and Moving Among
Apples. In Proceedings of the IROS Workshop on Agri-Food Robotics. Hamburg,
October 2, 2015.
[116] Okamoto, H. and Lee, W. S. (2009). Green citrus detection using
hyperspectral imaging. Computers and Electronics in Agriculture, 66(2):201–208.
[117] Okamoto, H. and Lee, W. S. (2010). Machine vision for green citrus detection
in tree images. Environmental Control in Biology, 48(2):93–99.
[118] Payne, A. and Walsh, K. (2014). Machine vision in estimation of fruit crop
yield. In Plant Image Analysis: Fundamentals and Applications, chapter 16, pages
329–374. CRC Press.
[119] Payne, A., Walsh, K., Subedi, P., and Jarvis, D. (2014). Estimating mango
crop yield using image analysis using fruit at ’stone hardening’ stage and night
time imaging. Computers and Electronics in Agriculture, 100:160–167.
[120] Payne, A. B., Walsh, K. B., Subedi, P. P., and Jarvis, D. (2013). Estimation
of mango crop yield using image analysis - Segmentation method. Computers and
Electronics in Agriculture, 91(0):57–64.
[121] Pothen, Z. and Nuske, S. (2016). Automated Assessment and Mapping of
Grape Quality through Image-based Color Analysis. IFAC-PapersOnLine,
49(16):72–78.
[122] Pothen, Z. S. and Nuske, S. (2016). Texture-based fruit detection via images
using the smooth patterns on the fruit. In 2016 IEEE International Conference
on Robotics and Automation (ICRA), pages 5171–5176.
[123] Qiang, L., Jianrong, C., Bin, L., Lie, D., and Yajing, Z. (2014). Identification
of fruit and branch in natural scenes for citrus harvesting robot using machine
vision and support vector machine. International Journal of Agricultural and
Biological Engineering, 7(2):115–121.
List of References 194
[124] Qiao, J., Sasao, A., Shibusawa, S., Kondo, N., and Morimoto, E. (2005).
Mapping Yield and Quality using the Mobile Fruit Grading Robot. Biosystems
Engineering, 90(2):135–142.
[125] Qureshi, W. S., Payne, A., Walsh, K. B., Linker, R., Cohen, O., and Dailey,
M. N. (2016). Machine vision for counting fruit on mango tree canopies.
Precision Agriculture, pages 1–21.
[126] Qureshi, W. S., Satoh, S., Dailey, M. N., and Ekpanyapong, M. (2014). Dense
segmentation of textured fruits in video sequences. In International Conference
on Computer Vision Theory and Applications (VISAPP), 2014, volume 2, pages
441–447.
[127] Rahman, A. and Hellicar, A. (2014). Identification of mature grape bunches
using image processing and computational intelligence methods. In IEEE
Symposium on Computational Intelligence for Multimedia, Signal and Vision
Processing (CIMSIVP), 2014, pages 1–6.
[128] Rakun, J., Stajnko, D., and Zazula, D. (2011). Detecting fruits in natural
scenes by using spatial-frequency based texture analysis and multiview geometry.
Computers and Electronics in Agriculture, 76(1):80–88.
[129] Ramakrishnan, R. (2016). Illumination Invariant Outdoor Perception. PhD
thesis, The University of Sydney.
[130] Rao, D. (2016). Multimodal learning from visual and remotely sensed data.
PhD thesis, The University of Sydney.
[131] Regunathan, M. and Lee, W. S. (2005). Citrus fruit identification and size
determination using machine vision and ultrasonic sensors. In ASAE annual
international meeting.
[132] Ren, M. and Zemel, R. S. (2016). End-to-End Instance Segmentation and
Counting with Recurrent Attention. arXiv preprint arXiv:1605.09410.
[133] Ren, S., He, K., Girshick, R. B., and Sun, J. (2015). Faster R-CNN: Towards
Real-Time Object Detection with Region Proposal Networks. Advances in neural
information processing systems, pages 91–99.
[134] Roerdink, J. B. T. M. and Meijster, A. (2000). The watershed transform:
Definitions, algorithms and parallelization strategies. Fundamenta informaticae,
41(1-2):187–228.
[135] Roscher, R., Herzog, K., Kunkel, A., Kicherer, A., Töpfer, R., and Förstner,
W. (2014). Automated image analysis framework for high-throughput
determination of grapevine berry sizes using conditional random fields.
Computers and Electronics in Agriculture, 100:148–158.
List of References 195
[136] Roy, A., Banerjee, S., Roy, D., and Mukhopadhyay, A. (2011). Statistical
video tracking of pomegranate fruits. In Computer Vision, Pattern Recognition,
Image Processing and Graphics (NCVPRIPG), 2011 Third National Conference
on, pages 227–230. IEEE.
[137] Roy, P. and Isler, V. (2016). Surveying apple orchards with a monocular
vision system. In 2016 IEEE International Conference on Automation Science
and Engineering (CASE), pages 916–921.
[138] Roy, P., Stefas, N., Peng, C., Bayram, H., Tokekar, P., and Isler, V. (2015).
Robotic Surveying of Apple Orchards.
[139] Sa, I., Ge, Z., Dayoub, F., Upcroft, B., Perez, T., and McCool, C. (2016).
DeepFruits: A Fruit Detection System Using Deep Neural Networks. Sensors,
16(8):1222.
[140] Sa, I., McCool, C., Lehnert, C., and Perez, T. (2015). On Visual Detection of
Highly-occluded Objects for Harvesting Automation in Horticulture. In IEEE
International Conference on Robotics and Automation (ICRA). ICRA.
[141] Safren, O., Alchanatis, V., Ostrovsky, V., and Levi, O. (2007). Detection of
green apples in hyperspectral images of apple-tree foliage using machine vision.
Transactions of the ASABE, 50(6):2303–2313.
[142] Schillaci, G., Pennisi, A., Franco, F., and Longo, D. (2012). Detecting tomato
crops in greenhouses using a vision based method. In Proceedings of International
Conference Ragusa SHWA2010, Ragusa Ibla, Italy, volume 36, page 252258.
[143] Sengupta, S. and Lee, W. S. (2014). Identification and determination of the
number of immature green citrus fruit in a canopy under different ambient light
conditions. Biosystems Engineering, 117:51–61.
[144] Sermanet, P., Eigen, D., Zhang, X., Mathieu, M., Fergus, R., and LeCun, Y.
(2013). Overfeat: Integrated recognition, localization and detection using
convolutional networks. arXiv preprint arXiv:1312.6229.
[145] Shalal, N., Low, T., Mccarthy, C., and Hancock, N. (2013). A preliminary
evaluation of vision and laser sensing for tree trunk detection and orchard
mapping. In Australasian Conference on Robotics and Automation (ACRA 2013),
2-4 Dec 2013, Sydney, Australia.
[146] Shalal, N., Low, T., McCarthy, C., and Hancock, N. (2015). Orchard mapping
and mobile robot localisation using on-board camera and laser scanner data fusion
– Part A: Tree detection. Computers and Electronics in Agriculture, 119:254–266.
[147] Si, Y., Liu, G., and Feng, J. (2015). Location of apples in trees using
stereoscopic vision. Computers and Electronics in Agriculture, 112:68–74.
List of References 196
[148] Silwal, A., Gongal, A., and Karkee, M. (2014). Identification of red apples in
field environment with over the row machine vision system. Agricultural
Engineering International: CIGR Journal, 16(4):66–75.
[149] Simonyan, K. and Zisserman, A. (2015). Very deep convolutional networks for
large-scale image recognition. arXiv preprint arXiv:1409.1556.
[150] Singh, S., Bergerman, M., Cannons, J., Grocholsky, B. P., Hamner, B.,
Holguin, G., Hull, L., Jones, V., Kantor, G. A., Koselka, H., Li, G., Owen, J.,
Park, J., Shi, W., and Teza, J. (2010). Comprehensive Automaton for Specialty
Crops: Year 1 results and lessons learned. Journal of Intelligent Service Robotics.
[151] Song, Y., Glasbey, C. a., Horgan, G. W., Polder, G., Dieleman, J. a., and
van der Heijden, G. W. a. M. (2014). Automatic fruit recognition and counting
from multiple images. Biosystems Engineering, 118(1):203–215.
[152] Srivastava, N., Hinton, G., Krizhevsky, A., Sutskever, I., and Salakhutdinov,
R. (2014). Dropout: A Simple Way to Prevent Neural Networks from Overfitting.
Journal of Machine Learning Research, 15:1929–1958.
[153] Stajnko, D., Lakota, M., and Hočevar, M. (2004). Estimation of number and
diameter of apple fruits in an orchard during the growing season by thermal
imaging. Computers and Electronics in Agriculture, 42(1):31–42.
[154] Stajnko, D., Rakun, J., and Blanke, M. M. (2009). Modelling apple fruit yield
using image analysis for fruit colour, shape and texture. European Journal of
Horticultural Science, 74(6):260–267.
[155] Stein, M., Bargoti, S., and Underwood, J. (2016). Image Based Mango Fruit
Detection, Localisation and Yield Estimation Using Multiple View Geometry.
Sensors, 16(11):1915.
[156] Subramanian, V., Burks, T. F., and Arroyo, A. A. (2006). Development of
machine vision and laser radar based autonomous vehicle guidance systems for
citrus grove navigation. Computers and Electronics in Agriculture, 53(2):130–143.
[157] Swain, K. C., Zaman, Q. U., Schumann, A. W., Percival, D. C., and Bochtis,
D. D. (2010). Computer vision system for wild blueberry fruit yield mapping.
Biosystems Engineering, 106(4):389–394.
[158] Tabb, A. L., Peterson, D. L., and Park, J. (2006). Segmentation of apple fruit
from video via background modeling. ASABE paper, 063060.
[159] Teixidó, M., Font, D., Pallejà, T., Tresanchez, M., Nogués, M., and Palacín, J.
(2012). An Embedded Real-Time Red Peach Detection System Based on an
OV7670 Camera, ARM Cortex-M4 Processor and 3D Look-Up Tables. Sensors,
12(10).
List of References 197
[160] Teixidó, M., Font, D., Pallejà, T., Tresanchez, M., Nogués, M., and Palacín, J.
(2012). Definition of linear color models in the RGB vector color space to detect
red peaches in orchard images taken under natural illumination. Sensors,
12(6):7701–7718.
[161] Thrun, S., Burgard, W., and Fox, D. (2005). Probabilistic robotics. MIT
Press, Cambridge, Mass.
[162] Uijlings, J. R. R., van de Sande, K. E. A., Gevers, T., and Smeulders, A.
W. M. (2013). Selective search for object recognition. International journal of
computer vision, 104(2):154–171.
[163] Underwood, J. P., Hung, C., Whelan, B., and Sukkarieh, S. (2016). Mapping
almond orchard canopy volume, flowers, fruit and yield using lidar and vision
sensors. Computers and Electronics in Agriculture, 130:83–96.
[164] Underwood, J. P., Jagbrant, G., Nieto, J. I., and Sukkarieh, S. (2015).
Lidar-Based Tree Recognition and Platform Localization in Orchards. Journal of
Field Robotics, 32(8):1056–1074.
[165] Van Henten, E. J., Hemming, J., Van Tuijl, B. A. J., Kornet, J. G.,
Meuleman, J., Bontsema, J., and van Os, E. A. (2002). An Autonomous Robot
for Harvesting Cucumbers in Greenhouses. Autonomous Robots, 13(3):241–258.
[166] Wachs, J. P., Stern, H. I., Burks, T., and Alchanatis, V. (2010). Low and
high-level visual feature-based apple detection from multi-modal images.
Precision Agriculture, 11(6):717–735.
[167] Wang, C., Zhang, H., Yang, L., Liu, S., and Cao, X. (2015). Deep People
Counting in Extremely Dense Crowds. In Proceedings of the 23rd Annual ACM
Conference on Multimedia Conference, MM ’15, pages 1299–1302, New York, NY,
USA. ACM.
[168] Wang, J.-j., Zhao, D.-A., Ji, W., Tu, J.-J., and Zhang, Y. (2009). Application
of support vector machine to apple recognition using in apple harvesting robot.
In International Conference on Information and Automation, 2009. ICIA ’09.,
pages 1110–1115.
[169] Wang, Q., Nuske, S., Bergerman, M., and Singh, S. (2013). Automated Crop
Yield Estimation for Apple Orchards. In Experimental Robotics SE - 50,
volume 88 of Springer Tracts in Advanced Robotics, pages 745–758. Springer
International Publishing.
[170] Wellington, C. K. and Campoy, J. (2012). Orchard Tree Modeling for
Advanced Sprayer Control and Automatic Tree Inventory. IEEE/RSJ Int. Conf.
on on Intelligent Robots and Systems (IROS) Workshop on Agricultural Robotics.
List of References 198
[171] Wijethunga, P., Samarasinghe, S., Kulasiri, D., and Woodhead, I. (2008).
Digital image analysis based automated kiwifruit counting technique. In 23rd
International Conference Image and Vision Computing New Zealand, 2008, pages
1–6.
[172] Wijethunga, P., Samarasinghe, S., Kulasiri, D., and Woodhead, I. (2009).
Towards a generalized colour image segmentation for kiwifruit detection. In
International Conference Image and Vision Computing New Zealand (IVCNZ),
pages 62–66.
[173] Wilshusen, K. and Nuske, S. (2015). Recognizing Apples by Piecing Together
the Segmentation Puzzle. In Proceedings of the IROS Workshop on Agri-Food
Robotics. Hamburg, October 2, 2015.
[174] Xiao-Lian, L., Xiao-Rong, L., and Bing-Fu, L. (2011). Identification and
location of picking tomatoes based on machine vision. In Intelligent Computation
Technology and Automation (ICICTA), 2011 International Conference on,
volume 2, pages 101–107. IEEE.
[175] Xie, W., Noble, J. A., and Zisserman, A. (2015). Microscopy cell counting
with fully convolutional regression networks. In MICCAI 1st Workshop on Deep
Learning in Medical Image Analysis.
[176] Yamamoto, K., Guo, W., Yoshioka, Y., and Ninomiya, S. (2014). On Plant
Detection of Intact Tomato Fruits Using Image Analysis and Machine Learning
Methods. Sensors, 14(7):12191–12206.
[177] Yang, L., Dickinson, J., Wu, Q. M. J., and Lang, S. (2007). A fruit
recognition method for automatic harvesting. In Mechatronics and Machine
Vision in Practice, 2007. M2VIP 2007. 14th International Conference on, pages
152–157. IEEE.
[178] Yosinski, J., Clune, J., Bengio, Y., and Lipson, H. (2014). How transferable
are features in deep neural networks? In Advances in neural information
processing systems, pages 3320–3328.
[179] Zaman, Q. U., Schumann, A. W., Percival, D. C., and Gordon, R. J. (2008).
Estimation of wild blueberry fruit yield using digital color photography.
Transactions of the ASABE, 51(5):1539–1544.
[180] Zaman, Q. U., Swain, K. C., Schumann, A. W., and Percival, D. C. (2010).
Automated, low-cost yield mapping of wild blueberry fruit. Applied Engineering
in Agriculture, 26(2):225–232.
[181] Zeiler, M. D. and Fergus, R. (2014). Visualizing and understanding
convolutional networks. In European Conference on Computer Vision, pages
818–833. Springer.
List of References 199
[182] Zhang, J., Chambers, A., Maeta, S., Bergerman, M., and Singh, S. (2013). 3D
perception for accurate row following: Methodology and results. In Intelligent
Robots and Systems (IROS), 2013 IEEE/RSJ International Conference on, pages
5306–5313.
[183] Zhang, L., Yang, Q., Xun, Y., Chen, X., Ren, Y., Yuan, T., Tan, Y., and Li,
W. (2007). Recognition of greenhouse cucumber fruit using computer vision. New
Zealand Journal of Agricultural Research, 50(5):1293–1298.
[184] Zhao, J., Tow, J., and Katupitiya, J. (2005). On-tree fruit recognition using
texture properties and color data. In 2005 IEEE/RSJ International Conference
on Intelligent Robots and Systems, pages 263–268.
[185] Zhou, R., Damerow, L., Sun, Y., and Blanke, M. (2012). Using colour features
of cv. ‘Gala’ apple fruits in an orchard in image processing to predict yield.
Precision Agriculture, 13(5):568–580.
Appendix A
Appendix
A.1 Fruit Detection Literature 201
A.1 Fruit Detection Literature
The section provides a list of the fruit detection literature reviewed in Chapter 2,
sorted by year and fruit type (Table A.1).
Table A.1 – Fruit detection literature by year. The collection is aimed to be compre-
hensive post 2011, with key papers highlighted prior to that.
Fruit References by Year<2010 2011-2014 2015 2016+
Almond [65] [11]
Apple [70, 24, 153,
184, 158, 141,
2, 100, 154,
168, 23, 78,
150, 166]
[1, 35, 128, 68,
88, 185, 169,
74, 110, 148]
[66, 76, 89,
115, 136, 147,
173]
[12, 13, 11, 54,
94, 122]
Bitter Melon [26]
Blueberry [157, 179, 180] [28]
Citrus [4, 131, 32, 98,
59, 22, 116,
60, 117]
[81, 85, 8, 123,
143]
[33, 37, 96]
Cucumber [165, 183]
Grapes [19] [55, 56, 112,
39, 40, 36, 90,
48, 114, 113,
127, 135]
[49, 62, 75, 91,
92]
[97, 103, 122,
121]
Kiwifruit [171, 172]
Mango [31, 120, 119] [11, 125]
Peach [159, 160, 80]
Pineapple [105] [126, 26]
Pomegranate [136, 3]
Rock Melon [139]
Sweet Pepper [77, 124] [6, 17, 99, 151] [140] [101, 139]
Tomatoes [104, 177] [174, 142, 176] [50]
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A.2 Other Published Research
The main body of this thesis contained the key publications made in the context of
yield estimation. Some of the research follows preliminary work conducted in the
different components of the yield estimation framework, which were also published
in various proceedings. This sections contains these papers, which in chronological
order include:
1. Bargoti, S., Underwood, J. P., Nieto, J. I., and Sukkarieh, S. (2015). A Pipeline
for Trunk Localisation Using LiDAR in Trellis Structured Orchards. In Mejias,
L., Corke, P., and Roberts, J., editors, Field and Service Robotics (FSR), vol-
ume 105 of Springer Tracts in Advanced Robotics, pages 455–468. Springer [16]
(Section A.2.1)
2. Bargoti, S., Underwood, J. P., Nieto, J., and Sukkarieh, S. (2014). Trunk
localisation in trellis structured orchards. In XXIX International Horticul-
tural Congress on Horticulture: Sustaining Lives, Livelihoods and Landscapes
(IHC2014): 1130, pages 625–630 [14] (Section A.2.2)
3. Bargoti, S. and Underwood, J. (2015). Utilising Metadata to Aid Image Clas-
sification in Orchards. In IEEE International Conference on Intelligent Robots
and Systems (IROS), Workshop on Alternative Sensing for Robot Perception
(WASRoP) [10] (Section A.2.3)
A Pipeline for Trunk Localisation Using LiDAR
in Trellis Structured Orchards
Suchet Bargoti, James P. Underwood, Juan I. Nieto, Salah Sukkarieh
Abstract Autonomous operation and information processing in an orchard environ-
ment requires an accurate inventory of the trees. Individual trees must be identified
and catalogued in order to represent their distinct measures such as yield count, crop
health and canopy volume. Hand labelling individual trees is a labour-intensive and
time-consuming process. This paper presents a trunk localisation pipeline for iden-
tification of individual trees in an apple orchard using ground based LiDAR data.
The trunk candidates are detected using a Hough Transform, and the orchard inven-
tory is refined using a Hidden Semi-Markov Model. Such a model leverages from
contextual information provided by the structured/repetitive nature of an orchard.
Operating at an apple orchard near Melbourne, Australia, which hosts a modern
Gu¨ttingen V trellis structure, we were able to perform tree segmentation with 89%
accuracy.
1 Introduction
Information gathering and processing are becoming increasingly important in hor-
ticulture as we try to keep up with demand increases. Having accurate information
such as crop health, yield estimates and tree counts aid in optimising control pro-
cesses and therefore allows for better farm management. Efficient chemigation, fer-
tigation and fruit thinning processes then ultimately lead to maximising yield count.
Information gathering is already commonly used by farmers, but it is a time-
consuming and labour-intensive task. Additionally, the data is extrapolated through
significant sub-sampling, where a farmer uses their judgement to pick a few trees
that best represent the average over the entire farm. The future of farm robotics and
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information systems will involve making key measurements for all trees in a timely
and accurate manner.
A natural way to store and process this information is to quantise and associate
to the standard farm unit, which is the individual tree. This enables all aspects of
information processing to be done in a tree by tree topological fashion rather than
relying on three dimensional Cartesian mapping. For example, consider change de-
tection for growth rates. We could attempt to visualise this in 3D over the entire
farm, requiring accurate 3D sampling, vehicle localisation, and scan registration
and alignment. Instead, a simpler approach is to estimate local properties in the data
such as tree height, canopy volume and yield count, and link them to individual trees
in the farm topology.
This paper provides this unit representation by automatically building a tree in-
ventory over a farm. In particular, we present an autonomous pipeline for localising
apple tree trunks using a LiDAR mounted on an Unmanned Ground Vehicle. The
trunks, being primary components of the trees, can therefore be used to map tree
locations. The procedure is designed for an apple orchard located near Melbourne,
Australia (Fig. 1), which hosts a plantation structure known as the Gu¨ttingen V
trellis. Trees are planted on V-shaped trellises rather than the traditional squat for-
mation, which helps with better weight support of the apple limbs, allows for more
sunlight for the fruits and easier fruit picking [3]. The orchard also has a top cover
netting to prevent damage to trees caused by hail.
The contribution of this paper is the end-to-end pipeline to automatically process
orchard-wide LiDAR data to produce a tree inventory. This includes the necessary
adaptations from the segmentation framework proposed by [14] to enable operation
in orchards with a continuous Gu¨ttingen V trellis structure.
Fig. 1: Apple Orchard, Warburon 3799, Victoria. The research ground vehicle
Shrimp traversing between two trellis rows, scanning one side using a LiDAR.
A.2 Other Published Research 204
A Pipeline for Trunk Localisation Using LiDAR in Trellis Structured Orchards 3
The remainder of the paper is organised as follows. Section 2 presents re-
lated work on crop/tree localisation. Section 3 gives an in-depth description of the
pipeline built for apple trunk localisation. Section 4 evaluates the success of the
pipeline on the orchard, discussing its capabilities and shortcomings. We conclude
in Section 5, discussing the future directions of this work.
2 Related Work
Automation and advanced sensing in orchards helps farmers make improved deci-
sions regarding farm management. Research in this field has ranged from orchard
mapping, autonomous driving for farm vehicles and segmentation and classification
of the farm.
Work done by [7] and [10] looks at autonomous vehicle guidance in orchards.
Using a combination of visual and laser sensors to detect trees and drivable terrain,
along with GPS for localisation, they build a map of the environment. Their devel-
opments led to autonomous spraying operations across the farm, however, they do
not target individual trees.
Ultrasonic, image and laser sensors have been used by [13, 11] for predicting
canopy volume and height for individual trees. From this data, tree health and yield
are inferred and associated with trees that have been manually labelled. We wish to
automate the construction of a tree inventory to support a database of health, yield
and other tree specific information.
Geometry and feature based model fitting have been popular choices in outdoor
scenes for locating individual trees. Using data from lasers on a ground vehicle,
[8] fits Gaussian Mixture Models (GMMs) onto a row of trees. A single Gaussian
cluster represents a tree (assuming they are well separated in the point cloud data)
and the ideal number of clusters (representing the count and position of individ-
ual trees) is evaluated through an information criterion algorithm. With regards to
feature based approaches, tree detection can be performed by classifying points us-
ing shape descriptors and shape functions [6, 9]. Airborne laser scanning has also
been used for tree detection. In [15] trees are segmented based on height variations
captured by a downward facing laser sensor.
The configuration of the apple orchard prevents the use of these techniques for
the following reasons: the protective net ceiling would not allow for reliable air-
borne sensing and the heavily intertwined and overlapping trees blur the definition
of an individual tree, preventing the use of canopy geometry or feature based models
for segmentation. Additionally, these methods do not leverage from the regular tree
spacing, which has been shown by [14] to improve the accuracy of tree segmenta-
tion.
In [14], a tree segmentation method is presented that uses laser data on a citrus or-
chard. By splitting the point cloud data into thin slices along an orchard row, slice by
slice classification is performed to separate trees, tree boundaries and gaps between
trees. A Hidden Semi-Markov Model (HSMM) helps predict the most optimal state
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sequence giving rise to a quantifiable observation. Adjacent trees are differentiated
from each other through changes in the point cloud heights along the slices. This
method is able to encapsulate orchard structural information by setting state dura-
tion probabilities, which explicitly encode the repetitive tree spacing as a constraint
in the solution. Through segmentation, this method provides a means of localising
each tree, building a tree inventory over the orchard.
However, as stated before, in a trellis structured orchard with heavily intertwined
trees, the concept of tree segmentation is ambiguous. Additionally, an observational
model based on tree height changes is not representative of individual tree loca-
tions. Instead, as the trees in orchards are generally pruned at the bottom, the trunks
are clearly visible and act as distinct markers for the individual trees. This paper
presents a novel observational model that helps identify each tree by performing
trunk localisation. In particular, a perception pipeline which is geared towards ex-
tracting this model is detailed. An HSMM framework, like the one used in [14], can
then be applied for building a tree inventory for meshed tree canopy, trellis orchards.
3 Trunk Localisation Pipeline
This section describes the main stages of the trunk localisation pipeline used for tree
identification in trellis environments, as illustrated in Fig. 2.
We operate on a half hectare block at the apple farm, which consists of 15 adja-
cent rows of trees. The primary input into the pipeline is a point cloud representing
this block, which is a set of raw measurements that represent the geometry of the or-
chard (top view in Fig. 2a). This is obtained by geo-referencing a vertically scanning
LiDAR mounted on a ground vehicle. Within the sensor frame, a distance threshold
is applied to ensure that data from adjacent rows is discarded. Individual rows are
segmented using GPS boundaries derived from the structure of the whole block.
A point cloud representation of a row (Gu¨ttingen V trellis) is shown in Fig. 2b. It
consists of the two halves (trellis faces) of the V structure plantation. The rear trellis
face along a row has lower point cloud density due to occlusions. Therefore, trees
are segmented on one trellis face at a time. Support poles are fixed along these faces
to hold up the trees. By running a parallel localisation process, the poles and trees
are detected independently, using two instances of the same algorithm.
We capture observations that relate to states representing trunks and the gaps
between the trunks. Splitting this into vertical slices along the row, the HSMM pro-
vides a probabilistic framework for estimating the most optimum state sequence re-
sulting in the set observations. By running inference on this model we can estimate
individual trunk locations along the row and subsequently build a tree inventory
across the farm.
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(a) Gather LiDAR data over the orchard block (b) Segment single Gu¨ttingen V trellis row
(c) Segment out the closest trellis face (d) Gather observations by line fitting using
Hough Transform
(e) Run inference on HSMM for trunk detec-
tion
(f) Tree inventory over the orchard block
Fig. 2: Segmentation pipeline a)→ f).
a) Point cloud representation of the orchard block. Points are coloured by elevation
and the blue path represents the vehicle trajectory.
b) A single segmented Gu¨ttingen V row.
c) Red points represent the segmented trellis face.
d) Hough transform applied to the segmented face to detect lines as shown in red,
which equate to possible trunk locations.
e) Trunk and gap estimates obtained by running inference on the HSMM, indicated
by the red line with 1:trunk and 0:gap.
f) Tree inventory over the orchard block. Vehicle path in blue, trunks in red. Inset
shows individually labelled trunks.
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3.1 Trellis segmentation
Fig. 3 shows the view of a Gu¨ttingen V structure from between the two trellis faces.
The trees are planted periodically down the row and the trunks of the two halves are
separated by roughly 0.5 m at the ground. We aim to segment out the two halves of
the point cloud shown in Fig. 3b. This is made easier by first removing points be-
longing to the ground. Ground removal also helps the trunks appear as more distinct
linear structures in the point cloud.
(a) Photo (b) Laser data
Fig. 3: The Gu¨ttingen V trellis structure at the apple orchard. In (a), we are looking
through the centre of one Gu¨ttingen V trellis. In (b) there is a side view of the
equivalent point cloud. The scan was acquired from the left hand side. The density
on the right is lower due to occlusion.
3.1.1 Ground Removal
Ground removal in laser data has been a subject of investigation in many mapping
and segmentation problems [4]. However, given the constraints on the geometry of
the orchard, and the vehicle and sensor configuration, a simple local height threshold
was found to be sufficient. To simultaneously account for non-uniform terrain and
GPS altitude errors due to poor satellite visibility, we artificially set the altitude co-
ordinate of our localisation estimate to zero everywhere, prior to geo-referencing the
laser data. In the resulting data, ground points are at a constant height, which can be
cropped with a threshold. A similar approach is used to remove the top cover.
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3.1.2 Face Segmentation
To segmented the two faces shown in Fig. 3, we form a piecewise linear boundary
along the row length by observing changes in point density into the trellis. A piece-
wise linear approach is robust to point cloud errors caused by geo-referencing with
erroneous localisation due to an occluded GPS signal.
Fig. 4: Top view of the point cloud. The data was obtained from the perspective
shown in the image resulting in a higher point density on the closer trellis face.
Discrete boundary points are found at sliding windows along the x-direction (black
rectangle). The resultant separation boundary is illustrated by the red line.
Fig. 4 shows a top view of the point cloud representing a row. To find the sep-
aration boundary, the point distribution is analysed along the Y-axis for a sliding
window along the X-axis (one instance of the window is the black rectangle in the
figure). The sliding window is configured with 2m width and no overlap. A too
narrow window would have suffered from noise in the point cloud data and a win-
dow too large would fail to capture any sharp transverse changes along the row.
Fig. 5 shows the point count histogram for the illustrated window. We can see two
peaks representing the front and rear face (smaller second peak due to occlusion).
A Gaussian Mixture Model (GMM) with two modes is a fit to this, and the means
represent the central position of the two faces. The boundary point between the
faces is taken as the midpoint between the means (shown by the red dot). Addition-
ally, the GMM parameters from the preceding window are used as priors for the
next window, which allows to filter out peaks from excessive foliage or inaccurate
ground removal. Joining together the boundary points along the row results in the
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red boundary line illustrated in Fig. 4. The points to one side represent the trellis
face closest to the vehicle, which are shown in red in Fig. 2c.
Fig. 5: Distribution of points in a sliced segment of the row. The grey patches repre-
sent the two faces of the Gu¨ttingen V trellis. A GMM of two modes is fitted onto this
data (green lines) and the mid point between their means (red point) is the boundary
point between the faces for the given slice.
3.2 Hidden Semi-Markov Model
The second half of this pipeline focuses on individual tree trunk detection. For this
we make use of a Hidden Semi-Markov Model (HSMM) [2]. The same process is
also used in parallel for the detection of support poles, which will be described in
Section 3.2.2. HSMMs are used to estimate the most likely sequence of states given
a sequence of sensory observations. They have been used diversely, for example, in
speech recognition, building rainfall models and modelling traffic on web servers.
For trunk detection the states represent trunks and gaps between the trunks, and the
observations are derived from raw LiDAR data.
3.2.1 Observations
The point cloud is not directly representative of trunks and gaps, hence we must
define a feature space that can emphasise their unique linear, cylindrical structure.
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There are several approaches in the literature that are used to estimate the linear-
ity or cylindrical nature of regions of point clouds. Derived from the work by [12],
Principal Component Analysis (PCA) was used to define the linearity, planarity or
scatter of the points. In our initial experiments as in theirs, GMMs were trained
using hand labelled classes such as ground, trunks and foliage. However, due to a
sparse point cloud, the point density on the trunks was not high enough to obtain
clear linear structures. This caused the trunks to be often labelled as foliage. Addi-
tionally, our aim was to have an unsupervised segmentation pipeline and we wished
to avoid the manual labelling.
Another approach that relies on 3D point statistics worked through ellipsoidal
region growth by using minimum spanning trees [9]. This works by connecting
neighbouring points according to an edge weight equivalent to the similarity in the
PCA feature space. However, once again due to a sparse representation of the trunks,
foliage was often mis-labelled as trunks.
We instead chose a direct line fitting approach using the Hough Transform [5] on
a region of interest at the lowest 0.75 m of data 1.
Given a parametric equation of a line, a voting procedure is used in the parameter
space to find lines of best fit on the input data. For points in 3D space (as in the case
here), a 4D Hough space is needed for line detection, which is computationally
expensive [1]. An alternative is to detect edges using intersections between fitted
planes in 3D space [1]. This works well in indoor environments where objects have
flat surfaces and sharp edges but is infeasible in an outdoor scene where planar
surfaces are infrequent. Instead, we leverage from the inherent 2D structure of the
trellis and flatten the 3D data onto a 2D plane, and apply a 2D Hough transformation.
As the trunks are approximately vertical structures, we restrict the fitted lines to the
domain −15◦ ≤ θ ≤ 15◦. Fig. 2d shows the fitted line on the flattened point cloud.
For use with an HSMM, we divide the point cloud into 5 cm slices (roughly the
trunk width) along the length of the row, with the aim to infer the state of each slice.
The length of the fitted line gives a probabilistic indication of the presence of a trunk.
As seen in Fig. 2d, there are several instances of false line fits due to overhanging
foliage or tall grass. However by adding structural constraints in the form of regular
spacing in the farm, the HSMM can help significantly reduce mis-classification.
3.2.2 Model Parameters
The states in the HSMM are defined as S = {Strunk,Sgap,Srow-end}. With perfect
inference, a trunk slice state indicates the presence of trunk points and a group of
gap states would be represent the area between two trunks. For a given row, the size
of the area before the first tree and after the last depends on how the rows were
initially segmented. A row-end state is therefore introduced to model this arbitrary
length. A state at slice n is then denoted as qn, where n ∈ [1 : N] for a total of N
slices.
1 RANSAC line fitting was tested, but found to be too computationally expensive due to large ratio
of outliers in our experimental data
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For a sequence of observations O = {O1, . . . ,ON}, the HSMM aims to find the
state sequence Q= {q1, . . . ,qN} that best represents the data:.
argmax
Q
P(O|Q,pi,A,B,C) (1)
Here pi is the initial state distribution, the probability of a state in the first slice.
This can either be the row-end state or a tree trunk.
pi = P(q1 = Si) = [0.5 0 0.5 ] i ∈ {trunk,gap,row-end} (2)
The state transition matrix, A represents the probability of moving between states
as we go from slice to slice. Its elements are:
ai j = P[qn+1 = S j|qn = Si], i, j ∈ {trunk,gap,row-end} (3)
The probabilities are illustrated in Fig. 6. The most likely transitions are between
the trunk and gap states. Naturally, it is only possible to transition to/from the row-
end state at the end of the rows, which can be modelled with transition probabilities
that are a function of slice position. However, we found that setting a fixed low
transition probability into the row-end state sufficed for the segmentation process.
Fig. 6: Transition probabilities between states in the HSMM.
The emission probability, B states how likely an observation will occur for a
given state
Bn = P(On|qn = Si) i ∈ {trunk,gap,row-end} (4)
This is illustrated in Fig. 7a. The distribution was manually obtained by analysing
the LiDAR data. We state that the longer the fitted line (i.e. On), the more likely it
is to represent a trunk (red line in Fig. 7a). The inverse was true for the gap/row-end
state (blue line), however, we dampened the likelihood as line fits on foliage and tall
grass could represent gaps.
Finally, the duration probability, C, encapsulates the structural order of the or-
chard. With slices of 5 cm width, we expect a gap state to last as long as the mean
separation between trunks in the farm. Within the HSMM framework2 we can define
a state duration probability:
2 Self state transitions experience an exponential decay when working with a Hidden Markov
Model (HMM). This ability to explicitly set state durations is what differentiates an HSMM from
an HMM.
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(a) State observation likelihood (b) State duration probability
Fig. 7: Observation and duration probabilities for the HSMM
Ci(d) = P(Si lasts for d observations) (5)
Distributions for the different states are shown in Fig. 7b. The gap duration has
been modelled as a Gaussian distribution through manual measurements of trunk
separations at the orchard. The trunk states are set to last either one or two slices
and the row-end states can last for an arbitrary amount of time.
We run the Viterbi inference algorithm [2] that searches for an optimal solution
for Eq 1. The algorithm produces a state estimate at each slice (as shown in Fig. 2e).
Tracing back the points present in the trunk slices, a point wise representation of
individual trunks can be made (shown by the red points in Fig. 8). Secondly, through
this labelling, we can re-evaluate the average trunk separation over a larger data set
and therefore redefine the Gaussian duration distribution (Eq 5) shown in Fig. 7b.
Fig. 8: Resulting Trunk and Pole Localisation
A parallel implementation of the HSMM with different parameters is used to
segment support poles (Fig. 8). The states are now S = {Spole,Sgap,Srow-end} and
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have a different duration distribution, C. The poles are wider than the trunks and are
separated by longer gaps.
4 Trunk Localisation Results
The trunk localisation pipeline was implemented using data obtained from an apple
orchard near Melbourne, Australia (Fig. 1). The test vehicle, Shrimp, is a percep-
tion research ground vehicle, built at the ACFR, University of Sydney. It is equipped
with a vertically oriented 2D SICK laser directed perpendicular to the vehicle’s di-
rection of travel. The vehicle was teleoperated at∼ 2 m/s between the rows (vehicle
path shown in light blue in Fig. 2a) over a half hectare block on the farm, which is
a standard division of the orchard. This consists of 15 rows (30 Gu¨ttingen V trel-
lis faces), a total trajectory length of 3157 m and 2629 trees. Using the navigation
solution from the on-board Novatel Global Positioning Inertial Navigation System
(GPS/INS), a geo-referenced point cloud representation of the entire block was pro-
duced. After manually selecting a bounding box around the block, individual rows
were automatically segmented by recognising the vehicle’s entry/exit points into/out
of the box. The manual selection compensates for any GPS errors on a block scale
but would need to be repeated when working with a new dataset. We aim to use ve-
hicle heading angle in the future to segment rows, automating this step. Trunk and
pole localisation results are summarised in Tab. 1.
Table 1: Localisation results over the apple orchard
State Total count True Positives False Positives False Negatives Accuracy
Trunk 2629 2350 186 93 89.4%
Pole 294 280 9 5 95.2%
True positives represent the correctly identified trunk states, and the localisation
accuracy is the ratio of true positives to the total count. A false positive is the classi-
fication of foliage and/or tall grass as trunks/poles, and a false negative corresponds
to trunks/poles that were missed all together. Instances of these cases can be seen
in Fig. 9b. These statistics were evaluated by manual visual interpretation of all in-
dividual trunks in the point cloud. To account for any visual bias, we also analysed
the respective photos captured by an onboard camera, confirming the presence of a
tree or support pole.
Localisation errors were due to two primary causes. Firstly, occlusions in the
GPS satellite transmission caused jumps in the vehicle position estimates, affecting
the geo-referenced point cloud (Fig. 9a). This caused trellis segmentation errors and
un-even spacing between trunks. However, as the Viterbi algorithm runs inference
on the entire row, small errors are compensated for due to good state estimates on
the rest of the row. As a result, we see successful trunk and pole segmentation in
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(a) Gaps in data due to GPS errors (b) Trunk mis-classification
Fig. 9: Trunk and Pole segmentation results with a) gaps in the point cloud due to
GPS errors. b) large amounts of low hanging foliage.
Fig. 9a. Larger jumps (not shown on the figure) result in a longer gap state then
expected and cause mis-classification, labelling nearby foliage as trunks.
Secondly, errors stemmed from the ambiguity of the line segment observation
model. Trunks and support structures are identified through line fits on the point
cloud data. However, if the trees have not been trimmed, or if there is tall grass
on the ground, distinction between the trunk and gap state becomes harder. Faulty
segmentation due to this can be seen in Fig. 9b. The error occurrence was however
very minimal and due to the nature of the HSMM model, the error is bounded, with
trunk estimates close to the actual trunk.
5 Conclusion
We have described a pipeline that uses a probabilistic approach to localise tree
trunks at an apple orchard configured in a Gu¨ttingen V trellis structure. The trunk
localisation, performed on LiDAR data captured by a UGV includes row extraction,
feature selection for representing trees with overlapping canopies and using a Hid-
den Semi-Markov Model, which leverages from the regular structure of the orchard.
Through this, we were able to build a tree inventory over the farm, which can be
used for localising yield counts, tree heights/volume and soil quality measurements,
providing the farmer with a detailed and accurate model of the orchard.
We found that erroneous GPS data caused by occlusions resulted in erroneous
trunk localisation. For future work, we aim to use the regular spacing constraints
placed by the HSMM to perform simultaneous localisation and spatial correction,
meaning locally smooth odometry could replace GPS entirely. We also intend to
expand the tree observation model by combining appearance models from other
sensor modalities such as vision and hyperspectral sensing.
A.2 Other Published Research 215
14 Suchet Bargoti, James P. Underwood, Juan I. Nieto, Salah Sukkarieh
Acknowledgements We would like to thank Gustav Jagbrant for his contribution in developing
the HSMM algorithm. We would also like to thank Kevin Sanders for his support during the field
trials at his apple orchard. This work was supported by Horticulture Australia as part of the project
AH11009: Autonomous Perception Systems for Horticulture Tree Crops and the Australian Centre
for Field Robotics at the University of Sydney
References
1. BHATTACHARYA, P., LIU, H., ROSENFELD, A., AND THOMPSON, S. Hough-transform
detection of lines in 3-D space. Pattern Recognition Letters 21, 9 (Aug. 2000), 843–849.
2. BILMES, J. A Gentle Tutorial on the EM Algorithm and its Application to Parameter Estima-
tion for Gaussian Mixture and Hidden Markov Models, 1997.
3. CHRISTENSEN, E. From orchard to market: Come along on an apple har-
vest, Nov. 2012. http://aiweb.techfak.uni-bielefeld.de/content/
bworld-robot-control-software Accessed 15/08/2013.
4. DOUILLARD, B., UNDERWOOD, J., KUNTZ, N., VLASKINE, V., QUADROS, A., MORTON,
P., AND FRENKEL, A. On the segmentation of 3D LIDAR point clouds. In Robotics and
Automation (ICRA), 2011 IEEE International Conference on (2011), IEEE, pp. 2798–2805.
5. ILLINGWORTH, J., AND KITTLER, J. A survey of the hough transform. Computer Vision,
Graphics, and Image Processing 44, 1 (Oct. 1988), 87–116.
6. LALONDE, J.-F., VANDAPEL, N., HUBER, D., AND HEBERT, M. Natural Terrain Classi-
fication using Three-Dimensional Ladar Data for Ground Robot Mobility. Journal of field
robotics 23, 10 (2006), 839–861.
7. MOOREHEAD, S. J., WELLINGTON, C. K., GILMORE, B. J., AND VALLESPI, C. Automat-
ing orchards: A system of autonomous tractors for orchard maintenance. In Proc. IEEE Int.
Conf. Intelligent Robots and Systems, Workshop on Agricultural Robotics (2012).
8. NIELSEN, M., SLAUGHTER, D. C., GLIEVER, C., AND UPADHYAYA, S. Orchard and tree
mapping and description using stereo vision and lidar. In International Conference of Agri-
cultural Engineering (2012).
9. PAULING, F., BOSSE, M., AND ZLOT, R. Automatic segmentation of 3d laser point clouds by
ellipsoidal region growing. In Australasian Conference on Robotics and Automation (2009).
10. SUBRAMANIAN, V., BURKS, T. F., AND ARROYO, A. A. Development of machine vision
and laser radar based autonomous vehicle guidance systems for citrus grove navigation. Com-
puters and Electronics in Agriculture 53, 2 (Sept. 2006), 130–143.
11. TUMBO, S. D., SALYANI, M., WHITNEY, J. D., WHEATON, T. A., AND MILLER, W. M.
Investigation of laser and ultrasonic ranging sensors for measurements of citrus canopy vol-
ume. Applied Engineering in Agriculture 18, 3 (2002), 367–372.
12. VANDAPEL, N., HUBER, D. F., KAPURIA, A., AND HEBERT, M. Natural terrain classifi-
cation using 3-d ladar data. In Robotics and Automation, 2004. Proceedings. ICRA’04. 2004
IEEE International Conference on (2004), vol. 5, IEEE, pp. 5117–5122.
13. WEI, J., AND SALYARII, M. Development of a Laser Scanner for Measuring Tree Canopy
Characteristics: Phase 2 Foliage Density Measurement. Transactions of the ASABE 48(4)
(2005), 1595–1601.
14. WELLINGTON, C., AND CAMPOY, J. Orchard Tree Modeling for Advanced Sprayer Control
and Automatic Tree Inventory. IEEE/RSJ Int. Conf. on on Intelligent Robots and Systems
(IROS) Workshop on Agricultural Robotics (2012).
15. YU, X., HYYPPA¨, J., KAARTINEN, H., AND MALTAMO, M. Automatic detection of har-
vested trees and determination of forest growth using airborne laser scanning. Remote Sensing
of Environment 90, 4 (Apr. 2004), 451–462.
A.2 Other Published Research 216
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Abstract 
Information gathering and processing in horticulture helps optimise control 
processes and can enable more precise farm management. Robotics and automation 
are helping make high resolution, timely, farm wide measurements for tasks such as 
yield estimation, crop health and soil analysis. An efficient means of storing and 
processing such information is to discretise it to individual trees. To automate this 
process, an unmanned ground vehicle was deployed at a commercial apple orchard 
near Melbourne, Australia. The robot captured three dimensional (3D) laser range  
data and image data over orchard rows spanning an area of 1.6 ha. The area contained 
different apple cultivars on two types of trellis systems, a vertical I-trellis structure  
and a modern Güttingen V-trellis structure. Initially, tree trunk candidates  
(representative of the individual trees) were detected within the 3D laser range data. 
These candidates were then projected onto images taken at the corresponding 
locations to confirm their presence. By repeating this over individual orchard rows, a 
tree inventory was built over the farm. The experimentation was done at different 
times of the year and for different apple varieties and trellis structures. A trunk 
localisation accuracy ranging from 89-96% was obtained during the pre-harvest 
season and there was near perfect performance (99% accuracy) during the flowering 
season, which is sufficient for building a tree inventory over a trellis structured 
orchard.   
 
 
INTRODUCTION 
 Information gathering and processing is becoming increasingly important in 
agriculture as it allows farmers to optimise control processes and implement better farm 
management techniques. The availability of information such as tree counts, yield estimates 
and crop health can allow farmers to efficiently target chemigation, fertilisation and fruit 
thinning processes, ultimately optimising farm yield. However, gathering such data is time 
consuming and labour-intensive. Typically data are sub-sampled and extrapolated, where a 
small number of trees are chosen that best represent the entire farm (e.g. 1 in 4000). 
Robotics and automation enable direct measurement for all trees in a farm, providing a 
higher resolution representation of the crop.  
 A practical means of storing and processing this information is to quantise and 
associate it to the standard farm unit, the individual tree. This enables all aspects of 
information processing to be done in a tree by tree topological fashion. For example, we 
can examine changes in individual tree health and yield between seasons; make correlations 
between flower density and fruit count to predict future yield; and eventually manage 
automated operations such as pruning or harvesting. One means to obtain a tree database 
could involve manually tagging each tree in the farm using a GPS unit. However, such a 
process would be costly and labour intensive. It would also rely on accurate GPS 
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 measurements, which are difficult to obtain when operating amongst the tall canopies in 
orchards.  
 In this work we build a tree inventory over a trellis structured orchard, using an 
Unmanned Ground Vehicle (UGV) equipped with a 3D laser range sensor and a camera. 
A trunk localisation algorithm is developed to use the multi-sensor data to detect and 
localise individual tree trunks within the raw data captured by the vehicle traversing 
autonomously across the orchard. The resulting orchard-wide tree inventory can be used 
to store and analyse other sources of agronomic data obtained by the robot.  
 Previous works on tree localisation (Wellington et al, 2012; Jagbrant et al, 2015) 
perform tree segmentation by leveraging from regular tree spacing in orchards. They 
observe changes in tree foliage height (by using laser data) to detect the presence of tree 
like structures at regular spacing. Bargoti et al., 2015a extended this framework into trellis 
structured orchards where the trees are heavily intertwined. Here the trees were identified 
by detecting individual tree trunks. In this paper we further extend this work by making use 
of both laser and image data to detect the tree trunks, improving the overall performance 
significantly. The work here also extends to different fruit varieties, trellis structures and 
application at different times of the year.  
 
  
a) The research ground vehicle Shrimp traversing between two 
Güttingen V-trellis rows, scanning one side using a laser sensor. 
Image taken during pre-harvest season. 
b) Apple trees planted in a vertical I-trellis formation. Image 
taken during flowering season. 
 
Figure 1: Apple Orchard at Warburton, Victoria hosting a variety of apple types  on different trell is 
structures. 
MATERIALS AND METHODS 
The robotic ground vehicle “Shrimp” was used to collect raw data at a commercia l 
apple Malus domestica Borkh, near Melbourne, VIC. The vehicle is equipped with a 
vertically oriented SICK LMS291 2D LiDAR (laser ranger sensor) directed perpendicula r 
to the vehicle’s direction of travel. The sensor captures range data at 75Hz as the vehicle 
traverses along the orchard rows, building a 3D representation of the farm (Figure 1a). On 
top of the vehicle, there is a spherical imaging camera operating at 5Hz, from which we can 
extract image data that overlaps the field of view of the laser sensor. The robot traversed 
autonomously along the rows of different blocks at the orchard. The farm hosts both 
standard vertical I-trellis and Güttingen V-trellis plantations (Figure 1). As opposed to stand 
alone trees, these structures provide better weight support of the tree limbs, allow for more 
sunlight for the fruits and make harvesting easier (Christensen, 2012). The I-trellis and 
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 Güttingen V-trellis trees were planted at 0.75m and 1.5m intervals respectively with a 4m 
spacing between the rows.  
The methodology to obtain a tree inventory is as follows. Firstly, from the raw laser 
data (Figure 2a) we extract a single trellis row (Figure 2b). If this is a V-trellis row, the two 
trellis faces are separated. Working with the laser data on a single face, we detect straight 
lines in the lowest 0.75m, which act as trunk candidates (Figure 2c). To avoid false 
classification due to overhanging foliage, these candidates are verified by performing image 
analysis on the camera data. Additionally, a Hidden Semi-Markov Model (HSMM) 
(Bilmes, 1998) is used to enforce the regular trunk spacing. To evaluate the advantage of a 
camera sensor, we also run the experiment without the image processing step. The trunk 
locations are evaluated over individual rows, resulting in an orchard-wide tree invento ry.  
Refer to Bargoti et al, 2015b for further details on the trunk localisation algorithm.  
 
  
a) Gather laser data over the orchard block and extract a single 
trellis row 
b) Segment out the trellis face if needed 
  
c) Find trunks in the laser data d) Confirm presence of trunk with image analysis 
  
e) Introduce regular trunk spacing constraint to finalise trunk 
positions along row 
f) Compile tree inventory over the orchard block 
 
Figure 2: Trunk localisation pipeline for a trell is structured orchard.  
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 The experimentation was done over different seasons (pre-harvest and flowering) 
over the two different trellis structures, and two different apple varieties (Pink Lady and 
Granny Smith). Ground truth data were collected from the laser data by manually 
annotating the geographical location of each trunk using their 3D point cloud 
representation.  
 
RESULTS AND DISCUSSION 
In total, the vehicle traversed 7.6 km over 41 rows, covering an area of 1.6 ha, 
generating a tree inventory with 6420 trees. For algorithm performance evaluation, the 
estimated tree trunk locations were compared to their ground-truth locations. A true 
positive tree trunk refers to a trunk that is positively identified within 5 cm (half the trunk 
width) of its ground-truth location. A false positive refers to the detection of a trunk outside 
this threshold. The trunk count estimate is a sum of true positives and false positives. The 
pipeline accuracy is determined by the ratio of true positives and the total number of trees 
in a block.  
In all test cases we observed improved trunk localisation results when operating 
with both laser and image data (Table 1). With information obtained from the images, we 
can be more certain about the presence of a trunk and discard false laser based trunk 
candidates corresponding to overhanging foliage and/or tall grass. This improvement was 
more pronounced when operating on data collected during the pre-harvest season. Here 
performance increased from roughly 50% accuracy to 90% accuracy when image data was 
included. During pre-harvest, the thicker foliage around the trunks results in poor 
performance for the laser only based system. On the other hand, data scanned during the 
flowering season (with nearly bare trees) produced very accurate trunk localisation with the 
laser only system (98% accuracy) and near perfect trunk localisation (99% accuracy) using 
both the laser and image data in the algorithm.  
 
Table 1: Apple orchard trunk localisation results using image and laser data. 
Block Type \ Observation Type Laser Image and Laser 
Season Trellis Fruit #Trees Count1 TP2 Acc% Count TP2 Acc% 
Pre-harvest V PL2 2494 2472 2238 89.7 2493 2402 96.3 
Pre-harvest V GS3 939 878 482 51.3 920 835 88.9 
Pre-harvest I GS 659 586 349 53.4 657 618 93.8 
Flowering V GS 939 938 921 98.0 937 930 99.0 
Flowering I GS 659 660 654 97.9 658 652 98.9 
1 Estimated tree count, True Positives (TP) + False Positives  (FP) 
2 TP is a trunk candidate positively identified within 5cm to its true location  
2 Pink Lady 
3 Granny Smith 
 
The trunk localisation pipeline performed marginally better on Pink Lady trees 
(96.3% accuracy) than Granny Smith (93.8% accuracy). Although the apple trees from the 
two species have similar structure, the Pink Lady block exhibited significantly less tall grass 
near the trunks. This could be due to an herbicide strip applied by the farmer prior to the 
field trial to clear the grass and weeds from the base of the trees. As a result, there were 
lower levels of occlusion around the Pink Lady tree trunks in comparison to the Granny 
Smith. The algorithm performed similarly for the I and V trellis structures. 
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 CONCLUSIONS 
The results show that the trunk localisation pipeline is able to generalise to the 
different trellis structures (I-trellis and Güttingen V-trellis); at different times of the year 
(flowering and pre-harvest) and with different fruit cultivars (Pink Lady and Granny 
Smith). In order to acquire the most accurate tree inventory spanning over an orchard block 
(with up to 99% accuracy), the trunk localisation pipeline should be applied on data 
collected during the flowering season, or carefully timed with the use of herbicide strips to 
reduce undesired foliage.  
Future work is to use the trunk localisation algorithm as a tool within higher level 
systems, to autonomously acquire, process and map data relating tree-specific flower and 
fruit density, to quantify the relationship with harvest yield and orchard management.  
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Utilising Metadata to Aid Image Classification in Orchards
Suchet Bargoti and James Underwood1
Abstract— Accurate image scene parsing is a crucial com-
ponent underlying high-level robotic perception tasks in agri-
culture. This is a difficult task when operating with orchard
image data in outdoor scenes due to the undesirable intra-
class variations caused by changes in illumination, pose, tree
types etc. However, given the presence of structure, in both the
orchard and how exactly the data was obtained, some factors
of variation may be modelled via readily available metadata,
including extrinsic experimental data such as the sun incidence
angle, position within farm, etc. Using image classification based
on a multi-scale Multi-Layered Perceptron, such metadata can
be incorporated with the image data to aid scene parsing.
Experimental results are shown for fruit segmentation and
yield estimation over data collected at an apple orchard. The
results show a 6% improvement in the classification f1-score,
subsequently increasing the yield accuracy from 82% to 87%.
I. INTRODUCTION
With recent advances in robotics and automation, it is
possible to obtain low cost image data at high spatial and
temporal resolutions over large farms. Reliable and accurate
image processing techniques are required to obtain high
level information of the crop status, such as its health and
distribution. This can allow farmers to optimise precision
agricultural operations according to variations in the field,
which ultimately leads to maximising yield and quality.
Orchard image data, which is generally captured in the
day time, is subject to large intra-class variation due to
illumination conditions and crop type. Discriminative tasks
such as fruit or tree segmentation [1], [2] need to be invariant
to properties such as incident lighting, fruit maturity, tree
types etc. Given enough training data and model complexity,
a parametric model can be trained to be invariant to such
factors. However, due to the costs associated with obtaining
labelled data, this invariance is never completely met.
This paper provides a means to utilise prior information,
which correlates with some of the observed intra-class vari-
ation, to aid image classification. This information, referred
to here as metadata, is orthogonal to the image data and
helps overcome some of the limitations mentioned above. In
particular, the contributions of this paper are:
• A novel extension to a multi-scale feature learning
algorithm previously presented in [3] by incorporating
metadata relating to appearance variations in image data
in order to aid discriminative classification.
• A study of different metadata at an apple orchard and
its effects on image classification and yield estimation.
1The authors are with the Australian Centre for Field Robotics, The
University of Sydney, 2006, Australia. s.bargoti, j.underwood
@acfr.usyd.edu.au
The remainder of the paper is organised as follows. Section
II presents the related work for scene parsing in outdoor
conditions with a focus on agriculture data. Section III
describes the standard classification framework and builds
upon it with the inclusion of metadata. Sections IV and
V contain the experiment setup and classification results,
followed by apple yield estimation. We conclude in Section
VI, with a discussion of future directions.
II. RELATED WORK
General purpose supervised feature learning algorithms
learn an encoding of input image data into a discriminative
feature space, and have been shown to outperform threshold
based algorithms typically used in agriculture [3]. However,
as mentioned before, in natural scene data, it is difficult to
model the inter-class variations (i.e. differentiation between
trees, leaves and fruits), while being invariant to intra-
class (within-class) variability due to the naturally occurring
extrinsic factors such as illumination, pose and tree type.
As a workaround, the intra-class variability in data can
be restricted manually. For example, in [1] and [4], locally
constrained classifiers are trained to learn specialised repre-
sentations of orchard and urban data respectively. This can
allow for parallel training operations but prevents underlying
similarities in data splits to be shared between classifiers.
Another approach can involve minimising the extrinsic vari-
ations during data gathering. For example, pepper detection
is performed in [5] at a greenhouse plantation with controlled
illumination conditions. In [6], [7], the data gathering is
done at night using strobes to restrict the illumination vari-
ance. However, in orchards it is more practical to operate
experimental systems under natural day-light conditions.
Additionally, sensing hardware can be easily incorporated
onto tractors, which typically operate during the day. This
leaves image classification under natural conditions an open
and important problem.
In this paper we propose that knowledge about the struc-
ture of orchards and the way in which data is obtained, can
be used to explicitly model some of the underlying factors
of variations. For example, when working with standard
natural scene data such as PASCAL VOC [8], access to the
generally unavailable prior knowledge such as illumination
conditions and object and camera pose could assist image
classification frameworks. The inherent structure of orchards
provides some predictability in the illumination variation
over the images. Additionally, the sun position can be used
to evaluate the illumination incidence angle. Such Metadata,
available at no extra cost, can allow the classifier to explicitly
capture some aspects of the intra-class variation.
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III. CLASSIFICATION METHOD
In this section we first present a binary (fruit/non-fruit)
pixel level image classification algorithm, based on previous
work in [3]. We then introduce the classification architecture
used to incorporate orchard metadata.
A. Multi-scale Scene Parsing
The classification framework used in this paper is based
on a multi-scale Multi-Layered Perceptron (MLP) consisting
of three hidden layers. The classifier input represents a
contextual window around each pixel in RGB space captured
over multiple image scales. This provides scale invariance
for classification and allows us to capture local variations at
different scales such as the edges between fruits and leaves
and between the trees and the skyline.
The MLP architecture is illustrated in Figure 1. Individ-
ual scale hidden representations are encoded via non-linear
sigmoid transformation and then concatenated as per:
ψ(i) =
S⋃
s=1
σ(Wsx
(i)
s +bs) (1)
where, x(i)s is the raw (or processed) RGB input for scale
s ∈ S, σ(z) is the sigmoid activation function and Ws are
the set of filters/weights to be learnt. Patches from each
scale are treated independently during the encoding phase.
The weights are initialised with unsupervised pre-training,
using a sparse De-noising Auto Encoder, which has been
shown in literature (and through experimentation) to boost
classification performance [9]. The concatenated output ψ
is then propagated through a softmax layer to obtain class
labels1. The MLP is trained via back-propagation while
minimising a cross-entropy loss function, with an L2 penalty
term to minimise over fitting.
Fig. 1. The multi-scale Multi-Layered Perceptron architecture. The default
setup is in blue, with xs representing RGB patches captured at a given scale
s ∈ S. Metadata configuration shown in green acts as a weighting to each
of the hidden nodes.
B. Adding Metadata
Metadata corresponding to individual pixels can be incor-
porated to the multi-scale MLP architecture by appending the
information at the input layer (shown in green in Figure 1).
We can define each set of meta-data for a given input instance
x(i), by d(i)k ∀k ∈K, where K is the set of different meta-data
types, e.g. sun position, tree type etc. The different metadata
1The process can therefore easily be extended to the multi-class scenario.
can then be concatenated together as D(i) =
⋃K
k=1 d
(i)
k . The
propagation to the hidden layer is then given by
ψ(i) =
S⋃
s=1
σ(Wsx
(i)
s +UsD(i)+bs) (2)
where, Us are the weights learnt over each scale for the
scale independent metadata input D. Qualitatively, Us can be
thought of as a weighting function for the different filters Ws,
implicitly describing a relationship between each metadata
component and the corresponding response from individual
colour and edge filters.
The network is then trained using the same back-
propagation algorithm as before. The computational expense
of an MLP is linear to the number of input units. As the size
of the input metadata is significantly smaller than the colour
data, the additional computational expense is negligible.
IV. EXPERIMENTAL SETUP
The image data was acquired over different rows of an
apple orchard in Victoria, Australia, by Shrimp, which is a
general purpose research ground vehicle, built at the Aus-
tralian Centre for Field Robotics. Each tree image was 1616
by 1232 pixels. The training data (Figure 2) was collected
by randomly sampling 1100 sub-images (308×202), corre-
sponding to 1% of the entire data, and manually generating
pixel-level labels for the fruit and non-fruit classes. Sub-
sectioning the raw image allows for easier labelling and
results in greater spatial variance within the training set.
Fig. 2. Sample images randomly extracted from over the orchard dataset
for training. Images are ordered according to height in the original data.
Training patches of size [8× 8× 3] were extracted over
scales [1,1/2,1/4,1/8] with balanced random sampling over
the labelled dataset. The MLP was configured with 50 hidden
units per scale and trained using Stochastic Gradient Descent
(SGD) with a learning rate and an L2 penalty of 0.05 and
1×10−5 respectively (evaluated via a grid search and cross-
fold validation). The algorithm was implemented using the
open-source machine learning library, Pylearn2 [10].
The metadata used included a combination of pixel po-
sitions, orchard row numbers and the sun’s azimuth angle
relative to the vehicle body frame (calculated by using the
time of day and vehicle’s pose and geographical position).
These properties were hypothesised to correlate with some of
the intra-class variations, such as image height and illumina-
tion changes (Figure 2) and row numbering and changes in
fruit/tree variety. A one-hot encoding was used to discretise
continuous data into a number of discrete channels. A few
channel sizes were tested and ultimately 8 channels were
used for pixel i, j positions (pi, p j) and the sun azimuth
angle (sψ ). The row numbers (rn) could be encoded directly
as one-hot vectors.
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V. CLASSIFICATION RESULTS
For evaluation, the labelled dataset was randomly split into
an 80 : 10 : 10 split of training, validation and testing images.
The classification was repeated over multiple iterations, the
three sets shuffled randomly each time. Training was done
in the default configuration and with different combinations
of metadata information. The results are reported in Table I.
TABLE I
FRUIT CLASSIFICATION AND YIELD ESTIMATION RESULTS USING THE
DEFAULT METHOD WITH COMBINATION OF METADATA SUCH AS PIXEL
POSITION (pi, p j ), ROW NUMBER (rn) AND SUN AZIMUTH (sψ ).
Config F1-score r-squared Yield Est Acc (%)
None 0.683±0.008 0.68±0.01 81.6%±0.3
pi +0.032±0.005 – –
p j +0.000±0.002 – –
rn +0.011±0.004 – –
sψ +0.001±0.003 – –
pi, rn +0.038±0.005 – –
pi, p j , rn, sψ +0.042±0.005 0.78±0.02 86.8%±0.8
There is a clear improvement in classification results
with the inclusion of all of the metadata increasing the
f1-score by 6.1% (F1: 0.683 → 0.725). On it’s own, pi
(pixel height) was the most important metadata, which also
qualitatively portrayed the largest appearance changes in the
data. Additionally, if some metadata was hypothesised to
have no direct correlations with the extrinsic variations in
data (such as p j), the classification results were no worse.
The lack of information from the sun position (sψ ) is possibly
due to the fact that in this dataset the sun azimuth was either
+90◦ or −90◦ and therefore did not cause much variation on
its own to the image data. The magnitude of learnt weights
Us was weaker for irrelevant metadata, guiding us towards
the important factors of variations, which in turn can be used
to improve subsequent data gathering tasks.
A. Yield Estimation
A desire for improving classification results was to per-
form accurate yield estimation. Due to occlusion in the data,
even a perfect classifier cannot directly observe the true
number of apples. Instead, we assume that on average there
is a fixed ratio of occluded to visible fruit allowing us to map
variations in yield over the farm and perform yield estimation
given calibration data. For this data, the grower counted and
weighed the post-harvest produce of 15 rows individually,
which provided ground truth (this is too labour intensive for
a commercial orchard to routinely perform).
Images were captured at 5 Hz and down-selected with a
0.5 m spacing along the rows to avoid double counting in
subsequent frames. Yield estimation was done by linearly
regressing true counts with pixel counts2 accumulated along
each whole row, as done in [1]. The yield estimate results
were evaluated over multiple training iterations and are
shown in Table I. The default classification method resulted
2Erosion and dilation were used to filter out classification noise.
in an r-squared value of 0.69, comparable to 0.656 reported
in [1]3. With the inclusion of metadata, the r-squared value
increased to 0.78. The regression model was then used to
estimate the yield per row, resulting in a yield estimate
accuracy, which increased from 82% to 87%. The addition
of metadata comes at no cost, and allows a greater number
of fruits to be detected with fewer false positives.
VI. CONCLUSION AND FUTURE WORK
We have presented an image classification approach, which
utilises extrinsic information corresponding to intra-class
variations to produce more accurate classification results.
The pixel-wise classification algorithm was based on a multi-
scale Multi-Layered Perceptron within which, metadata re-
lating to observed variations in data was incorporated. We
evaluated the system over fruit classification at an apple
orchard, using freely available information such as pixel
position, row numbering and sun position as metadata. As a
result, image classification performance improved by 6.1%
to F1 = 0.73, and yield estimation accuracy over multiple
rows improved from 81.6% to 86.8%.
Future work will involve incorporating additional meta-
data such as weather conditions, fruit types and seasons,
covering over a larger orchard dataset. Further verification
of the approach will also be conducted by extending to
other domains where similar forms of metadata may be
available. Additionally, image classification and the effects of
metadata will be explored over different supervised learning
architectures such as convolution or deeper networks.
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