We address the possibility of using coherent control tools to extract useful information about the interaction of a system with a dissipative environment. To that end we extend previous work, which developed a coherence spectroscopy based on two-pathway excitation phase control, from the isolated molecule limit to dense media. Specifically, we explore the properties of the channel phase, an observable of energy-domain two-pathway excitation experiments that was shown in the isolated molecule limit to carry information about the phase properties of the material system. Our analysis is based on the combination of steady state and time-dependent analytical perturbative approaches within the density matrix formalism, complemented by nonperturbative numerical simulations. We find that the channel phase carries significantly richer information in the presence of decoherence mechanisms than in their absence. In particular, rescattering events in the structured continuum introduce new features in the channel phase spectrum, whose structure conveys information about both the molecular continuum and the system bath interaction.
I. INTRODUCTION
Whereas the traditional goal of laser physics and chemistry has been to develop and apply optical methods for understanding different forms of matter, the mid-eighties of the previous century witnessed a shift toward usage of the coherence properties of lasers to control matter. [1] [2] [3] Coherent control has since evolved into a diverse discipline, with applications ranging from atomic physics and information technology, through chemical dynamics, to material research and biology. It has been established, both theoretically 4 and through laboratory and computer experiments, [1] [2] [3] that ͑at least in the absence of dissipative mechanisms͒ chemical systems lend themselves to a vast degree of control through coherent light. It is thus interesting to observe that a significant portion of the recent research in this area has focused on the prospect of utilizing control tools to understand material properties.
References 5-9 introduced the notion of coherence spectroscopy in the context of two-pathway excitation coherent control. Within the energy domain, two-pathway approach to coherent control, 1,10-12 a material system is simultaneously subjected to two laser fields of equal energy and controllable relative phase, to produce a degenerate continuum state in which the relative phase of the laser fields is imprinted. The probability of the continuum state to evolve into a given product, labeled f, is thus P f = P f
where P f ͑j͒ , j =1,2 are the probabilities of product f to result from excitation with field j alone, is the relative phase of the two laser fields, and ␦ f is the relative phase of the material excitation amplitudes. A familiar realization of the twopathway method is simultaneous excitation through m-and n-photon processes with frequencies satisfying m ͑m͒ = n ͑n͒ , most commonly one-vs three-photon experiments [10] [11] [12] with 3 ͑3͒ = ͑1͒ ͑see Ref. 13͒ .
The development of a coherence spectroscopy based on coherent control tools is based on a simple and general anticipation, namely, that a spectroscopy that utilizes the phase property of lasers would provide more information than one that utilizes only their energy resolution, particularly regarding properties that are sensitive to the phase of the material wave function. In the specific case of the two-pathway approach, it was illustrated theoretically and experimentally that the material phase ␦ f ͑also termed channel phase or molecular phase in the previous literature͒ contains interesting information regarding molecular continua, which is not available from conventional ͑phase incoherent͒ spectroscopies. [5] [6] [7] [8] [9] More recently several publications have illustrated the possibility of utilizing the outcome of optimal control experiments to unravel reaction pathways and mechanisms. [14] [15] [16] [17] Also similar in concept are time-domain pump-probe experiments that use the phase relation between the components of a laser pulse to gain information about matter wave interference phenomena. Closely related and clearly intriguing is the challenge of developing a true inversion scheme based on coherent control concepts.
Previous work on the problem of the channel phase [5] [6] [7] [8] [9] [18] [19] [20] [21] [22] [23] [24] [25] [26] has focussed entirely on the case of isolated molecules, where coherence is fully maintained on relevant time scales, corresponding to molecular beam experiments ͑see Refs. 21, 23, and 26 for reviews͒. In the present work we extend the formalism of Refs. 5 and 7 to dense environments, where both population decay and pure dephasing arise from interaction of a subsystem with a dissipative environment. We find that the channel phase contains substantially richer information in dissipative media than in the isolated molecule limit, probing both the continua of the subsystem and the dissipative properties of the environment.
As remarked above, an extensive body of experimental, theoretical, and numerical research on coherent control has conclusively illustrated that, in the absence of decoherence mechanisms, molecular systems are remarkably controllable by coherent light. [1] [2] [3] The recent literature 27 stresses, however, that much less is known about the controllability of systems where dissipation is significant. Although the main thrust of the present work is to extend the channel phase concept to dissipative media, our results bear implications also to the problem of coherent control in the presence of dissipation, in as much as the channel phase serves as a sensitive measure of the extent of decoherence.
Theoretical research on coherence spectroscopy of isolated systems has established conditions under which the channel phase vanishes and identified several physically distinct sources of a nonvanishing channel phase. 5, 7 In brief, ␦ f may probe either or both the properties of the final, degenerate continuum state, and those of resonances at an intermediate level of excitation. The latter case, specific to the situation where at least one of the excitation pathways involves a multiphoton process, is simple yet interesting. Here the channel phase probes directly the phase of the intermediate state resonance wave function. In the limit of an isolated resonance it assumes the familiar Breit-Wigner form; a sigmoidal function of the photon energy with an increasingly steeper slope the larger the resonance lifetime. In the present paper we focus on the simplest case scenario where ␦ f arises solely from an intermediate state resonance. In the concluding section we comment on the extension of this work to more complex scenario, where ␦ f probes interfering resonances at either or both intermediate and final levels of excitation as well as coupling mechanisms in the final continuum manifold.
The following section defines our model system and introduces our theoretical approach. Section III analyzes the constituents of the coherent signals within a diagramatic representation. Most of the discussion ͑Secs. III A-III D͒ is based on an analytical theory that relies on a perturbative approximation, whereas the final section ͑Sec. III E͒ complements our theoretical analysis with numerical results that extend our conclusions beyond the perturbative limit. In Sec. IV we note possible experimental scenario to test our predictions and outline avenues for future theoretical research. Two appendixes contain derivations that are essential to convey our message and which we find of general interest but have chosen for simplicity of presentation to omit from the main text. Appendix A outlines an alternative analytical approximation to that developed in Sec. II whereas Appendix B focusses on the isolated molecule case and rederives, using a time-dependent approach, the results obtained previously within a Feschbach scattering formalism.
II. MODEL HAMILTONIAN AND EQUATIONS OF MOTION
We consider a general electronic system consisting of three sets of levels: an initial manifold ͕͉i͖͘, an intermediate ͑resonance͒ manifold ͕͉r͖͘, and a final manifold ͕͉f͖͘. The Hamiltonian of the material system is thus,
where
and it has been assumed that the manifolds are not nonradiatively coupled. One case of specific interest is that of an interface system, where the initial states are the occupied states of a metal or a semiconductor, the intermediate states are unoccupied surface states, and the final states are free electron states above the photoemission threshold. Another example of relevance is gas cell atomic or molecular problems, where the three manifolds in question represent vibronic manifolds of the ground, an excited, and an ionic electronic state. Since our goal is to convey a qualitative idea, rather than to provide an accurate simulation of a specific system, our model of the continuum is rather simple. It is thus not expected to apply to continua in complex environments.
Within the two-pathway excitation approach, the material system is subjected to two simultaneous phase-locked laser fields of equal energy,
͑3͒
where the ab denote electronic matrix elements of the dipole operator, ab = ͗b͉r͉a͘, a , b = i , r , f, and E͑t͒ denotes the two-component laser field, whose form is application dependent and specified below. The state-specific photoemission signal is proportional to the electronic population in the corresponding final state, given in terms of the density operator ͑t͒ as,
We focus on electronic signals, where the label f takes the significance of the photoelectron energy and scattering angle, but our conclusions are general.
In the absence of decay and decoherence mechanisms, the time evolution of the density operator is dictated by the quantum Liouville equation,
Expanding the density operator in powers of the laser field one obtains
where the superoperators for propagation G and interaction V are given, respectively, as
A is an arbitrary operator, and the equilibrium distribution of initial population among the ͕͉i͖͘ is given by ͑t → −ϱ͒. It is convenient to recast Eq. ͑4͒ in terms of a response function R͓n͔ that contains all the information regarding the properties of the system,
In the isolated molecule limit, the time evolution can be equivalently ͑and more conveniently͒ formulated in terms of the Schrödinger equation. The power of the density matrix formulation is in providing a framework for introduction of a dissipative environment whose interaction with the threemanifold system gives rise to population relaxation and dephasing. One of the simplest and yet most popular descriptions of a system embedded in a bath is given by the optical Bloch model. For our present purpose the Bloch model is particularly convenient in that it lends itself to instructive analytical approximations. Rewriting the quantum Liouville equation in terms of a three-manifold basis, we introduce dissipative processes within the optical Bloch framework as,
Dissipation in Eq. ͑11͒ is governed by the rate ⌫ ab
where ⌫ pd is the pure dephasing rate and ⌫ aa represents the lifetime of level a. In the presence of decay and decoherence mechanisms the action of the superoperator G on an operator ͉a͗͘b͉ results in a Liouville space Green function G ab ͑t͒, that decays with time as,
͑13͒
The set of coupled differential equations given by Eq. ͑11͒ can be solved analytically by direct perturbation theory involving the response function R, as envisaged by Eq. ͑10͒ and outlined below. An alternative perturbative solution is obtained via the successive decoupling scheme developed in Appendix A, wherein the elements of the density matrix in a rotated frame are determined as functions of time. [28] [29] [30] Both approaches lead to identical solutions in the limit of infinite time. This limit has been taken in the derivation of Eq. ͑6͒ and is thus implicit in the results of the present section. The solutions obtained by the process of limited decoupling and sequential analysis in Appendix A are more general as they do not implicitly take the long time limit. The formalism developed in Appendix A, however, does not lend itself as readily to intuitive physical interpretation as the foregoing approach. In the present context it serves as a useful complement to the method of Eq. ͑10͒, and, as illustrated below, enables the understanding and resolution of parametric singularities that appear in the functional form of P f . In the following section we discuss the opportunities for twopathway coherent spectroscopy and coherent control in dissipative media within the framework of Eq. ͑10͒, applying the approach of Appendix A to provide complementary insight and numerical calculations to explore the range of validity of the perturbative theories. Although the formal expressions derived below account for the possibility of several initial and intermediate states, all illustrations and numerical calculations are restricted for simplicity to the case of a single initial and a single intermediate state.
III. PATHWAYS FOR PHOTOPRODUCTS IN LIOUVILLE SPACE
We proceed by focusing attention on the simplest case scenario of one-vs two-photon excitation ͑assuming that the final state is at least partially angle resolved͒. This case allows us to make useful connection with the literature of twophoton photoemission ͑2PPE͒ spectroscopies and simplifies the interpretation. As discussed in Sec. IV however, our results are general.
The population in the final state P f can be decomposed into three components. In the one-vs two-photon pathway case, these arise from ͑i͒ the one photon excitation process P f ͑1͒ , which proceeds directly from the initial state ͉i͘ to the final state ͉f͘, ͑ii͒ the two photon excitation process P f ͑2͒ , which involves exciting the intermediate state ͉r͘ en route to the final state, and ͑iii͒ the interference between the onephoton and the two-photon processes, P f ͑12͒ , a consequence of the definite phase relationship existing between the two excitation routes. Thus, P f = P f
In the following three sections we employ the formalism of Sec. II and Appendix A to derive analytical expressions for the three components of the signal. Our results are used to explore the physical content of the observables of the twopathway excitation scheme in dissipative environments and hence to develop an understanding of the potential of this approach as a control tool and as a coherence spectroscopy in dense media. In the final section we complement our perturbative analytical analysis with nonperturbative numerical results. A formally interesting limit, which has also had significant success experimentally in the isolated molecule limit, 21, 23, 26 is that of continuous wave laser fields ͑in practice nanosecond pulses͒, that is,
where ͑j͒ is the phase of j-photon field, ͑j͒ is the corresponding frequency, and ͑1͒ =2 ͑2͒ . 13 ͑The latter condition is essential for energy domain two-pathway phase control since if it is not satisfied the interference between one-photon and two-photon processes does not lead to population in a given final state but rather to coherence between two different energy components.͒ The rotating wave approximation ͑RWA͒ is employed throughout the derivation. Under sharp energy excitation conditions and intensities such that the perturbative framework is valid, we have f − r = r − i = ͑2͒ , and hence our system consists of three levels or of three manifolds in each of which all levels are degenerate.
A. One-photon processes
In a perturbative expansion, the description of the onephoton process reduces to a two-level problem. For each even power of the electric field there exist two sets of pathways in Liouville space ͑forming one set of complex conjugate pairs͒, leading from the initial ͉i͘ to a given final state ͉f͘. The contribution to the final state population from the second ͑lowest͒ order in the electric field is given, using Eqs. ͑4͒, ͑6͒, and ͑10͒, as
where we denote by P f ͑j͒ ͓k͔ the component of the population arising from the k th order in the fields, j-photon process. Defining ii 0 as the initial probability of occupancy of a state ͉i͘ and assuming that the lifetime of ͉i͘ is infinite, one finds for the one-photon signal at a given final state ͉f͘,
. The factor of 2 in the coefficient of the bracketed line shape is due to the addition of the two Liouville space pathways. Whereas the Lorentzian line shape centered about f = i +2ប ͑2͒ and the linear intensity dependence are clearly expected, a disturbing feature of Eq. ͑17͒ is the striking singularity that obtains in the limit of infinite final state lifetime, ⌫ f f = 0. To resolve this feature we turn to the more general expression for P f ͑1͒ ͓2͔, obtained from the method derived in Appendix A. For a single initial state in the limit of long times, where oscillatory transients can be neglected, Eq. ͑A.4͒ describing the one-photon photoemission signal, reduces to
͑18͒
Equation ͑18͒ correctly approaches Eq. ͑17͒ in the t → ϱ limit. One can obtain an expression for P f ͑1͒ ͓2͔͑t͒ in the limit of ⌫ f f → 0 by first expanding the exponent of Eq. ͑18͒ in a Taylor series and, after appropriate cancellation between the numerator and denominator, letting ⌫ f f → 0. This results in
͑19͒
From Eq. ͑19͒ we have that the singularity is removed if the ⌫ f f → 0 limit is taken before the t → ϱ limit. This is not easy within the Liouville space pathway approach since one has effectively taken t → ϱ in arriving at Eq. ͑17͒. The physical interpretation of Eqs. ͑17͒-͑19͒ is simple and intuitive. Equation ͑19͒ is consistent with Eq. ͑17͒ in as much as in the combined t → ϱ, ⌫ f f → 0 limit P f ͑1͒ ͓2͔͑t͒ diverges. In reality, however, no state but the ground state has zero width in an infinitely long observation. Excited states may be infinitely long as compared to the duration of a given ͑finite time͒ experiment, but the t → ϱ and ⌫ f f → 0 limits are mutually exclusive. Equation ͑18͒ illustrates that the case of arbitrarily long lifetime, ⌫ f f Ӷ 1, does not lead to formal singularities, and in the calculations of Sec. III E we find that the ⌫ f f Ӷ 1 is also numerically perfectly stable.
In the absence of pure dephasing, ⌫ pd = 0, the expression for the one-photon signal for a single initial state reduces to,
where 2⌫ f = ⌫ f f . The same expression is obtained by solution of the three-level problem within the Schrödinger wave equation, as shown in Appendix B. Thus the one-photon signal takes a Lorentzian line shape, whose full width at half maximum ͑FWHM͒, given by ⌫ f , depends on both the lifetime of the final state and the pure dephasing rate. As is evident from Eqs. ͑17͒-͑19͒, a one-photon experiment cannot disentangle lifetime from pure dephasing effects.
B. Two-photon processes
In this section we discuss in some detail the mathematical structure and physical content of the two-photon signal, P f ͑2͒ , where the elegance of the Liouville space pathway approach becomes more apparent. Although in the case of twopathways excitation the two-photon component is but one part of the signal and is not observable, the two photon signal is the observable of 2PPE, a well established method that has been particularly successful in interface problems. [29] [30] [31] [32] [33] [34] [35] [36] It is thus useful to place the results of the present section in the context of 2PPE processes.
The time ordering between the various interactions leads to distinct pathways in Liouville space that interfere with each other to yield the final spectrum. In order to construct the two-photon contribution, one needs a response function of at least the fourth order in the fields. Such an expression for P f ͑2͒ ͑denoted P f ͑2͒ ͓4͔ in the above notation͒ is given, using Eqs. ͑4͒, ͑6͒, and ͑10͒ as, couplings, along with the corresponding diagramatic representation of the sequence of interactions, is shown in Fig. 1 . The different terms contributing to P f ͑2͒ ͓4͔ can thus be grouped into two, physically distinct processes: a sequential pathway, P seq ͑2͒ ͓4͔, given as
and a coherent pathway, P coh ͑2͒ ͓4͔, written,
͑23͒
In Eqs. ͑22͒ and 29, 32, 33 and are referred to as initial state peaks in the corresponding literature. 29, 31 From Eqs. ͑22͒ and ͑23͒ we have that at nonresonant photon energies the 2PPE spectrum displays two maxima, the intermediate state peak at ⍀ rf = 0 and the initial state peak at ⍀ if = 0. For resonant excitation of the intermediate state, the two features merge and the 2PPE spectrum displays a single peak.
Our analysis interprets the intermediate state peak observed in 2PPE experiments as the net result of destructive interference between the sets of sequential and coherent pathways. This result is illustrated in Fig. 2 , where the total two photon emission process, along with the separate contributions of the sequential and coherent pathways, are plotted for off-resonance excitation of the intermediate state. Figure  2͑a͒ , corresponding to the rapid dephasing case, ⌫ pd −1 = 20 fs, shows that the sequential pathway ͑dashed curve͒ makes a positive contribution to the intermediate state peak, whereas the coherent pathway ͑dotted curve͒ interferes destructively to reduce the net peak intensity ͑solid line͒. By contrast, the initial state peak, which describes two-photon absorption from the initial to the final state, is entirely due to the coherent pathway, as seen by comparison of the dotted and solid curves of Fig. 2͑a͒ . Figure 2͑b͒ considers the isolated molecule limit, where pure dephasing is absent, ⌫ pd = 0. Here complete cancellation of the intermediate state peak ͑solid curve͒ results from destructive interference between the sequential ͑dashed curve͒ and coherent ͑dotted curve͒ pathways at that particular final state energy. The initial state 
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where the elimination of the intermediate state peak due to destructive interference of the sequential and coherent pathways in the ⌫ pd → 0 limit is explicit. Our results are in complete agreement with the observations of Wolf et al. 29 and illustrate that the intermediate state peak is a condensed phase phenomenon that has no analog in the isolated molecule limit. In physical terms, pure dephasing redistributes the intensity of the scattered photoelectrons, reducing the intensity of the initial state peak and generating the intermediate state peak. The implications of this phenomenon to phase control and phase spectroscopy are noted in the following section. We note in Eq. ͑24͒ that the initial state peak is a simple Lorentzian with width determined by ⌫ if , the dephasing rate between initial and final states. The intermediate state peak, by contrast, which arises from interference between sequential and coherent pathways, is never a simple Lorentzian for stationary excitation.
The dephasing-induced intermediate state peak has a lovely analog in the theory of spontaneous light emission in optical spectroscopy. Mukamel and co-workers ͑see Ref. 37 and references therein͒ have shown that spontaneous light emission can be understood in terms of an interplay between Raman and fluorescence processes, which bear perfect analogy to the interplay between the sequential and coherent pathways in the photoelectron spectrum discussed above. The sequential pathways contribute only to flourescence, whereas the coherent pathway contributes to both fluorescence and Raman processes. In the absence of pure dephasing, destructive interference eliminates the flourescence and the total emission is of the Raman type. The Liouville space pathway approach makes apparent the isomorphism between spontaneous light emission and the 2PPE process. Although individual pathways cannot be measured in a stationary experiment ͑only their net sum is a physical observable͒ the pathway approach offers an intuitive picture that enables a richer understanding of the excitation process.
The singularities encountered in the ⌫ f f → 0 and ⌫ rr → 0 limit, can be removed in a manner similar to that discussed in the preceding section in the context of the onephoton problem. This is done by using the general expres-
where 2⌫ r = ⌫ rr and 2⌫ f = ⌫ f f . The same result is obtained through solution of the time-dependent Schrödinger equation, as shown in Appendix B. Although the two photon process considered in this section forms only a part of the coherent signal which is the focus of this paper, it offers a complete description of the conventional 2PPE experiment. The relations derived in the present section consider specifically the case of one-vs twophoton excitation, but their physical content and mathematical structure are general and apply equally to other two optical pathway methods. Time resolved 2PPE spectroscopy ͑see Ref. 32 and references therein͒ is akin to a pump-probe experiment, where a variable time delay separates the pump and probe pulses. When there is virtually no overlap between the pump and probe pulses, the coherent pathway C shown in Fig. 1 is no longer available and the 2PPE signal is determined by the sequential pathways alone ͑pathways A and B of Fig. 1͒ . Consequently the signal is dominated by the intermediate state peak and its time evolution provides information on the dynamics of the intermediate state. Another new feature that is introduced in the time-domain variant is dependence of the observable on the relative time scales of the laser pulse and the decay and decoherence processes. When comparable, the intermediate state peak assumes the form of a convolution of the simple Lorenztian determined by ⌫ rf and the temporal envelope of the laser pulse.
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C. Interference between one-and two-photon processes
The interference between the one-and two-photon processes results in additional Liouville space pathways which contribute to the population in the final state. Unlike the contributions discussed in Secs. III A and III B, the interference terms depend on the relative phase of the laser fields and hence provide potentially a route to both phase control and phase spectroscopy. One needs to expand the density matrix to at least the third order in powers of the electric fields to encounter the interference terms, as these involve one interaction with the field E ͑1͒ and two interactions with the field E ͑2͒ . By doing so in all possible permutations, we obtain six pathways in Liouville space, consisting of three complex conjugate pairs that provide each one ͑real arithmetic͒ pathway, by analogy to the analysis of the previous two sections. A schematic illustration of the different Liouville space couplings and a diagramatic representation of the associated processes are displayed in Fig. 3 . The physical observable is the sum of three physically distinct components,
and the relative phase is defined as = ͑1͒ −2 ͑2͒ . Viewed as a function of the final state energy, Eq. ͑26͒ exhibits an initial state peak at ⍀ if = 0 and an intermediate state peak at ⍀ rf = 0. Pathway P a ͑12͒ ͓3͔ ͑see Fig. 3 pathway A͒, which describes propagation to the final state via coherences ͉i͗͘r͉ followed by ͉i͗͘f͉, contributes only to an initial state peak. Likewise, pathway P b ͑12͒ ͓3͔, which describes propagation to the final state via coherences ͉i͗͘r͉ followed by ͉r͗͘f͉, contributes only to an intermediate state peak ͑pathway B of Fig.  3͒ . By contrast, P c ͑12͒ ͓3͔ ͑pathway C of Fig. 3͒ , which describes propagation to the final state via coherence, ͉i͗͘f͉ followed by ͉r͗͘f͉, leads to both an initial and an intermediate state peak. The result of the interplay of the three pathways of Eq. ͑26͒, is shown in Fig. 4 , and is subject to manipulation through variation of the relative phase of the laser fields. Figure 4͑a͒ , which is obtained for a relative laser phase = 0, indicates destructive interference between the pathways at the location of the intermediate state peak, whereas constructive interference occurs at the location of the initial state peak. Consequently the intermediate state peak is insignificant and the spectrum is dominated by the initial state peak. At =− /4 ͓Fig. 4͑b͔͒, by contrast, the different pathways combine to annihilate the initial state peak and enhance the intermediate state peak.
Equations ͑26͒-͑29͒ can be recast to express the total interference term as,
where 
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and the channel phase ␦ f is defined as
The interference term is thus of the anticipated familiar form, P f ͑12͒ ϰ ͉P f ͑12͒ ͉cos͑ + ␦ f ͒, where reflects the light, and ␦ f the material properties. Within our present, occupation space formalism, ␦ f is given as a simple analytical function of a small number of system parameters, and its physical content is explicit. In the isolated molecule limit, where pure dephasing vanishes, Eq. ͑30͒ reduces to 
D. Channel phase
The observable of main interest in the context of two pathway coherence spectroscopy is the channel phase, ␦ f .
The information content of this attribute has been discussed in the past in the context of gas phase experiments, where coherence is fully maintained on the observation time scales. In the specific case considered here the channel phase arises in the isolated molecule limit solely from the properties of the intermediate resonance since the final state in question belongs to the class of continua that were previously shown to give rise to no channel phase. 5, 7 In the absence of dephasing the channel phase associated with an intermediate state resonance was theoretically and experimentally shown to probe directly the phase of the resonance wave function. In the isolated resonance case this phase undergoes a change of as the photon energy is scanned through resonance, with the sharpness of the transition increasing with the resonance lifetime. This phase change, known as a resonance or BreitWigner phase, is readily understood by analogy to the classical phase of a forced oscillator. In the dissipative environment, the channel phase is sensitive to both decay and decoherence mechanisms and hence contains significantly richer information than in the isolated molecule limit, as illustrated below.
As seen in Eqs. ͑31͒-͑33͒, dephasing processes introduce two new time scales into the dynamics, in addition to the intermediate state lifetime that alone determines the structure of ␦ f in the isolated molecule case. One is the time scale of pure dephasing and the other is the lifetime of the final state. Equation ͑35͒ illustrates that the ⌫ f f dependence of ␦ f is a condensed phase effect that vanishes in the limit of no dephasing. The more careful analysis below shows that the qualitative behavior of the channel phase is dominated by the ⌫ pd / ⌫ rr and ⌫ pd / ⌫ f f ratios, that is, by the rate of dephasing as compared to the system time scales. Wigner shape, observed previously in the isolated molecule limit, whereas in the limit of fast dephasing ⌫ f f −1 ӷ⌫ pd −1 , ␦ f becomes independent of photon energy. In the latter limit the information regarding the phase properties of the material is lost, as is also the controllability of the process with coherent light.
To better understand the effect of pure dephasing on ␦ f we reexpress Eqs. ͑31͒ and ͑32͒ for X and Y so as to isolate the pure dephasing term ⌫ pd . Thus, FIG. 5 . Channel phase vs photon energy ͑ប 2 ͒ centered at the resonance energy ͑ r − i = 1.425 eV͒ for lifetime ⌫ r −1 = 400 fs. ͑a͒ ⌫ f f −1 = 1800 fs and the pure dephasing time scale ⌫ pd −1 varies as infinite ͑solid͒, 3000 fs ͑dash-dash dotted͒, 300 fs ͑dashed͒, 100 fs ͑dot-dashed͒, 60 fs ͑dot-dot dashed͒, and 10 fs ͑dotted͒. ͑b͒ ⌫ pd −1 = 300 fs and ⌫ f f −1 varies as 18 fs ͑solid͒, 180 fs ͑dashed͒, 1800 fs ͑dot-dashed͒, 1.8ϫ 10 4 fs ͑dot-dot dashed͒, 1.8ϫ 10 5 fs ͑dotted͒, and 1.8ϫ 10 6 fs ͑dash-dash dotted͒.
͑37͒
such that X / Y = X / Ỹ . The collapse of ␦ f to the isolated molecule limit as ⌫ pd → 0 is explicit in Eqs. ͑36͒ and ͑37͒. More interestingly, Eqs. ͑33͒, ͑36͒, and ͑37͒ illustrate that pure dephasing introduces dependence of the channel phase on the final state energies. This dependence can be utilized to obtain new insights into the resonance properties, as illustrated in Figs. 6 and 7. In Figs. 6 we first explore the photon energy dependence of ␦ f for final state energies detuned from resonance with the initial state f − i 2 ͑2͒ . In Fig. 6͑a͒ the final state decay rate is fixed and the pure dephasing rate is varied from well below to well above the intermediate state decay rate. In the limit of very slow dephasing, ␦ f takes the Breit-Wigner shape that characterizes the resonant case, as is evident from Eqs. ͑35͒-͑37͒. Pure dephasing processes force the sigmoidal structure into a hairpin bend, where the bending edge is related to the location of the intermediate state peak of the photoelectron emission spectrum. As ⌫ pd grows, the hairpin structure gradually flattens out and in the limit of extremely fast pure dephasing the phase information is again lost, ␦ f becoming a constant function of the photon energy. If the final state energy is shifted towards the two-photon resonance, the hairpin structure is distorted and at resonance the structureless straight line seen in the limit of fast dephasing ͑Fig. 5͒ is restored. When the final state is shifted to red of resonance, the peak structure again develops although in the opposite sense. Figure 6͑b͒ complements this picture by displaying the dependence of the off-resonance channel phase on the final state lifetime. The sigmoidal shape obtained in the limit of short lifetime, ⌫ f f −1 Ӷ⌫ pd −1 , is gradually distorted as ⌫ f f −1 grows, developing the change of phase at the intermediate state energy observed also in Fig. 6͑a͒ . In the large ⌫ f f 
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Coherence spectroscopy in dissipative media J. Chem. Phys. 122, 084502 ͑2005͒ mediate state peaks discussed in Sec. III C and reflects the same physics, explained in the context of the two-photon and one-vs two-photon signals above. In the present context it is interesting to note that the off-resonance signals enrich the information content of the channel phase, in particular, in the presence of dephasing. We remark that, as in the resonance case, the channel phase is sensitive to intermediate state lifetimes as long as ⌫ rr −1 Ͻ⌫ pd −1 , but saturates for ⌫ rr −1 Ͼ⌫ pd −1 . In the latter case ␦ f measures the dephasing rate, rather than the decay rate. 
E. Nonperturbative dynamics
We conclude this section by complementing the analytical results of the preceding sections with numerical calculations. The main goal of this analysis is to test the range of validity of the perturbative approximation on which our analytical theory relies through direct comparison with nonperturbative numerical results. Also of interest is the extent to which the conclusions of the perturbative theory are modified in the case of nonperturbative field-matter interaction.
As the interaction energy ab E 0 ͑j͒ increases, higher-order terms need to be considered in the description of the photoemission process. In principle, each of the terms P ͑j͒ , j =1,2, P ͑12͒ considered in Sec. III can be expressed as an infinite sum over all orders in the field-matter interaction. In particular, the one-vs two-photon interference term is given as a superposition of sinusoidal terms with gradually decaying amplitudes and different phases. In the strong interaction case, the overall interference term may thus deviate from the pure sinusoidal structure. In cases where the leading terms of the perturbative series dominate, the interference term remains approximately single sinusoidal but ␦ f ͓3͔ does not necessarily make a good approximation to the observable channel phase, and hence the physical significance of the observable in terms of the system properties may change. To explore these effects we compare the results of the analytical expression ͑33͒ with those obtained from nonperturbative numerical calculations for various values of interaction energies.
Our method of solving for ␦ f numerically, is briefly outlined in Appendix A. Gaussian pulses of pulse widths longer than all temporal system parameters ͑FWHM of 3000 fs͒ are used to obtain the photoemission signal, so as to simulate the long time behavior to which the analytical theory corresponds. The results for different values of the field-matter interaction strength are illustrated in Fig. 8 and compared with the perturbative analytical result ͑␦ f ͓3͔͒, shown as a solid curve. We define a dimensionless parameter = ab E 0 ͑j͒ / ͑ r − i ͒ to provide a convenient reference for all field-matter interaction strengths in the numerical calculations. Figure 8͑a͒ focuses on the case of resonance excitation and the limit of no pure dephasing, ⌫ pd = 0. For a value of the electric field strength which results in ϵ = 2.34ϫ 10
͓dashed curve in Fig. 8͑a͔͒ , the numerical result is essentially identical to the analytical limit. As the interaction energy is increased, however, the sigmoidal curve becomes increasingly distorted, especially in the energy range around resonant excitation, reflecting non-negligible contributions of higher than the third-order term in the interaction. Panel B of Fig. 8 examines the effect of pure dephasing on the range of validity of the perturbative theory. To complement the conclusions of panel A of Fig. 8 , we consider the case of off-resonant ͑red detuned͒ excitation. Deviations from Eq. ͑33͒ are observed as the field-matter interaction increases beyond ca. 3. At sufficiently large values of the radiative term as compared to the field-free Hamiltonian we found also deviations of the dependence of the signal from the pure sinusoidal form. Pure dephasing and increasingly rapid decay of the intermediate state as well as increasing detuning from resonance tend to lessen the deviations for a given interaction energy as they decrease the magnitude of radiative as compared to nonradiative perturbations of the system Hamiltonian. 
IV. CONCLUSIONS
Our goal in the work described in the previous sections has been to extend previous research on the application of coherent control tools as a coherence spectroscopy from the isolated molecule limit to dissipative environments. To that end we employed an analytical theory based on a perturbative Liouville space pathway approach that has been developed for, and previously applied to, description of nonlinear optical signals. 37 We complemented the Liouville space analysis with an analytical, perturbative Laplace transform approach and with nonperturbative numerical calculations. The former approach offered more general solutions than the Liouville space method at the cost of certain loss of transparency and simplicity, whereas the latter, numerical approach allowed us to test the range of validity of the perturbative approximations and examine intensity effects.
In addition to providing a useful framework for description of coherence spectroscopies and coherent control experiments in condensed phases, the Liouville space pathway approach was found to provide an appealing approach for gaining physical insights into 2PPE spectroscopy. In particular, it uncovers an interesting correspondence between photoelectron emission spectroscopy and spontaneous light emission signals.
We found that the channel phase, which has served in the isolated molecule limit to probe molecular continua, becomes a much richer observable in the presence of decoherence mechanisms. System-bath interactions rescatter the emitted photoelectrons, introducing a new peak in the spectrum that is located at the resonance state energy, and with it a new feature in the channel phase, whose structure conveys information about the system properties and its interaction with the dissipative environment. In addition, pure dephasing introduces a dependence of ␦ f on the final state energy and hence an opportunity to extract complementary views of the decay and decoherence dynamics through study of ␦ f as a function of the photon and the final state energies.
The present study focuses on the simplest of the coupled continua that have been previously shown to leave characteristic imprint on the channel phase, namely, the case of an isolated resonance embedded in an otherwise uncoupled continuum and energetically located at an intermediate level of excitation. One of our goals in future theoretical research in this area will be to explore, within the same framework, more complex phenomena in interface research. Examples include time dependent electron localization effects, as found in amorphous ice layers adsorbed onto a metal surface, 34 and
adsorbate-induced resonances. 35, 36 The effect of dephasing has been included here within the simplest conceivable model, namely, the optical Bloch approach. Extension of the present model to incorporate a more general system-bath description that includes finite bath correlation times is possible and would be clearly desirable. Finally, there is obvious interest in extension of the channel phase approach to the case of two ͑or more͒ phaserelated short pulses, where the temporal field parameters may provide a complementary probe of the dissipation dynamics. This possibility is the topic of a forthcoming brief communication.
One may expect the clearest experimental realization of the phenomena described here to result from gas cell experiments, where variation of the pressure provides a controllable means of varying the rate of collisions and hence of dephasing. We hope that such experiments will be realized.
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APPENDIX A: TIME-DEPENDENT SOLUTIONS FOR THE THREE-LEVEL OPTICAL BLOCH EQUATIONS
The quantum Liouville equation given in the basis set of only three levels, a special case of Eq. ͑11͒, generates nine coupled differential equations. These include three equations of motion for the diagonal elements of , which describe populations, and six for the off-diagonal elements, which describe coherences. Since the six elements describing coherences form three complex conjugate pairs, the evolution of is fully determined by a set of six equations,
Equations ͑A1͒ are solved numerically in Sec. III E to provide nonperturbative solutions. Here we proceed to derive an analytical perturbative approximation that complements the analytical theory of Sec. II through a procedure of suc-cessive approximation and decoupling. [28] [29] [30] In the long time limit, our results reduce to the expressions obtained in Sec. II via the explicit perturbative expansion of the density matrix in Liouville space.
For the case of stationary electric fields, it is useful to introduce a transformation of the density matrix elements to a set ab = ab e −i͑ b − a ͒t/ប , where a , b = i , r , f. Within the rotating wave approximation and time-dependent perturbation theory, Eq. ͑A1͒ assumes in terms of the ab the decoupled form,
and finally,
The above decoupling procedure is the outcome of a physical picture that follows from the temporal sequence of events after the electric fields switch on interactions within a three-level system. Starting at t =−ϱ, where only state ͉i͘ is occupied, it describes a successive evolution wherein initially the coherences take shape and these subsequently drive the populations. Thus, one first solves for ir , following which the population in the 
͑A3b͒
The transient terms omitted from Eqs. ͑A3͒ are rapidly decaying and partly oscillatory. Several decay on time scales short with respect to the final state lifetime and others on timescales short as compared to dephasing between initial and final states. P f ͑2͒ ͓4͔͑t͒ and P f ͑12͒ ͓3͔͑t͒ can be similarly expressed as functions whose time dependence disappears on the timescale of the final state lifetime. By substituting for if and rf in Eq. ͑A2f͒ and solving for f f one obtains the one-photon term, the two-photon terms, and the interference terms. Additionally a large number of transient terms are part of the solutions, all of which, however, decay on the time scales of the dephasing or the intermediate state lifetime, and hence can be ignored at times long after the fields have been switched on. The first term of if gives rise to the one photon term, while its second term generates the interference expression corresponding to pathway A of Fig. 3 . The first and second terms of rf give rise, respectively, to the coherent and sequential pathway expressions for the two-photon photoemission process. Similarly, the third and fourth terms of rf yield, respectively, the interference terms shown as pathways C and B in Fig. 3 . The time-dependent one-photon term, for example, which can be obtained by inserting the first term of if in Eq. ͑A2f͒ and solving for f f , results in
The awkward singularity at ⌫ f f = 0 remarked in Sec. II can thus be removed by expanding the exponential and canceling-off terms before letting ⌫ f f → 0. Thus, the present, implicit perturbative route, provides a more general solution than the perturbative expansion in Liouville space, but is not as straight forward, and does not provide as transparent a picture of the excitation processes.
APPENDIX B: TIME-DEPENDENT SCHRÖDINGER WAVE EQUATION SOLUTIONS FOR A THREE-LEVEL SYSTEM
The Schrödinger wave picture is an important limiting case of the density matrix formalism, obtained in the absence of pure dephasing, and in addition provides a useful independent inquiry into physical processes by itself. In the context of the present problem, solution of the time-dependent Schrödinger wave equation serves both to test our analytical density matrix solution and to provide a complementary view of the dephasing-free case to that developed previously within the time-independent framework.
The Hamiltonian for the three-level system is, 
where the RWA has been invoked. Within a perturbative approach, analogous to that assumed within the density matrix framework, we have C i ͑t͒Ϸ1 and
